This Letter presents an experimental realization of a recently proposed method to anticipate future states of nonlinear time-delayed feedback systems. The electronic circuit allows for a real-time anticipation of even strongly irregular signals. It is found that synchronization of the driven circuit with chaotic future states of the driving circuit is insensitive to signal and system perturbations.
Introduction
Nonlinear systems with a time-delayed feedback recently have attracted much research due to the wide abundance of time delays in nature and technology. Already in linear systems a delayed feedback can cause instabilities leading to complex oscillations (Györy and Ladas, 1991; Hale and Verduyn Lunel, 1993; Diekmann et al., 1995) . The dynamics of nonlinear feedback systems cover a wide range up to high-dimensional chaotic behavior (Farmer, 1982; Dorizzi et al., 1987; Ikeda and Matsumoto, 1987; Wischert et al., 1994) . On the one hand, delayed feedbacks caused e.g. by finite switching speeds are most often unwanted since they can severely disturb a regular motion leading to malfunction. On the other hand, it was proposed to utilize these systems in technical applications, e.g. for information storage (Mensour and Longtin, 1995) or secure communication purposes (Cuomo et al., 1993) . In spite of their rather complex behavior, delayed-feedback systems have the useful property that they can synchronize if coupled to each other in a suitable manner (Pyragas, 1998; Bünner and Just, 1998) . In the case of chaotic dynamics, this behavior constitutes a generalization of chaotic synchronization (Fujisaka and Yamada, 1983; Afraimovich et al., 1986; Pecora and Carroll, 1990 ) for infinite-dimensional systems.
Recently, the synchronization property of two unidirectionally coupled systems was generalized in the sense that the driving system's state is replicated not only instantaneously but anticipated by the response system. The anticipation time can be much larger than characteristic time scales of the intrinsic system dynamics (Voss, 2000; Voss, 2001b) . A special and simpler case of this rather counterintuitive behavior arises if the driven system is used as a filter that shifts the signal of the driving system backwards in time (Voss, 2001a) . Anticipating synchronization may be utilized in technical applications or be of interest for the understanding of natural information processing systems. Recently, it was observed in realistic numerical simulations of coupled chaotic semiconductor lasers (Masoller, 2001) . For a further discussion of applications, see previous work (Voss, 2000; Voss, 2001b; Voss, 2001a) .
Here a proof-of-principle demonstration of this technique is provided by describing an electronic realization of a time-delayed feedback loop driving an identical system. As a result, the response system shifts the chaotic signal of the feedback loop backwards in time in a precise and robust manner. In parts, this is already expected from theory. The outline of this paper is as follows: First, the synchronization behavior of time-delayed feedback systems is reviewed briefly, then the experimental setup is provided, and finally the results are described and discussed.
Coupled Delayed Feedback Systems
In order to understand the result of the experiment, first anticipatorily coupled nonlinear time-delayed feedback systems are considered. Here, only unidirectional "complete replacement" coupling between a one-dimensional driving system with state x and a response system with state y is taken into account. For details, numerical examples, and results for more general coupling configurations, see the previous work cited above. The driving system is given byẋ
where x is real-valued and f an arbitrary function. Dropping the time dependence and defining the delayed value of x(t) as x τ = x(t − τ ), the driving system becomesẋ = −αx + f (x τ ) .
As an example for chaotic dynamics of this system, the parameters α = 3.24 ms −1 and τ = 13.28 ms are used with the nonlinearity f (x τ ) of Fig. 1 . The parameters are chosen such as to closely fit the parameters of the electronic circuit described below. With the single-humped smooth nonlinearity of Fig. 1 , Eq. (2) resembles the well-known Mackey-Glass system (Mackey and Glass, 1977) . To visualize the phase space of this system, the observed trajectory x(t) (Fig. 2a) is plotted vs. x(t − τ ). This yields a two-dimensional projection of the chaotic attractor (Fig. 2b) . Now system (2) is coupled to an identical system using complete replacement coupling (Pecora et al., 1997) , where the driver variable x substitutes a corresponding variable in the response system with the state variable y. In order to accomplish anticipating synchronization, instead of replacing y by x, y τ is replaced by x. This leads to the response systeṁ Now it is easy to see that the difference between the driving system's state x and the time-delayed response y τ decreases in time: The time evolution of the response is, by virtue of the variation-of-constants method,
From this it follows that
with a constant term in the brackets. Since the difference x − y τ decreases exponentially in time, one has asymptotically x = y τ . Equivalently, by performing a time shift on both sides of the equation, one has x(t + τ ) = y(t) for large t, and the response system anticipates the driving system's signal. This result has not only asymptotic meaning: From Eq. (5) follows that the way the two signals x and y τ approach each other depends only on α but neither on the particular nonlinearity f nor the time delay τ . Choosing α sufficiently large, the difference between the advanced driving signal and the response signal can become small very rapidly, independent of the particular system considered. Furthermore, the response (3) is globally stable under the condition that the driving signal is stable; there are no initial conditions that could cause a diverging response. Proceeding with the numerical example, the compound system given by Eqs. (2) and (3) is numerically simulated. To characterize the synchronization behavior in dependence of the time shift between the signals, the similarity function (Rosenblum et al., 1997) 
is used, i.e., the time averaged difference between time-shifted driving and response signal (with mean values subtracted). If the signals are independent, the difference between them is of the same order as of the signals themselves. On the other hand, if there exists a time shift τ for which x(t+τ ) = y(t), S(τ ) vanishes for this value of τ . For the model system this happens at τ = 13.28 ms (Fig. 3, dotted line) , indicating that the response signal advances the driving signal for an amount of 13.28 ms. This is the same value as has been fixed in the model. 
The Experimental Setup
The above described behavior is insensitive to small differences in the systems of Eqs. (2) and (3) (Voss, 2000) . Therefore, it can be expected that it should be possible to observe this behavior in an approximate sense also in experiments where the two systems are not identical but differ in their structure and values of their parameters. This is the case for electronic circuits, since the components often underly considerable tolerances.
I now describe a circuit that attempts to model both of the equations (2) and (3). The driving systems consists of: (i) a nonlinearity f , built in essence from a transistor and an adjustable amplifier to control the loop gain (Fig. 4) , (ii) a low-pass filter, responsible for the damping term −αx and consisting of a capacitor and a resistor, and (iii) a commercially available "bucket brigade" delay line. Parts (ii) and (iii) are inspired from the experiment of Kittel et al. [1998] .
Aside from the time delay, the response system consists of an identical copy of the driving system. The driving signal x is injected using an impedance converter to prevent any feedback from the response system to the driving system (Fig. 5) . The differential equation describing the dynam- ; T 1 =BC 238C; R 1 =47 kΩ, R 2 =100 kΩ lin., R 3 =22 kΩ, R 4 =4.7 kΩ, R 5 =10 kΩ, R 6 =1 kΩ.
ics of the driving system follows e.g. from applying Kirchhoff's mesh rules. With x the voltage measured at the node between R 1 and C 1 , system (2) is obtained. The damping factor α is determined by R 1 and C 1 . It leads to a time scale τ D = α −1 = R 1 C 1 ≈ 0.31 ms. The delay of the loop can be adjusted within certain limits and is fixed to τ ≈ 13.28 ms. Therefore, one has τ τ D , a necessary condition for delay-induced instabilities. The exact form of the nonlinearity is determined by the characteristic curve of the transistor and the way the resistors R 3 to R 6 are applied. Here it is not attempted to derive it in a quantitative way; rather its shape is estimated from the signal as described later on (Fig. 1) .
The adjustable loop gain is used as the bifurcation parameter. In the model (2) this corresponds to a factor contained in the nonlinearity f . In increasing the loop gain of the driving system, first a fixed-point is observed, then a periodic oscillation, and finally a period-doubling route to chaos. Increasing the loop gain further, the structure of the attractor becomes more involved in the delay embedding (corresponding to a higher-dimensional chaotic motion). All this is in accordance with recent theoretical and numerical results (Farmer, 1982; Dorizzi et al., 1987; Ikeda and Matsumoto, 1987; Wischert et al., 1994) . I proceed with the signal as measured shortly after the onset of chaotic dynamics. The reason is twofold: For this loop gain, the best synchronization results for chaotic motion of the driving system are obtained, and it is easy to reproduce. Care was taken that the signal is indeed chaotic and not merely an orbit of high periodicity; both cases can clearly be distinguished using an oscilloscope. The signal is sampled with a time interval of ∆T = 0.01 ms, and an offset voltage of 6.62 V is subtracted. To obtain a smooth signal from the discrete values of the A/D converter and to remove some spiky artifacts caused by the bucket brigade delay line, only for visualization purposes the signal is slightly low-pass filtered by a Butterworth filter. A sample of the measurements and an attractor reconstruction are given in Figs. 2c and d, respectively. Next, the (unfiltered) signal is injected into the response system, yielding the response signal y. Since the overall synchronization behavior cannot be optimized directly in this experimental setup but has to be evaluated later, the following procedure is applied: The loop gain of the response system is adjusted such that both signals have roughly the same mean amplitude variation. This assures that both attractors have similar extensions in phase space, and hopefully, optimal synchronization properties. The other parameters of the response system are not optimized, but only standard electronic components with normal tolerance are used. Both signals are sampled simultaneously. 
Results
As expected, the response signal y anticipates the driving signal x (Fig. 6a) . A closer inspection of the signals exhibits that even details of the chaotic oscillations are anticipated satisfactorily (Fig. 6b) . For the similarity function S(τ ), one observes a similar shape and about the same location of the global minimum as in the numerical example (Fig. 3, solid line) . However, since the nonlinearities of the two oscillators are not optimized with respect to their identity, and since the bucket brigade delay line induces some distortion of the signal, a long-term run reveals that the phase space densities of the two signals differ slightly from each other. This can partly be corrected afterwards by a suitable instantaneous monotonic transformation of the response signal, which does not affect the dynamics itself: The invariant phase space density of the response system's attractor is transformed to the one of the driving system. Here this transformation is performed numerically, but in applications it could also be realized by an electronic filter. Using this transformation, the similarity function closely resembles the one of the model system, attaining a value of only 0.037 in its global minimum (Fig. 3, dashed line), and the trajectories are hardly distinguishable any more (Fig. 6b, bold  and dashed line) .
To recover the driving system's nonlinearity f and the damping factor α from the measured data, the method of optimal transformations and maximal correlation is applied (Voss and Kurths, 1997; Voss et al., 1999) . The nonlinearity is identical to the one of the example system (Fig. 1) ; in fact, since in this case it is easier to fit a model to the given system rather than to fit the electronic components to a given model, the problem is approached from behind, i.e., the example system is inversely reconstructed from experimental observations. The damping factor, which is determined through R 1 and C 1 to be α ≈ 3.22 ms −1 (see above), is estimated from the observations as α = 3.24 ms −1 . Thus a quantitative two-way comparison of the experiment with numerical simulations has been performed, and good agreement between both has been found.
Finally, it is remarked that anticipating synchronization is observed in a rather persistent manner, also for other values of the loop gain and time delays. It does not break down even if the systems are modified by exchanging the transistors or capacitors.
Discussion
I have given a proof-of-principle demonstration that the phenomenon of anticipating synchronization can be realized via two coupled electronic circuits. Only standard commercially available electronic components have been used, and the observed persistent anticipation of the signal is quite robust. Due to the use of a digital delay line with only a limited amount of storage cells and the other mentioned approximations, the circuit surmounts a simple "analog computer" simulation of the model that could be substituted by numerical simulations. Thus the observed stability of synchronization is a nontrivial result per se, opening the possibility for easy-to-handle technical applications.
An anticipation time that corresponds to the internal time delay of the driving system is accomplished, which is already large compared to characteristic time scales of the chaotic oscillations (see Fig. 6 ). It was proposed to use chains of coupled systems to yield longer anticipation times (Voss, 2001a; Voss, 2001b) . I conjecture that to reach this goal more effort has to be spent to make the systems identical. However, using a similar approach as here, it should be within reach to realize coupled phase locked loops with a time delay (see Appendix of (Voss, 2000) ). Phase locked loops (Lindsey and Chie, 1986) play an important role in consumer electronics and physiological modeling. For a discussion of other physical implications, I refer to previous work as cited in the Introduction.
