A recent line of work has shown that an over-parametrized neural network can perfectly fit the training data, an otherwise often intractable nonconvex optimization problem. For (fully-connected) shallow networks, in the best case scenario, the existing theory requires quadratic over-parametrization as a function of the number of training samples.
Introduction
Training a neural network involves solving a nonconvex optimization problem, which might trap or slow down (stochastic) gradient descent in local minima or saddle points [3, 4] .
Empirically, training a "wider" network or over-parametrization avoids these issues, which a growing number of works attempt to explain, hoping that a better understanding would guide the design and training of neural networks [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20] . We will review the related work in Section 6.
For instance, in the best case scenario, if the number of weights p of a shallow network is quadratic in the number of the training samples m, then gradient descent is proved to achieve zero training error [21, Corollary 2.2] . In general, p = Ω(m 8 ) is required in theory for successful training of a shallow network [22, Table 1 ].
The observation that a wider neural network can perfectly map the training samples to their corresponding labels is perhaps not surprising.
Indeed, if we set the weights in all but, say, the last layer of a neural network to random (but fixed) values, training (the last layer of) this network effectively reduces to a linear regression problem, see for example [2, 23, 24, 25] , and a sufficiently rich linear model can of course map any training samples to their labels.
Or, as argued in [1] , if the output of a wide shallow network is already negligible with its initial weights, then the training of this network is locally similar to solving a large linear regression problem, and thus the training terminates successfully in a few iterations.
Training is lazy in both [1, 25] , a term coined in [1] , and a network trained in this regime often performs poorly on test data [1, 2] . A number of works on over-parametrization belong to this lazy training regime; a few are listed in Section 6.
With this introduction, the contributions of the present work are three-fold:
• This paper develops a unified approach to over-parametrization, which is applicable to a wide range of learning problems, and appears to be a better fit for neural networks compared to [26] , see Theorems 4,6,7 below.
Theorem 7 also extends [26, Theorem 3.1] to PL loss functions, to be defined below, and holds almost surely, arguably a considerable improvement over the existing result for quadratic functions, see [26, Theorem 3.1 ].
• For shallow networks, this approach establishes that near minimal over-parametrization is sufficient to perfectly fit the training data.
More specifically, we prove that the training error vanishes when the number of weights p is linear in the number of samples m, using a weighted (stochastic) gradient descent, see Theorem 8. This is where Theorem 4.3 in [26] falls short, see Section 6.
• The training in this paper is not limited to the lazy regime, in the sense quantified in [1] , thus distinguishing this work from the pior art, as detailed in Section 6.
Formalism and Insights
This and the next two sections develop a unified approach to over-parametrization in nonconvex learning. The main results are then applied in Section 6 to the specific case of shallow networks. This paper considers the problem
where h ∶ R D K → R is the composition of the loss function f ∶ R D → R D K and the (often nonlinear) map Φ ∶ R D K → R. That is,
in which the input and output of the map Φ, namely, X K ∈ R D K and X ∈ R D are both tensors, with their relation compactly summarized as
We assume throughout that f and Φ are once and twice continuously-differentiable functions, respectively. Suppose that f is minimized in R D and, without loss of generality, assume that min X f (X) = 0.
Assume also that f satisfies the Polyak-Lojasiewicz (PL) condition [27] , namely, that there exists α f > 0 such that
It is not difficult to verify that any α f -strongly convex function [28] satisfies a variant of (5) . We may think of the PL condition as a relaxation of strong convexity. The PL condition is motivated by the powerful Lojasiewicz inequality, which holds for any real analytic function, possibly with a power other than two in (5) and restricted to some neighborhood [29] .
Even though f satisfies the PL condition in (5) , the nonlinear map Φ renders h nonconvex. The landscape of h could therefore be riddled with spurious local minima or saddle points, which may trap or slow down (stochastic) gradient descent; this is often when case in training neural networks [3, 4] .
However, appropriately initializing the gradient descent can dramatically change the situation to our favor. Before turning to the details, let us highlight the simple idea behind this claim, see also [26] . Let X K be the limit point of the gradient descent, applied to h and initialized at X 0 K , with a sufficiently small step size.
Let also DΦ * (X K ) denote the adjoint operator for DΦ(X k ) ∶ R D K → R D , which is the Jacobian of Φ at X K . Suppose that DΦ * (X K ) is a nonsingular linear operator.
Since X K is a first-order stationary point of h, it holds that
where, as usual, X = Φ(X K ) in our notation. 1 Then the nonsingularity of DΦ * (X K ) leads us to the conclusion that Df (X) = 0. If f is strongly convex, then X is a global minimizer of f . Consequently, the limit point X K of the gradient descent is a global minimizer of h. To complete the above argument, it suffices to show that DΦ * is nonsingular within a neighborhood of the initialization X 0 K , and that the trajectory of the gradient descent remains within this neighborhood. After this high level discussion, let us now turn to the details. Definition 1. (near-isometry) We say that DΦ * (X 0 K ), the adjoint of the Jacobian of DΦ at the initialization, is a
where σ min and σ max denote the smallest and largest singular values of a linear operator.
Suppose also that Φ is strongly smooth, namely, that there exists β Φ > 0 such that,
(strong smoothness of Φ)
If DΦ * (X 0 K ) is a near-isometry, by the strong smoothness of Φ, one would expect DΦ * to remain a nearisometry for all points near the initialization X 0 K . With an application of Weyl's inequality, this simple intuition is formalized below, without proof.
where ball(X 0 K , ρ Φ ) ⊂ R D K is the Euclidean ball of radius ρ Φ centered at the initialization X 0 K , and
Gradient Flow
Let us first use the gradient flow for solving problem (1) , which can be considered as the limit of the gradient descent for infinitesimally small step sizes. We later turn to gradient descent in Section 4. Consider the gradient flow, initialized at X 0 K ∈ R D K , and traversing the curve γ K ∶ R + → R D K , specified asγ
To calculate the length of the curve γ K , suppose that DΦ * (X 0 K ) is (µ Φ , ν Φ )-isometry, as in Definition 1. Let t Φ ∈ (0, ∞] to be the smallest value such that γ K (t Φ ) ∉ ball(X 0 K , ρ Φ ), namely, the gradient flow leaves the ρ Φ -neighborhood of its initialization for the first time at t = t Φ .
We first bound the length of the segment of γ K inside ball(X 0 K , ρ Φ ), see Appendix A for the proof of the lemma below. Here it is worth mentioning the rich literature of tame optimization, which inspired the proof, see [30] and the references therein.
where ≲ hides any universal constants for the sake of clarity.
Let us now assume that
which ensures that
(see (10) and Lemma 3)
and in turn implies that
(see (14) ) (15) That is, γ K (t Φ ) ∈ ball(X 0 K , ρ Φ ), which contradicts the construction of t Φ . It therefore must be the case that γ K (t) ∈ ball(X 0 K , ρ Φ ) for all t ≥ 0, and the length of the curve γ K is bounded by ρ Φ , according to (15) .
Therefore, under the assumption (13), the gradient flow γ K converges, the limit point X K ∈ R D K exists and must satisfy
By combining (9, 16) , we observe that
In particular, it follows a fortiori that DΦ * (X K ) is a non-singular linear operator. Then combining (6, 17) leads us to
where recall that X = Φ(X K ). Since f satisfies the PL condition in (5), we conclude that X is a global minimizer of f and, consequently, X K is a global minimizer of h in (2) . We summarize this result below. (13) holds, the gradient flow γ K in (11) converges to a global minimizer of h in (2) with the optimal value of zero.
Gradient Descent
We might think of GD as the discretization of the gradient flow, and an argument similar to that in Section 3 can be made for GD.
More specifically, for a step size λ > 0 and initialized at X 0 K , the iterates of GD to solve (1) are
To study GD, in addition to the previous assumptions on Φ and f in (4, 5, 8) , we also assume that f is strongly smooth, namely, there exists β f ≥ 0 such that
(strong smoothness of f )
The smoothness assumption above allows us to safely discretize the gradient flow without deviating too much from its trajectory. The necessary assumptions for GD are summarized below.
• f has zero minimum as in (4), satisfies the PL condition in (5) , and is β f -strongly smooth, as in (20) .
The following result is the analog of Theorem 4 for GD, see Appendix B for the proof.
Theorem 6. (gradient descent) Suppose that Φ and f satisfy Assumption 5. For X 0 K ∈ R D K , suppose also that DΦ * (X 0 K ) is (µ Φ , ν Φ )-isometry, as in Definition 1. Then the gradient descent iterates {X i K } i≥0 in (19) converge to a global minimizer of h in (2) with the optimal value of zero, provided that (13) holds and the step size λ is small enough, namely,
where X 0 = Φ(X 0 K ). The rate of convergence is given by
for a universal constant C.
Theorem 6 is a general result which may be applied to a variety of learning problems, of which we focus on the training of shallow networks in Section 6.
The key condition in Theorem 6 is (13) . If the objective h = f ○Φ is sufficiently small at the initialization X 0 K in the sense of (13), then X 0 K is within the basin of attraction of a global minimizer and a local search solves (1) to global optimality, provided that
More generally, the idea of initializing an algorithm close to a global minimizer has a long history in nonconvex optimization, particularly matrix factorization problems, see the recent survey [31] and the many references therein.
A variant of Theorem 6 has appeared before, see [26, Theorem 5.2] . In the context of shallow networks in Section 6, Theorem 6 requires a radius √ d 1 of injectivity, whereas Theorem 5.2 in [26] requires nearisometry within a radius √ m of the initialization. The former result correctly matches our intuition that more training data should help with finding the global minimum. As a side note, Theorem 6 offers a simpler and more geometric proof.
From an algorithmic perspective, the idea of linearizing Φ when minimizing h = f ○Φ is well-understood in the context of nonlinear regression and the Gauss-Newton method [32] .
In order to apply Theorem 6, verifying (13) is the key step, which must be done on a case-by-case basis. In Section 6, we study the case of shallow networks and improve on the state of the art.
Before doing so, let us establish a variant of Theorem 6 for stochastic gradient descent, which appears to be new.
Stochastic Gradient Descent
Often f consists of a finite or infinite average of convex functions. For clarity of exposition, we limit ourselves to the finite case even though the main result below holds for the infinite case as well.
To be specific, for continuously-differentiable functions
From (2), we observe that the same structure of f in (23) appears in h too, namely,
where recall that f ○ Φ(⋅) = f (Φ(⋅)). This structure for h arises in empirical risk minimization, Mestimators, and distributed computing, among others [33] . We will shortly discuss an example for neural networks. While computing ∇h n for each n is often cheap in a variety of applications, computing ∇h could be expensive. Motivated by this, to minimize h and solve problem (1), SGD executes the updates
where, conditioned on X i K , the index n i is drawn from [N ] = {1, ⋯, N } uniformly at random, independent of all previous indexes.
Note that Dh n i (X i K ) in (25) is an unbiased estimator of the true gradient Dh(X i K ), namely,
where the expectation is over the index n i . To study SGD, in addition to (4), let us make the mild assumption that
which is often met in practice. In statistical learning, for instance, each f n is a nonnegative loss function.
To form a better intuition for the next assumption of this section, if X is a minimizer of (convex) f , then it is easy to see that (convex) {f n } N n=1 are also minimized at X, namely,
More generally, we assume in this paper that f satisfies the Strong Growth Condition (SGC) [34, 35] , namely, that there exists η f > 0 such that
The main result of this section is the analog of Theorems 4 and 6 for SGD, proved in Appendix C.
Theorem 7. (stochastic gradient descent) Suppose that Φ and f satisfy Assumption 5 and (23,29), as detailed above. (25) almost surely converge to a global minimizer of h in (2) with the optimal value of zero, provided that (13) holds and the step size λ is small enough, namely,
The rate of convergence is given by
for a universal constant C. Above, the expectation is with respect to the randomness of SGD, conditioned on the initialization X 0 K . Theorem 7 appears to be new for PL loss functions, extending Theorem 3.1 in [26] for the quadratic loss. A considerable improvement is that, unlike [26] , Theorem 7 above holds almost surely.
Shallow Neural Networks
In this section, we consider the problem of training a shallow network with d 0 inputs, d 1 hidden nodes, and d 2 outputs.
The strategy here is to cast this problem as a special case of program (1) and then apply Theorem 6. For clarity, we restrict ourselves to the convergence of gradient descent, even though the main result below holds verbatim for stochastic gradient descent after adjusting the step size λ according to (30) .
Setup The shallow network corresponding to the weight matrices X ′ 1 ∈ R d1×d0 and X 2 ∈ R d2×d1 is specified with the map
where η ∶ R → R is a twice-differentiable activation function, applied entry-wise.
For an integer m, consider the training samples
By concatenating the training samples and their labels, we form the matrices Z ∈ R d0×m and Y ∈ R d2×m .
As for the architecture of the network, we assume that
For clarity, ≳ in (33) hides the logarithmic terms and the dependence on the activation function. Above, d 2 ≈ 1 is our notation for 1 ≤ d 2 ≤ C with a universal constant C. The requirement on the output layer d 2 ≈ 1 is often met in practice; in similar works, it is commonly assumed that d 2 = 1.
Training this shallow neural network amounts to solving the problem
which we will attend to shortly, after listing first our assumptions on the activation function and the data.
Activation function We assume that the activation function η ∶ R → R is twice-differentiable, and letη andη denote its first two derivatives. Even though the smoothness assumption on η excludes the popular Rectified Linear Unit (ReLU), it is possible to apply our results to a smoothed approximation of ReLU, particularly the softplus or the Exponential Linear Unit (ELU). Indeed, smooth activation functions such as softplus [36] or the ELU [37] often achieve similar or better performance compared to the ReLU [38, 37, 39, 40, 41, 42] .
Moreover, for nonnegativeη max ,η max , we assume that the activation function η satisfies
(smoothness of the activation function)
The assumption η(0) = 0 above is to simplify the derivations and we suspect that it can be removed at the expense of a more complicated result. This and the two boundedness assumptions in (35) are met for activation functions such as softplus, ELU, sigmoid, or tanh. The last requirement on the activation function involves Hermite polynomials: Let {c i } i≥0 denote the Hermite coefficients of η, namely,
where q i ∶ R → R is the i th Hermite polynomial [43] . For completeness, the key properties of Hermite polynomials are reviewed in the Appendix D.1. Specifically, we require the coefficients {c i } i≥0 of the Hermite expansion of η to decay sufficiently fast, so that the Hermite norm of η is bounded:
(bounded energy of Hermite expansion)
The boundedness of the Hermite norm assumed in (37) is virtually always satisfied in practice. Indeed, if η has a bounded support, then it automatically belongs to the Hilbert space of functions with bounded Hermite norm. Otherwise, a similar argument holds for unbounded support after restricting the domain to the output range of the network with a bump function.
Data Recall the data matrix Z and their labels Y from the first paragraph of this section. We make the mild assumptions that
(assumptions on the training data) (38) for a universal constant C. In particular, the unit norm assumption in (38) is common [6] . We also assume the data matrix Z ∈ R d0×m to be full row rank, which agrees with m ≥ d 0 in (33) . By virtue of the assumptions in (38) , the main result of this section is distribution-free; namely, Theorem 8 below can be applied to any data distribution, as long as (38) is satisfied with high probability.
Weighted Gradient Descent Let us turn to the task of training the shallow network described in the setup paragraph earlier.
Without including the details, let us note that the direct application of Theorem 6 to problem (34) is limited to the less practical regime of m ≤ d 0 (few training samples), which is where Theorem 4.3 in [26] falls short too, as detailed later in the related works.
We instead relax problem (34) as
By assumption, the data matrix Z is full row rank. Consequently, the relaxation in (39) is exact and the last line above holds with equality. Indeed, if (X 1 ,X 2 ) ∈ R d1×m × R d2×d1 is a (global) minimizer of h in (39), then
is a (global) minimizer of h ′ in (34) , where Z † is the Moore-Penrose pseudo-inverse of Z.
We now apply the gradient descent to the relaxed problem of minimizing h in (39) with the iterates
where D 1 h and D 2 h are the derivatives of h in (39) with respect to its first and second arguments, respectively.
The updates in (41) are in (X 1 , X 2 ) space but induce a unique sequence in (X ′ 1 , X 2 ) space similar to (40) , namely,
for every i ≥ 0. After recalling the definition of h ′ in (34), we can in fact remove X i 1 from the updates in (42) , thus arriving at the algorithm
We can therefore think of (43) as a weighted gradient descent to minimize the original objective h ′ and thereby train the shallow network.
An important observation about the weighted GD is the following. Training the shallow network described in the setup paragraph earlier with the training data (Z, Y ) is equivalent to training an auxiliary shallow network with m input nodes, d 1 hidden nodes, and d 2 output nodes with the auxiliary training data (I m , Y ), where I m ∈ R m×m is the identity matrix.
That is, one can train this auxiliary network with GD and then transfer the trained weights to the original network via (42) .
In particular, implementing the weighted GD in standard platforms, such as PyTorch and TensorFlow, requires nearly no additional programming effort than training with GD.
Crucially, from a computational perspective, implementing the weighted GD requires us to compute (ZZ ⊺ ) −1 and multiply by it only once, namely, after the training of the auxiliary network.
It is not difficult to extend the weighted GD to deeper networks. However, the theory developed here for this algorithm is limited to shallow networks. A stochastic version of the weighted GD is discussed after Theorem 8.
Initialization
We randomly initialize the weighted GD in (43) , taking the initial weights matrices (X ′0 1 , X 0 2 ) to be Gaussian random matrices, namely,
where
and dist.
= denotes equality in distribution. Above, stands for statistical independence.
Boundedness. We also assume that the (second component of the) iterates of the weighted GD remain bounded in the sense that
for a universal constant C. Similar boundedness assumptions are common in nonconvex optimization to avoid divergent algorithms [42, 44, 45] .
Algorithm 1 Weighted GD for training a shallow network Input:
• Shallow network specified in (32) with a twice-differentiable activation function η,
• Full row rank data matrix Z ∈ R d0×m and their labels Y ∈ R d2×m , see after (32) ,
where the empirical risk h ′ was defined in (34) , and D 1 h ′ , D 2 h ′ are the partial derivatives with respect to the first and second arguments of h ′ , respectively.
Output: Return (X ′I 1 , X I 2 ) as the trained weights of the shallow network. Note: Efficient implementation of the weighted GD requires computing (ZZ ⊺ ) −1 and multiplying by it only once, see the remarks after (43) .
Main result for shallow networks For this training task to fit our framework, in (3) we take
and set
In (2), we also set
and, after recalling (5, 20) , note that
In Appendix D, we verify that the key conditions (7,13) hold with high probability which, when combined with Theorem 6, immediately establish the following result. Theorem 8. (shallow network with weighted GD) Consider the shallow network described in (32) , with dimensions that satisfy (33) , and with an activation function η that satisfies (35, 37) .
Suppose also that the data matrix Z is full row rank and the mild conditions on the dataset in (38) are met. Fix δ ∈ [0, 1].
Then the iterates {X ′i 1 , X i 2 } i≥0 of the weighted GD in Table 1 converge to a global minimizer of h ′ in (34) and reach the optimal value of zero, except with an exponentially small probability of ψ(η, δ, d 0 , d 1 , d 2 ), specified in (128) in the proof.
This claim holds provided that the initialization (X ′0 1 , X 0 2 ) is drawn randomly according to (44, 45) , the iterates are bounded in the sense of (46) , and also m ≳ φ(η, δ), where φ is specified in (132) in the proof. 2 A few remarks about Theorem 8 are in order. According to (33) , the over-parametrized shallow network specified in Theorem 8 has
parameters (weights), where Ω stands for the Big Omega notation. By convention, either side of ≈ above is upper and lower bounded by constant factors of the other side.
That is, according to (51) , linear over-parametrization p = Ω(m) is sufficient for the weighted GD in (43) to solve problem (34) to global optimality and achieve the optimal value of zero.
In this sense, Theorem 8 improves on the over-parametrization required in the current literature of shallow networks to reach global optimality, which is p = Ω(m 2 ) at best and p = Ω(m 8 ) in general, as detailed below.
Theorem 8 might still leave room for improvement. Indeed, one would hope to improve (51) to p ≳ m, as conjectured in [6] , notwithstanding any logarithmic factors. Information-theoretic lower-bounds for or against this conjecture are currently not available in the literature.
Related work
At a high level, for a shallow network, Theorem 8 states that linear over-parametrization p = Ω(m) is sufficient to perfectly fit a dataset using the weighted gradient descent in the prevalent regime of m ≥ d 0 (many training samples).
A growing list of papers focus on over-parametrization in neural networks [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20] , offering various perspectives.
For example, [7] requires over-parametrization of p = Ω(m 24 L 12 ), where L is the number of layers of the neural network [22] ; L = 2 in our case. Or, in [25] , all layers are effectively fixed except for the last layer, reducing the complexity of the problem to a linear least-squares, see also the line of work on random features [2, 23, 24] .
A comprehensive review of these works is beyond the scope of this paper and we thus limit our discussion below to the most relevant results. [26, Theorem 4.3] is valid for the less practical regime m ≤ d 0 (few training samples) and has the key shortcoming that the derivative of the activation function η is required to be bounded away from zero, arguably an unrealistic assumption, even after limiting the input ranges of all the activation functions.
In the regime d 0 ≤ m ≲ d 2 0 and with a fixed (and carefully tuned) second layer, [21, Corollary 2.2] requires quadratic over-parametrization p = Ω(m 2 ) of a shallow network, in the best case scenario, for randomly-initialized gradient descent to perfectly fit a dataset.
In general, the existing theory requires p = Ω(m 8 ) over-parametrization for shallow networks, see Table 1 in [22] . It is worth noting that these results were recently extended to deeper networks in [46] .
In contrast, both layers of the network are trained in our work and, with a variant of GD, we reach linear over-parametrization p = Ω(m), where the factor in front of m is independent of the training data.
Lazy training From the proof of Theorem 8, it becomes clear that the trajectory of GD remains within a distance of the initialization that scales with the network width d 1 . Moreover, the objective value at initialization h(X 0 K ) scales like the number m of the training data. Qualitatively speaking, as we increase m, the learning does not become more local in the regime under study in (33) .
In contrast, [1] recently identified a particular over-parametrized regime, which suffers from lazy training. In this lazy regime, we can safely train with the linear approximation of the nonlinear map Φ at the initialization instead of Φ itself, potentially leading to poor generalization error, despite achieving zero training error.
In the context of a shallow network, this lazy training regime asymptotically corresponds to
where ω 2 2 is the variance of the output layer at initialization, see (44, 45) and also the last paragraph of Section 1.2 in [1] . In contrast, setting ω 2 ∝ 1 d 1 leads to the so-called mean-field limit as d 1 → ∞ [47, 48, 49, 50] .
For a network architecture in which only the network width d 1 varies, it is evident from (45) that Theorem 8 explains why over-parametrization leads to zero training error both in the lazy regime and in the regime advocated by the mean-field viewpoint.
In other words, even though training a shallow network under these two regimes might lead to different performances on unseen (test) data, the training error in both regimes can reach zero with weighted GD, as explained with the unified over-parametrization framework of Theorem 8.
Crucially Weighted stochastic gradient descent. Instead of GD, we may use SGD to minimize h in (49) . To that end, recall the setup in Section 5 and note that
where E n ∈ R m×m is the n th canonical matrix with its n th diagonal entry equal to one, and the rest of its entries set to zero. Based on the representation in (53), without changing Φ, we can easily identify {f n , h n } m i=1 , as introduced in Section 5. Here, η f = 1.
The resulting SGD algorithm in (X 1 , X 2 ) space translates immediately into a weighted SGD in the original (X ′ 1 , X 2 ) space, as detailed for GD earlier in (41) (42) (43) . An analog of Theorem 8 holds here verbatim after adjusting the step size according to Theorem 6.
Architecture. We limited ourselves in this section to the network architecture in (33), namely, d 1 ≳ d 0 ≳ d 2 ≈ 1. This architecture is common in practice and often studied in theory, where it is common to set d 2 = 1, see for example [21] .
Future directions. A sufficiently over-parametrized neural network can reach zero empirical risk in (34) , thereby (over)fitting the often noisy training data. Despite this, the trained network often performs well on unseen data, see for instance [7] .
We do not currently have sufficient theoretical or numerical evidence about the generalization error of a network trained with weighted GD, and leave this research direction to a future work.
Note that, as established in an earlier remark in this section, training by weighted GD is not lazy in the sense of [1] , which might benefit the performance of network on the test data.
Another important question, also left for future work, is the extension of these results to deeper networks and whether this would lead to provable linear over-parametrization for them. At least for networks with two hidden layers, we suspect this to be the case.
A Proof of Lemma 3
Throughout this section, we will use the shorthand
and note that h(γ K (t)) = f (Φ(γ K (t)) = f (γ(t)). (see (2)) (55)
For the future reference, let us record thaṫ
whereγ(t) = dγ(t) dt and DΦ(a) {b} is the direction derivative of Φ along b, namely, DΦ(a) {b} = ⟨DΦ(a), b⟩. Another useful observation is that
Length of the segment of the curve γ K corresponding to the interval [0, t] is calculated as
To control the norm in the last line above, we write that
) ((55) and chain rule)
provided that the denominators are nonzero. In light of (59), we can revisit (58) and write that
which completes the proof of Lemma 3.
B Proof of Theorem 6
The proof is similar to that of Theorem 4. As in that proof, we would like to compute the "length" of the trajectory traced by the gradient flow iterates. More formally, let I be the first iteration such that X I K ∉ ball(X 0 K , ρ Φ ). The "length" of the trajectory traced by {X i K } I i=0 can be defined as
(chain rule and (2,9)) (61)
To control the norms in the last line above, we need to take multiple steps. The first step is to use the smoothness of f in (20) to obtain a standard "descent inequality" as
(see (8, 9) 
(chain rule and (2))
(chain rule and (9))
where the last line holds provided that the step size λ is small enough, namely,
where C is a universal constant. This completes the proof of Theorem 6.
We bound the difference above similar to (62): If both X i K ∈ B and X i+1 K ∈ B ′ , then
.
(see (25) ) (79)
Substituting the above bound back into (78), we find that
where the last line holds if the step size is small enough, namely,
Then, similar to (64), we find that
to ensure that
Combining the construction of random variable I and (85) leads to the contradiction that
As in the proofs of Theorems 4 and 6, it follows that almost surely the SGD trajectory remains near X 0 K in the sense that
and the length of the trajectory is bounded by ρ Φ 2. Consequently, as in the proofs of Theorems 4 and 6, almost surely SGD converges to a global optimal limit point X K , namely,
With an argument similar to (69), we also find a simpler bound on the step size of SGD in (75,81):
As for the convergence rate, we write that
where C denotes universal constants; the value of C might change in every appearance. Taking expectation of both sides above completes the proof of Theorem 7.
D Shallow Networks
For the sake of completeness, let us first review the setup in Section 6. Recall that, in (3), we took
and that
where η ∶ R → R is a twice-differentiable activation function, applied entry-wise. In (2) , recall also that we set
The requirements for the activation function η were listed in (35, 36) . Recall the mild assumptions on the dataset in (38) . In particular, by assumption, the dataset Z is full row rank, which also requires that
To train this shallow network by minimizing h = f ○ Φ, we apply GD in (19) , initialized at X 0 K = (X 0 1 , X 0 2 ) ∈ R d1×m × R d2×d1 and assume throughout this section that the (second component of the) GD iterates remain bounded in the sense that there exists χ max < ∞ such that
In order to apply Theorem 4, we must first calculate µ Φ , ν Φ , β Φ for the choice of Φ in (48), see (8,7) for the definition of these quantities. In Appendix E, we verify that
We assume that the GD is initialized randomly at X 0 K = (X 0 1 , X 0 2 ), namely, the entries of X 0 1 and X 0 2 are independent zero-mean random Gaussian variables with variances ω 2 1 = 1 and ω 2 2 , respectively, for ω 2 to be set later. We assume that X 0 1 and X 0 2 are also independent from one another. In order to verify (7, 13) and apply Theorem 6, we next evaluate the random variables µ Φ , ν Φ and then h(X 0 K ).
D.1 Estimating µ Φ , ν Φ
Let us first estimate the random quantities µ Φ , ν Φ , see (97). To that end, some preparation is necessary. For every integer i ≥ 0, let q i ∶ R → R be the i th Hermite polynomial and recall from [43] that {q i } i≥0 form an orthogonal basis for the Hilbert space of functions
equipped with the inner product
More specifically, for every i, j ≥ 0, it holds that
We will use this orthogonal basis for the decomposition
where each matrix q i (X 0 1 ) ∈ R d1×m is formed by applying q i entry-wise. It follows that
in which the expectation is with respect to the random Gaussian matrix X 0 1 . Recall that the data point z a is the a th column of the training data Z. Each summand in the last line above is an m × m matrix and its (a, b)-th entry is
Substituting (104) back into (103), we reach
where I m ∈ R m×m is the identity matrix, assuming that the series above converges. It immediately follows from (105) that
To see how well the random matrix M 0 concentrates about its expectation above, note that
where {A i } d1 i=1 ⊂ R m×m are independent random matrices, and the column vector X 1,i,→ is the i th row of
where X 0 2,i,↓ is the i th column of X 0 2 . Recall that X 0 1,i,→ ∈ R m and X 0 2,i,↓ ∈ R d2 are random Gaussian vectors and the variance of their entries are ω 2 1 = 1 and ω 2 2 , respectively. Therefore, with an application of the (scalar) Bernstein inequality [51, Theorem 5.16] , followed by the union bound, we observe that the event E 1 happens except with a probability of at most
for a universal constant C, the value of which might change in every appearance. Regarding each random matrix A i in (107), we observe that
where the last line holds under the event E 1 , defined in (108). Above, we also conveniently assumed that
Conditioned on the event E 1 , it follows that
except with the probability of at most p 1 + p 2 + p 3 .
D.2 Estimating h(X 0 K )
We now estimate the objective value at the initialization h(X 0 K ), see (49) . Recall that
To control the random norm in the last line above, we proceed as follows. As before, let X 0 1,i,→ ∈ R m and X 0 2,i,↓ ∈ R d2 denote the i th row of X 0 1 and the i th column of X 0 2 , respectively. Then we can write that
where {B i } d1 i=1 ⊂ R d2×m are independent random matrices. Conditioned on the event E 1 defined in (108), note that B i F = X 0 2,i,↓ 2 ⋅ η(X 0⊺ 1,i,→ ) 2 (see (120)) ≲ X 0 2,i,↓ 2 ⋅η max m log d 1 , (see (110))
≲ ω 2ηmax d 2 m log d 1 , (see (108)) (121) for every i ≤ d 1 . In light of (120,121), we can now apply the scalar Hoeffding inequality to obtain that
for δ 3 ≥ 0 and a universal constant C. It follows that
except with a probability of at most p 1 + p 4 . Next note that
and also let us assume that 
D.3 Denouement
We assumed in the beginning of this section that the data matrix Z ∈ R d0×m is full row rank. By combining this assumption and (95,98,116,118,126), we find that (7,13) hold if
except with a probability of at most ψ(δ 1 , δ 2 , δ 3 , d 1 , d 2 ) = p 1 + p 2 + p 3 + p 4 + e −Cd2
≲ m e −δ1 (1 − δ 1 ) 1−δ1
and provided that (98,111,117,96,125) hold. Regarding the boundedness requirement in (96) and χ max , recall that the entries of X 0 2 are independent random Gaussian variables with variance ω 2 2 and we therefore have that
provided that d 1 ≳ d 2 and except with a probability of at most e −Cd2 , where C is a universal constant. In light of (96,129), let us assume that
in (96). Under (130), we can therefore set
so that (127) (and consequently (13)) follow from
To complete the proof of Theorem 8, we replace d 1 in the first line of (132) with m, see the inequality chain in (127), and set δ 1 = δ 2 = δ 3 = δ ∈ [0, 1].
