We develop a linear algebraic framework for the shape-from-shading problem, because tensors arise when scalar (e.g., image) and vector (e.g., surface normal) fields are differentiated multiple times. Using this framework, we first investigate when image derivatives exhibit invariance to changing illumination by calculating the statistics of image derivatives under general distributions on the light source. Second, we apply that framework to develop Taylor-like expansions and build a boot-strapping algorithm to find the polynomial surface solutions (under any light source) consistent with a given patch to arbitrary order. A generic constraint on the light source restricts these solutions to a 2-D subspace, plus an unknown rotation matrix. It is this unknown matrix that encapsulates the ambiguity in the problem. Finally, we use the framework to computationally validate the hypothesis that image orientations (derivatives) provide increased invariance to illumination by showing (for a Lambertian model) that a shape-from-shading algorithm matching gradients instead of intensities provides more accurate reconstructions when illumination is incorrectly estimated under a flatness prior.
where, for clarity, dependence on image location is suppressed. Tensors arise naturally in this exercise, as the representation of derivatives (of derivatives...) of a vector (Fig. 1) . In particular, the derivative of the surface normal, the shape operator Dn, provides a measure of how the normal changes if you move in a direction v (informally, a type of directional curvature); this can be represented as a matrix (the shape operator) applied to a vector. The next derivative, D 2 n, must be "hit" by two vectors, which suggests that it is a "matrix" of "matrices," a much more complex object. Of course, working with higher derivatives suggests a richer description of the patch, in the sense of Taylor, which of course motivates a lot of our work. For the image gradient, our analysis confirms the intuitive observation that cylindrical patches are the most likely surface patches (knowing only the first-order structure of the image). Thus, generic considerations arise, along with the associated algebraic notion of rank.
Once constructs such as image derivatives and Hessians arise, the question of which is "most likely" follows immediately. Such questions are at the heart of machine learning and statistical approaches. We employ the tensor machinery to derive the appropriate probability distributions for the first few derivatives. We provide explicit formulas for the image gradient and Hessian, conditioned on relevant surface parameters, under general light source distributions. These distributions provide insight into which types of surfaces should be most invariant under different lighting (and other) conditions.
For the image Hessian we examine when the matrix of second derivatives of the surface normal is rank 1, which restricts the space of associated image Hessians to lie along a line (vary only by a scaling factor) as the light source is varied. This is the basis for the assumption that the normal does not change in the isophote direction. Despite the somewhat obvious nature of this "prior," it is relatively powerful, since it provides a specific constraint based on observable image features. In the process, we derive decompositions for Dn and D 2 n, the first and second derivatives of the surface normal. These decompositions make explicit the dependence of these derivatives on the natural surface parameters of slant, tilt and the principal curvatures and their derivatives, providing geometrically intuitive machinery for the invariance analysis.
We next combine the derivatives, in the Taylor sense, to calculate a representation of the full space of possible surface patches that could correspond to a given image patch, up to some order of differentiation. In effect this complements the statistical approach with an algorithmic one, allowing us to "bootstrap" the next-order structure from the previously calculated structure. It is important because the differential order of the image and of the surface must somehow be coupled; here we are able to "control" it with our linear algebraic machinery. For a smooth Lambertian image patch (with no The top figure shows the low-order geometry of the Lambertian shapefrom-shading problem on an image patch. Below this are the sets of possibilities for each order of differentiation, illustrating the figurative ambiguity involved. Notice how the multi-linear tensor structure increases in complexity. b Taylor's theorem in 1-D for a sinusoidal function, illustrating how the domain of convergence (patch size) is related to order of derivative additional information regarding the light source or boundary), we develop a characterization of the set of possible underlying surface patches.
An illustration of the family of solutions is shown in Fig. 2 , for a Lambertian image patch of a cylinder. This is, of course, a very special object in which the surface normal variation is restricted to the radial direction and the curvature forms are low rank; see discussion in [26] . But it is also an impor- 2 A set of possible surface solutions to a cylindrical image patch generated by the algorithm described in Sect. 4 . Although the cylinder surface is usually considered as the generic solution, any of the fifthdegree polynomial surfaces shown are also generic and could generate the image. The rows depict variation in a generic solution space; the columns correspond to changes in the attitude of the light source and tangent plane (the bas-relief ambiguity). The richness of these possible solutions is well beyond what is normally expected [56] tant object in shape-from-shading research. Algorithmically it has been invoked to motivate a mean-curvature prior [2] and used to estimate human "reflectance functions" [56] . Importantly, even in this special case, there is enormous variation in the perceived shape [43, 44, 58] and it plays a key role in light source identification algorithms (e.g., [51] ). Nevertheless, we can see that there are many surface possibilities for that image patch, even taking into account bas-relief and generic lighting; the variation is truly impressive.
Finally, we exploit image derivatives in a Markov random field realization of a shape-from-shading algorithm. A flatness prior deemphasizes the many possible surface variations as well as the skew from bas-relief. The statistical analysis suggests that working with differentials helps, and our experiments show that the image gradient (or shading flow field [8, 33] ) is more invariant to light source errors than similar computations based on the raw intensities.
The improved invariance from the image gradient corroborates results from several different areas. A number of results in human psychophysics, for example [19, 20] , highlight the role of orientations. In fact, early processing in mammalian visual systems are essentially based on lifting the image into a position/orientation representation [5, 55] .
On the recognition side, convolutional neural networks [57] almost universally have an early stage of oriented filters. In the end, we believe that a deeper appreciation of the rich connections between tensor analysis, differential geometry and image structure can help to inform a new generation of approaches to the shape-from-shading and other vision problems.
We exploit tensor analysis to relate image derivatives to normal field derivatives. To make this paper self-contained, we have several Appendices with appropriate background material. The less experienced reader might glance at "Appendix A," to get the basic notations for differential geometry, followed by "Appendix B," essential ideas from tensor analysis. Otherwise, the technical content begins in Sect. 3.
Background
Starting with the classical work of Horn [27] [28] [29] , the shapefrom-shading inference problem is formulated as a system of differential equations with solutions sought along characteristic strips (but see [13] ). Subsequently [30] developed a variational approach, representing surface orientation in stereographic coordinates to allow the incorporation of constraints from the object boundary and enforcing smoothness via a penalty on squared derivatives of these coordinates. Closer in spirit to this work, Pentland [49] analyzed the first and second derivatives of image intensity of a Lambertianshaded surface, demonstrating in particular that all parameters of the image formation process (including lighting) can be recovered locally when the surface is assumed to be spherical. He also [50] linearized the reflectance function so that the resulting (linear) PDE could be solved via a spectral method. [64] provided an algorithm for estimating the illuminant direction from image statistics, as well as a shapefrom-shading algorithm based on forcing the gradients of the reconstructed image to match the input image gradients. The algorithm is based on an energy minimization and estimates surface heights and gradients simultaneously. [60] provided an update procedure to allow the image irradiance equation to be a hard constraint-so that image intensities are always perfectly matched by those implied by the inferred normals (and known light source). This involves projecting the normals onto the cone of normals whose angle with the light source direction is consistent with the observed image intensities. They then investigated different regularization constraints, including those based on curvature consistency [18] and on matching the observed image gradients. Our simulations are in approximate agreement with his. Additional early work is reviewed in [63] . For related psychophysical experiments, see [17, 40, 58] .
Prados employed viscosity solutions [53] and in [52] showed that the problem becomes well-posed when the lighting model incorporates attenuation. More recently, [2] infer shape, illumination (a spherical harmonic lighting model) and albedo simultaneously using a Bayesian approach. They impose priors on illumination, albedo and shape-the latter of which consist of an assumption of flatness (to counter bas-relief ambiguities), boundary constraints and low meancurvature variation. This leads to an energy minimization (or likelihood maximization) which they solve using a standard quasi-Newton technique (L-BFGS). Our experiments use a model influenced by theirs, and our calculations provide additional support for it.
Other papers have recently emerged that are more consistent with our approach. [65] approached the problem of estimating shape and illumination (also using a spherical harmonic lighting model) by appealing to the generic viewpoint assumption [23, 24] -incorporating a prior based on "genericity" which favors solutions stable under slight changes in viewpoint or light source position. This was enforced via a penalty on image change under slight global rotations of the inferred object. They also require integrability, but do not require boundary constraints or additional priors. Nonetheless, they achieve results competitive with [2] .
Finally, a few papers are explicitly based on a patch model. Conceptually, the idea is to solve for local patches individually and then "stitch" them together [36, 61] , and see also [16] . Such approaches are possibly biologically relevant [62] . Of course, this basic idea also underlies the PDE approach, where regularizers of (typically low order) are introduced for posedness issues. Closer to this paper is [16] , who formulate the problem as solving a (large) system of polynomials using modern homotopy solvers. This is feasible for small images, involves (up to) quartic interactions and leads to exact recovery of all possible solutions. For general patches, one can model the associated pixel values with various degrees of underlying surface complexity, represented as a Taylor polynomial in either heights or normals. [61] assume the image patch derives from a second-order surface and therefore seek a quadratic solution; in [36] the image patch is modeled from a third-order surface. Assuming a local surface patch is exactly modeled by a quadratic, there are in general only four solutions to the local image formation model, i.e., the coefficients of the quadratic and the light source. If the image patch is large enough (i.e., number of pixels) relative to the number of coefficients of the Taylor polynomial, then the local patch can be determined up to a fourfold ambiguity [36, 61] . Clearly over-fitting can be a problem if the image patch is taken to be too large; e.g., errors will arise in fitting a quadratic surface to an image patch that arose from a quartic surface. In general, fixing the underlying surface complexity while considering successively larger image patches creates overfitting, whereas fixing the constraints (image patch size) while increasing the degree of the Taylor polynomial leads to increasing ambiguity. These remarks are illustrated by the algorithm in Sect. 4 .
The remainder of this paper is composed of three related investigations. In Sect. 3, we explore the probability distribution of the local surface given local image information. In Sect. 4, we derive an algorithm that explicitly generates the set of "most probable" Taylor surfaces given the local image information. In Sect. 5, we adopt a Markov random field framework based on our analysis in Sect. 3.
Statistics of Lambertian Shading
Psychophysically, image orientations exhibit a significant invariance to changes in environment and isotropic surface markings for specular [21] and textured [20, 25] surfaces. In shape-from-shading, a confounding variable is the direction of illumination. When do image orientations, or other low-order image derivative structure, exhibit invariance to illumination in shape-from-shading? What local surface structure is most likely to have generated observed low-order image structure?
To answer these questions, we now investigate the likelihood and invariance properties of low-order image derivatives of a shaded surface patch under generic lighting. We first examine the image gradient; then, we extend our analysis to the image Hessian and ask what third-order surface structure makes the image Hessian invariant (up to scaling) to changes in illumination? In the process, we derive decompositions for Dn and D 2 n, the first and second derivatives of the surface normal.
To begin, we express derivatives of n in the standard basis of R 3 , to obtain tractable expressions of arbitrary orders of image derivatives under a Lambertian lighting model (see "Appendix A" for basic definitions and notation): , β) ). Similar symmetry applies to the D j n, although only to the second and higher modes, meaning only the indices in second or higher position can be permuted without any change in the value of the accessed entry. (This is simply because the first mode corresponds to the component of the normal being differentiated.)
In general, there is clearly no one-to-one correspondence between a particular collection of image derivatives and the surface that generated them (if only!)-many different combinations of n, Dn, D 2 n can yield the same combination of I , DI and D 2 I , depending on the direction of illumination . However, not all combinations of surface derivatives that can generate a given image structure are equally likely. For instance, having observed only the image gradient at a point, both a locally spherical and locally cylindrical (with major axis orthogonal to the gradient) surface could have generated the observed structure-however, the locally cylindrical surface is in a sense more likely, because the image gradient direction is invariant to changes in for cylindrical surfaces, while an arbitrary gradient direction can be elicited from the spherical surface by varying .
Distribution of the Image Gradient
Making this intuition precise-quantifying the likelihood of different surfaces generating a given image structurerequires putting a probability distribution on . For instance, considering only ∇I and Dn for the moment, given a specific Dn and a distribution on yield P(∇I , | Dn), the joint probability of a given image gradient/light source combination gives specific normal variation. This is a delta function, since given the surface structure and the light source there is only one possible resulting image gradient. However, marginalizing out the light source "nuisance parameter" yields P(∇I | Dn), the probability density of image gradients for given surface structure. This is also known as the likelihood L(Dn | ∇I ) of the surface structure given the image gradient.
To calculate this distribution, recall that linearly transforming a random variable x ∈ X ⊂ R n with density f x by a (full rank) matrix A n×n : X → Y ⊂ R n yields a random variable y = Ax whose distribution is given by
This is most easily seen by considering a small cube of "probability mass" at the point y = y 0 ∈ Y and transforming back to X via x 0 = A −1 y 0 . The density at x 0 imposed by f x is then scaled by the (relative) transformed volume of the cube, which is given by |det A −1 | = One definition of the pseudoinverse is in terms of the SVD of Dn: with Dn = QS R T (Q 3×2 with Q T Q = I , R 2×2 orthogonal, S 2×2 diagonal), Dn + = RS + Q T , where S + is formed by inverting the nonzero diagonal entries of S.
What is the geometric interpretation of the SVD of Dn? The columns of R (rows of R T ) indicate the directions in the image in which the normal changes the most and least, for a unit step in the image. In other words, these are the directions of maximal and minimal view-dependent curvature.
The singular values in S indicate the norm of these changes in normal. The columns of Q correspond to the directions (in the tangent plane) of these maximal and minimal changes.
View-dependent curvature is a useful concept (see for example [31] for an application to generating line drawings), but it is useful to preserve the separate effects of foreshortening and curvature because a form based on intrinsic curvatures is easier to parameterize: Dn has six elements, but only five degrees of freedom (equivalent to the intrinsic parameters described below). In other words, we cannot just pick any two orthogonal unit length vectors for Q above (three parameters), any two choices for the singular values S and some direction in the image for T -this may not lie on the appropriate five-dimensional manifold of "valid" Dn's.
For these reasons, we express Dn in terms of the natural parameters of first-and second-order surface structure: the slant σ (degree of foreshortening), tilt τ (maximal direction of foreshortening), κ 1 and κ 2 (principal curvatures) and φ, the angle (in the tangent plane, relative to the tilt direction) of maximum principal curvature.
Lemma (Decomposition of Dn). With Ds = U V T representing the SVD of the differential of the surface parameterization Ds, W the matrix of principal curvature directions (expressed in the tilt basis) and K the diagonal matrix of principal curvatures,
See "Appendix B" for the derivation. Note that U , the 3 × 2 matrix of left singular vectors of Ds, consists of the R 3 directions in the tangent plane of maximal and minimal slant, is the diagonal matrix 1 cos σ 0 0 1
, and V is a 2 × 2 rotation matrix parameterized by τ . (So its first column is the tilt direction in the image.)
The above decomposition tells a small story about how change in the normal is calculated from a step in the image. From right to left in (2), we follow an image vector as it is (1) The pseudoinverse can be seen as performing exactly the above operations in reverse (with U T projecting into the tilt basis in the tangent plane).
Distribution of ∇I
To apply the formula for a linear transformation of density function (1), note that our expression is ∇I T = T Dn. We compute
UU T performs projection into the tangent plane, so t is the tangential component of the light source . (We assume here that Dn is full rank.) From (1) the density can then be written
where f t is the density of t . Given a particular form for f , we can calculate f t , the corresponding density for the projected light source t (since we have knowledge of the tangent plane orientation provided by Dn). If f is rotationally symmetric (i.e., uniform in the direction of incoming light), f t will depend only on the magnitude of t , i.e.,
To arrive at an expression of (4) in terms of the surface parameters σ , τ , κ 1 and κ 2 , we evaluate √ det Dn T Dn:
where κ G is the Gaussian curvature of the surface.
Proposition 1 Using the above notation, the density for the image gradient, conditioned on Dn and given a corresponding distribution on the projected light source f t , has the natural parameter form
One concern is that this density becomes degenerate when Dn is rank 1-the likelihood of image gradients in the row space of Dn becomes infinite. Theoretically, this can be dealt with by restricting our probability measure to this row space, something we do not pursue here. For computational purposes, this can be mitigated by adding noise to the image formation model.
We note that [9] also derives a distribution for the image gradient, consistent with the result here, in the specific case of normally distributed light sources and ignoring the effect of foreshortening.
As an example, consider the density on given by the uniform distribution on the unit sphere, f = 1 4π δ( − 1), where δ is the Dirac delta distribution. Projection of this distribution onto a plane then yields
valid whenever
It is useful to examine certain invariance properties of the image gradient. f ∇I |Dn , the likelihood of Dn, increases as |κ G | decreases (when f t (∇I T Dn + ) can be held constant). This happens whenever one or both of the surface curvatures are sufficiently small, i.e., when the surface is close to cylindrical or planar. This implies, for nonzero gradients, curved cylinders (with axis orthogonal to the gradient) should be preferred as the likeliest local surface patches (if all we know is the first-order image structure). This point is confirmed empirically in the final experimental section.
For cylinders, there is a one-dimensional space of possible gradients (i.e., the row space of Dn, which determines the possible ∇I ), or in other words, only the scale of the gradient (not the direction, up to sign) can vary as the light source is changed. This is intuitively clear, however, this perspective (considering the dimension of the row space of Dn) scales nicely to analyzing the image Hessian, which we address next.
Distribution of the Image Hessian
We now seek to go "up a level" to calculate the distribution of the image Hessian, given third-order surface structure D 2 n? As with the gradient, the Hessian is linearly related to , but now through D 2 n. Since D 2 n is a third-order tensor, we must consider what is the appropriate analog of the pseudoinverse and product of singular values?
Using tools from linear algebra A), we "unfold" the tensor into a matrix. For a third-order tensor, there are three possible unfoldings, achieved by laying out the columns, rows or "depths" of the tensor side-by-side as column vectors in a matrix. These are referred to as the mode-1, mode-2 and mode-3 unfoldings, and for a tensor A are denoted as A (1) , A (2) and A (3) , respectively. In general, the mode-i unfolding A (i) selects column vectors for the unfolded matrix by fixing all indices but the ith in the tensor. The order in which column vectors are put into the unfolded matrix is for most purposes arbitrary, so long as a consistent convention is adopted.
We work exclusively with the mode-1 unfolding, since this preserves the mode (dimension) of the tensor responsible for interaction with the light source. For D 2 n, which is naturally 3 × 2 × 2, its unfolding D 2 n (1) is 3 × 4. This gives the expression for the image Hessian
The left-hand side of this equation requires the use of the vectorization operator, taking a matrix and forming a column vector from its entries. In general, care should be taken to ensure this operation is compatible with the tensor unfolding operation, although here since H and D 2 n are compatibly symmetric both row-and column-major approaches yield the same result. A delicacy derives from the fact that the Hessian contains four elements, but has the constraint (assuming smoothness) that both mixed partial derivatives (I xy and I yx ) are equal. Its vectorization vec(H ) therefore lives on a three-dimensional subspace of R 4 , so the density for the Hessian defined on R 4 is singular-all of the probability mass resides on a Lebesgue measure 0 subspace. Consequently, we only consider volume with respect to this three-dimensional subspace. An alternative to the full vectorization operation for symmetric matrices is the "half-vectorization" operator vech(H ), retaining only the three distinct elements of H (dropping one of the redundant components from the Hessian). Making the right-hand side of (9) compatible is then achieved by multiplication against the matrix
Note that L + gives the "duplication" matrix, such that
Lemma (Decomposition of D 2 n). Applying the above notation for the unfolding operation, D 2 n and D 2 n + can be decomposed into "natural parameter" forms given by
where
and f = κ 1s , g = κ 1t , h = κ 2s , i = κ 2t are the partial derivatives of the principal curvatures (in the principal directions), C ⊗2 = C ⊗ C is the Kronecker product of a matrix with itself, and U 3 and W 3 are orthogonal extensions of U and W to 3 × 3 matrices.
A derivation of the above decomposition is in appendix, where we also provide a closed-form expression for A + (1) . Note that U 3 adds the normal vector as a third column of U , while W 3 embeds W in the upper left of a 3 × 3 identity matrix. We denote partial derivatives in the first (maximal) and second (minimal) principal directions by − s and − t , respectively.
This decomposition is similar to the one derived for Dn, in that it consists of sending image vectors into the basis formed by the principle curvature directions in the tangent plane (the Kronecker product in the decomposition above does this for each of the two inputs to D 2 n), calculating the change (or change in change) of the normal and expanding/rotating back out into the standard basis for R 3 .
To use the decomposition in calculating f H |Dn,D 2 n , we must calculate |det(
(by ignoring rotation matrices [32] )
Proposition 2 Using the above notation, the density of the Hessian (conditioned on third-order knowledge of the surface s) for a given distribution on light sources f has the natural parameter form
f H |s (H |s) = cos 3 σ · f vec(H ) T (V −1 W ) ⊗2 A + (1) W T 3 U T 3 κ 2 1 h 2 − gi + κ 2 2 g 2 − f h(14)
Invariance Properties of the Image Hessian
Under what circumstances does the image Hessian possess invariance to changes in light position? In particular, for cylindrical surfaces, the gradient is restricted to lie along a one-dimensional subspace-what are the analogs for third-order shape, i.e., where the Hessian is restricted to a one-dimensional subspace?
The decomposition derived for D 2 n (1) affords an approach to answering this question. Recall
Note that the row space of D 2 n (1) spans the space of possible image Hessians for a given D 2 n. Since D 2 n (1) is 3 × 4, whenever D 2 n is full (row) rank, the space of possible image Hessians is three-dimensional, i.e., any possible image Hessian can be generated by positioning the light source appropriately. The space of possible Hessians is restricted only when D 2 n has reduced rank. (One or more of its singular values is 0.) We now examine when D 2 n (1) is rank 1. Since U 3 , W 3 , V and are always full rank, this occurs when A (1) is rank 1. This in turn occurs when the rows or columns of A (1) are all scalar multiples of one another. The distinct columns of
When the columns are scalar multiples of one another, then v 2 = αv 1 , v 3 = βv 1 . We can see immediately α = 0, since ακ 2 1 = v 23 = 0 (assuming κ 1 = 0). Consequently, g = α f = 0, and h = αg = 0. We are left with
Three possibilities remain, distinguished by whether κ 1 and κ 2 are both zero, only κ 1 is nonzero, or both are nonzero. (We assume κ 2 1 ≥ κ 2 2 via our choice of basis.)
Proposition 3 The three circumstances under which
is rank 1 are
Case 1 above occurs when the surface has no curvature (locally planar or an inflection point of the surface normal). For this condition, the image gradient will always be 0, since there is no normal change in any direction, i.e., we are at a singular point in the image. Furthermore, since the Jacobian of the principal curvatures is given by
κ 2s κ 2t , and ( f , g) and (h, i) are collinear, the principal curvatures are only changing in one direction. (And there is another direction in which both principal curvatures remain 0.) This occurs for example at the inflection point along a sigmoidal shape extruded along a straight line.
Case 2 corresponds to a generalization of the cylindernormal change (and change in normal change) occurs in only one direction. A corollary of this condition is that the image Hessian is itself rank 1. To see this, note that
ting X be the matricization (inverse of the vectorization) of (a, 0, 0, 0). Then, with M = W T V T we have
via an identity of the Kronecker product. Thus
Since X is clearly rank 1, so is H . This condition dictates that when the image Hessian is rank 1 and the gradient direction is orthogonal to the nullspace of the Hessian (intensity change and change in Fig. 3 Visualization of second-and third-order structure on a mesh. On the left, red and cyan indicate positive and negative Gaussian curvature regions, respectively. On the right, intensity of green indicates the maximum absolute value of the third-order coefficients. An online interactive demo of this visualization is available at http://dhr.github.io/ mesh-curvatures. The curvatures and third-order terms are calculated via [54] (Color figure online) the gradient lie in the same direction), cylindrical solutions should be preferred. Or, in other words, we should assume the normal is not changing in the isophote direction. Despite the somewhat obvious nature of this "prior," it is relatively powerful, since it provides a specific constraint based on observable image features.
In Case 3 there is no third-order change at all. Because the third-order terms are exactly the derivatives of the principal curvatures, this means we are at a critical point of the principal curvatures-for example a local maximum or minimum, or a region of locally constant curvatures. This case reveals that the Hessian changes only up to an overall scaling factor (meaning properties like its eigenvectors and the ratio of its eigenvalues are preserved) under geometrically (and perceptually) interesting locations-namely, at extrema of curvature (such as often occur at the top/bottom of many bumps/dimples), or regions of constant curvature. (A simple example of the latter condition is of course the sphere, which has constant positive curvatures.) Furthermore, while the space of possible Hessians is one-dimensional in this situation, the Hessian itself will generally not be rank 1.
Combining the Gradient and Hessian
Thus far, we have considered the gradient and Hessian separately; however, they are not independent: given knowledge of the surface s, observing ∇I provides information about the position of the light source, i.e., f |∇I ,Dn = f . For instance, knowledge of a full rank Dn and its accompanying observed image gradient restricts the light source to lie along a onedimensional subspace parallel to the normal, since we can reconstruct the tangential component of the light source via T t = ∇I T Dn + . Incorporating this effect yields an expression for the joint density. Expanding the joint distribution via the chain rule gives
We have already calculated f ∇I |s above, and f H |∇I ,s depends on ∇I only through the constrained distribution on . Thus
where m = κ 2 1 h 2 − gi + κ 2 2 g 2 − f h . A joint density involving the image intensity is also possible via a similar approach-we note that in this case, f |∇I ,I ,s is in fact a delta function. (Knowing the intensity, gradient, the normal and its derivative, we can generically recover the light source.) To expand, under the Lambertian model, note that I provides the component of the light source lying in the normal direction n: n = T nn T = I n T is the projection of the light source onto the normal. Additionally, note that DnDn + = UU T , which is the projection operator into the tangent plane. Thus
the projection of into the tangent plane. This gives the relation (for nonzero curvatures)
Substituting this in to the equation for the Hessian gives vec(H
This is a linear algebraic formulation of the "second-order shading equations" derived in [36] . When D 2 n (1) is full rank, we can additionally express the light source via
, which can be plugged into the formula for the image gradient and intensity to yield alternate expressions.
Connections to Other Work
Recall that we have
For any fixed choice of normal (fixing U , , and V ), light source and third-order terms, we can match a given image Hessian by specifying the principal curvatures and directions. There are four choices in general, corresponding to the choices of signs of the principal curvatures (as these get squared in A). A related result is called the "fourfold ambiguity" in [36] . Subsequent work in [61] used this observation in service of a shape-from-shading algorithm (assuming known light source). This work assumed third-order coefficients resulting from a Monge patch expansion from the image plane were small-but note that these are different thirdorder coefficients from those in A (which are defined from the tangent plane). Third-order coefficients defined from the image plane are view dependent, while those in A are not (meaning they are invariant to rotations of the surface). The approach described so far is similar to the notion of genericity described in [23] . That work provides a general derivation of "generic" (stability) priors in inference problems, using a Laplace approximation to derive a form for the posterior distribution of scene parameters (here, shape) given image data, by marginalizing out "nuisance" parameters that do not need to be precisely estimated (the light source). Due to our formulation, we have calculated the posterior exactly in the case of local Lambertian shading.
The Generic Surfaces Underlying an Image Patch
We now switch from analyzing individual derivatives and their statistics to visualizing the set of possible underlying surface patches given an image patch. Using the above machinery, we will illustrate the family of surfaces which are most probable (generic) for a given image patch modeled by a Taylor expansion. This entire section will be devoted to deriving an algorithm to generate that family. Significantly, the variation in the family is much wider than what one normally imagines. The image patch I (x, y) is modeled by a Taylor approximationĪ (x, y): . Building on the earlier results, this one to many map carries the ambiguity when going from the Taylor approximation of the image to the Taylor approximation of the normal field. For notational simplicity, we will drop the p subscript for the rest of the analysis.
A subtlety arises because the normal vector is unit length, and this causes the above map to be nonlinear. As before, represent the surface as a height function over the image plane: S(x, y) = {x, y, h(x, y)}. Using subscripts to denote partial differentiation, the associated normal field is n(x, y) = 1
Image Intensity Gives a Projection of the Normal Field
A Lambertian image intensity is given by I (x, y) = α · n(x, y). Assuming constant albedo, we set α = 1. As before, apply derivative operators j times to both sides to obtain:
The square root term in the denominator of (19) creates difficulties in relating the {D j I } n j=1 to the parameters {h x , h y , h x x , . . .} (or other surface parameters). According to above (20) , we see that the relationships between {D j I } n j=1 and {D j n} n j=1 are a projection along the (unknown) light source vector . We will need two more linearly independent projections in order to uniquely define the remainder of {D j n} n j=1 and thus recover a Taylor approximation to the normal field,n(x, y). As we now show, one of these additional projections will be set by the unit length condition on n(x, y). The final projection can be freely set and represents the ambiguity in the shape-from-shading problem.
Normalization Constraints Yield Another Projection of the Normal Field
The normalization constraint can be expanded as a system of linear constraints in the Taylor series. By enforcing this linear system of constraints, we can ensure an approximately unit length normal field (up to error O(x n+1 )) in the following manner. The normalization constraint is:
Here, we write ·, · as the standard dot product in R 3 and we write n 0 = n( p) as the normal vector at the center of our patch. The above equation can be differentiated in an arbitrary image vector direction u and evaluated at p:
Differentiate in another direction v:
We do not choose {u, v} before we differentiate; we could keep these directions unknown and general. That is, we consider the D j n as a (1, j) tensor-a linear machine seeking j vectors and outputting a vector in R 3 . We create D j n, D k n as a new (0, j + k) tensor in the following way: a (2, j +k) tensor. The two contravariant parts correspond to the R 3 vectors D j n, D k n once j + k inputs have been chosen. · Lower an index associated with the unique contravariant component (in R 3 ) of D k n to get a (1, j + k + 1) tensor. · Contract the two indices associated with the R 3 components (we now have one covariant and one contravariant) to perform the dot product.
Thus,
where C is the contraction operator and lowers the appropriate index. Examining Equations 22, 23, a pattern emerges: if {D j n} j<m were known, then we could calculate D m n, n 0 . This key point will allow us to solve for D m n, n 0 for each m inductively and thereby gain knowledge of the projection of the D j n coefficients onto the central normal n 0 . Continuing to take derivatives and rearranging, we get the following proposition.
Proposition 4 The constraint n, n = 1 can be Taylor approximated up to order k by enforcing a series of linear constraints,
for every j ≤ k.
Here, is the set of combinations of a objects chosen from j objects. These combinations arise from the application of the product rule multiple times. We let V belong to the space R 2 j of j 2D image vector inputs into the tensor D j n, and then, π a (V ) represents a subset of a inputs out of the j possible ones. Thus, π a (V ) C represents the remaining j − a inputs. Note that since the order of the inputs does not matter (but whether they get fed to D a n or D j−a n does), we use combinations.
In conclusion, if {D j n} j<m were known, we could acquire the projections of D m n onto the vector n 0 . As D m n is fully defined when its projection onto three linearly independent vectors is known, it remains to search for one more projection. Unfortunately, there is no other information in the shape-from-shading problem that allows us to directly set a third projection of the D j n coefficients. This inherent ambiguity in the problem is due to the normal field being a higher-dimensional entity (taking values on S 2 ) than the intensity function (taking values on R).
Using Generic Lighting to Obtain a Third Projection
We now introduce a device that will allow us to calculate a third projection of D j n. Let G(x, y) : → R be any smooth function and let b be any direction in R 3 not in the span of { , n 0 }. Suppose we choose to set
. . , n} and (25) holds for each j, we will construct a Taylor seriesn(x, y) that is approximately unit length and approximately matches the image.
(For a discussion of these Taylor remainder errors, please see "Appendix.") Integrating this normal field would provide a surface patch matching the original image patch for any G; however, some choices of G may be better (i.e., more robust and probable) than others. A natural choice for G comes from the generic framework and notation developed in [23, 24] , which we now develop for our case. Define
As before, we have unfolded the various tensors D j n into 3 × 2 j matrices and then appended them together. Let m = n i=1 2 i . Then, β is a linear map from R m to R 3 and Y is a linear map from R m to R. Now, consider the following rendering function:
Following [23, 24] , we call the generic variable, β the scene parameters and Y the observations. is an unknown vector in R 3 . Following [23, 24] , we assume a Gaussian noise model on the observations Y :
whereŶ is the ideal rendered observation and T ∼ N (0, ) with = diag(σ 2 ) for some σ ∈ R + . For the noise model, we have
Applying Bayes' theorem and integrating over the generic variable yields the posterior distribution:
· (prior probability) (genericity) (32) where P β (β), P ( 0 ) are prior distributions on the surface and light source parameters; 0 is the light source that can best account for the observations given a chosen β and A is a matrix with the following elements:
with
For more details of the previous Bayesian analysis, consult [24] . We now seek the solutions that maximize the posterior probability P(β|Y ). From (32), we maximize by choosing β and 0 so that ||Y − g( 0 , β)|| = 0 while at the same time setting det( A) = 0.
When ||Y − g( 0 , β)|| = 0, A is the Gram matrix ββ T .
The condition that det( A) = 0 is equivalent to the constraint that β is a low rank 3 × m matrix. Under this condition, β is determined (up to two constants c 1 , c 2 ) by its projection onto two linearly independent vectors. (We ignore the rank 1 case, as it is infinitesimally unlikely compared to the rank 2 case.) β's projection onto two linearly independent vectors can already be obtained, as the components of β are each D j n. Thus, if we restrictn(x, y) to the generic solutions, we can solve for it unambiguously up to the unknowns {c 1 , c 2 , 0 , n 0 }. We now show this. 
Representing Unknown Lighting and Tangent Plane Orientation Via Change of Basis
As the known projections of D j n are onto the vectors { , n 0 }, we will work in a basis defined by those vectors. Define t to be the unit length projection of onto the tangent plane perpendicular to n 0 . That is, t =
P is an unknown orthogonal matrix, since we do not know either the normal or the direction of the light source. However, rather than computing the Taylor surfacen(x, y) in the standard R 3 basis, we will instead compute the modified Taylor surface P Tn (x, y). This is merely considering the output ofn(x, y) in a different frame. In this fashion, we solve for a family of surfaces that will all match the Taylor image polynomial. To obtain a single member of that family, we choose an element Q ∈ SO 3 (R) and multiply to get Q( P Tn (x, y) ). This is equivalent to choosing a normal and light source for the scene. Thus our new goal is to solve for P Tn (x, y) by solving for the coefficients of the Taylor series P T D j n, 1 ≤ j ≤ n. We do this in an inductive manner, as we will need the { P T D j n} j<k in order to solve for P T D k n.
Algorithm for Computing the Generic Surfaces
Now, we put the pieces described in the above subsections together in order to create an inductive algorithm that can solve for all generic surfaces corresponding to a single image patch. To do this efficiently, we use an unfolding of the tensors D j I and D j n.
We recall that D j n is a (1, j) tensor-a multilinear map from R 2 j to R 3 . It has a matrix representation, a rank 1 unfolding, whose dimensions are 3 × 2 j . To calculate the action of this tensor on our inputs {v 1 , v 2 , . . . , v j }, v i ∈ R 2 , we apply its matrix representation to the Kronecker product of the inputs w = v 1 ⊗ v 2 . . . ⊗ v j . We seek these matrix representations. Let r j i stand for row i of P T D j n:
Suppose { P T D k n} k< j were known and the linear combination constants {c 1 , c 2 } were chosen. We describe now how to define the matrix P T D j n; this is the inductive step.
By (25), we can calculate r j 1 by noting that an orthogonal transformation does not change inner products. Thus, the RHS of (25) can be calculated and r j+1 1 can be set equal to it. Next, we define r 
Thus, given r j 1 from the normalization constraints and D j I from the image information, we can find the next row r j 2 uniquely. Note that we are assuming that t exists, which it will at every regular point. It remains to define r It remains to define the base case: P T D 1 n. From (22), we know its first row r 1 1 must be the 0 vector. From (41), we find that r 1 2 is just the weighted brightness gradient r 1 2 =
Finally, due to the generic assumption, we set r 1 3 = c 2 r 1 2 . Proposition 5 Following the algorithm described above (and summarized in Algorithm 1) yields coefficients {D j n} k j=1 defining a multivariate Taylor polynomialn(x, y) that is generic according to [24] , matches exactly the image Taylor approximationĪ (x, y) and is unit length (up to a Taylor approximation error of order k).
See "Appendix" for precise details regarding the unit length error. Below in Algorithm 1, we summarize the above section in pseudocode (Fig. 3) .
Discussion of Algorithm 1
In summary, we considered the projections of each set of Taylor coefficients D j n onto an unknown but fixed plane (the "visible attribute plane" spanned by the light source t and the central normal n 0 ) defined by some unknown rotation matrix P. We know the projections as the D j n, n 0 is determined by the unit normal constraint and D j n, t is a function of the image and D j n, n 0 . Two normal fields construct the same image if their Taylor tensors D j n have equivalent projections onto this plane at each differential level j. The ambiguity stems from the fact that we cannot know the heights of these tensors above the plane (the projection of D j n along b). By choosing the projection of D j n along b generically, we can construct different generic normal fields that will result in the same Taylor image patch. This is illustrated pictorially in Fig. 4 and is used to generate the different surfaces in Figs. 2 and 5.
There have been many attempts to relate local image derivatives to local surface derivatives in Lambertian shading, but complexity arises from the nonlinear term 1 + h 2 x + h 2 y in the denominator of n(x, y). The derivatives become more and more complex and the analysis soon becomes intractable. There have also been approaches toward representing the surface in a different way (principal directions basis, covariant derivatives, stereographic projections) but all tend to gain complexity as more derivatives are considered. In this section, we have described a method of representation that does not increase in analytic complexity as more derivatives are considered-this allows us to calculate all generic Taylor expansions (of any order) of a surface for a given image.
Experiments in Gradient-Based Reconstruction
We now perform a computational experiment based on the statistical analysis in Sect. 3. We adopt a Markov random field (MRF) framework for structuring the inference [59] , so In each case, we compute "equivalent" surfaces that generate the same image patch, up to a Taylor approximation. The Taylor approximating polynomialsĪ and n have degree 5. Across columns, we change the rotation matrix P, which amounts to changing the light source and central normal (e.g., bas-relief ambiguity). Across rows, we change the values of the generic parameters c 1 , c 2 , chosen by c 1 = c 2 varying linearly from − 1 to 1. However, all solutions are considered "generic" according to Freeman's definition [23] that the effect of key points in the previous analysis can be evaluated. Specifically, from the statistical computations we introduce a cylindricity potential, and second we suppress the variation in possible surface inferences by a flatness potential.
In the end, we show that matching image gradients is less sensitive to errors in assumed light source position than a reconstruction based on matching intensities directly. We use an image triangulation as the base graph, and the gradient of surface depth as the latent variables. We optimize an energy functional consisting of standard terms and nonstandard terms (described precisely below). Let C represent the set of triangles in the mesh andẑ be the view direction.
· Standard Terms:
-Image intensities φ I : via squared error; equivalent to assuming corruption by additive Gaussian noise. This unary potential applies independently to each node i in the triangulation: we assume hemispheric lighting, to avoid large black regions in the image under oblique lighting conditions (when the normal faces away from the light source). -Integrability φ int : penalizes deviation from symmetry of the estimated surface Hessian:
-Boundary φ b : enforces orthogonality of estimated normals to the surface boundary.
· Nonstandard Terms:
-Flatness: counters the bas-relief family [4] ; also used in [2] ;
-Image gradient:
-Cylindricity: encourages normal change to happen in the direction of the image gradient by penalizing normal change occurring in the isophote direction. Letting w be the estimated isophote direction for a triangle, we define The energy functional is a simple summation:
and it is optimized using L-BFGS (limited-memory BroydenFletcher-Goldfarb-Shanno) [41] . Further discussion of energy functions and regularization is in [39] .
In the first experiment we demonstrate reconstructions based on intensities a known light source, for several shapes in Table 1 . The weights used are w I = 4, w ∇I = 0, w int = 150, w flat = 0.001. They were chosen to balance the magnitude of the contribution of each active term to the overall objective function value, which yielded good performance.
We empirically test our hypothesis that matching image gradients yields improved invariance to light source position when the assumed light source contains estimation error. To evaluate performance, we used a set of smooth but structured shapes, and seven initial light source positions. For each light source position, we perturb the source by 22.5 degrees in each of four directions (toward the viewer, away from the viewer and clockwise and counterclockwise). We note that human observers frequently make errors of this magnitude in estimating the direction of illumination [48] .
We inferred shapes using three settings of the weights for the energy function E above. First, we reconstructed based on image intensities (w I = 4, w ∇I = 0). A second reconstruction was performed using image gradients (w I = 0, w ∇I = 100). The weight for the gradient term was chosen so that performance was good on known light source images and so that its contribution to the overall energy was similar in magnitude to the contribution from the intensity term. Finally, a third reconstruction (w I = 0, w ∇I = 100, w cyl = 10) was performed, including the cylindricity constraint. All reconstructions shared w b = 0.05, w int = 150, and w flat = 0.001.
In Fig. 6 , we show the mean angular error of reconstructions from intensities, gradients and gradients plus the cylindricity term, for both exact and perturbed light sources, averaged across all shapes and lighting conditions. In Fig. 7 , we plot the mean angular error (average angular difference between inferred and true normals) in the reconstruction for all shapes and light source positions, as a function of number of iterations of the optimization. Note that matching based on gradients tends to give both faster convergence and lower overall error. Some example reconstructions, comparing results from reconstructions from intensities to those from gradients, can be seen in Table 2 .
Adding the cylindricity constraint improves results further. While the results of Sect. 3 suggest assuming cylindricity when the gradient structure is locally parallel, this is not enforced explicitly in the constraint we employ here. However, a similar effect occurs as a byproduct of the optimization process (at the cost of some additional flatness in doubly curved regions)-satisfying both cylindricity and gradient matching penalties cannot be fully achieved when the gradient structure is curved (image Hessian full rank), however both can be fully satisfied in cylindrical regions.
We conclude that when the direction of illumination contains moderate error, image gradients provide a better target for "matching" based shape-from-shading algorithms.
Conclusion
In this paper we explored the ambiguity in the shapefrom-shading inference problem from a linear algebraic perspective. In Sect. 3, we explored the probability distributions on first-and second-order surfaces conditional on the (up to second order) image information. We derived a natural factorization of both Dn and D 2 n. In Sect. 4, we extended the approach to higher-order generic Taylor expansions. For generic surfaces, we derived an algorithm defining the manyto-one map from the nth-order local image patch to the nth-order local surface. Perhaps the biggest surprise was the wide range of possible surface patches that are algebraically consistent with even simple "cylindrical" image patches. In Sect. 5, we performed a computational experiment based on energy minimization that involved a cylindricity potential inspired by our statistical analysis. We showed that the new potential improved results. The reconstruction results also supported the importance of working with image gradients, as has been conjectured biologically. Matching image gradients rather than intensities also provided more invariance to lighting variations, as predicted by our theory.
Our future work will (i) use the statistical analysis derived above to find image locations where the surface probability distribution concentrates and (ii) relax the requirement for a unique surface solution. This latter view is being developed in [35] .
A.1 Surfaces and Surface Normals
Since our main goal concerns three-dimensional shape, we begin by developing tools to analyze surfaces in R 3 . The material is standard and our goal is to show how derivatives lead to tensors. For classical references see [14, 47] and, especially, [15] .
A parameterization of a surface S is given by a function s(x, y) : R ⊂ R 2 → S ⊂ R 3 , taking points in a twodimensional domain to points on the surface (embedded in a three-dimensional "ambient space").
Taking partial derivatives of s with respect to the two parameters gives vectors in R 3 that describe how surface position changes with changing position in the parameter domain. Specifically, fixing a point
are tangent vectors to the surface at x 0 , and together span the tangent plane of the surface at x 0 .
Stacking s x (x 0 ) and s y (x 0 ) side-by-side to form a matrix yields the 3 × 2 Jacobian matrix of s,
Since s is a map from the parameter space to the surface, Ds| x 0 is a linear map from the tangent space associated with the point x 0 in the parameter space (i.e., offsets from x 0 ) to the tangent plane of the surface at s(x 0 ). In other words, Ds translates "steps in parameters" to "steps on the surface."
In particular, a step (u, v) in the parameters corresponds to a step (u, v) on the surface with the same coordinates when expressed in the "standard tangent basis" given by the columns of Ds. The corresponding R 3 vector v can be recovered by expansion in this basis: v = Ds · (u, v) T . (In the previous expression and subsequently we suppress reference to the point of evaluation x 0 -its presence should be implicitly assumed.)
Note that the standard tangent basis is not generally orthonormal-orthonormality occurs only when the surface is fronto-parallel at the point of evaluation. Therefore, to compute inner products between vectors in the tangent plane in a way compatible with inner products in the ambient space, we must expand into R 3 and compute inner products there:
is the matrix of inner products of the standard tangent basis vectors. G is commonly known as the "first fundamental form" (often represented as I, which we avoid due to potential confusion with the identity matrix). Computing inner products by multiplying against the first fundamental form means explicit expansion into R 3 is unnecessary. A common parameterization is the so-called "Monge patch" form, where s is given by s(x, y) = (x, y, h(x, y)) T . We adopt this parameterization in the material that follows. This allows one to think of the parameter space as the image plane, and s as a function taking points in the image to points on the surface. Ds then takes steps in the image to steps on the surface.
Just as s maps locations in the image to locations on the surface S, we define n :
(where S 2 is the unit sphere in R 3 ) to be the map taking a location x in the image to the surface normal at s(x). It can be viewed as the compositionñ • s, whereñ : S → S 2 is the map taking points on the surface to the unit sphere, often referred to as the Gauss map. Dn = Dñ| s(x 0 ) • Ds| x 0 is the linear map expressing how the surface normal changes (at x 0 ) with changing position in the image (the Jacobian matrix of n). In the standard basis for R 3 , Dn is a 3 × 2 matrix. Since the normal is always unit length, we have n T n = 1 ⇒ n T Dn = 0, demonstrating that the column space of Dn (and Dñ) is orthogonal to the normal and hence lies in the tangent plane.
This fact permits 2 × 2 matrix expressions for Dñ (the differential of the Gauss map) in any basis for the tangent plane. Commonly, Dñ is expressed in the standard tangent basis. We will denote this matrix [Dñ] β β , where β is used to indicate the standard tangent basis, and the subscript and superscript on the square brackets indicate (respectively) the bases used for inputs and outputs of the matrix.
The eigenvectors of Dñ are called the principal directions and form the directions (in the tangent plane) of maximal and minimal normal change, while the eigenvalues are called the principal curvatures and express the (signed) magnitude of normal change in the corresponding principal directions. Dñ is also often referred to as the "shape operator." The product G Dñ-the second fundamental form-often is expressed II. The second fundamental form makes it easy to "measure" the amount of normal change in a given direction, since w T IIv = w, Dñ(v) is the inner product of w with the change in normal in the direction v. When the basis for the tangent plane is orthonormal G = I and the second fundamental form and Dñ are represented by the same matrix.
Higher derivatives of n are denoted D 2 n, D 3 n, etc., and form tensors of progressively higher order. Dn (at some point x 0 ) takes in one "step" in the image-say α-and outputs (the first-order approximation to) the corresponding change in the normal when moving (away from x 0 ) with velocity α. D 2 n takes in two directions in the image-say α and β-and outputs the change in [the change in the normal when moving with velocity α] when moving with velocity β. In other words, D 2 n(α, β) describes how the derivative of n in direction α changes in direction β. D 2 n is a multilinear map (linear in each of its inputs) and can be expressed in the standard basis for R 3 as a 3 × 2 × 2 "third-order" array of numbers, while D 3 n takes the form of a fourth-order 3 × 2 × 2 × 2 array, etc.
A.2 Tensors
There is a rich mathematical tradition linking tensors and differential geometry, which has been motivated by the theory of manifolds (classical references include [6, 7] ; more recently, see, e.g., [38] . We especially recommend [15] for the intuition it develops. Applications in physics have also been influential [10] , in particular mechanics [1] and general relativity [45] . More recently, applications in signal processing have emerged [11] . The main use of tensors in the computer vision community is in multi-view and multi-camera stereo [42] , which we do not discuss, and recently in medical imaging (diffusion MRI [3, 46] ). Several on-line introductions to this material are also available, e.g., [22, 37] .
Our emphasis is different. We have just seen how tensors arise naturally in the process of taking derivatives. We now review tensors and cover some related tools that we utilize when working with D 2 n. (Some care is required here, as this is only true for the right kind of derivative: when the basis used varies throughout the space under consideration, a "covariant derivative" that accounts for the change in basis from point to point [15] is required. The regular componentwise derivative and the covariant derivative coincide for spaces in which the basis is constant, such as R n with the standard basis.)
Although some definitions emphasize a view of tensors as multidimensional arrays having certain transformation properties under basis changes, we adopt the view of tensors as multilinear maps [15] . Specifically, a tensor T is a map
where the V i are vector spaces and the V * i are spaces of dual vectors (covectors)-linear functionals on a vector space, meaning they take vectors and return scalars. The number of vectors and covectors T takes as input defines the order of T . The number of vector inputs is the covariant order of T (n in the above definition), while the number of covector inputs determines the contravariant order (m above), making T an (m, n) tensor (contravariant order first). Each different input "slot" is called a mode of the tensor.
Every regular vector is a tensor of contravariant order 1 (and covariant order 0), and so can be considered as a linear functional on covectors (by taking the covector and applying it to the vector itself). Similarly, linear functionals are tensors of covariant order 1 (and contravariant order 0). We can define a tensor product that "glues together" two tensors to form a higher-order tensor by defining, for two tensors T (of order (m, n) T ) and S (of order (l, p) which feeds each tensor its respective inputs and multiplies the results together. Not all tensors are "simple" (or pure) tensors consisting only of tensor products of vectors and covectors. However, all tensors can be written as a sum of such tensor products.
The minimal required number of terms in the sum is known as the rank of the tensor.
Choosing a basis for each vector and covector space, and forming all possible tensor products of basis vectors from each space, yields a basis for the space of tensors. Letting This permits a view of a tensor T as a linear functional on the space of tensors where each vector and covector space associated with T has been replaced by its dual. To evaluate T against a tensor T in this dual tensor space, we can simply form the tensor product T ⊗ T and contract all the corresponding modes to yield a scalar.
The contraction operation is a generalization of the matrix trace. A matrix can be seen as a (1, 1) tensor, and via the SVD can be decomposed into the sum of outer products of row and column vectors: If T is a tensor formed by (sums of) tensor products of vectors from only some of the duals to T 's associated vector spaces, we can view T as a linear map, applying it to T by a tensor product followed by contractions on the relevant modes, and yielding another tensor formed by the "leftover" modes of T that were not involved in the contractions.
This view is particularly fruitful, because it suggests there should be a matrix representation for T (in addition to its representation as a multidimensional array). Indeed there is! To make the presentation easier, we forego generality and consider only a third-order (3-mode) tensor, T ∈ W ⊗ V * ⊗ V * (or as a multilinear map T : W * × V × V → R). By the above we can view T as a linear map T : V ⊗ V → W . If V is two-dimensional, say, then elements of V ⊗ V , considered as vectors, have 4 elements. If W is three-dimensional, T can thus be viewed as a 3 × 4 matrix.
The matrix version of T (for a specific linear map "perspective") is related to T 's 3 × 2 × 2 multidimensional array by an unfolding process. Let T 's first mode run down the page, second mode run across, and third mode go "into" the page. Then the four vertical columns of T , when stacked horizontally, form an "unfolding" of T into a matrix. (Other unfoldings are also possible, by stacking the rows or "depths" side-by-side as columns.)
This notion is very useful, because it allows tools from linear algebra developed for matrices-such as the SVD-to be applied in a principled way to tensors. This is utilized heavily in [12] , which develops a higher-order analog of the SVD for tensors by considering the SVD's of different unfoldings of a tensor.
How are the "vectorized" representations of elements of V ⊗ V formed? In the context of the current example, these are 4-element column vectors. Given v, v ∈ V , define
where v 1 and v 2 are the components of v. This is a special case of the Kronecker product. If we have two matrices A, B, representing linear maps from V to V , we can combine them to give a linear map from V ⊗ V to V ⊗ V by constructing the matrix
The Kronecker product has the intuitive property that (A ⊗ B)(v ⊗ v ) = (Av) ⊗ (Bv ). The above tools, especially the unfolding operation and the Kronecker product, will be applied to analysis of D 2 n in Sect. 3.
principal directions and tilt are specified independently, or whether principal directions are specified relative to the tilt direction.
For brevity, we adopt the choice B = V T . Call the associated basis γ . Then [I ] 
Dn
B.1 Interpretation as a Taylor Expansion from the Tangent Plane
Evaluating at x = 0 gives D 2 n| x=0 =
