The function solution to the functional scheme derived from the Binomial tree financial model with local volatility converges to the solution of a diffusion equation of type h t (t, x) +
Introduction
There are three major methods to simulate a diffusion equation of type h t (t, x) + x 2 σ 2 (t, x) 2 h xx (t, x) = 0, t ∈ [0, T ), (1.1) with the boundary condition h(T, x) = g(x). The first one is to use the Monte Carlo methods as the solution h admits a probabilistic representation, see [8] .
The second one is to numerically compute the solution directly from the PDE. In particular, the very well known finite difference (FD) technique is based on approximations of the successive derivatives. It requires a discretization, both in time and in the space variable, of some compact subset [0, T ] × [a, b], a ≤ b. Moreover, as we need to fix extra boundary conditions, when x = a or x = b, that are a priori approximations of h, a second type of approximation errors may appear. For instance, if b is large enough, we generally set the condition h(t, b) = lim x→∞ h(t, x) if the latter may be estimated while the condition h(t, 0) = g(0) is chosen if a = 0 under some mild conditions on σ.
There is a lot of articles in the literature focusing on this technique, see for example [2] and [16] . The finite element (FE) method is more sophisticated, see [3] , but it is based on a discretization of the space variable as well as other techniques as finite volume [14] or spectral methods [13] , [1] . The third one is based on binomial trees. Such a scheme is proposed by Milstein [11] where a convergence theorem is proven when the terminal condition, i.e. the payoff function in finance, is smooth. In particular, it is supposed that the successive derivatives of the solution h of the P.D.E. are uniformly bounded. In finance, e.g. for the Call payoff function g(x) = (x − K) + , this is not the case. On the contrary the successive derivatives of the P.D.E. solution explode at the horizon date [10] . Motivated by pricing in finance, we consider non smooth payoff functions and we study the convergence of this very simple alternative scheme derived on the binomial tree with local volatility financial model, which is only based on a discretization in time of the interval [0, T ] and allows to simulate t → h(t, x) for a fixed x. The advantage of this method is the ease of implementation of the functional scheme which is basically defined. The numerical scheme we study is defined by two functions depending on the number n of discretization dates. We focus here on a particular choice of such functions which leads to a uniform approximation in time of the diffusion equation under some mild conditions. A convergence theorem which generalizes [11] to non smooth terminal conditions is proved. We present some examples where the functional scheme appears to outperform the finite difference method and, moreover, it is well adapted to parallel computing. An open problem is to study the suggested functional scheme more generally.
Motivation and interpretation in finance. Let us consider a binomial model in finance with T steps defined as follows: we consider on a stochastic basis (Ω, (F t ) t=0,··· ,T , P) a price process (S t ) t=0,··· ,T where S 0 is given at time 0. Moreover, we suppose that P(S t+1 = S t k
By the assumptions, we easily deduce that (S t ) t=0,··· ,T is a P-martingale.
Let us define a portfolio process V as an adapted process satisfying ∆V t := V t − V t−1 = θ t−1 ∆S t for all t = 1, · · · , T , where θ t is F t -measurable for all t = 0, · · · , T − 1. Moreover, we say that it replicates the contingent claim g(S T ), for some function g, if V T = g(S T ). If g(S T ) is integrable, we easily deduce that V is a martingale and, by induction, we get that V t = C(t, S t ) for some measurable function C. Using the martingale property V t−1 = E(V t |F t ), we finally deduce that
The natural idea is then to consider this scheme as the number n+1 of dates (T i/n) i=0,··· ,n tends to ∞ when we discretize the continuous-time interval [0, T ]. This leads to the scheme we propose to study in the next section when k d t (x) = 1 − σ(t, x) T /n and k d t (x) = 1 + σ(t, x) T /n. Actually, the asymptotic behaviour of such binomial model is well known, at least for the price process. Indeed, let us consider the continuous-time price process S n of the binomial model defined by
/n is defined from k d and k u when starting from S 0 at t = 0 as explained above. Then, by [12, Proposition 3.2.1] under mild conditions on σ, the sequence S n weakly converges to the diffusion process S satisfying the stochastic differential equation
where W is a standard Brownian motion. We also deduce the convergence of the price functions (C n ) n≥1 given by (1.2 ) towards the limit price C of the continuous-time model given by (1.3), i.e. the solution to the diffusion equation (1.1) . This is indeed the case when σ is constant for a large class of payoff functions g as proven in [2, Chapter 4] where it is also proven that the best rate we can get in general is
, see also [18] and the papers [4] , [15] , [7] , and [17] among others and, finally, [11] for smooth terminal conditions and local volatility function. Actually, our main contribution is to show that the result is still valid for local diffusion coefficients even if the solution h of the diffusion equation admits unbounded derivatives, e.g. when the terminal condition is not smooth. Moreover, the numerical experiments we present confirm the accuracy of the functional scheme in comparison to the (FD) and (FE) methods.
Functional scheme for diffusion equations
Let us consider a bounded diffusion function σ : [0, T ]×R + and the associated backward parabolic equation 4) where the terminal condition is defined by a Lipschitz function g with Lipschitz constant L g and h t and h xx are respectively the first and the second derivatives of h with respect to time t and space variable x ∈ R. This equation is very well known in physics but also in mathematical finance for models without friction when the risky asset S is driven by a standard Brownian motion W so that it satisfies the stochastic differential equation dS t = σ(t, S t )S t dW t under a risk neutral probability measure P 1 . In that case, h(t, S t ) is the value at time t of the unique self-financing portfolio process V composed of a fraction of the risk-less bond B = 1 and the risky asset S such that it replicates the European option payoff g(S T ), i.e. V T = g(S T ). The quantity σ(t, S t ) is then interpreted as a local volatility coefficient.
In the following, we consider the uniform grid on [0, T ] given by t n i = (T /n)i, i = 0, · · · , n where n ≥ 1. We then define the following functions:
where the sequence (h n (t i , x)) i≤n is defined recursively by the following functional scheme:
Our main result states that the sequence of functions (h n ) n∈N uniformly converges to h as n → ∞ under some mild conditions (called Condition D below) satisfied by the successive derivatives of h, solution to (2.4). Of course, the functional scheme (2.6) may also be considered for other choices of functions k n− and k n+ . In this paper, we restrict ourselves to the functions defined by (2.5), i.e. when the coefficients defining the binomial model are symmetric, but it is an interesting problem to study such a scheme in its full generality, i.e. for more general coefficients k n− and k n+ .
Recall that h(t, x) = Eg(S x,t (T )) where, for t ≤ T , S x,t is the unique solution to the stochastic differential equation (6.14) on the interval [t, T ] with initial condition S x,t (t) = x. We deduce that h(t, 0) = g(0). In the following, we suppose that σ is locally Lipschitz and bounded so that existence and uniqueness holds for (6.14), see for instance [8, Theorem 2.2, p104]. The conditions below hold in particular when the payoff function g is continuous with linear growth at infinity, e.g. g(x) = (x − K) + , K ∈ R, and the diffusion coefficient σ is smooth enough and positive as proven in [10, Theorem 4.1] for a more general case 2 , see also [6, Section 5] . Observe that we do not suppose that the successive derivates are bounded contrarily to [11] .
Condition D:
There exists a constant C > 0 independent of n such that:
Theorem 2.1. Suppose that σ is a bounded Lipschitz function and assume that the solution to Equation (2.4) satisfies Condition (D). Then, there exists a constant C(x) > 0 depending on x, g and σ such that
The proof is deduced from the lemmas and the corollary of Section 5. Note that, by choosing specific discretization dates, see [5] , we should improve the convergence rate of the functional scheme. This is left for future research.
Numerical examples
In the following, we compare the performance of the functional scheme to the Crank-Nicolson finite difference method one on some examples.
3.1. The case where the diffusion coefficient only depends on time.
Suppose that σ(t, x) = σ(t), t ∈ [0, T ], only depends on time.
In that case, we may show (see [9] ) that
2 dy,
+ , it is trivial to derive an explicit formula of h(t, x). As k n− and k n+ do not depend on the space variable, we also deduce an explicit expression of h n , solution to (2.6):
where the sets (E i ) i=0,··· ,n does not depend on x and are recursively defined as
Regarding the implementation, we may see each E i as a vector with 2 n−i components. Once these vectors computed for all, we may simulate the scheme (2.6) for any x and any arbitrary terminal condition g. Indeed, just compute the vectors G i whose components are (g(xz)) z∈E i and deduce h(t n n−i , x) as the scalar product of
Let us now consider the case σ(t) = σ(2 + cos(t)). Then,
Therefore, we are in position to numerically compare the convergence error between the explicit solution given above and the functional scheme as well as the finite difference approximations. We first consider the parameters σ = 0.5, T = 10, K = 100, x = 120 and 30 discrete dates. As we may observe in Figure  1 , with a space discretization of 400 points, the finite difference method does not provide a good approximation and, moreover, the monotonicity we expect to is not satisfied.
With the parameters σ = 1.5, T = 1, K = 115, x = 95 and the same discretization in time and in space (see Figure 22 ), the finite difference method provides an approximating function which explodes as time tends to 0.
At last, with the parameters σ = 0.1, T = 5, K = 115, we consider 25 discrete dates and 400 points for the discretization in time. We observe that the approximating function given by the finite difference method is not very efficient as well.
In order to better compare the two methods, we have computed the needed time for several strikes to obtain a reasonable convergence error for the value of h(0, x) with respect to the analytic expression of the later. Initially, the time discretization is done with 10 dates while the space is discretized in 400 points. If the error is larger than 5%, we add as many discrete dates as necessary (see Tables 4, 5 Clearly, the results are bad for the finite difference method, see Table 5 . With the parameters σ = 1.5, T = 1, x = 95, we get the following: Notice that the results given by the finite difference method are not ac-ceptable, e.g. when K is too large:
Strike 3.2. The case where the diffusion coefficient only depends on space.
Let us consider the diffusion coefficient σ(t, x) = σ(x) = σ * (1 + e −x 2 ). As h(t, x) does not admit any analytic expression, we first evaluate it by using its probabilistic representation through a Monte-Carlo discretization of the associated diffusion process (6.14). The discretization in time is composed of 10000 dates with 50000 samples for the Monte-Carlo method and 30 dates for the two other methods while we discretize the space variable in 400 points. As we may observe in Figure 8 , the finite difference method does not provide a non increasing function in time as expected and the approximation is not accurate. In Table 11 , we see that refining more the space variable grid does not significantly improve the results while the computation time increases. With the parameters σ = 1.5, T = 1, K = 115, x = 95 and only 25 discrete dates, the function scheme provides a rather good approximation contrarily to the finite difference method: At last, we consider the parameters σ = 2, T = 5, K = 10, x = 95 with only 20 discrete dates for the functional scheme. We get satisfactory results in less that 0.26 seconds while with 30 discrete dates for the finite difference methods, the computation time is large. In particular, even if the finite difference method provides acceptable results with only 10 discrete dates with an error less than 5% it takes more than 3.60 secondes to computes them.
The case where the diffusion coefficient depends on time and space.
We consider the volatility function σ(t, x) = σ(1 + 0.01x 2 1+0.01x 2 + t). The number of discrete dates is 25 for the functional scheme as well as the finite difference method and 400 points for the space variable. The Monte Carlo discretization is based on 10000 discrete dates and 50000 trajectories. When the parameters are σ = 0.5, T = 10, K = 100, x = 120, the finite difference method provides bad results and it takes a long time to compute them as shown below. For the parameters σ = 0.1, T = 5, K = 110, x = 95, the functional scheme over evaluates the Monte Carlo method while monotonicity is not satisfied for the finite difference method. Notice that it is possible to execute parallel computations by means of programming interfaces (e.g. OpenMP or MPI) i.e. we may use several calculus units simultaneously and reduce computation time. Using n ≥ 1 processors, we should theoretically divide the needed time by n. In practice, that depends on how the executed parallel calculus are interconnected. In the finite difference method, when computing the value function at some point of the grid, we need to estimate some expressions depending on the adjacent nodes that may be calculated and used by other processors. This should increase the computation time, as it is necessary to wait for some computations to be executed before starting new ones. On the contrary, for the functional scheme, we do not face this problem as the nodes of the binomial tree at the same level are independent. This is confirmed by the realized time savings we observe to be very closed to the theoretical ones (e.g. 50% with two cores and 75% with 4 cores), see Table 21 with the example of the current subsection and the parameters σ = 0.5, T = 10, K = 100, S 0 = 120. Therefore, even with parallel computing, the functional scheme should outperform the finite difference method in the examples we have presented. Let us consider the payoff function h(x) = (K − x) + . The case when h(x) = (x−K) + may be deduced by the Call-Put parity (x−K) + −(K −x) + = x−K. When the volatility function only depends on time (see Section 3.1), we obtain very good approximations, see Figure 22 and Table 23 , when the space variable interval is [0, 10 4 ] discretised in 2000 points. This is confirmed by other sets of parameters. 
The case of an unbounded payoff function.
Let us consider the payoff function h(x) = (x−K) 8 and let us fix the following parameters: σ = 0.25, T = 1 and K = 0.5. We then compute t → h(t, x) for x = 1. We compare the obtained results to the approach based on the probabilistic representation of h(t, x), i.e. by implementing the Monte Carlo (MC) technique with a time discretization of 50000 dates and a sample of 100000 trajectories.
First, we observe that the (FE) method is very performant when σ(t, x) = σ is a constant function and the interval space [0, 10] is discretised in 500 points. To see it, we estimate the relative error of the (FE) approximation with respect to the (MC) method, see In this example, the functional scheme seems to be more unstable even if it only takes 3 m.s. to get an error less than 5%. Nevertheless it takes too much time to obtain an error less than 1%, see Table 4 .2.
We now consider the volatility function σ(t, x) = σ 1 + x 2 100 1 +
In that case, it is difficult to obtain the desired convergence as the result is very sensitive to the chosen space variable and its discretization as well. It appears that we reduce the error by increasing the discretization in time but it is not possible to lower the error as much as desired, see Table 26 .
Surprisingly, if we reduce the number of discrete points of the space variable to 100 points, the error is smaller as observed in Table 27 . Nevertheless, even by increasing the number of discrete dates to 10 7 and more, it is not possible to reduce as much as desired the convergence error. If we enlarge the space variable to [0, 25] the error is 837% for 2000 discrete dates so that we need to increase more the number of discrete dates. On the contrary, the functional scheme appears to be efficient, see Table  28 . In particular, it is possible to reduce as much as desired the convergence error. It takes about 145 seconds to obtain an error less that 5%. Moreover, a code parallelisation should significantly reduce the needed computation time.
Proof
From a line to the next one, we shall use the same notation C for some distinct constants independent of n. Also, notice that there is a constant M > 0 such that |k n− t | + |k Lemma 5.1. Suppose that the conditions of Theorem (2.1) hold. Then, there exists a constant C > 0 which does not depend on x such that
Proof. We first prove the result for i = n − 2 and, then, we generalize the result by induction. Let us introduce the function
By the Taylor formula, we get that
where, for some constants 
