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PREFACE 
This thesis entitled "Some Developments in Stochastic Programming 
and its Applications" is devoted to certain optimization problems 
often arising in the fields of business, economics and industry. 
Mathematical formulations of the problems have been given and 
appropriate procedures have been developed for obtaining their 
solutions. 
The solution procedures for the problems considered exploit 
certain techniques used in Integer Programming and Stochastic 
Programming. These techniques have been discussed in chapter I of 
this thesis. 
Chapter II deals with the problem of cutting optimally the sheets 
of varying sizes into the pieces of specified sizes.The solution 
procedures requires the solution of Knapsack Problems with upper 
bounds which has been discussed in chapter I. Numerical example 
has been presented for the case of fixed demands. 
In chapter III we have considered the Optimal Investment Policy in 
acquisition of pollution control equipment under uncertainty. 
Scenarios have been developed for optimal investment in 
acquiring a certain stock of pollution control equipment when 
the target stock and compliance time both are unknown. 
In chapter IV we have considered the Optimum Investment Policy for 
savings. The problem has been given the formulation of two stage 
stochastic programming. The solution has been derived when the 
parameters involved are normally distributed and gamma 
distributed. 
Chapter V deals witfi the solution of Chance Constrained Linear 
Programming by Ellipsoid method. Numerical example has been 
presented for chance constrained linear programming problem. 
Fairly comprehensive references of various publications referred 
in this thesis has been given at the end of this manuscript. The 
references are arranged alphabetically according to the author's 
name. 
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CHAPTER - I 
INTRODUCTION 
1.1 OPTIMIZATION TECHNIQUES I 
Optimization is the process of obtaining the best possible 
result under any given set of circumstances. 
Optimization covers a wide range of examples and 
application. Some typical examples of optimization that 
arise in practice mrc one Economic problem, Commercial 
problem , Aerodynamics problem and the Engineering science 
etc. Most of the problem in the analysis of industrial process 
and manufacturing plants can be reduced to an optimization 
problem. Thus the scope of the optimization problem 
can be entire business enterprise, a process p a single 
operation or any intermediate stage between these. It 
should be noted that optimization may not only modify the 
system variables, but in addition can alter the system itself. 
Since the optimization may usually be written in some 
mathematical form,it follows that the actual physical situation 
need be taken into account only when constructing the model. 
The optimization problem is then a purely mathematical one. 
The first, step, therefore in a mathematical optimization 
problem is to determine the maximum or minimum value of a 
function of several variables subject possibly to one or more 
constraints. The constraints are equalities and inequalities 
which must be satisfied by the variables of the problem. But 
many other types of constraints are possible, e.g., a solution 
in integers may be required. The next step is to use a 
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mathematical method to solve the optimization problems, 
such methods are usually called optimization techniques or 
algorithm. The optimization method considered here mre known 
collectively as mathematical programming methods. 
Generally we can define a mathematical program asi 
Minimize f(x) (1.1.1) 
subject to g.(x) < O, i » 1 ,m (1.1.2) 
1 (K) < O, J = 1 ,n (1.1.3) 
Where x is an n—dimensional vector called the column vector. 
A mathematical programming problem is to determine a vector x 
that satisfies (1.1.2) and (1.1.3) such that the value of 
objective function is optimum, i.e., minimum. If both 
objective function f(x) and all the constraints Are linear 
function of the x, , we call it a linear programming 
problem. Linear programming is still one of the most widely 
used optimization techniques. If one or more of the function are 
nonlinear in x., we call it a nonlinear program. 
A linear programming problem can be solved by the simplex 
algorithm, which was devised by G.B. Dantzig(1947). It 
takes huge amount of literature exists on this 
topic, including S. I. 6ass( 1 7S8), B. Hadley(1962), and 
G.R. Walsh(1971). 
Unlike linear programming, nonlinear programming does not follow 
some or all of the properties of the linear programming 
problem. The early work in the theory of general nonlinear 
programming was directed towards characterizing its 
solution, the derivation of necessary and sufficient 
condition for a solution and the construction of closely 
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related problems "dual" to a given problem. 
The practical importance of some of the nonlinear 
programming problem has inspired the rapid development of 
many algorithms for Bolving them. Of these the gradient 
projection method by Rosen(1960), the cutting plane method 
by Kelley(1960), the method of feasible direction by 
Zontendizk(1960), penalty function method by 
Zangwill(19<b7) , method of centers by Huard(1967), sequential 
unconstrained minimization techniques by Fiacco and Mc 
Cormlck(1968) and ellipsoid algorithm by Ecker and 
Kupferschmid(19B3) are worth mentioning. An eKtensive 
study regarding the convergence of the procedure has been 
made by Zangwil1(1969). 
A nonlinear programming problem in which a convex objective 
function is to be minimized and the constraints which form a 
convex set is called a convex programming problem. Of 
special interest are the problem with nonlinear constraints 
and convex objective function. In Chapter V of this thesis 
we have considered the chance constrained programming problem 
with nonlinear constraints in which the idea of Ecker and 
Kupferschmid for ellipsoid algorithm has been used. The procedure 
is shown to be convergent for convex functions. 
Linear programming problem is a decision making problem 
in which all the parameters of the problem arc 
deterministic. But, if some or all of the parameters 
appearing in mathematical programming problem are stochastic 
or random variable, we call it a stochastic linear programming 
problem. A stochastic linear programming problem can be solved 
by means of chance constrained and two stage programming 
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method, which was discovered by A. Charnes and W.W. 
Cooper(1959) and G.B. Dantzig (1955). 
When all the problem variables are integer in an 
mathematical programming problem, we call it an (all) integer 
programming problem. But, if some of the problem variables are 
integer we call it a mixed integer programming problems. All 
integer and mixed integer linear programming problems can 
be salved by the cutting plane algorithm of Gomory(1960) and 
the branch and bound algorithm of land and Doig(1960). 
1.2 OPTIMIZATION UNDER UNCERTAINTY i 
Uncertainty presents unique difficulties in multiobjective 
optimization problems, because decision makers faced with 
risky situation requiring analysis of multi p le outcomes in 
differing states of nature. Very few direct choice methods 
are capable of addressing problem with probabilistic 
outcomes. Interactive approaches were developed by Geoffrion Dyer 
and feinberg(1972),SadagDpan and Ravindran(1982), Teghem Mareschal 
(1986) and G.Klem, H.Moskowitz and A. Ravindran(1990). Later, 
rigorous algorithm procedure was proposed by R.T. Rockafellar and 
R.J.B. Wet5(1991). Further for salving problem in under 
uncertainty methods of hierarchical control was developed by 
J. Lehoczky, B.P. Sethi, H.M. Soner and M.I. Taksar(1991). In 
Chapter III of this thesis we have modified the model of Richard 
F. Hartl(1992) to obtain the optimal investment in acquisition of 
pollution control equipment. 
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1.3 STOCHASTIC PROGRAMMINB PROBLEM i 
Many optimization problems arisen in practice are formulated 
as stochastic programming problems. However, in most of them, 
the parameters describing the problems are unknown or known 
with uncertainty. Stochastic programming deal with situations 
where some or all random or stochastic parameters appear in 
a formulation of mathematical program. Examples of random 
parameter are random demands, random inflows, random yields, 
etc. 
Decision models of atoch««itic progrummlng hav» birvn d»»lgn»d to 
treat the cases when a decision has to be chosen before a 
realization of random parameter can be observed. Two recent 
developments in the field of stochastic programming have 
raised new interest in obtaining robust solution in 
management decision problem under uncertainty. One is the 
development of the principle of scenario aggregation by 
Rockafellar and Wets(1987) and the second development is the 
approach of data envelopment analysis, originally developed by 
Charnes et al.(1978) and extended by charnes et al.(1989) and 
Sengupta (1988). 
Management decision making usually requires consideration of 
uncertainty, as well as multiple, often conflicting objectives. 
This uncertainty may be inconsequential, making assumption 
of certainty appropriate under certain conditions. However, 
many management decisions involve statistically determined 
measures of risk where the probability distribution of 
outcomes can be described. Consideration of more precise 
description of uncertainty allows more accurate prediction of 
decision outcomes. 
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A stochastic linear programming problem can be stated as 
followsi 
n 
Minimize \ c. x, (1.3.1) 
j=l 
s u b j e c t t o y a K < b^ , l = l t 2 m ( 1 . 3 . 2 ) 
j = l 
M > O , J = l , 2 , . . . . . , n . . . . . ( 1 . 3 . 3 ) 
where x. are decision variables, c , *4 4» "^** b ^^^ random 
variables with known probability distribution. 
The basic idea of all stochastic programming problem is to 
convert the stochastic or probabilistic problem into an 
equivalent deterministic problem. The unknown values of the 
decision variable may be assumed deterministic. 
An alternative procedure is the use of expected values in the 
objective function. Usually the objective function is either 
a profit maximization or a cost minimization.If we also take 
the expected value of the random variables occurring in 
the constraints and then solve the resulting 
deterministic problem, such a solution will be called as 
expected value solution Madansky(1962). 
The other approaches have been developed to handle special case 
of the general problem, the idea of employing deterministic 
equivalence will be illustrated by introducing the technique 
of chance constrained programming and two stage 
programming which is described in the succeeding sections. 
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1.4 CHANCE CONSTRAINED PROBRAMMINO i 
Chance constrained programming was developed as a means 
of describing constraints in the form of probability levels 
of attainment (Charnes and Cooper (1959,1762,1963) ). 
Consideration of chance constraints allows the decision 
maker to consider objective in terms of probability of their 
attainment. If a is a predetermined confidence level 
desired by the decision maker, the implication is that a 
constraint will be violated at most (1-a) of the time. 
Chance constrained programming permlta the constraints to be 
violated by a small probability. It is not required that the 
constraint should always hold, but these must hold 
simultaneously or individually with given probabilities. The 
general chance constrained linear program is of the form. 
n 
Minimize Y c, x. (1.4.1) 
j=l 
n 
subject to p i ) a.. X. < b, I > a. ,i=l,2 m ...(1.4.2) I I ^ij >^j ^ ^ ] ^ « i 
j=l 
and X > 0 , j=l,2 n .....(1.4.3) 
Where c,, a.. and b. are random variables and a. are 
specified probabilities (O < a < 1). This means that the 
constral nt S a M. < b may be violated some of the time 
through at its most for 100(l-a)X of the time. 
A general approach to solving the above type of problem is to 
reduced them to ordinary linear programming problem by 
#. finding the deterministic constraint ( i.e., constraints not 
containing any probabilistic element),which are equivalent to 
chance constraint. 
The deterministic equivalent of the chance constrained problem is 
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nonlinear. In Chapter V we have considered the above problem in 
which the idea of ellipsoid algorithm has been used. 
Application of chance constrained model exist in many areas: 
energy planing , industrial production. Capital budgeting. Water 
system planing (see Hogan, Morris and Thompson 1981). 
1.5 TWO STAGE PROGRAMMING t 
For solving a stochastic programming problem G.B. Dantzlg suggested 
another programming problem called two stage programming 
problem. The two stage programming does not permit any 
constraint to be violated in contrast to chance constraint 
programming. 
The solution of two stage stochastic programming problem 
consists of deterministic and random vectors. At the first stage 
in the solution of problem the deterministic plan is 
considered. It is done prior to the random conditions of the 
problem. Once the random vector becomes known, is called 
the second stage of the problem. Usually we minimize the 
mean (expected) value of summary costs,which includes not only the 
expenditure at the initial planning stage but also at the 
second stage when it is necessary to compensate for the 
divergencies in the system of constraints for the problem. 
A general formulation of the above situation can be stated as 
follows (Beale(1955) and Dantzig(1935) ): 
Minimize E . (ex + f y) ..(1.5.1) 
y 
subject to Ax + By = b (1.5.2) 
X . y ^ O (1.5.3) 
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Where A is a random m x n matrix with known distribution, B is a 
known m x n matrix,x and y are n^ ^ and n^ dimensional vectors and 
b is random dimensional vector with known distribution and c and 
f ars known n and n_ dimensional vectors. 
The above program requires that a vector x > O must be found 
before the actual values of the random components in the 
problem become known, and when they become known a recourse y 
must be found from the following second stage program 
Find y which 
Minimizes f y 
subject to By = b - Ax 
y > O 
where b, x, d, B and A are all known. If we denote the minimum 
by h(x,b) then the original two stage problem can then be 
written as the equivalent deterministic program : 
Minimize c x + E th(x,b)], x > O 
where h(x,b) = Min f y 
The conditions for the existing a minimum to the above program 
under various situation has been studied by Charnes, Kirby and 
RaikB(1967) and Wets(1972).The necessary and sufficient conditions 
for the minimum of the above program arc also given in 
Walkup and Wets(1767,1970). 
We have used this formulation in chapter IV for solving the 
problem of investment optimally when demand is random with known 
probability distribution. 
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1.6 KNAPSACK PROBLEM WITH UPPER BOUNDS i 
A knapsack problem is an integer linear programming problem 
with only a single constraint. A knapsack problem without the 
upper bounds iai as follows i 
n 
Maximize 1 ^2 "j 
n 
subject to > a.. X. < b (1.6.1) 
X. > O and integers 
where the variable mrc ordered so that c./a.> > c /a 
1 1 n n 
A procedure for its solution is as follows, see Saaty (I960) 
The first lexicographic solution is 
-^^  o 
i-=l, ,n (1.6.2) -.1 , . [^4^], 
Where CxD denote the integer part of x. 
An optimal solution can be obtained by enumerating all the 
feasible solutions in lexicographic orderings. (A lexicographic 
ordering of a set of solution is an ordering of the solutions 
according to the first components and if there a tie then 
according to the second components,and soon, the solution with the 
larger components being considered larger). A number of feasible 
solutions are eliminated from the enumeration process as follows. 
Let the k feasible solution enumerated in the procedure be 
k k k k k X,, ,x , such that x > O and x . = = x = O. Define J- n s s+1 n 
k k k k 
a vector y which coincides with x , except that y •= x -1 > O. 
- B s 
Compute 
CI . c . . - n 
9 
"'1 ^3-1^-^[--l 's-1] - - • • ^ • - • 3 ' 
( = 1 = * 1 ..• 
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Now let X yield the maximum value ) c. a. among all the 
n 
2 c . X . j-1 
k k 
solutions which come on or before x in the ordering. Then if g < 
' ' k+1 k 
c X , X =« y is taken to be the next vector for enumeration. 
k '— k+1 
If g ^ E 21 » then the next vector enumeration x is taken to 
be the next lexicographic vector. 
Now consider the problem in (1.6.1) together with the upper bounds 
on X . 
J 
X. < u , J=l, n (1.6.4) 
The largest lexicographic solution is obtained as 
i=l (1.6.5) 
st k ' ~ k+1 k '"" 
At k+1 step if g ^ S. ^* **^ take x = y. . In case g > c x,thB 
solution next to x is obtained by decreasing the last 
k k positive component of x , say x , by unity and then increasing 
X .. as much as possible such that it remains < u 
s+l x+1. 
In chapter II of this thesis we have developed a procedure for 
solving the cutting stock problem (knapsack type problem). 
1.7 KNAPSACK PROBLEM WITH MINIMUM SLACK i 
For obtaining a solution of a knapsack problem with minimum 
slack, we try to solve the following knapsack problems 
successively for k=0,l,2,3, : 
12 
n 
Maximize / ^i ^t 
J = l 
n 
subject to y a. x 
j=l 
...(i.7.1) 
X. > O and integers. 
J 
If a feasible solution is obtained for k = 1, while no solution 
is found for k = 1, 1-1 then the first lexicographic 
solution with minimum slack to the problsm (1.7.1.) will b» th« 
first lexicographic solution to 
Maximize 
3=1 
1 ^j ^J 
1 ^ **j subject t o ^ a^x^ + l=»b 
j=l 
(1.7.2) 
M . 2: O and integers, 
l.B ELLIPSOID ALGORITHM i 
Ellipsoid algorithm has been applied for solving a variety of 
important optimization problems. Ellipsoid algorithm was first 
introduced by D.B.Iudin and A.S. Nemirovskii (1976) for 
linear program and then clarified by N.Z. Shor(1977). Later, 
L.G. Khachlyan(1979) modified the model to obtain a polynomial 
time algorithm for the feasibility problem for the system 
of the linear inequalities. Later, Robert G. Bland, Donald 
Goldfarb and M.J. Todd(1981) extended the Khachiyan results. 
For solving nonlinear programming problems a general formulation 
to this method was first proposed by Shor(1977). A general 
description of the basic problem may also be found in M. 
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Kupferschmid(1781),J.L. Goffin (1983) or J.B. Ecker and M. 
Kupferschmld(1783). 
The basic idea of the ellipsoid algorithm is as follows x 
We generate a sequence of successively smaller ellipsoid each 
containing the optimal point. This is done by cutting the 
previous ellipsoid in half and then enclosing the half that 
is known to contain the optimal point with the smallest 
possible new ellipsoid. By doing so, we observe that whether 
the current ellipsoid centre is feasible or not. If it is not 
feasible. I.e., a constraint is violated at the current 
ellipsoid centre, we compute the cutting hyperplane that 
supports the constraints contour at the current ellipsoid 
centre and constructing the next ellipsoid. The phase 1 
iteration of ellipsoid algorithm is completed. In phase 2, if 
all the violated constraints are satisfied, the next 
ellipsoid centre will be feasible, so the objective function 
must be used for defining the cutting hyperplane. Continuing in 
this manner, we get sequence of iterates converging to the 
final values. 
The average convergence of the ellipsoid algorithm is linear. For 
the surety of convergence of this algorithm, the functions must be 
convex, but often the algorithm converges to K.K.T point even, 
if the convexity requirement is not satisfied. 
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CHAPTER - I I 
ON THE OPTIMAL CUTTING OF SHEETS OF VARYING SIZES AND 
QUALITIES INTO THE PIECES OF SPECIFIED SIZES 
2.1 INTRODUCTION i 
There are numerous situation in which an item comes in 
big lengths and must be cut up according to demands and profit. 
These items generally come in rolls such as paper, textiles, sheet 
metals, glass, metal pipe etc. The demands exist only for 
some standard sizes in which the given rolls are to be sliced. 
The cutting stock problem is to cut the sheet or roll into 
number of pieces such that the requirements are satisfied 
while the total return is maximized. 
Consider m sheet of lengths 1,>1 ^....>1 and the standard size 
X •£. m 
of cut pieces are s.>s_ >s . Let the minimum 
1 2 n 
requirement of cut pieces of size s. is h jj^l ,n. 
Let the value of a cut piece of size s. be q.c.s., where q. 
depends upon the quality of the sheets. The problem can be stated 
as I 
Find non-negative integers x.. which 
m n 
Maximize J ^i J *^ J*J**iJ (2.1.1) 
i=l j=l 
n 
subject to J Sj>*ij - ^i» ^''^f '"» (2.1.2) 
j=l 
m 
> X., > h, , . L i.3 J , J = l, 
.n ....(2.1.3) 
i=l 
x^j > O (integers) (2.1.4) 
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Where x.. be the number of standard pieces of size s. from i th 
sheet and c. be the cost of the sheet. The parameters of the 
problem is arranged in the following tabular form. 
1 
Standard Sizes 
Costs / Quality 
*1 
a 
fli 
Requi remen ts 
=1 
=^1 
»*11 
mi" 
\ 
2 
2 
12 
h . . 
2 
n 
n 
In 
mn 
h 
n 
Sheets length 
^1 
1 
m 
Flg-li The parameters of the problem from (2.1.1) to (2.1.4) in 
tabular form. 
In case of same quality, i.e., a^ =« ^y~- =a of sheets, the 
problem stated above may be solved by the method given by Gilmore 
and Bomory (1961&1963). A different approach to this case 
was developed by A. Bari (1977) which is described in the next 
section. Thereafter, we develop a procedure for solving the 
problem defined in (2.1.1) to (2.1.4) 
Let us arrange the parameters of the problem (2.1.1) to (2.1.4) 
such that 
=i> V' 
and q^> q^>. 
n 
n 
(2.1.3) 
(2.1.6) 
The larger cut pieces are generally more useful and, therefore,the 
value per unit of large sized pieces must be greater than that 
of the smaller ones. Thus we may assume along with the 
inequalities in (2.1.3) that 
c > c >. 1" ^ 2-" ,2 c n (2.1.7) 
n 
1 
j = l 
m 
1 
i = l 
i = l 
» j ' 
**iJ 
j = l 
i j 
- ^ 
1. 
i 
, J -
» 
• 1 , 
i = i , . 
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2.2 SOLUTION FOR THE SHEETS OF SAME QUALITY i 
Let a = a = =• q - This will be a balanced problem, if 
m n 
y 1 -= y h a , otherwise it is unbalanced. 
i=i j-1 
For the balanced case, the problem may be written as. 
m n 
Maximize ^t^^^ 5 ^i ^j **ij ...(2.2.1) 
...(2.2.2) 
n (2.2.3) 
and K non-negative integer ....(2.2.4) 
Note that the value of the objective function Z at a feasible 
solution X? of (2.2.2), (2.2.3) and (2.2.4) is 
m n n m n 
1 2 s =j "ij " I "^ j j^ 1 '^ ij = 2 j^ "j ^ 
i=l j=l j=l i=l j=l 
This value ia fixed for each feasible aolution of (2.2.2), 
(2.2.3), and (2.2.4). Thus in the balanced case any feasible 
solution is also an optimal solution. 
Let us suppose that a feasible solution exists to (2.2.2), 
(2.2.3), and (2.2.4). A procedure for finding a feasible 
solution is as follows i 
Procedure i Find the first lexicographic solution to the equation 
in (2.2.2) by turn for i=i,2, m such that for i = k 
k 
2 '^ ij ~ ^ j * -'"^ * '" (2.2.5) 
i=l 
and X are non-negative integers (2.2.6) 
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While proceeding in this way we suppose that no solution 
exists to (2.2.2) for i= k which satisfy (2.2.5) and (2.2.6). 
Then replace the solution of (k-1) equation by its second 
lexicographic solution and look for a solution of k 
equation. We continue in this way by considering the other 
lexicographic solution of the previous equations until finally 
a feasible solution is obtained for all the m equations in 
(2.2.2) satisfying (2.2.5) and (2.2.6). Suppose that we have 
found the solution to the equations in (2.2.2) satisfying 
(2.2.5) and (2.2.6) for i = l, ,k . While? Bolving for i -
k + 1 one may be required to explain all possible permutations 
of the various lexicographic solution in the previous k 
equations. However, one need not obviously consider those 
permutations of the solutions of the first k — 1 equations 
which were already tested while solving for i = k . Since 
in the balanced case a feasible solution is also an optimal 
solution, we need not proceed further, once a feasible solution 
is obtained. 
2.3 SOLUTION FOR THE SHEETS OF DIFFERENT QUALITY i 
Let q ?< q ?< ^ q . Now consider the unbalanced 
X ^ m 
case in which 
m n 
J 1^  - J Sj hj = q > O (2.3.1) 
i=l j=l 
We distribute the remaining supply 'q' among the various 
requirements such that a maximum return is obtained. This 
may be accomplished by solving the following knapsack type 
problem by any of the standard methods, see Sal kin(1975). 
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Find non-negative integers p. which 
n 
Maximize \ c. s. p. 
j=l 
n 
subject to \ s, p. 5 q 
j=l 
Let the solution be p., j«l, ,n. Then replace the 
requirements h. in the original problem by the h + s p. . The 
problem now becomes balanced and it solutions, if one exists, 
may be determined by the procedure stated in the previous 
case. The case when there ie no feasible solution to the 
balanced problem is for a more general case, in the next 
section . 
2.4 ANALYSIS FDR THE SHEETS OF VARYING QUALITIES i 
Consider the problem as defined in (2.1.1) to (2.1.4). Let the 
parameters s., j^ l^ ,n and q., i=l, m be so arranged 
that the inequalities in (2.1.5) and (2.1.6) and hence in 
(2.1.7) are satisfied. We assume that the problem is balanced. 
If it is not balanced, it may be converted into a balanced 
one by the procedure stated earlier. 
We denote by I the inequality in (2.1.2) for i=k. It is known 
that the problem 
n 
Maximize > c. s, x. . 
Z. J J kj 
j=l 
n 
subject to I|^  : y s x < 1 (2.4.1) 
j=l 
and X , j=l ,n non-negative integers 
is a knapsack problem. 
1 
Consider solving the problem (2.1.1) to (2.1.4) by solving the 
knapsack problem (2.4.1) succesBively for k-1 ,m, along 
with the upper bound on x. . : 
k-1 
x^j - ^j ~ 2 '^ ij ' ^'"^* " (2.4.2) 
i=l 
- 2 ^j ^kj > ' '"'^ ^ Let the minimum of the (1. - ) s^x^,. ), such that 
j=l 
k-1 
O < X ^ . < h .- Jx .^, j=l n 
i=l 
and X. . integers, be s. . Then we define a minimum slack solution 
of the knapsack problem (2.4.1) as a solution x. , , j=l,.......,n 
such that 
n 
2 J^ ^kj "*^  ^ k "^  ^ k ' **kj ' ^^^ '" non-negative integers 
j=l 
n 
and ) c. 5. X, . is maximum. Z. J J kj 
j=l 
Thsoram 1 iFor small variation in q. a solution (Xj^) obtained by 
solving the various knapsack problems in (2.4.1) and (2.4.2) with 
minimum slacks will be better than a solution (x ) obtained by 
solving the knapsack problems without regard to the 
5lacks(wastes). 
NoteiThe procedure for solving knapsack problems with upper 
bounds, with minimum slack and that regard to the slack are 
described in chapter I. 
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Proof : Let 
B n 
"d "j "id 
0 V V 0 
z = z 2 ^i c. 3. ^ 
B n 
* I 1 * 
i=l j=l 
and Z- = ^ 2 ^i «3 »d ^ id 
Then 
n 
2 - 2 = Z ^d «d Z ^i ^*id - ^ id> 
d=i i=i 
B B 
If we put B = 5 *^i i^ ^ 5 i^ ' ^ *^ ®" ^ ®^ BBall variations in 
i=l i=l 
q.'s, we have approxiaately 
n B 
d=l i=l 
n B B 
= B 2 ''J 'd [2 "ij -2 4a] ..-(2-4.3) 
j=l 1=1 i=l 
As (x..) is a solution with BiniBUB slacks, we Bust have 
I 4d - S ?^d • ^=^' •" 
i=l i=l 
so that Z* > Z^ 
It follows froB the above analysis that for solving the probleBs 
(2.1.1) to (2.1.4) one Bust solve the knapsack probleB in (2.4.1) 
and (2.4.2) with BiniBUB slacks. 
Now let (x..) be the solution obtained by solving successively the 
knapsack probleBs in (2.4.1) and (2.4.2) with BiniBUB slacks and 
2 (x^,) be the solutions obtained by finding the first lexicographic 
solution with BiniBUB slacks of the inequalities 
n k-1 
1 ^k *kj - ^ k • *kd - ^ 'd ~ 1 ''id ' ^"^ ' " ...(2.4.4) 
d=i 1=1 
successively for k=l, ,B. 
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1 2 If Z and Z are respectively the corresponding values of the 
objective functions then 
n 
Z^- Z^ ^ B \ c, s. I > xt. - xr, I > O 
Consequently, like the case of the sheets of same quality 
we may confine ourselves to finding the first lexicographic 
solution instead of solving the Knapsack problems. 
The other factors which effect the solution are the upper 
bounds in (2.4.2). The upper bounds in (2.4.2) for the solution 
of the various knapsack problems will depend upon the 
ordering of I. , k=l m. Below we give a theorem by which 
more than half of the m! orderings of the I. may be 
eliminated from the enumeration procedure. 
Theorem 2 i Let Z denote the value of Z for a solution (x..) 
which is obtained by arranging the constraint (2.1.2) such 
that I,^ .^ follows I and q > P,^  . . • Let Z correspond to a 
solution ^**i4' which is obtained by interchanging the 
position of I. and 1L.+.« (i-e, 1|,^.« precedes I,^ )» while the 
other I^'s remain at their previous positions. 
Let the two solution satisfy 
*^ kj -*- '^ k+lj = ^k+lj "" ><kj ^°'' J=^ " ....(2.4.5) 
Then 1^ > Z 
Proof I We have 
k-1 n n n 
' ' ' " 2 2 ^ i " i j ^ j = j " 2 ^k >*kj ^ j ' j " 2 ^k+i >'k^ij ^ j «j 
i=l J=l J=l j=l 
m n 
"^  2 2 i^ i^j j^ =j 
i=k+2 j=l 
22 
k-1 n n 
and I = J I ^i ^ij '^ j ^ j •" I ^k-.! »^ k+lj ^ j =j 
1=1 j=l J=l 
n m n 
^ I ^k ^ kj '^J =J ^  I I ^1 ^ IJ ^ j ^J 
j=l 1=1 j=l 
Obviously x., = x.. , for 1=1, k-1 and j=l, n, ...(2.4.6) 
so that the first summations in Z and Z are equal. The last 
summation of the two equations will also be equal if the 
conditions in (2.4.5) are satisfied, since in this case 
x^. = K for i«k+2, ,m , J-1 ,n (2.4.7) 
Thus under the conditions (2.4.5) we have . 
n n 
^''- ^ = 2 K J - '^ kjj k^ "^ j =j ^ I K ^ i j - '^k+ij) "^ k+i ^j =j 
j = i j = i 
k-1 m 
O ^ O V 0 V 0 
X i . 4 - ' = h . - x , , - > X . . - > X . . k + l j j k j Z, x j Z, x j 
1"1 i = k + 2 
k - 1 m 
and X. ^ i 4 = h , - x. , - > H . . - ) x , . k + l j j k j Z, i j Z, i j 
1=1 i=k+2 
so that from (2.4.6) and (2.4.7) 
O - _ _ , 0 _ -
**k+lj "^ k+lj ~ '^'kj **kj' 
Therefore, 
n n 
Now 
'''- ' '^  2 K J - ^ kj] ^ k ^i ^s -1 K J - %j) k^^ i '^j 'j 
j=i j=i 
11 
'- 1 K J ~ '^ kj] K " ''k+ll '^j =j 
J = l ^ 
n n 
= K - ^ k^l] [ I ><kj ^J =J - 2 ^j "^J =J ] --<2.4.8) 
J=l J=l 
Now Xj^ j is a solution of the problem in (2.4.1) and (2.4.2) whil e 
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^kj - ^ ' S ^±j ~ ^k+i ' '^^ ^^  
X. . is a solution of (2.4.1) under the conditions 
kj 
k-i 
o - . . 
XJ K-rx 
1 = 1 
Which are more restrictive than (2.4.2). Thus, 
n n 
y X?. c. s. > y x^, c, s, ...(2.4.9) 
Z kj J J Z kj j J 
J=l j=l 
Also since q, > q, ., the theorem follows (2.4.8) and (2.4.9). k k+1 
It must be noted here that the theorem holds without the 
conditions (2.4.5), where k = m - 1 and then k + 1= m. 
Therefore, if the solution of tfie problem (2.4.1) through 
(2.4.4) has been enumerated by keeping the constraints 
(2.4,2) in the order I , I I , I„_., I„, where q > q 
1 2 m—Z m—1 m m—1 m 
, then the solution of the problem need not be enumerated for 
the order I., I-,.....,I _, I , I ,. This reduces the 
1' 2* * m-2* m* m-1 
number of permutations of I.'s to be considered for enumeration 
by at least m!/2. 
2.3 SIMPLE CUTTINO ALGORITHM i 
The problem to be solved, is stated in (2.1.1) to (2.1.4), 
where without loss of generality we consider that the 
parameters q , 1=1 m and s , j=l, ,n are labelled so 
as to satisfy the inequalities in (2.1.5) and (2.1.6). 
The basic steps of algorithm are as follows : 
Step 1 I Obtain the first lexicographic solutions with minimum 
slacks of the inequalities. 
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n 
I, : > 5. X, . < 1. 
j = l 
k-1 
Xj^ j < h^ - 2 ><ij » J=^ '" ...(2.5.1) 
1=1 
successively for k=l, ,ni. 
Step 2 I Mostly the minimum slacks will be zero. If the minimum 
slacks solution is not obtained for k=t, say, then we change 
the solution for k=t—1 by the second lexicographic solution 
with minimum slack and then look for a minimum slack solution 
for k=t. The process continues until a minimum alack 
solution is obtained for all the ml 's put in order I , 
^2 '^m-1' ^m-
Step 3 I In the next phase we must consider repeating the above 
process by putting the 'ir'' ^" *-*^ ^ order I., I_, 
I_, ,1 _, I , I .. This order may however be discarded 
5 m—2 m m—1 
from consideration as proved in theorem 2. 
Step 4 : Next order to be considered is I,, I-,...,I _, I , 
'^ 1' 2' ' m-3' m' 
I _, I - which is also discarded if (2.4.5) is satisfied for 
m—^ m—1 
I and I ^. The order I., l ^ . . . . . . , 1 _, I , I « . I _ is 
m m-2 1' 2 * m-3* m' m-1* m-2 
by all means discarded from theorem 2. 
Step 5 I We continue to enumerate the solution for the 
various undiscarded ordwrings of I 's. It ha« b«en observvd 
k 
in practice that a zero slack solution first encountered 
in the above process yields an optimal solution. This 
observations, although not proved explicitly is quite 
intuitive from the analysis made in the previous section. 
Step 6 I We enumerate the value of the objective function by 
m n 
Z = > ) ( q . c . ) s . X.. 
i=l j=l 
Zi) 
for the zero slack Solutions for each discarded and 
undiscarded orderings of I. 's. It may be observed that 
the objective value decreases as we move away from the order 
I., I„, I_, I- ( in accordance with the result proved in 
theorem 2 ) . 
Step 7 I If zero slack solution is obtained for all the ml 's 
ordering, stop . Otherwise go to step 2. 
2.6 NUMERICAL EXAMPLE i 
ConiBldBr four «5l>ept« of Isngthm ^19,74,34 and 79 wl>icli mr m to b» 
sliced into the cut pieces of four standard sizes 10,5,4 and 2 
units with the respective demands and costs arranged in accordance 
with (2.1.5) and (2.1.6) as shown in the following table. 
Standard sizes 
Costs c. / q, 
J i 
1.3 
1.2 
1.1 
1.0 
Standard sized 
pieces required 
10 
6 
4 
5 
4 
13 
4 
3 
20 
2 
1 
23 
Roll lengths 
49 
74 
34 
79 
^i 
Table 2 i Constants of the numerical example. 
"* Solution I The first lexicographic solutions in the rows I,II,III 
and IV by turn leave the slacks 2 and 3 respectively in the rows 
III and IV as shown in table 3. 
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. , 
c. / q. 
J 1 
1.3 
1.2 
1.1 
l.O 
Require 
-ments j 
10 5 4 2 
6 4 3 1 
0 5 6 0 
1 4 8 6 
1 2 2 2 
2 2 4 4 
4 13 20 23 
1 . 
1 
49 
74 
34 
77 
Blacks(Wastes) 
0 
0 
2 
3 
Tabl« 3 I lat lexicographic solution in the various rows. 
The total return for this solution is 924.0. Since a slack is 
encountered first in row III, the solution of row II is changed to 
the second lexicographic one. Consequently, a zero slack 
solution is encountered in all the rows as shown in table 4. 
s . 
^1 
^2 
^3 
4 
Surplus 
10 5 4 2 
0 5 6 0 
3 2 2 13 
0 2 4 4 
1 3 8 6 
4 13 20 23 
+1 
1. slacks 
X 
49 
74 
34 
79 
0 
0 
0 
O 
Table 4 i Zero slack solutions for the order I ,1 ,1 ,1 
X u£ O 'r 
(second lexicographic solution in the second row) 
E7 
In this way, we continue to enumerate the solution for the various 
ordering of I.'s and the objective value for the zero slack 
k 
solutions for all 
S.N. Order of 1 
1 1 
2* I 
3* 1 
4* ] 
5 ] 
6* ] 
7 ] 
8« ] 
9* ] 
10* ] 
11 ] 
12* 
13 ] 
14» ] 
15* ^ 
16* 
17 
18* 
19 
20* 
21* 
22* 
23 
24* 
1 ^2 ^3 ^  
1 ^2 ^4 ^  
'l ^3 ^2 ' 
'l ^3 ^4 ^  
'l '4 ^2 ^  
1 ^4 ^3 ^  
[^  Iji^  I3 1 
^2 ^1 ^4 ^  
^2 ^3 ^1 
^2 ^3 ^4 ^  
^2 ^4 ^1 
'2 ^4 ^3 
'3 ^1 ^2 
'3 ^1 ^4 
'3 ^2 ^1 
^3 ^2 ^4 
"^ 3 ^4 ^1 
^3 ^4 ^2 
U 1^ ^ 2 
U 1^ '3 
U ^2 ^1 
U ^2 ^3 
U ^3 ^1 
'4 3 ^2 
order 
k' = 
4 
'3 
4 
^2 
3 
'2 
4 
"•3 
U 
'^1 
3 
^1 
U 
^2 
^4 
^1 
'2 
^1 
^3 
^2 
'3 
'1 
^2 
^1 
ing of I ' s as k 
Obj 
shown below. 
Bctive values for the zero 
slack solution 
943.2 
945.2 
944.4 
939.2 
940.8 
940.8 
944. B 
944.8 
944.B 
942.8 
942.8 
942.8 
944.4 
939.2 
942.4 
942.4 
938.6 
938.6 
930.0 
930.0 
928.2 
928.2 
927.0 
927.0 
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Starred orders are the discarded ones by some preceding orders. 
All the even numbered orders are discarded by the odd numbered 
orders due to observation in the end of section 2. The other 
starred orders are those for which the conditions in (2.4.5) are 
also satisfied. It may be noted that only B out of the above 24 
orders need to be enumerated. The optimal solution is the zero 
slack solution obtained for the order I ,1 ,1 ,1 as shown in 
table 4. 
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CHAPTER - I I I 
SCENARIOS AND OPTIMAL POLICY IN ACQUISITION OF POLLUTION CONTROL 
EQUIPMENT UNDER UNCERTAINTY 
3.1 INTRODUCTION i 
The commitment of Government on abatement of pollution for 
preventing deterioration of the environment is stated here. The 
policy elements seek to shift emphasis from defining objective 
for each problem area towards actual implementation but the 
focus is on the long term. The complexities are considerable 
given the number of industries, organisations and government 
bodies involved. To achieve the objectives maximum use will be 
made of mix of instruments in the form of legislation and 
regulation, fiscal incentives, voluntary agreements, educational 
programmes and information campaigns. The emphasis will be on 
increased use of regulations and an increase in the development 
and application of financial incentives. 
A comprehensive approach should be taken to integrate 
environmental and economic aspects in developmental planning; 
stress is laid on preventive aspects for pollution abatement and 
promotion of technological inputs to reduce industrial 
pollutants; and through reliance upon public cooperation in 
securing a clean environment to respond to the coming challenges. 
For a country likp* India suitable vegetative cover and resource 
rpiuver technologies cannot only be attractive alternative but 
alGo economical safe and socially acceptable. 
Standards will not merely be a regulatory tool but will be 
mechanism to promote technological upgradation to prevent 
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pollution, conserve resources and regulate waste. A system of 
'Environmental Audit' would be introduced for local bodies 
statutory authorities and public limited companies by requiring 
them to prepare an annual environmental statement to evaluate the 
effect of their policies operation and activities on the 
environment, particularly compliance with standards and the 
generation and recycling of wastes. 
This paper presents a firm's pending environmental regulation 
i.e. the firm will have to acquire a certain stock of pollution 
control equipment when the target stock and compliance date both 
are unknown. A concrete example of this issue is provided by the 
Indian thermal power plants being faced with possible acid rain 
control legislation since the early 1985's. 
A deterministic case of this problem was considered by Beavis and 
Dobb5(1986) with fixed target stock and compliance date. A 
stochastic model was considered by Forster(1988) with fixed 
target stock and stochastic compliance date. Recently a complet* 
model was considered by Richard(1992) with announcement date 
compliance date and target stock to be unknown. 
In this paper (a) we consider convex-concave adjustment cost 
function instead of concave-convex adjustment cost function as 
considered by Richard (1992), (b) tax reduction and other 
benefits is dropped and (c) we allow for the compliance date to be 
a random variable. 
In section 3.2, we pose the deterministic model when target stock 
and compliance date are assumed to be known after the announcement 
date whereas in section 3.3, we develop a stochastic model when 
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the target stock is unknown. Using these results the uncertain 
model is formulated in section 3.4, when target stock and 
compliance date both are unknown. In the end useful scenarios is 
analyzed for obtaining the optimal investment policy. 
3.2 DETERMINISTIC MODEL i 
Let us denote 
a : announcement date 
c : compliance date 
S : stock of abatement equipment acquired earlier 
S : target stock of pollution control capital 
I ; rate of investment 
C(I) s adjustment cost function 
n ; rate of decay ,i.e.,100n51 replacement of equipment per year 
u : rate of technological progress, i.e.,100u71 reduction of the 
adjustment cost per unit time, 
r I rate of discount. 
We assume a convex-concave adjustment cost function,i.e.,the cost 
function is strictly convex for small investment, i.e, before the 
announcement date and strictly concave for large investment as 
shown in figure (1). 
Symbolically,investment is the rate of increase of capital over 
time, i.e., 
dC(I) 
I = ...(3.2.1) 
dt 
The problem of minimizing the total discounted cost of procuring 
S stock over interval (0,a) and (a,c) (see figure 1) when target 
stock and compliance date are known is given by 
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j(a,c, S ,i) = n,in ( f ^-^r^u)^ C(I)dt ^ / ^'^-^^^^^ C(I)dt ) ^ 
s.t. S = I - nS , S(a) = S , S(c) > S (3.2.2) 
The value function for the control problem (3.2.2) is given by 
_ _nc _ 
v(c,S - S e ) = j(a,c, S ,S ) (3.2.3) 
where v(c,z) = min f e C(I)dt 
s.t. S = I - nS , S(0) = O , S(c) > 2 
(3.2.4) 
i.e., z «»tock h«» to b» «cqulri»d bi»aituiing «t t"0 to t-c , thiB 
means that 
(S - S ) + ( S - S e""*^  ) (3.2.5) 
i.e., part first of (3.2.5), (S - S) has to be acquired and part 
2nd of (3.2.5), ( S - S e "^) is to be replaced in the interval 
(0,c). 
Since the cost function C(I) is positive and convex, v(c,z) is 
also non—decreasing and convex function of z. 
For z > O ,v(c,z) is convex in z (this can be seen by observing 
2 2 
that dv(c,z)/dz > O ) and minimizing z can be determined by 
necessary condition that 
dv(c,z) 
= O (3.2.6) 
dz 
Let z = z be determined by this condition. Evidently for z> O , 
v(c,z.) < viCfZ) for any z > O. 
We note that I is monotone increasing by (3.2.2) and (3.2.4). If I 
is concave and positive (see also figure 2a) then v(c,2 ) is 
pseudoconvex on z> O.(A real valued differentiable function q(x) 
is said to be pseudoconvex on an open convex set, if 
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for any two points x & M (see appendix) ) )-
Ever local minimum of a pseudoconvex function is also global, 
i.e., if I is concave then the necessary condition v'(c,Zj^) = O , 
z > O is also sufficient for a global minimum of v(c,z ) on z > O. 
Thus the optimal investment rate is decreasing and increasing 
respectively for z small and large enough. The firm will delay to 
invest in procuring the abatement equipment. 
3.3 STOCHASTIC MODEL i 
Let us realize that the announcement date and compliance date 
are known but the target stock is not known in advance and 
subject to some probability distribution. Forster(19B8) considers 
that there is usually more uncertainty about the compliance date 
than the amount of stock. As an example we refer to the fact that 
most of bills that have been introduced in the Indian congress 
have called for similar(aggregate reduction of 8-10 million tons 
of SO annually. However it seems more realistic to assume,e.g.,a 
triangular distribution between the values of S induced by the 
8-10 million ton limits. In other cases when the uncertainty is 
high a uniform distribution is advisable. 
Let us denote 
h(S) : probability density function for S 
S : maximum possible value of S. 
Using (3.2,3), we define 
f(c, S) = ^ J v(c,S - S e ""^  ) h(S) dS dS 
O O 
• • • • • ( w • >_> • X / 
If we change the order of integration, i.e., 
S = 0 , S = S , S = S* 
the integration becomes 
S* _ _ S* _ 
f(c, S ) - J h(B)dS J v(c,S - S e ^^) dS 
O O 
S* _ _ , _ 
= J h(S) v(c,S - S e ^)dS (3.3.2) 
O 
df(c, S) S* h(S) dv(c,S - S e ""^ ) 
= - J e "- dS -nc 
e 
dS "O dz 
...(3.3.3) 
_ 2 _ 
d^f(c, S) S* h(S) d v ( c , S - S e~"*^ ) 
J - ^ ^ e-^ "-^  dS 2 J 2 
dS O dz 
...(3.3.4) 
i.e., from (3.3.3) and (3.3.4), we have 
f' < 0 , if S* < S e""*^  
f' ' > O , if S* > S e""*^ 
Hence from the convexity of v, f is a nondecreasing and convex 
function of S . 
From (3.3.2), we can write 
f(c, B) •= P(S) (3.3.3) 
where 
S* _ _ 
P(S) - J h(S) v(c,S - S B "*^  )dS (3.3.6) 
O 
Due to Insufficient stock at time c, the term P(S) in (3.3.6) is 
defined as penalty function. 
The expected cost of requirement of abatement equipment la givan 
by (3.3.5) and that f and P are non-decreasing and convex as shown 
in figure (2b). 
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3.4 UNCERTAIN MODEL i 
Let us consider a general problem in which a firm has to acquire 
a certain piece of abatement equipment. Letting announcement date 
a known because unknown date of announcement does not effect on 
requirement of abatement equipment because some of the stock 
would be stored prior to announcement date and the rest will be 
stored before compliance date c. And considering this compliance 
date c and target stock 8 to be unknown. Taking this compliance 
date as a random variable subject to some probability 
distribution . 
To acquire the abatement equipment earlier than required the firm 
is usually offered tax reduction and other benefits as considered 
by Richard. But here we consider that there is no tax reduction 
and other benefits. 
Let us denote 
T : maximum possible date for compliance date 
x(t) : probability density function for c, 
y(t) : probability that the compliance date will not 
occur prior to t s.t. 
T* 
y(t) = J x(t) dt (3.4.1) 
c 
It is clear from above equation that if compliance date will not 
occur before a given date the probability decreases as the time 
passes and if occur, the probability increases with time. The 
conditional density of occurrence of compliance date is given by 
x(t) 
q(t) = 0<t<c<T (3.4.2) 
y(t) 
The firm is supposed to encounter with a penalty for not 
sufficient stock at c (defined as P in (3.3.6) ). 
Using (3.2.2) and (3.3.5), we can define 
min r x ( t ) { r 
1 0 '^  O 
C ( I ) e - ^ ^ ^ " ^ ^ d t + e "^^ P ( S ) d c ^ ( 3 . 4 . 3 ) } 
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I n t e g r a t i n g by p a r t s , we g e t 
min f r y ( t ) C ( I ) -ut + x ( t ) P ( S ) ] ^-' dc 
s . t . S = I - nS , S ( 0 ) = 0 , I > O 
( 3 . 4 . 4 ) 
We can write the above problem as Hamiltonian 
H - -y(t) e~"*^ C(I) - M(t) P(9) + <p(.I-n3) (3.4.5) 
Where <p stands for social opportunity cost or shadow price by 
Feichtingher and Hartl(1986) or Beierstad and Sydsaeter(1787). 
The maximum principle conditions (necessary conditions) are 
dH . 
= - y e"^ C (I) + 0 > 0 
dl 
=> ^ = y e "^ c' (I) , if <^  > y 
C(I') - C(0) 
and 
H, 
dH 
dS 
= - x(t)P(S) - <t>n 
e "*^  .. (3.4.6) 
(3.4.7) 
<p = (r+u)0 - H = (r+u+n)0 + x(t)P(S) (3.4.8) 
<^(T^) = 0 (3.4.9) 
The conditions (3.4.6)—(3.4.9) are also sufficient. 
Therefore at I = O there is no capital stock, i.e., investment is 
not ad-visable if shadow price is less. 
If I>0, expected adjustment cost will be equal to shadow price at 
time t. 
With I>0 , combining (3.4.6) and (3.4.8) we obtained the 
firm's investment equation. 
I = 
; ( I ) •-
(u+n+r+q)C (I) + qP(S) .(3.4.10) 
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Due to q(t) , (3.4.10) defines a non-autonomous differential 
equation. Similar uncertain time problem is considered by Richard 
with benefit function B(K) and also by Forster with n=r=0. 
3.3. OPTIMAL INVESTMENT SCENARIOS i 
(1) The first case when the compliance date c is known, i.e., 
q=0, (Richard special case) the problem (3.4.10) becomes 
I = -T^ r(u+n+r)c' (I) 1 
C (I) L J 
(3.5.1) 
Since I is Independent of time, I > O. 
In this case I is rising as shown by arrow in figurB(3), i.e., the 
firm will delay to invest more. 
(2) The second case when the compliance date c is unknown and 
u=r=n=0 (Forster special case), the problem (3.4.10) reduces 
q 
I = -
C 
-. r c' (I) + P'(S) I ...(3.3.2) 
(I) L J 
which is still a non-autonomous differential equation. The locus 
of points for which I = O is defined by 
C (I) = - P(S) (3.3.3) 
i.e., the locus is constant and does not depend on time. 
As S increases, penalty term P decreases and investment rises. The 
figure (3) shows the monotonic behaviour of investment policy. 
(3) The third case, when u=r=n=0 and P(B)"=0, 
qc'(I) 
I = r-i (3.5.4) 
C (I) 
Which is similar to the investment behaviour as in previous case 
with u=r=n=0. 
If I = O , then 
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C (I) = O . (3.5.5) 
The investment is falling to the left of I = O locus and rising 
to the right of I = O locus as shown in figure(3). 
(4) The last case, when q>0,i.e.,the compliance date c occur prior 
to earlier date. In this case monotonicity property of investment 
diminishes. 
If I = O (3.4.10) becomes 
(u+r+n)C (I) 
« « • > « « ( 3 a 5 « C l } 
C (I) + P(S) 
i.e., C (I) > O, if q > O, tfiis means that under uncertainty the 
firm's optimal investment policy demands high investment 
initially followed by falling investment in the early phase, then 
increases in the latter phase. 
Appendix 
The objective function in (3.2.4) is defined as 
v(z) = min f e~t'^"^">t C(I)dt 
I •'o 
s.t. S = I - nS , S(0) = O , S(c) = z , 
# 
with v(z) is an increasing and convex function of z, i.e., v > 0 
and V > 0. 
The optimal investment rate I is always monotone increasing. 
Now let us show that v is pseudoconvex on z, since v >0 and 
v(22>(z^ - z^) > O 
=> z^ - z^ > O 
=> v(Zj^) - vlz^) 
= f e-^ '^ -^ "^ ^ C(T ) dt - rV<'^"">^ C(T ) dt > O 
o o ^ 
FTC^URE 1 : conv 
ex-^ Concave invest^^e,,i 
^ost /uncti 
on 
"^(CiZ) 
FlC,UREZd: r/,e v^tu.e iuncii on v(c,Z) 
P(s; 
5V' 
FIGURE Zb: Pe.n<^i-ty /unc-(ion 
''^^^^3:lnve,,^,^^ ^^^^ 
v/o u r 
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CHAPTER - IV 
OPTIMUM INVESTMENT POLICY FOR SAVINGS 
4.1 INTRODUCTION i 
The money savings schemes for the welfare of the members of the 
frugal societies are organised by them in diverse departments. 
According to such schemes the fixed amount deposited monthly by 
the society and the same is deducted directly from the salaries of 
its members and such member is free to make withdrawl of his total 
amount at any time he desires. In some more way other benefit can 
also be enjoyed in accidental case because in such cases a good 
amount is refunded which is quite independent of his deposits. 
Thus the functions of the society is to invest its monthly savings 
in some business. The problem is to determine the maximum amount 
which may be invested in such a way to meet the demands on a 
sudden withdrawl or payment in accidental matter. Thus the problem 
is formulated in a two stage stochastic programming format 
Madansky(1962). The objective function is seen to be 
strictly concave and thus the solution can be obtained by equating 
differential coefficient to zero. When the distribution of the 
totals of deposits minus withdrawls approximates a normal 
distribution, it is seen that the maximum return is obtained by 
investing the average of deposits minus withdrawls. Maximum return 
can also be obtained in case of gamma distribution. 
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4.2 THE EXPECTED PROFIT i 
Let r represent the amount of deposits minus withdrawls per unit 
of time. The management wants to invest the maximum possible of 
this amount in a business. 
Let d, denote the profit per unit of investment per unit of time. 
If the withdrawls at some point of time exceed the amount left 
with the society after investment then a per unit shortage cost of 
d_, per unit of time is needed. In practice, we have d_ > d . 
Let y^ be the amount invested over a unit of time, which yields a 
profit of d.y^, and y_, the amount procured due to shortage on a 
rate of d_ per unit of time. 
Let r be the non-negative continuous random variable with density 
function f(r). 
Let U5 denote by 
P(r) = d^y^ - d^y^ 
d^y^f if r > y^ 
Max P(r) = 
^2 ^^ l^ i ~ ^z^^i"''^' if r < y^ 
Our aim is to maximize the function 
*(y ^ ) = E^ max r P(r) 1 
^2 
where y- "= V* - r and y. , y_ > O 
Note that P is a continuous function of r because if r = y^, the 
top and bottom expressions in Plr) are Identical. 
The expected profit is given by 
>'i> = I , rd^y,-d2(y,-r)]f(r)dr ^ J d^y^f(r)dr 
r < yj^ L J "" ^  "^ 1 ..(4.2.1) 
Note that the objective function in (4.2.1) is strictly concave. 
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VI Xj^ ; IS a strxctly concave function of y 
Proof, consider y^ = Xy3 + (l-X)y^ 
where 0<X<1 and thus y3 < y^ <y^ ,„, ^ ^ ^ ^^ 
We have 
^<yi> - d^y^ - d^ ; (y,-r)f(r)dr 
= Tl>'3 - ^2 /^ (y3-r)f(r,dr] . (1-X,|d^y^ 
- d, 
y^  
'2 / <y4-r)f(r)dr| 
= 4^1>'3 - ^2( /^ (y3-r)f (r)dr . J^' (y3-r, f (r ,dr|] 
y 
- <1-M[d,y, - d^l J^' ,y,-r,„.,a. - ;!' <y,-r,f<r,dr|] 
= X^(y3) - Xd^ J (y3-r)f(r)dr + (l-X)^(y , y j ^ ' 
^4 
" ^^-^>d2 /^ Cy.-r)f(r)dr 
^(y^) - X^(y , . (l-X)^(y , ^ I . I 
^ 1 2 
> ^<t>(y^) + (1-X)0(y ) 
Where l^ = - Xd^ / (y3-r,f(r)dr 
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^4 
and I2 = (1-X)d2 J^  (y^-r)f(r)dr 
In I^, r > 73 -» (Yj-r) < O ^ - Xd^CVj-r) > O ^ I^ > O 
and in I^, r < y^ •* (y^-r) >0 ^ (l-K)d2(y^-r) > O ^ I^ > O 
Thus (^ (y^ ) is a strictly concave function of y^ .^ 
4.3 DISTRIBUTION OF THE RANDOM VARIABLES 1 
The random vector r is generally composed of a subvector of random 
variables representing demand and a subvector of random variables 
representing available amounts. It ia now necessary to determine 
the most appropriate distribution to use to describe the behaviour 
of these random variables. 
It is reasonable to able to derive the distributions of certain of 
the subvectors using statistical procedures. For example, in the 
case of the demand for direct lab-our that is associated with the 
production of a good or a service, a model for the forecasting of 
demand for that good or service can be used to derive manpower 
demand. Most time series forecasting techniques suppose the 
distribution of forecast errors to be normal, and it is therefore 
reasonable to assume the probability distribution of the random 
variables themselves to be normal. 
However, in manpower planning problems, it is not always 
appropriate to determine the type and parameters of the required 
probability distributions from past data. When many intangible 
factors are involved, such an objective approach is unlikely to be 
fruitful and the distributions must be determined subjectively. 
For example, in case, of a government or public service 
organizations where the level of service provided is a question of 
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policy, the available amount or the demand for manpower will be a 
random variable whose eventual observed value will depend on the 
evolution of these policies. At the moment when a decision must be 
taken, the evolution of policy is essentially unknown but it is 
possible to capture likely scenarios through the use of a 
probability distribution. It is desirable to work with a 
univariate probability distribution which is such that its 
parameter can be estimated subjectively in manner likely to be 
familiar to managers. The Normal distribution, which is commonly 
used, would seem to be a good choice in this context (see Martel 
and Price(1981) ). 
4.4 THE NORMAL DISTRIBUTION i 
When a statistical technique is used to forecast the future 
outcome, it is usually reasonable to characterize the vector 
predicted for planning period by a normal distribution Mith a mean 
2 /J and variance a . Under this assumption, the expression in 
(4.2.1) can be simplified as follows : 
V i 1 r "^  - P 
'l> = -=- J ] d i y i - *^2^yi"^U ^ 2 I. c J dr 
a irZn -co ^ J VZn —00 
d r 
c 
1 °° _ 1 r "^  " ^ y 
= J ^^ 1^ 1 e 2 t c J 
v5;r~ y^ 
1 '^  ^1 1 2 
V5S-
J d^y^, - d^iy^-fj-crz) e 2 dz 
00 1 2 
+ J • ^ i ^ i ' 2 ^ dz 
^ 1 
where (r—fj)/<y = z , d r = c d z , y . == ly ^-fj) /o 
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a d^ 1 '^ d ^ ( M - y , ) ^1 _ 1 2 
d^y^ - £ e~ 2 ^1 + —± i — J e 2 " dz 
^ ^ y 5 ^ y 5 ^ 1^0 . . . ( 4 . 4 . 1 ) 
r d y ^ ^1 _ 1 2 00 _ 1 2 
S ince —=—^ ] J e 2 ^ d z + J , e 2 ^ d z = d^y^ 
# •*• 
1^ _i2 -i'^l 
and J 2 e 2 ^ d z = e 2 ^ 1 
—m J 
We maKimize the expected p r o f i t , which i s a t t a i n e d when —T =0. 
Th is y i e l d s 
d | , , , 
- Fly.) + ( c r - l ) y , fly.) - O 
d ^ ' ' 1 ' ' 1 ^ ' 1 
d- , , , 
or -—- - F(yj^) - (<y- l )y^ fCy^) ( 4 . 4 . 2 ) 
^ 1 1 2 , 1 1 ' ^ 
where F ( y , ) = — = f e 2 ^ dz and f ( y , ) = e 2 ^1 
^ y57F -00 ^ y5?F 
OPTIMAL. INVESTMENT SCENARIOS: 
i 
1. The first case, when y.=fJf y|=0, the problem (4.4.2) reduces 
^1 1 
^2 2 
i.e, if the shortage cost is two times the gain from investment, 
the maKimum return is obtained. 
2- The second case, when y^  = +oo, the problem (4.4.2) becomes 
"2 
i.e., whatever the amount is available, may be invested. 
3. The third case, when a is greater, the problem (4.4.2) becomes 
"2 
i.e., if shortage cost, d_, increases, investment rises. 
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4.5 THE GAMMA DISTRIBUTION i 
The probability density function of gamma variatG, r* is 
f(y) = 
> ^ ^V y P ^ ^ 0<y<oo , \,p > O 
rp 
O t otherwise 
where X and p are parameters to be estimated. Its mean and 
variance are X. 
Then, the expression obtained from (4.2.1) is : 
y 1 . -. .P ^-Xr ^p 1 
dr ^(y,) = J^ [d,y, - d^ty.-r)]-^ 
J X^ -Xr p^l . d^y^ - P ^ e rP dr 
y i p _ 
= V l ~ "^Z S ^"^C^ -T^ e "^^  rP ^ dr (4.5.1) 
If we maximize the expected profit, i.e., d(^(y^)/dyj^ = O, then 
^1 ~ "^ 2 ^^^'P*y±^ = ^ 
y 
or - ^ = ^(X,p,y^) = J - ^ e"^*^ rP~^ dr (4.3.2) 
Using the tables, we have 
1. If p=l, X=l, y.=l, then cl«/t*2 ~ 3/3, i.e., if shortage cost is 
one and a half times the gain from investment, the maximum return 
is obtained. 
2. If X=l, y = CD, then d /d =1, which is similar to the 
investment behaviour as in previous section. 
Not»:Th« valu« of d yd i s b«tw»en o and i In pract ical s i tuat ion 
1 2 
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4.9 NUMERICAL EXAMPLE i 
The data of monthly totals (deposits—withdrawls) with the society 
over one year is given in table 1. 
Table li 
S.N. 
1 
2 
3 
4 
5 
6 
7 
8 
Deposits-WithdrawIs 
(Rs. in lOOO's) 
(-175)-(-125) 
(-12S)-(-73) 
(-7S)- (-25) 
(-23)- (23) 
(25)-(75) 
(75)-(125) 
(125)-(175) 
(173)-(225) 
Frequency 
(Observed) 
1 
3 
7 
80 
123 
48 
23 
4 
Frequency 
(EMpected) 
1 
2 
15 
70 
lis 
62 
20 
3 
The mean of the above data is 49.828 and standard deviation is 
2 53.002. The value of x i» computed from th above observed and 
corresponding theoretical frequencies of a normal distribution is 
8.33, which is not significant at 1% level of significance. Thus 
the data approximate the normal distribution with mean 49.828 and 
standard deviation 53.002. 
CHAPTER - V 
SOLUTION OF CHANCE CONSTRAINED LINER PROGRAMMING 
BY ELLIPSOID METHOD 
5.1 INTRODUCTION i 
Charnes and Cooper (1969) initially developed the 
chance-constrained programming procedure for solving linear 
stochastic programming problem. The cfiance constraint* are 
converted to deterministic nonlinear constraints distributed 
normally and independently of each other. In (19B3 and 19B3) 
Ecker and Kupferschmid provide a computational evidence that 
the ellipsoid algorithm is entremely robust and relative to 
efficiency. For a complete study of ellipsoid algorithm see 
the survey of ellipsoid algorithm given by Bland, Goldfarb and 
Todd (1983). A review of chance constrained modeling is given 
by liukherjee (1980). A linear approximation for chance constrained 
programming was given by Olson and Scott(1987). Rakes, Franz and 
Wyne (1981) used a piecewise linear goal programming code for 
solving chance constrained models. Weintrub and Vera (1991) 
considered the constraints (3.2.2) of the problem defined in 
(3.2.1)-(5.2.2) of the next section for > case taking only a., 
as a random variables distributed normally and solved it by 
cutting plane algorithm. 
In this paper we consider the constraints (5.2.2) for < 
case taking both a , and b. as random variables and solving 
such problems using ellipsoid algorithm. Further, the 
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computational results are obtained when only the a.. are 
normally distributed random variables. 
3.2 CHANCE CONSTRAINED PRDBRAMMINB PROBLEM i 
Let us consider a linear programming problem 
Minimize C x "^  
s.t. Ax < b , X > O J 
..(5.2.1 ) 
where A e R , b e R and x e R 
The corresponding chance constrained programming problem 
is defined as 
n 
Minimize \ C, x. 
s.t, 
n 
P<J ^ij Xj ^ ^i> ^ ^i ' 
X > O 
1 p . • • y m 
..(5.2.2) 
n 
where i the constraint \ a., H < b. in (5.2.2) has to be 
J-1 
satisfied with a probability of atleast q where 0<q <1, i.e., the 
constraint may be violated by a specified probability. 
For simplicity, we consider that the decision variables H. are 
deterministic. Also assume that the random variables a , b are 
distributed normally and independently of each other. 
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S.3 DETERMINISTIC EQUIVALENT PROBLEMi 
The deterministic equivalent of chance-constrained problem is the 
non-linear programming problem given below, 
n 
Minimize y C, x. 
j=l 
n n 
Ja.j xj + S^[u2 . Ja^^. x^ ] 
1/2 
j=i 
X > O 
j=l 
^ w. -.(5.3.1) 
where E(a^j) = a^j » V(a^j) 
•ij 
E(b^) = w^ , v(b^) = ur 
and F (i-q^) 
E(.) and V(.) are expected value and variance operators 
respectively and F(.) is the cumulative standardized normal 
probability distribution function of 
r. - t. 
1 1 
where r 
n 
= > a, . X. - b, 
X Z. ij J i 
j = i 
i ^ ^[l^u '^ j - ^ ) 
j=l 
n 
^ [ 5 ^ i j >^ j - ^ ] 
j = i 
Here the value of coefficient S. is got from the normal 
distribution.The constraint set (5.3-1) is convex only if q > 0.3. 
The model (3.3.1) is a type of stochastic problem. The abjective 
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i3 to identify the feasible solution to the problem stated in 
(5.2.2). Therefore the concept of feasible direction assists in 
formulation of nonlinear conatraints. 
Separable technique was applied to chance constrained first by 
Seppala and Orpana (1984) and nonlinear constrains are linearized 
approximately. Olson and Lee(1985) used a gradient algorithm 
for chance constrained nonlinear goal programming. Later, 
Weintrub and y^Bra (1991) used a cutting plane algorithm 
for chance constrained linear program. 
3.4 ELLIPSOID ALGORITHM i 
Here, we present an ellipsoid algorithm that solves the 
nonlinear deterministic equivalent of the chance constrained 
problem. The method was first proposed by Shor (1977). We 
give a general description of this algorithm. The method 
is applicable to nonlinear programming of the form 
T 
Minimize C x 
s.t. 
(5.4.1) 
h X < b i » 1, 
i i » ,m 
where h. , i=l,....,m are convex function, i.e., the feasible 
set of this problem 
S = j x € R" /f^(x) = h^(x)-b^ - ^  I (3.4.2) 
is convex such that f.(x ) < O. 
The method assumes that there exists an optimal point x e S and 
S c E^. We can take the centre of E as the initial point x*^  with 
positive definite matrix Q such that x e E and E n S have 
positive volume relative to R n 
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We start with an n-dimensional ellipsoid of the form 
E^ = / X € R" /(X-M^ ) ^ Q~^ (x-x^ ) :5 1 I (3.4.3) : I e  X ^ - ^ }
The method is called the ellipsoid algorithm and basic steps 
aref as follows! 
Step 0 ! Select x and ellipsoid matrix Q^ such that 
X* € E Q in (5.4.3). Set k = O 
Step 1 : Identify whether x is feasible 
if K*^  e S, i = O stop, 
if X ^ S, i = index of violated constraint. 
Step 2 t Find the unit normal vector to cutting hyperplane 
g = 7f^(x'^ )/ H Vf^(x*^ ) | 
Step 3 : Calculate the direction vector 
d = - Qj^  g/ "/g^Q^g s.t. g^Q^g > O. 
Step 4 t Calculate 
X = X + d/n+l 
Step 5 s Check for convergence 
k+1 k k+1 
if||x - X B ^ T stop, because x is the minimum. 
Step 6 : k «^  k + 1 
Go to 1. 
where T denotes the convergence of tolerance. 
The basic concept of the ellipsoid algorithm is to generate a 
sequence of successive smaller ellipsoids each containing the 
optimal poirit such that 
^ *= ^ k ' ^ k+1 ^ ^k ^°^ ^^^ ^ 
i.e., the curr€>nt ellipsoid E has its centre x with matrix 
k+1 Q., then the next ellipsoid E. , has centre x with matrix Q, 
K K+1 k+1 
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as in step(4).This Is done by cutting the half of previous 
ellipsoid E to construct the new ellipsoid E . 
Geometrically, the ellipsoid ^k+i ^® generated by 
using step(2), cutting the hyperplane H passing through the 
centre x of E and is given by 
H - j x/- Vf^(x'^ )^ (x-K*^) ^  0 I • • • • • • • \ O a ^ * ^ / 
and so X « E: O H-. This hyperplane support the contour 
k k 
f (x)»=f (x ) at the point x , so it is termed as a supporting 
hyperplane. In real situation, the ellipsoid ^u^* defined in 
step(4) is the unique ellipsoid of minimuni volume containing 
E. n H. and so 
»** ^  ^k+1 ^ "k+1 
Alternatively, the easiest way to start with ellipsoid E we 
z v 
assume that upper bounds x and lower bounds x' on the variables 
are known and 
V Z 
O x' + X 
X = = 
% 
n 
(x^ - x^)^ 0 
n n 
where x is the initial point with matrix Q.^  . The ellipsoid 
algorithm requires that an initial ellipsoid E can be selected 
as the smallest ellipsoid containing the optimal point defined by 
C = I x/x^ < X < x^l (5.4.3) 
Many of the test problems have published upper and lower 
bounds and when available, we use these bounds to generate the 
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starting point. If published bounds are not available, then 
reasonably wide bounds are chosen so as to include the optimal 
vector. 
9.9 CONVERGENCE OF ALeORITHM i 
Shor (1977) showed for the convex unconstrained case that 
ellipsoid algorithm converges to the optimal value as terms of a 
geometric series with a ratio q . Similar convergence result is 
given by Goffin (1983). By Ecker and kupferachmid (1983) the 
average convergence of the ellipsoid algorithm is linearp so 
that the error in the solution decreases due to the volumes of 
the ellipsoid decreases in geometric progression with ratio 
q(n) depending on the dimension and is given by 
Volume of E, .. 
i ^ k + 1 
q(n) 
Volume of E, k 
(5.3.1) 
'(n+1) 
The ratio q(n) tends to 1 as n increases, so the convergence of 
the algorithm is slower for larger values of n. One main 
shortcoming is that some times the algorithm converges to KKT 
point when the convexity is not satisfied. 
9.6 EFFICIENCY OF ALBORITHM i 
The robustness of the ellipsoid algorithm is found to be most 
efficient at some levels of error. It is superior to both 
computer time and number of function required to reduce the 
-2 
relative error upto 10 .It gives the quick solution even the 
iterates are larger. 
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5.7 ACCURACY OF ALGORITHM i 
It is capable of obtaining accurate results if run for many 
iterations. Ellipsoid algorithm displays relatively slow but sure 
convergence. Its initial trajectory is usually convex, so that 
the linear trend intersects the error below —1 or less. Ellipsoid 
algorithm remains stable until extremely small error level have 
been attained. It is always necessary for the initial ellipsoid 
to contain the optimal point to converge to the optimal point. To 
contain the Optimal point for ellipsoid algorithm it is clear to 
generate larger ellipsoid to contain the entire feasible set. 
3.8 EXAMPLE i 
An example is presented for chance constrained 
programming problem. Result of this problem is shown in table 1. 
The equivalent deterministic (nonlinear programming) problem is 
Minimize 24x + 40x 
2 X e R 
s.t. X - X + 1 < O 
6,n^ + 9X2 * S(16x^ + SSx^)^''^ - 423 < O 
-3x - Sx^ + 73 < O 
where S = F~^(.95) = 1.645 
Applying the ellipsoid algorithm to the example problem using 
T = 0.05, starting ellipsoid E_ in figure (1) is defined by 
x^ = C16,193 and 
% = 
49 O 
O 121 
The starting point x yeilds the sequence of iterates in phase 1 
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and phase 2 in an irregular sequence in the table 1, converging to 
the final values given on the last line. 
T«bl» - 1 
Phase 
, k.T (x ) 
^O <^ > 
H k+1 k H 
O 
1 
2 
3 
4 
5 
6 
7 
8 
9 
lO 
11 
12 
13 
OD 
1 
1 
1 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
[16.000,19.000] 
[15.262,15.5213 
[13.157,17-718] 
[11.818,15.629] 
[10.751,14.335] 
[10.039,13.472] 
[09.524,12.900] 
[09.266,12.516] 
[09.095,12.259] 
[08.979,12.088] 
[08.902,11.974] 
[08.850,11.897] 
[08.816,11.846] 
[08.792,11.812] 
[08.421,11.501] 
1144.000 
987.128 
1024.488 
908.792 
831.424 
779.816 
744.576 
723.024 
708.640 
699.016 
692.608 
688.280 
685.424 
683.488 
6 6 2 . 1 4 4 
3 . 5 5 6 
3 . 0 4 3 
2 . 4 8 1 
1 .677 
1 .119 
0 . 7 6 9 
0 . 4 6 3 
0 . 3 0 9 
0 . 2 0 7 
0 . 1 3 7 
0 . 0 9 3 
0 . 0 6 1 
0 . 0 4 2 
0 . 0 0 0 
All the constraints are satisfied at x" which is shown in the 
feasible region in figure (2), so the objective function is used 
for defining the cutting hyperplane. But the calculation remains 
same for the second iteration as in first. Figure (1) and (2) show 
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an example of first and second Iteration of the ellipsoid 
algorithm. In figure (1), E^ ^ is the smallest ellipsoid of E^ 
which contains the feasible region s, x is the optimal point 
defined by E- and x is the interior point. L^ ^ is tangent 
hyperplane passing through P^ and parallel to cutting 
hyperplane H.. The constraint contour is shown by dotted 
line. Similarly in figure (2), E^ is the smallest ellipsoid 
ofE^,L^ the tangent hyperplane passing through P is parallel 
to H. supporting the objective function contour leading to 
new ellipsoid E_. 
5.9 COMPUTATIONAL EFFORT i 
Table 2 shows the 14 test problem presented by Dembo (1976) 
and Colville (1968) using by an ellipsoid algorithm which includes 
4 convex and lO nonconvex problem. All the problems were executed 
on IBM/370-3033 computer under MTS operating system and the CPU 
time was determined in seconds. The algorithm is acceptable at 
the error level of 10 
Table 2 . Computational results for 14 test problem. 
Problem 
1 
2 
3 
4 
5 
6 
7 
Convex 
Yes 
No 
No 
No 
No 
No 
No 
n 
12 
05 
07 
08 
08 
13 
16 
m 
03 
09 
15* 
04 
06 
18* 
25* 
N 
165 
254 
442 
404 
467 
172 
2,219 
T 
00. 
oo. 
00. 
oo. 
00 
oo. 
13. 
979 
290 
.838 
670 
.790 
.706 
.560 
Table — 2 Continued. 
t As constraints explicit bounds on variables, 
n = Number of variables 
m = Number of constraints 
N = Number of iterates 
T = CPU time in seconds. 
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Problem 
8 
9 
10 
11 
12 
13 
14 
Convex 
Yes 
No 
No 
No 
No 
No 
Yes 
n 
07 
05 
15 
05 
04 
06 
03 
m 
04 
15 
20 
16 
08 
04 
20 
N 
215 
203 
482 
230 
138 
053 
060 
T 
00, 
oo. 
00. 
00. 
00. 
00 
00 
.343 
.105 
.759 
120 
058 
.426 
.312 
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