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1. Introduction
Let S be a closed, bounded and connected surface in R3 which is topologically equivalent to a sphere. The problem of
modeling or approximating a real (possibly unknown) function f defined on S arises in many applications such as surface
reconstruction or visualization, geophysics, meteorology, medical imaging, and numerical simulation. This problem can
typically be stated as follows: given a set P = (pi)mi=1 of points pi ∈ S, find a smooth function F : S→ R that interpolates or
approximatesD = (f (pi))mi=1. In many practical applications, the dataD has noise. In this case it is better to approximate
rather to interpolate. In addition, the interpolation methods require to solve linear systems of equations which are not
suitable for real-time processing of large streams of data. However, the quasi-interpolation methods do not require solving
any linear system of equations.
In recent years, several methods have been developed for fitting scattered data on sphere-like surfaces. These methods
include two-stage data fitting schemes [1], tensor product of polynomial B-splines and periodic algebraic trigonometric
B-splines [2], and quasi-interpolation techniques [3].
Local quasi-interpolation spline methods are very useful in the study of the approximation theory and its applications,
since these methods can yield solutions directly and the value of the approximation at a point only depends on the given
data in a neighborhood of that point. To ensure good approximation properties, it is important that the methods reproduce
polynomials or the functions in the given spline space. Quasi-interpolatory operators have been extensively studied in
several papers; see, for instance, [4–9] and the references therein.
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Spherical splines on triangulations of the sphere S have been developed by Alfeld, Neamtu and Schumaker in a series
of papers [10–12], and have become very important tools in approximation theory and numerical analysis. In many
applications, it is important that the spherical splines have lowest possible degree (i.e. the total degree of the polynomial
pieces is two) and satisfy some smoothness conditions. Thus, Powell–Sabin quadratic spherical splines were constructed
in [13,14]. Furthermore, the basis functions have local supports, they form a convex partition of unity, and every spherical
spline is locally controllable by means of control triangles. Recently, in [3] we have used these spherical B-splines for
constructing some families of discrete and differential quasi-interpolants with optimal approximation order.
Blossoming is a powerful tool for studying polynomial and piecewise polynomial curves and surfaces, for analyzing
various spline representations and algorithms such as knot insertion for B-splines [15] and recursive algorithms for
surfaces [16], and for simplifying the construction of quasi-interpolants [17]. In this paper, we will derive a general theory
of local quasi-interpolants based on quadratic spherical Powell–Sabin splines on spherical triangulations of a sphere-like
surfaceSwhich is analogous to the bivariate Powell–Sabin splines case presented in [18] using blossomsor polar forms.More
precisely, we use some results on blossoming to establish general Marsden identities for spherical Powell–Sabin splines.
The functional coefficients of quasi-interpolating splines are computed by evaluating the blossom values at some particular
points of a chosen local operator that approximates the local portions of the data such as local interpolant operators or
other operators having the optimal approximation order, for example Hermite or Lagrange interpolants, minimal energy
interpolants or discrete least-square approximation. The main objective of this paper is to derive different schemes for
differential and discrete quasi-interpolants by using blossoming technique. These operators, involving some data which
can be values and (or) derivatives of a given function f , are constructed to be exact not only on polynomials, but also
on the whole considered spline space. As a consequence, the obtained results generalize those developed in [3] where
we give classical constructions of quasi-interpolants in the space of quadratic spherical Powell–Sabin splines on uniform
spherical triangulations of a sphere-like surface.Moreover, this newmethod provides powerful elegant and computationally
meaningful way for selecting the free coefficients of discrete quasi-interpolating splines (see Table 2). However, the optimal
or quasi-optimal choices of the free parameters can be obtained by minimizing the constant in terms of the error estimates,
i.e. construct quasi-interpolants having quasi-minimal infinite norms. This technique was developed in [19] and can be
extended to the quasi-interpolants introduced in this paper.
The paper is organized as follows. In Section 2, we give some preliminaries on homogeneous Bernstein–Bézier
polynomials and spherical splines. Section 3 recalls the definition and some properties of the Powell–Sabin spherical
spline space. Section 4 is devoted to establish some Marsden identities for Powell–Sabin spherical splines. In Section 5,
we develop a general theory of quasi-interpolants based on this representation. Differential and discrete quasi-interpolants
are constructed in Sections 6 and 7 respectively, and upper bounds of their infinity norms are determined in Section 8.
Finally, in order to illustrate our results, we give in Section 9 some numerical examples.
2. Preliminaries
In this section we introduce some basic notations, definitions and a lemma used throughout this paper. These notions
including proofs can be found in [12,20,21], and also in the recent book of Lai and Schumaker [22]. In what follows and
without loss of generality, we assume that S is the unit sphere centered at the origin.
Lemma 1 (see [12]). Suppose f is a function defined on S and let α ∈ R. Then
fα(v) = ‖v‖α f
(
v
‖v‖
)
is the unique homogeneous extension of f of degree α to all of R3 \ {0}, i.e. fα|S = f , and fα is homogeneous of degree α.
For a given unit vector g , we define as in [12], the directional derivative Dg of f at a point v ∈ S by
Dg f (v) = DgF(v) = gT∇F(v),
where F is some homogeneous extension of f , and ∇F is the gradient of the trivariate function F .
Given a triangulation∆ of the unit sphere S and integers 0 ≤ r ≤ d, we write
Srd(∆) =
{
s ∈ Cr(S) : s|T ∈ Hd, for all T ∈ ∆
}
for the usual space of spherical splines of degree d and smoothness r , where Hd is the
(
d+ 2
2
)
dimensional space of
homogeneous polynomials of degree d.
For each triangle T = 〈V1, V2, V3〉 in ∆ with vertices V1, V2, V3 the corresponding homogeneous polynomial piece s|T
is written in the form s|T = ∑i+j+k=d cijkBdijk, where Bdijk are the spherical Bernstein–Bézier (SBB) polynomials of degree d
associated with T . Furthermore, if (b1(v), b2(v), b3(v)) are the spherical barycentric coordinates of a point v ∈ S ∩ T with
respect to T , i.e.
v = b1(v)V1 + b2(v)V2 + b3(v)V3, with bi(v) ≥ 0.
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Fig. 1. A spherical triangulation (a) and the Powell–Sabin refinement (b).
Then
Bdijk(v) =
d!
i!j!k!b
i
1(v)b
j
2(v)b
k
3(v), 0 ≤ i, j, k ≤ d and i+ j+ k = d.
Usually, we associate the B-coefficients (cijk)i+j+k=d with the spherical domain points
vijk = iV1 + jV2 + kV3‖iV1 + jV2 + kV3‖ , i+ j+ k = d. (2.1)
3. Spherical Powell–Sabin splines with control triangles
The Powell–Sabin refinement∆PS of∆ is the refined triangulation [12], obtained by subdividing each triangle Ti of∆ into
six subtriangles τi,l, j = l, . . . , 6 (see Fig. 1). More precisely, we define the interior point Zi for each triangle Ti of ∆ as its
incenter. When two triangles Ti and Tj have a common edge (great circle segment), the arc that joins Zi and Zj intersects this
common edge at a point Rij between its vertices. Then, to obtain∆PS , we simply connect the incenter of each Ti to its three
vertices and to the three points Ri,j on its edges.
The space of spherical Powell–Sabin splines on∆PS , denoted by S12(∆
PS), is defined by
S12(∆
PS) = {s ∈ C1(S) : s|τ ∈ H2, for all τ ∈ ∆PS} .
For each i = 1, . . . , n, let {ξi, ηi} be a local Cartesian system in the tangent plane Ti of S at the vertex Vi of ∆, i.e. ‖ξi‖ =
‖ηi‖ = 1, ξi · ηi = 0 and ξi · Vi = ηi · Vi = 0. In [12], Alfeld et al. showed that the following interpolation problem:
s(Vi) = αi, Dξis(Vi) = βi, Dηis(Vi) = γi, for all i = 1, . . . , n (3.1)
has a unique solution s in S12(∆
PS) for any given set of values (αi, βi, γi), i = 1, . . . , n.
Maes and Bultheel [14] developed a normalized B-spline representation for spherical Powell–Sabin splines:
s(v) =
n∑
i=1
3∑
j=1
ci,jBi,j(v), ∀ s ∈ S12(∆PS) and v ∈ S, (3.2)
where the B-splines form a convex partition of unity on S, i.e.
Bi,j(v) ≥ 0,
n∑
i=1
3∑
j=1
Bi,j(v) = 1, for all v ∈ S. (3.3)
Moreover, if we denote by ∆i the union of all triangles T ∈ ∆ having Vi as vertices, we easily verify that ∆i is the minimal
support of Bi,j. The construction of these basis functions Bi,j can be done as follows: for each vertex Vi, we choose three
linearly independent triplets (αi,j, βi,j, γi,j), j = 1, 2, 3 satisfying
αi,1 + αi,2 + αi,3 = 1,
βi,1 + βi,2 + βi,3 = 0, (3.4)
γi,1 + γi,2 + γi,3 = 0.
Then, Bi,j is obtained as the unique solution of the interpolation problem (3.1) with (αk, βk, γk) = (δikαi,j, δikβi,j, δikγi,j),
where δik represents the Kronecker delta.
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Fig. 2. Location of the Bézier points which are ‘‘direct neighbors’’ of the vertex Vi .
Now, for each index i, letMi be the matrix defined by
Mi :=
(
αi,1 αi,2 αi,3
βi,1 βi,2 βi,3
γi,1 γi,2 γi,3
)
. (3.5)
As the spherical Powell–Sabin B-splines are required to be linearly independent, the matrixMi is nonsingular. Therefore, for
each vertex Vi, the following systems (3.6) uniquely determine three points Q
j
i, j = 1, 2, 3,
Mi
Q
1
i,ξi
Q
2
i,ξi
Q
3
i,ξi
 = (Vi,ξi1
0
)
, Mi
Q
1
i,ηi
Q
2
i,ηi
Q
3
i,ηi
 = (Vi,ηi0
1
)
, (3.6)
where Vi,ξi and Vk,ηi are the Cartesian coordinates of Vi in Ti.
On the other hand, for a spherical triangle T in∆, we denote by |T | the diameter of the smallest spherical cap containing
T and by |∆| the diameter of the largest triangle in∆. Throughout this paper, we assume that |∆| < 1. In this case, the radial
projection
Ri(w) := w := w‖w‖ ∈ S, w ∈ Ti,
mapping Ti into∆i is always well defined. Moreover, if we set Q
j
i := Ri(Q ji) (see Fig. 2), then we have the following result.
Theorem 2 (see [3]). The functions Bi,j, j = 1, 2, 3, are nonnegative if and only if the spherical triangle with vertices
Q ji , j = 1, 2, 3, contains the Bézier points (2.1) which are direct neighbors of Vi.
4. Blossoming and Marsden identities
Our aim in this section is to determine spherical PS spline expansions of arbitrary homogeneous polynomials of degree
2. First of all, we recall from [3] that any p ∈ H2 has a unique representation
p =
n∑
i=1
3∑
j=1
µi,j(p)Bi,j, (4.1)
where(
µi,1(p)
µi,2(p)
µi,3(p)
)
= M−1i
( p(Vi)
Dξip(Vi)
Dηip(Vi)
)
.
More precisely, we have the following result which can be proved by using Theorem 5 in [3].
Proposition 3.
µi,j(p) = p(Vi)+ (Q ji − Vi)T∇p(Vi), j = 1, 2, 3. (4.2)
Inwhat follows,wedenote by Fx, Fy, and Fz the coordinates of a point F . In order to derivemore generalMarsden identities,
we use the concept of the blossom of trivariate polynomials of degree 2.
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Theorem 4 (see e.g. [16]). For every p ∈ P2: the space of trivariate polynomials of degree 2, and any two points A, B of R3, there
exists a unique functionB[p](A, B), called the blossom of p, satisfying the following proprieties:
• B[p] is multiaffine.
• B[p] is symmetric with respect to A and B.
• B[p] coincides with p on the diagonal i.e.B[p](w,w) = p(w), for allw ∈ R3.
• B[p](., B) ∈ P2,B[p](A, .) ∈ P2.
Given two points u, v on S. Then u, v divide the great circle passing through u, v into two circular arcs. We write ûv
for the shorter of the arcs. Its length is just the geodesic distance between u and v. Now, we can compute the spherical PS
spline expansions of arbitrary positively homogeneous polynomials of degree 2. Let Ci be the great circle passing through
the points Q ji and Vi, and let A
j
i ∈ Ci, where Q ji is the middle of the circular arc with vertices Vi and Aji. Then, we have the
following result.
Theorem 5. For any p ∈ H2,
p(x, y, z) =
n∑
i=1
3∑
j=1
B[p2](Aji, Vi)Bi,j(x, y, z), ∀ (x, y, z) ∈ S,
where A
j
i = R−1i (Aji), and p2 is the homogeneous extension of p of degree 2.
Proof. If p ∈ H2, then
p(x, y, z) = a5x2 + a4y2 + a3z2 + a2xy+ a1xz + a0yz, for all (x, y, z)T ∈ S,
with ai, i = 0, . . . , 5, are the real constants. Therefore, we deduce that
p2(x, y, z) = a5x2 + a4y2 + a3z2 + a2xy+ a1xz + a0yz, for all (x, y, z)T ∈ R3.
Let p(x, y, z) = x2,∀ (x, y, z)T ∈ S, then by using (4.2) we get
µi,j(p) = (Vi,x)2 + 2(Q ji,x − Vi,x)Vi,x = −(Vi,x)2 + 2Q ji,xVi,x.
Since straight lines are mapped onto great circles underRi, we deduce that Q
j
i is the middle of the segment [Aji, Vi]. Then,
Q
j
i,x = (Aji,x + Vi,x)/2.
Therefore, we have
µi,j(p) = Aji,xVi,x = B[p2](Aji, Vi).
In a similar way, we prove that
µi,j(p) = B[p2](Aji, Vi), for all p ∈ {xz, yz, xy, x2, y2, z2}. (4.3)
Since the polynomials xz, yz, xy, x2, y2, z2, form a basis forH2, we deduce that (4.3) is satisfied for all p ∈ H2. 
For the sake of simplicity, we use in what followsB[p] instead ofB[p2].
5. Quadratic spherical spline quasi-interpolants
In this section, we introduce some methods for constructing quasi-interpolants of the form
Qf :=
n∑
i=1
3∑
j=1
λi,jfBi,j, (5.1)
and satisfying
Qf = f , for all f ∈ H2, (5.2)
where λi,jf , i = 1, . . . , n, j = 1, 2, 3, are suitable linear functionals.
Theorem 6. For each i ≤ n and 1 ≤ j ≤ 3, let Ii,jf be the unique polynomial in P2|∆i that interpolates or approximates some
scattered data values and derivatives of f such that for all p ∈ H2, we have
Ii,jp(V ) = p(V ), for all V ∈ ∆i.
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Then,
Qf :=
n∑
i=1
3∑
j=1
B
[
Ii,jf
] (
A
j
i, Vi
)
Bi,j (5.3)
is the unique quasi-interpolant of the form (5.1) which satisfies (5.2).
Proof. Let p ∈ H2, then we have Ii,jp|∆i = p|∆i for i = 1, . . . , n and j = 1, 2, 3. Therefore,
B
[
Ii,jp
] (
A
j
i, Vi
)
= B [p]
(
A
j
i, Vi
)
, ∀ i = 1, . . . , n, j = 1, 2, 3.
According to Theorem 5, we have
Qp = p, for all p ∈ H2. 
Similarly, we have the following result.
Theorem 7. For each 1 ≤ i ≤ n and 1 ≤ j ≤ 3, let Ii,jf be the unique polynomial inH2 that interpolates or approximates some
given data values of f such that
Ii,jp = p, for all p ∈ H2.
Then,
Qf :=
n∑
i=1
3∑
j=1
B
[
Ii,jf
] (
A
j
i, Vi
)
Bi,j (5.4)
is the unique quasi-interpolant of the form (5.1) which satisfies (5.2).
Now, we give conditions which allow us to reproduce the whole spline space S12(∆
PS).
Theorem 8. For each 1 ≤ i ≤ n and 1 ≤ j ≤ 3, suppose that there exists a subtriangle τi,j that contains the data sites which
determine the polynomial Ii,jf . Then the quasi-interpolant Q of the form (5.4) reproduces S12(∆
PS), i.e.
Qf = f , ∀ f ∈ S12(∆PS).
Proof. For a fixed 1 ≤ i ≤ n and 1 ≤ j ≤ 3, let
Ji,j :=
{
(ν, κ) ∈ {1, . . . , n} × {1, 2, 3} such that∆ν ∩ τi,j 6= ∅
}
.
By hypothesis, we remark that if (ν, κ) 6∈ Ji,j then Ii,jBν,κ = 0. Consequently,
B
[
Ii,jBν,κ
] (
A
j
i, Vi
)
= 0, for all (ν, κ) 6∈ Ji,j.
Consider the homogeneous polynomial pν,κ = Bν,κ |τi,j for (ν, κ) ∈ Ji,j. Let p˜ν,κ ∈ H2 so that p˜ν,κ |τi,j = pν,κ . Then,
p˜ν,κ =
n∑
k=1
3∑
l=1
B [˜pν,κ ](Alk, Vk)Bk,l.
Since
p˜ν,κ |τi,j =
∑
(k,l)∈Ji,j
B [˜pν,κ ](Alk, Vk)Bk,l|τi,j = pν,κ = Bν,κ |τi,j ,
we deduce that
B [˜pν,κ ](Alk, Vk) = δk,νδl,κ for (k, l) ∈ Ji,j.
Thus, by (5.2), we have
B
[
Ii,jBν,κ
] (
A
j
i, Vi
)
= B [Ii,j˜pν,κ] (Aji, Vi) = B [˜pν,κ] (Aji, Vi)
= δi,νδj,κ , for (ν, κ) ∈ Ji,j.
Consequently,
B
[
Ii,jBν,κ
] (
A
j
i, Vi
)
= δi,νδj,κ , for all ν = 1, . . . , n, κ = 1, 2, 3.
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Table 1
Blossoms of the basis of P2 .
p(x, y, z) 1 x y z xz
B[p](A, B) 1 Ax+Bx2 Ay+By2 Az+Bz2 AxBz+BxAz2
p(x, y, z) xy yz x2 y2 z2
B[p](A, B) AxBy+BxAy2 AyBz+ByAz2 AxBx AyBy AzBz
Finally, we conclude that
QBi,j = Bi,j, for all i = 1, . . . , n, j = 1, 2, 3. 
Similarly, we get the following result.
Theorem 9. For each 1 ≤ i ≤ n and 1 ≤ j ≤ 3, suppose that there exists a subtriangle τ i,j ∈ ∆PSi that contains the data sites
which determine the polynomial Ii,jf in P2|∆i . Then the quasi-interpolant Q of the form (5.3) reproduces S12(∆PS), i.e.
Qf = f , ∀ f ∈ S12(∆PS).
6. A quasi-interpolant based on the Taylor polynomial
In this section we examine quadratic spherical spline quasi-interpolants on Powell–Sabin partitions which are based on
sampling a function and its derivatives at the points Z ji ∈ ∆i, for 1 ≤ i ≤ n and 1 ≤ j ≤ 3.
Theorem 10. Let
Qf :=
n∑
i=1
3∑
j=1
B
[
Ii,jf
] (
A
j
i, Vi
)
Bi,j, (6.1)
where
Ii,jf (V ) = f (Z ji)+ (V − Z ji)T∇f (Z ji)+
1
2
(V − Z ji)T∇2f (Z ji)(V − Z ji), for all V ∈ ∆i,
with V = R−1i (V ), Z ji = R−1i (Z ji ) and ∇2f is the Hessian matrix of f . Then
Qf = f , for all f ∈ S12(∆PS).
Proof. Given p ∈ H2. By using a Taylor expansion, we get
Ii,jp2(V ) = p2(V ), for all V ∈ ∆i.
Hence, from Theorem 6 we obtain
Qp = p, for all p ∈ H2,
and the claim follows from Theorem 9. 
Let us denote by
e(1)i,j = 1, e(2)i,j = (V − Z ji)x, e(3)i,j = (V − Z ji)y, e(4)i,j = (V − Z ji)z,
e(5)i,j = (V − Z ji)x(V − Z ji)z, e(6)i,j = (V − Z ji)x(V − Z ji)y,
e(7)i,j = (V − Z ji)y(V − Z ji)z, e(8)i,j = ((V − Z ji)x)2/2,
e(9)i,j = ((V − Z ji)y)2/2, e(10)i,j = ((V − Z ji)z)2/2.
Using the results given in Table 1, we obtain
B
[
e(1)i,j
] (
A
j
i, Vi
)
= 1,
B
[
e(2)i,j
] (
A
j
i, Vi
)
= (Q ji − Z ji)x,
B
[
e(3)i,j
] (
A
j
i, Vi
)
= (Q ji − Z ji)y,
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B
[
e(4)i,j
] (
A
j
i, Vi
)
= (Q ji − Z ji)z,
B
[
e(5)i,j
] (
A
j
i, Vi
)
= 1
2
(
(Vi − Z ji)x(Aji − Z ji)z
)
+ 1
2
(
(A
j
i − Z ji)x(Vi − Z ji)z
)
,
B
[
e(6)i,j
] (
A
j
i, Vi
)
= 1
2
(
(Vi − Z ji)x(Aji − Z ji)y
)
+ 1
2
(
(A
j
i − Z ji)x(Vi − Z ji)y
)
,
B
[
e(7)i,j
] (
A
j
i, Vi
)
= 1
2
(
(Vi − Z ji)y(Aji − Z ji)z
)
+ 1
2
(
(A
j
i − Z ji)y(Vi − Z ji)z
)
,
B
[
e(8)i,j
] (
A
j
i, Vi
)
= (Vi − Z ji)x(Aji − Z ji)x,
B
[
e(9)i,j
] (
A
j
i, Vi
)
= (Vi − Z ji)y(Aji − Z ji)y,
B
[
e(10)i,j
] (
A
j
i, Vi
)
= (Vi − Z ji)z(Aji − Z ji)z .
Consequently,
B
[
Ii,jf
] = f (Z ji)B [e(1)i,j ]+ ∂ f∂x (Z ji)B [e(2)i,j ]+ ∂ f∂y (Z ji)B [e(3)i,j ]+ ∂ f∂z (Z ji)B [e(4)i,j ]
+ 1
2
(
∂2f
∂x∂z
(Z
j
i)B
[
e(5)i,j
]
+ ∂
2f
∂x∂y
B(Z
j
i)
[
e(6)i,j
]
+ ∂
2f
∂y∂z
B
[
e(7)i,j
]
+ ∂
2f
∂x2
(Z
j
i)B
[
e(8)i,j
]
+ ∂
2f
∂y2
(Z
j
i)B
[
e(9)i,j
]
+ ∂
2f
∂z2
(Z
j
i)B
[
e(10)i,j
])
.
We now give some examples with different choices of Z ji ∈ ∆i. If we choose Z ji = Vi, for 1 ≤ i ≤ n and 1 ≤ j ≤ 3, we
obtain
B
[
Ii,jf
] (
A
j
i, Vi
)
= f (Vi)+ ∂ f
∂x
(Vi)(Q
j
i − Vi)x +
∂ f
∂y
(Vi)(Q
j
i − Vi)y +
∂ f
∂z
(Vi)(Q
j
i − Vi)z . (6.2)
According to (3.1), (3.4) and (3.6), we deduce that the expression (6.1) provides a unique spline in S12(∆
PS)which interpolates
the data
f (Vi), Dξi f (Vi), Dηi f (Vi), for all i = 1, . . . , n.
Hence, the scheme (6.1) with coefficients given by (6.2) is a spherical Hermite interpolant in S12(∆
PS) that obviously
reproduces the whole spline space.
Now, by choosing Z ji = Q ji , for 1 ≤ i ≤ n and 1 ≤ j ≤ 3, we get
B
[
Ii,jf
] (
A
j
i, Vi
)
= f (Q ji)−
1
2
(Q
j
i − Vi)T∇2f (Q ji)(Q ji − Vi).
Finally, as ∇2p2(Q ji) = ∇2p2(Vi) for all p ∈ H2, we deduce that the quasi-interpolant (6.1) with coefficients given by
f (Q
j
i)−
1
2
(Q
j
i − Vi)T∇2f (Vi)(Q ji − Vi), 1 ≤ i ≤ n, j = 1, 2, 3, (6.3)
reproducesH2.
7. Quasi-interpolants based on point evaluators
The constructions of the quasi-interpolants (6.1) require some derivative information and given data values. Since such
information on derivatives is not available in practice, we construct in this section quasi-interpolants based on point
evaluators.
Given 1 ≤ i ≤ n and j = 1, 2, 3, let Z (l)i,j , l = 1, . . . , 6, be six distinct points in the support of Bi,j. The operator of interest
in this section is of the form
Qf :=
n∑
i=1
3∑
j=1
λ
(l)
i,j fBi,j, (7.1)
with
λ
(l)
i,j f =
6∑
l=1
c(l)i,j f
(
Z (l)i,j
)
.
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Table 2
ζ
(1)
i,j ζ
(2)
i,j ζ
(3)
i,j c
(1)
i,j c
(2)
i,j c
(3)
i,j
qi2 13 ∀
ζ
(1)
i,j
2ζ (1)i,j −1
= −1 9‖Z
(1)
i,j ‖2
8 0 −
‖Z(3)i,j ‖2
8
qi3 1 12 0 −
‖Z(1)i,j ‖2
2 2‖Z
(2)
i,j ‖2 −
‖Z(3)i,j ‖2
2
qi4 27
3
7
4
5 −
25‖Z(1)i,j ‖2
4 13‖Z
(2)
i,j ‖2 −
23‖Z(3)i,j ‖2
4
qi5 35
7
5
4
5
‖Z(1)i,j ‖2
8 −
11‖Z(2)i,j ‖2
24
4‖Z(3)i,j ‖2
3
Lemma 11. Let {ek}6k=1 be any basis for H2, and suppose that for each 1 ≤ i ≤ n and 1 ≤ j ≤ 3, we have
det
(
ek
(
Z (l)i,j
))6
l,k=1
6= 0. (7.2)
Then there is a unique set of coefficients {c(1)i,j , . . . , c(6)i,j } so that the operator Q defined in (7.1) satisfies (5.2).
Proof. Q reproducesH2 if and only if it reproduces e1, . . . , e6. Then, as
ek =
n∑
i=1
3∑
j=1
B [ek]
(
A
j
i, Vi
)
Bi,j,
we have Qek = ek is equivalent to
Qek − ek =
n∑
i=1
3∑
j=1
(
B [ek]
(
A
j
i, Vi
)
−
6∑
l=1
c(l)i,j ek
(
Z (l)i,j
))
Bi,j = 0.
On the other hand, as the spherical Powell–Sabin B-splines are linearly independent, we deduce that Q satisfies (5.2) if and
only if for each 1 ≤ i ≤ n and 1 ≤ j ≤ 3, the coefficients c(1)i,j , . . . , c(6)i,j , are solution of the system
6∑
l=1
c(l)i,j ek
(
Z (l)i,j
)
= B [ek]
(
A
j
i, Vi
)
, k = 1, . . . , 6.
From (7.2), each of these systems admits a unique solution, and the claim follows. 
Now, we are interested in the problem of interpolation on the support of Bi,j by homogeneous polynomials of degree 2
formulated as follows.
Problem 12. Let Xi,j =
{
Z (l)i,j
}6
l=1
be a set of distinct points on the support of Bi,j. Find conditions on Xi,j such that there is a
unique homogeneous polynomial Ii,jf ∈ H2 satisfying
Ii,jf
(
Z (l)i,j
)
= f
(
Z (l)i,j
)
, l = 1, . . . , 6. (7.3)
The Lagrange interpolation problem (7.3) is called poised if the above system has a unique solution. In the following, we
show that the geometry of the set of interpolation points is crucial for determining the solvability of such a problem.
Definition 13. We define second degree curves on S as the set of all points V = (x, y, z)T ∈ S that satisfy the general
homogeneous equation of degree 2:
a5x2 + a4y2 + a3xy+ a2xz + a1yz + a0 = 0
which can be written in matrix form as V TQV = 0, where
Q =
(a5 + a0 a3/2 a2/2
a3/2 a4 + a0 a1/2
a2/2 a1/2 a0
)
.
Theorem 14. The interpolation problem (7.3) is poised if and only if Xi,j is not contained in any second degree curves on S, i.e. the
set Xi,j satisfies the GC condition (Geometric Characterization).
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Proof. It suffices to observe that the determinant of the interpolation matrix is not zero if and only if there is no
homogeneous polynomial g ∈ H2 such that
g
(
Z (l)i,j
)
= 0, for l = 1, . . . , 6. 
In order to simplify the resolution of the interpolation problem (7.3), we now define linearly homogeneous curves on
S as the set of all points V = (x, y, z)T ∈ S that satisfy the general homogeneous equation of degree 1 and given by
ax+ by+ cz = 0 with a, b, c constants. For each l = 1, . . . , 6, let C (l,1)i,j and C (l,2)i,j be two linearly homogeneous curves on S
such that
Xi,j \ Z (l)i,j ⊂ C (l,1)i,j
⋃
C (l,2)i,j and Z
(l)
i,j 6∈ C (l,1)i,j
⋃
C (l,2)i,j . (7.4)
Then the set Xi,j satisfies the GC condition. Therefore, as C
(l,1)
i,j C
(l,2)
i,j ∈ H2, we deduce that the solution of the Lagrange
interpolation problem (7.3) is given explicitly by
Ii,jf =
6∑
l=1
f
(
Z (l)i,j
)
L(l)i,j ,
where
L(l)i,j =
C (l,1)i,j C
(l,2)
i,j
C (l,1)i,j
(
Z (l)i,j
)
C (l,2)i,j
(
Z (l)i,j
) , l = 1, . . . , 6.
Theorem 15. Suppose that Xi,j =
{
Z (l)i,j
}6
l=1
⊂ supp(Bi,j) such that (7.4) holds for each 1 ≤ i ≤ n and j = 1, 2, 3. Then
Qf :=
n∑
i=1
3∑
j=1
6∑
l=1
B
[
L(l)i,j
] (
A
j
i, Vi
)
f
(
Z (l)i,j
)
Bi,j, (7.5)
is the unique quasi-interpolant of the form (7.1) which satisfies (5.2).
Proof. According to the proof of Lemma 11, QL(k)i,j = L(k)i,j implies that
6∑
l=1
c(l)i,j L
(k)
i,j
(
Z (l)i,j
)
= B
[
L(k)i,j
] (
A
j
i, Vi
)
, k = 1, . . . , 6.
Since L(k)i,j
(
Z (l)i,j
)
= δl,k, we deduce that
c(k)i,j = B
[
L(k)i,j
] (
A
j
i, Vi
)
, k = 1, . . . , 6. (7.6)
Therefore, the unique coefficients which make Q of the form (7.1) satisfying (5.2) are given by (7.6). 
For computing the expressions ofB
[
L(k)i,j
]
we need the following lemma.
Lemma 16.
B
[
C (l,1)i,j C
(l,2)
i,j
] (
A
j
i, Vi
)
= 1
2
(
R(l,1)i,j (A
j
i)R
(l,2)
i,j (Vi)+ R(l,1)i,j (Vi)R(l,2)i,j (Aji)
)
where R(l,k)i,j =
{
V = R−1i (V ) ∈ Ti : V ∈ C (l,k)i,j
}
, k = 1, 2.
Proof. First, let R1 and R2 be two polynomials in P1(R3), and let us consider the function q defined by
q : R3 × R3 → R
(A, B)→ q(A, B) := 1
2
(R1(A)R2(B)+ R1(B)R2(A)) .
It is easy to verify that the function q satisfies the properties given in Theorem 6. Hence, q is the polar form of the trivariate
polynomial R1R2 of total degree 2.
If C (l,1)i,j (V ) = a1x+ b1y+ c1z and C (l,2)i,j (V ) = a2x+ b2y+ c2z, V = (x, y, z)T ∈ S, then
(C (l,1)i,j C
(l,2)
i,j )2(x, y, z) = (a1x+ b1y+ c1z)(a2x+ b2y+ c2z), for all (x, y, z)T ∈ R3,
where (C (l,1)i,j C
(l,2)
i,j )2 is the homogeneous extension of degree 2 of C
(l,1)
i,j C
(l,2)
i,j .
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a b
Fig. 3. Position of auxiliary interpolation points for j = 1.
Therefore, we deduce that
B
[
C (l,1)i,j C
(l,2)
i,j
] (
A
j
i, Vi
)
= B [(a1x+ b1y+ c1z)(a2x+ b2y+ c2z)]
(
A
j
i, Vi
)
= 1
2
(
R(l,1)i,j (A
j
i)R
(l,2)
i,j (Vi)+ R(l,1)i,j (Vi)R(l,2)i,j (Aji)
)
. 
Now, we give some examples for various choices of Z (l)i,j . Let Ẑ
(l)
i,j Z
(k)
i,j be a circular arc with vertices Z
(l)
i,j and Z
(k)
i,j . If Z
(4)
i,j and
Z (5)i,j are the middle points of
̂Z (1)i,j Z
(6)
i,j and
̂Z (3)i,j Z
(6)
i,j (see Fig. 3), respectively, for 1 ≤ i ≤ n and j = 1, 2, 3, then we have
Proposition 17. Let Q be a quasi-interpolant of the form
Qf :=
n∑
i=1
3∑
j=1
3∑
l=1
c(l)i,j f
(
Z (l)i,j
)
Bi,j, (7.7)
Then, Q satisfies (5.2) if and only if for any i ∈ {1, . . . , n} and j ∈ {1, 2, 3}, the points
Vi, A
j
i, Z
(l)
i,j , l = 1, . . . , 3,
are circular.
Proof. The necessary condition was shown in [3]. Suppose now that Vi, A
j
i and Z
(l)
i,j , l = 1, . . . , 3, are circular. Then the set
Xi,j satisfies the GC condition. More precisely, (7.4) holds for each 1 ≤ l ≤ 6. In this case, C (l,1)i,j or C (l,2)i,j is the great circle
passing through the points Vi and A
j
i for l = 4, 5, 6. On the other hand, by using Lemma 16, we have
B
[
L(l)i,j
] (
A
j
i, Vi
)
= R
(l,1)
i,j (A
j
i)R
(l,2)
i,j (Vi)+ R(l,1)i,j (Vi)R(l,2)i,j (Aji)
2C (l,1)i,j
(
Z (l)i,j
)
C (l,2)i,j
(
Z (l)i,j
) .
Since great circles are mapped onto straight lines under R−1i , we deduce that the points Vi, A
j
i and Z
l
i,j := R−1i (Z li,j), l =
1, . . . , 3, are collinear. It follows that R(l,1)i,j or R
(l,2)
i,j is the line passing through the points Vi and A
j
i for l = 4, 5, 6. Therefore,
we conclude that
B
[
L(l)i,j
] (
A
j
i, Vi
)
= 0, for l = 4, 5, 6.
Put
c(l)i,j = B
[
L(l)i,j
] (
A
j
i, Vi
)
, for l = 1, 2, 3.
Then the quasi-interpolant Q defined by (7.7) satisfies (5.2), and the sufficiency condition is proved. 
Assume that Z (l)i,j , l = 1, . . . , 3, are the points in the great circle passing through Vi and Aji. Then,
Z
(l)
i,j = ζ (l)i,j Vi + (1− ζ (l)i,j )Aji, l = 1, 2, 3. (7.8)
142 M.J. Ibáñez et al. / Journal of Computational and Applied Mathematics 234 (2010) 131–145
Theorem 18. For each l = 1, 2, 3, let
c(l)i,j =
ζ
(l+1)
i,j (1− ζ (l+2)i,j )+ ζ (l+2)i,j (1− ζ (l+1)i,j )
2(ζ (l+1)i,j − ζ (l)i,j )(ζ (l)i,j − ζ (l+2)i,j )
‖Z (l)i,j ‖2, (7.9)
where ζ (4)i,j = ζ (1)i,j , ζ (5)i,j = ζ (2)i,j . Then Qp = p for all p ∈ H2.
Proof. Without loss of generality we assume, for a fixed i ∈ {1, . . . , n}, that the vertex Vi has coordinates (0, 0, 1)T . In this
case, Ti is the z = 1 plane. Suppose that Z (2)i,j belongs to the circular arcwith vertices Z (1)i,j and Z (3)i,j . If R(l,1)i,j (V ) = a1x+b1y+c1z
and R(l,2)i,j (V ) = a2x+ b2y+ c2z, V = (x, y, z)T ∈ Ti, then
C (l,1)i,j (V ) =
R(l,1)i,j (V )
‖V‖ and C
(l,2)
i,j (V ) =
R(l,2)i,j (V )
‖V‖ , V = Ri(V ) ∈ S.
Thus, using the proof of Proposition 17 and some elementary computations, (see also the proof of Theorem 18 given in [18]),
we can show that
c(l)i,j = B
[
L(l)i,j
] (
A
j
i, Vi
)
,
= R
(l,1)
i,j (A
j
i)R
(l,2)
i,j (Vi)+ R(l,1)i,j (Vi)R(l,2)i,j (Aji)
2C (l,1)i,j
(
Z (l)i,j
)
C (l,2)i,j
(
Z (l)i,j
)
= ‖Z (l)i,j ‖2
R(l,1)i,j (A
j
i)R
(l,2)
i,j (Vi)+ R(l,1)i,j (Vi)R(l,2)i,j (Aji)
2R(l,1)i,j
(
Z
(l)
i,j
)
R(l,2)i,j
(
Z
(l)
i,j
)
= ‖Z (l)i,j ‖2
ζ
(l+1)
i,j (1− ζ (l+2)i,j )+ ζ (l+2)i,j (1− ζ (l+1)i,j )
2(ζ (l+1)i,j − ζ (l)i,j )(ζ (l)i,j − ζ (l+2)i,j )
. 
8. Error bounds for the quasi-interpolatory splines
Using standard arguments (see, e.g. [23]), we can establish an optimal order error bound of ‖f −Qf ‖, where f is a function
in the classical Sobolev spaceW 3∞(S) and Q is a quasi-interpolant defined by (5.1) which satisfies (5.2). Let |∆| be the mesh
size of∆, i.e. the diameter of the largest triangle in∆.
The following result derives from Theorems 4.2 and 5.3 of [23].
Corollary 19. There exists a constant C, depending only on the smallest angle in∆, such that for every f ∈ C3(S) we have
‖f − Qf ‖S ≤ C |∆|3|f |3,S, (8.1)
where |u|3,S =∑|α|=3 ‖Dαu‖S and ‖ · ‖S stands for the infinite norm.
Wenowderive error bounds for the discrete quasi-interpolantsQ defined in the previous sectionwhere the interpolation
points verify the GC condition.
From properties (3.3) and (7.7), we have
‖Q‖∞ ≤ max
i=1,...,n
max
j=1,2,3
3∑
l=1
|c(l)i,j | := ‖Q‖S . (8.2)
With some elementary manipulations and by using the notations
r (j)i := ‖Aji − Vi‖, z(j)i,l := ‖Z (j,l)i − Z (j,l+1)i ‖, l = 1, 2, v(j,k)i := ‖Z (j,k)i − Vi‖, and a(j,k)i := ‖Z (j,k)i − Aji‖k = 1, 2, 3, we obtain
the following result.
Theorem 20. Let Q be any quasi-interpolant of the form (7.7) with c(l)i,j defined according to (7.8) and (7.9), then
ζ
(l)
i,j =
a(j,l)i
r (j)i
, |1− ζ (l)i,j | =
v
(j,l)
i
r (j)i
, |ζ (l)i,j − ζ (l+1)i,j | =
z(j,l)i
r (j)i
so that
‖Q‖S ≤ max
i=1,...,n
max
j=1,2,3
3∑
l=1
(
‖Z (j,l)i ‖2
a(j,l+2)i v
(j,l+1)
i + a(j,l+1)i v(j,l+2)i
z(j)i,l z
(j)
i,l+2
)
.
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Fig. 4. A spherical triangulation∆2 and its associated Powell–Sabin refinement∆PS2 .
9. Numerical examples
In order to illustrate the numerical performances of some spline quasi-interpolating schemes presented above, we give
some numerical examples. We compute Qf for synthetic data (i.e. data obtained from given smooth test functions) as well
as for an example with real world data.
Let ∆1,∆2, . . . be a sequence of regular spherical triangulations of S such that the number of vertices (resp. triangles)
of∆l is 22l + 2 (resp. 22l+1). The sequence (∆l)l≥1 is created as follows:∆1 is the Delaunay triangulation associated with 6
vertices of a regular octahedron, i.e. with the points±ei, i = 1, 2, 3, where ei are the cartesian coordinate vectors. So, this
triangulation consists of 8 quadrantal spherical triangles. Then, for each l ≥ 2 we compute the vertices of∆l from those of
∆l−1 by adding the midpoints of each edge of ∆l−1 to the vertices of ∆l−1. This amounts to splitting each triangle of ∆l−1
into four subtriangles in a standard way, and in fact, each of these triangulations is a Delaunay triangulation of its vertex set
(see Fig. 4).
9.1. Example 1
For the first example, we consider the following Marschner–Lobb test function given in [24]
f (x, y, z) = 2
5
(
1− sin(piz/2)+ 1
4
(
1+ cos
(
12pi cos
(
pi
√
x2 + y2/2
))))
, (9.1)
for all (x, y, z)T ∈ S. This function of extreme oscillation is used frequently in the area of volume visualization because
it provides a difficult test for any efficient 3D reconstruction method, in particular, in the cases when only very few data
samples are taken and simultaneous approximation of derivatives plays an important role (see [8,9]).
For each triangulation ∆l, l = 2, 3, 4 we consider five quasi-interpolants, qi1 is the differential quasi-interpolant with
coefficients given by (6.3), qi2, qi3, qi4 and qi5 are quasi-interpolants defined by Theorem 18. To construct qi2, we choose
ζ
(3)
i,j = ζ (1)i,j /(2ζ (1)i,j − 1) with ζ (1)i,j = 1/3. In this case, c(2)i,j = 0, for 1 ≤ i ≤ n and j = 1, 2, 3, i.e. the functionals of qi1
expressed only in terms of the values of f at two points which are circular with Vi and A
j
i. To build qi3, we choose ζ
(1)
i,j = 1,
ζ
(2)
i,j = 1/2 and ζ (3)i,j = 0, for 1 ≤ i ≤ n and j = 1, 2, 3. To construct qi4, we choose ζ (1)i,j = 2/7, ζ (2)i,j = 3/7 and ζ (3)i,j = 3/5,
for 1 ≤ i ≤ n and j = 1, 2, 3. Finally, for qi5, we choose ζ (1)i,j = 3/5, ζ (2)i,j = 7/5 and ζ (3)i,j = 4/5, for 1 ≤ i ≤ n and j = 1, 2, 3.
In Table 2 we give a summary of these quasi-interpolants.
First, to assist in understanding the behaviour of the quasi-interpolating method, we visually examined in Fig. 5 the
surfaces S(f ) = {f (v)v : v ∈ S}, corresponding to our test function f and its quasi-interpolant qi3 for the triangulation∆3.
Next, we have applied the quasi-interpolants qi1, qi2 and qi3 to the function (9.1) over the partitions∆l, l = 2, 3, 4 and
we have computed in each case the relative error
max
v∈Sl
|f (v)− Qf (v)|
max
v∈Sl
|f (v)| . (9.2)
The sets Sl vary with the triangulation∆l, and are made up of points of the form
iV1 + jV2 + kV3
‖iV1 + jV2 + kV3‖ , i+ j+ k = 2
10−l,
where V1, V2 and V3 are the vertices of a typical triangle in∆l.
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Fig. 5. (a) Graph of S(f ). (b) Graph of S(Qf ).
Table 3
Error behaviour for some previous quasi-interpolants and the classical spherical Powell–Sabin interpolant on the triangulations∆l , l = 2, 3, 4.
∆2 ∆3 ∆4
A.M. # Data Re. err. # Data Re. err. # Data Re. err.
qi1 162 8.9131 (−2) 594 3.0109 (−4) 2322 2.9876e (−5)
qi2 108 1.0842 (−1) 396 3.6625 (−4) 1548 5.8893e (−6)
qi3 162 7.8521 (−2) 594 4.6297 (−4) 2322 6.2376e (−6)
qi4 162 3.5873 (−1) 594 3.9705 (−4) 2322 5.4111e (−6)
qi5 162 3.8892 (−1) 594 4.0714 (−4) 2322 5.7465e (−6)
inter. [12] 54 4.7873 (−1) 198 3.7941 (−2) 774 7.9174e (−4)
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Fig. 6. (a) 3D real data of LV. (b) Quasi-interpolant closed surface of the LV.
The numerical results are given in Table 3. The first column indicates the used Approximation Method (A.M.) while the
other ones show the number of data and the relative errors (Re. err.) related to each A.M. on the triangulations∆2,∆3 and
∆4.
9.2. Example 2
The second experiment deals with real data of the Left Ventricle (LV) of a human heart acquired with a new
multidimensional imaging ultrasound system [25]. In this example, we consider a set of 1024 surface points of real data of
the human LV, provided from two different positions (see Figs. 6(a) and 7(a)). The scattered data points are first transformed
by local least-squares methods, constructed by using a reduced set consisting of the six data points nearest to each point to
be approximated, allowing to determine the corresponding quasi-interpolants. Then, the spline quasi-interpolated surfaces
are reconstructed (see Figs. 6(b) and 7(b)) using the quasi-interpolant qi2.
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Fig. 7. (a) 3D real data of LV. (b) Quasi-interpolant closed surface of the LV.
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