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Abstract The injection of steam is a well-established technique for the thermally enhanced
remediation of both unsaturated and saturated soils. Under saturated conditions, there is a
limitation related to the thermal radius of influence (TRI) which results from the balance
between viscous forces due to injection and buoyant forces due to the density difference
between steam and water. Targeted preheating of the soil reduces the required time for a
gaseous (steam) flow to be established after the beginning of a steam injection into the soil.
Compared to non-preheated zones, the region where steam exists reaches a larger lateral
extent before buoyancy eventually leads to a vertical breakthrough of the steam. This study
investigates the impacts of preheating on the thermal radius of influence by considering
different preheating scenarios with a full-complexity, 3D, non-isothermal numerical model
including phase change. The achievable benefits of preheating are discussed; the potential
costs of preheating are also considered. It is shown that preheating increases the TRI by more
than 10%. This is not much, but it suggests that preheating is an interesting option in cases
where the increased TRI leads to a reduced number of injection wells required.
Keywords Soil preheating · Thermal radius of influence · Steam injection · Saturated zone
1 Introduction
Steam injection for thermally enhanced soil remediation is an efficient and well-established
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tions both in the vadose zone and the saturated zone (Looney and Falta 2000; Ochs et al.
2010). Steam spreading behavior in unsaturated conditions is mainly governed by viscous
forces exerted by the pressure gradient due to the injection. In saturated media, however,
buoyancy effects that arise from the high-density difference between water and steam have
a major impact on the steam zone development. As a result, the steam chamber spreads not
only laterally but tends to migrate upwards where it eventually breaks through the ground-
water table, thus limiting the effective range of an injection well (Gudbjerg et al. 2005; Ochs
et al. 2010; Hiester et al. 2013). This range can be described by the so-called thermal radius
of influence (TRI), a measure of the maximum radial distance from the well where steam
saturation is greater than zero. Increasing the TRI or, in other words, the maximum horizontal
extent of the steam zone would possibly reduce the required number of injection wells for a
remediation project and therefore reduce the overall costs of the project.
One way of increasing the TRI is heating the soil prior to the actual steam injection. The
hypothesis is that, in a preheated soil, less energy is required for steam formation during the
injection process and the steam zone grows both faster and larger than in the case of steam
injection without preheating. In addition, the direction the steam chamber spreads might be
guided (e.g., toward the contamination) by selectively preheating a certain domain of the soil.
Producing steam from water of 10 ◦C requires approximately 2634 kJ/kg; this includes
both the energy for heating the water to steam temperature (100 ◦C at 1 bar) and the latent
heat of vaporization. In contrast, only about 2299 kJ/kg is needed for steam generation from
water of 90 ◦C since less energy is consumed to reach steam temperature. The ratio of those
two specific enthalpies (1.15) is expected to be somehow proportional to the gain in TRI due
to preheating (+15%). Further effects might positively affect the TRI in a preheated soil. For
instance, the reduction in viscosity due to an increase in temperature is expected to reduce
the resistance for flowing water and steam.
Literature on influencing steam zone development is only sparse. Closmann (1968) devel-
oped an analytical approach to estimate the enhanced growth of the steam chamber in a
preheated oil reservoir. However, in this case, the preheating is a result of the cyclic injection
of steam after the first production cycle (Alvarez and Han 2013). This might, therefore, not
be considered a dedicated preheating phase, especially since preheating by means of steam
injection would again be compromised by unfavorable buoyancy effects. A patent (Glandt
et al. 1990) exists for a method developed specifically for the production of tar sand deposits
with oil viscosities and saturations too high for conventional steam injection procedures.
There, a thin electrically conductive layer (e.g., water-saturated sand that locally intersperses
the tar sand) is preheated using electrical current conducted by electrodes. This preheating
reduces the viscosity up to a point where steam can be injected. The method explicitly cre-
ates a flow path for steam and guides it toward a desired location. For steam injection after
preheating within an environmental context, however, apparently no literature data or prac-
tical experience is available. This holds both for the application of preheating itself and the
prediction of possible preheating effects on steam propagation. This might be the result of
the unclear benefits that preheating can achieve.
Therefore, this study aims at investigating the effects of soil preheating on the steam zone
development in saturated media by means of numerical modeling.
The following section gives some fundamental background information on the relevant
physical processes and dominating forces that determine the TRI. Then, the equations to
model the processes, their numerical implementation and the treatment of problems with
numerical robustness are explained. After that, five generic preheating scenarios as well as
a realistic field-scale application are introduced and discussed. Finally, the results of the
numerical study are discussed and summarized.
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2 Fundamentals
2.1 Steam Zone Development in Saturated Media
The spreading behavior of steam in saturated media is mainly dominated by the interaction
of viscous and buoyant forces. Viscous forces originate from the fluid’s resistance against
flow induced by a pressure gradient due to its viscosity.
Since pressure is a scalar quantity, viscous forces do not act in a distinct spatial direction in
homogeneous isotropic media, causing steam to spread radially from its source. In contrast,
buoyant forces arise from the difference in density between water and steam and gravity only
acts in vertical direction. Therefore, these forces have a distinct upward direction and lead to
a vertically oriented steam zone development.
The ratio between these two forces determines the steam chamber shape and can be
expressed by the dimensionless gravity number Gr (Van Lookeren 1983; Ochs et al. 2010):








Here, μs is the steam viscosity and Qs the steam injection rate. The densities of water
and steam are given by ρ0 and ρs, while K describes the intrinsic permeability of the soil.
The time-dependent maximum vertical extent of the steam zone is given by zmax(t). High
injection rates in combination with low permeabilities lead to a strong influence of viscous
forces and therefore to high Gr numbers.
Ochs et al. (2010) developed typecurves that describe the shape of the steam zone depend-
ing on the gravity number. The lower the Gr , the more ovoid-shaped the steam zone due to
the dominance of buoyant forces. In the early stages of steam zone development, the flux
density within the zone is quite high due to the initially small size of the steam chamber. As
it grows, the flux density decreases and buoyant forces become stronger. This means that the
initially spherical shape of the steam zone becomes more and more ovoid with time.
2.2 Numerical Modeling of Steam Propagation
The development of non-isothermal compositional multi-phase models used for reservoir
engineering reaches back to the 1970s (e.g., Coats et al. 1974; Coats 1976, 1980; Aziz and
Settari 1979; Aziz et al. 1987). One decade later, growing interest in environmental issues
(e.g., soil contamination) fostered the demand for numerical simulation tools, e.g., for the
planning and design of remediation projects (Helmig 1997). Numerous robust and efficient
models for the simulation of steam spreading in porousmedia are available for the unsaturated
zone, e.g., (Falta et al. 1992a;Class et al. 2002). In recent years, numerical problems occurring
when applying these models to saturated conditions have been reported (e.g., Forsyth 1993).
This includes spurious pressure oscillations and spurious cold-water fluxes into the steam
zone (Coats 1980; Falta et al. 1992b). Gudbjerg et al. (2004) showed that these spurious
fluxes are induced by pressure oscillations that lead locally to an inversion of the pressure
gradient, thereby pushing cold water into the steam zone and causing parts of the steam to
condensate. This, in turn, leads to a decrease in gas-phase saturation and pressure, allowing
even more cold water to intrude the steam zone. As a result, the model suffers from a bad
convergence behavior or fails to converge at all. The authors could successfully tackle this
issue by selectively blocking the fluxes of cold water into the steam zone.
Ochs et al. (2010) took up this mechanism for the development of a non-isothermal two-
phase one-component model (2p1cni), especially designed for simulating steam injection in
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Table 1 Primary variables and
phase states for the 2p1cni model
Phase state Present phases Primary variables
1 Liquid water pg, T
2 Gas (steam) pg, T
3 Liquid water, gas (steam) pg(T ), Sw
saturated conditions. Here, water is considered as the only component in the system. This is
justified by the small remaining amount of air in the saturated zone. The componentwatermay
exist in the liquid or gas (i.e., steam) phase. Evaporation and condensation allow a change of
the state of aggregation between liquid and gaseous. According to the Gibbsian phase rule,
this non-isothermal multiphase system requires two independent primary variables (Class
et al. 2002). They are chosen depending on phase presence (see Table 1) and can be switched
if a phase appears or vanishes. If there is only a single phase (steam or liquid water), the
gas-phase pressure pg and the temperature T are selected as primary variables. If steam and
liquid water are present, T is no longer independent but a function of pg because the boiling
temperature of water increases with rising pressure. Now, pg and the liquid water phase
saturation Sw are chosen as primary variables.
















− qw = 0 (2)
Here, ρα , krα , μα , pα and Sα are the density, relative mobility, viscosity, pressure and satu-
ration of the phase α. Both density and viscosity are dependent on temperature and pressure.
The porosity of the solid matrix and its intrinsic permeability tensor are given by φ and
K. The gravitational acceleration is denoted by g, and qw is a source or sink term for the
component water.






+ (1 − φ)∂ρscsT
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− qh = 0 (3)
with ρα , uα and Sα denoting the density, internal energy and saturation of the phase α. The
porosity φ, the solid density ρs and the solid heat capacity cs describe the characteristics of
the porous medium. qh is a source or sink of energy. Heat dispersion is neglected as it is
assumed to play a minor role in this multiphase system.
The effective heat conductivity of the porousmediumλpm (Somerton et al. 1974) calculates
to:
λpm = λs,dry +
√
Sw (λs,wet − λs,dry) (4)
Here, λs,dry is the empirical bulk heat conductivity of dry soil and λs,wet is the same parameter
for a completely water-saturated soil.
If two phases are present, the gas-phase saturation Sg is calculated by:
Sg = 1 − Sw (5)
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The wetting phase pressure pw is given by:
pw = pg − pc (6)
where pc is the macroscale capillary pressure which can be obtained by the well-known












Se = Sw − Swr
1 − Swr Swr ≤ Sw ≤ 1 (8)
Here, m, n and αvg are fitting parameters derived from experimental data. Se and Swr describe
the effective and residual water saturation, respectively.
For krα , an extended approach of van Genuchten (1980) is used to account for the non-





















T = T (pg) (11)
is used to close the system if both phases are present. Here, tabulated values are used to derive
the temperature from pg.
Ochs et al. (2010) implemented this model in MUFTE-UG (Assteerawatt et al. 2005) and
successfully validated it with data gathered both from laboratory experiments and field-scale
applicationobservations. For thiswork, the samemodel including themechanism for blocking
spurious cold-water fluxes was implemented in DuMux (Flemisch et al. 2011; Becker et al.
2015), a free and open-source simulator based on DUNE (Bastian et al. 2008a, b). The model
was verified and validated using data provided by Ochs et al. (2010). During this process, the
blocking mechanism proved to be highly advantageous in terms of simulation performance.
For one given case, the number of time steps required for one simulation run decreased from
3282 to 158 when spurious fluxes were blocked. However, this benefit seems to be situation
dependent and was not further investigated in this work. Further details related to this topic
can be found in Gudbjerg et al. (2004). With the blocking mechanism enabled and using the
model setups described in the following chapters, no convergence problems or oscillations
could be observed.
All equations described above are discretized in space using the locally mass conservative
box method (Huber and Helmig 2000). In short, the primal finite element mesh is overlaid
with a secondary finite volume grid by constructing control volumes or “boxes” Bi around the
nodes i where the values of the primary variables are stored (see Fig. 1). Each box is divided
into subcontrol volumes vki . Fluxes over the subcontrol volumes’ edges s f are calculated at
the integration point x f using the standard finite element approach with piecewise bilinear
functions. Balance equations are then formulated for each box in an integral form. Applying
the divergence theorem and using weighted residuals with piecewise constant weighting
functions lead to the following expression for each box Bi :
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FD(u˜n+1(x f )) · nf |s f | − |Bi |qn+1i = 0 (12)
The volume of box Bi is given by |Bi |, uˆi is the solution of primary variable u at node
i at time step n and n + 1. An outward pointing (relative to the box) unit normal vector
nf is defined on each subcontrol volume face f whose size is given by |s f |. A source or
sink is denoted qn+1i . Both advective FA and diffusive FD fluxes over the subcontrol volume
faces s(i) of box Bi are computed at the integration points x f , where u is approximated by
u˜n+1(x f ) = ∑k∈ηE Nk(x f )uˆn+1k . Here, ηE are the nodes of element E .
The resulting system of nonlinear differential equations is then solved iteratively using







(un+1,m − un+1,m−1)︸ ︷︷ ︸
u
= −R(un+1,m) (13)
where u is the vector of unknowns (i.e., the values of the primary variables). The Jacobian
matrix J(un+1,m) is computed by numerical differentiation. The residuum at time step n + 1
and iteration m is given by R(un+1,m), and u denotes the change of solution between two
iterations. The iteration is continued until a chosen maximum relative tolerance of u is
reached. For all calculations in this paper, a value of 1 × 10−8 was set.
As the discretization in time is fully implicit, a heuristic time step control accounts for
the convergence behavior of the Newton–Raphson scheme described in the following. The
number in brackets indicates the values used for this paper. By comparing a set target number
of Newton iterations Ntarget (10) with the actual number of Newton iterations N , the new















tn0.5 N > Nmax
(14)
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Here, tn is the previous time step size and Nmax the number of Newton steps after which
the time step size is halved (20).
3 Numerical Investigations
The basic impacts of soil preheating on steam propagation are demonstrated in the following
by means of a simple generic model setup including a single injection well. A second setup
employs a hypothetical field-scale application with two wells: one for steam injection and a
second one for groundwater extraction. The section is then completed by a rough assessment
of the economic aspects of preheating.
3.1 Conceptual Study
Setup: This model is a modified version of the one used by Ochs et al. (2010) for model
validation.As steam is expected to spread radially symmetrically around the point of injection,
only a segmental section of a cylinder with an opening angle of 1.0 ◦, a radial extent of 5 m
and a height of 7 m is modeled (Fig. 2). The grid cell size in x- and z- direction is constant
with dx = dz = 5 cm. The soil parameters are given in Table 2. No-flow Neumann boundary
conditions for energy andmass are assigned to the lateral boundaries for symmetrical reasons.
The same applies for the front edge except for the segment between 2 m ≤ z ≤ 3 m where
steam is injected. Here, an input rate for mass and energy is set as explained later. At the
bottom, an impermeable layer is assumed, leading to the choice of a no-flow Neumann
condition. To the top and back edge boundaries, Dirichlet values are assigned for temperature
(T = 10.0 ◦C) and pressure (hydrostatic conditions, pg = 1.013 bar on top). The model only
considers the saturated zone of the aquifer with an initial water saturation Sw = 1.0. The
choice of a Dirichlet boundary condition for pressure at the top accounts for the eventual
breakthrough of steam through the groundwater table. As the steam zone reaches the top,
no accumulation or horizontal distribution of steam along the groundwater table takes place.
Instead, steam leaves the saturated zone vertically and the pressure-driven steam zone growth
in horizontal direction below the water table ceases.
The aimof these five scenarios (see Table 3) is to study the influence of preheating on steam
propagation under different conditions. The variations considered are related to the steam
Fig. 2 Model setup for the conceptual study
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Table 2 Soil parameters for the segmental model
Soil parameter Symbol Value Reference
Porosity φ 0.4 Ochs et al. (2003)
Soil grain density ρgrain 2650 kg/m3 Class et al. (2002)
Soil grain heat capacity c 850 J/(m3 K) Class et al. (2002)
Bulk heat conductivity dry soil λs,dry 0.582 (m K) Somerton et al. (1974)
Bulk heat conductivity wet soil λs,wet 1.13 (m K) Somerton et al. (1974)
Residual water saturation Swr 0.1 Ochs et al. (2003)
Residual gas saturation Sgr 0.0 By definition
van Genuchten α αvg 0.0028 Pa−1 Ochs et al. (2003)
van Genuchten n nvg 2.0 Ochs et al. (2003)
Table 3 Model configuration for





(–) Injection depth (m)
1 180 1 4.5
2 180 1 14.5
3 45 1 4.5
4 45 3 4.5
5 45 10 4.5
Fig. 3 Initial temperature distribution (degree of preheating from left to right none, all, half, stripe)
injection rate Qs, the injection depth and the anisotropy of permeability. A homogeneous
horizontal intrinsic permeability of Kxx = Kyy = 1 × 10−11 m2 is used for all scenarios,
while the vertical permeability Kzz is varied as described below.
Scenarios 1 and 2 have the same steam injection rate and isotropic K with atmospheric
gas-phase pressure of 1.013 bar on top of the domain. They differ in the depth at which the
injection takes place. While the vertical center of the injection well is placed 4.5 m below the
water table in Scenario 1, another 10 m is added to this height in Scenario 2. The remaining
scenarios feature the same condition as Scenario 1, but with a lower steam injection rate.
Their purpose is to investigate the impact of different anisotropy ratios KxxKzz for the horizontal
and vertical permeability.
For each scenario, the same four different initial conditions for temperature represent
various degrees of soil preheating. As can be seen in Fig. 3, the preheating cases are academic
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Fig. 4 Saturation and pressure distribution of the convergence study in space (left) and time (right)
rather than realistic, but they do show the range of results. In the first case, no preheating is
applied, so the overall temperature equals 10 ◦C. In the second case, the whole domain has
been preheated to 90 ◦C. The third case represents a scenario where the lower half of the
domain is heated. The last case includes an area of preheated soil with a vertical extent of
1 m, coinciding with the vertical position of the steam injection well.
Convergence study: Grid convergence is shown using the model setup from Scenario 1
described above (full preheating). The vertical distributions of gas-phase saturation Sg and
gas-phase pressure pg along the front edge of the domain are plotted on the left side in Fig.
4 for different mesh sizes dx = dz ranging from 100 to 2.5 cm. The maximum time step size
for these simulations was fixed at 10 s. The results indicate that the solutions converge to the
one of the finest mesh size (2.5cm) for both saturation and pressure.
To study convergence in time, a fixed mesh size of dx = dz = 2.5 cm and different
maximum time step sizes (10, 50, 100, 250, 500 1000 s) are chosen. As shown on the right
side of Fig. 4, the results are virtually identical. For illustrative purposes, small sections
of the curves have been magnified (10× for Sg, 400× for pg). This shows that the chosen
maximum time step size does not have a great impact on the simulation outcome. Note
that the actual time step size is chosen adaptively based on the convergence behavior of the
Netwon–Raphson scheme.
Results: Figures 5, 6, 7, 8 and 9 show the vertical temperature distribution for all scenarios
and all preheating cases after 6 and 24 h. Further details are given in Table 4. For the sake of
better comparability and to reduce negative impacts from the Dirichlet boundary conditions
at the top of the domain, the time until steam breakthrough through the groundwater table
tbr is determined separately for each simulation run. All further calculations in Table 4 are
derived from the quantities at this particular point in time. The steam chamber volume is
given by Vs. It was identified by considering all cells with a gas-phase saturation Sg greater
than zero. The TRI describes the maximum radial extent of the steam zone. The percentage
change of the values of interest due to the respective degree of preheating is given by tbr,
Vs and TRI.
The temperature distribution after 6 and 24 h for the first scenario is shown in Fig. 5. In
all preheating cases, the growth of the steam zone is enhanced in horizontal direction. As
indicated in Table 4, the case with full preheating results in the greatest enlargement of TRI
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Fig. 5 Temperature distribution for Scenario 1 at t = 6 h (upper figures) and t = 24 h (lower figures)
Fig. 6 TRI over time for Scenario 1 at different vertical locations
(+12%) compared to the non-preheating case. However, the increase in TRI (+9%) is not
considerably lower after preheating only half of the domain or even a stripe. Though both
of the latter two cases feature the same TRI, the resulting steam chamber volume for the
stripe preheating case is lower because here the overall preheated area is smaller resulting in
a slower steam propagation in the unheated areas. With full preheating, the time until steam
breakthrough is reduced by a factor of about five, while the other two preheating cases do
not seem to affect this quantity strongly.
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Fig. 7 Temperature distribution for Scenario 2 at t = 6 h (upper figures) and t = 24 h (lower figures)
The temporal development of the TRI for two fixed heights is shown in Fig. 6 together
with the time series of the maximum TRI which occurs at varying vertical locations. The
first plot location (z = 2.5 m) represents the vertical center of the steam injection well. For
all preheating cases, this point always lies within the preheated region. The results show
clearly that the maximum TRI in the selected depth for all cases does not coincide with the
global maximum which is due to the ovoid-shaped steam zone. The growth rate of the TRI is
virtually identical for all preheating cases. The TRI increases fast at the beginning and reaches
its maximum of 65 cm after about 2 h. The non-preheating case reaches its maximum TRI
of 60 cm only after 24 h. The rate of growth itself decreases with time for both the preheated
cases and the non-preheating one.
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Fig. 8 Temperature distribution for Scenario 3 at t = 6 h (upper figures) and t = 24 h (lower figures)
Fig. 9 Temperature distribution for Scenario 4 at t = 6 h (upper figures) and t = 24 h (lower figures)
The plot at z = 4m lies above the preheated zone for the cases with half-domain and stripe
preheating. The maximum TRI in z = 4 m is the highest for the case with full preheating.
The more of the domain was preheated, the lower the time required to reach the maximum
TRI.
The global maximumTRI occurs at different heights and at different times for the different
cases. It is plotted in the lowermost graph. At early times, it is almost identical for all
preheating cases. Its rate of growth declines with time as has been observed for the other
depths. Note that the maximum TRI for the case with full preheating is higher than the value
123
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tbr Vs TRI tbr Vs TRI
(kg/h) (–) (h) (m3) (m) (%) (%) (%)
1 None 180 1 22.2 39.31 1.70 − − −
All 4.9 46.40 1.90 −88 +18 +12
Half 19.8 46.84 1.85 −11 +19 +9
Stripe 21.2 42.73 1.85 −5 +9 +9
2a None 180 1 98.9 112.42 1.6 − − −
All 28.4 150.64 1.85 −71 +34 +16
Half 94.9 127.05 1.7 −4 +13 +6
Stripe 97.3 117.40 1.65 −2 +4 +3
3 None 45 1 35.0 11.45 0.90 − − −
All 7.2 15.41 1.05 −79 +35 +17
Half 29.0 13.86 0.95 −17 +21 +6
Stripe 32.3 12.71 0.95 −8 +11 +6
4 None 45 3 106.3 34.24 1.60 − − −
All 20.5 44.89 1.85 −81 +31 +16
Half 88.3 42.95 1.80 −17 +25 +13
Stripe 98.1 37.26 1.65 −8 +9 +3
5 Noneb 45 10 480.0 119.41 3.00 − − −
All 67.3 146.02 3.45 −86 +22 +15
Halfb 480.0 136.04 3.40 0 +14 +13
Stripeb 480.0 130.61 3.20 0 +9 +7
a Greater injection depth (14.5 m)




: anisotropy ratio of hydraulic conductivity
tbr: time until steam breakthrough
Vs: steam chamber volume (calculated for an entire radial domain)
TRI: maximum radial extent of the steam zone
: percentage change of the quantity due to preheating
given in Table 4. As mentioned above, the values of the tables were taken at the time of steam
breakthrough (tbr = 4.9 h) in order to have comparable results with a low influence of the
boundary condition at the top of the domain. Furthermore, it was not possible to define an
explicit steady-state maximum TRI for all simulation runs.
In Scenario 2 (see Fig. 7), the injection of steam takes place under a higher hydrostatic
pressure corresponding to the greater injection depth. As a result, the TRI for all preheating
cases is smaller than in Scenario 1. Furthermore, the desired gain of TRI due to preheating
is increased for the full preheating case, while it is decreased for the remaining cases.
The smaller steam injection rate in Scenario 3 results in an even more ovoid-shaped steam
chamber. The model results also suggest that full preheating has a slightly stronger effect
than in Scenario 1 (+17 vs. +12%), while the opposite is true for the remaining preheating
cases. However, the increase in steam chamber volume due to preheating seems to be larger
for a lower steam injection rate (+18% in Scenario 1 vs. +35% in Scenario 3 for the full
preheating case).
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Fig. 10 Temperature distribution for Scenario 5 at t = 6 h (upper figures) and t = 24 h (lower figures)
Scenario 4 (Fig. 9) features an anisotropic hydraulic conductivity which results in more
horizontal steam spreading. While the gain of TRI for the full preheating case does not
differ much from the previous isotropic scenario (+16%), the half preheating case appears
to benefit strongly from the anisotropy (+13%), an observation which does not hold for the
stripe case (+3%).
What is most striking in Scenario 5 (Fig. 10) is the long time it takes for the steam to
break through the groundwater table. Except for the full preheating case, all other cases did
not achieve this state within the given simulation time of 20 days. However, the distance
between the upper domain boundary and the steam front was less than 15 cm. Therefore, the
results for the maximum TRI at steam breakthrough should not deviate much when it is kept
in mind that the total height of the domain is 7 m. The ratios for the TRI are in the range of
the previous scenario.
3.2 Field-Scale Application
A hypothetical field-scale application case is used to investigate and discuss the effects for a
more practically relevant scenario. Of particular interest here is the influence of an additional
groundwater extraction well. In reality, it is often mandatory to ensure a so-called hydraulic
safeguarding, which prevents the discharge of pollutants from the remediation zone during
the cleanup process. For this reason, the extraction rate of water has to exceed the injection
rate of steam or hot water. Furthermore, this study intends to illustrate (1) whether steam can
be guided selectively toward a distinct direction, in this case toward the extraction well, and
(2) how preheating affects this.
Setup: Fig. 11 shows the model setup. The size of the domain is quite large in order to
minimize the effects of the boundary conditions. It has a spatial extent of 50× 30× 7m3. In
x- and y-direction, the grid cell size is 2 m, while in z-direction, it is 1 m.
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Fig. 11 Model setup for the field-scale application
A groundwater extraction well is situated at x = 35 m, y = 15 m. Hot water pre-injection
and the steam injection itself take place at a well at x = 25 m, y = 15 m. Both wells are
screened between 1.5 m ≥ z ≥ 2.5 m. As the area of interest lies in the center of the domain,
the grid is locally refined between 15 m < x < 35 m and 10 m < y < 20 m, yielding
dx = dy = 0.25 m and dz = 0.125 m.
On the assumption of an impermeable layer at the bottom, a no-flow Neumann condi-
tion for mass flux and a Dirichlet boundary condition for temperature (T = 10 ◦C) are
applied.
Dirichlet boundary conditions for temperature (T = 10 ◦C) and pressure (hydrostatic
pressure, atmospheric conditions) are assigned to the lateral sides and to the top of the
domain. This corresponds to a static, undisturbed basic state of the unconfined aquifer. Note
that the 2p1cni model (see 2.2) does not yet consider changes in water table height due to
extraction or injection. The use of a Dirichlet boundary condition for pressure at the top is a
trade-off and explained in the previous section. Using a coupling approach with, for example,
the Richards model already available in DuMux might be an interesting option for further
studies.
Concerning soil parameters, the same values as in the previous simulations are used (see
2). The choice of Kxx = 1× 10−11 m2 and Kzz = 1× 10−12 m2 yields an anisotropy factor
for the hydraulic conductivity of 10 which is a commonly observed value for sedimentary
layers. The steam injection rate is Qs = 180 kg/h.
Four scenarios (see Table 5) are simulated. First (A1), only steam is injected without any
preheating or groundwater extraction. In the second scenario (A2), hot water of T = 90 ◦C
is injected for 48 h prior to steam injection at the same well, but still no water is extracted.
In Scenario B1, the extraction well is switched on and produces water at a rate of 1.5 kg/s.
The last scenario (B2) includes both preheating and groundwater extraction.
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Table 5 Model configuration for the different scenarios of the hypothetical field-scale application




(kg/h) (–) (kg/s) (h) (kg/s)
A1 No No 180 10 – – –
A2 Yes No 1 48 –
B1 No Yes – – 1.5
B2 Yes Yes 1 48 1.5
Fig. 12 Vertical (left) and horizontal (right, z = 2m) temperature distribution for Scenario A2 (upper figures)
and B2 (lower figures) directly after the preheating phase
Results: Figure 12 depicts the temperature distribution for Scenarios A2 and B2 directly after
the preheating phase has stopped. The figures are close-ups of the refined zone within the
center of the model domain. The vertical cuts (left-hand side) are made at y = 15 m, while
the horizontal cuts (right-hand side) are made at the height where the preheated zone has its
maximum horizontal extent (z = 2 m).
Without any groundwater flow, preheating for 48 h leads to a circular-shaped area of
increased temperature with a radius of about 7 m. The influence of the extraction well (lower
figures) is clearly visible as it attracts hot water toward itself.
Figures 13 and 14 show the temperature distributions for all scenarios after 5 and 10 days.
Table 6 summarizes the results. Both the TRI and the steam chamber volume Vs are given
after 5 and 10 days as well as the percentage change due to preheating Vs and TRI. Here,
the TRI describes the maximum horizontal extent of the steam zone.
After 5days, which corresponds to three days of steam injection, the effect of preheating
can be observed for both cases, with and without extraction well.
With preheating, the TRI for Scenario A2 increased by +31%, the respective steam
chamber volume by as much as +111%. For the case with extraction well (B2), the benefit
of preheating is lower but still quite noticeable. The TRI is increased by +18%, while Vs
grows by +72%.
123
Numerical Investigation on the Benefits of Preheating for an... 617
Fig. 13 Vertical (left) and horizontal (right) temperature distribution for all scenarios after t = 5 days
Another five days later, the increase in TRI and Vs due to preheating is still noticeable, but
lower than before. This corresponds to the observations made before in the conceptual study:
Preheating yields the highest benefit at early stages of steam injection, and as time advances,
the horizontal growth rate declines. The relative gain of TRI after 10 days for Scenario A2
is +10%, and for B2 the value is +8%.
Again, this is in agreement with observations in the conceptual study (above) where TRI
benefits between +3 and +17% could be found in the long term (see Table 4).
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Fig. 14 Vertical (left) and horizontal (right) temperature distribution for all scenarios after t = 10 days
Table 6 Results of the field-scale application
Scenario TRI [m] Vs[m3] TRI (%) Vs (%)
5 days 10 days 5 days 10 days 5 days 10 days 5 days 10 days
A1 4.00 5.25 102.94 276.91 – – – –
A2 5.25 5.75 217.69 397.14 +31 +10 +111 +43
B1 5.50 6.50 85.30 169.95 – – – –
B2 6.50 7.00 146.70 225.89 +18 +8 +72 +33
The percentage change is given for the respective cases without preheating (A1 and B1)
123
Numerical Investigation on the Benefits of Preheating for an... 619
4 Discussion and Conclusions
The conceptual study reveals the basic characteristics of steam spreading in a preheated soil
and how this behavior is sensitive to the various model parameters. The growth rate of the
steam zone diminishes with time as it is clearly visible in Scenario 1 (see Fig. 6). This is due to
the changing ratio between viscous and buoyant forces. Buoyancy increasingly predominates
as the steam zone grows and flux densities become smaller.
A comparison of Scenarios 1 and 2 shows that the increase in injection depth in Scenario 2
leads to a more ovoid-shaped steam zone (see Fig. 7) with a decreased TRI. This can be
explained by the fact that the model uses a prescribed value for mass and enthalpy input: Due
to the higher pressure, the steam saturation temperature is increased which means that more
enthalpy is required to heat the water to this point. Furthermore, the increase in steam density
leads to a reduction in steam injection volume which, in turn, reduces the pressure gradient
and the viscous forces that would be responsible for the radial steam spreading. While steam
density is increased by the higher pressure, water density remains virtually constant due
to its very low compressibility. The decreased density difference between water and steam
should result in lower buoyancy effects and more radial spreading. However, this is more
than compensated for by the first two effects as explained above.
In Scenario 3, where the steam injection rate Qs is reduced, similar effects occur due to the
decrease in viscous forces. Both Scenarios 2 and 3 feature a comparatively low gravitational
number Gr and thus conditions that are rather unfavorable for steam injection. Preheating
increases the TRI noticeably in these circumstances.
The permeability anisotropy in Scenarios 4 and 5 results in the expected intensified hori-
zontal steam spreading and an increase in TRI even without preheating; this can, of course,
be further enlarged by preheating.
In summary, the results of the conceptual study show that the TRI is always larger in a
preheated soil. The greater the preheated zone, the stronger the increase in the TRI. Although
it is not feasible in reality to heat the entire domain of interest, this study still shows what
preheating can achieve under optimal (hypothetical) conditions. The increase of +12 to
+17% lies in the range of what was expected based on the results of first rough calculations
regarding enthalpy. Variations in steam injection rate, depth and anisotropy have an impact
on this result, but not a very significant one.
Preheating increases the TRI in more realistic scenarios with groundwater background
flow as well, achieved in the example presented above with a pumping well. With this flow,
the TRI is already enlarged even without preheating. Consequently, pre-injecting hot water
does not yield quite the same gain of effective range as the cases without groundwater
background flow. Nevertheless, +8% of additional TRI can still be reached by preheating.
With reference to Table 6, the comparison between the scenarios with and without preheating
leads to the conclusion that, in case of a cyclic injection scenario, all but the first injection
episodes benefit from reaching a certain TRI in less time than in cold soil.
A rough monetary assessment of the hypothetical field-scale application was performed.
For awell, costs ofe500 permeter borehole depthwere estimated based on expert knowledge,
including the expenses for both material and construction works. Fuel costs were priced at
3.76 cent/kWh for gas (GermanFederalMinistry for EconomicAffairs andEnergy 2014), and
a total efficiency of energy conversion of 85% was assumed (Ganapathy 1994). On the basis
of the expenses for the wells, the energy required for preheating and the energy used for steam
generation over ten days, a total cost for each injection scenario was calculated. This value
was then divided by the respective maximum TRI in order to get relative, comparable results.
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For the scenarios without groundwater extraction, e737 per meter TRI without preheating
(A1) and e797 per meter TRI with preheating (A2) were estimated. For the scenarios with
extraction well, the respective values weree1018 (B1) ande1047 (B2) per meter TRI. Note
that the costs relating to an area of thermal influence change quadratically and are hence
more sensitive to an increase in TRI.
The assessment indicates that preheating is economically questionable for these cases,
although this does not mean it should be rejected out of hand. Different economic circum-
stances could lead to more favorable conclusions with respect to preheating. Preheating by
means of hot water pre-injection does not require many investments from a technical point
of view. No additional well has to be drilled. The steam injection well already available can
also be used for hot water injection. Some additional costs may occur due to the need for
pumps and other technical equipment that can withstand the increased temperature of the hot
water used for preheating. However, the main expenses arise from the provision of energy
for heating the water. Addressing this issue could increase the profitability of preheating
most profoundly. During summertime, for example, mobile solar collectors could provide
energy at a significantly lower cost. The reduction in CO2 emissions associated with the use
of renewable energy could further increase the environmental acceptability of the method. In
addition, it might be viable for greater borehole depths which drastically increase the total
costs per well, and the estimated e500 per meter borehole depth does not hold anymore.
This also applies if the price of steel or other construction material increases further which
appears to be a realistic prospect.
It can be concluded that preheating the soil prior to an injection of steam into the saturated
zone for the purpose of increasing the thermal radius of influence is an interesting option that
has clear physical limits, but should be considered for each individual case as it might offer
an opportunity to reduce the overall costs of a project. The deeper the zone where the steam
injection takes place, the more important an extended TRI by preheating is, since the costs
for an additional well increase.
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