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INTRODUCTION
Problems of aggregation are at the heart of modeling ecological systems and of defining variables to investigate their dynamics. Examples include the definition of functional groups in communities (Hay 1994 , Steneck and Dethier 1994), trophic levels in food webs (Armstrong 1994), and demographic classes in populations (Caswell and John 1992) . In fact, the simple act of defining densities requires choosing a spatial scale at which to aggregate individuals.
The least aggregated ecological models, those following the fate of each individual, are becoming increasingly popular. Individuals are both a fundamental unit of ecological interaction and a natural scale at which to make measurements, and individual-based models provide a mechanistic foundation that promises a sounder basis for extrapolation and prediction than do purely phenomenological models (Huston et al. 1988 , DeAngelis and Rose 1992, Judson 1994). Because of their complexity, however, they are extremely sensitive to parameter estimation and prone to error propagation; the potential for analysis is limited, replaced in part by extensive and large simulations (Levin 1992) . It is therefore difficult to understand dynamics and to elucidate critical processes. To address these deficiencies, one is led naturally to questions of ag- Spatial aggregation is a challenging problem in the presence of two common ingredients of individualbased models: demographic stochasticity, resulting from the uncertainty in the fate of an individual, and nonlinearity, resulting from local density-dependent interactions. The former creates variability; the latter allows this variability to interact across scales, precluding aggregation via simple averaging. Although demographic noise is considered important when populations reach low numbers, it can also play an important role when the total population is large, provided that interactions are local and effectively involve a small number of individuals.
In this paper, we investigate the spatial scale at which to average ecological systems that combine demographic noise with local density-dependent interactions. Rand and Wilson (1995) emphasized that such systems can display oscillations with an important deterministic component at an intermediate spatial scale. Below that scale, stochasticity prevails, although scaling laws typically apply (Levin and Buttel 1987, Levin 1988) ; sufficiently above it, small fluctuations around a steady state result from averaging local dynamics that are out of phase. Rand and Wilson (1995) proposed that this intermediate scale provides the optimal size at which to measure and extract the nontrivial behavior of densities. This characteristic scale is described as one that "maximizes the ratio of 'deterministic' information to stochastic fluctuations," but also as one "above which distant parts of the lattice are acting independently." Of these two properties, the second one provides the rationale for the approach Rand and Wilson (1995) propose for identifying the so-called intermediate scale of nontrivial determinism. When the averaging window is large enough, and fluctuations around the global mean become random, the amplitude of these oscillations decreases at a rate inversely proportional to window size (see also de Roos et al. [1991] ). More recently, Keeling et al. (1997) extended this approach, using prediction methods from nonlinear data analysis, to make it better suited for systems with "oscillatory" behavior, i.e., systems whose oscillations at intermediate spatial scales differ from random fluctuations around a global average. This type of behavior appears most likely in predator-prey, host-parasite, and host-parasitoid systems. As its predecessor, the approach of Keeling and coworkers invokes the central limit theorem and targets a scale above which dynamics become largely independent.
Here, we propose an approach that complements that of Keeling et al. (1997) by comparing the degree of determinism in population densities across scales. This approach identifies the scale at which to aggregate individuals in order to achieve determinism by using a determinism test from nonlinear data analysis. To illustrate the approach, we apply it to a stochastic and individual-based predator-prey model in which predation rates depend on prey local densities. Results show that the averaging scale identified in this way is smaller than the one obtained with the method of Keeling et al. (1997) . We then examine two candidate models for approximating the dynamics of densities at the selected scale: a predator-prey system of differential equations that ignores the local nature of the dynamics, and an extension of it that adds demographic noise. These approximations perform poorly, failing to capture broad statistical features of the dynamics of densities. They also fail to capture one additional, albeit more detailed, property of the dynamics, namely sensitivity to initial conditions. These findings indicate that the local nature of the dynamics is still important at the selected intermediate scale. Thus, predator-prey systems and other oscillatory ecological systems may display a dynamic regime, at the selected intermediate scale of aggregation, in which space is nonnegligible. We end with a discussion on the role of space in this dynamic regime and with a conjecture on the type of model that would incorporate it.
MODEL
The predator-prey model that we treat here was developed by R. Durrett and S. A. Levin (unpublished manuscript) to describe a discrete-time cellular automaton known as wator (Dewdney 1984) . We chose this model, because it is spatial, stochastic, and nonlinear. Moreover, it is capable of oscillatory dynamics.
The model follows the fate of individual predators and their prey in continuous time and two-dimensional space. Space consists of a two-dimensional lattice. Each site of the lattice is either occupied by a predator, occupied by a prey, or empty. Predators hunt for prey by searching within a neighborhood of prescribed size, and are susceptible to starvation if they do not find a prey. Prey and predators reproduce locally, giving birth to a single offspring. They each move at random, performing a continuous time random walk.
These dynamics are specified in the following rules: 1) Each prey gives birth onto any empty neighboring site at rate I31.
2) Each predator at rate 1 searches q neighboring sites for the presence of prey. If prey are present, the predator chooses one at random, moves to the corresponding site and eats the prey. It gives birth with probability P2, with the offspring occupying the original site. If prey are absent, the predator starves and dies with probability &. particle system, Durrett and Levin 1994). Thus, an individual rate a specifies a probability for the associated event to happen in a given interval of time. Specifically, the event occurs at times of a Poisson process with rate a (that is, for small At, the probability is aAt, and the times between occurrences are exponentially distributed with mean 1/a). We simulate the model in a 700 X 700 lattice with periodic boundaries. In all simulations, the parameters are I,3 = 1/3, I2 = 1/10, 8 = 1/3, and v = 1. The local neighborhood is given by the eight neighbors directly adjacent to a site (q = 8). A typical configuration of the system is shown in Fig. 1 , while the effect of averaging densities at windows of different sizes is illustrated in Fig. 2 . As size increases, the amplitude decreases. At an intermediate size, the temporal behavior appears less jagged (more continuous or smooth) than at small size. We wish to quantify and compare this qualitative change in the dynamics across window sizes. We implement this comparison via a method that evaluates the degree of determinism present in a time series.
INTERMEDIATE SCALE OF NONTRIVIAL DETERMINISM
The equations of a deterministic model express a causal and, therefore, predictable relationship between the past and the future: given exact initial conditions, they completely specify the future state of the system. (Of course, in practice, measurement and dynamical noise are seldom if ever absent, limiting predictability in chaotic systems). When explicit equations are unavailable, the degree of determinism can be evaluated from data, through the (short-term) prediction accuracy of a prediction algorithm (Kaplan and Glass 1995) . The algorithm and the associated data constitute an "implicit model" whose prediction accuracy (or predictability) is evaluated by comparing its prediction error to the variance of the time series (Kaplan and Glass 1995). We adapt the method by applying the predictor algorithm to the output of our stochastic model sampled at different spatial scales.
There 
Prediction algorithms
Prediction methods rely on the local geometry of trajectories in phase space. Thus, the first step consists of obtaining a phase space trajectory, i.e., the attractor of the system, from the time series for a single variable. The well-known approach to this problem, known as attractor "reconstruction" (Takens 1981 ), uses time delay coordinates as surrogates for the unobserved variables of the system. Specifically, if the attractor of the system lies in an n-dimensional space, but one only samples the dynamics of a single variable z(t); then, for almost every time lag T and for large enough d, the attractor of the d-dimensional time series
Z(t) {z(t), z(t + T), z(t + 2T),. z[t + (d -)aT]} (1)
is qualitatively similar to the unknown attractor of the n-dimensional system (Takens 1981; for ecological discussion see Kot et al. [1988] ). In particular, reconstruction preserves the qualitative type of asymptotic dynamics (periodic, quasiperiodic, or chaotic), and quantities such as correlation dimension and Lyapunov exponents. The "embedding dimension" d, which needs to be sufficiently high but not larger than 2n + 1, corresponds to the notion of degrees of freedom, in the sense of providing a sufficient number of variables to specify a point on the attractor (Farmer 1982) . The second step utilizes the local geometry of trajectories in phase space to produce a short-term forecast. Predictions are obtained by essentially constructing a "model" that consists, not of explicit equations, but of an algorithm and a set of data (Kaplan and Glass 1995) . A sketch of a prediction algorithm follows. Let z(t) denote the value in the original (one-dimensional) time series for which we wish to obtain a forecast z,(t + h), h time units ahead. Let Z(t) denote the corresponding point in reconstructed phase space (Eq. 1). The algorithm first finds the k nearest neighbors of Z(t) (which are the k points whose Euclidean distance to Z(t) is smallest), where the number of neighbors k is a tunable parameter. The algorithm then follows the trajectories of these nearest neighbors for the prediction horizon h. From the coordinates of these new points, a forecast is computed in ways that vary with the specific algorithm. For example, the images may be simply averaged, averaged by weighting more heavily nearby points (Ellner et al. 1998 : Appendix A), or used to fit a local linear map from the neighbors to their future values (Sauer 1993 ).
In the specific application below, each neighboring point in d-dimensional space is mapped into a onedimensional image (the first coordinate of the point, h time units later). The images for the k neighbors are averaged to produce a forecast. By repeating these steps for the different points in the time series, we compute a mean prediction error as follows:
Determinism test
To quantify predictability, we compare the mean prediction error E2 to the variance of the time series U2 with the quantity prediction r2 = 1 -E212/ (3) (Ellner and Turchin 1995, Kaplan and Glass 1995). By definition, this quantity is always <1. If prediction r2 1, then the mean prediction error is small, and the prediction algorithm accounts for a large fraction of the variance. In this case, the "implicit" model provides a good approximation to the dynamics of the system, indicating that the feedbacks between state variables largely determine these dynamics. Consequently, (short-term) predictability is high, and we refer to the dynamics as predominantly deterministic. By contrast, if prediction r2 0, or r2 < 0, then the mean prediction error is large with respect to the variance. This large error results either from an important role of noise in the dynamics, or from an insufficient number of embedding dimensions d to reconstruct the attractor. (For large d, of course, distinguishing between these alternatives becomes not only problematic, but also irrelevant.) We refer to these (high-dimensional) dynamics, for which the prediction error is large, as predominantly stochastic.
To choose a characteristic scale lc, we propose to examine the behavior of prediction r2 as a function of window size. We first obtain a time series of densities zl(t) for each window W1 of size 12, after transients have died out, as follows:
where xi 1 if site i is occupied by prey, and xi = 0 otherwise. For each time series, we apply a prediction algorithm following the steps described (see Intermediate scale of nontrivial determinism: Prediction algorithms). We finally plot prediction r2 = 1-E U21I as a function of 1. or not a smaller size is advantageous will depend on the specific questions being asked.
It is also interesting to compare lC, a scale derived from a dynamical property (determinism), to a characteristic scale based directly on spatial patterns. Typical approaches to determine characteristic scales in spatial systems rely on the autocorrelation function of the spatial patterns (e.g., the correlation length, Ma 1976). These quantities essentially measure the same intuitive concept of scale: the distance one has to travel to see a significant change in the variable of interest (Powell 1989 ). For example, the correlation length measures a "significant change" by a significant decrease in the autocorrelation function. We compute it here as the lag at which the autocorrelation function first crosses zero. In spatiotemporal systems, this quantity can change in time; therefore, we have a distribution of possible values. Fig. 5 shows the resulting histogram of correlation lengths for prey patterns (each value is obtained at a different time from a fixed transect in which we use 10 site bins to compute prey density). The mode of the distribution is close to the value of IC = 64. Thus, in this system, the dynamics of densities become deterministic for a window size close to the typical correlation length of the spatial patterns.
Two models for densities and the importance of space
The characteristic scale lC is a natural size at which to model population densities. We inquire next as to whether two simple candidate models that ignore any spatial information succeed at approximating the dynamics of densities. We gauge the accuracy of the approximations based on fundamental statistical properties of the dynamics of densities (such as mean period of oscillation, variance, and power spectrum). In our comparisons, we refer to the original individual-based system as the spatial model.
The simplest model is obtained by considering that individuals are well mixed and, therefore, interact according to mean population densities. These assumptions result in the following ("mean-field") system of differential equations for the densities of prey p and predator h (see Durrett and Levin, unpublished manuscript, for details): dp dp = rlp (1 -p -h) -h[1 -(1 -p) (panels A) show that the system converges to a limit cycle. More importantly, this cycle provides a poor approximation for the dynamics of densities in the spatial model in window size l, failing to capture not only the mean period, but also the variance and the large modulation of the amplitude present in these dynamics (compare Fig. 7a to Figs. 7c and 8) .
The mean-field model ignores both space and demographic noise. To examine demographic noise separately from space, we add it to the mean-field equations. The resulting stochastic predator-prey model takes into account the discrete nature of individuals and a total number of available sites, but not their spatial arrangement. We ran Monte Carlo simulations of the model using a maximum number of individuals equal to 12, the total number of sites averaged in the individual-based system. Two possible outcomes may be observed in the longterm behavior of the model depending on initial conditions and on the particular run. The first one is complete extinction of the prey, followed by that of the predator (i.e., convergence to the origin in phase space). The second is complete extinction of the predator, with the subsequent occupancy of all sites by prey  (i.e., convergence to (p, h) = (1, 0) ). Wilson (1996) provides another example of predator and prey extinction in an individual-based predator-prey model and emphasizes the effect of window size on this outcome.
Before fixation, the predator and prey densities in our model exhibit transient oscillations that can be very long lasting. Figs. 6 and 7 (compare panels A and B) show that the oscillations appear as a fuzzy version of the limit cycle for the corresponding deterministic system (the mean-field equations, i.e., Eq. 5). That is, the oscillations follow the limit cycle closely with some random but small variation in the amplitude. Because the limit cycle is extremely close to the axes, demographic stochasticity eventually pushes the system into complete extinction or full prey occupancy. Regardless of the long-term outcome, however, the transient oscillations provide a poor approximation to the dynamics of densities in the spatial model at window size 1c. They differ in dominant period, variance, and power spectrum (Fig. 7, compare panels B and C) . Notice that the transient cycles are close to periodic behavior with a much smaller modulation of the amplitudes than the fluctuations in window size lc. This modulation is most apparent when the dynamics of prey density in the spatial model are shown for a long time (Fig. 8) .
These comparisons indicate that space is important in the original individual-based system, even at the scale of aggregation for which determinism becomes prevalent. Recall that the existence of a finite dimensional attractor is an essential assumption of time lag reconstruction, and that the number of lags d required depends on this dimension. If the attractor lies in an n-dimensional space, then d = 2n + 1 is sufficient, although generally larger than necessary. Because the dynamics of densities differ from those of the predator-prey system of differential equations (Eq. 5), and since physical space is important to these dynamics, the embedding dimension is likely to exceed that required for reconstructing a limit cycle attractor.
Dimensionality and sensitivity to initial conditions
We estimate the dimension of the attractor by computing its correlation dimension DC from a time series of prey densities ( We end with one additional property of the dynamics that may prove useful in future evaluations of models for densities: sensitivity to initial conditions. To probe for sensitivity to initial conditions, we examine the fate of nearby points on the reconstructed attractor. Fig. 10 shows that the trajectories of nearby points diverge exponentially for small times. Specifically, the mean log distance between nearby points increases linearly with time, provided time is small enough that only the small-scale structure of the attractor is probed. Although the inextricable relationship between the concepts of equilibrium and scale has been well known to ecologists (Levin 1992) , it extends beyond equilibria to other types of qualitative dynamics. This relationship has motivated a plea for characterizing patterns in ecological systems with approaches that focus on variation across scales of time and space, as opposed to static measures of patchiness (Levin and Buttel 1987, Levin 1988 ). Methods from nonlinear data analysis are useful to describe how dynamical properties vary with spatial scale in spatiotemporal models , Little et al. 1996 and to select a characteristic scale based on this variation (Keeling et al. 1997 ). Applications to spatiotemporal data are also possible, but they are subject to the constraint of data set length. Although the data requirements of the determinism test proposed here are within the realm of ecological time series, those of algorithms to estimate the dimension of the attractor are not. It is therefore critical to verify that the results hold within a range of parameters used to reconstruct the attractor.
The intermediate scale 1C is a natural size at which to model population densities. This is the case not only because the dynamics have an important deterministic component, but also because the model would provide information on the ecological mechanism underlying the spatiotemporal dynamics (i.e., the predator-prey interaction and its oscillatory nature). Keeling et al. (1997) propose that deterministic equations for population densities can provide a "template" for the dynamics of the stochastic system at an intermediate scale, and give a suggestive example of this in a system with a point attractor. It is an interesting open question whether similar results apply to oscillatory systems such as the one presented here. We see two different, but not necessarily exclusive, roles of space in a deterministic template for the dynamics of densities. In the first one, adjacent windows influence each other in nonnegligible ways through the movement of predator and prey. A value of lc close to the typical correlation length of the spatial patterns supports this possibility. There are indeed examples of spatial predator-prey models with aperiodic dynamics (and sensitivity to initial conditions), such as reactiondiffusion equations in which random movement couples local oscillations (Pascual 1993 , Sherratt et al. 1997 ). However, these dynamics require either specific initial conditions, representing the invasion of prey by predators (Sherratt et al. 1997 ), or the presence of an environmental gradient (Pascual 1993) . In a second role, the local nature of individual interactions influences the dynamics of densities at larger spatial scales including lc. In this case, the deterministic template would not require the explicit treatment of space, but would consist of a set of differential equations whose interaction terms differ from those in the mean-field model (e.g., Pacala and Levin 1997). We conjecture that this predator-prey system will exhibit an oscillatory approach to equilibrium, as opposed to limit cycles. The interplay of noise with the transient cycles would generate the aperiodic and strongly modulated oscillations observed in the dynamics at lc, Here, noise would play an essential role even at a scale where determinism is prevalent. This scenario is reminiscent of the "quasi-cycles" described by Nisbet and Gurney (1982) for predator-prey dynamics with environmental noise.
These alternatives remain to be explored. They are relevant not just to the specific predator-prey model considered here, but more generally to the scaling of other spatial ecological systems whose corresponding mean-field dynamics are oscillatory. Candidates include host-parasite, host-parasitoid, and other predator-prey systems.
It remains an open question whether, in such oscillatory systems, sensitivity to initial conditions will be a ubiquitous dynamical property at intermediate scales. 
