Abstract: We derive analytic results for the symbol of certain two-loop Feynman integrals relevant for seven-and eight-point two-loop scattering amplitudes in planar N = 4 super-Yang-Mills theory. We use a bootstrap inspired strategy, combined with a set of second-order partial differential equations that provide powerful constraints on the symbol ansatz. When the complete symbol alphabet is not available, we adopt a hybrid approach. Instead of the full function, we bootstrap a certain discontinuity for which the alphabet is known. Then we write a one-fold dispersion integral to recover the complete result. At six and seven points, we find that the individual Feynman integrals live in the same space of functions as the amplitude, which is described by the 9-and 42-letter cluster alphabets respectively. Starting at eight points however, the symbol alphabet of the MHV amplitude is insufficient for individual integrals. In particular, some of the integrals require algebraic letters involving four-mass box square-root singularities. We point out that these algebraic letters are relevant at the amplitude level directly starting with N 2 MHV amplitudes even at one loop.
Introduction
The traditional path for computing scattering amplitudes follows a two-step process. One first constructs the Feynman integrand either by summing Feynman diagrams, or in terms of generalized unitarity based [1] [2] [3] methods. In the second step, one carries out the space-time integrations to obtain the final answer.
In the present work we focus on the second step, i.e. integrating to go from integrands to actual amplitudes. A number of powerful tools have been developed to tackle this task, including Mellin-Barnes integration [4] [5] [6] [7] as well as solving differential equations for the Feynman integrals under consideration [8] [9] [10] [11] [12] [13] . However, these techniques often meet practical limitations, especially when a large number of particles is involved.
As has been tradition in the field of scattering amplitudes, the natural place to sharpen one's toolbox is the realm of planar N = 4 sYM theory. To give one example, recent progress in understanding the link between Feynman integrands, multiple polylogarithms [14] [15] [16] [17] appearing in the integrated answer, and canonical forms of differential equations [13, 18] , originated in this theory, but is by now widely applied to generic quantum field theories.
Planar N = 4 sYM theory shows a number of simplifying features; one of the most remarkable is the existence of a hidden dual conformal symmetry (DCI) [19] [20] [21] which effectively reduces the number of kinematic variables a given amplitude can depend on. One further simplification of N = 4 sYM is the simplicity of allowed rational prefactors; for planar MHV amplitudes, the only allowed rational prefactor in amplitudes is the Parke-Taylor tree (super-)amplitude [22] . In light of this discussion it is not so surprising that also the corresponding integrals relevant for these amplitudes have similar special properties.
Another simplifying feature is the existence of a particular 4L-d log-form of the four-dimensional integrand [23] , which can be expressed in terms of on-shell diagrams, the positive Grassmannian [23] , and the amplituhedron framework [24, 25] 1 . At the level of individual integrals, the d log-representation makes manifest that all leading singularities [26, 27] are {±1, 0}, and conjecturally these unit leading singularity integrals evaluate to pure weight 2L polylogarithmic functions without any rational prefactors.
Even with the simplifying features of planar N = 4 sYM at play, the integration of the relevant Feynman integrals still poses a considerable challenge. In order to circum- 1 The initial examples satisfying this conjecture were massless, planar, finite, dual conformal integrals. It has since been generalized to more generic integrals within dimensional regularization [13] . A number of interesting features at the integrand level has also been observed beyond the planar limit of N = 4 sYM theory [28, 29] as well as in N = 8 supergravity [30] . For a recent application to non-planar integrated amplitudes at the three-loop level, see [31] . vent direct integration, an alternative approach to calculating scattering amplitudes is being pursued with considerable success to very high loop order [32] [33] [34] [35] [36] [37] [38] [39] [40] for six-and seven-particle amplitudes. This alternative framework has its philosophical roots in the bootstrap program of the 1960s [41] , which aims at fixing scattering amplitudes from the knowledge of a few basic physical principles alone. Such a strategy resurfaced in the 1990s [1] , and in modern times it has been successfully applied at the level of perturbation theory in planar N = 4 sYM.
In the amplitude bootstrap program, at step zero, one starts from an initial guess for the relevant analytic structure of a given amplitude and the corresponding function space. For multiple polylogarithms, this essentially amounts to knowing their singularities, which are encoded in the so-called symbol alphabet [42] . Often, this initial guess is first inspired by explicit lower loop calculations. In the context of six-and sevenparticle amplitudes, it has been further motivated by the (conjectured) relation to the mathematical structure of cluster varieties [43] [44] [45] [46] [47] [48] . One alternative avenue that can inform the guess for the required singularity structures of a given amplitude comes from the study of Landau singularities that has attracted some attention recently [49] [50] [51] [52] .
In this paper we focus on planar two-loop integrals in N = 4 sYM. While the symbols of the MHV amplitudes are known [53] , the loop integrals contributing to them have been evaluated explicitly only up to n = 6 particles, see [32] , and in part for n = 7, 8 [54, 55] . The present work is motivated by two open problems. First, beyond seven particles, it is currently not known what the appropriate function space is. Second, even in cases where the amplitude is known, it is desirable to learn how the individual loop integrals contributing to it can be evaluated. As we will see, this often requires a larger function space. Here we focus on the particular interesting seven-and eight-particle cases.
A few years ago, Drummond, Trnka and one of the authors showed that such loopintegrals satisfy certain second order differential equations [56] . The inhomogeneous part of these equations consists of known one-loop integrals. Solving these equations directly is generally difficult (see [57] for progress in this direction). However, when combined with the bootstrap approach, the differential equations are particularly powerful. This is the strategy we follow in this paper.
Since these differential equations play such a prominent role in our work, we briefly summarize their salient features in Appendix A before applying them to explicit sevenand eight-point examples. We make contact with the heptagon cluster bootstrap for planar scattering amplitudes in N = 4 sYM and probe whether the heptagon function space satisfying the Steinmann conditions [39, 40] is sufficient to express the two-loop seven-point double-pentagon integrals. We find that the seven-point MHV-integrals we consider here do in fact live in the heptagon Steinmann space and can be expressed in terms of cluster letters. A similar approach to some of the seven-point integrals has been followed by Drummond et al. [54] where cluster adjacency properties have been studied.
Proceeding to eight points, we find that the two-loop MHV-alphabet from [53] is insufficient to describe individual Feynman integrals that contribute in a local expansion of the MHV scattering amplitude. We discuss this in the light of the analysis of Landau equations. We also point out that the need for additional alphabet letters can be anticipated from the differential equations. The reason is that the latter involve a fourmass box function that itself contains letters that are not rational in momentum-twistor variables.
At this point we postpone the question of finding the full eight-particle alphabet, and present a tool that allows to circumvent this complication. We observe that the complicated four-mass box terms disappear in a certain discontinuity of the eightpoint integral. The discontinuity we take is similar to the one recently discussed at six points in [57] . We then argue that the eight-point discontinuity function can be bootstrapped using a simple rational alphabet. Using complex analysis we then recover the full function from a dispersion integral before we comment on some properties of the result.
The paper is structured as follows. In section 2, we review the two-loop integrand representation for MHV amplitudes and introduce the necessary notation. In section 3, we use the seven-point cluster alphabet to bootstrap the seven-point double pentagon integrals appearing in the MHV amplitudes. In section 4, we discuss the appearance of new alphabet letters at eight points, and bootstrap a dispersive formula for one eight-particle double pentagon integral. This constitutes our main result. In section 5, we briefly discuss some implications of our analysis for developing a future eightpoint amplitudes bootstrap program. We conclude in section 6. Appendix A reviews the mechanisms behind the second-order differential equations of [56] , and Appendix B contains the explicit equations for the seven-and eight-point integrals computed in this paper. Appendix C discusses an algorithm to integrate the one-fold dispersive representation.
Two-loop MHV amplitude in N = 4 sYM
The local representation of two-loop MHV scattering amplitudes in planar N = 4 sYM involves a particular class of Feynman integrals [18] 
where the wavy lines denote a special chiral numerator for the n-point integral,
In momentum-twistor space [58] the integral is over lines 1 = (AB) and 2 = (CD). For further explanations on the integration measure as well as various twistor space conventions, see e.g. [18] . At the integrand level, the numerator enforces the vanishing on certain leading singularities [26, 27] , which renders the integrands chiral. One striking implication of their chiral nature is that the integrals are infrared (IR-) finite since all collinear-and soft-singular regions are canceled by the numerators 2 . With the help of residue theorems one can furthermore show that once the integral is normalized according to eq. (2.2), all leading singularities are {±1, 0}. In this case, the integrals are commonly referred to as having unit leading singularity. Conjecturally, these integrals evaluate to pure functions without any rational prefactors. Taking into account the existence of a d log-form for the double-pentagon integrand [23] , it is expected that all integrals (2.2) evaluate to uniform-transcendental polylogarithmic functions of weight four.
Besides the chiral integrals denoted by wavy lines in (2.1), there are integrals with the opposite chirality numerators that will play a central role in the present work.
These are represented by dashed lines
to indicate the following structure
At the integrand level, parity acts by interchanging wavy-and dashed numerators, and hence these are relevant for the MHV-integrand. In the language of momentum-twistor space, parity corresponds to the duality between points Z i and planes
Under integration this effectively allows us to focus on the particular chirality that is most convenient in a given context, keeping in mind that we can always convert back to the opposite chirality if needed. We refer to the two-loop integrals with samechirality numerators in both loops as Ω (2) (u i ) which are pure weight four transcendental functions that only depend on dual conformal cross ratios, u i . There are also the mixed chirality integrals, where one pentagon has a wavy and the other a dashed numerator. In the six-point case this double-pentagon integral, denoted as Ω, was evaluated in [32] . Its solution is more complicated and involves both parity-even and parity-odd terms (parity of integrated results refers to spacetime parity acting on external data).
A few years ago, Drummond, Trnka and one of the authors investigated a number of second order differential operators for these loop integrals [56] . Schematically, the differential equations can be written as
where the integral on the right hand side is a particular chiral hexagon. We present details of the different mechanisms for obtaining differential equations in Appendix A, and then apply them to the seven-and eight-point MHV integrals in Appendix B. These equations will be our main tool for generating constraints for the bootstrap approach which we pursue in the following sections.
Seven-point integrals from Steinmann bootstrap
There exist two seven-point generalizations of Ω (2) 6 which appear in MHV amplitudes
7,b = ,
The second-order differential equations satisfied by these integrals are reviewed in Appendix B. The larger dimensionality (6 = 3 × 7 − 15) of the kinematic DCI seven-point space makes a direct integration of the second order differential equations challenging. Instead of directly integrating up the second order partial differential equations, we turn to an alternative strategy that is inspired by the bootstrap approach for planar scattering amplitudes in N = 4 sYM, see e.g. [33] [34] [35] [36] [37] [38] [39] [40] . Several of the constraints that apply in the bootstrap program for full amplitudes are relevant for Feynman integrals as well. A similar analysis has recently been pursued for nonplanar five-point integrals [59] . The general philosophy is as follows: we make an initial "educated guess" about the function space the Feynman integral under consideration should live in, and then apply different constraints to isolate the desired integral within that space. Since the Ω-integrals have unit-leading singularity and are given by a d log-form [23] , it is natural to expect that they evaluate to pure, uniform-transcendental functions of weight four. In order to describe the essential analytic properties of these function spaces, the mathematical tools of symbol technology (see e.g. [42, 60] ) prove extremely useful. In the following, we will assume a rudimentary knowledge of the relevant concepts as described in e.g. [60, 61] . Equipped with these tools, we build a basis for the (symbols of the) corresponding functions through weight four and impose the differential equations from the previous section as constraints on this ansatz.
For the two-loop seven-point cases discussed below, it turns out that we have sufficiently many constraints to find unique solutions within our initial weight four function space. Any constraints not used to constrain the initial ansatz then serve as valuable cross-checks to ensure that our answer is complete (at symbol level).
Here we note that upgrading the symbol-level expressions to full function level results is possible, but requires more work and would involve fixing certain multiplezeta valued ambiguities (e.g. ζ 3 × log s, etc.) that are in the kernel of the symbol map. This is beyond the scope of our current work where are content with obtaining the symbol.
Constructing the function space Alphabet
As mentioned above, our bootstrap inspired approach to solving the differential equations for the seven-point integrals starts from an educated guess of the relevant function space. To this end, we can either look at the two-loop seven-point MHV symbol of Caron-Huot [53] and extract the independent symbol alphabet or focus on the existing alphabet to describe the heptagon symbols relevant for MHV and NMHV scattering [37, 40] . In both cases we obtain equivalent 42-letter alphabets. The dimension of the alphabet coincides with the dimension of the cluster algebra associated to the Grassmannian Gr(4, 7) [37] .
A priori it is unclear if the symbol alphabet that is relevant for the full amplitudes is sufficient to describe individual integrals. It is logically possible that Feynman integrals depend on additional letters that drop out in the amplitude. As we will show below, this is not the case for the seven point examples we discuss in this section but becomes relevant starting at eight points. In the opposite direction, individual Feynman integrals might live in lower-dimensional subspaces of the full heptagon-space, but for uniformity of the discussion, it will be advantageous to embed the integrals into the more general setting of the six dimensional heptagon space characterized by the 42 heptagon letters introduced in [37, 40] . Here we follow the conventions of [37, 40] and denote the letters by a i,j . The remaining letters are given by the cyclic permutation of the particle labels,
Parity transformations act nontrivially on these letters, it leaves a 1i and a 6i invariant and maps the other letters to cyclic images according to the rule [37, 40] , 
Steinmann conditions
Feynman integrals in a local Lorentz-invariant quantum field theory are subject to analyticity constraints derived from locality. The Steinmann conditions [62] [63] [64] , which were originally derived in the context of axiomatic quantum field theory, are some of the key constraints that recently experienced a revived interest concerning scattering amplitudes for massless particles [39, 40] (see also e.g. [65, 66] for the use of Steinmann conditions in the multi-Regge-limit). At a practical level, the Steinmann conditions state that scattering amplitudes (and Feynman integrals) can not have double-discontinuities in overlapping kinematic channels. For a more detailed discussion we refer the reader directly to [39, 40] . For the bootstrap program, disallowed double-discontinuities are associated with certain exclusions on consecutive letters in the symbol. At the level of multi-particle invariants in the heptagon case, this means that symbols of Feynman integrals can not involve adjacent letters that are associated with overlapping three-particle channels. Since the structure of the 42-letter heptagon alphabet (3.1) is such that each of the 7 three-particle invariants is associated to a unique letter, the Steinmann conditions are easily imposed at the symbol level. For example from (3.4) we see that a 1,1 ↔ s 712 which indicates that a 1,1 can not be adjacent to a 1,2 , a 1,3 , and a 1,6 (and cyclic images thereof). For further details, we refer directly to [37, 40] .
Integrability
Besides these two more detailed constraints that rely on the analytic structure of Feynman integrals, there is a general constraint imposed on symbols coming from the fact that partial differentials ought to commute for well defined functions. This constraint is known as the integrability condition. Starting from the symbol of a weight n function F written in a factorized form 5) where the sum i, j is over all letters of the alphabet α i,j and F i,j are weight n − 2 functions. Equipped with these definitions, we can write the integrability conditions as follows,
for any combination of partial derivatives with respect to the underlying variables x r , x k . These integrability equations give constraints on the antisymmetric combinations, S(F i,j ) − S(F j,i ), which can then be imposed iteratively in weight to construct integrable symbols. Further details can be found e.g. in [37, 40] . Following the discussion above, one can count the number of integrable symbols that satisfy,
• first entry condition (only a 1j can appear in first entry)
• Steinmann constraints (no overlapping discontinuities in incompatible channels)
• integrability at weights (1, 2, 3, 4) there are (7, 28, 97, 322 ) symbols satisfying the above conditions in agreement with the numbers given in [40] . For our bootstrap inspired approach to solving the differential equations for the seven-point double-pentagon integrals, the 322-dimensional Steinmann heptagon space is going to be our initial starting point.
Constraining the ansatz
Second order differential equations and final entry condition
The constraints on the 322-dimensional Steinmann-heptagon ansatz from the second order differential equations can conceptually be split into two categories. First, we only use the fact that the inhomogeneous term in the differential equation is a uniformtranscendental weight-two function but apart from that do not require any details about its functional form. Acting with a second order differential operator on a generic weight four function typically results in a mix of weight-three and weight-two terms due to the fact that the second derivative can act on the rational prefactor generated by the first derivative. A simple toy example of this phenomenon is given by,
where S(f ) is the symbol of an arbitrary weight-two function. The first term on the right hand side of (3.7) is of weight three and gets generated when the ∂ y derivative acts on the rational prefactor y 1+xy
= ∂ x log(1 + xy). Demanding that all weight-three terms cancel (we know that the inhomogeneity is weight two) therefore imposes homogeneous constraints on the initial ansatz. Since we are matching zero on the right hand side, these constraints are very easy to implement, and sometimes they are even sufficient to fix the answer up to an overall scale.
Alternatively, we can phrase these homogeneous weight-drop conditions as a constraints on the final entries of the weight-four symbol,
where the sums run over the n f final entries as well as the number of linearly independent weight-three symbols n ω (3) . Acting with the first derivative on the weight-four symbol leads to rational prefactors,
, times weight-three symbols. For generic final entries, α i , the second derivative now acts on the rational prefactors (just like in our toy example (3.7)) without decreasing the transcendental weight further. Demanding that all such terms cancel therefore imposes constraints on the possible final entries of the symbol. Concretely, demanding that the second order differential operators D (2) annihilate the final entries independent of the weight-three basis element, gives constraints on the allowed final entries of the integral
In the second category we can use the detailed knowledge of the inhomogeneous weight-two terms on the right-hand side of the differential equations. The inhomogeneities are one-loop integrals which are either known, it is straightforward to integrate them directly, or we can express them in terms of the standard one-loop basis of integrals using generalized unitarity [1] [2] [3] . Knowing the precise form of the inhomogeneous terms then gives additional constraints on the undetermined coefficients in our symbol ansatz, c ij , by plugging the weight-four ansatz (3.8) and the known inhomogeneities into the differential equations and matching both sides,
In principle we could have obtained all constraints from the differential directly from (3.10), but we find it conceptually enlightening to phrase things in terms of the twostep process outlined above to get insights into the structure of allowed final entries of the integrals.
Further constraints
Besides the differential equations, we can use the knowledge of discrete symmetries of the integral or certain kinematic limits. In the seven-point case the Feynman integrals should smoothly degenerate to the known hexagon answer in the appropriate soft-or collinear limits. Implementing these limits is straightforward at the level of twistor expression, see e.g. [40] , and we do not discuss them in detail here.
Result for Ω
(2) 7,a
As outlined above, we start from the assumption that Ω
7,a lives inside the 322-dimensional weight-four heptagon Steinmann space. We impose the homogeneous conditions that the three differential operators identified in eq. (B.5) lead to a weight drop by two. Imposing the weight-drop constraint leaves 23 unfixed parameters in our ansatz.
In the next step, we use the knowledge of the inhomogeneities on the right hand side of the differential equations to fix additional degrees of freedom. Looking at the first operator and matching to the weight-two chiral hexagon function (B.4) fixes 15 additional parameters, leaving 8 unfixed degrees of freedom. Surprisingly, the two remaining operators O 2 and O 3 (B.2) do not fix any additional free parameters but serve as valuable consistency checks. We are able to match the inhomogeneous terms of these differential equations as well.
So far we have not imposed any discrete symmetries of the integral on our general weight-four Steinmann-symbol ansatz. Implementing the 2 ↔ 3, 1 ↔ 4, 5 ↔ 7 discrete symmetry and demanding that the ansatz be even under this flip, fixes 4 additional parameters.
In the final step, we demand that the seven-point integral smoothly matches the known six-point result if we consider the 2||3 collinear limit. This collinear limit fixes all remaining degrees of freedom in our ansatz and we are left with a unique result which is attached in an ancillary file. We summarize the number of unfixed parameters after various constraints in tab. 1. The final result for the symbol of Ω (2) 7,a shows some interesting features that are worth pointing out:
1. As expected this simple integral does not live in the full six-dimensional heptagon kinematic space. This is related to the fact that there are two commuting first-order differential operators that annihilate this integral, O 12 and O 43 , which implies that the kinematic dependence of this integral is reduced to a fourdimensional subspace of the full heptagon space. Consistent with this expectation, we find that our result indeed only depends on four variables.
2. One special feature of this integral is that the symbol has only four independent final entries, the same as the number of kinematic variables. These four independent final entries can be chosen as special combinations of the heptagon letters, so that any projective first-order differential operator for this integrals should only involve four independent directions.
3. In tune with the simpler kinematic dependence, this integral only depends on 16 independent letters out of the 42 possible heptagon letters. Furthermore, there are only four independent first entries, again reduced from the 7 possible first entries in the full heptagon space. Inspired by the result for the hexagon integrals [57] , we have analyzed the discontinuity in the s 567 -channel where the six-point counterpart led to a simplification of the alphabet to very high weight, when boxes are inserted between the two pentagons along this channel. Here we also observe a simplification of the alphabet with a dimension drop from 16 to 11 on the discontinuity. Since we are still at relatively low weight, it would be interesting to investigate this point further for higher loop examples and determine the influence of the differential equations on this dropout.
Relation to six-dimensional scalar one-mass hexagon integral, Φ (23) 7
:
Now that we have the symbol-level expression for Ω (2) 7,a one can ask the question if there is a first-order differential operator relating this symbol to the symbol of the scalar 6d hexagon with one mass,
Since we have both symbols in terms of heptagon letters, it is easy to implement a generic first-order differential operator on the last letter and then try to find a solution for D (1) . This is further simplified by the fact that Ω
7,a only has four independent final entries, the same as the number of variables. If we now choose the final entries as our independent coordinates, the first-order differential operator drastically simplifies and one can show that
We have checked that this first-order differential operator is independent from the factorized first-order differential operators in (B.6) so that the relation between the scalar 6d hexagon and the double pentagon integral is not as straightforward as in the six-point case. In this particular case, the differential operator above only acts along a single direction in the four-dimensional kinematic space of Ω
7,a , but we do have access to the full three-dimensional boundary data of the 6pt integrals so that the combined knowledge of the first-order differential equation and the boundary data is sufficient to fix the answer. We leave a detailed discussion on solving the differential equations more directly to future work.
Result for
For the double pentagon Ω (2) 7,b , we found four second-order differential operators (B.10). Following the bootstrap strategy as before, we apply these second-order differential operators to the 322-dimensional heptagon Steinmann space of weight four. For this particular integral, only using the homogeneous constraints implied by the weight drop condition for the four differential operators is sufficient to fix all coefficients (up to an overall scale) so that we uniquely identify the symbol for Ω (2) 7,b . We have fixed the absolute scale and cross-checked our result by checking the inhomogeneous terms of the second-order differential operators acting on our weight-four Ω (2) 7,b -symbol against the symbol of the weight two chiral hexagon. The result written in terms of the heptagon alphabet is attached in an ancillary file. Note that this seven-point integral has been discussed from a similar perspective in [54] . Before we go on to discuss the bootstrap approach to eight-point integrals, let us comment on the structure of the symbol of Ω
7,b . First of all, it is interesting to note that this double-pentagon integral depends on 38 out of the 42 possible heptagon letters. The fact that individual integrals depend on a smaller number of letters might not be too surprising as a given integral only represents one particular cyclic configuration of external legs.
In comparison to the other seven-point double-pentagon integral, Ω
7,a , which we discussed in the previous subsection, Ω (2) 7,b has a more complicated kinematic dependence. This was expected as this integral depends on seven dual points in comparison to the six dual points before. In comparison to the four first entries for Ω (2) 7,a , the current integral depends on all seven possible first entries of the heptagon space. An even more prominent difference is in the final entries. For Ω (2) 7,a there were only four independent final entries which coincided with the number of variables this integral depended on. The more complicated configuration, Ω (2) 7,b , on the other hand has eight independent final entries, exceeding the number of kinematic variables by two. This more complicated kinematic dependence also affects the parallel work of [55] where a direct Feynman-parameter integration approach is pursued. Table 2 . Summary of properties of both two-loop heptagon integrals Ω
7,a and Ω
7,b . We list the number of variables, the number of independent letters in total and the number of independent letters in each entry of the symbol.
Eight-point bootstrap and algebraic letters
Inspired by the success of the bootstrap for both the hexagon-and heptagon integrals, one is tempted to pursue the same approach for the octagons as well. There are four different types of eight-point double-pentagon integrals, that contribute in a local expansion of MHV scattering amplitudes in planar N = 4 sYM [18] .
Here we focus on Ω
8,a , which is a generalization of the seven-point integral Ω
7,a of the previous section. This integral is structurally simpler than some of the other cases. It only depends on a restricted set of kinematic variables, but as we will see, it already shows a number of interesting new features. In comparison to Ω (2) 7,a , there is one additional massive corner and hence one can easily count five independent dual-conformal cross ratios.
Need for algebraic letters
The first and most important question to answer is about the relevant symbol alphabet of these integrals. The naive hope would be to find the eight-point integrals in the function space determined by the respective two-loop MHV-alphabet extracted from [53] . Compared to the 9 letters at six point, 42 letters at seven point, one finds 108 independent letters in the two-loop eight-point MHV amplitude of [53] . All of those letters are given in terms of rational functions of twistor four-brackets. However, while this alphabet describes the two-loop eight-point MHV amplitude, there are several indications that this alphabet is insufficient to describe the double-pentagon integrals contributing to those amplitudes.
A very direct indication comes from the differential equations. To see this, let us focus our attention on the second-order differential equation for integral Ω (2) 8,a (B.19). There, the inhomogeneous term is the four-dimensional chiral hexagon I which evaluates to
The letters of this integral involve a square root of the Gram determinant of the box, which in terms of the cross ratios is written as,
The important observation here is that √ ∆ 4 is not rationalized by the twistor brackets. We call letters containing such roots algebraic. In addition, unlike in the 6-and 7-point examples, one of the leading singularities for this integral also involves √ ∆ 4 which makes this integral non-pure. When integrating the differential equation, this opens the possibility that the two-loop integral can now depend on additional algebraic letters of the form,
different from the ones that appear in the four-mass box. The Landau equations [67] provide an alternative approach to exploring the alphabet of the double pentagon integrals. This was pursued in [49] , where such integrals were analyzed through the sub 3 -leading Landau order. To this order, only rational branch points appeared as solutions to the Landau equations. The authors furthermore found that double-pentagon integrals in principle admit branch points that do not appear in the full symbol of the two-loop MHV amplitude. At the sub 4 -leading order the following Landau diagram appears which has not been analyzed in [49] .
(4.7)
Although we have not solved the Landau equations in this case, we suspect that this Landau singularity would reveal the square-root branch point contained in the algebraic letters. The reason for this is that the same Landau diagram describes a sub 2 -leading Landau singularity of the double box integral, whose letters are known to contain the same four-mass box square root.
The reader might suspect that this effect is special to integral Ω
8,a , due to its kinematic configuration, and one might wonder about other eight-point configurations.
Although not described here, the differential equation for integral Ω (2) 8,c also contains a four-mass box in the inhomogeneous term, so one expects the presence of algebraic letters there too. On the other hand, the differential equations for integrals Ω 8,b contains two inequivalent versions of this diagram related by a cyclic transformation. To fully exclude the possibility that the MHV alphabet is sufficient to describe these integrals, we took the 1372 dimensional symbol space at weight four that is constructed from the 108-letter alphabet and is consistent with integrability and the Steinmann conditions. Once we impose the homogeneous equations from the four differential operators for integral Ω (2) 8,b , the homogeneous constraint alone fix 1368 parameters. However, the solution only has two independent last entries. This is of course inconsistent with any smooth soft-or collinear limit onto the known seven-point integrals we discussed in sections 3.3 and 3.4 that have more complicated kinematic dependence. Not surprisingly, we find the need for additional letters to describe Ω (2) 8,b as well. A similar conclusion can be reached for Ω (2) 8,d .
In conclusion, we see that the eight-particle alphabet needs to be augmented in order to bootstrap the double pentagon integrals. One can check that adding only four independent four-mass box letters to the 108-letter MHV alphabet is still insufficient to describe the Ω (2) 8 -integrals. The above arguments suggest including additional letters of the form a ± √ ∆ 4 , where a is some rational function of the kinematics. It is therefore
interesting to ask what are the most general a needed. The latter cannot be arbitrary, as we already know all possible singularities from the Landau analysis. Therefore they should be such that a 2 − ∆ 4 factorizes over the rational letters of the alphabet. Analyzing which a are allowed would be one possibility of continuing with the bootstrap approach.
Here, we follow a different route. Instead of bootstrapping the whole integral in one step, we will focus on bootstrapping one of its discontinuities, and will then use the latter to recover the full function via a dispersive integral. The advantage of this is, as we will argue, that the discontinuity is described by a smaller alphabet that is easier to handle.
Bootstrap for the
In the previous section we explained that a bootstrap for Ω (2) 8,a necessarily involves an alphabet that goes beyond the one needed for MHV amplitudes. In principle, we could attempt to construct the required alphabet and proceed as with the seven-point integrals. Here we describe a shortcut that allows one to overcome the problem of knowing the number and the precise structure of the algebraic letters. So far we have only made use of the differential equations for the double-pentagon integrals which allowed us to bootstrap the six-and seven-point MHV integrals. At the level of symbols, the differential equations act on the final entry of the symbol and generically drop the transcendental weight. In this section, we are going to illustrate that it is advantageous, to also consider discontinuities of the higher point Ω-integrals.
In [57] , the authors noticed a peculiarly simple structure of the hexagon-integrals (with many box insertions between the two pentagon-caps) once one takes a discontinuity in the channel carrying momentum along the ladders where the relevant alphabet was reduced to five letters from the original nine hexagon letters. The important observation for us is the following; if we look at the equivalent four-particle discontinuity in the eight-point case, corresponding to the s 2345 -channel, and combine this with the differential equation (B.19), we realize that the four-mass box configuration in the decomposition of the inhomogeneous term of (B.19) does not contribute. Furthermore, focussing on this specific discontinuity opens up these propagators in the Landau diagram, so that the dangerous four-mass box type configuration (4.7) is also ruled out. From these arguments it is now clear that all algebraic letters should drop out on this discontinuity so that we are sidestepping the problem of guessing the correct algebraic letters. Now our proposal to obtain Disc
8,a starts from a rational set of letters required to describe the weight three discontinuity function. These rational letters can be directly given by suitable projectivizations of the rational branch points studied in the Landausingularity analysis. We find a set of 124 independent letters composed of
• the original 108 MHV letters
• eight cyclic images of • eight inequivalent dihedral images of .
For the particular Ω
8,a -integral we can even simplify things further by going directly to the relevant five-dimensional kinematic subspace. In this subspace, the number of multiplicatively independent letters decreases to 25.
Equipped with these 25 independent letters, we build the space of integrable symbols of weight three. Unlike for the full integrals, we do not have the first entry conditions at our disposal which leads to an increased number of admissible symbols, we find 25, 377 and 4441 at weights one, two and three respectively. These 4441 integrable weight-three symbols are our starting point for the bootstrap of the s 2345 -discontinuity of Ω (2) 8,a . As for the full six-and seven-point integrals, we can again use the differential equations (B.19) to give us constraints on our ansatz. Instead of the full differential equations, we now look at the corresponding discontinuity of the differential equations. As for the complete integrals, we find that the differential equations are extremely powerful in constraining the ansatz; imposing both homogeneous and inhomogeneous parts of the differential equations fixes 3774 degrees of freedom, leaving us only with 667 unconstrained parameters. If we furthermore impose the discrete symmetries that are respected by the discontinuity, only 24 free parameters remain. In order to fix those, one can either match double-discontinuities or match onto the discontinuities of the seven point integrals by taking a soft limit. Doing so, we find a unique result from our originally 4441-dimensional ansatz.
Here we note that the discontinuity function is surprisingly simple and only 13 independent letters remain in the final result. This is a dramatic simplification in comparison to the 25 letters we started with. We also note that there are only five independent final entries and six independent first entries in the weight three discontinuity function.
Dispersion representation for
It is well known that Feynman integrals can be reconstructed from the knowledge of its discontinuities via dispersion integrals [68] [69] [70] [71] . More concretely, the knowledge of the discontinuity in a single channel is sufficient to recover the full result as a one-fold integral. For a review and some examples see e.g. [71] and references therein. Dispersive representations for Feynman integrals have also been discussed recently to represent massive loop integrals in N = 4 super Yang-Mills [72] , and in the context of simplifying the analysis of differential equations [70] .
At the heart of the dispersion relations for Feynman integrals is once again Cauchy's theorem. One can begin by writing the full function as
where the contour Γ wraps the pole at s = s. By a contour deformation, assuming there is no contribution from the arc at infinity, we can write the same function as
where the new contour C goes along the branch cut corresponding to the discontinuity. If is often the case that the convergence at infinity is not guaranteed. In case function behaves poorly as |s | → ∞ and a pole at infinity contributes, one can improve the convergence properties by introducing so-called subtraction terms. This is done by adding extra factors of (s − s * ) in the denominator, where s * is a point where the value of the integral is known. After the contour deformation, these additional poles introduce the subtraction terms and require the knowledge of the full function on these special points F (s * , t i ), yielding
It is wise to judiciously choose subtraction terms where the behavior of the function F (s * , t i ) is simple. From a practical point of view, these subtraction terms can be chosen to be for example non-singular terms in the normalization of the integral itself or points that correspond to nonsingular soft-or collinear limits if these are related to the relevant dispersive channel, s. It is interesting to remark that the procedure of fixing the ambiguity in the dispersion integral with a subtraction term is very similar to fixing boundary terms when solving differential equations. In a different context, this is also related to the problem of reconstructing tree-level scattering amplitudes in effective field theories from BCFW-like recursion relations [73] [74] [75] , where it is possible to trade the poles at infinity for the knowledge of the universal soft-behavior of amplitudes at finite locations.
An equation such as (4.11) is a very useful representation of the answer. Being a one-fold integral, one can extract its symbol algorithmically. We review this, and provide a pedagogical example in Appendix C.
In subsection 4.2, we bootstraped the discontinuity of Ω
8,a in the s 2345 channel. Following the dicussion above, we are now in a position to write down the corresponding dispersion integral for Ω (2) 8,a . Before doing so, we introduce the relevant five cross ratios where we have included a subtraction term at y = 0. This subtraction term is related to the normalization of the integral (B.18) which isN b ∼ 1256 ∼ s 2345 ∼ y. Since s 2345 = 0 does not correspond to any soft or collinear region, the integral is finite in this limit and in fact vanishes along with the normalization. We therefore get zero contribution from the corresponding residue in the dispersion formula (4.11). This can be checked explicitly in the analogous limits of the six-and seven-point double pentagons, for which similar dispersion integrals exist, and the addition of new masses does not spoil this behavior. Let us discuss some of the features of the formula (4.13). By construction, the dispersive representation has the correct discontinuity in y that we determined in the previous section within our bootstrap approach. It is easy to compared this to the discontinuity of Ω (2) 8,a as obtained by the parallel computation in [55] . From the cross ratios defined in (4.12) we immediately recognize that the dispersion variable, y, does not depend on twistors 7 and 8. This allows us to directly take the smooth soft limit that relates this eight-point integral to a relabelling of Ω (2) 7,a . This dispersion representation for Ω (2) 7,a , and the analog for Ω (2) 6 can be easily integrated with full analytic dependence using the algorithm explained in Appendix C, finding complete agreement with the know answers. The eight-point case is slightly more complicated. Setting up the integration requires us to rationalize the six-dimensional square-root of the Gram determinant of the six dual kinematic points, which has the following structure,
(4.14)
This can be rationalized by a suitable change of variables y → f (α, u i ) which introduces another square root, a 0 (u i ). This is the four-mass box square root that we expect to find in the final answer. Besides the four-mass square roots, several spurious square roots are generated in intermediate steps by the change in the integration contour and the partial fractioning in the integration algorithm. Still, the integration can be carried out, since none of these square roots depend on the new integration variable α. We can simplify the analysis by restricting to a simpler kinematic setting where the spurious square-roots disappear. In this case, we find complete agreement with [55] .
Having convinced ourselves of the validity of (4.13), and having checked consistency with the result of [55] , we wish to make a few further comments about the symbol answer from our point of view. For this purpose, we investigated in detail the symbol obtained in [55] and make the following observations
• All first entries of the symbol of Ω (2) 8,a are in agreement with the expected branch cut structure and only cross ratios appear.
• As explained in section 3, the second-order differential equations, combined with the bootstrap, predict that only certain final entries, e f i , are allowed. In agreement with this analysis, we find that only the following five last entries appear in the symbol of Ω (2) 8,a . They can be chosen as We find it interesting to remark that the number of last entries is equal to the number of independent variables.
• We already mentioned the powerful simplification that occurs when taking the s 2345 discontinuity of Ω (2) 8,a , which allowed us to bootstrap the weight three discontinuity function in this particular channel. We found that only 13 independent letters remain for the discontinuity function. This can be contrasted with the s 1234 discontinuity, where such a significant simplification does not occur. After taking this discontinuity, there are still 23 independent letters.
• Out of the 26 letters, 21 are rational, 2 are new algebraic letters appearing in the four-mass box integral; the six-dimensional hexagon with two massive corners does not provide further relevant letters, so that there are 3 completely new letters. They take the form a i + √ ∆ 4 , with the a i being some rational factors.
Prospects for the eight-point amplitude bootstrap
The bootstrap program has been extremely successful in the last years and generated explicit results for six-and seven point scattering amplitudes in planar N = 4 sYM up to very high loop order [32] [33] [34] [35] [36] [37] [38] [39] [40] . An integral part of the bootstrap program is an adequate choice of symbol alphabet. Once the analytic structure encoded in the alphabet is fixed one can construct the relevant function spaces of generalized polylogarithms or their symbols. A judicious choice of an alphabet, augmented by the use of the Steinmann relations, symmetries and relevant physical limits, allowed for the construction of MHV and NMHV six-and seven-point amplitudes up to six-loops. In addition, the observation that the letters of the six-and seven point alphabets correspond to cluster coordinates [42, 44, 46] has brought nontrivial insight into the bootstrap program. The results of this paper could be interpreted as an indication that cluster coordinates might not be enough to capture the full symbol of even the polylogarithmic part of the amplitude at eight-points and beyond. Interestingly, starting at eight points the cluster-algebras associated to the kinematic space of dual-conformal invariant scattering become infinite and it seems a priori unclear on which of the infinitely many cluster variables amplitudes should depend on, or whether cluster variables are in fact sufficient to describe scattering amplitudes at all. In the present paper, we analyzed the alphabet relevant for individual Feynman integrals. We would like to emphasize that simplifications can occur at amplitude level. On the other hand, one might argue that such simplifications are due to special helicity configurations, and hence not generic. A well-known example of this occurs at six points and two loops. The result for the MHV amplitude famously can be written in terms of classical polylogarithms only [42] , while the double pentagon integrals responsible for the bulk of the answer contain non-classical polylogarithms [32] . The fact that the latter disappear in the MHV amplitude is due to an identity when taking the cyclic sum of the double pentagon integrals. On the other hand, in the NMHV amplitude, the same double pentagon integrals appear dressed with certain prefactors, so that that cancellation no longer occurs.
Similarly, we see that the final result for two-loop MHV amplitudes of [53] , written in momentum twistor variables does not contain any algebraic letters, while we find five such letters in Ω (2) 8,a . This again illustrates that certain cancellations occur when combining the integrals to form the MHV amplitude. Do similar cancellations hold also for non-MHV amplitudes, and is the absence of algebraic letters generic at the amplitude level?
The Landau analysis applied to the full amplitude [50] [51] [52] can shed some light on this question. The latter allows one to understand intuitively why the algebraic letters cancel in the two-loop MHV amplitudes. A simple Grassmann η counting shows that the cut corresponding to the Landau diagram (4.7) (5.1) does not have support on MHV amplitudes, and hence the corresponding letters should not appear in their symbol. On the other hand this is a perfectly fine NMHV cut, so one expects that algebraic letters appear in the two-loop NMHV amplitudes beyond seven points, in agreement with the proposal in [52] . However, our findings suggest that letters of the form a i + √ ∆ 4 could appear that go beyond the proposal of [52] . The knowledge of such letters will play a crucial role in any attempt to bootstrap the amplitudes and so warrants further research.
In order to find algebraic letters, we do not necessarily have to go to higher loops. Even certain one-loop amplitudes in the N 2 MHV sector already lie outside the clusterletter space and are associated with the appearance of four-mass box Feynman integrals that involve square roots (4.4) . This is easy to see by analyzing the following component-amplitude relevant for the scattering of a particular configuration of scalars in the N = 4 supermultiplet
A brief look at the Feynman rules of the theory reveals that the four-mass box
is the only diagram that contributes. Therefore one is led to conclude that the noncluster letters are needed for this amplitude.
Having realized that algebraic letters certainly appear at eight points in one-loop N 2 MHV and two-loop NMHV amplitudes, one could worry that they also play a role in three-loop MHV amplitudes. It would be very interesting to understand wether this is really the case.
Conclusion
The bootstrap approach to scattering amplitudes crucially relies on the knowledge of the appropriate function space. In this paper we have initiated the study of the relevant function space for seven-and especially eight-particle planar integrals relevant for amplitudes in N = 4 sYM. We showed that integrals contributing to the eight-point MHV amplitude depend on previously unknown algebraic letters. We argued that such letters may be needed not only for individual integrals, but even at the amplitude level, when going beyond the simplest MHV configuration.
One might worry that, with an increased number of legs, alphabets with a large number of letters could make it prohibitively complicated to pursue the bootstrap approach. While this does pose challenges when constructing the function space ansatz, we find that the constraints imposed by the differential equations satisfied by the integrals, are extremely powerful. For instance, the differential equations severely restrict the allowed final entries of the symbol. Our analysis, e.g. at seven points, showed that typically only a small number of free parameters survive in the ansatz after imposing such constraints. Another aspect of the differential equations is that they can provide valuable information about the function space itself. By studying their detailed properties, we could predict the necessity for previously unknown symbol letters. Finally, applying the differential constraints to a restricted bootstrap for the discontinuities of the integrals, we were able to recover the full result via dispersion relations.
As mention in the text, the direct solution of the second-order differential equations can be quite difficult in general. It is worth pointing out however, that sometimes this can be achieved by a judicious choice of variables. See [57, 76] for recent examples. In the context of the dual conformal integrals considered here and their higher-point, higher-loop generalizations, the novel twistor parameterizations proposed in [55] seem like a natural starting point to revisit a direct solution of the differential equations. We leave this for future work.
In this paper, we focused on massless, dual conformal integrals, but very similar questions arise in generic massless scattering amplitudes. There, the five-particle twoloop case is described by a 26-letter planar alphabet [77] , and conjecturally by a 31-letter non-planar alphabet [76] . These functions are relevant for 2 to 3 scattering amplitudes in QCD. It would be interesting to apply the ideas discussed here to such integrals.
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A Review of second-order differential operators
In this section, we summarize the relevant second-order differential equations for the Feynman integrals under consideration. This section is included as a convenient and concise reference for the relevant formulae pertinent for the remainder of our work. A comprehensive account with all the technical details can be found in [56] . Here we focus on the momentum twistor representation of the differential operators. Most of these operators are based on a careful analysis of one-loop pentagons which we turn to in the following. As a cross-check one can test the relevant differential equations on the known answer for the chiral pentagon integral [18] .
First mechanism
The first mechanism for second-order differential operators is based on the chiral pentagon integral with a massless corner (4) between the two "chiral" legs (3 and 5),
This integral evaluates to a pure weight-two function that depends on two non-vanishing conformal cross-ratios u and v, One can write down a Laplace-operator that acts on the dual point associated with the external line (71) . Taking into account some delta-function "anomaly" term, this translates to the following second-order partial differential equation for Ψ (1) (u, v),
This operator will play a crucial role in a moment. For later convenience, let us introduce a shorthand notation for first order differential operators in momentum twistor language,
which acts on four-brackets according to the simple rule O ij jklm = iklm . First, we look at one particular part of the pentagon integrand,
and act with O 23 . The AB23 factor is inert because it only depends on the line (23) which is annihilated by the twistor derivative O 23 AB23 = AB22 = 0. The remaining part is more interesting,
where we used the Schouten identity. This expression now depends on twistor 4 only in the combination of line (34) . Acting with another differential operator O 34 now naively annihilates the expression. For the pentagon integral at hand, this analysis suggests to consider the following operator
that annihilates the pentagon integrand,
Writing the twistor operator in terms of the dual cross ratios, one finds
Stripping off the normalization factor, this equation can now be used whenever there is a pentagon subintegral with a massless corner inbetween the chiral legs,
. (A.8)
Second mechanism
The second mechanism that gives rise to second-order differential equations is based on the chiral pentagon integral where the corner between the two chiral legs (3 and 6) is massive (4 + 5),
Compared to Ψ (1) (u, v) of the previous subsection, this integral has one additional scale and depends on the three cross ratios denoted by, 
For this mechanism, there is no anomaly associated to the differential operators. Let us emphasize that this operator can only be used for higher loop integrals in specific situations. O 42 depends on twistor 2 so that the mechanism discussed here only applies if the integral under consideration does not depend on twistor 2 anywhere else. For two-loop integrals, this is only true if there are at least two additional legs attached at the joint of the double-pentagon integral. In particular, this mechanism can not be used in any of the seven-point examples and would only be required for a very special eight-point example where a massive leg is attached to the joint of the six-point double-pentagon. We leave the discussion of this particular leg-configuration to future work.
Third mechanism
The third mechanism is also based on the same chiral pentagon integral from the previous subsection, where the corner between the two chiral legs is massive (A.9). In contrast to the case described in (A), the differential equation we introduce now is not subject to any leg-range restrictions at the joint of higher-loop integrals.
This differential operator, O 24 O 75 , cancels two propagators and commutes with the normalization N p2 = 81(234) ∩ (567) . The resulting integral is finite and dual conformal invariant. Since it only depends on three dual points for which there are no conformal cross ratios, it has to evaluate to a rational function. One can compute this rational function to find, 
B Seven-and eigth-point double pentagon integrals
In earlier work [56] , some of the differential equations described in the previous section were used to obtain the six-point double-pentagon integral Ω
6 directly. We will not discuss this well understood six-point example in detail, but it is worth recalling that the identification of the 6d hexagon integral as pure weight 3 function in the intermediate step of the chain of first order differential equations was extremely helpful
For higher points, the factorization of the twistor differential operators still holds, however, the direct connection to the scalar hexagon integrals does not survive generically. This severely complicates the direct solution of the differential equation. In most higher point cases, we do not have access to sufficiently many simple differential equations to control all directions of the kinematic space. This lack of differential knowledge can in principle be counterbalanced by the knowledge of sufficient boundary data. This however, requires good analytic control of the intermediate weight three function which proofs difficult in the absence of a local integral representation like the one available at six points.
B.1 Differential equations for seven-point integrals
In comparison to the three dual-conformal invariant cross-ratios u, v and w relevant for six points, the generic kinematic dependence for seven particles is six-dimensional (6 = 3 × 7 − 15). However, a particular Feynman integral might not live in the most general heptagon-space but on a certain lower-dimensional subspace. This restricted kinematic dependence can be related to the existence of a certain number of independent, commuting, first-order differential operators that annihilate the integral [34] . The two seven-point generalizations of Ω (2) 6 relevant for MHV amplitudes are
7,b = .
Differential equations for Ω
We begin by discussing the seven-point double-pentagon, Ω
7,a . The variable count for this integral is relatively straightforward: it only depends on six dual points, of which five consecutive ones are lightlike separated. Starting from the three-variable Ω (2) 6 integral, the fourth kinematic variable is associated with the mass of the off-shell leg. Alternatively, one can start from the full six dimensional space and realize that this integral can depend on twistors 2 and 3 only via the lines (12) and (34) respectively. This statement is equivalent to the statement that the two independent first order differential operators O 12 and O 43 annihilate the integral which leads to a restriction on the kinematic dependence to 4 = 6 − 2 variables. The chiral numerator of Ω (2) 7,a is given by N dp 7,a = AB14 CD57 Making use of the one-loop differential equations described in Appendix A for individual sub-pentagon integrals, we can derive one second-order differential equation (operator O 1 ) that follows mechanism 3, and two differential equations (represented by operators O 2 and O 3 ) utilizing mechanism 1
Note that the normalization factorN commutes with O 72 O 53 , so it could be dropped in the definition of O 1 . The differential equations look schematically as follows
All three three differential operators on the double-pentagon Ω
7,a always produce the following unit-leading singularity chiral hexagon,
3456 6712 AB14 AB57 AB12 AB34 AB45 AB56 AB67 AB71 ,
dressed with some rational prefactor, as inhomogeneous term:
7,a = -
7,a = -4571 5671 I
(1),ULS χ-h, (23) . (B.5)
We can bring the rational prefactor to the left-hand side and define some modified differential operators which are projectively invariant in all momentum twistors. In addition all second-order operators remain their factorized form in terms of a product of two projectively invariant first order differential operators. ). For practical purposes it seems reasonable to choose X = 2 so that all brackets appearing in (B.8) are of the form ii+1jj+1 . The advantage of rewriting the twistor differential operators in a projectively invariant way is that one can now express them in terms of more suitable coordinates. These can be conformal cross-ratios or a minimal parametrization of the momentum twistors.
Differential equations for
The second integral we are going to discuss here is denoted by Ω (2) 7,b and corresponds to the kinematic configuration, where the additional leg is attached to the joint of the two-loop double-pentagon. This integral depends on seven dual points and lives in the full six-dimensional heptagon kinematic space. The chiral numerator of this integral is given by N dp 7,b = AB24 CD57 Employing the general mechanisms described in the previous section, there are four second-order differential operators that are related by the symmetry of the integral and follow from section A,
We look at the action of operator O 1 on the left pentagon,
12)
The equations have the following structure
The inhomogeneous term can be identified with a particular chiral hexagon integral,
which is not yet correctly normalized and carries little group weight in the individual twistors. Furthermore, one can check that this chiral hexagon, even with an additional normalization factor, does not have unit leading singularities. Instead, the leading singularities are proportional to different rational prefactors. With the definition of I In order to obtain the integrated result for this one-loop chiral hexagon one can use generalized unitarity to express it in terms of a box expansion (parity-odd terms that integrate to zero are dropped).
= LS
One can now use relation (B.15) between the leading singularities to eliminate LS A and define two pure weight two functions,
where ω
B and ω
C are pure weight two functions. We insert the known expressions of the 1-loop box integrals (we find it convenient to use the DCI-regulated expressions of [78] ) into the unitarity decomposition in order to obtain analytic results for ω (2) B,C . Their symbols, written in terms of the heptagon alphabet introduced in section 3.1, are included in ancillary files attached to this submission.
B.2 Differential equations for eight-point integrals
The two eight-point integrals we will that we will be analyzing in detail are the following
8,b = .
(B.17)
First we focus on the integral Ω
8,a where the additional legs provide two new massive corners. The chiral numerator for this double-pentagon integral is, N dp 8,a = AB25 CD61 There are two second-order differential operators acting on this integral, which are related by the Z 2 -symmetry of the integral. The differential operators follow from the one-loop discussion in subsection A,
Both differential operators commute with the numerator factorN b . Focussing on O 1 for concreteness, the second-order differential equation reads, does not have unit-leading singularities but contains one algebraic prefactor coming from the four-mass-box contribution when written in terms of a box expansion. This chiral hexagon integral has been discussed in [18] (see JHEP-version for corrected result) and serves as source term in the differential equation (B.19). The knowledge of this integral allows us to match the inhomogeneous terms in our bootstrap inspired approach either as constraints on a general ansatz or as a cross check of the result.
Differential equations for
For the second eight-point two-loop configuration, Ω
8,b , the additional legs are attached to the central vertices where both loops meet. Its unit-leading singularity chiral numerator for this integral is given by N dp 24) and it depends on the full nine-dimensional kinematic space of dual conformal eightpoint scattering As for the lower-point cases, we use the mechanisms for the massless pentagons in order to derive four second-order differential operators for Ω
The differential equations are schematically given by,
In complete analogy to the discussion of Ω
7,b , we focus on O 1 (the remaining differential equations are related to O 1 by symmetry)
where we define the one-loop chiral-hexagon integral that carries little-group weight,
.
In analogy to the seven-point example I
(1),χ-h (12) , we slightly abuse the notation for dashedline numerator factors in the graph. The left dashed line denotes AB24 . This integral has not been explicitly written in the literature but it is easily obtained by a unitarityinspired decomposition in terms of 15 (6 choose 4) boxes. It turns out that two boxes get zero coefficient in this expansion. The precise form of the answer is not so important at this point, we just note that I
(1),χ-h (12) (45) is not a pure integral but there are three linearly independent rational prefactors that can be chosen to be,
Unlike in the seven-point example (B.15), these three leading singularities are independent and do not satisfy any further relations. In an ancillary file, we have given the result for this integral in the following form,
where the ω (2) i are pure weight two symbols (at one loop due to the box-expansion, this result can easily be extended to the full function level) written in terms of our eight-point alphabet that we introduce later.
C From the dispersion integral to the symbol C.1 Algorithm for integrating the dispersion relation
In order to reconstruct the weight n Feynman integral from its discontinuity at symbol level, we have to integrate the weight (n − 1) symbols of the discontinuity against the logarithmic factor ds s −s (or more complicated rational functions that first need to be partial fractioned in case subtraction terms have to be taken into account). To this end, we require an integration algorithm at symbol level. The algorithm sketched in the appendix of [79] is similar in spirit to the integration algorithm for generalized polylogarithms that has been algorithmically implemented in e.g. [80] . In fact, the main properties of the symbol integration follow from the differentiation of hyperlogarithms. We found section 3.3 in Erik Panzer's PhD thesis [81] especially helpful in this respect.
Consider the following integral where the integrand converges both at zero and infinity (more generally one can consider an integral with finite integration endpoints), I(y, x i ) = In the general case where the boundaries also depend on the parameters, one would add differentials with respect to the integration boundaries and add the corresponding boundary terms. Acting with the partial differentials on the integrand, we find, dI(y, x i ) = −dy
3)
The first term we write as a derivative with respect to the integration variable x, dI(y, x i ) = +dy In the first two terms, we need to linearize the denominators by partial fractioning the product, 1 (x + y)(x + β j ) = 1 (y − β j ) 1 (x + β j ) − 1 (x + y) .
(C.8)
Putting everything together, we find,
Combining the respective terms in the brackets back into d log-forms, we recover the expressions in [79] , dI(y, x i ) = − d log y F (n) (0, x i ) + The structure of the symbol integration algorithm presented above also sheds some light on how additional letters can appear. Starting from the inhomogeneous term of the differential equation that only contains the four-mass box algebraic letters, the integration algorithm introduces a number of partial fractions with respect to the remaining letters. These partial fractions then introduce further combinations of the form a i ± √ ∆.
C.2 Example: Dispersion representation of the three-mass pentagon integral
In order to both test our implementation of the symbol integration algorithm described in the previous subsection as well as elaborating on the dispersion representation of Feynman integrals, we are going to discuss a simple one-loop example with a slightly more complicated kinematic dependence than the three-mass triangle integral studied in [71] . To this end, we are writing a dispersion representation of the three-mass dual conformal pentagon integral,
which is related to the un-normalized pentagon integral by the following factors where (i, j) ≡ x 2 ij = (x i − x j ) 2 and the point x * corresponds to one of the quadruple-cut solutions to (y, 3) = (y, 4) = (y, 6) = (y, 7) = 0. Here we follow the conventions of [56] and introduce the dual conformal cross ratios, (C.13)
The pentagon integral is of course known [56] , but we are going to use it as an illustrative example of our setup, Ψ (1) (u, v, w) = log u log v+Li 2 (1-u)+Li 2 (1-v)+Li 2 (1-w)-Li 2 (1-uw)-Li 2 (1-vw) . (C.14)
Here, we would like to take the discontinuity in the s 7812 -channel of the integral. In the form written here, all three dual-conformal cross-ratios u, v, and w depend on this Mandelstam invariant so that we should change variables to isolate s 7812 in a single cross ratio. This can be accomplished by simply rescaling u and v by w, u = uw and v = vw which isolates s 7812 in w. It is now easy to take the discontinuity in w and we find, Equipped with the discontinuity, we are now in the position to write the dispersion integral in the w-channel which represents the dispersion in s 7812 . In a massless theory, the branch cut is from zero to infinity along the real positive axis. This leads to the following one-fold integral representation for Ψ (1) ( u, v, w), where we wrote the equal sign in quotation marks and indicated the "naive" equality of both sides. This simple case illustrates our earlier comments on the need for subtraction terms in order to make the integral well-behaved at the upper integration boundary at infinity. As is, (C.16) diverges at infinity, so that we are forced to introduce a subtraction term. For this integral, one of the natural choices for a subtraction term comes from looking at the normalization factor (1 − u − v + uvw) that is required in the numerator in order to define the pure function Ψ (1) (u, v, w) from F
3m in (C.12). Since the normalization vanishes for the nonsingular point w 1 = (u + v − 1)/(uv), this is a natural subtraction point for the dispersion relation, since Ψ
(1) (u, v, w 1 ) = 0. Written in terms of our rescaled cross-ratios that make the discontinuity channel s 7812 manifest, the subtracted dispersion relation now reads, where w * = u(1 − v) − v corresponds to the zero in the normalization when written in terms of the rescaled cross-ratios. Using the symbol integration algorithm described in the previous subsection, it is easy to check that we recover the full symbol of Ψ (1) (u, v, w) from the subtracted dispersion relation in (C.17).
