Abstract: In this paper we discuss stochastic di erential delay equations with Markovian switching. Such an equation can be regarded as the result of several stochastic di erential delay equations switching from one to the others according to the movement of a Markov chain. One of the main aims of this paper is to investigate the exponential stability of the equations.
Introduction
Stochastic modelling has come to play an important role in many branches of science and industry. An area of particular interest has been the automatic control of stochastic systems, with consequent emphasis being placed on the analysis of stability in stochastic models, and we here mention Arnold (1972) , Has'minskii (1981) , Kolmanovskii & Myshkis (1992) , Kolmanovskii & Nosov (1986) , Ladde & Lakshmikantham (1980) , Mao (1991 Mao ( , 1994 and Mohammed (1986) among others. However, there is little work on the stability of stochastic di erential delay equations with Markovian switching although there are several papers on the stability of stochastic di erential equations with Markovian switching e.g. Basak et al. (1996) , Ghosh et al. (1993) and Skorohod (1989) .
In this paper we consider a stochastic di erential delay equation with Markovian switching of the form dx(t) = f(x(t); x(t ? ); t; r(t))dt + g(x(t); x(t ? ); t; r(t))dw(t);
(1:1) where r(t) is a Markov chain taking values on S = f1; 2; ; Ng. This equation can be regarded as the result of the following N equations dx(t) = f(x(t); x(t ? ); t; i)dt + g(x(t); x(t ? ); t; i)dw(t); 1 i N (1:2) switching from one to the others according to the movement of the Markov chain. In section 2 we shall quickly establish the existence-and-unique theorem for the solution of the equation and cite the generalized Itô formula. We shall then discuss the mean square exponential stability of linear stochastic di erential delay equations with Markovian switching in section 3, and generalize the results to the pth moment exponential stability for equation (1.1) in section 4. The almost sure exponential stability will be studied in section 5. Finally we give some examples for illustration in section 6.
Stochastic Di erential Delay Equations with Markovian Switching
Throughout this paper, unless otherwise speci ed, we let ( ; F; fF t g t 0 ; P) be a complete probability space with a ltration fF t g t 0 satisfying the usual conditions (i.e. it is right continuous and F 0 contains all P-null sets). Let w(t) = (w 1 (t); ; w m (t)) T be an m-dimensional Brownian motion de ned on the probability space. Let We assume that the Markov chain r( ) is independent of the Brownian motion w( ).
It is known that almost every sample path of r(t) is a right-continuous step function with a nite number of simple jumps in any nite subinterval of R + (:= 0; 1)).
Consider a stochastic di erential delay equation with Markovian switching of the form dx(t) = f(x(t); x(t ? ); t; r(t))dt + g(x(t); x(t ? ); t; r(t))dw(t) (2:1) on t 0 with initial data x 0 = 2 C b F 0 ( ? ; 0]; R n ), where f : R n R n R + S ! R n and g : R n R n R + S ! R n m :
We impose a hypothesis:
(H1) Both f and g satisfy the local Lipschitz condition and the linear growth condition. That is, for each k = 1; 2; , there is an h k > 0 such that jf(x; y; t; i) ? f( x; y; t; i)j + jg(x; y; t; i) ? g( x; y; t; i)j h k (jx ? xj + jy ? yj) for all t 0, i 2 S and those x; y; x; y 2 R n with jxj _ jyj _ j xj _ j yj k, and there is moreover an h > 0 such that jf(x; y; t; i)j + jg(x; y; t; i)j h(1 + jxj + jyj)
for all x; y 2 R n , t 0 and i 2 S. and the required assertion (2.2) follows. The proof is complete.
Let C 2;1 (R n R + S; R + ) denote the family of all nonnegative functions V (x; t; i) on R n R + S which are continuously twice di erentiable in x and once di erentiable in t. If V 2 C 2;1 (R n R + S; R + ), de ne an operator LV from R n R n R + S to R by LV (x; y; t; i) = V t (x; t; i) + V x (x; t; i)f(x; y; t; i)
+ 1 2 trace g T (x; y; t; i)V xx (x; t; i)g(x; y; t; i) + N X j=1 ij V (x; t; j); (2:5) where V t (x; t; i) = @V (x; t; i) @t ; V x (x; t; i) = @V (x; t; i) @x 1 ; ; @V (x; t; i) @x n ;
V xx (x; t; i) = @ 2 V (x; t; i) @x i @x j n n :
For the convenience of the reader we cite the generalized Itô formula (cf. Skorohod 1989): If V 2 C 2;1 (R n R + S; R + ), then for any stopping times 0 1 < 2 < 1, EV (x( 2 ); 2 ; r( 2 )) = EV (x( 1 ); 1 ; r( 1 ))+E as long as the expectations of the integrals exist. Let us point out that in the sequel whenever we apply this generalized formula the expectations of integrals involved do exist due to Theorem 2.1 and the conditions to be imposed.
Moment Exponential Stability of Linear Delay Equations
From now on we shall discuss the exponential stability. Let us start with the linear stochastic di erential delay equation with Markovian switching of the form dx(t) = A(r(t))x(t) + B(r(t))x(t ? ) dt
(3:1) on t 0 with initial data x 0 = 2 C b F 0 ( ? ; 0]; R n ). We shall simply write
which are all n n-matrices. By conditions (3.13) and (3.14), H i is negative-de nite. The assertion of the corollary now follows from Theorem 3.1. The proof is complete.
It is easier to apply Corollary 3.2 than Theorem 3.1 since one needs only to nd N positive numbers q i instead of N symmetric positive-de nite matrices. But it is still di cult to nd such q i sometimes. We shall now establish a criterion, which is easy to verify, for the existence of such q i and hence for the mean square exponential stability. 
Moment Exponential Stability of Nonlinear Delay Equations
Let us now return to the general delay equation (2.1), namely dx(t) = f(x(t); x(t ? ); t; r(t))dt + g(x(t); x(t ? ); t; r(t))dw(t) and the required assertion (4.4) follows. The proof is complete.
Almost Sure Exponential Stability
We now begin to discuss the almost sure exponential stability for the delay equation (4.1).
Theorem 5.1 Let (H1) hold. Assume that there is a constant K > 0 such that for all (x; y; t; i) 2 R n R n R + S, jf(x; y; t; i)j _ jg(x; y; t; i)j K(jxj + jyj): In other words, the pth moment exponential stability implies the almost sure exponential stability.
Proof. The case when p 1 without Markovian switching has been proved by Mao (1997) but we here extend to the case when p > 0 with Markovian switching. Fix the initial value arbitrarily and write x(t; ) = x(t). Let " 2 (0; =2) be arbitrary. By where C p is the constant given by the Burkholder{Davis{Gundy inequality (cf. Karatzas & Shreve 1991 or Mao 1997 . Let = = k and k = k + 1; k + 2; . 
Examples
In this section we shall discuss three examples to illustrate our theory. In the following examples we shall omit mentioning the initial data.
Example 6.1 Consider a one-dimensional linear stochastic di erential delay equation
with Markovian switching of the form dx(t) = (r(t))x(t)dt + (r(t))x(t ? )dw(t) (6:1) on t 0. Here the Markov chain r(t) is the same as before but w(t) is a scalar Brownian motion independent of r(t), (i) For instance, the unique root of this equation is = 0:09 if = 0:1.
