Abstract-In this paper, we present a novel network to separate mixtures of inputs that have been previously learned. A significant capability of the network is that it segments the components of each input object that most contribute to its classification. The network consists of amplitude-phase units that can synchronize their dynamics, so that separation is determined by the amplitude of units in an output layer, and segmentation by phase similarity between input and output layer units. Learning is unsupervised and based on a Hebbian update, and the architecture is very simple. Moreover, efficient segmentation can be achieved even when there is considerable superposition of the inputs. The network dynamics are derived from an objective function that rewards sparse coding in the generalized amplitude-phase variables. We argue that this objective function can provide a possible formal interpretation of the binding problem and that the implementation of the network architecture and dynamics is biologically plausible.
. The learning paradigm that can be used in this case is one where the system is repeatedly presented with instances from a collection of objects, and it learns to form distinct higher level categorizations of these objects. A second problem that the HVS must solve is that given a visual scene consisting of superposed objects, e.g., a cup on top of a table, it must identify the high-level object categories in the scene. Thus, an input scene consisting of "cup on a table" is recognized as being composed of two objects, "cup" and "table" that have been previously presented to the system and learned, and not as an unknown object. This problem may be viewed as one of separating a mixture of inputs into its constituents. A third problem is that the HVS must be able to identify the lower level features (e.g., image pixels or edges) that correspond to the higher level objects that they are part of. Thus, this would enable the handle of the cup, a lower level feature, to be identified as a feature belonging to the higher level category "cup." This process may be viewed as one of segmentation, whereby high-level percepts and supporting low-level features are grouped. The significance of segmentation from a biological perspective is that it allows the identification of high-level percepts to be followed by appropriate action, such as lifting of the cup, which requires information about its location as provided by the lower level features.
Though there are other problems the HVS must address, e.g., the processing of color and motion, the progress in addressing these problems has been very limited [2] . In this paper, we investigate a solution to these problems that the HVS must solve, which consist of an unsupervised learning method to separate and segment mixtures of inputs. The separation of mixtures and blind deconvolution (i.e., identifying the presence of specific objects in the visual field) have been extensively studied in the NN literature [5] . The problem we investigate in this paper goes beyond separation however, and involves the additional step of segmentation. By segmentation, we refer to the ability to identify the elements of the input space that uniquely contribute to each specific object (i.e., establishing a correspondence between the pixels or edges and the higher level objects they belong to).
Typically, this segmentation problem has been attacked with nonneural approaches [6] . It is also possible to consider an approach where one performs an exhaustive trace back, i.e., examines each one of the inputs to a high-level category that has been activated, and determines where the support for the high-level activity originated. This approach is computationally expensive, especially, for multilayer networks, and there is little biological evidence to support it. Hence, we are still faced with the problem of determining an appropriate segmentation mechanism that has a basis in neural computation.
A promising research direction to pursue has been provided by the analysis of temporal domain phenomena. Inspired by experimental evidence of a role for synchronization of neural responses in a variety of motor and cognitive tasks, and, in partic-ular, in perceptual recognition [7] [8] [9] , Malsburg and Shneider were among the first to propose the use of synchronization to perform segmentation of a mixture of signals [10] . Their model consists of a layer of excitatory units connected with lateral excitation. Each of these excitatory units receives sensory input. Furthermore, every excitatory unit is connected to a global inhibitory unit which receives excitatory inputs, and sends inhibitory signals to each of the excitatory units. Segmentation is exhibited in the form of temporal correlation among the activities of the different excitatory units, so that the units that are synchronized represent the same input class. Some of the limitations of this approach include the need for a global inhibitory unit, and the inability of this network to disambiguate objects with partial overlap. Indeed, a number of approaches derived from [10] inherit the same shortcomings [11] [12] [13] , and therefore, the issue of effective segmentation by networks of synchronizing units still needs to be addressed. In subsequent sections, we will introduce a novel network architecture that can efficiently segment superposed inputs, and can potentially be generalized to higher dimensions. Segmentation can also be considered a solution to the binding problem [1] , an issue extensively discussed in the neuroscience literature.
The main contribution of this paper is to use an optimization approach to state the desired behavior of a network of oscillatory units. The network dynamics are derived in a principled manner by using an objective function that rewards sparse encoding of an input space. We show that the network dynamics can be implemented in a simple network with feedforward, lateral, and feedback connections. The network is able to separate and segment mixtures of inputs that have been learned in an unsupervised manner, and is able to cope with a considerable degree of spatial overlap of the inputs, in contrast with similar previous schemes.
II. BACKGROUND
The original network proposed by Malsburg and Schneider [10] , [11] has been influential in formulating a theory for the use of synchrony as a solution to segmentation. However, the specific implementation proposed in their paper has several shortcomings. First, a global inhibitory neuron is required. Our model overcomes this restriction and spreads inhibition across the entire network, which is more biologically plausible. Second, learning in their model requires a combination of short-and long-term synaptic modification, which in our model is reduced to a single generic rule. Third, the test cases used in their model did not involve any overlap among the spectral inputs to be separated. Our model allows complete overlap and shows that successful separation and segmentation is still possible.
Buhman and Malsburg [11] explicitly introduced oscillatory units into the model, but their model suffers from earlier noted shortcoming in that the presence of a global inhibitory unit is required. The subsequent works of Chen et al. [13] and Wang and Liu [13] offer enhancements of the original model, but maintain the essential aspect of utilizing a global inhibitor.
The work of Izhikevich [14] is mainly theoretical, and does not present any specific methodology to address the problem of segmentation. Hoppensteadt and Izhikevich [15] illustrate their method with a single example using three inputs and have not applied their methodology to a larger number of inputs or test cases, or addressed the segmentation problem. Furthermore, they raise the issue that the Hebbian learning rule they use may not be the best. In contrast, our formulation uses the Hebbian rule, which is simple, and we have shown that it works extremely well. The method of Sun et al. [16] requires the use of visual motion to perform segmentation, and hence is not applicable to static inputs as we have investigated. Furthermore, their scheme relies on supervised training and uses backpropagation learning.
Zemel et al. [17] used a similar approach in which units in their network possess both amplitude and phase. Their learning algorithm was derived through trial and error, rather than an explicit optimization approach as we will show. Their approach requires supervised training, as they set the target phases of different contours in the training images to specific values. Our approach does not require the setting of target phase values during training. Furthermore, their network makes explicit use of complex weights, rendering biological interpretations more abstruse.
Chen et al. [18] describe an oscillatory model to perform image segmentation. However, their model does not segment superposed objects, and thereby does not address the issue of Rosenblatt's superposition catastrophe. Cosp and Madrenas [19] describe a hardware implementation of the method in Chen et al., which is capable of 2-D image segmentation but not the separation of superposed inputs.
More recently, Eckhorn et al. [20] have shown that both shortand long-range synchronizations aid the associative processing of signals in the cortex.
Lee [21] observes that most of the existing models for oscillatory NNs derive from the Hodgkin-Huxley, FitzHugh-Nagumo, and Wilson-Cowan models, and are "either too simplified to simulate any "real" chaotic neural behaviors or too complicated to be applied as feasible artificial NNs for applications." In other words, there is an issue with modeling the neural behavior at the right level of abstraction, such that we capture the temporal dynamics of the neurons and use that to demonstrate significant useful behaviors such as object classification and discrimination between components of multiple objects. Indeed, there are few attempts in the literature which have succeeded at this goal and we have explicitly tried to address this issue in this paper.
There may be many mechanisms that are at play in solving the binding problem. Van der Velde and de Kamps [22] discuss the role that an object-based attention mechanism plays through top-down activation from higher to lower level cortical areas. Based on this mechanism, they are able to explain the occurrence of binding between the visual features of form and position. Furthermore, neural synchronization may also help bind nonvisual entities in general in the brain, including semantic and lexical concepts [22] . A recent paper by Weng et al. [23] explores the combination of supervised and unsupervised Hebbian learning in understanding the phenomenon of feature binding.
III. SEGMENTATION
In this section, we address the problem of designing a system based on neural computation which learns in an unsupervised manner and achieves the separation and segmentation of mixtures. We start with a two-layer system, consisting of a lower layer that captures the input and an upper layer that is responsible for a higher level categorization of the input. The input consists of a 2-D representation of visual objects, encoded as gray-level images. The input layer is connected via feedforward weights to the output layer and feedback weights connect the output layer to the input layer. There are also lateral connections between the units in the upper layer.
One viewpoint to describe the function of the output layer in such a system is that it performs a sparse encoding of the input space. This approach has been used by Olshausen and Fields [24] to understand the role of the cortex. Sparse encoding can also be viewed as a form of vector quantization. The function of sparse representation may be captured by an objective function designed as follows. Let the inputs be drawn from an input ensemble. Let an output layer represent these inputs through synaptic weights . For notational convenience, let and be row vectors. Further, impose a nonnegativity condition on the output layer . The objective function is defined as (1) where represents the input ensemble. The first term captures the faithfulness of representation and rewards the alignment between the network's output and the feedforward input. Note that the output due to the presence of lateral and feedback interactions, and the use of a squashing function to make nonnegative. A stable value of is obtained only after the network settles as will be demonstrated in Figs. 4 and 5.
The second term is a constraint on the global activity and the third term is derived from imposing normalization of the synaptic weight vectors. The last term is defined as (2) where represents the network consisting of units. This term is the variance of the output , which is high when the distribution of output values is skewed, i.e., sparse. Given the imposition of nonnegativity of , this term can be considered to reward the sparseness of the representation. By imposing normalization on the synaptic weights and whitening of the inputs, the objective function can be simplified as (3) assuming that synaptic normalization is enforced during the maximization process, as discussed in Appendix I. Applying gradient ascent to the objective function with respect to (wrt) , one obtains the dynamics that maximizes it upon presentation of each input, and applying it wrt one obtains the optimal learning update. Within an appropriate parameter range, learning leads to a winner-take-all (WTA) dynamics upon presentation of one of the learned inputs; moreover, when two learned inputs are presented, two winners arise, as depicted in Fig. 4 . This issue is investigated in further detail in Appendix II.
In the previous formulation, each unit in the network is represented by a scalar value, say, by an amplitude. If we allow the units in the network to be oscillatory, each unit is now represented by an amplitude, frequency, and phase of oscillation. If the frequencies of all the units are close together, we can effectively describe each unit in terms of phasors of the form for the lower layer and for the upper layer. Here, and are the phases of the th unit in the lower and upper layers, respectively. Phasors are a convenient way to represent the activity of units in an oscillatory network and will be used henceforth.
We will now introduce a generalization of the objective function, denoted by , which is based on the behavior of these oscillatory units. We show that the maximization of leads to an efficient segmentation of the inputs. For notational convenience, we define the input phasors to be and the output phasors to be . Let be a complex version of the objective function of (1) (4) where is the conjugate transpose operation. Furthermore (5) which is analogous to (2) . Again, this term can be interpreted as the variance of the complex form of the output . We note that the variance of is maximized when the population of values is sparse. Since these are complex variables, the implication is that both the amplitude and phase values are sparse. We now define to be (6) The first term has been defined in (1) and depends only on the amplitude information in the network and not on phase values. The second term involving contains both amplitude and phase values. The coefficient defines the relative weight given to the phase information in the network arising from oscillations. When , (6) reduces to the case of the traditional NN without oscillatory units. The effect of on the performance of the network will be examined in Section VII-A.
An important point is that the elements of the weight matrix in (4) are real valued. This is a departure from some of the methods in the literature that use complex weights, such as [17] , and will be examined in Section IX.
We can gain further insight into the nature of the objective function by regrouping the terms (7) where , , , and . This functional form suggests that we are in the presence of a hybrid Ising/XY model [25] ; further analysis along this line is beyond the scope of this paper and will be developed in future publications.
IV. NETWORK AND LEARNING DYNAMICS
To obtain the network dynamics, we derive the network updates to maximize the objective function over a short-time scale, using the method of gradient ascent. Given the condition of nonnegativity on the amplitudes, we can choose the gradient in polar coordinates (8) Setting for simplicity , we obtain
where and . Equations (9)- (11) describe the instantaneous evolution of the dynamics of the system, given a set of initial conditions. The initial conditions describe the starting values of the amplitudes and phases of the units in the two layers. For instance, the initial values of can be equal to a set of image intensity values in an input scene, the initial values of can be zero, and the phases can be randomized. During this evolution, the weights are kept fixed. In order to maximize the objective function over the entire input ensemble, we perform gradient descent over the synaptic weights with a slower time scale. In other words, the synaptic weights are modified only after settles following the application of (9)- (11). This yields the learning update rule (12) Observe that this is a simple extension of the traditional Hebbian learning rule. The operation of these equations will become clear when we examine a concrete example in Figs. 4 and 5.
V. NETWORK CONFIGURATION
The objective function approach we have described thus far is quite general and it does not depend on a specific network topology. We present here a network to perform dynamical segmentation that implements the dynamics described in Section IV. The activation and phase variables are simply interpreted as oscillating units described by an amplitude and a phase. The phase for a given unit is derived from an ongoing oscillation whose natural period is fixed for that unit. The period for a given unit is randomly drawn from within a small range, chosen to be [2.0, 2.1] ms. The network dynamics determine how the initial amplitudes and phases of the units evolve over time.
The network is designed as follows. 1) A bottom layer receives input from an input signal and consists of dynamical units. The amplitude output of these units is only a function of their inputs, whereas the phase is a function of their natural frequency and feedback interactions with a top layer. 2) A top layer consists of dynamical units that receive inputs from the bottom layer through feedforward connections. For these units, the amplitude and the phase are computed by integrating inputs as a function of their amplitude and their phase difference with respect to the receiving phase.
3) The top layer sends feedback to the bottom layer, which is used to modify only the phase of the bottom layer's units as a function of the incoming amplitudes and phase differences with respect to the receiving phases. This behavior has been described by (9)- (11). The network operates in two stages, learning and performance. Only during the learning stage are the feedforward and feedback connections modified, whereas the inhibitory connections stay fixed throughout. During the learning stage, elements of the input ensemble are presented to the network, upon which the response of the network is dynamically computed. A unit's phase update is the result of its internal frequency and of integrating all feedforward, inhibitory, and feedback inputs, weighted by their amplitude and the receiving unit's amplitude, as well as by a nonlinear function of their relative phases with respect to the receiving unit. For the amplitude update, the incoming amplitudes are weighted by a function of the relative phases and limited by a leakage function of the receiving unit's amplitude.
The rationale for these equations is the following: 1) the effect of feedforward inputs on the amplitude is stronger for synchronized units, 2) excitatory feedforward and feedback connections are such that units that are simultaneously active tend towards phase synchrony, and 3) inhibitory connections tend towards desynchronization; at the same time, they have a stronger depressing effect on the amplitude of synchronized units, and correspondingly, a weaker effect for desynchronized units.
In order to simulate this network, we used the following configuration. The system is organized into two layers as shown in Fig. 1 . The lower layer consists of 8 8 units, each of which receives an image intensity value as input. Each unit in the lower layer is connected to every unit in the upper layer, which consists of 16 units. Furthermore, the units in the upper layer possess lateral connections such that each unit is connected to every other unit. Finally, each unit in the upper layer is connected to every unit in the lower layer through feedback connections. Fig. 2 shows the input images used to test the system. These images are of size 8 8, and possess gray levels in the range 0-255. They represent 16 different 2-D objects such as a square, triangle, cross, circle, etc.
VI. DYNAMICAL SEGMENTATION
We first describe the training paradigm used for the network. Then, we examine the effect of presenting superposed inputs after the training phase is completed. We show that the network is able to achieve separation and segmentation of superposed inputs.
A. Training
The system described in Section V is presented with a randomly chosen image from the set of images in Fig. 2 . The inputs are preprocessed to convert them to zero mean and unit norm. The evolution of the network is determined by the application of (9)- (11) . In order to understand the behavior of this system of equations, we consider Fig. 3 . As can be seen, the amplitude activity in the network reaches a steady state after approximately 200 iterations. The learning rule of (12) is applied only after the network amplitude activity has settled down. We choose a nominal settling period of iterations. We emphasize that the number of iterations is a function of the integration step size. Since the period of oscillation 2 ms and the integration step to compute the updates is 0.1 ms, this effectively implies that the settling period is approximately ten cycles of oscillation. In Section VII-B, we examine the effect of choosing a given settling time on the performance of the network.
Within an appropriate parameter range, learning leads to a WTA dynamics upon presentation of one of the learned inputs. A detailed explanation for this behavior is provided in Appendix II.
This process of presentation of an input object, followed by a settling period and the application of the Hebbian learning rule, is repeated 1000 times. The typical behavior of the system is that a single unit in the output layer emerges as a winner. Furthermore, after the training, a unique winner is associated with each input. Note that the training has proceeded in an unsupervised fashion and that no explicit operation to compute the maximum output value in the network has been performed. The Hebbian learning rule is simply applied to all the weights in the network, regardless of which output unit has the maximum value.
B. Behavior After Training: Superposed Inputs
After training, the system is presented with a superposition of two randomly selected objects from Fig. 2 . Two aspects of the system response are measured. The first aspect is to determine whether the winners for the superposed inputs are related to the winners when the inputs are presented separately. We term this measurement the separation accuracy, which is defined as follows. Let unit in the upper layer be the winner for an input and let unit be the winner for input . If units and in the upper layer are also winners when the input presented is , then we say the separation is performed correctly, otherwise not. The ratio of the total number of correctly separated cases to the total number of cases is the separation accuracy.
We used the following parameters to instantiate the model: , , and ; the natural periods are drawn uniformly from and learning takes place after 20 real-time units or approximately ten cycles. Learning consists of 1000 presentations drawn at random from the training ensemble. The learning rate is reduced with an exponential schedule , where is the presentation number and . The behavior of the system is explained through the following figures. Fig. 4 shows the amplitude and phase responses of the units in the upper layer as a function of time.
When two inputs that have been learned are superposed and presented, we observe that two winners arise, as depicted in Fig. 4 . This behavior is explained in Appendix II. Fig. 5 shows the behavior of the system in phase space using a different visual representation. Inputs 2 and 4 from Fig. 2 were superposed and supplied as the input to the network. The activity of each unit in the network is plotted as a phasor, i.e., a vector with magnitude equal to the amplitude of the unit and angle equal to unit's phase. Initially, the network begins with randomized values for phase in the upper and lower layers and zero amplitude for the upper layer units. After ten iterations, several output units become active, indicated by increasing amplitudes. After 100 iterations, only two output units are active, as indicated by the phasor plot in the third row. (The two active output units correspond to the winners for each of the inputs when separately presented.) After 200 iterations, when the network activity has settled, we observe two active output units, which implies sparse coding in both the amplitude and phase space. There are two clusters in the phase values of the input units. By comparing the histograms of the input unit phase values at the beginning and end, we observe that the distribution of input phases has also become more sparse.
The phase behavior of the system can be understood in more detail through Fig. 6 . Suppose units and in the upper layer are the winners for a presentation consisting of a mixture of two inputs and , indicating that separation has taken place correctly. Here, and , for inputs corresponding to objects 1 and 3. Let the phases of units and in the upper layer be and , respectively. Consider a unit in the lower layer with phase . The behavior of the network is such that the phase of this th unit is usually synchronized with the phase of one of the winners in the upper layer. Fig. 6(a) shows the activity of all the units in the lower layer displayed as a vector field. The magnitude of the vector reflects the amount of activity in the unit and the direction encodes the phase of the unit. The input layer in this case was formed by superposing objects 1 and 3 (rectangle and cross) in Fig. 2 . Fig. 6 (b) and (c) shows the phases of the two winners. As can be seen, units in the lower layer are synchronized with the winners in the upper layer. Furthermore, the units that have similar phase in the lower layer units tend to represent a single object, as can be seen from the silhouettes in the phase image of Fig. 6(a) . In order to make this phenomenon more apparent, we display the segmented lower layer as follows. We display those units in the lower layer that are synchronized with the first winner in the upper layer. We allow a zone of synchronization, which is calculated as follows. Let be a measure of the difference between the phase of an upper layer unit and a lower layer unit. (The cosine function is used to avoid the problem of taking the difference between two circular variables.) A value of represents perfect synchronization, represents no synchronization, and represents perfect antisynchronization. For the purpose of illustration, we assume that a value of represents synchronization. The units in the lower layer that are synchronized with the first winner in the upper layer are shown in Fig. 6 (d) and those synchronized with the second winner are shown in Fig. 6(e) . Fig. 6(d) shows that the phases of those lower layer members that represent object 1 are synchronized with the upper layer winner that also represents object 1. The upper layer winner for object 3 is synchronized with lower layer units that represent object 3.
Similarly, Fig. 7(a) shows the activity in the lower layer for a superposition of objects 3 and 4. The two winners in the upper layer again represent objects 3 and 4 and are also synchronized with the lower lever units that correspond to these same objects.
The implication of this result is that the phase information can be used to convey relationship information between different layers in a hierarchy. Thus, if some action is needed to be taken based on the identification of a certain object at a higher layer, the phase information provides information about where that object is localized in the lower layer. This is the essence of the binding problem as explained in Section I. For instance, suppose the presentation of an input image in visual area V1 of the cortex causes a unit in area IT (inferior temporal cortex) to fire Fig. 5 . Evolution of amplitudes and phases of the units in the system. The first column shows the phasors for the output layer units. The second column shows the phasors for the input layer units. The third column shows the histograms for the phases of the input layer units, using six bins to quantize the range 0-360 . Each row captures the network activity at a given iteration number. The first row is for iteration 0, followed by iteration 10, iteration 100, and finally, the last row represents iteration 200. [26] , indicating the presence of certain objects. Let us suppose that the prefrontal cortex generates a behavior that instructs the motor cortex to pick up a specific object. The motor cortex can infer the exact location of the object by utilizing the phase synchronization (binding) information that is jointly possessed by the high-level object representation in area IT and the low-level units in area V1. Without this binding information, the precise location of the desired object cannot be identified.
VII. SYSTEM PERFORMANCE
The phase relationship between the layers is not always as crisp as indicated in Fig. 6 . The accuracy of phase segmenta- tion can be measured by computing the fraction of the units of the lower layer that correspond to a given object and are within some tolerance of the phase of the upper layer unit that represents the same object.
We conducted trials to determine the accuracy of the system in performing separation and segmentation. The entire network was randomized and inputs were presented individually during the training phase. Once the network was trained, its performance for separation and segmentation was measured for 100 pairs of randomly selected inputs. This entire process was repeated 100 times. This enables us to measure the standard deviations of the accuracy estimates reliably.
A. Effect of Varying on Performance
The parameter in (6) controls the weight given to the phase update equations. When , this reduces to a traditional NN without oscillations. We examine the effect of varying the on the performance of the network and the results are summarized in Fig. 8 . The parameter was varied from to . The separation accuracy of the network is reasonable even when and improves as is increased. However, the segmentation accuracy is poor at low values of , indicating that the phase information is crucial for performing accurate segmentation. As observed earlier, the phases of the units provide a source of information that is independent of the amplitude, and this allows the units of the network to perform associations between the winners in the upper layer and the members of the lower layer that gave rise to specific winners. Finally, observe that as is increased beyond 1.0, the performance of the network degrades. This is because too much weight is being placed on the phase information and insufficient weight is given to the amplitude information. This suggests that optimal network performance is achieved when both phase and amplitude information are used in tandem.
B. Effect of Settling Time on Performance
In Section IV, we presented the update equations that are applied to the network at each iteration and mentioned that the network is allowed to settle for iterations before applying the Hebbian learning rule of (12) . We examined the effect of varying the settling time on the performance of the network and the results are summarized in Fig. 9 . The settling time was varied from to in powers of two. The network performs poorly when the learning rule is applied before the amplitudes are allowed to settle. As the number of settling iterations increases, the performance increases before beginning to plateau. Significantly more computation time is required for higher settling periods . Hence, our choice of represents a tradeoff between reasonable computation time and accuracy of network performance.
C. System Behavior With Noisy Inputs
We investigated the sensitivity of the network with respect to additive noise. The network was initially trained with noise- free inputs, as shown in Fig. 2 . Then, increasing amounts of additive noise were added to the inputs and the performance of the network was measured. We used two noise distributions: Gaussian and uniform noise.
For additive Gaussian noise, the noise at a given image pixel is generated by multiplying a random number drawn from a zero-mean unit variance distribution with a noise fraction . Values of ranged from 2.5% to 50% of the maximum input value. The inputs were remapped by adding an offset equal to the smallest negative value to make them positive, and then renormalized to the range . Fig. 10 shows the separation and segmentation accuracy of the network as a function of the percentage of additive Gaussian noise. As done earlier, 100 trials were used to generate each point in the graph.
For additive uniform noise, the noise at a given image pixel is generated by multiplying a random number drawn from a uniform distribution in the range with a noise fraction . As before, values of ranged from 2.5% to 50% of the maximum input value. The inputs were renormalized to the range. Fig. 11 shows the separation and segmentation accuracy of the network as a function of the percentage of additive Gaussian noise. As done earlier, 100 trials were used to generate each point in the graph.
The network is fairly robust in the presence of low to moderate levels of noise. As the noise level increases substantially, the performance degrades markedly, which is to be expected.
The segmentation accuracy appears to show less degradation in the presence of increasing noise. The reason for this is that the segmentation is measured only for cases that exhibit correct separation. Thus, given that two inputs are correctly separated, the constituents of those inputs are typically well segmented, with an accuracy of greater than 75% in most cases. We compare Figs. 10 and 11. For a noise level at a given percentage of the input, Gaussian noise distorts the input less than uniform noise, and hence, the performance of the system is relatively superior in the presence of Gaussian noise.
D. Comparison With Other Approaches
We also compare the performance of our system with respect to a Kohonen network used as a vector quantizer (VQ), where the neighborhood size is zero. Our results show that the performance of our oscillatory network model is comparable to that of a Kohonen VQ for classification and separation. Furthermore, the degradation of the system performance of the two systems is very similar in the presence of increasing additive Gaussian noise for both these tasks. 12 shows the variation of separation accuracy with respect to the amount of additive Gaussian noise added to the inputs. This figure shows that the performance of the oscillatory network is comparable to that of the WTA network. Even though the oscillatory network is performing additional computation in order to achieve segmentation, it does not affect the ability of the network to separate mixtures of inputs. In other words, we do not have to give up the basic functionality of separation in order to achieve the more advanced functionality of segmentation, which the WTA network is not able to do; so the capabilities of separation and segmentation do not have to be traded off against each other, which is a distinct advantage of our method. Often, in the design of systems, the addition of new capabilities has to be traded off against existing capabilities. Our oscillatory model is more complex than a Kohonen VQ; this complexity is required to solve the problem of binding lower and higher level features in the presence of multiple objects. We conclude that our system can achieve efficient segmentation without compromising the basic capabilities of classification and separation.
Though it is difficult to make direct comparisons with other approaches, we can determine the relative degradation of the performance with respect to a baseline performance in the absence of noise. We compare our results with those obtained by Lee [21] who has performed such experiments. Lee's model showed a degradation of 8.7% in the correct recognition rate in the presence of a 10% noise level. The neural oscillatory elastic graph matching (NOEGM) model [21, p. 1239 ] showed a degradation of 25.9% for the same level of noise. Our system shows a performance degradation of 19% in separation accuracy and a degradation of 11% in segmentation accuracy for a 10% noise level.
E. Geometric Distortions
The network as presented in this paper is sensitive to geometric distortions of the input, such as translation, scale, and rotation variations. One approach to improving the system performance, say, in achieving translation invariance, is to use multiple layers, as compared with the two-layer system in this paper. Indeed, such an architecture exists in the human brain where units in successively higher layers in the visual pathway possess larger receptive fields such that at the highest level, in the inferior temporal cortex [26] , units respond to objects in a translation invariant manner.
Another approach is to use the temporal domain in training the network. Instead of learning to represent objects in static locations, the learning takes place as the object is undergoing geometric distortion such as translation. This allows the categorization of the object at one location to be related to translated versions of the same object. We have been able to demonstrate limited translational variance [27] with such an approach. The main idea is to use a trace learning rule, as proposed by Wallis [28] , which allows associations to be formed between translated versions of a given object.
Let us define a moving average , calculated as follows: (13) where denotes a moving average of the value and . The Hebbian learning rule in (12) is modified to use as follows: (14) The effect of the trace learning rule is to establish equivalence between translated versions of an object. In [27] , we show that it is possible to obtain translation invariance of pixels for 8 8 objects (i.e., for displacements of 37.5% of the image size) as shown in Fig. 2 .
Though these early results are promising, further research is required to make the network more robust to geometric distortions and this topic is outside the scope of this paper. It is also possible to derive rotation, scale, and translation invariant features through the use of special processing of the input such as the use of Zernike moments in mutlilayer networks as shown in [29] . The techniques presented in this paper could be extended to multilayer networks and then combined with approaches to achieve invariance as presented in [29] . Another possibility is to use amplitude information in the feedback connections. An early investigation in this direction is presented in [30] .
Other researchers, e.g., [21] , have mentioned that they are extending oscillatory networks to handle complex scene analysis, including problems such as invariance. However, results have yet to be reported.
F. Experiments With More Complex Images
We used a more complex data set, shown in Fig. 13 . The images are of size 32 32 and two of them contain real facial image data. The size of the output layer was 4 4 units, as before, and the same parameters were used to instantiate the model as described in Section VI-B. Fig. 14 illustrates the behavior of phases in the upper and lower layer of the network for a superposition of objects 1 and 4. The objects consist of a face and a pair of glasses. The winners in the upper layer are almost perfectly out of phase, which is desirable. The phases of the lower layer units are grouped into two populations, those synchronized with the face and glasses, respectively, which is also desirable. Though the spatial locations of the lower layer phases matched to the winner representing the glasses agree with the locations of the pixels representing the glasses, there are spurious matches to locations corresponding to the face. The separation accuracy for this set of input images is 48.4%, and the segmentation accuracy is 41%. The separation and segmentation accuracy for this set of inputs is lower than obtained for the simpler class of inputs and it is likely due to the more complex nature of the input objects.
This experiment shows that additional capabilities may need to be introduced into our model to make it work with larger, more complex images. A promising direction to explore is the incorporation of amplitude in the feedback connections, as explored in [30] . In addition, it may be necessary to increase the number of layers in the network from two to three or more to effectively utilize feedback information. We would also like to point out that we do not perform any additional preprocessing of the images, such as Laplacian filtering, edge detection, or feature extraction as is the norm in most image recognition applications. Our computations are performed directly on the original image. It is likely that better results may be obtained with special feature extraction steps. Furthermore, we use an unsupervised learning framework, in contrast to supervised learning paradigms used in typical object recognition tasks.
VIII. NEURAL DYNAMICS AND BIOLOGICAL CONSTRAINTS
It is possible to map the abstract network equations presented in Section VII to realistic neural dynamics. Neural oscillations have been described in terms of field dynamics of small ensembles of locally interacting neurons, exemplified by the cortical dynamics derived by Wilson and Cowan [31] (15) (16) where and are the excitatory and inhibitory local populations, and are external inputs, and is a monotonic function. The presence of generalized oscillations in the range of 40 Hz has been documented in a large number of experiments, in particular, related to sensory processing and recognition. Interestingly, the Wilson-Cowan equations can generate oscillations under a wide range of conditions, and in particular, they can create type-II oscillations [32] , so that the frequency of oscillation is relatively constant as a function of the input. The possibility of defining phases is predicated upon the existence of oscillations. This implies that the phase equations will include an additional term , where the first term is the previously determined interaction term and the second one is the natural frequency of the oscillations. However, if we assume that these natural frequencies are sufficiently similar, the effect on the gradient ascent of the objective function is negligible. The additional component of the online energy change is (17) (18) The interaction terms in the update equations can be understood also in biological terms. We assume that the receiving ensemble is oscillating at a frequency similar to that of the forcing, so that the phase of the receiving ensemble changes slowly relative to the forcing phase; moreover, we interpret the amplitude as representing the oscillating rate of the ensemble. Therefore, an instantaneous description of the ensemble and the forcing can be approximated by and , respectively, where is the (slowly varying) phase difference between the ensemble and the forcing. We can compute then the average change over a cycle as (19) The rationale is as follows: For an ensemble of spiking or threshold elements with leakage, to a first order, the change in rate is proportional to the average forcing amplitude, and to a second order, to the coincidence between the forcing and the proximity to threshold. Thus, the forcing has the strongest effect when it peaks near the state at which the ensemble is closer in average to the threshold. Similarly, the phase change is proportional to the difference between the forcing's and ensemble's rate derivative times the ensemble's rate (20) From (19) , we obtain , where and, from (20) , . Indeed, simulations based on (8) show that the dynamical equations derived in Section IV are a reasonable approximation to the ensemble behavior, within a range of parameters. Further considerations are beyond the scope of this paper.
Finally, for biological considerations, one can interpret that in (11) (update of the input layer's phase), the weight matrix is replaced by a new set of feedback connections . This will indeed be the case: Given that the Hebbian learning rule (12) is symmetric in its arguments, .
IX. DISCUSSION
We have shown that the approach derived from the simple objective function in (6) can do the following: 1) provide very simple neural dynamical and learning rules, 2) achieve good computational results in solving the segmentation problem, and 3) provide a reasonable biological interpretation of segmentation, including the ability of the network to behave without supervision. Moreover, the scheme presented here lends itself relatively easily to generalizations, in particular, by extending the feedback connections to affect not only the phase of lower units, but also their amplitude. We are indeed working towards an integrated model to account for both segmentation and inference in the presence of partial information [30] . We have also shown the ability of the network presented in this paper to achieve translation invariant encoding of objects, with a minor modification to the learning rule [27] .
While building on previous work, the system presented in this paper significantly improves existing formulations by simplifying the network architecture required, presenting a simple objective function to understand the system behavior and demonstrating the ability to solve separation and segmentation problems in an unsupervised manner.
A. Practical Considerations
The oscillatory network model presented in this paper is able to perform both separation and segmentation of mixtures. The ability to perform segmentation arises from the use of oscillations, which are computationally expensive to simulate. Indeed, this has been the experience of other researchers as well, which has prompted the investigation of oscillator-based hardware solutions [33] . We have chosen to implement the system on a parallel platform, an IBM p690 shared memory machine with 24 processors. The parallelization of the code was performed with the pthreads library.
We used small images in order to demonstrate that an optimization approach can be used to tackle the binding problem. Further research needs to be undertaken to scale the model up to more realistic image sizes and content. We also observe that one of the requirements imposed on our model was that it should function in an unsupervised manner, due to our desire to explain biological phenomena. Systems of practical nature designed to solve specific problems such as image retrieval may not have such a requirement, which means they can use alternate learning methods such as supervised learning to achieve superior performance. At the same time, practical systems for image retrieval may not need to solve the binding problem because the actions they undertake may not require identification of the inputs that caused a certain classification to arise. For instance, the reporting of a class label would constitute a satisfactory action.
Though the temporal domain may be essential in solving the binding problem [2] , the creation of robust systems that utilize NN-based temporal approaches remains a significant challenge. This challenge can be addressed by creating the right formalization to study and model temporal NNs and also engaging in detailed experimentation to evaluate and improve the implementation of the models.
X. CONCLUSION
In this paper, we presented a biologically motivated network configuration aimed at addressing the binding problem. The system requirements are that it learns in an unsupervised fashion and is able to separate and segment mixtures of inputs that have been learned. By meeting these requirements, we address an important aspect of development in the HVS, where learning is initially unsupervised and the ability to recognize and segment superposed objects is essential for interactions with the real world.
Oscillatory networks have been investigated as a possible solution to the binding problem. We presented an optimization approach to state the desired behavior of an oscillatory network. The network dynamics are derived in a principled manner by using an objective function that rewards sparse encoding of an input space. We showed that the network dynamics can be implemented in a simple network, and demonstrated its performance in terms of binding through phase synchronization. The sparseness of encoding was demonstrated with real visual inputs. The network is able to separate and segment mixtures of inputs that have been learned in an unsupervised manner, and is able to cope with a considerable degree of spatial overlap of the inputs.
In summary, our model presents many interesting novel features with a rich potential for formalization and generalization. There are several fruitful extensions of our model, which we have begun pursuing [27] , [30] . Further work needs to be done to investigate the robustness of oscillatory networks in the handling of geometric distortions.
APPENDIX I NORMALIZATION CONSTRAINT
Imposing normalization on the synaptic weights and whitening of the inputs, it is easy to see that the third term in (1) can be dropped. Applying gradient descent on the synaptic vectors, we find . The normalization constraint implies and . Given the normalization constraint on the synaptic vectors and , , and therefore, , so that the objective function can be simplified as , assuming that synaptic normalization is imposed during the maximization process.
APPENDIX II WTA DYNAMICS
The dynamics derived from (1) result in the emergence of a unique winner after learning and at least two winners when two inputs are superimposed, as shown in Fig. 4 . To understand this, we start by writing , where is the input to unit . In steady state, ; let us assume that, for the maximal input, , and therefore, . In this case, the condition for stability implies , or equivalently, ; this condition can be achieved if the weight vectors are properly aligned after learning.
When two vectors are presented to the network after learning, a similar analysis shows that the solution of two winners is a stable one, provided that .
