Abstract. In this paper, we study deterministic dynamic lot-sizing problems with service level constraints on the total number of periods in which backorders can occur over the finite planning horizon. We give a natural mixed integer programming formulation for the single item problem (LS-SL-I) and study the structure of its solution. We show that an optimal solution to this problem can be found in O(n 2 κ) time, where n is the planning horizon and κ = O(n) is the maximum number of periods in which demand can be backordered. Using the proposed shortest path algorithms, we develop alternative tight extended formulations for LS-SL-I and one of its relaxations, which we refer to as uncapacitated lot sizing with setups for stocks and backlogs. We show that this relaxation also appears as a substructure in a lot-sizing problem which limits the total amount of a period's demand met from a later period, across all periods. We report computational results that compare the natural and extended formulations on multi-item service-level constrained instances.
Introduction
Suppliers are often expected to sign service level contracts with their customers to limit orders that are not shipped on time. Late shipments can be extremely disruptive to downstream businesses and frequent stock-outs can result in significant loss of customer goodwill. Suppliers often find it difficult to estimate such intangible components of their backorder costs. Thus, constraints such as the Type-I service level, which limit the proportion of time demand is backlogged, are increasingly used in practice [10] . In this paper, we study a deterministic uncapacitated lot-sizing problem with such a service level constraint, which we refer to as lot sizing with Type-I service levels (LS-SL-I). The duration of the service contract (i.e., the planning horizon) is n. The problem is to determine the lowest cost replenishment plan that meets the demand over the horizon at a predetermined service level, τ , where τ is defined as the proportion of time the demand is met over the horizon (ready rate). In other words, letting κ = (1 − τ )n , the service level constraint stipulates that backorders occur in no more than κ out of the n periods. In addition, we consider a commonly used alternative service measure referred to as the Type-II service, which ensures that the percentage of demand met on time (fill rate) is above a predetermined threshold, γ. In contrast to Type-I service, Type-II service levels limit the quantity, not the frequency, of stock-outs.
In a dynamic environment, especially with seasonality and fluctuating energy prices, demands and production costs are time-varying. In such environments, even if the dynamic demands and costs are known with certainty, it might be economical to backorder part of the demand in periods when the costs are deemed too high. Similarly, in multi-item capacitated problems, the demand of a less profitable item (or a lower priority customer) may be backordered so that the demand of another item or customer is fulfilled on time. Traditionally, in deterministic inventory management models, such situations are dealt exclusively by the 1 introduction of shortage penalties [17, 18] , which suffer from difficulties in their accurate estimation. While service level constraints have been studied in stochastic inventory control theory (c.f. [10, 1] ), most of these models consider service levels within a replenishment cycle. In contrast, our models account for service levels for entire planning horizon. To the best of our knowledge, there is no earlier work on incorporating service level considerations to deterministic dynamic lot-sizing problems.
1.1. Related Literature. Wagner and Whitin [15] , in their seminal paper, identify the structure of solutions and propose a dynamic programming algorithm for the uncapacitated lot-sizing problem without backlogging (ULS). Their work sparked interest in the study of a variety of lot-sizing problems. We refer the reader to [12] for an overview of mixed-integer programming approaches to lot-sizing problems.
Zangwill [17, 18] provides algorithms for the uncapacitated lot-sizing problem with backlogging (ULSB). In particular, [17] considers the case where the number of consecutive backlogs is limited. This problem can be modeled and solved easily using the O(n 2 ) dynamic program for ULSB. In contrast, in LS-SL-I, the total number of backorders in the horizon (not necessarily consecutive) is limited. As a result, LS-SL-I ensures a higher service level than the lot-sizing problem described in [17] .
Eppen and Martin [4] derive strong extended formulations based on the shortest path formulation of various lot-sizing problems. Krarup and Bilde [7] propose the so-called facility location reformulation for ULS that solves the problem as a linear program. Pochet and Wolsey [11] propose linear programming reformulations and strong valid inequalities for ULSB. However, these inequalities are insufficient to describe the convex hull of solutions to the ULSB. More recently, Küçükyavuz and Pochet [8] propose a class of valid inequalities that subsume the inequalities of [11] and give the convex hull of solutions to the ULSB. Finally, van Vyve and Ortega [14] study an uncapacitated lot-sizing problem with no backlogs and fixed charges for carrying stocks (ULSW). They propose alternative extended formulations and valid inequalities that give the convex hull in the natural space. Traditionally, extended formulations have not been used directly in the solution of mixed-integer programs due to their large size, however, Wolsey [16] and Miller and Wolsey [9] make the case for using extended formulations directly in solving some classes of multi-item lot-sizing problems.
1.2.
Outline. First, we consider models for Type-I service in Section 2. In Section 2.1, we give a polynomialtime algorithm for LS-SL-I, based on a shortest path representation of the problem, which yields a tight and compact extended formulation for LS-SL-I. In Section 2.2, we develop alternative extended formulations for a relaxation of LS-SL-I, which we refer to as uncapacitated lot sizing with stock and backorder fixed costs (ULSBW). In Section 2.3 we present the results of our computational experiments on multi-item, capacitated, Type-I service-level constrained instances that demonstrate the effectiveness of the proposed reformulation. In Section 3 we consider formulations for lot sizing with Type-II constraints. Finally, in Section 4 we discuss open problems and an application of this model in a stochastic demand setting.
Type-I Service Levels
Consider a multi-item lot-sizing problem with Type-I service level constraints (MI-LS-SL-I), where m represents the number of items. Let d it ≥ 0 denote the known demand for item i = 1, . . . , m in period t = 1, . . . , n and d ikt := t j=k d ij for k ≤ t (d ikt = 0 otherwise). Let f it and a it denote the order and stock fixed charge of item i in period t, respectively. Let c it and h it denote the unit cost of ordering and holding item i in period t, respectively. Throughout the paper, we make the realistic assumption that all costs are non-negative. Let x it , w it , u it be 1 if production, stock or backlog for item i takes place in period t, respectively and 0 otherwise; and y it , s it , r it be the amount of item i produced, stocked and backlogged in period t, respectively. Throughout, we let [k, j] denote the interval {k,
Without loss of generality, we assume that the starting and ending stocks and backlogs are zero.
Then MI-LS-SL-I is given by:
(1)
(x, y, w, s, u, r) ∈ X ,
where X represents additional restrictions, such as capacity constraints, that capture the interaction between the multiple items. The objective (1) is to minimize the total cost of production and stocks. Equations (2) are flow balance constraints. Constraints (3)-(5) are setup constraints for production, stocks and backlogs, respectively. Inequality (6) is the service level constraint for each item, which limits the number of stockouts over the horizon. Note that if there exist measurable components for shortage fixed costs b t or unit backorder costs g t , they can easily be incorporated into the objective. However, we ignore such costs in this paper.
Observe that without additional restrictions given by X , the problem decomposes into single item lotsizing problem with a service level constraint, denoted by LS-SL-I. In this paper, we propose alternative formulations for the LS-SL-I substructure given by (2)-(9) for m = 1. Therefore, in the rest of the discussion, we drop the item index i from all costs and variables. In Section 4 we also show that LS-SL-I has a natural extension to a stochastic lot-sizing problem with Type-I service level constraint.
To motivate our model with service levels and compare it with a model that assumes shortage penalties, we give a small single-item example. Example 1. To keep the example simple, we let n = 5 and τ = 0.5 (i.e., κ = 2). An example with a more realistic service level τ can be constructed for a higher value of n. The problem data is given in Table 1 .
Include Table 1 about here The company estimates their shortage costs as g = (15, 15, 15, 14, 18) . Note that at each time period the shortage cost is greater than the holding cost. Let the optimal solution of a model using the shortage penalties instead of service levels be denoted by ULSB (uncapacitated lot sizing with backlogging). Also let the optimal solution without the artificial shortage cost, but with service level constraints be denoted by LS-SL-I. Then the optimal solutions are given in Table 2 .
Include Table 2 about here Note that with ULSB, there are more time periods with a stock-out. In fact, determining the right penalties to achieve a service level, τ , is a difficult inverse mixed-integer program.
2.1. Solution Algorithm. Throughout, we let X F denote the set of solutions to a formulation F. For example, X LS−SL−I denotes the set of solutions to the single-item problem defined by (2)-(9) for m = 1. Let Q = clconv(X LS−SL−I ), where clconv(X) denotes the closure of the convex hull of set X. Next we describe the structure of the extreme point solutions of Q and show that they are a concatenation of regeneration intervals (c.f.
[18]) of the form {i, j, k} with i ≤ j ≤ k, where the incoming stock and outgoing backorder in period i and the outgoing stock and incoming backorder in period k are zero. The production in period j satisfies its own demand and the demand backlogged in periods i through j − 1, and the demand in periods j + 1 through k from stocks. Let N = [1, n]. Proposition 1. The extreme points of Q are of the following form: For
. . , j l }; x j = 1, ∀j ∈ {j 1 , j 2 , . . . , j l } ∪ I 1 , where I 1 ⊆ N \ {j 1 , j 2 , . . . , j l } and x j = 0 for all other j, s j r j = 0 for j ∈ N ; u j = 1, ∀j ∈ U ∪ I 2 , where I 2 ⊆ N \U and u j = 0 for all other j; w j = 1, ∀j ∈ W ∪ I 3 , where I 3 ⊆ N \W, w j = 0 for all other j; and |I 2 ∪ U | ≤ κ.
Proof. Note that Proposition 1 is equivalent to stating that in an extreme point solution s t−1 y t = s t−1 r t = s t r t = y t r t = 0 for all t ∈ [1, n]. The proof follows similarly to that of [18] . We will only show that y t r t = 0 for all t ∈ [1, n]. For contradiction, suppose that x = (x, y, w, s, u, r) is an extreme point of Q for which y t r t > 0 for some t ∈ [1, n]. Let j > t be the first period after t with y j > 0 (j exists as r t > 0). Consider the feasible solution x 1 = (x, y 1 , w, s, u, r 1 ) obtained by letting y
, for an infinitesimally small ε > 0, where all other components of x 1 and x 2 are the same as those of x. Note that x 1 and x 2 are both feasible, and x =
, which contradicts the assumption that x is an extreme point. The proof of the statement that in all extreme points of Q, we have s t−1 y t = s t−1 r t = 0 for all t ∈ [1, n] is similar.
Using the structure of optimal solutions, we develop a polynomial-time algorithm to solve LS-SL-I. To ease the exposition, we assume that d t > 0 for all t ∈ [1, n] throughout. Our results hold without this assumption, with minor modifications. Proposition 2. LS-SL-I can be solved in O(n 2 κ) time.
Proof. Note that, by assumption, g t = 0, h t ≥ 0 for all t ∈ [1, n]. Therefore, there exists a bounded optimal solution. We give a shortest path formulation of the problem as depicted in Figure 1 for n = 3, κ = 2. Let (α) + := max{0, α}. In this shortest path network, there are three types of nodes for each time period i and for each value of remaining backorders allowed j: (i, j); (i , j); and (i , j),
The source node is (1, κ), representing that κ backorder periods are allowed starting from time period 1. In addition, there is a dummy (sink) node n + 1, which is a conglomeration of nodes (n + 1, j) for all
, which represents producing in period k to satisfy demands in periods
A path visiting this arc represents production in period i. Finally, there exists an inventory arc from
Such an arc represents producing in period i to satisfy demands in periods Figure 1 , the path (1, 2) → (2 , 1) → (2 , 1) → (4, 1) =: 4 represents a regeneration interval {1, 2, 3}, where production occurs in period 2 to satisfy demands in periods [1, 3] .
Include Figure 1 about here There are O(nκ) nodes in this network, where κ is O(n). There are O(n) outgoing arcs per node. As the resulting shortest path network is a directed acyclic graph, an optimal solution can be found in O(n 2 κ) time.
Finally, note that with appropriate preprocessing, all arc costs can be calculated in O(n 2 κ) time in total. In the preprocessing stage, with one forward pass, we calculate d 1j , a 1j , h 1j for all j ∈ [1, n], where
To see this, note that for a given i, starting from
Note that the assumption that d t > 0 for all t ∈ [1, n] can be relaxed with appropriate modifications. Suppose that there exists t
− . A similar update should be made for the costs of the inventory arcs if there exists zero demand in some periods. Next, we give an O(n 2 κ) extended formulation for the case with positive demands.
Let 
Consider the feasible set, X SP −SL , given by the following extended formulation (SP-SL):
Theorem 3. The extended formulation SP-SL provides a solution to LS-SL-I, when
Proof. The proof follows from [4] . The extended formulation includes the flow balance equations (11)- (15) for the shortest path problem in Proposition 2 for nodes (1, κ), (i, j), (i , j), (i , j) and (n + 1, j), respectively. So they give integral (ψ, ρ, z). Constraints (16)- (21) define the relationship between the original variables and the new variables. For ease of exposition, we introduce variables for some arcs that do not exist, and set their values to zero in equations (22)- (24). The inventory setup variable w t , when zero, blocks any flow on arcs corresponding to the variables
and therefore for a t > 0, (20) holds at equality. In addition, because we assume that b t = 0, we may have u t = 1 even if the right-hand-side of (21) is zero, but this does not affect the objective function. If this is the case, we postprocess the solution of SP-SL and let such u t = 0, so that constraint (6) is not violated. As a result, (x, u, w) is also integral.
2.2.
A Relaxation: Uncapacitated Lot Sizing with Setups for Stocks and Backorders. We now study the problem obtained by relaxing the service level constraint (6), which we refer to as uncapacitated lot sizing with setups for stocks and backorders (ULSBW). Although SP-SL is a tight formulation for LS-SL, in our computational study (see Section 2.3), the SP-SL formulation turned out to be too large for some of the larger capacitated multi-item instances that we generated. One of our motivations to study ULSBW is to develop an extended formulation that has a smaller representation than SP-SL, and use this strong extended formulation as a relaxation to solve difficult capacitated multi-item lot sizing problem with service levels. ULSBW is an interesting problem in its own right, as it generalizes the uncapacitated lot sizing problem with backlogging studied in [11] and the uncapacitated lot sizing problem with stock fixed costs studied in [14] . Moreover, ULSBW also appears as a substructure in the Type-II service level model discussed in Section 3. Let X U LSBW denote the set of solutions obtained by relaxing (6) from the constraints (2)- (9) . Also let S = clconv(X U LSBW ). The extreme point structure of S is given in Proposition 1 with κ = n. We observe that ULSBW has a familiar single source fixed charge network flow structure. Figure 2 illustrates the network for a 5-period instance. In the figure, node 0 represents the source node and nodes 1 through 5 represent the demand nodes. There are three categories of arcs: production, stock and backlog, with the corresponding variables for period 1 indicated in Figure 2 .
Include Figure 2 about here
The shortest path network for ULSBW, depicted in Figure 3 , is a simplification of the LS-SL-I shortest path network (Figure 1 ) in which κ = n, so we do not keep track of the number of periods in which backorders take place. In addition, this shortest path network is similar to that of [11] for the uncapacitated lot sizing problem with backlogging (ULSB) without setups for stocks or backorders. However, the arc costs are different due to presence of setups on stocks and backorders.
We define the following variables for the shortest path formulation: ψ tl is 1 if production in period t satisfies demand up to period l, l ≤ t and zero otherwise. ρ tl is 1 if production in period t satisfies demand up to period l ≥ t and zero otherwise and z tt is 1 if production in period t satisfies demand in t and zero otherwise.
The shortest path extended formulation (SP) for ULSBW can be written as follows:
Include Figure 3 about here Note that this formulation follows from the shortest path formulation of ULSB [11] with the additional inequalities (29)-(30). Also note that since we are interested in the feasible set X U LSBW , we drop the objective function from the formulations for ULSBW. Constraints (25)-(28) are flow balance equations for the shortest path network for ULSBW. Let x = (x, y, w, s, u, r) and proj v (Y ) denote the projection of the set Y on to the space of the v-variables. Following similar arguments to Theorem 3, we have the following result.
Next, we let z kt = n l=t ρ kl , k ≤ t and z kt = t l=1 ψ kl , k ≥ t as in [11] . Note that this definition implies that ρ kt = z kt − z k,t+1 for k ≤ t and ψ kt = z kt − z k,t−1 for k ≥ t. Substituting for ρ kt and ψ kt in equation
We also note that ψ l1 = z l1 , l ∈ [1, n] and equation (25) in SP can be written as
Combining equations (31) and (32) we can eliminate ψ kt and ρ kt from SP to obtain the following formulation, which we denote by SPR:
y, r, s ≥ 0,
Here, the variables z kt determine the fraction of demand in period t satisfied from period k. It immediately follows that, SPR, obtained through a change of variables, is also a tight extended formulation for ULSBW.
Now that we established that an optimal solution satisfies inequalities (40)-(41), the fact that SPR is a tight extended formulation for ULSBW also follows from [2] .
Consider the following constraints,
It is easy to verify that if the constraints (37)-(41) are dropped from the SPR formulation and the constraints (45)-(47) are introduced, we obtain a relaxation of SPR. We call this relaxation the facility location (FL) formulation, because when w = 1 and u = 0, constraint (46) is redundant and backlogging does not occur. Therefore, we obtain the facility location formulation of Krarup and Bilde [7] proposed for the basic uncapacitated lot-sizing problem (ULS) without backlogging and without fixed charges on stocks. Krarup and Bilde [7] give sufficient conditions for their facility location formulation to be tight for ULS, however, their proof does not extend in the presence of (w, u) ∈ {0, 1} 2n and constraints (46) 
Proof. The proof is provided in Appendix A.
With a change of variables, the FL formulation is equivalent to the so-called multi-commodity reformulation. Whether the facility location formulation is tight for ULSBW is an open problem. If FL and thus the corresponding multi-commodity formulations are tight for ULSBW, then from the result of Rardin and Wolsey [13] it follows that multi-dicut inequalities obtained from the projection of the multi-commodity formulation are enough to solve the problem as a linear program, when all costs are nonnegative.
We end this section by noting that adding the cardinality constraint (6) to SP or SPR may give fractional optimal solutions.
Computations. In this section, we test the effectiveness of using the SPR extended formulation of ULSBW in solving multi-item lot-sizing instances with service levels (MI-LS-SL-I) given by (2)-(10).
In particular, we let X be defined by the constraints
where setup for only one item is allowed in a period. In our experimental setup, we consider alternative time horizons n ∈ {60, 120} and number of items m ∈ {3, 5}. The demands are generated from a discrete uniform distribution on the interval [10, 300]. We consider three service level parameters, π ∈ {10, 25, 40} percent of the planning horizon, so π = (1 − τ )100.
Recall that κ = (1 − τ )n . Unit inventory and production costs are generated using a discrete uniform distribution on the intervals [1, 5] and [1, 10] , respectively. We let β denote the ratio of fixed and variable production costs and consider four different values, i.e., β ∈ {500, 1000, 2500, 5000} and f t = βc t for t ∈ [1, n]. Also, we let a t = 0 for t ∈ [1, n]. Note that in models with service level restrictions, backlogging costs are often assumed to be immeasurable and are set to zero [10] . In contrast, backlogging models without service levels assume g t > h t , so that g t is a "large enough" penalty including the intangible loss-of-goodwill cost to ensure an acceptable level of service.
For each combination of n, m, β, π we generate five instances and report averages. The problem instances are available at http://ise.osu.edu/ISEFaculty/kucukyavuz/data/dls-sl_instances.zip. One of our instances, called lotsize, also appears in the challenge category of MIPLIB 2010 [6] . We conduct all the experiments on a 2.66 GHz Intel Q9450 Core 2 Quad CPU with 4GB RAM. We use IBM ILOG CPLEX 12.2 as the MIP solver and impose a one hour time limit. We turn off CPLEX's parallel mode and use a single thread for the MIP solves. The remaining CPLEX parameters are set to their default values. We note that the default MIP GAP tolerance used by CPLEX is 10 −4 , so the instances that reach an integral solution with an end gap of 0.01% are considered optimal.
In Tables 3 and 4 (for n = 60 and 120, respectively), we compare the strength of the natural formulation MI-LS-SL-I, and that of the SPR extended formulation for each item. In columns S Gap, we report the average integrality gap, which is 100 × (zub − zinit)/zub, where zinit is the objective value of the initial LP relaxation and zub is the objective value of the best integer solution. In columns E Gap, we report the end gap at termination, which is 100 × (zub − zbest)/zub, where zbest is the best lower bound available. Columns T (sec) and Nodes compare the solution time (in seconds), and the average number of branchand-cut tree nodes explored, respectively. Tables 3-4 clearly illustrate that the natural formulation of the test problems is very weak with over 70% initial gap for most instances. As a result, a majority of the instances cannot be solved within an hour and thousands of branch-and-cut nodes are explored. The end gaps at termination are quite high (1-18%). In contrast, using the extended formulations for each item, the initial integrality gap is less than 1% for all instances. As a result, all instances are solved to optimality within a few seconds and fewer than 250 branch-and-cut nodes. Comparing Tables 3 and 4 we observe that the extended formulation scales well when the problem size is increased (both with respect to the planning horizon n and the number of items m). The problem difficulty increases for the natural formulation with higher cost ratios, β, and higher service levels, τ (lower π).
We also tested the SP and FL formulations on our test instances. In all instances tested, the initial LP gaps were identical to those with the SPR formulation, and the solutions times and the branch-and-cut nodes explored are comparable. Because SP and SPR are equivalent formulations their similar performance is expected. That SPR and FL gave the same initial LP bounds provides empirical evidence to our conjecture that their projections onto the original space of variables are equivalent. We also tested the larger dynamic programming-based formulation (SP-SL) given in Section 2.1. This formulation gives tighter initial LP bounds, however it takes significantly longer to solve the instances with n = 60. For instances with n = 120, CPLEX encountered memory problems due to the size of the formulation. Therefore, we do not report our tests with the SP, FL and SP-SL formulations.
Include Table 3 about here   Include Table 4 about here 3. Type-II Service Levels Next, we consider an alternative service measure, Type-II service or fill rate, that ensures that the percentage of the demand quantity met on time is above a given threshold γ. Throughout this section, we present the models for a single product. Let q t denote the amount of period t's demand met from later periods. In our setting, we model Type-II service as n t=1 q t ≤ (1−γ)d 1n . (Note that the constraint n t=1 r t ≤ (1−γ)d 1n limiting the total backorder quantity is not correct, because a demand backlogged for more than one period is multiply counted.) In order to correctly account for the portion of demand that is not met on time, we use the variables z kt in the FL formulation in Section 2.2, which denote the fraction of demand in period t satisfied from period k. Then, the single-item lot sizing with Type-II service (LS-SL-II) model is
y, r, s ≥ 0.
The service constraint is given by (57). It might appear that the variables u and the constraints (55) and (58) are not necessary in this formulation. We illustrate that both are necessary on Example 1. Table 5 gives the optimal solution (y, s, r) to LS-SL-II without the constraints (55) and (58). In this solution, y 2 , s 2 , r 2 > 0, which is not practically justifiable. Therefore, constraints (55) and (58) are needed to ensure that both stock and backlog does not occur in a given time period. The solution to LS-SL-II is also given in Table 5 . From this solution, we observe that the extreme point optimal solution does not satisfy the properties of the regeneration intervals in Proposition 1, because s 2 r 3 > 0.
Example 1 (cont). Rows in LS-SL-II-R in
Include Table 5 about here
Note that when constraints (57) and (58) are relaxed, we obtain the ULSBW model and thus the constraints (45)-(47) from the facility location formulation of ULSBW are valid for LS-SL-II. Furthermore, it is easily seen that with (45)-(47) added, constraints (53)-(55) can be dropped from the LS-SL-II formulation. We refer to the resulting formulation as FL-II. Table 6 summarizes the results of our computational experiments with the comparison of LS-SL-II and FL-II on multi item instances drawn from instances generated for MI-LS-I for n = 120. We report our results for one instance for each setting of β, m, γ. From these results, we conclude that the instances of the natural formulation for Type-II service levels for multi-item problems are relatively easier than the instances of natural formulation for Type-I service level for CPLEX. We also observe that, similar to Type-I, the facility location formulation provides significantly tighter bounds and faster solution times for Type-II problems. We note that the instance 120.2500.5.25 could not be solved within an hour. For this instance, we indicate the end gap within the parenthesis next to the solution time.
Include Table 6 about here
Conclusions
In this paper, we introduce service levels into classical deterministic dynamic lot-sizing problems. In contrast to stochastic inventory theory, we consider a service level across the the planning or contract horizon. We establish polynomial solvability of the Type-I model and develop a tight extended formulation based on its shortest path representation. We study a related model, the uncapacitated lot-sizing problem with setups for stocks and backorders (ULSBW), which is a relaxation of the Type-I service level model. We develop alternate extended formulations for ULSBW and conclude from our computational study that these formulations are highly effective in solving the multi-item lot-sizing problems with service levels. Moreover, we show that the formulations for ULSBW are also useful for solving dynamic lot sizing problems with Type-II service level constraints.
Our study has also revealed a few interesting open problems. The convex hull description of ULSBW and LS-SL-I in the original space of variables is an open research question. The explicit description of inequalities defined by the projection of our extended formulations is one way to address this question. A related problem is the stochastic lot-sizing problem with service levels (SLS-SL-I), where demand is uncertain, and can be represented by a finite number of scenarios ω ∈ Ω, with probabilities p ω . We consider a type-1 service level constraint in which the goal is to ensure that probability that the entire period demand is met from stock is at least 1 − α, where α ∈ [0, 1]. In the deterministic equivalent of SLS-SL-I, we have the same set of variables for each scenario. For example, u ω t represents the binary setup variable for backlog in period t and scenario ω ∈ Ω. Then in addition to the flow balance inequalities and the variable upper bound constraints, the Type-I constraint is given by
Furthermore, the deterministic equivalent of SLS-LS contains the so-called non-anticipativity constraints [3] . Therefore, the stochastic lot-sizing problem contains the LS-SL-I substructure and the results presented in this paper are potentially useful in the stochastic setting as well.
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We show that the projection of a strengthened facility location reformulation, given by X F L ≥ , onto the natural space, x, is equivalent to that of the FL formulation. By a symmetric argument, we can also show that the projection of a related FL formulation, given by X F L ≤ , onto x is equivalent to that of the FL formulation.
by showing that there exists a z such that (x, z) ∈ X F L and z satisfies (41). Suppose that this claim is not true, i.e., suppose that for every (x, z) ∈ X F L , there exist l, k, l ≤ k such that z lk < z l,k+1 . Let l z , k z be the first index for which, z lzkz < z lz,kz+1 . Also let v z be the minimum
, there exists τ j such that z τj ,j > z τj ,kz+1 . Let τ jz be the minimum τ j that satisfies z τj ,j > z τj ,kz+1 . We partition all z for which (x, z) ∈ X F L according to the values (l z , k z ) and order the partitions by increasing values of l z and k z in that order of preference. Letẑ = {ẑ ij , i ∈ [1, n], j ∈ [1, n]} be a member of the last partition in the order such that z lk is the largest among all members in the last partition, (l, k). Note thatẑ is well-defined for a given x ∈ proj x (X F L ) and partition (l, k), and can be found by the (bounded) linear program max{z lk : (33) − (36), (42) − (47),
Henceforth, we drop the subscripts on lẑ, kẑ, vẑ, τ jẑ and the indices l, k, v, τ j will refer toẑ unless otherwise stated. We observe thatẑ can fall under three cases. In each of the cases, we construct a feasible vectorz such that lz ≥ lẑ, kz ≥ lẑ andz lk >ẑ lk which contradicts the assumption thatẑ falls in the last partition or that it has the largest z lk value among all members in the last partition, (l, k). This proof technique is similar to that of van Vyve and Ortega [14] and Gade and Küçükyavuz [5] for the uncapacitated lot-sizing problem without backorders and with fixed costs on stocks. However, our construction of the feasible vector z is non-trivial and significantly different than the case without backorders.
> 0 and consider the following vectorz,
The value of ε is chosen such that it is the largest number that satisfies (A.1)-(A.3):
This guarantees the following:
The statement is trivially true for i = τ k or for j / ∈ [v, k] becausẽ z ij =ẑ ij for such i, j and due to the choice of l.
This is true for j = v − 1 by the choice of l and v.
(1.e) Since γ, ξ, δ k > 0, we have ε > 0 and soz lk >ẑ lk .
From (1.a)-(1.c), we ensure that lz ≥ lẑ and kz ≥ kẑ. If (A.1) is satisfied at equality, then it follows thatz lk =z l,k+1 , so either lz = lẑ and kz > kẑ, or lz > lẑ, hencez falls in a partition after that ofẑ, a contradiction. If (A.1) is not satisfied at equality, then either (A.2) or (A.3) is satisfied at equality. As a result, lz = lẑ and kz = kẑ, butz lk >ẑ lk , from (1.e), contradicting the assumption thatẑ has the largest z lk value among all members in the last partition, (l, k). Next, we show thatz is feasible in X F L . Constraint (33) is trivially satisfied for j /
Constraint (45) is trivially satisfied for
From (2.a)-(2.c), we ensure that lz ≥ lẑ and kz ≥ kẑ. If (A.9) is satisfied at equality, then it follows thatz lk =z l,k+1 , so either lz = lẑ and kz > kẑ, or lz > lẑ, hencez falls in a partition after that ofẑ, a contradiction. If (A.9) is not satisfied at equality, then at least one of (A.5)-(A.8) is satisfied at equality. As a result, lz = lẑ and kz = kẑ, butz lk >ẑ lk , from (2.e), contradicting the assumption thatẑ has the largest z lk value among all members in the last partition, (l, k). Next, we show thatz is feasible in X F L . Constraint (33) is trivially satisfied for j /
Constraint (34) is trivially satisfied for i < l and i = τ p ; or i ∈ [l + 1, n] :
in all cases. Thus, (36) is satisfied. For t ∈ [1, n − 1], inequality (35) can be rewritten as
Using (A.14), we have
In addition, in all casesz falls into a partition in or after that ofẑ andz lk >ẑ lk . Hence, the proof of the proposition is complete.
The current update scheme cannot be used to prove the claim that proj
if true proves the conjecture that proj x (X SP R ) = proj x (X F L ). The update scheme for this claim, if one exists, appear to be significantly more complex. (u 1 , r 1 ) Figure 2 . Fixed Charge Network Flow Representation of ULSBW for n = 5. 
