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Abstract
Starting from a batch scheduling problem, we consider a weighted subcoloring in a graph G; each node v has a weight
w(v); each color class S is a subset of nodes which generates a collection of node disjoint cliques. The weight w(S) is deﬁned
as max{w(K) =∑v∈K w(v)|K ∈ S}. In the scheduling problem, the completion time is given by ∑ki=1w(Si) where S =
(S1, . . . , Sk) is a partition of the node set of graphG into color classes as deﬁned above. Properties of such colorings concerning
special classes of graphs (line graphs of cacti, block graphs) are stated; complexity and approximability results are presented. The
associated decision problem is shown to be NP-complete for bipartite graphs with maximum degree at most 39 and triangle-free
planar graphs with maximum degree k for any k3. Polynomial algorithms are given for graphs with maximum degree two
and for the forests with maximum degree k. An (exponential) algorithm based on a simple separation principle is sketched for
graphs without triangles.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Chromatic scheduling is the domain of scheduling problems which can be formulated in terms of graph coloring or more
precisely of generalized graph coloring (i.e., coloring with a few additional requirements).
The development of chromatic scheduling have thus generated various extensions of graph coloring motivated by applications
like course timetabling or processor scheduling problems or satellite communication.
In particular the concept of weighted coloring has been introduced to generalize classical coloring models and to handle
situations where operations occur with possibly different processing times. In this paper, we shall generalize a weighted coloring
model used in Demange et al. [9] for studying some types of batch scheduling problems. Such a generalization of classical
coloring appears in Fiala et al. [11], Albertson et al. [1] and Brown and Corneil [8] but simply as a variation of coloring
problems. We also refer the reader to Broersma et al. [6]. To our knowledge the weighted case has not been studied speciﬁcally.
Aftermotivating the use of suchweighted coloring bymeans of batch scheduling, wewill recall some complexity results related
to these colorings and derive some complementary properties together with approximation results. We will also characterize a
few solvable cases (graphs of degree 2) and an enumeration algorithm generalizing a classical coloring technique will be given
for triangle-free graphs. The last section will present some possible extensions of these types of weighted colorings.
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For all graph theoretical terms not deﬁned here, the reader is referred to Berge [3] and, for all deﬁnitions related to complexity,
to Garey and Johnson [12].
2. A chromatic scheduling model
In order to describe our generalized weighted coloring model, we shall consider an instance of batch scheduling problem
which can be stated as follows:
We are given a ﬁnite set V of operations v to be processed on some identical processors whose properties will be stated later.
Each operation has a positive (generally integral) processing timew(v)which does not depend on the processor. No preemptions
will be allowed during the processing of an operation. Each processor will handle one operation at a time. In addition, there
are some incompatibilities between pairs of operations u, v; if the pair u, v is incompatible then operations u and v cannot be
processed simultaneously (on different processors).
At this stage we may associate to each operation v a node v of a graphG= (V ,E); the set E of incompatible pairs of operations
will be associated with the edge set of G. Each node v will have a weight w(v). Now a batch S of operations is a collection
of pairwise compatible operations; the operations in S are assigned to different processors (assuming there is a large enough
number of processors) and they are processed simultaneously. So all operations in S are completed when the operation v with
the largest processing time w(v) is completed. At this stage, the set S corresponds to a stable set in G. It is then natural to deﬁne
the weightw(S) asw(S)=max{w(v)|v ∈ S}. Assigning each operation to some batch corresponds then to partitioning the node
set V of graph G into a number k of stable sets. This is precisely the problem of ﬁnding a k-coloringS= (S1, . . . , Sk) of G such
that C(S)= w(S1)+ · · · + w(Sk) is minimum.
There are many situations where operations have to be assigned to batches (of compatible operations) which are processed
one after the other (see Boudhar and Finke [5] for some examples). Examples in satellite communication and in production have
also been modeled as special cases of the above batch scheduling problem (see Rendl [17], Boudhar and Finke [5]).
In the above model all operations in a batch are assigned to different processors and processed simultaneously. The processing
time of a batch S is limited by the largest processing time of the operations in S. If the processing times may take different values,
it may be worthwhile to assign two (or more) incompatible operations v with small processing times w(v) to the same batch;
they will be processed consecutively on the same processor. This will not increase the processing time w(S) of the batch S as
long as the sum of processing times of these operations does not exceed the longest processing time w(v) in S.
In order to allow this possibility in our model, we have to generalize the deﬁnition of a stable set in a graph G. We may view
a stable set S in a graph G as a set of nodes which induces a collection of node disjoint cliques of size one (without any edges
between them).
In a similar way, we shall say that a subset S of nodes is a hypostable set in G if it induces a collection of node disjoint cliques
(without any edges between them).
In our batch scheduling model, we shall in a natural way deﬁne the weight w(K) of a clique K as w(K)=∑v∈Kw(v). Since
K corresponds to incompatible operations (assigned to the same processor), the processing time of all operations in K will be
the sum of all processing times. As a consequence, the weight of a hypostable set S will be w(S)=max{w(K)|K ∈ S}.
In the case of stable sets, we have |K| = 1 for each clique K in S.
Our batch scheduling problem now consists in ﬁnding a k-hypocoloringS= (S1, . . . , Sk) of the nodes of G, i.e., a partition
of the node set into hypostable sets such that:
K̂(S)=
k∑
i=1
w(Si) is minimum. (1)
Observe that k is generally not given; its value results from the minimization of K̂ .
Assume we have a collection of people who have expressed some mutual compatibility (represented by edges of a graph
whose nodes are the people). Each person v needs a certain number w(v) of time units to tell his (her) stories. We want to invite
each one of these people to a banquet where different tables are set for each banquet. The natural requirements are that we want
to place at a same table people who are all compatible. At any table each person will tell successively his (her) stories. So for
each table we will need an amount of time equal to the sum of the w(v) of the persons v sitting at this table. In addition in order
to avoid frustration we would require that on any given banquet there are no two people sitting at different tables who would
have liked to be together (no edge between their nodes). The duration of a banquet will be the maximum time needed for the
tables set up for this banquet. We want to invite each person to one banquet exactly and we want to ﬁnd an assignment of the
people to banquets (batches) and more precisely to tables in this banquet so that the total duration of the banquets is minimum
(it is proportional to the cost of hiring personal to serve meals in the banquets). This is precisely a weighted hypocoloring of a
graph with a minimum cost.
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Fig. 1. A bipartite cactus H with h(L(H))= 2.
The above model may also be used for representing some machine scheduling problems: we are for instance given a collection
of jobs v with processing times w(v) in a ﬂexible manufacturing system; we link the nodes representing two jobs if these share
a certain number of tools; it will thus be interesting to assign these jobs to a same machine on which the appropriate tools (and
some others as well) will be installed. A batch will consist of an assignment of jobs to some machines in which we try to assign
to a same machine jobs which share some tools. Since there is only a limited number of tools of each type, we will try to assign to
different machines jobs which do not need the same tools. Hence a batch will be represented by a hypostable set in the graph of
compatibilities (common tools) and the processing time of a batch will again be the maximum load of a machine (maximum of
the sums of processing times of jobs assigned to the samemachine).We shall concentrate on this model of weighted hypocoloring
which is motivated in a natural way by the batch scheduling context. For clarifying purposes some results will be derived for
this special model and we will mention in the last section how these ideas may be transposed to more general situations.
3. Some special cases
Getting back to the deﬁnition of k-hypocolorings in a graph G we may by analogy deﬁne the hypochromatic number h(G)
of G as the smallest k for which G has a k-hypocoloring. Recognizing if h(G)2 for graph G is difﬁcult (see Fiala et al. [11]);
so, we will simply derive a few cases where the hypochromatic number can be obtained easily. In Broersma et al. [6], it is shown
that the problem is easy for complements of bipartite graphs.
A cactus is a connected simple graph where any two elementary cycles have at most one node in common. By deﬁnition a
cactus will have neither loops nor multiple edges.
Let G be the line graph L(H) of a simple graph H; then any k-hypocoloring of the nodes of G corresponds to an “edge
k-hypocoloring” in H, i.e., a partition of the edge set of H into k subsets which may be called hypostable. There is a one-to-one
correspondence between hypostable sets of nodes in G and hypostable sets of edges in H. It is not difﬁcult to verify that a subset
E′ of edges in H is hypostable set iff it consists of node disjoint sets of stars (set of edges with exactly one common node) and
triangles.
Before stating some results on the hypochromatic number of line graphs of cacti, let us introduce an auxiliary graph which
will be useful later.
We are given a cactusH; its blocks (2-connected components) will by deﬁnition be elementary cycles and edges not contained
in any cycle (these are cut-edges). We associate with each block of H a node b; then for each node v of H which is in at least two
blocks we introduce a node v. We link each b to the nodes v corresponding to nodes of G which block b contains to obtain the
auxiliary graph G(H). It is easy to verify that if H is a cactus then G(H) is a tree.
In G(H) we can then choose an arbitrary node b (corresponding to a block) as a root and orient all its edges (which become
arcs) away from b. We may next assign numbers n(b) to the nodes b (corresponding to blocks) in such a way that whenever there
is a path from bi to bj then n(bi)<n(bj ). This will deﬁne the coloring order to be used later.
A cactus is bipartite if it contains no (elementary) odd cycles. Consider for instance the bipartite cactus given in Fig. 1; a
bicoloring of the edges of H (heavy edges, light edges) is shown. Since the edge set of H is not a union of node disjoint stars and
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Fig. 2. A bipartite cactus H with h(L(H))> 2.
triangles, we have h(L(H))= 2. Fig. 2 represents a bipartite cactus obtained from the previous one by introducing a pendant
edge [e, f ] at node e.
Let us try to color its edges with two colors; clearly in the cycle on nodes a, b, c, d we must have two heavy and two light
edges. Assume w.l.o.g. that [a, b] and [a, d] are heavy, so that [b, c] and [c, d] are light; then [d, g] cannot be colored (heavy or
light). So, we may assume w.l.o.g. that [a, b], [c, d] are light and [b, c], [a, d] are heavy.
Case 1: [c, e] is heavy. Then [e, f ], [e, h] are light, [h, i] is heavy, [c, i] is light. Hence, [d, g] and [d, j ] are heavy. So, [a, q]
is light. And now [b, l] cannot be light (since [a, q] and [a, b] are light) and it cannot be heavy (since [c, e] and [b, c] are heavy).
Case 2: [c, e] is light. Then [e, f ], [e, h] are heavy, [h, i] is light, and [c, i] is heavy. Hence, [d, j ] is heavy. It follows that
[a, o] and [b,m]must be light (otherwise, we could have three consecutive heavy edges). So, now [a, o], [a, b], [b,m] are three
consecutive light edges, which is not allowed.
All cases have been examined, so h(L(H))> 2.
The construction given in the proof of Proposition 1 will show that for the bipartite cactus of Fig. 2, we have h(L(H))= 3.
It will be based on the auxiliary graph G(H).
Proposition 1. If G is the line graph L(H) of a cactus H, then h(L(H))3.
Proof. We shall color consecutively the edges in each two-connected component of H in the order deﬁned by means of the
auxiliary graph G(H).
We start from the component b1 and color its edges by using alternately colors a, b, c (if b1 is just one edge, we use just
color a). So, we have colored the component b1 which corresponds to the root of the oriented tree in G(H). At each node of
b1, at most two colors appear on adjacent edges. We consider now every cut-node v of b1 and color all (uncolored yet) adjacent
edges with one of the colors a, b, c which does not occur around v. This is always possible. Now, we consider all components
bi containing these edges and color their remaining edges alternately with the two colors not used yet in bi (if bi is a single
edge, we do nothing). At this stage, in each such bi all nodes (except possibly the cut-node between b1 and bi ) have one color at
least which does not occur on adjacent edges. So, we can continue coloring the component bi , one after the other in any order
which follows the partial order deﬁned by the oriented tree. At each cut-node v, it will be possible to ﬁnd an unused color among
{a, b, c} to color the edges of the “adjacent” component bi (such that (v, bi) is an arc in G(H)). This will ﬁnally give an edge
3-coloring of H where each color class contains no three consecutive edges, and hence it will correspond to a 3-hypocoloring in
L(H). 
It would be interesting to characterize the graphs H for which h(L(H))2. The example of bipartite cactus given above
may suggest that such a characterization is not immediate. In this direction, we can state a property of block graphs; these are
graphs where each block (two-connected component) is a clique.
Proposition 2. If G is a connected block graph, then h(G)2. In particular, if G = L(T ) is the line graph of a tree, then
h(L(T ))2.
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Proof. A graph is the line graph L(T ) of a tree if and only if it is a block graph where each node is contained in at most two
blocks. So, the result for L(T ) follows from the general case of block graphs.
Let G be a block graph, we may associate with it an auxiliary graph G′ as follows: each block b (maximal clique) of G is
associated with a node b of G′; each cut-node v (i.e., each node belonging to at least two blocks) becomes a node v of G′. We
link each b to the node v corresponding to node v of G which are in the block b. It is again easy to verify that such a graphG′ is
a tree. We can choose a node b (corresponding to a block of G) as root and orient all edges from the root. Then as before we will
color the node of each block in any order respecting the orientations of the arcs of G′. All nodes of the clique b1 corresponding
to the root are colored with color . Then we consider consecutively all cut-nodes in b1. We color the remaining nodes of all
blocks having a node in common with b1 with color  these are the blocks at distance 2 from b1 in G′). More generally having
colored some blocks by following paths from b1 inG′, we consider the cut-nodes in these blocks.We color the remaining nodes
of these blocks with the color not used for these cut-nodes. We continue in this way until all nodes are colored with  or . The
construction will always be possible since any two blocks have at most one node in common. Each color class will consist of
cliques of G which are node disjoint and furthermore there is no edge of G between two different cliques of the same color. So,
we have obtained a 2-hypocoloring of G. If G is simply a clique, then h(G)= 1. 
4. Properties of optimal hypocolorings
We will derive here some properties which are based on the fact that hypocolorings are in some sense extensions of node
colorings; the following is a simple extension of the observation that the number of colors used in an optimal weighted coloration
of a simple graph does not exceed (G)+ 1 (see Demange et al. [9]).
Lemma 3. In a weighted graph I = (G,w) such that ∀v ∈ V,w(v)> 0, any k-hypocoloring S with minimum cost K̂(S)
satisﬁes k(G)+ 1.
Proof. We shall show that any l-hypocoloringS′ = (S′1, . . . , S′l ) with l >(G)+ 1 can be transformed into a k-hypocoloring
S with k(G) + 1 and K̂(S)< K̂(S′). Moreover, this construction is done in polynomial time. As usual we assume
w(S′1)w(S′2) · · · w(S′l ); assume S′l = ∅, so there is a node x ∈ S′l . It has at most (G) neighbors. Since, l >(G) + 1,
there is at least one color say s, which satisﬁes s(G)+1< l and which does not occur in the neighborhoodN(x). So, we can
recolor xwith color s and setting S∗s =S′s ∪{x}, we havew(S∗s )=w(S′s ) sincew(x)w(S′l )w(S′s ). Setting S∗i =S′i , (i = s, l)
we get a l-hypocoloringS∗ with |S∗
l
|< |S′
l
| and K̂(S∗)K̂(S′). We repeat this until all nodes in S∗
l
have been recolored with
a smaller color, then we continue until there are no more nodes with colors s >(G) + 1. At the end, the cost of the resulting
hypocoloring veriﬁes K̂(S∗)< K̂(S′) since we have assumed ∀v ∈ V,w(v)> 0. 
This bound is not the best possible; by analogy with the theorem of Brooks ([7]), we could try to get a bound of (G) instead
of (G)+ 1. The bound (G)+ 1 is attained when G is a clique but in this case, we also have an optimal solution with exactly
i colors for any 1 i(G)+ 1. This motivates the next improvement of the bound.
We now state some results which hold for general graphs G with maximum degree (G).
Proposition 4. If I=(G,w) is aweighted graphwithmaximumdegree(G) then there exists a k-hypocoloringS=(S1, . . . , Sk)
with minimum cost K̂(S) satisfying the following:
(i) k(G).
(ii) ∀ik,∀v ∈ Si, dGi,v (v) i − 1 where Gi,v is the subgraph of G induced by S1 ∪ · · · ∪ Si−1 ∪ {v}.
(iii) ∀ik, Si contains no K(G)+3−i .
Proof. Let us consider an optimum k-hypocoloringS.
For (i): FromLemma 3,we have k(G)+1. If k(G), we are done. So, assume k=(G)+1 andwe have a k-hypocoloring
with a minimum number of nodes with color k, i.e., |Sk | is minimum. Let v be a node in Sk . If there is some color s(G)
missing in the neighborhood N(v) then we can recolor v with s and we obtain a k-hypocoloring S′ with K̂(S′)K̂(S) and
|S′
k
|< |Sk |, a contradiction. So, we can assume that all colors 1, . . . ,(G) occur in N(v). Let u be a neighbor of v in S(G)
(i.e., u ∈ N(v) ∩ S(G)); u has some color c(G) missing in N(u) since v ∈ S(G)+1 is in N(u). If c <(G), then we can
recolor u with c and then v can be recolored with (G); we still have a k-hypocoloring and the cost has not increased. Again
|S′
k
|< |Sk |, a contradiction. So we must have color c = (G) missing in N(u). We recolor v with color c = (G) and we get a
new k-hypocoloring (edge [v, u] is now in S′(G)). Repeating this as long as there are nodes with color k = (G)+ 1, we will
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ﬁnally have a (G)-hypocoloringS′ = (S′1, . . . , S′(G)) with K̂(S′)K̂(S) because w(S′(G))w(S(G))+ w(S(G)+1).
This is a contradiction again. Since we have examined all cases, (i) is proven.
For (ii): The proof is exactly the same as previously. If dGi,v (v)< i − 1 for some v ∈ Si then, we can recolor v with some
color missing in {1, . . . , i − 1} without increasing the cost of the hypocoloring. We repeat this as long as possible and the result
follows:
For (iii): Assume that Si contains a K(G)+3−i and let v be a node of this clique. Since dG(v)(G), we deduce that
dGi,v (v)dG(v)− ((G)+ 2− i) i − 2 which gives a contradiction with (ii). 
Remark 5. Weobserve that it is always possible to ﬁnd in polynomial time, a hypocoloring which veriﬁes Proposition 4. In other
words, we can polynomially transform a hypocoloringS satisfying Lemma 3 into a hypocoloringS′ satisfying Proposition 4
and verifying K̂(S′)K̂(S).
Remark 6. The bound (i) is best possible: for every integer p, there exists a tree G with (G) = p and weights w(v) for the
nodes of G such that all optimal k-hypocolorings have k=p colors. G is constructed as follows: start from the tree T2 for p= 2;
it consists of a chain a, b, c where nodes have labels l(a)= l(c)= 2, l(b)= 1 and w(a)= w(c)= 101, w(b)= 100. Generally
having obtained tree Ti−1 (where nodes have labels in 1, 2, . . . , i−1 and weights at most 10i−2) we construct Ti by introducing
at each node v of Ti−1 a chain of two additional nodes v′, v′′ where these new nodes have label i and weights (1/2)10i−1. Now in
Ti we take one of these new chains v′, v′′ such that the node adjacent in Ti−1 has a cost 10i−2 and we condense the edge [v′, v′′]
into the node vi (the weight of the new node is w(vi)=w(v′)+w(v′′)= 10i−1).One can verify that the graph Ti is a tree with
maximum degree i; one also observes that the labels deﬁne a p-hypocoloringS= (S1, . . . , Sp)where Si ={v|l(v)=p+1− i}.
Furthermore one can verify thatS is the unique optimum hypocoloring.
We can also obtain a bound of the number of different colors used in any optimal coloringS∗ using the size |w| of the weight
function w (i.e., the number of distincts values of the weights w) and the chromatic number (G) of G. We will denote by |w|
the size of w:
Proposition 7. Let I=(G,w) be aweighted graph such thatw(v)> 0 for each v ∈ V , then any hypocoloringS∗=(S1, . . . , Sk)
with minimum cost K̂(S) satisﬁes: k = |S∗|1+ |w|((G)− 1).
Proof. Let I = (G,w) be a weighted graph such that |w|1 and S∗ = (S1, . . . , S)) be an optimal hypocoloring of G with
w(S1) · · · w(S)). We show that l = |S∗|1 + |w|((G) − 1) by using an inductive proof on |w|. Let t = max{i :
w(Si)maxv∈V w(v)}. Remark that t(G) since otherwise, an optimal coloring gives a better solution. Moreover, if t =
|S∗| = ), then we deduce K̂(S∗))wmax; on the other hand, an optimal coloring is a feasible solution with a cost at most
wmax(G). Thus, we obtain )wmaxK̂(S∗)wmax(G) and since |w|1, we also have (G)1 + |w|((G) − 1). Now,
assume t < |S∗|; we deduce t(G) − 1 since otherwise an optimal coloring of G gives a better solution. Observe that
S′ = (St+1, . . . , Sk) is an optimal hypocoloring on the sub-instance I ′ = (G′, w′) where G′ is the subgraph of G induced by
V ′ = St+1 ∪ · · · ∪ S) and w′ is the restriction of w to G′. By construction I ′ = ∅ since t < |S∗|. Moreover, |w′| |w| − 1.
Thus, using an inductive hypothesis, we have
)− t = |S′|1+ |w′|((G′)− 1)1+ (|w| − 1)((G)− 1) (2)
and the result follows since t(G)− 1. 
5. Complexity of hypocoloring
Before presenting some complexity results for the hypocoloring problem, we will state a simple observation. It is a direct
consequence of the fact that for any hypocoloringS and for any clique K of a graph G, K̂(S)w(K).
Claim 8. Let G be a complete k-partite weighted graph on setsL1, . . . , Lk ; then an optimum hypocoloring isS=(L1, . . . , Lk);
furthermore it satisﬁes: K̂(S)=max{w(K) : K is a clique of G}.
More generally assume that a graph G has a k-coloring S = (S1, . . . , Sk) and let vi ∈ Si be a node of maximum weight
in Si (i = 1, . . . , k). Then if {v1, . . . , vk} forms a clique in G, S is an optimum hypocoloring and K̂(S) = max{w(K) :
K is a clique of G} = w(v1)+ · · · + w(vk).
We will now show that the hypocoloring problem is close to the coloring problem in some cases; more precisely, we prove
that the hypocoloring problem is NP-hard for a class of graphs as soon as the coloring problem is difﬁcult enough in this class
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Fig. 3. A gadget clause Fi .
of graphs. On the other hand, this problem is also NP-hard for bipartite graphs even though the coloring problem is polynomial
for these graphs.
Proposition 9. Let  be a class of graphs. If the restriction of the coloring problem is NP-hard for the -graphs, then the
hypocoloring problem is strongly NP-hard for the graphs of .
Proof. Let be a class of graphs and assume that the coloring problem is NP-hard for the restriction to-graphs. LetG ∈ ,
and consider the instance I=(G,w0)where the cost of each node is equal to one (i.e.,w0(v)=1,∀v ∈ V ). LetS∗=(S1, . . . , Sk)
be an optimum hypocoloring of G; we will show that (G)= K̂(S∗).
We have K̂(S∗)(G) since any coloring of G is also a hypocoloring of I with the same cost. Conversely, for each ik,
Si consists of node disjoint cliques K1,…,Kji and by choice of w0, we have w(Si) = max1p ji |Kp|. So, the hypostable
set Si can be partitioned in at most max1p ji |Kp| stable sets, just picking one node in each clique Ki . We apply the same
procedure for each hypostable and we obtain a coloring of G with K̂(S∗) colors and the result follows. 
We will show in Section 7.2, that the hypocoloring problem is polynomial when the maximum degree is at most 2. On the
other hand, we now prove that when G is a triangle-free graph with maximum degree 3 and w can take only two different values,
then the hypocoloring problem is strongly NP-hard.
We start with 1−IN 3SAT proved to be NP-complete in Schaefer [18]; this problem is deﬁned as follows: Given a collection
C of m clauses over the set X of n Boolean variables such that each clause has exactly three literals, is there a truth assignment f
satisfying C such that each clause in C has exactly one true literal?
Theorem 10. The hypocoloring problem is strongly NP-hard for triangle-free graphs with maximum degree 3.
Proof. We shall reduce 1 − IN 3SAT to our problem. Let C = (C1, . . . , Cm) be a collection of m clauses with variable set
X = {x1, . . . , xn} such that every clause Cj of C contains exactly three literals, Cj = x ∨ y ∨ z where each literal x or y or z is
either xk or xk for some suitable k.
From instance I = (C, X) of 1− IN 3SAT , we construct an instance I ′ = (G,w) of hypocoloring such that the answer of I
is yes if and only if there exists a hypocoloringS of I ′ with cost K̂(S)3.
We use two gadgets: gadget clause and gadget variable. From the clause Ci = x ∨ y ∨ z, we build the graph Fi described in
Fig. 3.
This graph has 11 nodes v1(Fi), . . . , v5(Fi) and x(Fi), y(Fi), z(Fi), x(Fi), y(Fi), z(Fi) and 12 edges {[v1(Fi), v2(Fi)],
[v1(Fi), v3(Fi)], [v2(Fi), v4(Fi)], [v3(Fi), v5(Fi)], [v4(Fi), x(Fi)], [v4(Fi), z(Fi)], [v5(Fi), y(Fi)]} and the edges {[x(Fi),
x(Fi)], [y(Fi), y(Fi)], [z(Fi), z(Fi)], [x(Fi), y(Fi)], [y(Fi), z(Fi)]}. Moreover, the weights of nodes are one except for v1(Fi)
which is two (i.e., w(v1(Fi))= 2 and ∀v ∈ V (Fi)\{v1(Fi)}, w(v)= 1).
From the variable xj , we build the graph Hj described in Fig. 4. This graph has 4m nodes x1(Hj ), . . . , xm(Hj ), x1(Hj ),
. . . , xm(Hj ) and v1(Hj ), . . . , v2m(Hj ) and 5m edges described as follows: for any km, we have a box on {v2k−1(Hj ),
v2k(Hj ), xk(Hj ), xk(Hj )} described by the edge set {[v2k−1(Hj ), v2k(Hj )], [v2k(Hj ), xk(Hj )], [xk(Hj ), xk(Hj )], [xk(Hj ),
v2k−1(Hj )}. Moreover, there is a cycle of size 2m between the nodes {v1(Hj ), . . . , v2m(Hj )} described by the sequence
{[v1(Hj ), v2(Hj )], . . . , [v2m−1(Hj ), v2m(Hj )],[v2m(Hj ), v1(Hj )]}. Finally, the weights of nodes are one (i.e.,w(z)=1,∀z ∈
V (Hj )).
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Fig. 4. A gadget variable Hj .
In addition, we link these different graphs in the following way. If the variable x is in the clause Ci then we have: if x = xj
then we add the edge [xi(Hj ), x(Fi)] else x = xj then we add the edge: [xi(Hj ), x(Fi)].
This graph G has a maximum degree equal to 3 and the instance I ′ = (G,w) is computable in polynomial time with respect
to n and m.
Let f be a truth assignment of I = (C, X) (i.e., f (xi)= 1 if xi = true and f (xi)= 0 if xi = true). The hypostable sets S1 and
S2 of the hypocoloringS= (S1, S2) of I ′ verifying K̂(S)3 are given by
S1=
m⋃
i=1
[{v1(Fi), v4(Fi), v5(Fi)} ∪ {x(Fi) : f (x)= 1} ∪ {x(Fi) : f (x)= 0}]
n⋃
j=1
m⋃
k=1
{xk(Hj ), v2k(Hj ) : f (x)= 0}
n⋃
j=1
m⋃
k=1
{xk(Hj ), v2k−1(Hj ) : f (x)= 1},
S2= V (G)\S1.
It is easy to verify thatS= (S1, S2) is a hypocoloring and w(S1)= 2 and w(S2)= 1; thus K̂(S)= w(S1)+ w(S2)= 3.
Conversely, letS be a hypocoloring of I ′ verifying K̂(S)3; moreover, assume that w(S1)w(Si) for any hypostable set
Si ofS. We exhibit a truth assignment f of I by taking f (x)= 1 if and only if x ∈ S1 (i.e., if x = xk is in the clause Ci , then we
get f (x)= 1 else it is xk which is in the clause Ci and we get f (x)= 1).
In order to prove this, we shall establish properties of hypocoloringS:
(i) S= (S1, S2) and 2= w(S1)w(S2).
(ii) w(S2)= 1 and S2 is a stable set.
(iii) ∀im, |S1 ∩ {x(Fi), y(Fi), z(Fi)}| = 1.
(iv) ∀jn, Hj ∩ S1 and Hj ∩ S2 are stable sets.
(v) ∀e = [xi(Hj ), x(Fi)] ∈ E(G′), xi(Hj ) and x(Fi) have two distinct colors.
(vi) ∀e = [xi(Hj ), x(Fi)] ∈ E(G′), xi(Hj ) and x(Fi) have two distinct colors.
Proof of (i). Assume that w(S1)w(Si) for any hypostable Si ofS; since w(S1)w(v1(F1)) = 2 and the graph G contains
an induced P3, then we necessarily have w(S1)= 2 (otherwise K̂(S)> 3. Moreover, since w(Si)1, we have Si =∅ for i3.
Proof of (ii). Since w(S2)1 and K̂(S)3, we have w(S2) = 1. If S2 contains at least one edge e = [x, y], we have
w(S2)w(x)+ w(y)2, contradiction with the previous statement.
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Proof of (iii). From (i), we know that for any im, we have v1(Fi) ∈ S1 and {v2(Fi), v3(Fi)} ⊂ S2; then, {v4(Fi), v5(Fi)} ⊂
S1. Finally, at most one node of x(Fi), z(Fi) belongs to S1 since otherwise we would have an induced P3. If we have y(Fi) ∈ S1,
then {x(Fi), z(Fi)}∩S1=∅ since otherwise S2 contains an edge which is a contradiction with claim (ii).We conclude this claim
by afﬁrming that x(Fi), y(Fi), z(Fi) cannot be simultaneously in S2 since otherwise x(Fi), y(Fi), z(Fi) will be in S1.
Proof of (iv). This claim afﬁrms that the gadgets Hj for every jn are always hypocolored as an simple 2-coloring; by claim
(ii), we can observe that the box induce by the nodes {v2k−1(Hj ), v2k(Hj ), xk(Hj ), xk(Hj )} is necessarily colored in a simple
2-coloring (otherwise S2 contains an edgewhich is a contradictionwith (ii)). Now, assume that an edge e=[v2k(Hj ), v2k+1(Hj )]
is in S1; since any box is colored with a 2-coloring and that v1(Hj ), . . . , v2m(Hj ) is an even cycle, we necessarily have an edge
of this cycle in S2, which is still impossible.
Proof of (v). If x(Fi) ∈ S2, then by (ii) we have xi(Hj ) ∈ S1 since we have supposed that e = [xi(Hj ), x(Fi)] is an edge in
G. Now, if x(Fi) ∈ S1, then by the proof of (iii), we know that the nodes v4(Fi), v5(Fi) are in S1 too and, then in Fi , there is
an edge adjacent to x(Fi) and belongs to S1. Thus, since we have supposed that e = [xi(Hj ), x(Fi)] is an edge in G, we have
xi(Hj ) ∈ S2.
Proof of (vi). Similar to the previous claim.
Finally, from (iii), we know that we have exactly one litteral true in each clause. Moreover, the (iii), (iv) and (v) indicate that the
function f is a truth assignment. 
We now prove that, even if the graphG is triangle free and planar with a maximum degree equal to 3, the hypocoloring problem
is still NP-hard.
Theorem 11. The hypocoloring problem is strongly NP-hard for the triangle free planar graphs with maximum degree 3.
Proof. In the previous theorem, all gadgets Fi and Hj are planar and then only the edges [xl(Fi), xp(Hj )] may create some
problems since they may cross each other. In this case, we apply the crossover technique (see Garey and Johnson [12]) which
consist in replacing each edge crossing by a planar gadget. Since there are only a polynomial number of edge crossings, we
obtain a polynomial reduction.
First, we embed the graphG′ of Theorem 10 in the plane in such a way that every edge is a straight line and the crossing edge
occurs only between two edges [xl(Fi), xp(Hj )]. This can be done in polynomial-time. Second, we replace each crossing edge
by the gadget (L,w) described in Fig. 5 and we obtain a new graph G′′ which is planar, without triangle and with a maximum
degree equal to 3. Finally, we prove that there exists a hypocoloring S of G′ satisfying K̂(S)3 if and only if there exist a
hypocoloring ′ of G′′ satisfying K̂(S′)3. For sake of simplicity, we have not explicitly described the vertex set and the edge
set of the graph F. However, F contains eight particular vertices x1, x′1, y1, y′1, x2, x′2, y2, y′2 and the weight of any vertex is one
excepted x′1, y′1, x′2, y′2 for which is two (i.e., w(x′1)= w(y′1)= w(x′2)= w(y′2)= 2).
LetS be an hypocoloring ofG′ (or G′′) satisfying K̂(S)3; since G′ (or G′′) contains the previous gadgets, we know that
S= (S1, S2) with w(S1)= 2 and w(S2)= 1. Moreover, we have the following properties:
For any hypocoloringS= (S1, S2) satisfying K̂(S)3, we have:
(i) x1 and x2 have not the same color.
(ii) y1 and y2 have not the same color.
(iii) {x′1, x′2, y′1, y′2} ⊆ S1.(iv) For any x = x1, x2, y1, y2, the neighbors outside of the gadget (L,w) have not the same color as x.
These properties can be easily proved by checking the four cases (x1, y1 ∈ S1 or x1 ∈ S1 and y1 ∈ S2 or x1 ∈ S2 and y1 ∈ S1
or x1, y1 ∈ S2).
Finally, from these properties, we deduce that there exists a hypocoloringS of G′ satisfying K̂(S)3 if and only if there
exists a hypocoloringS′ of G′′ satisfying K̂(S′)3. 
Now, we deal with the case where the graph is bipartite and the maximum degree bounded above by 39.
Theorem 12. The hypocoloring problem is strongly NP-hard for bipartite graphs with maximum degree at most 39.
Proof. We polynomially transform the pre-extension coloring problem 1 − PrExt (proved to be NP-complete in
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Fig. 5. The planar gadget (L,w).
Bodlaender et al. [4]) into the hypocoloring problem in bipartite graphs; 1 − PrExt can be described as follows: given a
bipartite graph G = (V ,E) with |V |3 and maximum degree equal to 12 and three nodes v1, v2, v3, does there exist a 3-
coloring (S1, S2, S3) of the nodes of G such that vi ∈ Si for i = 1, 2, 3 ?
Let G = (L,R;E) be a bipartite graph where L (resp. R) is the “left set” (resp. “right set”) of nodes and each edge has
one endpoint in L and the other in R and let v1, v2, v3 be three speciﬁc nodes (w.l.o.g. we may assume {v1, v2, v3} ⊆ L). We
polynomially construct a new bipartite graph G′ such that there exists a hypocoloring S of G′ with K̂(S)7 if and only if
there exists a 3-coloring (S1, S2, S3) of G with vi ∈ Si, i = 1, 2, 3. In order to do that, we use the two following gadgets:
• The bipartite graph H0 = (L0, R0;E0) where L0 = {l1, l′1, l2, l′2, l3} and R0 = {r1, r ′1, r2, r ′2, r3} and the edges are for any
1 i3, [li , y], [l′i , y] for y ∈ R0\{ri , r ′i}. Finally, we get w(li)=w(l′i )=w(ri)=w(r ′i )= 23−i for i = 1, 2, 3. This graph
is described in Fig. 6.
• The complete bipartite graphK3,2 where one node x of the left set and one node of the right set y are speciﬁed. The weights
are w(x)= w(y)= 1 and w(v)= 2 otherwise.
Now, the instance I = (G′, w) of hypocoloring is built in the following way: Starting from G, we add a copy of H0 and we
identify nodes v1, v2, v3 of G with nodes l1, l2, l3 of H0. Moreover, for each edge e = [l, r] of G, we introduce a copy of K3,2
and we identify nodes l, r with nodes xe, ye, respectively. We call this graph He where Le and Re denote, respectively, the left
and right sets. This gadget is described in Fig. 7.
Note that G′ is still bipartite and its maximum degree is bounded above by 39 ((G′)3(G)+ 3= 39.
Let (S1, S2, S3) be a 3-coloring of G with vi ∈ Si, i = 1, 2, 3; then we get a hypocoloringS′ of the nodes ofG′ by applying
the following process. We start with S′
i
= (Si\{vi}) ∪ {li , l′i} for i = 1, 2, 3 and for each edge e = [l, r] of G with l ∈ L and
r ′ ∈ R, we do:
• If l ∈ Sj with j = 1, 2 then we take S′j = S′j ∪ (Le\{xe})
• If r ∈ Sj with j = 1, 2 then we take S′j = S′j ∪ (Re\{ye})
• If l ∈ S3 and r ∈ Sj with j = 1, 2 then we take S′3−j = S′3−j ∪ (Le\{xe})
• If r ∈ S3 and l ∈ Sj with j = 1, 2 then we take S′3−j = S′3−j ∪ (Re\{ye}).
S′ is a coloring of G′ (thus a hypocoloring) and veriﬁes K̂(S′)= w(S′1)+ w(S′2)+ w(S′3)= 7.
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Fig. 6. The gadget H0.
Fig. 7. The gadget He .
Conversely assumeG′ has a k-hypocoloringS′ = (S′1, . . . , S′k) verifying K̂(S′)7. Moreover, suppose that we have ordered
the hypostable sets in such way that w(S′1) · · · w(S′k); we deduce the following properties:
(i) {l1, l′1, r1, r ′1} ⊆ S′1 and {l1, l′1, r1, r ′1} is a stable set of S′1 (i.e., in the subgraph induced by S′1, they are isolated nodes).(ii) {l2, l′2, r2, r ′2} ⊆ S′2 and {l2, l′2, r2, r ′2} is a stable set of S′2 (i.e., in the subgraph induced by S′2, they areisolated nodes).(iii) k = 3 and w(S′1)= 4, w(S′2)= 2, w(S′3)= 1.(iv) {l3, r3} ⊆ S′3 and S′3 is a stable set of G′.
Proof of (i). By construction,w(S′1)4 and we have {l1, l′1, r1, r ′1} ⊆ S′1 since otherwise K̂(S′)w(S′1)+48.Assume that
there exists x ∈ S′1 and y ∈ {l1, l′1, r1, r ′1} such that [x, y] ∈ E. By symmetry of H0, we can suppose y = l1; since G′ contains
no triangle and the edge [x, l′1] ∈ E, we conclude that l′1 /∈ S′1, which gives a contradiction.
Proof of (ii). From thedeﬁnitionof hypostable and from(i),wededuce {l2, l′2, r2,r ′2}∩S′1=∅. So,w(S′2)2; if {l2, l′2, r2, r ′2}S′2,
then K̂(S′)w(S′1) + w(S′2) + 28 which is impossible. Next, as for (i), we can prove that these nodes form a stable set in
the subgraph induced by S′2 and then, l3 /∈ S′1 ∪ S′2 and r3 /∈ S′1 ∪ S′2; we deduce that S′3 = ∅.
Proof of (iii). From the previous remark, we have w(S′3)1 and if S′4 = ∅ or w(S′1) = 4 or w(S′2) = 2 or w(S′1) = 1, then we
have K̂(S′)8 which is impossible.
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Proof of (iv). We necessarily have {l3, r3} ⊆ S′3; moreover, S′3 contains only nodes of weight one. Now, assume that S′3 is not
a stable set, we will have w(S′2)2 and it is in contradiction with (iii).
Wewant to prove that (S1, S2, S3)=(S′1∩V, S′2∩V, S′3∩V ) is a 3-coloring ofGwith li ∈ Si ; let us suppose the contrary, there
will exist an edge e = [r, l] ∈ E with {l, r} ⊆ S′
j
and j = 1 or 2 (since S′3 is an stable set, see (iv)); Since the subgraph induced
by Le ∪Re is hypocolored with at most three colors, we have by construction ofHe, S′j ∩ (Le\{l})=∅ and S′j ∩ (Re\{r})=∅.
Then, since (Le ∪ Re)\{l, r} must be hypocolored with at least two colors and the cost of these nodes are two, we deduce
that S′3 contains a node of weight two, which is impossible. Finally, (i), (ii) and (iv) indicate that li ∈ Si which concludes the
proof. 
6. Approximability of some cases of hypocoloring
We use two approximation-quality criteria called in what follows standard approximation ratio and differential approximation
ratio, respectively. Consider an instance I of anNP-hard optimization problem and a polynomial time approximation algorithm
A solving ; we will denote by worst(I ), valA(I) and opt(I ) the values of the worst solution of I, of the approximated one
(provided by A when running on I), and the optimal one for I, respectively. If  is a minimization problem, the value worst(I )
is in fact the optimal solution of a maximization problem ′ having the same objective function and the same constraint set as
. Let us note that computation of the solution realizing worst(I ) can be easy for some NP-hard problems (this is the case of
graph coloring) but for other ones (for example, for traveling salesman, or for optimum satisﬁability, or for minimum maximal
independent set) this computation is NP-hard. Commonly, the quality of an approximation algorithm for  is expressed by the
ratio (called standard in what follows) A(I)= valA(I)/opt(I ), and the quantity A = sup{r : A(I)r, I instance of }, if
 is a minimization problem constitutes the approximation ratio of A for . On the other hand, the differential approximation
ratio measures how the value of an approximate solution is placed in the interval between worst(I ) and opt(I ). More formally,
it is deﬁned as A(I)= |worst(I )− valA(I)|/|worst(I )− opt(I )|. The quantity A = inf{r : A(I)r, I instance of } is the
differential approximation ratio of A for . A very optimistic conﬁguration for both standard and differential approximations
is the one where an algorithm achieves ratios bounded below by 1 − 	 (1 + 	 for the standard approximation for minimization
problems), for any 	> 0.We call such algorithms polynomial time approximation schemes. The complexities of such schemesmay
be polynomial or exponential in 1/	 (they are always polynomial in the sizes of the instances).A polynomial time approximation
scheme with complexity also polynomial in 1/	 is called fully polynomial time approximation scheme.
We shall present here approximation algorithms for hypocolorings in some special classes of graphs. More speciﬁcally, we are
interested in a class of graphs for which the coloring problem is easy and the chromatic number is small; formally, we denote by
k a class of graphs verifying: (i) ∀G′ ⊆ G if G ∈ k , then G′ ∈ k , (ii) ∀G ∈ k, (G)k and (iii) coloring onk-graphs
is polynomial.
For instance, the set of forests is a2-class. Letk be a class of graphs described above such that the hypocoloring problem
is NP-hard (in particular, we have k2). I = (G,w) will be an instance of hypocoloring where G ∈ k and assume that
the nodes are ordered according to their non-increasing weights w(v1) · · · w(vn). Moreover, we can always suppose that
w(v)> 0,∀v ∈ V (by deleting the nodes v with w(v)= 0).
We also denote by Gi the subgraph induced by the node set {v1, . . . , vi} = Vi and by j0 the smallest index i such that Gi
contains an induced P3. When Gn = G does not contain an induced P3, we set j0 = n + 1. Finally, we denote by C(V ′) an
optimal coloring of the subgraph of G induced by V ′.
6.1. Standard approximation
A trivial bound of the standard approximability onk-graphs is k and consists of computing C(V ) in a whole graph (in other
words, we just compute an optimal coloring). We now propose a polynomial time approximation algorithm achieving a better
constant standard approximation ratio for this class of graphs. This algorithm, denoted by k_HYPOCOLOR works as follows:
(1) Sort the nodes of G in non-increasing weight order;
(2) Compute j0 =min{i : Gi contains an induced P3} and Vj0 = {v1, . . . , vj0 };
(3) For i = 1 to j0 do
(a) Si1 = Vj0\{vi , . . . , vj0 };
(b) Compute C(V \Si1) (i.e. an optimal coloring on the unweighted graph induced by V \Si1);
(c) Deﬁne hypocoloringSi = (Si1,C(V \Si1));
(4) ComputeS= argmin{K̂(Si ) : i = 1, . . . , j0};
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We can easily observe that each hypocoloringSi is feasible and that its number of colors is at most k + 1. So, the algorithm
k_HYPOCOLOR is correct and its time-complexity is similar to the one of computing an optimal coloring on k-graphs
times n.
Theorem 13. Algorithmk_HYPOCOLOR polynomially solves hypocoloring ink-graphswithin standard approximation ratio
bounded above by k2/(2k − 1).
Proof. Let G = (V ,E) be a weighted k-graph and S∗ = (S∗1 , . . . , S∗) ) be an optimal hypocoloring of I = (G,w) with
w(S∗1 ) · · · w(S∗) ). If )=1, then j0=n+1 and the solutionS computed byk_WHYPOCOLOR veriﬁes K̂(S)K̂(Sj0 )=
K̂(S∗). So, assume that j0n; denote by Si the set S∗1 ∩ Vi for any ij0.
If S1 = ∅ then K̂(S∗)2wmax and K̂(S)K̂(S1)kwmax. Thus, we have K̂(S)k/2K̂(S∗).
If S1 = ∅ then we obtain S1 = V1; on the other hand, we also have Sj0 = Vj0 since Vj0 is not an hypostable set. Thus, the
item i0 = max{i : Si = Vi} exists and veriﬁes i0<j0n. Now, we are interested in the solution Si0 = (Si01 , ..., Si0k+1); by
construction, we have: w(Si01 ) · · · w(Si0k+1).
If w(Si02 )w(S
i0
1 )(k − 1)/k, then for r3, we have
w(S
i0
r )
k − 1
2k − 1
(
w(S
i0
2 )+
k
2k − 1 w(S
i0
2 )
)
 k − 1
2k − 1 (w(S
i0
1 )+ w(Si02 )).
So, summing up these inequalities, we deduce
w(S
i0
3 )+ · · · + w(Si0k+1)
(k − 1)2
2k − 1 (w(S
i0
1 )+ w(Si02 )).
Hence
K̂(Si0 )
(
(k − 1)2
2k − 1 + 1
)
(w(S
i0
1 )+ w(Si02 ))=
k2
2k − 1 (w(S
i0
1 )+ w(Si02 )). (3)
Since K̂(S∗)w(Si01 )+w(Si02 ) from the choice of i0 and from the fact that Si02 is a stable set (w(Si02 ) is the maximum weight
of the nodes in V \Si01 ) the result follows.
If w(Si02 )w(S
i0
1 )(k − 1)/k, then K̂(S∗)w(Si01 )(2k − 1)/k and we have
K̂(S)K̂(S1)= w(C(V ))kw(Si01 )
k2
2k − 1 K̂(S
∗).
Finally, since k2/(2k − 1)k/2, we obtain the expected result. 
For graphs with maximum degree 3, we have the corollary:
Corollary 14. There exists a 95 -standard approximation for the hypocoloring problem in graphs with maximum degree at
most 3.
Proof. We can assume that G does not contain any copy of K4, since in time at most O(n4), we can precolor the nodes of the
K4 with the same colors as in optimal hypocoloring. Thus, by Brooks’ theorem we deduce (G)3. Moreover in this case, we
can compute in polynomial-time an optimal coloring. Thus, these graphs are a 3-class and we can apply Theorem 13. 
Corollary 15. There exists a 95 -standard approximation for the hypocoloring problem in triangle free planar graphs.
Proof. From Grotzsch’s theorem [13], we know that the coloring problem is easy for triangle free planar graphs. Thus, since
(G)3 when G is triangle free planar, we deduce that triangle free planar graphs forms a 3-class, and then we can apply
Theorem 13. 
The bipartite graphs are also a special case of 2-class and then, we have:
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Corollary 16. There exists a 43 -standard approximation for the hypocoloring problem in bipartite graphs.
On the other hand, we can also establish a bound on the standard approximability of these two types of graphs.
Examine ﬁrst the proof of Theorem 11, consider a triangle-free planar graph G. Remember that K̂(S∗)3 iff the answer for
1 − IN 3SAT is yes. Assume now that there exists a polynomial time approximation algorithm A achieving, for some 	0> 0,
an approximation ratio ( 43 )− 	0.
• If K̂(S∗)3 (the answer for 1− IN 3SAT in I = (C, X) is yes), then valA(G)= 4− 3	0 and, since val has to be integer,
valA(G)= 3;
• on the other hand, if K̂(S∗)4, i.e., the answer for 1− IN 3SAT in I = (C, X) is no, then valA(G)K̂(S∗)4.
Consequently, with the hypothesis that a polynomial time approximation algorithm A achieves, for some 	0> 0, approximation
ratio ( 43 ) − 	0 for hypocoloring, one can in polynomial time decide on the right answer for 1 − IN 3SAT by simply reading
the value of the solution computed by A. The following proposition summarizes the above discussion.
Proposition 17. Unless P = NP, for any 	> 0 no polynomial time algorithm achieves an approximation ratio bounded above
by ( 43 )− 	 for the hypocoloring problem in triangle-free planar graphs with maximum degree bounded above by 3.
By the same type of proof and from Theorem 12, we can also show:
Proposition 18. Unless P = NP, for any 	> 0 no polynomial time algorithm achieves an approximation ratio bounded above
by ( 87 )− 	 for the hypocoloring problem in bipartite graphs with maximum degree bounded above by 39.
We end this subsection by proposing another simple approximation algorithm which works for any value of (G). This
algorithm uses a decomposition of G into at most s = (G)+13  subgraphs Gi satisfying (Gi)2 by applying a result of
Lovász [15]. Then, for each i = 1, . . . , s, we compute an optimum hypocoloringS∗
i
onGi by using the algorithm presented in
Section 7.2 (Proposition 41) and we color the corresponding solution with new colors. Finally, the solutionS is the juxtaposition
of these hypocoloringsS∗
i
.
Theorem 19. The hypocoloring problem is (G)+13 -standard approximable.
Proof. We have K̂(S)=∑si=1 K̂(S∗i ) and K̂(S∗)K̂(S∗i ) for any i = 1, . . . , s. Then, K̂(S)s × K̂(S∗). 
6.2. Differential approximation
We now show that in thek-graphs, there is a differential approximation scheme.Assume thatG= (V ,E) ∈ k and consider
then the following algorithm, calledk-Hypo_SCHEME in what follows and run it with parametersG and a ﬁxed constant 	> 0:
(1) Sort the nodes of G in non-increasing weight order;
(2) Set 
= 1/	;
(3) Compute an optimal hypocoloring S˜ of the graph induced by V2k
+k ;
(4) Compute an optimal coloring C(V2k
+k) of the subgraph induced by V \V2k
+k ;
(5) SetS= (S˜,C(V2k
+k));
Since 
 and k are ﬁxed constants, the set S˜ of step 3 of algorithmk-Hypo_SCHEMEcan be computed by an exhaustive search
in constant time. Consequently, the whole complexity of k-Hypo_SCHEMEis linear in n.
Theorem 20. For any ﬁxed 	> 0, the differential approximation ratio of k-Hypo_SCHEMEwhen called with inputs G ∈ k
and 	, is bounded below by 1− 	.
Proof. Let G = (V ,E) be a weighted k-graph and S∗ = (S∗1 , . . . , S∗l ) be an optimal hypocoloring of I = (G,w) with
w(S∗1 ) · · · w(S∗l ). We ﬁrst show that the number of hypostable sets of S˜ is not very large and that K̂(S∗)K̂(S˜).
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Claim 21. |S˜|k(
+ 1).
We denote by V˜1 the node set formed by the union of hypostable sets of S˜ having their number of connected components equal
to one; so, the graph G˜1 induced by V˜1 is an union of disjoint cliques plus eventually some edges between these cliques.We afﬁrm
that G˜1 has at most k nodes; by construction, the weight of these hypostable sets is w(V˜1)=
∑
v∈V˜1w(v) and if |V˜1|>k, then
an optimal coloring of G˜1 gives a better value (since G˜1 ∈ k) which is impossible; thus, we have: |S˜|(|V2k
+k\V˜1|)/2+
|V˜1| = (2k
)/2+ k.
Claim 22. K̂(S∗)K̂(S˜).
We take the hypocoloring S′ of the subgraph induced by V2k
+k which is the restriction of the hypocoloring S∗ (i.e.,
S′ = (S∗1 ∩ V2k
+k, . . . , S∗l ∩ V2k
+k)). Since the criterion is maximum, we have: K̂(S∗)K̂(S′); on the other hand, since
the property of hypocoloring is hereditary, we also have K̂(S˜)K̂(S′) and the result follows.
N. ow, since wor(G2k
+k) =
∑
v∈V2k
+k w(v) and by inequality of Claim 21 and the fact that the nodes of G are sorted in
non-increasing weight order, we have: wor(G2k
+k)− K̂(S˜)(k
)× w(v2k
+k). Moreover, since 
1/	, we obtain
	(wor(G2k
+k)− K̂(S˜))k × w(v2k
+k). (4)
Finally, by Claim 22 and sincewor(G2k
+k)wor(G), the solutionS produced by the algorithmk-Hypo_SCHEME veriﬁes
w(C(V4
+k))kw(v4
+k) ((G)k since G ∈ k) and by inequality (4), we have
K̂(S)= K̂(S˜)+ w(C(V4
+k))(1− 	)K̂(S˜)+ 	wor(G2k
+k)(1− 	)K̂(S∗)+ 	wor(G). 
We note ﬁnally that with exactly the same arguments as for the proofs of Proposition 18 and Proposition 17 and taking into
account that wor(G) − K̂(S∗)P(n) for some polynomial P, one can conclude that, unless P = NP, no polynomial time
algorithm can achieve a differential approximation ratio greater than 1− 1/P (n), and the following holds.
Proposition 23. Unless P=NP, if the hypocoloring problem is stronglyNP-hard on ak-class, then the hypocoloring problem
cannot be solved in a k-class by a fully polynomial time differential approximation scheme.
This is the case for the triangle-free graphs with maximum degree equal to 3 and for the bipartite graphs.
7. Polynomial cases
In this section, we consider two polynomial cases of the weighted hypocoloring problem: when the input is a collection of
disjoint trees with maximum degree at most  and when the input is a collection of disjoint cycles. The ﬁrst case is equivalent to
solving hypocoloring in trees with degree at most  whereas the second case is equivalent to solve hypocoloring in graphs with
degree at most 2, as will be shown later. Thus, since a tree is a particular bipartite graph, we have a frontier for the hardness of
the hypocoloring problem between trees with maximum degree at most 39 and bipartite graphs with maximum degree at most
39; the ﬁrst case will be shown to be polynomial in the next subsection whereas the bipartite case has been shown to be strongly
NP-hard (see Proposition 12). Finally, we will see that there is also another hardness gap for general graphs between graphs with
maximum degree at least 3 and graphs with maximum degree at most 2.
Before establishing these results, we shall give some results on hypocolorings in (r + 1)-clique free graphs. For a hypostable
set S, the characteristic valuewill be the integer number q such that q=w(S). Since we are in (r+1)-clique free graphs, there are
at most O(nr ) possible characteristic values of the different hypostable sets.More generally, for a hypocoloringS=(S1, . . . , Sk)
with w(S1) · · · w(Sk) we call vector of characteristic values, the vector (q1, . . . , qk) such that for any ik, qi =w(Si). In
(r+ 1)-clique free graphs, given a vector (q1, . . . , qk)with q1 · · · qk , the problem of deciding if there is a hypocoloringS′
whose vector of characteristic values (q ′1, . . . , q ′k) veriﬁes for any i, q ′iqi can be polynomially reduced to the list-hypocoloringr
problem as will be shown below. This latter problem is formally described by the following:
list-hypocoloringr :
Instance: a graph G = (V ,E), a set C of colors and, for every clique K with size at most r, CK ⊆ C is a set of colors such
that each one of them may occur on some nodes of the clique K but not on all nodes at a time.
Question: does G admit a hypocoloring such that for any clique K, not all the nodes of K have the same color i with i ∈ CK?
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Remark 24. Clearly,wemust haveCK contained inCK ′ whenK ⊆ K ′.Moreover, the problem list-hypocoloringr polynomially
reduces to the problem list-hypocoloringr ′ when rr ′.
Remark 25. Note that when list-hypocoloringr is polynomial for a class  of (r + 1)-clique free graphs then, the related
problem of constructing such a hypocoloring is polynomial. Let I = (G,CK) be an instance of list-hypocoloringr . In order to
do that, we ﬁnd a r-clique K of G such that CK = C. Let i /∈CK and denote by G′ the subgraph of G induced by V \V (K);
we color K with color i and for each node v of G′ which is adjacent to a node of K, we set Cv = Cv ∪ {i} and more generally
for each clique K of G′ containing v, we set (see Remark 24) CK = CK ∪ {i}. Let I ′ be the resulting instance. If the answer of
list-hypocoloringr on instance I ′ is yes, we apply again this procedure on I ′ else we set CK =CK ∪ {i} and we apply again this
procedure on I. Finally, when CK = C for every r-clique K of G, we apply the same procedure with (r − 1)-cliques and so on.
For every clique K of G, we denote by w(K) the quantity
∑
v∈Kw(v). Let (q1, . . . , qk) with q1 · · · qk be a vector. Since
G is (r + 1)-clique free, each hypostable set is a union of disjoint cliques with size at most r, we can polynomially construct
an instance of list-hypocoloringr in the following way: the graph G is the same, C = {1, . . . , k} and for any clique K of G,
CK = {i ∈ C : qi <w(K)}. Assume that the answer of the list-hypocoloringr instance is yes and let S′ = (S′1, . . . , S′k) with
w(S′1) · · · , w(S′k) (some S′i can be empty) be such a hypocoloring. Let K be a clique of S′i ; by construction w(K)qi since
i /∈CK and then, q ′i =w(S′i )qi . Conversely, if such a hypocoloring exists then, the answer of the list-hypocoloringr instance
is yes. So, we have proved the result claimed.
In the graphs with maximum degree  (which is a subclass of (+ 2)-clique free graphs), we now prove that hypocoloring
polynomially reduces to list-hypocoloring+1.
Proposition 26. The hypocoloring problem for graphs of degree at most  polynomially reduces to the list-hypocoloring+1
problem.
Proof. Let (G,w) be a weighted graph with maximum degree , a minimum hypocoloring can be computed by the following
algorithm:
(1) For every vector (q1, . . . , q) with q1 · · · q and such that qi = w(Ki) for some clique Ki of G do:
(a) Solve the related list-hypocoloring+1 instance;
(b) If the answer is yes, construct such a hypocoloring;
(2) Select a minimum weight hypocoloring among feasible hypocolorings computed during an execution of step (1b);
The complexity-time of this algorithm is O(n
2×C(n))whereC(n) is the complexity-time to solve the list-hypocoloring+1
problem. Since G admits a minimum hypocoloring with at most  colors (see Proposition 4), let S∗ = (S∗1 , . . . , S∗) with
w(S∗1 ) · · · , w(S∗) be an optimal hypocoloring (with possibly some S∗i = ∅) and denote by (q∗1 , . . . , q∗) its vector of char-
acteristic values. Let us examine the step of algorithm with the vector (q∗1 , . . . , q∗). By construction, the answer of the list-
hypocoloring+1 instance is yes and the algorithm ﬁnds a hypocoloring S′ = (S′1, . . . , S′) verifying w(S′i )q∗i and then,
w(S′
i
)= q∗
i
since (q∗1 , . . . , q∗) is a vector of characteristic values of an optimal hypocoloring. 
Corollary 27. Let us consider a class of graphs of degree bounded above by such that list-hypocoloring+1 is polynomial
on . Then, the minimum hypocoloring problem is also polynomial on .
Since we have proved in Theorems 11 and 12 that the hypocoloring problem is NP-hard in bipartite graphs with maximum
degree 39 and planar triangle-free graphs with maximum degree 3 respectively, we deduce the two following corollaries:
Corollary 28. For any r40, list-hypocoloringr in bipartite graphs of degree 39 is NP-complete.
Corollary 29. For any r4, list-hypocoloringr in planar triangle-free graphs of degree 3 is NP-complete.
7.1. Trees with maximum degree 
In trees, there are at most 2n − 1 characteristic values for the different hypostable sets. Thus, the algorithm of Proposition
26 is in this case in O(n) times the complexity-time of the list-hypocoloring+1. We now show that we can solve the list-
hypocoloring+1 problem in trees by using dynamic programming.
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Let C={1, . . . ,} be the set of colors. Let us then consider (T = (V ,E); (CK)K∈V∪E) an instance of list-hypocoloring+1
where T is a tree. Given a node v, we respectively denote by Hv(T ) and H ′v(T ) the sets of colors deﬁned by: h ∈ Hv(T )
(resp. H ′v(T )) if and only if there is a feasible hypocoloring for which v is colored by h and no (resp. exactly one) neighbor of
v is colored by h.
We denote by v1, . . . , vd the neighbors of v. The deletion of v induces a forest with d connected components; let Ti, i=1, . . . , d
denote the subtree containing vi . The following lemma can then be easily shown:
Lemma 30. For h ∈ C, we have
h ∈ Hv(T ) ⇔
{
h /∈Cv,
∀ j, (Hvj (Tj ) ∪H ′vj (Tj ))\[(Hvj (Tj ) ∪H ′vj (Tj )) ∩ {h}] = ∅,
h ∈ H ′v(T ) ⇔

h /∈Cv,
∃ j ∈ {1, . . . , d}, h ∈ Hvj (Tj ) and h /∈C[v,vj ],
∀ j ′ = j, (Hvj ′ (Tj ′) ∪Hvj ′ (Tj ′))\[(Hvj ′ (Tj ′) ∪H ′vj ′ (Tj ′)) ∩ {h}] = ∅.
Proposition 31. For any t2, list-hypocoloringt in trees is polynomial.
Proof. Let us consider the following polynomial-time algorithm:
(1) Choose a root r ∈ V and orient the tree from r to leaves (Tv denotes the subtree induced by v and its descendants;
(2) Compute, for every node v and from leaves to the root, sets Hv(Tv) and H ′v(Tv) (by using Lemma 30);
(3) For every color in Hr(T ) ∪H ′r (T ) compute a feasible hypocoloring by using Lemma 30 (from the root to leaves);
The related complexity is O(n2). 
Corollary 32. The hypocoloring problem is polynomial in trees with bounded degree. The related complexity is O(2n+1).
Remark 33. It is easy to remark that we can polynomially transform a forest (T1, . . . , Tp) with maximum degree  into a tree
T with maximum degree  such that an optimal hypocoloring of the tree is an optimal hypocoloring of the forest. In order to do
that, we iteratively take two subtrees of the forest that we link by the leaves with an additional node with cost 0.
When the number of different weights of w is constant, we are able to give a polynomial algorithm on the tree. Indeed, by
Proposition 7, we know that the size of any optimal hypocoloring is bounded by |w| + 1, and then, the previous algorithm also
works in polynomial-time.
Corollary 34. The hypocoloring problem is polynomial in trees when the number |w| of different weights is bounded. The related
complexity is O(n|w|+2).
7.2. Graphs with maximum degree two
We shall examine here the special situation where the graphG has maximum degree =2 (the case =1 is trivial:G consists
of isolated edges and nodes, so h(G) = 1). We prove by a similar technique that the case of maximum degree two is also
polynomial. However, the method presented here is slightly more involved than the previous one.
In our situation, the connected components of G are chains and cycles and all hypostable sets will consist of nodes and of
edges (cliques of size 2). From Proposition 4, there exists an optimal hypocoloringS= (S1, S2) ofGwithw(S1)w(S2) since
(G) = 2. The case S2 = ∅ is trivial and can be solved in linear-time. Thus, we will suppose Si = ∅ for i = 1, 2 and more
generally that h(G)2.
Lemma 35. Let G consist of a collection of node disjoint chains C1, . . . , Cp where each node v has weight w(v)0 and
h(G)2; there exists a graphG′ consisting of a single cycle C such that for any non-negative integer r,G′ has a 2-hypocoloring
S′ with K̂(S′)r if and only if G has a 2-hypocoloringS with K̂(S)r .
Proof. Let ai, bi be the end nodes of chain Ci in G for i = 1, . . . , p. We introduce into G new nodes ci , di with weight
w(ci) = w(di) = 0 and new edges [ci , di ], [di, ai ], [bi, ci+1] for i = 1, . . . , p (the indices are taken modulo p, which implies
that [bp, cp+1] is [bp, c1]). Let G′ be the graph obtained in this way. Clearly any k-hypocoloring (k2 since h(G)2 if G′
is not a triangle) S of G can be extended to a k-hypocoloring S′ of G′ with K̂(S) = K̂(S′): consider w.l.o.g. nodes ci , di ;
if bi−1 ∈ Sc and ai ∈ Sd (c = d) then introduce ci into Sd and di into Sc. If {bi−1, ai} ⊆ Sc then introduce [ci , di ] into
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Sd . Conversely, the restriction of a 2-hypocoloringS′ of G′ to the nodes of G gives a 2-hypocoloringS′ of G′ with K̂(S)=
K̂(S′). 
As a consequence, we may restrict our attention to graphs G = (V ,E) whose connected components are cycles and let
n=|V |=|E|.We will deﬁne the weightw(e) of an edge e=[x, y] as the sumw(x)+w(y). Then, we notice that there are at most
n+t+1 possible values forw(S1)where t is the number of triangles ofG and 2n possible values forw(S2). It is important to notice
that we cannot solve separately the problem in each connected component as we can do in the unweighted version: an optimum
hypocoloring is not necessarily formed by optimum hypocoloring on each connected component (see in particular the instance
given by two chains of length two (x1, x2, x3) and (y1, y2, y3)withw(x1)=8, w(y1)=w(y2)=5, w(x2)=3, w(x3)=w(y3)=1).
From (iii) of Proposition 4, we know that S2 does not contain any K3. Thus, if there is a triangle in a hypostable set, it must be
in S1.
Claim 36. Maxv∈V w(v)w(S1) max{Maxe∈E w(e);maxK3w(K3)}.
For given values p, q (pq) we shall determine using the procedure A(p, q) whether a 2-hypocoloringS= (S1, S2) of G
exists such that w(S1)= p and w(S2)= q. Formally, the algorithm A(p, q) is the following:
Starting with the smallest possible value of p and the smallest possible value of qp, we apply Claims 37–40 (given below)
to get the smallest q for which a solution (S1, S2) exists such thatw(S1)=p andw(S2)=q. If such a hypocoloring can be found,
we store the current solution S = (S1, S2) with val(S) = p + q if it is better than the best solution found so far. Whenever
such a solution has been found, we increase p to the next possible value and we start again with the minimum q. An optimal
hypocoloring (S1, S2) will be given by the solution stored.
We shall use in A(p, q) the following properties:
Claim 37. If w(v)>q, then v ∈ S1; if x, y, z are three consecutive nodes on an induced P3 with x, y ∈ Si then z ∈ S3−i for
i = 1, 2.
Claim 38. If for some edge e= [x, y], we have w(e)>p, then x, y are neither both in S1 nor both in S2; if w(e)> q, then x, y
are nor both in S2. In such situations, we shall simply say that the color i is not feasible for edge e = [x, y].
Starting from G with given values p, q we will apply the above Claims as long as possible to derive consequences on the
colors to be assigned to the nodes and to the edges of G. For instance, if e = [x, y] veriﬁes w(x)>q and w(y)>p − q, then
x ∈ S1 and y ∈ S2.
We will then arrive at a situation where no solution exists (this may occur for instance if three consecutive nodes must get the
same color or if there exists an odd cycle where color 1 is forbidden for all edges) or where some nodes have obtained some ﬁxed
color and we are left with a collection of chains whose end nodes have some ﬁxed color (but no intermediate node is colored)
and with some cycles which have no ﬁxed color; in addition some edges may have forbidden colors. Observe in particular that
a 2-hypocoloring may exist even if colors 1 and 2 are forbidden for some edge e = [x, y]; this simply means that x and y must
have different colors.
In the remaining cycles without ﬁxed colors, we have two possible situations: if Ci has even length, then we alternate colors
1 and 2 (in other words, we produce a coloring). If Ci has odd length, then by the previous remark, we know that there exists an
edge e for which color 1 is feasible. So, we introduce this edge into S1 and we alternate colors 1 and 2 for the remaining nodes.
Now, each remaining cycleCi has at least one nodewith a ﬁxed color.We can describeCi by the sequence (F1,D1, F2, . . . , Fk,
Dk) where Fi and Di are chains. Moreover for any i, all nodes of Fi have a ﬁxed color and each Di has two endpoints with a
ﬁxed color and all intermediate nodes are uncolored. Note that some Fi may be empty (in this case, i.e., Fi =∅, we identify the
terminal endpoint of Di−1 with the initial endpoint of Di ) and each Di has at least 3 nodes. Thus for instance, if in a cycle C,
Claim 37 determines the color of exactly one node, say a, then the sequence consists of chain D1 and its two endpoints are the
same node a.
Let a1, . . . , as be the nodes of the chainDi where a1 and as have ﬁxed colors. If a1 ∈ S1, then for e=[a1, a2] color 1 cannot
be forbidden because this would force a2 ∈ S2. If a1 ∈ S2, then similarly for e = [a1, a2] color 1 cannot be forbidden. So, we
have w(a1) + w(a2)p for a1 ∈ S1 or w(a1) + w(a2)q for a1 ∈ S2; in addition for each intermediate node ai , we have
w(ai)q. For as we have the same relations as for a1.
Claim 39. Let Di with nodes a1, . . . , as be a chain such that a1, as ∈ Sj with s odd or such that a1 ∈ Sj , as ∈ S3−j with s
even for some j = 1, 2. Then there exists a 2-hypocoloringS= (S1, S2) where the colors 1 and 2 alternate in Di .
This follows immediately from the observation that for all intermediate nodes ai , we have w(ai)q.
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Claim 40. Let Di with nodes a1, . . . , as be a chain such that a1, as ∈ Sj with s even or such that a1 ∈ Si, as ∈ S3−j with s
odd for some j = 1, 2. Then there exists a 2-hypocoloringS= (S1, S2) such that [a1, a2] gets one of its feasible colors.
Assume a1 ∈ S1; we have observed that we have in this case w(a1)+ w(a2)p, so we can introduce a2 into S1 and we are
back to the case of Claim 39. Similarly if a1 ∈ S2, we have w(a1) + w(a2)q, so we introduce a2 into S2 and we are in a
similar situation. The result follows from Claim 39.
Finally, for each chainDi , we apply Claims 39 and 40 and we color properly the remaining cycles. Now, when a value of p is
ﬁxed, we observe that the consequence of Claims 37 and 38 can be obtained in O(n2) gives a feasible value of q (if there exists).
Then again in O(n) steps, we can apply Claims 39 and 40 to determine a 2-hypocoloring. It should be observed that cases where
no solution can be found occur only when consequence of Claims 37 and 38 are drawn.
Proposition 41. There exists a polynomial time algorithm of complexity O(n3) to determine an optimum hypocoloring in a
graph G with (G)2.
Proof. Let S∗ = (S∗1 , S∗2 ) be an optimal hypocoloring of G with w(S∗1 )w(S∗2 ). Let study the situation where p is equal to
w(S∗1 ): by construction, the consequence of Claims 37 and 38 give a partial feasible solution. Then, the procedure A(p, q)
ﬁnds a value q such that the consequences of Claims 39 and 40 also yield a complete feasible solution S = (S1, S2) of G
with p = w(S1)> qw(S2). We necessarily have w(S∗2 )q since q is a minimum value such that the partial solution exists;
if w(S∗2 ) = q, then we obtain a contradiction sinceK̂(S∗)>p + qK̂(S); thus, we have w(S∗2 ) = q and the proposition
follows. 
8. An (exponential) algorithm for triangle-free graphs
We shall now consider graphs containing no induced triangles; these are precisely the graphsG for which the largest size(G)
of a clique is two. In such graphs, hypostable sets consist of nodes and of edges (cliques of size 2). Such graphs can have arbitrarily
large chromatic numbers; it follows that they can also have arbitrarily large hypochromatic number: indeed a triangle-free graph
G with (G)2k has h(G)k. If we had h(G)< k, then we could take a minimum hypocoloring S = (S1, . . . , Sr ) of G
with r < k. Each Si could be decomposed into two stable sets S′i , S′′i (since it consists of nodes and of edges) and we would get
a 2r-coloring (S′ = (S′1, . . . , S′r , S′′1 , . . . , S′′r ) of G with 2r < 2k, which is a contradiction. So, triangle-free graphs are far from
being trivial with respect to “hypochromaticity”.
We shall now show that, based on the separation principle (link two nodes or merge them) described for instance in Berge,
Chapter 15 [3] for usual colorings of graphs, we can develop a “light version” procedure for determining a hypocoloringSwith
minimum cost K̂(S) in a weighted triangle-free graph. This procedure will in addition exhibit in a striking way the symmetry
between usual colorings and hypocolorings.
For usual colorings, one separates the possible colorings of a graph G into two classes by repeatedly choosing a pair of
non-adjacent nodes x, y. There is a one-to-one correspondence between the colorings of G where x and y have the same color
and the colorings of the graphG1 obtained from G by merging nodes x, y into a single node x′ (linked to all neighbors of x and
to all those of y in G).
In the same way there is a one-to-one correspondence between the colorings of G where x and y have different colors and the
colorings of the graph G2 obtained from G by introducing an edge [x, y].
So, G can be replaced by G1 and G2. We repeat this operation for each one of G1 and G2 as long as possible, i.e., until
we obtain graphs containing no more pair of non-adjacent nodes, i.e., graphs which are cliques. The size of the smallest clique
obtained in this way is the chromatic number of G. This idea can be extended to weighted colorings of G: whenever we merge
nodes x, y into xy, we set w(xy)=max{w(x),w(y)}. The above algorithm can be applied as before. The clique with minimum
weight will give the optimal cost of a weighted coloring.
Our purpose is to give an (exponential) algorithm for ﬁnding a hypocoloring S with minimum cost K̂(S) in a weighted
triangle-free graphs by using an additional separation principle. Since, we are handling hypostable sets (i.e., sets of nodes and
edges), we will have to introduce some blocking mechanism which will prevent us from introducing some edges into hypostable
sets: if e is in some Si , then no adjacent edge can be introduced into the same hypostable set Si . The algorithm will be based on a
“Contract or Connect” principle; we will call it the COntract or Connect Algorithm or shortly COCA. It is described in Table 1.
Clearly such a procedure may be exponential. It enumerates in an implicit way all hypocolorings of G and ﬁnds the minimum
value of the cost K̂(S) of such hypocoloringsS.
Edgeswhich are no longer allowed to be introduced into a hypostable set are blocked.While II(H) separates the usual colorings
ofH as described above, procedure II(H) separates the hypocolorings into two classes: the hypocolorings where x and y (linked)
are in the same hypostable set and the hypocolorings where x and y are in different sets.
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Table 1
The COCA algorithm
We now describe the two separation procedures:
Separation procedure I(H)
(1) Choose a free edge [x, y] in H;
(2) Let H1 be obtained from H by condensing [x, y] into a node xy with
w(xy)= w(x)+ w(y); all edges adjacent to xy are blocked;
(3) Let H2 be obtained from H by blocking [x, y];
Separation procedure II(H)
(1) Choose two non-adjacent nodes x, y in H;
(2) Let H1 be obtained from H by condensing x, y into a node xy with
w(xy)=max{w(x);w(y)}; all edges adjacent to xy remain blocked;
(3) Let H2 be obtained from H by introducing the edge [x, y]; [x, y] is blocked;
At the ﬁnal stage, a graphHwill be a cliquewith all edges blocked; the corresponding colorings can be reconstructed by looking
at the name of each node which is obtained by concatenation of the names of the nodes which have been sequentially merged. The
“light” version of the COCA algorithm is just the enumeration algorithm for usual (unweighted) colorings. Notice that even if G
contains no triangles by assumption, the auxiliary graphs constructed by the separation procedures I and II may contain triangles.
Data: Weighted triangle free graph G
Output: A hypocoloringS with minimum cost K̂(S)
(1) Initialisation: All edges are free; L= {G};
s(G)= best solution so far; w∗ = +∞
(2) While L = ∅ do
(a) Choose a graph H in L;
(b) If H has at least one free edge then apply procedure I(H)
else (all edges are blocked)
(i) If H is not a clique then apply procedure II(H)
else (H is a clique with all edges blocked)
(A) w =∑v∈V (H) w(v);
(B) If w<w∗ then s(G)=H and w∗ = w;
(3) Remove H from L and introduce the graphs H1, H2 (produced by separation procedure) if they exist into L;
Remark 42. In the case where the hypostable sets are redeﬁned as disjoint sets of cliques of size at most two (i.e., non-adjacent
nodes and edges) then the COCA algorithm can be used to ﬁnd optimal “hypocolorings” in arbitrary graphs.
An illustration of the COCA algorithm is given in Fig. 8 for a small example.
Notice that the COCA algorithm could be extended to handle the case of hypostable sets containing no clique of size greater
than a given r, but its formulation would not be as elegant as the above one.
9. Some extensions and variations
In the above batch scheduling model described in Section 2, we have required that each connected component of the subgraph
induced by a hypostable set S be a clique (of size one or more). This may be too strong. Each connected component of the
subgraph induced by S is a collection of operations assigned to the same processor; they will hence be processed consecutively.
But they need not be all pairwise incompatible. Such operations could simply be required to form a connected component of the
subgraph induced by S or, in other contexts, a subgraph verifying a hereditary property P; we will call such colorings conditional
subcolorings (or P-subcolorings). These notions are linked (in their unweighted versions) to the concept of conditional colorings
of G with respect to a graph theoretical property P; the conditional chromatic number (G, P ) is the minimum integer k such
that there is a partition of the nodes into k sets such that the subgraph induced by each set has the property P (see Albertson et
al. [1], Dillon [10] or Harary [14]). An important application of conditional coloring is the circuit manufacturing problem and is
deﬁned by P(V ′)= true iff the subgraph induced by V ′ is planar; the number (G, P lanar) is also known as the node thickness
of a graph (see Beineke and White [2] and Mutzel et al. [16] for a survey).
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Fig. 8. An illustration of the COCA algorithm.
So, we could consider more general hypostable sets and deﬁne their weights in an appropriate way. If for instance S is an
arbitrary subset of nodes in a weighted graph G such that each connected component C of S veriﬁes property P, let C(S) be the
collection of connected components C in the subgraph induced by S. Let f be a function giving the cost of connected component
C (f takes into account the cost of operations in C); so we can have f (C)=∑v∈V (C) w(v) or f (C)=maxv∈V (C) w(v) for each
connected component C ∈ C(S) where V (C) is the node set of C. In any case, we suppose that the function f onP(V ) veriﬁes:
∀v ∈ V, f ({v})= w(v) (5)
Then, as before, w(S)=max{f (C)|C ∈ C(S)}. Hence, a P-generalized hypocoloring of the weighted graph G= (V ,E) with
respect to f will be a partitionS of the node set V into k (disjoint) such subsets S1, . . . , Sk ; the cost K̂(S) will be deﬁned as:
K̂(S)=
k∑
i=1
w(Si)
where for each i, w(Si)=max{f (C)|C ∈ C(Si)}.
• In this paper, we mainly refer to the case f (C) =∑v∈V (C) w(v) and P is the property to be a clique. As in the previous
sections, an optimum value will be indifferently denoted by K̂(S) or (G,Clique, sum).
• In the more general situation corresponding to the case without constraints, we have f (C) =∑v∈V (C) w(v) and P is the
trivial property (always equals to true). Note that if all weights are equal to one, thenw(C)=|V (C)| andw(C) is the number
of nodes in the largest connected component of the subgraph induced by S. If each C is constrained to be a single node, then
we have the classical node k-coloring concept.
• When f (C)=maxv∈V (C) w(v) and P is the property of being a clique (i.e., we want study the quantity(G,Clique,max)),
we obtain another generalization of the coloring problem which has been studied under the name of subcoloring (see Brown
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and Corneil [8], Albertson et al. [1]). The subchromatic number of G is the smallest k for which there exists a partition of the
node set into k hypostable sets (called substable sets). Basic complexity results related to subcolorings are given in Fiala et
al. [11], namely proving that, if a graph G has subchromatic number equal to k, the associated problem is NP-complete in the
graphs with maximum degree bounded above by k2 for any k2.
Observe ﬁnally that P-generalized hypocolorings of a weighted graph G with respect to f exist for any hereditary property P. So
the following quantity can be computed:
(G, P, f )=min{K̂(S)|S is a P -hypocoloring of G with respect to f } (6)
In this case, clearly we have(G, P, f )(G,max)where in(G,max), the predicate is deﬁned by: ∀V ′ ⊆ V, P (V ′)= true
iff |V ′|=1 (the quantity(G,max) has been studied in Demange et al. [9]) since P is a hereditary property and f veriﬁes property
(5). We also derive an upper bound on these quantities:
Proposition 43. LetG= (V ,E,w) be a weighted graph andS= (S1, . . . , Sk) a partition of node set V of G. If V (C) denotes
the node set of a connected subgraph C in G and wmax(V ′) = maxv∈V ′ w(v) for any V ′ ⊆ V , we have for any hereditary
property P and function f verifying (5):
(G, P, f )
k∑
i=1
wmax(Si)max{|V (C)| : C ∈ C(Si)}. (7)
Proof. Assume there is a partitionS= (S1, . . . , Sk) of the node set of G and a hereditary property P and a function f verifying
(5) such that:∑ki=1wmax(Si)max{|V (C)| : C ∈ C(Si)}<(G, P, f )(G,max); then each Si can be partitioned into at
most max{|V (C)| : C ∈ C(Si)} stable sets; since the value of each such stable set in Si is at most wmax(Si), this would give a
weighted coloring of G with a value strictly smaller than (G,max), which is impossible. 
In fact, we could deﬁne the weighted chromatic number of a weighted graph G by
(G,max)= min
S=(S1,...,Sp)
p∑
i=1
wmax(Si)max{|V (C)| : C ∈ C(Si)}.
Indeed (G,max) never exceeds the right hand side. Consider an optimal weighted coloring S∗ = (S∗1 , . . . , S∗k ) (i.e., with
(G,max) =∑ki=1w(S∗i )); for the corresponding partition we have |V (C)| = 1 for every connected component of every S∗i ;
hence, we have equality for this speciﬁc partition. Thus, when all weights are one, we get an alternative deﬁnition of the chromatic
number; if we are given an arbitrary partition of the node set, it may also provide an upper bound on (G).
On the other hand when we restrict to the graphs without (k + 1)-clique, we have for our problem the following inequality:
Lemma 44. If G is (k + 1)-clique free then we have
(G, clique, sum)(G,max)Hk(G, clique, sum) (8)
where Hk is the kth harmonic number (i.e., Hk =
∑k
i=1 1/i).
Proof. The ﬁrst inequality has been proved. Let S∗ = (S∗1 , . . . , S∗r ) be an optimum hypocoloring of G. We denote by Ci for
i = 1, . . . , r1 the connected components of S∗1 . We split the hypostable set S∗1 into stable sets S∗1,1, . . . , S∗1,k by the following
procedure: v ∈ S∗1,1 if and only if there exist jr1 such that v ∈ Cj andw(v)=maxx∈Cj w(x). In other words, S∗1,1 consists of
the set of elements of each connected component which have the largest weight. Then, we delete S∗1,1 from S∗1 and we repeat the
procedure until S∗1 is empty. Then, we repeat the procedure on S∗2 until we obtain a complete coloring.We know by construction
that there exists at most k such stable sets from S∗
i
since G is (k + 1)-clique free (we can also have S∗
i,k
= ∅ for some ir). We
show that we have for i = 1, . . . , r and for j = 1, . . . , k:
w(S∗i,j )
w(S∗
i
)
j
. (9)
We only prove the result for i = 1 since it sufﬁces to delete S∗1 from G to obtain the result for i = 2 and so on. If j = 1, the
result is trivial. Let jk be an integer such that w(S∗1,j ) = 0 (otherwise, the result is again trivial); denote by vj a node of S∗1,j
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verifying w(vj )= w(S∗1,j ). By construction in the hypostable set S∗1 , there exists a j-clique Kj such that vj ∈ Kj and for any
other node v of Kj we have w(v)w(vj ). Thus, we obtain jw(vj )
∑
v∈Kj w(v)w(S
∗
1 ).
Finally, we sum inequality (9) over all i, j and we obtain the expected result. 
Remark 45. This bound is best possible. Consider G=⋃ki=1Ki where Ki is a complete graph on i nodes and for any node v
of Ki , we set w(v)= k!/i. Then (G,max)=Hk(G, clique, sum).
We conclude this subsection with an inequality on the size of any optimal P-hypocoloringS∗ of G with respect to criterion
max (i.e., K̂(S∗) =(G, P,max)); thus, in this case the cost of a P-hypostable set S is w(S) = maxx∈S w(x). We will need
some additional notations: we denote by q = P (G) the quantity (G, P,max) when all weights of G are equal to one. We
also respectively denote by |S∗| and |w| the size of the solutionS∗ and the size of the weight function w (i.e., the number of
different values taken by w). Then, we have:
Proposition 46. Let G = (V ,E,w) be a weighted graph with w(v)> 0 for any node v; every optimal P-hypocoloring S∗ =
(S1, . . . , Sk) of G with respect to criterionmax such thatw(S1) · · · w(Sk) satisﬁes:w(Si)>w(Si+q−1), for any ik− q.
Thus, we have
|S∗|1+ |w|(P (G)− 1). (10)
Proof. LetS∗=(S1, . . . , Sk) be an optimalP-hypocoloring ofGwith respect to criterionmax.Assume now that q=P (G)2;
choose the smallest i such that w(Si)= · · · =w(Si+q−1)w(Sk). We have ik− q by assumption. Now Si ∪ Si+1 ∪ · · · ∪ Sk
induces a subgraphG′ ofG; we have therefore P (G′)P (G)=q since the property is hereditary, so there exists a P-coloring
(S′
i
, . . . , S′
i+q−1) of G′ (with i + q − 1<k). Assuming w(S′i )w(S′i+1) · · · w(S′i+q−1) we have w(S′i ) = w(Si) and
w(S′
i+s )w(S′i ) = w(Si+s ) for s = 1, . . . , q − 1 since the criterion is max. Setting S′j = Sj for j = 1, . . . , i − 1 we get an
(i + q − 1) P-coloringS′ = (S′1, . . . , S′i+q−1) of G with K̂(S′)<(G, P,max) which is a contradiction. 
Most of the results established in previous sections can be transposed to (G, P, sum) and sometimes to (G, P,max).
Namely the approximation results and the properties of the size (or the value) of optimal solutions.
10. Conclusion
Further research will be needed in several directions to explore the ﬁeld of hypocolorings. Batch scheduling is a motivation
for this purpose, there are also several theoretical aspects which are of interest. For instance, ﬁnding in a bipartite graph a 2-
hypocoloring with minimum cost (among those which use at most two colors) is an open problem to our knowledge (an optimum
hypocoloring in such a graph may have more than two colors) or establishing complexity results for trees without restriction on
the maximum degree.
In addition, heuristics for general graphs should be designed and tested. We hope that the initial results derived in this paper
will be a ﬁrst step along this line of development.
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