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Abstract
In this paper we detail the mechanisms that drive substitutional binary diffusion and derive
appropriate governing equations. We focus on the one-dimensional case with insulated boundary
conditions. Asymptotic expansions are used in order to simplify the problem. We are able to
obtain approximate analytical solutions in two distinct cases: the two species diffuse at similar
rates, and the two species have largely different diffusion rates. A numerical solution for the full
problem is also described.
Keywords Kirkendall effect · Mathematical model · Substitutional diffusion
1 Introduction
The first systematic study on solid state diffusion was carried out by Roberts [22, Part II] in 1896, in
which he studied diffusion of gold into solid lead at different temperatures, and that of gold into solid
silver. At the time it was believed that in binary diffusion both species had the same diffusion rate.
Pfeil [20] noticed some strange behaviour in iron/steel oxidation in which muffle pieces would fall into
the surface of the oxidising iron and were slowly buried until they disappeared beneath the surface.
By breaking up the oxidised layer these muffle pieces could be recovered. This seemed to indicate that
the diffusion rate of iron and oxygen were not the same. Motivated by this observation Smigelskas
and Kirkendall [23] designed an experiment in which a rectangular block of brass (Cu-Zn alloy) was
wound with molybdenum (Mo) wires, since Mo is inert to the system and moves only depending on
the transferred material volume. This block was then electroplated with pure Cu, and afterwards the
resulting block was annealed at 1058 K. They found that the Mo wires had moved from their original
position, which could only mean that Cu and Zn had different diffusion rates. Moreover, this changed
the way solid diffusion was understood, since, the now called Kirkendall effect showed evidence of a
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vacancy diffusion mechanism instead of substitutional or ring mechanism, which were the ones believed
to be driving binary diffusion in alloys at the time.
Vacancy sites are defects in the lattice, and are basically lattice sites which should be occupied by
an atom if the crystal structure was perfect. Atoms use these empty lattice spaces to diffuse. A conse-
quence of the Kirkendall effect is the fact that voids may form and in metals this implies deterioration
in their mechanical, thermal and electrical properties. It should be noted that Huntington and Seitz
[8], five years before Kirkendall’s contribution, argued that indeed, it is the vacancy mechanism that
drives diffusion, but because of World War II their work was overlooked.
Sometimes when there are many vacancies in an alloy a nonequilibrium situation occurs and they
supersaturate. They can either form F sinks or K sinks, which means that either a void is created
by the union of many vacancies or that the vacancies join but do not form a void, respectively [7].
Further, grain boundaries and dislocations serve as sources and sinks of vacancies, though in alloys
their efficiency as source/sink decreases. Thus allowing this nonequilibrium situations. Recently, this
has lead to the Kirkendall effect being used to create hollow nanostructures, although the first example
of using the Kirkendall effect to create hollow structures was by Aldinger [1]. Hollow nanocrystals
were first produced by Yin et al. [26]. Gonzalez et al. [5] were able to synthesise different shapes of
nanostructures such as spheres, cubes and tubes at room temperature. This type of structure has
many possible applications. In biomedicine, they can be used for simultaneous diagnosis and therapy,
and the hollow inside can be used to transport drugs and biomolecules and then release them in a
controlled manner [2]. Piao et al. [21] used hollow nanocapsules of magnetite that not only were used
as a drug delivery vehicle but as a T2 magnetic resonance imaging contrast (MRI) agent. A full review
on the nanostructures and MRI can be found in [18]. In the lithium-ion batteries context they have
been proposed to be included in the electrodes to enhance rate capability and cycling stability [24].
Hollow nanoparticles have also been reported to be good catalysts [10, 11]. A review on synthesis and
applications of hollow nanostructures can be found in [12].
Mathematical models have been proposed to explain the Kirkendall effect. One of the first analysis
presented to study this phenomena was the one by Darken [3], which does not include vacancies. The
works of Morral et al. [17] and Wierzba [25], which is based in Darken’s analysis, also study the
Kirkendall effect, but do not mention vacancies in their studies. See [6] for a discussion of various
models. Fan et al. [4] describe a theory of the physics behind the Kirkendall effect, consisting of two
stages: the first one involves the creation of small voids in the compound interface via bulk diffusion,
and the second one which strongly relies on surface diffusion of the core material. They say that
this model works for both nanospheres and nanotubes. Yu et al. [27] present a model with vacancy
sources and sinks and solve it numerically. Jana et al. [9] create hollow nanoparticles and present a
mathematical model that aims to capture the observed phenomena. The results of the model match
the experimental data, but in it there is a free parameter chosen for that purpose. Furthermore, the
boundary conditions do not seem to match the physical description of the problem.
In this paper we rigorously derive the governing equations for a substitutional binary diffusion
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problem and make sensible assumptions to reduce them in order to have an analytically tractable
problem. We will pose a 1D problem, the simplest scenario possible in order to gain insight into the
physics behind the Kirkendall effect, with the future goal in mind of being able to model the creation
of hollow nanostructures.
In the following section we will present expressions for the fluxes of the two species in a binary
diffusion problem. In doing so, we obtain expressions for the concentration dependent diffusion coef-
ficients. We will then write the fluxes in terms of the fast diffuser and vacancies, since keeping track
of the latter is crucial for our goal. After obtaining the governing equations for the problem we will
use them in the development of a one dimensional test case in Section 3. In two limiting cases we
can use asymptotic expansions to simplify the problem and give analytical solutions. These cases
correspond to assuming that one species is much faster than the other or that they both diffuse at
almost the same rate. We also provide a numerical solution to the full problem. In the results section
we demonstrate that the analytical reduction of the diffusion coefficients is valid and thus the reduced
governing equations can be used to treat this problem.
2 Substitutional diffusion
Consider a binary crystalline solid composed of three species: atomic species A, atomic species B, and
vacancies V. We label the fast diffuser as species A, and the slow one B. The driving forces for the
diffusion of species are the gradients of the chemical potentials µi, so the concentration fluxes of the
components of the system are [13]
JA = −LAA∇µA − LAB∇µB − LAV∇µV , (1)
JB = −LBA∇µA − LBB∇µB − LBV∇µV , (2)
JV = −LV A∇µA − LV B∇µB − LV V∇µV , (3)
where Lij are the kinetic transport coefficients. It holds that LAB = LBA, LAV = LV A, and LBV =
LV B [19]. In a perfect lattice region (free of dislocations, grain boundaries and surfaces) lattice sites
are conserved, so
JA + JB + JV = 0. (4)
Substituting for the fluxes from (1)-(3) and equating the coefficients of the different chemical potentials
leads to relations LV A = −(LAA + LAB), LV B = −(LAB + LBB) and LV V = −(LAV + LBV ). It also
means that we only need two of the fluxes to fully define the system,
JA = −LAA∇(µA − µV )− LAB∇(µB − µV ), (5)
JB = −LAB∇(µA − µV )− LBB∇(µB − µV ). (6)
We write in terms of the fluxes of A and B to illustrate the fact that substitutional diffusion of an
atom in a perfect lattice structure occurs via positional exchange with a neighbouring site.
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The kinetic transport coefficients Lij are defined as [14, 16]
LAA = XVXAΓA
ρλa2
kBT
(
1− 2XBΓA
Λ
)
, (7)
LAB = LBA = ΓAΓBXAXBXV
2ρλa2
kBTΛ
, (8)
LBB = XVXBΓB
ρλa2
kBT
(
1− 2XAΓB
Λ
)
, (9)
where Xi are the mole fractions corresponding to the i-th species (and, by the definition of mole
fraction, XA + XB + XV = 1), ρ is the lattice site density, λ is a geometric factor that depends on
crystal structure, a is the atomic hop distance, kB is the Boltzmann constant, T is the temperature
of the system, and ΓA and ΓB are the jump frequencies of species A and B, respectively. The jump
frequency is the rate at which atoms jump to an adjacent available site. We denote Γ = ΓA/ΓB > 1,
since A is the fast diffuser. A list of typical values of these parameters is given in Table 1. If species i
is absent then the coefficients Lij are such that Ji = 0. The parameter Λ is defined as [16]
Λ =
1
2
(F0 + 2)(XAΓA +XBΓB)− ΓA − ΓB + 2(XAΓB +XBΓA)+√(
1
2
(F0 + 2)(XAΓA +XBΓB)− ΓA − ΓB
)2
+ 2F0ΓAΓB,
(10)
where F0 = 2f01−f0 , and f0 is the correlation factor for a single component solid with the crystal structure
of the A-B alloy. The fluxes are now well defined.
In order to derive explicit expressions for the fluxes involving the mole fractions of the atomic
species, we define the new chemical potentials µ˜A = µA−µV and µ˜B = µB−µV which may be written
as [27]
µ˜i =
∂G(XA, XB)
∂Xi
, (11)
where G is the Gibbs free energy. According to the ideal mixing condition, the free Gibbs energy per
lattice site in the A-B alloy with vacancies is
G(XA, XB) = kBT [XA ln(XA) +XB ln(XB) +XV ln(XV )] . (12)
We can rewrite equations (5) and (6) as
JA = −ρ
(
LAA
1
ρ
∂µ˜A
∂XA
+ LAB
1
ρ
∂µ˜B
∂XA
)
∇XA − ρ
(
LAA
1
ρ
∂µ˜A
∂XB
+ LAB
1
ρ
∂µ˜B
∂XB
)
∇XB, (13)
JB = −ρ
(
LBA
1
ρ
∂µ˜A
∂XA
+ LBB
1
ρ
∂µ˜B
∂XA
)
∇XA − ρ
(
LBA
1
ρ
∂µ˜A
∂XB
+ LBB
1
ρ
∂µ˜B
∂XB
)
∇XB. (14)
The reason for keeping the ρ factor in this form will become apparent later.
If we define the diffusion coefficients as(
DAA DAB
DBA DBB
)
=
(
LAA LAB
LBA LBB
)(
1
ρ
∂µ˜A
∂XA
1
ρ
∂µ˜A
∂XB
1
ρ
∂µ˜B
∂XA
1
ρ
∂µ˜B
∂XB
)
, (15)
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then the fluxes (13), (14) may be written in terms of the mole fractions
JA = −ρDAA∇XA − ρDAB∇XB, (16)
JB = −ρDBA∇XA − ρDBB∇XB. (17)
Note that the diffusion coefficients are concentration functions via the chemical potentials and the
kinetic transport coefficients.
2.1 Fluxes in terms of the fast diffuser and vacancies
In binary diffusion it is the concentration of A and B that are of practical interest. However, the
process is only possible due to the presence of vacancies. The vacancy concentration is typically 6
orders of magnitude smaller than XA or XB, so the details of the evolution of XV are easily lost in
a numerical solution. For this reason, from now on we will work with the fast diffuser A and the
vacancies. This means working with the two fluxes JA and JV . Since lattice sites are conserved,∑
iXi = 1, we may write
∇XA +∇XB +∇XV = 0. (18)
Using equations (4), (16), (17) and (18), we then obtain
JA = −ρDVAA∇XA + ρDAV∇XV , (19)
JV = ρDV A∇XA − ρDV V∇XV , (20)
where the modified diffusion coefficients are
DVAA = DAA −DAB, DAV = DAB,
DV A = DBA +DAA −DBB −DAB, DV V = DBB +DAB.
(21)
Fick’s second law states that the rate of change of concentration in time is equal to the divergence
of the flux. Noting that the concentration may be written in terms of the mole fraction, Ci = ρXi, we
find diffusion equations for XA and XV ,
∂XA
∂t
= −1
ρ
∇ · JA = ∇ ·
(
DVAA∇XA
)−∇ · (DAV∇XV ) , (22)
∂XV
∂t
= −1
ρ
∇ · JV = −∇ · (DV A∇XA) +∇ · (DV V∇XV ) . (23)
Note that the ρ term has now disappeared in the governing equations.
2.2 Diffusion coefficients
The diffusion coefficients defined by equations (15), (21) are very complex, making it difficult to
identify the dominant mechanisms. Consequently we will now analyse the expressions for DAA, DAB,
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DBA and DBB. Starting with DAA we note that it consists of two terms,
LAA
1
ρ
∂µ˜A
∂XA
= XVXAΓA
ρλa2
kBT
(
1− 2XBΓA
Λ
)
1
ρ
kBT
(
1
XA
+
1
XV
)
= ΓAλa
2
(
1− 2XBΓA
Λ
)
(XV +XA) ,
(24)
LAB
∂µ˜B
∂XA
= XVXAXBΓAΓB
2ρλa2
kBTΛ
1
ρ
kBT
XV
= XAXBΓAΓB
2λa2
Λ
, (25)
which leads to
DAA = λa
2ΓA
[(
1− 2XBΓA
Λ
)
(XV +XA) +
2XAXBΓB
Λ
]
. (26)
By a similar process we obtain
DAB = λa
2ΓA
[
XA
(
1− 2XBΓA
Λ
)
+
2XAΓB
Λ
(XV +XB)
]
, (27)
DBA = λa
2ΓB
[
2XBΓA
Λ
(XV +XA) +XB
(
1− 2XAΓB
Λ
)]
, (28)
DBB = λa
2ΓB
[
2XAXBΓA
Λ
+
(
1− 2XAΓB
Λ
)
(XV +XB)
]
. (29)
Substituting (26)-(29) into (21) gives
DVAA = λa
2ΓAXV
[
1− 2
Λ
(ΓA(1−XV )−XA(ΓA − ΓB))
]
, (30)
DAV = λa
2ΓAXA
[
1− 2
Λ
((1−XA)(ΓA − ΓB)− ΓAXV )
]
, (31)
DV A = λa
2XV
[
(ΓA − ΓB)
(
1− 2
Λ
((1−XA −XV )ΓA + ΓBXA)
)]
, (32)
DV V = λa
2
[
XA(ΓA − ΓB)
(
1− 2
Λ
((1−XA)(ΓA − ΓB)−XV ΓA)
)
+ ΓB
]
. (33)
The governing equations (22)-(23) for the diffusion of species A and the vacancies are now well
defined.
3 One dimensional case
Consider an insulated one-dimensional bar of length 2l. At t = 0 the side x ∈ [−l, 0] is made of material
A (and a proportion of vacancies), and the side x ∈ [0, l] is made of material B (and a proportion of
vacancies). A sketch of the situation is shown in Figure 1.
For t > 0 the diffusion of species is defined by the 1D forms of (22)-(23)
∂XA
∂t
=
∂
∂x
(
DVAA
∂XA
∂x
)
− ∂
∂x
(
DAV
∂XV
∂x
)
, (34)
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parameter name value units
ρ lattice site density 6.021× 1028 atoms/m3
λ geometric factor 1/6 -
f0 geometric correlation factor 0.7815 -
F 2f0/(1− f0) 7.1533 -
a lattice constant 4.05× 10−10 m
ΓB hopping frequency of slow diffuser 107 Hz
Γ ratio of hop frequencies of slow and fast diffuser - -
ΓA hopping frequency of fast diffuser ΓΓB Hz
XV,0 initial vacancy mole fraction 10−6 -
Table 1: Typical parameter values. They are quite similar as the ones corresponding to aluminium being the
slow diffuser. Data taken from [15, 27].
A B
x
l−l
Figure 1: Sketch of the one dimensional bar case.
∂XV
∂t
= − ∂
∂x
(
DV A
∂XA
∂x
)
+
∂
∂x
(
DV V
∂XV
∂x
)
, (35)
with the diffusion coefficients given in (30)-(33), subject to boundary conditions
∂XA
∂x
∣∣∣∣
x=±l
=
∂XV
∂x
∣∣∣∣
x=±l
= 0. (36)
The boundary conditions confine the material to x ∈ [−l, l]. In practice the Kirkendall effect can
cause the boundaries to move. We will not study this situation here. The initial conditions are
XA(x, 0) =
{
XA,ini if −l < x < 0,
0 if 0 < x < l,
XB(x, 0) =
{
0 if −l < x < 0,
XB,ini if 0 < x < l,
XV (x, 0) = XV,ini,
(37)
where XA,ini, XB,ini, and XV,ini denote the constant initial mole fractions of material A, B, and
vacancies, respectively, and Xi,ini = 1−XV,ini, i = A, B.
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We now non-dimensionalise the variables
xˆ =
x
l
, tˆ =
D¯BB
l2
t, (38)
where D¯BB = λa2ΓB. We also rescale Γˆi = Γi/ΓB. Immediately dropping the hats the governing
equations become
∂XA
∂t
=
∂
∂x
(
DVAA
∂XA
∂x
)
− ∂
∂x
(
DAV
∂XV
∂x
)
, (39)
∂XV
∂t
= − ∂
∂x
(
DV A
∂XA
∂x
)
+
∂
∂x
(
DV V
∂XV
∂x
)
, (40)
where
DVAA = ΓXV
[
1− 2
Λ
(Γ(1−XV )−XA(Γ− 1))
]
, (41)
DAV = ΓXA
[
1− 2
Λ
((1−XA)(Γ− 1)− ΓXV )
]
, (42)
DV A = XV
[
(Γ− 1)
(
1− 2
Λ
(Γ(1−XV )−XA(Γ− 1))
)]
, (43)
DV V = XA(Γ− 1)
[
1− 2
Λ
((1−XA)(Γ− 1)−XV Γ)
]
+ 1. (44)
The boundary conditions are unchanged (although now applied at x = ±1).
3.1 Approximate solutions
We wish to solve the problem defined by (39)-(40) and appropriate boundary conditions. In order to
do so we try to simplify the problem. A sensible assumption to make is that XV = O(), where  1
is taken to be the initial vacancy mole fraction. We write XA = XA,0 + XA,1 and XV = XV,1. The
governing equations (39)-(40) to first order in  in a regular asymptotic expansion are
∂XA,0
∂t
+ 
∂XA,1
∂t
= 
∂
∂x
(
DVAA,1
∂XA,0
∂x
)
−  ∂
∂x
(
DAV,0
∂XV,1
∂x
)
, (45)

∂XV,1
∂t
= − ∂
∂x
(
DV A,1
∂XA,0
∂x
)
+ 
∂
∂x
(
DV V,0
∂XV,1
∂x
)
. (46)
The four diffusion coefficients come from the expansions
DVAA = D
V
AA,1 +O(2), DAV = DAV,0 + DAV,1 +O(2),
DV A = DV A,1 +O(2), DV V = DV V,0 + DV V,1 +O(2),
(47)
where
DVAA,1 = ΓXV,1
[
1− 2
Λ
(Γ(1−XA,0) +XA,0)
]
, (48)
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DAV,0 = ΓXA,0
[
1− 2
Λ
(1−XA,0)(Γ− 1)
]
, (49)
DV A,1 = XV,1(Γ− 1)
[
1− 2
Λ
(Γ(1−XA,0) +XA,0)
]
, (50)
DV V,0 = XA,0(Γ− 1)
[
1− 2
Λ
(1−XA,0)(Γ− 1)
]
+ 1. (51)
The expression used for Λ in the equations above (48)-(51), to leading order, is
Λ =
1
2
(F0 + 2)(XA,0Γ + 1−XA,0)− Γ− 1 + 2 (XA,0 + Γ(1−XA,0)) +√(
1
2
(F0 + 2)(XA,0Γ + 1−XA,0)− Γ− 1
)2
+ 2F0Γ
(52)
To first order in  the problem to solve is now
∂XA,0
∂t
= 0, (53)
∂XA,1
∂t
=
∂
∂x
(
DVAA,1
∂XA,0
∂x
)
− ∂
∂x
(
DAV,0
∂XV,1
∂x
)
, (54)
∂XV,1
∂t
= − ∂
∂x
(
DV A,1
∂XA,0
∂x
)
+
∂
∂x
(
DV V,0
∂XV,1
∂x
)
, (55)
with boundary conditions
∂XA,0
∂x
∣∣∣∣
x=±1
=
∂XA,1
∂x
∣∣∣∣
x=±1
=
∂XV,1
∂x
∣∣∣∣
x=±1
= 0. (56)
Equation (53) tells us that in this time scale, XA,0 is in steady state and so is defined by the initial
condition, XA,0 = f(x) = XA(x, 0). This indicates the need to study the slow time dynamics; since on
the normal time scale we find that XA,0 is constant in time we will not see any behaviour of interest.
For this reason, we rescale time as τ = t. The problem then becomes, to first order in ,
∂XA,0
∂τ
=
∂
∂x
(
DVAA,1
∂XA,0
∂x
)
− ∂
∂x
(
DAV,0
∂XV,1
∂x
)
, (57)
0 = − ∂
∂x
(
DV A,1
∂XA,0
∂x
)
+
∂
∂x
(
DV V,0
∂XV,1
∂x
)
, (58)
subject to boundary conditions (56).
3.1.1 Special cases
In the previous section although we could simplify the governing equations we were not able to provide
any analytical solutions and thus not much insight into what drives this process. In the following we
study two particular cases of the problem in which we are able to find analytical solutions.
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Case Γ 1
Assuming A diffuses much faster than B, that is, Γ 1, (48)-(51) reduce to
DVAA ∼ ΓXV , DAV ∼ ΓXA,
DV A ∼ (Γ− 1)XV , DV V ∼ (Γ− 1)XA + 1.
(59)
These reductions hold provided XA,0 is not close to zero. The problem becomes
∂XA,0
∂t
= 0, (60)
∂XA,1
∂t
= ΓXV,1
∂2XA,0
∂x2
− ΓXA,0∂
2XV,1
∂x2
, (61)
∂XV,1
∂t
= −(Γ− 1)XV,1∂
2XA,0
∂x2
+ [1 + (Γ− 1)XA,0]∂
2XV,1
∂x2
, (62)
with boundary conditions (56). The system above leads again to XA,0 = XA(x, 0), which is the
Heaviside function of −x. Although equation (58) can be integrated it does not give a simple relation
between XA,0 and XV,1 due to the nonlinear diffusion coefficients. Again analytical progress is difficult
so we now focus on the slow time dynamics.
Slow time dynamics
Consider the system defined in (60)-(62) and rescale time so that τ = t. This leads to
∂XA,0
∂τ
=
∂
∂x
(
ΓXV,1
∂XA,0
∂x
)
− ∂
∂x
(
ΓXA,0
∂XV,1
∂x
)
, (63)
0 = − ∂
∂x
(
(Γ− 1)XV,1∂XA,0
∂x
)
+
∂
∂x
(
[1 + (Γ− 1)XA,0] ∂XV,1
∂x
)
. (64)
Integrating (64) yields
− (Γ− 1)XV,1∂XA,0
∂x
+ [1 + (Γ− 1)XA,0] ∂XV,1
∂x
= 0, (65)
where the constant of integration is zero because of the boundary conditions (56). Rearranging and
integrating by substitution yields
XV,1(x) = XV,1(−1)
(
1 + (Γ− 1)XA,0(x)
1 + (Γ− 1)XA,0(−1)
)
, (66)
where XV,1(−1) is picked such that
∫ 1
−1XV,1(x) dx = 1. Let M0 =
∫ 1
−1XA,0(x) dx. Then equation
(65) can be written as
XV,1(x) =
1 + (Γ− 1)XA,0(x)
2 + (Γ− 1)M0 . (67)
Substituting (67) into equation (63) gives
∂XA,0
∂τ
=
Γ
2 + (Γ− 1)M0
∂2XA,0
∂x2
. (68)
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This indicates that on a slow time scale the vacancies will adapt to A as described in equation (67)
and A will follow a simple diffusion process described by (68).
Let us define α = Γ/(2 + (Γ − 1)M0). Solving equation (68) subject to (56) is a simple case of
separation of variables,
XA,0(x, τ) =
M0
2
+
∞∑
k=1
Ck cos
(
kpi
2
(x+ 1)
)
e−(
kpi
2 )
2
ατ , (69)
where
Ck =
∫ 1
−1
XA,0(x, 0) cos
(
kpi
2
(x+ 1)
)
dx. (70)
The Ck values can be computed analytically for given initial data such as (37). In this case Ck are
only nonzero when k is odd,
Ck = (−1)k+1 2XA,ini
(2k − 1)pi . (71)
Consequently, via equation (67), we obtain
XV,1(x, τ) =
α
Γ
(
1 + (Γ− 1)
[
M0
2
+
∞∑
k=1
Ck cos
(
(2k − 1)pi
2
(x+ 1)
)
e
−
(
(2k−1)pi
2
)2
ατ
])
. (72)
Case Γ ∼ 1
Another limit where progress can be made is Γ ∼ 1. This means that both species diffuse at similar
rates (although A is still faster). This reduces the diffusion coefficients (48)-(51) to
DVAA ∼ ΓDCXV , DAV ∼ ΓXA,
DV A ∼ (Γ− 1)DCXV , DV V ∼ (Γ− 1)XA + 1,
(73)
where DC = 1− 2/(F0 + 2) is constant. These reductions are valid for all XA. We can no longer solve
the problem analytically, but these expressions for the diffusion coefficients are much simpler than the
original ones, and using them can further simplify the study of the Kirkendall effect.
However, it is possible to make analytical progress if we introduce a small error into the diffusion
coefficients DAV and DV V so that
DAV ∼ ΓDCXA, DV V ∼ (Γ− 1)DCXA + 1, (74)
where using the parameter values of Table 1, DC = 0.7815. As we will see later the errors resulting
from this approximation are small. The concentration XA,0 is now the same solution as in equation
(69) but with α = DCΓ/(2 + (Γ− 1)DCM0),
XA,0(x, τ) =
M0
2
+
∞∑
k=1
Ck cos
(
(2k − 1)pi
2
(x+ 1)
)
e
−
(
(2k−1)pi
2
)2
ατ
. (75)
For the concentration of vacancies XV,1 we find
XV,1(x, τ) =
α
ΓDC
(
1 + (Γ− 1)DC
[
M0
2
+
∞∑
k=1
Ck cos
(
kpi
2
(x+ 1)
)
e−(
kpi
2 )
2
ατ
])
. (76)
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3.2 Numerical solution of the slow time dynamics
Let ui and vi be the average values of mole fractions XA,0 and XV,1, respectively, over the interval
(xi−1/2, xi+1/2) of length h, centered at xi. We introduce the vectors Y and Z which represent the
interpolated values of u and v falling on the subinterval end points. We have that
Yi = ui+1/2 =
ui + ui+1
2
, i = 1, . . . , I + 1, (77)
Zi = vi+1/2 =
vi + vi+1
2
, i = 1, . . . , I + 1. (78)
The right-hand side of equation (57) can be discretised as
fi =
1
h
[(Qi − qi)− (Qi−1 − qi−1)] , (79)
where
Qi = ΓZi
[
1− 2
Λ(Yi)
(Γ(1− Yi) + Yi)
]
ui+1 − ui
h
, i = 1, . . . , I + 1, (80)
qi = ΓYi
[
1− 2
Λ(Yi)
(1− Yi)(Γ− 1)
]
vi+1 − vi
h
, i = 1, . . . , I + 1. (81)
The function Λ(Yi) is approximated analytically from (10) as
Λ(Yi) =
1
2
(F0 + 2)(YiΓ + (1− Yi))− ΓA − 1 + 2(Yi + (1− Yi)Γ)
+
√(
1
2
(F0 + 2)(YiΓ + (1− Yi))− Γ− 1
)2
+ 2F0Γ + O().
(82)
The discretisation of the right-hand side of equation (58) is approximated similarly as
gi =
1
h
[(−Pi + pi)− (−Pi−1 + pi−1)] , (83)
where
Pi = Zi(Γ− 1)
[
1− 2
Λ(Yi)
(ΓA(1− Yi) + ΓBYi)
]
ui+1 − ui
h
, i = 1, . . . , I + 1, (84)
pi =
(
Yi(Γ− 1)
[
1− 2
Λ(Yi)
(1− Yi)(ΓA − ΓB)
]
+ 1
)
vi+1 − vi
h
, i = 1, . . . , I + 1. (85)
The boundary conditions (56) transform into
f1 =
u2 − u1
h
= 0, (86)
fI+2 =
uI+2 − uI+1
h
= 0, (87)
g1 =
v2 − v1
h
= 0, (88)
gI+2 =
vI+2 − vI+1
h
= 0, (89)
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where ghost cells 1 and I + 2 are introduced outside the domain.
We define the mass matrix M as
M =

1 1 0 · · · 0 0 . . . 0
2 0 1 · · · 0 0 . . . 0
...
...
. . .
...
...
. . .
...
I 0 0 · · · 1 0 · · · 0
I+1 0 0 · · · 0 0 . . . 0
I+2 0 0 · · · 0 0 . . . 0
...
...
. . .
...
...
. . .
...
2(I+2) 0 0 · · · 0 0 · · · 0

,
F = (f2, . . . , fI+1, f1, fI+2, g1, . . . , gI+2), and U = (u,v). Then we can write the problem as
M
∂U
∂t
= F(U). (90)
The unknowns are ui, vi, for i = 1, . . . , I+2. Equation (90) can be solved easily via the ODE routines
in MATLAB. We use the ode15s routine.
4 Results
In this section we present the results of the one-dimensional case. The parameter values used can be
found in Table 1.
The fast time system is defined by equations (53)-(55). The initial conditions are XA(x, 0) =
H(−x) and XV (x, 0) = 0.5. The second time regime corresponds to t  1, τ = t, and is described
by equations (57)-(58). Figure 2 displays the steady-state (large time) solutions for (53)-(55), the two
curves represent XA,0 (solid) and XV,1 (dashed). These provide the initial conditions, τ = 0, for (57)-
(58). Both solutions show that distributions reflect the Heaviside initial condition for XA. On this
time-scale there is no noticeable movement of XA, but there has been a significant shift in the vacancies
(which indicates that there has been movement of XA, XB but, since they have a much larger volume
fraction it cannot be observed in the figure). The amount of vacancies that move depends strongly
on Γ. When Γ = 1.5, that is A diffuses only slightly faster than B the redistribution of vacancies is
relatively small, from the initial value of 0.5 to 0.6 on the left hand side which is balanced by 0.4 on
the right hand side. When A diffuses much faster than B, in this example Γ = 100, nearly all vacancies
move to the left hand side. This is easily explained: A and B having a similar jump frequency means
that more or less the number of exchanges between A and a vacancy, and B and a vacancy is the same,
thus the increase of V on the left hand side of the bar is small. On the other hand, Γ 1 means that
a large number of A atoms are going to exchange position with vacancies for every B atom that is able
13
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Figure 2: Solution of equations (57)-(58). XA,0 (solid) and XV,1 (dashed) when τ → 0 for different Γ values.
to do this type of exchange. The only way to compensate this difference is via vacancy lattice spaces,
that end up where A was at the beginning of the process.
In Figure 3 we compare the numerical solution (solid) of XA,0 (left) and XV,1 (right) as described
in Section 3.2 to the large Γ approximate analytic solution (dashed) given by equations (69) and (72),
respectively. We take 10 terms in the series to plot the solutions. We choose Γ = 10 (Figure 3(a), 3(b))
and Γ = 1.5 (Figure 3(c), 3(d)). As expected, for Γ = 10, there is excellent agreement between the
numerical and analytical solutions. The agreement deteriorates as Γ decreases, however, even when
Γ = 1.5 the difference in XA on the interval x ∈ [−1, 0] is only around 7%. On the interval [0, 1]
the difference is larger, this is a result of the simplification of the diffusion coefficients under large Γ
(equation (59)) which is valid provided XA,0 is not close to zero. The error is most noticeable for small
times and large Γ near x = 1. However, as time increases and so does XA the error also decreases. So,
despite the fact that the simplification requires the assumptions that Γ  1 and XA,0 is not close to
zero, the errors for Γ = 1.5 are reasonable (Figure 3(c), 3(d)). In all cases for sufficiently large times
the solutions tend to equilibrium, that is, XA,0 = XV,1 = 0.5. To give an idea of the process time-scale
we note that when l = 10 nm in the figures t4 = 366 s, when l = 10 µm, t4 = 3.66× 108 s.
In Figure 4 we show a comparison of the full numerical solution (dashed), a numerical solution for
the reduction where Γ ∼ 1 (equation (73)) (dashed) and the analytical solution obtained using the
approximation to DAV and DV V of equation (74) (dash-dotted) and taking 10 terms in the series. For
the case where Γ = 1.5, Figure 4(a) and 4(b), the agreement between all three solutions is excellent
although the analytical solution shows a slight error in the vacancy curves. It is interesting that the
solution with an approximate diffusion coefficients is so accurate, since the error in DAV , DV V may be
around 20%, so we must assume that these coefficients do not have a large effect on the solution. For
larger Γ = 10 (Figure 4(c) and 4(d)), as expected, the discrepancy increases.
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Figure 3: XA,0 and XV,1 as given by the numerical solution to the full problem (solid) and by the analytical
solution to the reduced problem Γ  1, equations (69) and (72) (dashed), for different Γ values. Different
colours indicate different times: t1 (black) < t2 (gray) < t3 (orange) < t4 (dark red).
5 Conclusions
One of the main aims of this paper was to derive governing equations for substitutional binary diffusion,
which may then be used in different geometries since the continuity equations (22), (23) are written
in terms of the divergence and so different geometries, such as spherically symmetric can be directly
obtained. Boundary and initial conditions depend on the specific problem, thus they need to be written
when the problem is defined in those different geometries. Once derived we then reduced the equations
to simulate substitutional diffusion in a one-dimensional bar. Our results indicated two distinct time-
scales for the process: an initial fast time-scale where vacancies rapidly redistribute, followed by a slow
redistribution to the constant steady-state.
The derived diffusion coefficients turned out to be quite complex, making the governing equations
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Figure 4: Numerical solution of XA,0 and XV,1 to the full problem (solid), numerical solution to the reduced
problem Γ ∼ 1 (dashed), and analytical solution to the reduced problem Γ ∼ 1 usingDAV andDV V in equations
(75) and (76) (dash-dotted). Plots for different Γ values are presented. Different colours indicate different times:
t1 (black) < t2 (gray) < t3 (orange) < t4 (dark red).
highly nonlinear. Useful reductions were only possible in a limited number of cases. For Γ 1, that
is, one species diffuses much faster than the other we were able to obtain an analytical solution, via
separation of variables. The reduction was based on the volume fraction of fast diffuser not being
close to zero. In general results were excellent, except for at small times, near x = 1 where initially
the volume fraction is zero. However, these errors decreased with time. For Γ ∼ 1 analytical progress
was made by slightly modifying two of the diffusion coefficients to give a system that could again be
solved using separation of variables. Despite the fact that the error in diffusion coefficients could be
close to 20% the errors arising from this modification were small.
Finally, we have developed a model which can be used readily to implement in other geometries
(such as spherically symmetric) or with different boundary conditions, opening the doors to model the
16
creation of hollow nanostructures.
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