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Abstract
The estimation of the Seemingly Unrelated Regressions (SUR) model and its variants is a core
area of econometrics. The purpose of this thesis is the investigation and development of efficient
numerical and computational methods for solving large scale SUR models. Specifically, its aim
is twofold. Firstly to continue past successful research into the design of numerically efficient
methods for estimating the basic SUR model. Secondly to extend these methods to variants and
special cases of that model.
The basic computational formulae for deriving the estimators of SUR models involve Kro-
necker products and direct sum of matrices that make the solution of the models computationally
expensive even for modest sized models. Alternative numerical methods which substantially reduce
the computational burden of the estimation procedures are proposed. Such methods successfully
tackle the estimation of the basic SUR model, and that of SUR models derived from VAR(p) pro-
cesses, SUR models with VAR disturbances, SUR models with unequal size observations and SUR
models with orthogonal regressors. The proposed methods, are based on orthogonal transforma-
tions, and thus, results to be numerically stable. Furthermore, they do not require the common
assumption which is usually made in most theoretical analyses, that the disturbance covariance
matrix be non-singular.
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Chapter 1
Introduction
The estimation of Seemingly Unrelated Regressions (SUR) models have broad applicability in the
analysis and estimation of econometrics models. The SUR model arise in the estimation Simul-
taneous Equations (SE), Time Series and Panel Data models, to name just a few [4, 15, 58, 79].
Procedures that provide theoretically efficient estimators to SUR models with special properties
and the theory of inference for SUR models have been an active research area in econometrics
for more than forty years [80, 86, 89]. The computational and numerical aspects of the various
proposed estimation procedures have been investigated only recently [16, 45, 46, 48, 50, 51, 53].
Eventhough, the most commonly used estimation procedures are based on the direct implementa-
tion of theoretical formulae, which are computationally expensive even for modest sized problems,
and gives meaningless results for models with ill-conditioned matrices [6, 76]. For example, in
the case of a SUR model of 10 equations with an average of 8 regressors and 100 observations
each, the estimation problem can be seen as equivalent to a General Linear Model (GLM) of 1000
observations and 80 variables.
When the disturbance covariance matrix is known, the most commonly used estimator for the
SUR model is the Generalized Least Squares (GLS) estimator. This estimator gives a Best Lin-
ear Unbiased Estimator (BLUE). Otherwise, when the covariance matrix is unknown, the iterative
Feasible GLS (FGLS) and Maximum Likelihood (ML) procedures are used. The FGLS and the
ML estimators come from the solution of normal equations that involve Kronecker products, di-
rect sums and with the unknown disturbance covariance matrix replaced at each iteration by an
estimator until convergence has been achieved [3, 66, 69, 80, 83].
The equally important development of numerical and computational tools for solving SUR
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models lags behind the theoretical advances made in econometrics. Algorithms for computing the
BLUE of the SUR model usually require the disturbance covariance matrix to be non-singular,
eventhough this is not the case in many economic applications [38, 84].
1.1 Linear Models
A common problem in statistics is that of estimating parameters of some assumed relationship be-
tween one or more variables. A linear model is one relationship in which a dependent (endogenous,
explained) variable y can be expressed as a linear function of independent (exogenous, explana-
tory) variables x1, . . . , xn. When there are m samples observations this relationship can be written
as 
y1
y2
.
.
.
ym
 =

x11 x12 · · · x1n
x21 x22 · · · x2n
.
.
.
.
.
.
.
.
.
xm1 xm2 · · · xmn


β1
β2
.
.
.
βG
+

ε1
ε2
.
.
.
εm
 .
where εi is an error term for which specific values cannot be predicted. In compact form the latter
can be written as
y = Xβ + ε, (1.1)
where y, ε ∈ Rm, X ∈ Rm×n and β ∈ Rn. Additional assumptions should be specified to
complete the linear model (1.1). The first assumption is that the expected value of ε is zero, that
is, E(ε) = 0. The second assumption is that X is a non stochastic matrix, and thus E(XT ε) = 0.
The final assumption is that the variance-covariance matrix of ε is σ2Ω, where Ω is a symmetric
non negative definite matrix and σ is an unknown scalar. In summary the complete mathematical
specification of the (general) Linear Model (GLM) is given by
y = Xβ + ε, ε ∼ (0, σ2Ω), (1.2)
where the notation ε ∼ (0, σ2Ω) means that the disturbance vector ε comes from a distribution
having zero mean and variance-covariance matrix σ2Ω.
The notation used in this treatment is consistent with that used in [28, 46] and is here briefly
resumed. An m× n matrix with elements ai,j (i = 1, . . . ,m and j = 1, . . . , n) will be denoted by
A ∈ Rm×n. Similarly, v ∈ Rm will denote a vector with elements vi, (i = 1, . . . ,m). Standard
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colon-notation is used to denotes submatrices and subvectors [28]. The kth column and row of A
are denoted by A:,k and Ak,:, respectively. The submatrix Ai:k,j:l has dimension (k − i + 1) ×
(l − j + 1) and its first elements is given by ai,j . Similarly, vi:k is the subvector of v having
(k − i + 1) elements and starting with vi. When the lower or upper index in the subscript is
omitted, then the default values will be one or an the upper bound of this subscript, respectively. A
zero dimension denotes a null matrix or vector. For example, Ai:,:l is equivalent to Ai:m,1:l. The
transpose of A will be denoted by AT and if Am×m is non singular then its transpose inverse will
be written as A−T . The m ×m identity matrix and its ith column will be denoted by Im and ei,
respectively. Thus, Im =
(
e1 e2 · · · em
)
. Furthermore,
∥∥ ·∥∥, ∥∥ ·∥∥Ω and ∥∥ ·∥∥F will denote the
Euclidean, energy and Frobenious norms, respectively. That is,
∥∥v∥∥2 = vT v, ∥∥v∥∥2Ω = vTΩv and∥∥A∥∥2F =∑m,ni=1,j=1 a2i,j , where Ω is positive definite.
1.2 QR Decomposition and the Ordinary Linear Model
The QR Decomposition (QRD) is one of the main computational tools in regression [8, 9, 11, 19,
28, 31, 57, 75]. It is mainly used in the solution of linear systems. It provides more accurate so-
lutions than the LU and other similar decompositions, and involves fewer computations than the
Singular Value Decomposition. The QRD is often associated with the solution of Least-Squares
(LS) problems which arise in various applications, such as statistics, econometrics, optimization
and signal processing to name but a few. The development of numerically stable and computation-
ally efficient methods for solving LS problems has been an active research area for more than fifty
years [29, 41, 57]. The QRD can be used efficiently to compute various diagnostic measures in
regression [7].
The matrices might have special structures which need to be exploited. Often in econometrics
and signal processing, the matrices have Toeplitz, Kronecker products and block-diagonal struc-
tures [18, 58, 67]. Computationally efficient methods to solve the LS problems should exploit the
non-dense structure of the information matrices and enacts non-literal computation on the Kro-
necker products.
Consider the Ordinary Linear Model (OLM)
y = Xβ + ε, ε ∼ (0, σ2Im), (1.3)
where y, ε ∈ Rm is the response vector, X ∈ Rm×n is the full rank exogenous matrix, β ∈ Rn
are the coefficients to be estimated and ε ∈ Rm is the vector of disturbances. The Ordinary Least
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Squares (OLS) estimator of (1.3) is given by βˆ = (XTX)−1XT y, that is, it is the solution of the
system of normal equations XTXβ = XT y. Furthermore, if ρ = Xβˆ − y is the residual vector of
ρ, then the scalar σ is estimated by σˆ2 = ρTρ/(m− n). The OLS estimator is linear and provides
an unbiased estimator, that is E(βˆ) = β. Furthermore, if β˜ is another linear unbiased estimator for
β, then E((β˜ − β)(β˜ − β)T ) − E((βˆ − β)(βˆ − β)T ) is non negative definite. Thus βˆ is a Best
Linear Unbiased Estimator (BLUE) for the linear model (1.3) [68].
Alternatively, let the QR Decomposition (QRD) of X be given by
QTX =
(
R
0
)
n
m−n
and QTy =
(
y1
y2
)
n
m−n
, (1.4)
where Q ∈ Rm×m is orthogonal, that is QTQ = Im, and R ∈ Rn×n is upper triangular. The OLS
estimator of β comes from the solution of the triangular system Rβ = y1 and σ is estimated by
σˆ2 = yT2 y2/(m− n).
1.2.1 Forming the QR decomposition
The m×m Householder matrix (or Householder reflector or Householder transformation) is of the
form
H = Im − 2 hh
T∥∥h∥∥2 ,
where h ∈ Rm is a non-zero vector. Householder matrices are orthogonal and symmetric. They
can be used to annihilate specified elements of a vector or a matrix [9, 28]. Let x ∈ Rm be non
zero, a Householder matrix H can be chosen such that y = Hx has zero elements in positions 2 to
m by setting h = x± αe1, where α = xTx and e1 denotes the first column of the m×m identity
matrix.
Consider now the computation of the QRD (1.4) using Householder transformations. The
orthogonal matrix Q is defined as the product of the n Householder transformations
Q = H1H2 · · ·Hn,
where Hi = Im − 2hihTi /(hTi hi) and
hi =
(
0
h˜i
)
i−1
m−i+1
.
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Let A(i) ≡ X and
A(i) = HiA
(i−1) ≡
i n−i( )
R
(i)
11 R
(i)
12 i
0 A˜(i) m−i
, i = 1, . . . , n − 1, (1.5)
where R(i)11 is upper triangular. The application of Hi+1 from the left of A(i) annihilates the last
m − i elements of the first column of A˜(i). The transformation Hi+1A(i) affects only A˜(i) and it
follows that
A(n) ≡
(
R
0
)
.
An m×m Givens rotation is a rank-two correction of the identity matrix and has the form
Gi,j =
i
↓
j
↓

Ii−1 0 0 0 0
0 c 0 s 0 ← i
0 0 Ij−i−1 0 0
0 −s 0 c 0 ← j
0 0 0 0 Im−j−1
,
where c = cos(θ) and s = sin(θ) for some θ, that is c2 + s2 = 1 [28]. It follows that Gi,j is
orthogonal. The transformation Gi,j when applied to the left of a matrix can annihilate a specific
element in the jth row of the matrix. While the Householder reflections are useful for introducing
zero elements on the grand scale, Givens rotations are important because they can annihilate the
elements of a matrix more selectively.
If A ∈ Rm×n and A˜ = Gi,jA, then the pth row of A˜ is given by
A˜p,: =

cAi,: + sAj,:, if p = i,
−sAi,: + cAj,:, if p = j,
Ap,:, otherwise.
Thus, if the (j, k)th element of A, i.e. aj,k, is non zero, it can be annihilated using the Givens
transformation Gi,j by setting c = ai,k/t, s = aj,k/t and t2 = a2i,k + a2j,k.
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A sequence of Givens rotations can be applied to compute the QRD (1.4). One of such se-
quences, called column-based, is shown in Figure 1.1 where m = 4 and n = 3. The elements of
A are annihilated column by column and bottom to the top, starting from the first column. Further-
more, the Givens rotations are applied between adjacent planes, that is, j = i+ 1.
AG
(1)
3,4
AG
(1)
2,3
AG
(1)
1,2
AG
(2)
3,4
AG
(2)
2,3
AG
(3)
3,4
Non-zero element A Annihilated element Zero element
Figure 1.1: Illustration of the column-based Givens sequence to compute the QRD of A, where
m = 4 and n = 3.
A block generalization of the Givens matrix can be used to annihilate a submatrix instead of a
single element. Let A ∈ Rm×n be partitioned as
A =
n1 n2 · · · nη

A11 A12 · · · A1η m1
A21 A22 · · · A2η m2
.
.
.
.
.
.
.
.
.
.
.
.
Aµ1 Aµ2 · · · Aµη mµ
,
where n =
∑η
i=1 ni and m =
∑µ
i=1mi. Consider the QRD
QT
(
Aij
Akj
)
=
(
R
0
)
nj
mi+mk−nj
with Q ≡
mi mk( )
Q1,1 Q1,2 mi
Q2,1 Q2,2 mk
,
where it is assumed that mi + mk > nj . Thus, if mi > ni, then the orthogonal matrix which
annihilates the submatrix Akj when applied from the left of A is given by
Q
T
=

Im(1) 0 0 0 0
0 QT1,1 0 Q
T
2,1 0
0 0 Im(2) 0 0
0 QT1,2 0 Q
T
2,2 0
0 0 0 0 Im(3)

, (1.6)
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where m(1) = m1 +m2 + · · ·+mi−1, m(2) = mi+1 +mi+2 + · · ·+mk−1 and m(3) = mk+1 +
mk+2+ · · ·+mη. Notice that in general Q is not a rotation matrix. The orthogonal matrices having
the form of Q in (1.6) are extensively used in this treatment to develop strategies which exploit the
sparse block-structure of the various matrices which arise in the estimation of econometric linear
models [20, 24, 25, 22, 46].
1.3 Generalized QR Decomposition and the General Linear Model
The variance-covariance matrix of the disturbances Ω of the GLM (1.2) is often assumed to be
positive definite. In such cases the BLUE of β in (1.2) comes from solving the Generalized Least
Squares (GLS) problem
argmin
β
∥∥y −Xβ∥∥
Ω−1
which is equivalent to the normal equations
XTΩ−1Xβ = XTΩ−1y. (1.7)
This solution, however, can be unstable when the matrices are ill-conditioned and explicit matrix
inversion are used [9, 57]. Furthermore, if Ω is singular, then the GLS estimator cannot be com-
puted using (1.7) and the replacement of Ω−1 by the Moore-Penrose generalized inverse would not
always give the BLUE of β [55].
To avoid problems associated with the singularity or ill-conditioning of Ω, the GLM (1.2) can
be formulated as the Generalized Linear Least Squares Problem (GLLSP)
argmin
υ,β
υT υ subject to y = Xβ + Cυ, (1.8)
where Ω ∈ Rm×m is non-negative definite with rank g, Ω = CCT , C ∈ Rm×g has full column
rank, the random g-element vector υ is defined as Cυ = ε. That is, υ ∼ (0, σ2Ig) [55]. The Gen-
eralized QRD (GQRD) can be employed to solve GLLSP [2, 64]. Although the above formulation
allows for singular Ω, without loss of generality consider the case where Ω is non-singular. The
GQRD of X and C is given by the QRD (1.4) and the RQD of QTC which can be written as
(QTC)P = U ≡
n m−n( )
U11 U12 n
0 U22 m−n
, (1.9)
8 CHAPTER 1. INTRODUCTION
where P ∈ Rm×m is orthogonal and U ∈ Rm×m is upper triangular and non-singular. The GLLSP
(1.8) can be equivalently written as
argmin
υ,β
∥∥P Tυ∥∥2 subject to QT y = QTXβ +QTCPP Tυ
or
argmin
υ1,υ2,β
(∥∥υ1∥∥2 + ∥∥υ2∥∥2) subject to
y1 = Rβ + U11υ1 + U12υ2,y2 = U22υ2, (1.10)
where υTP is conformably partitioned as (υT1 υT2 ). In the second constraint of (1.10) υ2 comes
from solving the upper triangular system U22υ2 = y2, and in the first constraint the arbitrary
subvector υ1 is set to zero in order to minimize the objective function. Thus, the estimator of β
derives from the solution of the upper triangular system Rβ = y1−U12υ2. The variance-covariance
of the coefficients estimator is given by σˆ2R−1U11UT11R−T , where σˆ2 = υT2 υ2/(m − n) is an
estimator of σ2.
1.4 The SUR model
The SUR model is a special case of the GLM. It is defined by the set of regressions
yi = Xiβi + ui, i = 1, . . . , G,
whereXi ∈ RT×ki has full column rank, yi ∈ RT and the T -element disturbance vector ui has zero
mean, variance-covariance matrix σi,iIT and is contemporaneously correlated across the equations,
so E(uiu
T
j ) = σi,jIT . In compact form the SUR model is written
y1
y2
.
.
.
yG
 =

X1 0 · · · 0
0 X2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · XG


β1
β2
.
.
.
βG
+

u1
u2
.
.
.
uG

or
Vec(Y ) =
(⊕Gi=1Xi)Vec({βi}G) + Vec(U), (1.11)
where Y =
(
y1 . . . yG
) ∈ RT×G, ⊕Gi=1Xi = diag(X1, . . . ,XG) ∈ RT×K denotes the direct
sum of matrices, {βi}G denotes the set of vectors β1 . . . βG, and Vec(·) the column stack operator.
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The disturbance term Vec(U) has zero mean and variance-covariance matrix Σ ⊗ IT , where Σ =
[σi,j] ∈ RG×G is symmetric and non-negative definite and ⊗ denotes the Kronecker product [42,
50, 51, 70, 73, 78, 79, 86, 87]. That is, Vec(U) ∼ (0,Σ ⊗ IT ) and
Σ⊗ IT =

σ1,1IT σ1,2IT · · · σ1,GIT
σ2,1IT σ2,2IT · · · σ2,GIT
.
.
.
.
.
.
.
.
.
σG,1IT σG,2IT · · · σG,GIT

Notice that (A⊗B)(C ⊗D) = AC ⊗BD and Vec(ABC) = (CT ⊗A)Vec(B).
The solution of the GLLSP (1.8) has also been discussed within the context of estimating
SUR models and their variants [6, 14, 34, 52, 56, 71, 89]. This formulation and the use of the
GQRD allows to desing computationally efficient methods by exploiting the special structure of
the regressor and covariance matrices.
Often in econometric special cases or extensions of the SUR model are considered. The most
common cases are here briefly reviewed:
• Heteroschedastic disturbances. In this extension the assumption of a spherical distributed
ui is relaxed. The covariance matrix of ui and uj is assumed to be E(uiuTj ) = σi,jD, where
D is a diagonal matrix of positive elements. Thus, the variance-covariance matrix of Vec(U)
is given by Σ⊗D.
• Correlation Constraints. SUR models where the disturbances covariances are constrained
includes the SUR model with Correlation Constrains (SUR-CC) [48, 79, 88]. In this models
the elements of the covariance matrix is constrained so that the variance of one disturbance is
smaller than that of the disturbance in the successive equation. Furthermore, the correlation
between the disturbances are between zero and one. That is,
σ1,1 ≤ σ2,2 ≤ · · · ≤ σG,G
and
0 < ρi,j < 1, i, j = 1, . . . , G and i 6= j,
where ρi,j = σi,j/
√
σi,iσj,j is the correlation between ui,t and uj,t. This specification has
applications in the context of error components models, where the disturbance term is de-
fined as ui =
∑i
j=1 εj , εi ∼ (0, υiIT ) and E(εiεTj ) = 0 for i 6= j.
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• Autoregressive disturbances. In the SUR model (1.11) the disturbances are assumed to
be uncorrelated across time. However, in several applications this is to much restrictive
and correlation on time should be considered. In the SUR model with autoregressive (AR)
disturbances, hereafter SUR-AR model, the errors are generated by the AR process
ui,t = αiui,t−1 + εi,t, i = 1, . . . , G, t = 2, . . . , T,
and where αi are the AR parameters, εi,t ∼ (0, σi,i), E(εi,tεj,t) = σi,j and E(εi,sεj,t) = 0
for s 6= t and i, j = 1, . . . , G [26, 43, 65, 85]. This can be written in compact form as
ui = αiZui + εi (i = 1, . . . , G), or
Vec(U) = (⊕iαiZ)Vec(U) + Vec(E), Vec(E) ∼ (0,Σ ⊗ IT ),
where εi =
(
εi,1 · · · εi,T
)T
, E =
(
ε1 · · · εG
)
and Z denotes the T × T shift matrix
0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1 0

.
In this model the covariance matrix of Vec(U) is given by(⊕Gi=1 (IT − αiZ))−1(Σ⊗ IT )(⊕Gi=1 (IT − αiZ))−T
• Vector Autoregressive disturbances. A more general form of autocorrelation is given by
the Vector Autoregressive (VAR) process:
U = ZUAT + E, Vec(E) ∼ (0,Σ ⊗ IT ),
where A ∈ RG×G is the matrix of the AR parameters. In this case the covariance matrix of
the SUR disturbances is given by(
IGT −A⊗ Z
)
−1
(
Σ⊗ IT
)(
IGT −A⊗ Z
)
−T .
Additional assumption regarding the disturbances of the first observation, that is ui,1 (i =
1, . . . , G) should or may be specified. Furthermore, in some contexts it could be necessary
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to include more that one lags in the autoregressive specification, that is the disturbances are
follow the VAR(p) process
U = ZUAT1 + Z
2UAT2 + · · ·+ ZpUATp + E, Vec(E) ∼ (0,Σ ⊗ IT ),
where A1, . . . , Ap ∈ RG×G are the matrices of the AR parameters.
• Unequal Size Observations. The formulation of the SUR model, as given in (1.11), assumes
that each regression has the same number of observations, however this might not always be
the case [72, 74, 77, 79]. The SUR model with Unequal Size Observation (SUR-USO)
assumes that the ith equation has ti observations and that the first ti observations for the
(i+1)th regression match in time with those for the ith regression. In this case the covariance
matrices of the disturbances ui and uj , for j > i are given by
E(uiu
T
j ) = σi,j
(
Iti 0ti×(tj−ti)
)
.
• Missing Observations. A generalization of the SUR-USO model, is given by the SUR
model with Missing Observations. There, the pattern of the observations which are missing
is not fixed and the ti observations of the ith equation does not necessarily match in time
with the first of (i− 1)th regression. The covariances in this case are given by
E(uiu
T
j ) = σi,jSi,j,
where Si,j is ti × tj zero-one matrix with its (k, l) element being non zero if the kth and lth
observations of the ith and jth equations, respectively, match in time.
• Common Regressors. In the SUR model with Common Regressors, the exogenous matrix
Xi = X
dSi (i = 1, . . . , G), where Xd ∈ RT×kd denotes the matrix consisting of the Kd
distint regressors and Si ∈ RKd×ki is a selection matrix that comprises the relevant columns
of the Kd × Kd identity matrix. This is often the case because an exogenous factor can
appear in more than one regressor matrix. For example such occurs when estimating the
multivariate linear regression model
Y = XdB + U, Vec(U) ∼ (0,Σ ⊗ IT ),
with the constraints
bis,js = 0, s = 1, . . . , n.
12 CHAPTER 1. INTRODUCTION
That is, n elements of the parameter matrix B ∈ RKd×G are restricted to zero, or, equiv-
alently, the isth column of Xd is not included in the model to predict the jsth column of
Y .
• Triangular SUR models. Triangular SUR models are special cases of SUR models with
common regressor. In these models, the equations and the columns of each exogenous ma-
trix can be reordered such that the ith regressor consists of a subset of the columns of the
following one, that is, Xi =
(
Xi−1 X˜i
)
, where X˜i ∈ RT×ki−ki−1 .
1.5 Overview of the thesis
Each chapter of the thesis is self contained1 . Chapter 2 considers the estimation of Vector Au-
toregressive (VAR) processes with zero coefficient constraints. This estimation problem reduces to
that of estimating a SUR model with common regressors, where the matrix of distinct regressors
Xd has block Toeplitz structure. The analysis presented is extended to the VARX model, where
exogenous factors, such as linear or polynomial trends in the data generation process, are included
into the model. A procedure is detailed for reducing the size of model by efficiently computing the
triangular R-factor in the QRD of the exogenous matrix Xd. Then the estimation of SUR models
with common regressors and that of the triangular SUR models are considered. These model derive
from the estimation of VAR models with zero coefficient constraints or VAR model with Granger
(non-causality) restrictions, respectively. This analysis extends the one that have been provided
in [51] where a specific ordering on the equations was imposed and applies to situations where
different Granger causality restrictions need to be imposed and tested.
In Chapter 3 methods for estimating the SUR model with AR and VAR disturbances (SUR-
VAR) are presented. In that model the covariance matrix of the disturbances is dense and structured.
When the number of observations is large the SUR-VAR model can be reduced to a GLM of smaller
dimensions. Efficient strategies to solve the resulting GLLSP which exploit the structure of the
Cholesky factor of the covariance matrix are derived.
The estimation of the SUR model Unequal Size Observations (SUR-USO) is considered in
Chapter 4. Two algorithms which solve the GLLSP derived from the SUR-USO model are pro-
posed. The first computes the GQRD of the regressor and Cholesky factor of the dispersion matrix.
While, the second use a recursive approach to solve the GLLSP, where at each step a set of obser-
1Each chapter has been published, or is in press in a referred interantional journal.
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vations are added to the model. Furthermore, an estimator for the covariance matrix is proposed
for the case of normally distributed disturbances. With respect to most of the existing estimators,
this has the advantage of being always non-negative definite.
Chapter 5 presents existing direct methods for estimating the basic SUR model and proposes
two new methods. The first is based on a recursive approach, while the second on the transforma-
tion of the SUR model to a smaller SUR-USO model. The derivation of the algorthms is presented
and their comparison based on their theoretical complexity and on computational experiments is
given. Finally, the last chapter concludes and provides directions for future research.
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Chapter 2
Estimation of VAR models
Abstract:
The Vector Autoregressive (VAR) model with zero coefficient restrictions can be formulated as
a Seemingly Unrelated Regression Equations (SURE) model. Both the response vectors and the
coefficient matrix of the regression equations comprise columns from a Toeplitz matrix. Efficient
numerical and computational methods which exploit the Toeplitz and Kronecker product structure
of the matrices are proposed. The methods are also adapted to provide numerically stable algo-
rithms for the estimation of VAR(p) models with Granger–caused variables.
2.1 Introduction
The vector time series zt ∈ Rn is a Vector Autoregressive (VAR) process of order p when its data
generation process has the form
zt = Φ1zt−1 +Φ2zt−2 + · · ·+Φpzt−p + ut, (2.1)
where Φi ∈ Rn×n are the coefficient matrices and the vectors ut ∈ Rn are serially uncorrelated
and identically distributed with zero mean and variance–covariance matrix Σ. That is, E(ut) = 0,
E(utu
T
t ) = Σ and E(utuTτ ) = 0, for t 6= τ .
1This chapter is a reprint of the paper: P. Foschi, E.J. Kontoghiorghes. Estimation of VAR models: computational
aspects. Computational Economics, 21(1):3-22, 2003.
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Given a sample z1, . . . , zM and a presample z1−p, . . . , z0 the VAR model (2.1) is efficiently
estimated by Ordinary Least Squares (OLS) estimation of the model
zTM
zTM−1
.
.
.
zT1
 =

zTM−p z
T
M+1−p · · · zTM−1
zTM−1−p z
T
M−p · · · zTM−2
.
.
.
.
.
.
.
.
.
zT1−p z
T
2−p · · · zT0


ΦTp
ΦTp−1
.
.
.
ΦT1
+

uTM
uTM−1
.
.
.
uT1
 ,
which in compact form it can be written as
Y = XB + U, (2.2)
where Y , X, B and U are defined by the context. The variance–covariance matrix of Vec(U)
is Σ ⊗ IM , where Vec(·) denotes the column stacking operator and ⊗ is the Kronecker product
operator. The OLS and Generalized Least Squares (GLS) estimators of (2.2) are the same [58, 86].
Let T =
(
X Y
)
and its QR decomposition (QRD) be given by
T = Q
(
R
0
)
=
np n M−(p+1)n( )
QT QY QN
np p
RT RTY np0 RY p
0 0 M−(p+1)n
, (2.3)
where Q ∈ RM×M is orthogonal and R ∈ R(n+1)p × (n+1)p is upper triangular. The OLS estimator
of B in (2.2) is computed by
Bˆ = R−1T RTY .
The residuals are given by
Uˆ = QYRY ,
and the covariance matrix Σ is estimated by
Σˆ = αUˆT Uˆ = αRTYRY ,
where α = 1/M or α = 1/(M − np).
Alternatively R in (2.3) may be computed using the Cholesky factorization of T TT , but this
is neither computationally efficient nor numerically stable due to the poor numerical properties of
the matrix T TT . Efficient methods avoid this problem by computing the Cholesky factorization
without forming that matrix explicitly.
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The matrix T is Block-Toeplitz with blocks of size 1 × n that are constant along the diago-
nals. Exploiting the structure of T , a fast algorithm is possible for computing the upper triangular
matrices in (2.3) and, thus, a fast estimation algorithm can be designed.
When other, possibly endogenous, factors such as deterministic trends are added, (2.1) becomes
zt = Θwt +Φ1zt−1 +Φ2zt−2 + · · · +Φpzt−p + ut, (2.4)
where wt ∈ Rη and Θ ∈ Rn×η. The OLS estimates of (2.4) can be computed the same way as
those of (2.1). However, care must be taken in arranging the matrix of regressors (endogenous
and exogenous) in (2.3) to minimize the loss of structure derived from the introduction of the
endogenous variables wt. A good choice is M =
(
W X Y
)
, where W T =
(
wM wM−1 · · · w1
)
.
The complexity of the algorithms will be given in flops (floating point operations per second),
where flop denotes a single scalar multiplication or addition. Throughout the paper, the following
notation is used: the vector ei denotes the ith column of the n×n identity matrix In and the n×n
shift matrix is denoted by Z = (e2 e3 · · · en 0), that is
Z =

0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1 0

.
A set of vectors v1, v2, . . . , vn is denoted by {vi}n and the direct sums of two or more matrices
A⊕B and ⊕ni=1Ai are equivalent to the block diagonal matrices
(
A 0
0 B
)
and

A1 0 · · · 0
0 A2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · An
 ,
respectively [3, 30, 69]. For notational convenience the subscript n in the set operator {·}n is
dropped and ⊕ni=1 will be abbreviated to ⊕i.
The purpose of this work is twofold. First, to exploit the structure of the Toeplitz matrix in
(2.2) and provide a fast algorithm to compute the upper triangular matrix R and, consequently, an
efficient estimation procedure for the VAR(p) models. Second, to design computationally efficient
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methods to estimate VAR models with coefficient constraints by exploiting the Kronecker product
structure of the Seemingly Unrelated Regression Equations (SURE) models.
In section 2.2 the Generalized Schur Algorithm (GSA) and its block version are presented. In
section 2.3 the adaption of the algorithm to estimate the VAR models (2.1) and (2.4) is considered.
In section 2.4 the estimation of the VAR model with Zero Coefficient Constraints (VAR-ZCC) and
the resulting SURE model are investigated. Finally in section 2.5 the estimation of the VAR model
with Granger–causality restrictions is presented. This model is considered as a SURE model with
Proper Subset Regressors (SURE-PSS).
2.2 Structured matrices and the Generalized Schur Algorithm
Let A ∈ Rn×n be a positive definite matrix and F ∈ Rn×n be strictly lower triangular; that is,
F = [fij] with fij = 0 for i ≤ j. The displacement of A with respect to (w.r.t.) F is
∇FA = A− FAF T (2.5)
and its rank d = rank(∇FA) is called the displacement rank of A. The matrix A is said to have a
displacement structure or, more simply, be structured w.r.t. F if it has a small displacement rank.
In this case
∇FA = GTJG, (2.6)
where G ∈ Rd×n, J = Ik ⊕ (−Il) and k + l = d. The rows of G are called the generators of A
[39, 40].
Given F , the matrix A is uniquely defined by k, l and G. In fact, since F is strictly lower
triangular, Fn = 0, and from (2.5) and (2.6) it follows that
A =
n−1∑
i=0
F i(A− FAF T )(F i)T =
n−1∑
i=0
F iGTJG(F i)T , (2.7)
where it has been assumed F 0 = In. Consider for example the symmetric Toeplitz matrix
T =

t1 t2 t3 · · · tn
t2 t1 t2 · · · tn−1
t3 t2 t1 · · · tn−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
tn tn−1 tn−2 · · · t1

.
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This is a structured matrix and its displacement rank w.r.t. the shift matrix F =
(
e2 e3 · · · en 0
)
– the matrix with ones on the first sub-diagonal and zero elsewhere – is 2, k = l = 1, and the
generators are
G =
1√
t1
(
t1 t2 t3 · · · tn
0 t2 t3 · · · tn
)
.
A Generalized Schur Algorithm (GSA) can be used to compute the
Cholesky factorization A = RTR when A has displacement structure (2.6). At each iteration a
row of R is computed. Since the first column of F iG is zero for i ≥ 1, it follows from (2.7) that
the first row of A is given by(
a11 a12 · · · a1n
)
= r11
(
r11 r12 · · · r1n
)
=
(
g11 g21 · · · gd1
)
JG. (2.8)
If Q is a J-invariant matrix (a hyperbolic transformation), that is QJQT = J , then the rows of
G˜ = QTG are again generators for A. If Q is chosen to annihilate the first column of G except for
the (1, 1)–element, then (2.8) is given by
g˜11
(
g˜11 g˜12 · · · g˜1n
)
;
that is, g˜T1 =
(
g˜11 g˜1n · · · g˜1n
)
is the first row of R.
Consider now the partitioning
R =
i−1 n−i+1( )
R1 R12 i−1
0 R2 n−i+1
, A =
i−1 n−i+1( )
A11 A12 i−1
A21 A22 n−i+1
and define
A(i) = A−
(
RT1
RT12
)(
R1 R12
)
=
(
0 0
0 S
)
,
where S = RT2 R2 is the Schur complement of A11. If A(i) has displacement structure
∇FA(i) = GTi JGi , (2.9)
with
Gi =
i−1 1 n−i( )
0 u1 u
T
2 1
0 v1 V2 d−1
, (2.10)
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and Qi is a J-invariant matrix that annihilates the elements of v1, that is,
G˜i = Q
T
i Gi =
i−1 1 n−i( )
0 ρ u˜T 1
0 0 V˜ d−1
, (2.11)
then the first row of R2 is given by
(
ρ u˜T
)
. Now, if rTi =
(
0T ρ u˜T
)
, then A(i+1) = A(i) − rirTi ,
which has displacement given by
∇FA(i+1) = GTi JGi − rirTi + FrirTi F T
= G˜Ti JG˜i − rirTi + FrirTi F T
= GTi+1JGi+1,
where
Gi+1 =
(
rTi F
T
0(r−1)×i V˜
)
(2.12)
has the same structure as (2.10), i.e., the first i elements of Fri are zero. Thus, given the generators
of A in (2.6), the rows of the Cholesky factor R can be computed by iterating equations (2.11) and
(2.12). The algorithm may breakdown if
(
uT1 v
T
1
)
J
(
u1
v1
)
< 0.
At each step of the algorithm, a J-invariant matrix Qi should be computed to annihilate the
elements of v1 in (2.10). The computation of this matrix plays a key role in the numerical stability
of the whole algorithm [81]. In particular the number of hyperbolic transformations should be
minimized. Here only one hyperbolic Givens rotation is used and this is in factored form [81].
Let (xT yT ) = (uT1 vT1 ), where x ∈ Rk and y ∈ Rl. If Qx ∈ Rk×k and Qy ∈ Rl×l
are two orthogonal matrices, then Qx ⊕ Qy is J-invariant. If Qx and Qy are the Householder
transformations such that QTxx = αe1 and QTy y = βe1, and H ∈ R2×2 is such that
H
(
α
β
)
=
(
ρ
0
)
and
HT
(
1 0
0 −1
)
H =
(
1 0
0 −1
)
,
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then the matrix
Q =
(
Qx 0
0 Qy
)
h11 0 h12 0
0 Ik−1 0 0
h21 0 h22 0
0 0 0 Il−1

is J-invariant and satisfies
QT
(
x
y
)
= ρe1.
Notice that if no breakdown occurs, then the matrix H can be always computed as the hyperbolic
Givens rotation
H =
1
c
(
1 s
s 1
)
,
where s = −β/α and c2 = 1− s2. In factored form this is
H =
(
1 0
s c
)(
1/c 0
0 1
)(
1 s
0 1
)
,
which represents a stable implementation of the transformation H
[81].
Algorithm 1 summarizes the Generalized Schur Algorithm. It needs to store only the generators
Gi and the matrixR; the matrixA(i) is never computed explicitly. Supposing that the matrix–vector
multiplication involving F is negligible (when F is a shift matrix) and using Householder matrices
for Qx and Qy , the computational cost of the algorithm is dominated by the steps 5 and 7, which
require 4d(n− i) and 6(n− i) flops, respectively [28]. Therefore, the complexity of the algorithm
is (2d+ 3)n2.
For some applications a block version of the algorithm is more appropriate. That is, if A,F ∈
R
Nn×Nn are matrices with block–size n × n, then F is block strictly lower triangular and A
has displacement rank d w.r.t. F . A possible implementation of the Block Generalized Schur
Algorithm (BGSA) is outlined in Algorithm 2. Steps 4–7 compute a J-invariant transformation Qi
such that
QTi
(
X1
Y1
)
=
(
Ri
0
)
. (2.13)
Notice that other implementations exist for computing (2.13) each of which has different numerical
properties. In Algorithm 2 the only critical part, concerning numerical stability, is the computation
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Algorithm 1 Generalized Schur Algorithm
Input: The matrix of generators G and the shift matrix F as in (2.5) and (2.6)
Output: R, the upper triangular Cholesky factor of A
1: Set G(1) = G
2: for i = 1, 2, . . . , n− 1 do
3: Let
G(i) =
i−1 1 n−i !
0 x X k
0 y Y l
.
4: Compute the Householder reflections Qx and Qy such that QTx x = αe1 and QTy y = βe1, respectively.
5: Apply Qx and Qy to X and Y , respectively, such that:
X˜ = QTxX, Y˜ = Q
T
y Y.
6: Compute a hyperbolic Givens transformation H such that
HT
 
α
β
!
= ρe1.
7: Apply H to the first rows of X˜ and Y˜ to obtain Xˆ, Yˆ and
Gˆ(i) =
 
0 ρe1 Xˆ
0 0 Yˆ
!
.
8: Store (0 · · · 0 ρ Xˆe1) in the ith row of R.
9: G(i+1) is defined by Gˆ(i) after its first row has been multiplied by F .
10: end for
of the hyperbolic transformation H in Step 6. The breakdown of the block algorithm [27] is related
to the non-existence or the singularity of Ri in (2.13).
If Householder transformations are used, then the computational complexity of Steps 4 and 5 is
4n2(N − i)(d− n) flops. The number of flops for Steps 6 and 7 using hyperbolic Givens rotations
is given by
n∑
j=1
j∑
h=1
6((N − i)n + h) '
n∑
j=1
6(j(N − i)n+ 1
2
j2)
' 4(N − i)n3.
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Algorithm 2 Generalized Schur Algorithm – Block Version
Input: The matrix of generators G and the shift matrix F as in (2.5) and (2.6)
Output: R, the upper triangular Cholesky factor of A
1: Let G(1) = G and J = Ik ⊕−Il.
2: for i = 1, 2, . . . , N do
3: Let
Gi =
(i−1)n n (N−i)n„ «
0 X1 X2 k
0 Y1 Y2 l
.
4: Compute the QRDs
X1 = QX
 
RX
0
!
and Y1 = QY
 
RY
0
!
.
5: Compute
n
k−n
 
Xˆ2A
Xˆ2B
!
= QTXX2 and
n
l−n
 
Yˆ2A
Yˆ2B
!
= QTY Y2.
6: Compute a J-invariant matrix H such that
HT
 
RX
RY
!
=
 
Ri
0
!
.
7: Compute  
Xˇ2A
Yˇ2B
!
= HT
 
Xˆ2A
Yˆ2B
!
.
8: Store
`
0 Ri Xˇ2A
´
in the ith block–row of R.
9: Compute in (N−i)n` ´
0 XˆA =
(i−1)n n (N−i)n` ´
0 Ri Xˇ2A F T
and form Gi+1 as:
Gi+1 =
(i−1)n n (N−i)n0BB@
1CCA
0 0 XˆA n
0 0 X˜2B k−n
0 0 Yˇ2A n
0 0 Y˜2B l−n
.
10: end for
Thus, the computational complexity of the whole procedure is given by
N∑
i=1
(N − i)n2 (4n+ 4(d− n)) '
N∑
i=1
4d(N − i)n2
' 2dN2n2.
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2.3 A fast algorithm for the OLS estimation of the VAR model
The BGSA shown by Algorithm 2 is designed to compute the Cholesky factorization of structured
matrices. To compute the matrix R in (2.3) the algorithm should be applied to the matrix T TT .
Consider the block Toeplitz matrix T ∈ RMm×Nn defined by
T = [Ti−j ]
j=1,...,N
i=1,...,M ,
that is,
T =

T0 T−1 · · · T1−N
T1 T0 · · · T2−N
.
.
.
.
.
.
.
.
.
TM−1 TM−2 · · · TM−N
 , (2.14)
where Tk ∈ Rm×n. Let A = T TT , where the (i, j)th block Aij ∈ Rm×n is given by
Aij =
M∑
k=1
T Tk−iTk−j = Y
T
i−1Yj−1
and Y Ti =
(
T T−i T
T
1−i · · · T TM−i−1
)
is the (i+1)th block column of T . If Y0 has full column rank,
then the displacement rank of A w.r.t. Zm = Z⊗Im is 2(m+n) and the generators (see Appendix
1) are given by J = Im+n ⊕−Im+n and
G =
n n · · · n

R0 Q
T
0 Y1 · · · QT0 YN−1 n
0 T−1 · · · T1−N m
0 QT0 Y1 · · · QT0 YN−1 n
0 TM−1 · · · TM+1−N m
, (2.15)
where Y0 = Q0R0, R0 ∈ Rn×n is upper triangular and Q0 ∈ RMm×n is orthogonal.
If M =
(
W T
)
, where W ∈ RMm×η, then the displacement equation for A¯ = MTM w.r.t.
the shift matrix Z¯ = 0η×η ⊕ Zm is
∇Z¯A¯ =
(
0 0
0 ∇ZmT TT
)
+
(
W TW W TT
T TW 0
)
,
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so that the generators are given by J = Iη+m+n ⊕−Iη+m+n and
G =
η n n · · · n

RW Q
T
WY0 Q
T
WY1 · · · QTWYN−1 η
0 R0 Q
T
0 Y1 · · · QT0 YN−1 n
0 0 T−1 · · · T1−N m
0 QTWY0 Q
T
WY1 · · · QTWYN−1 η
0 0 QT0 Y1 · · · QT0 YN−1 n
0 0 TM−1 · · · TM+1−n m
. (2.16)
The computational complexity of (2.16) can be approximated by 4n2((n+mM/2)N +η). Notice
that if the generators are given by (2.15), or by (2.16), then Steps 4–7 of Algorithm 2 are not needed
for the first iteration.
In the specific case of the estimation of VAR models m = 1, N = p + 1, Tk = yTM−N−k,
Y Ti =
(
yM+i−p · · · y2+i−p y1+i−p
)
and the displacement rank of A and A¯ are 2(n + 1) and
2(n + η + 1), respectively. Thus, the computation of the Cholesky decomposition of A¯T A¯ using
Algorithm 2 requires 2(n + η)n2p2 flops, and the computation of the generators requires a further
4n2((n +M/2)p + η) flops.
2.4 VAR models with Zero Coefficient Constraints
The VAR model (2.2) can be written as the SURE model
Vec(Y ) = (In ⊗X) Vec(B) + Vec(U),
where Vec(U) has zero mean and variance–covariance matrix given by Σ⊗ IM . Often zero coeffi-
cient constraints (ZCC) are imposed to VAR models, hereafter called VAR-ZCC model [58]. Thus,
some elements of B are zero. Let βi ∈ Rki the vector of nonzero elements in the ith column of B.
The VAR-ZCC model can be written as the SURE model
Vec(Y ) = (⊕ni=1Xi)Vec({βi}n) + Vec(U), (2.17)
where Xi = XSi and Si ∈ Rnp×ki is a selection matrix. Notice that the SURE model has common
regressors.
26 CHAPTER 2. ESTIMATION OF VAR MODELS
The Best Linear Unbiased Estimator (BLUE) of Vec({βi}) is obtained from the solution of the
General Least Squares (GLS) problem
argmin
β1,...,βn
∥∥Vec(Y )−Vec({Xiβi})∥∥Σ−1⊗IM (2.18)
which is given by
Vec({βˆi}) =
(
(⊕iXTi )(Σ−1 ⊗ IM)(⊕iXi)
)−1
(⊕iXTi )Vec(Y Σ−1). (2.19)
The computation of (2.19) has poor numerical properties and does not allow for a singular dis-
persion matrix Σ. Therefore, it is preferable to formulate (2.18) as the Generalized Linear Least
Squares Problem (GLLSP)
argmin
V,{βi}
∥∥V ∥∥
F
subject to Vec(Y ) = (⊕iXi)Vec({βi}) + Vec(V CT ), (2.20)
where ‖·‖F denotes the Frobenious norm, Σ = CCT , the upper triangular C ∈ Rn×n has full rank
and the random matrix V is defined as (C ⊗ IM )Vec(V ) = Vec(U). That is, V CT = U , which
implies that Vec(V ) has zero mean and variance-covariance matrix InM [50, 55, 61, 63]. Without
loss of generality it will be assumed that Σ is non-singular.
Consider the Generalized QR decomposition (GQRD)
QT (⊕iXi) =
(
⊕iRi
0
)
(2.21a)
and
QT (C ⊗ IM )P =
K nM−K( )
W11 W12 K
0 W22 nM−K
, (2.21b)
where K =
∑n
i=1 ki, Ri ∈ <ki×ki and W22 are upper triangular, and Q,P ∈ RnM×nM are
orthogonal [2, 64]. Using (2.21) the GLLSP (2.20) can be written as
argmin
{viA},
{viB},{βi}
G∑
i=1
( ‖viA‖2 + ‖viB‖2) subject to
(
Vec ({yiA})
Vec ({yiB})
)
=
(
⊕iRi
0
)
Vec({βi}) +
(
W11 W12
0 W22
)(
Vec ({viA})
Vec ({viB})
)
, (2.22)
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where
QT Vec(Y ) =
(
Vec ({yiA})
Vec ({yiB})
)
K
nM−K
and
PT Vec(V ) =
(
Vec ({viA})
Vec ({viB})
)
K
nM−K
.
From (2.22) it follows that Vec ({viB}) = W−122 Vec ({ŷi}) and Vec ({viA}) = 0. Thus, the
solution for the SURE model comes from solving the triangular system(
Vec ({yiA})
Vec ({yiB})
)
=
(
⊕iRi W12
0 W22
)(
Vec({βi})
Vec ({viB})
)
. (2.23)
The matrix Q in (2.21) is defined as
Q =
(
⊕iQiA ⊕iQiB
)
,
where
QTi Xi =
(
Ri
0
)
, with Qi =
ki M−ki( )
QiA QiB ,
is the QRD of Xi (i = 1, . . . , G).
The computation of (2.21b) occurs in two stages. The first stage computes
QT (C ⊗ I)Q =
K nM−K( )
W˜11 W˜12 K
W˜21 W˜22 nM−K
, (2.24)
where W˜ij (i, j = 1, 2) is block upper triangular. Furthermore, the main block–diagonals of W˜12
and W˜21 are zero, and the ith (i = 1, . . . , G) blocks of the main diagonal of W˜11 and W˜22 are given
by CiiIki and CiiIM−ki , respectively. The second stage computes the RQD(
W˜ 21 W˜ 22
)
P˜ =
(
0 W22
)
(2.25a)
and (
W˜ 11 W˜ 12
)
P˜ =
(
W11 W12
)
. (2.25b)
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Thus, in (2.21b) P = QP˜ . Sequential and parallel strategies for computing the RQD (2.25) have
been described in [44, 46].
The computations of (2.24) and (2.25) are the most expensive operations – their computational
cost is in the order of n3M3 – and they become quite important when computing the feasible GLS
(FGLS) estimators, that is, when computed at each iteration for different C . However, the common
regressors that exist in the SURE model can be used to reduce the computational complexity of the
iterative estimation procedure [54].
Consider the QRD given in (2.3). Premultiplying (2.17) from the left by
Q¯T =
(
In ⊗QT In ⊗QY In ⊗QN
)T gives
Vec(RTY )
Vec(RY )
0
 =

⊕iRSi
0
0
Vec({βi}) +

Vec(UT )
Vec(UY )
Vec(UN )
 ,
where
QTU =
n
UT npUY n
UN M−(p+1)n
.
The covariance matrix of Vec(
(
UT UY UN
)
) is given by
Σ⊗ Inp 0 0
0 Σ⊗ In 0
0 0 Σ⊗ IM−n(p+1)
 .
Thus the estimator of the SURE model (2.17) arises from the solution of the reduced size model
Vec(RTY ) = (⊕iRTSi) Vec({βi}) + Vec(UT ), (2.26)
where the covariance matrix of Vec(UM ) is given by Σ⊗ Inp. The estimator of Σ is now given by
Σˆ =
1
M
(
UˆTT UˆT +R
T
YRY
)
,
where Uˆ is the residual matrix estimated from (2.26). Notice that RTYRY does not depend on the
covariance matrix Σ.
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2.5 VAR models with Granger causality restrictions
Consider partitioning the time series zt and the coefficient matrices Φl in (2.1) as
zt =
(
zAt
zBt
)
Φl =
(
ΦAAl ΦABl
ΦBAl ΦBBl
)
.
If ΦBAl = 0 for l = 1, 2, . . . , p, then the series zAt does not Granger–cause zBt; that is, zAt is not
linearly informative about the future of the time series zBt [32, 58]. This concept can be general-
ized. Define the permutation (pi1, . . . , pin) of the indices (1, . . . , n), and let Π =
(
epi1 epi2 · · · epin
)
be the associated permutation matrix. Now, if there exists a permutation (pi1, . . . , pin) such that
ΠTΦlΠ ∼
h1 h2 · · · hs

× × · · · × k1
0 × · · · × k2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · × ks
, (2.27)
for l = 1, 2, . . . , p, then the series zpij does not Granger–cause zpil when the (i, j)th element of the
matrix in (2.27) belongs to the block lower triangular part.
When the Granger causality restrictions are known a priori, the variables can be ordered so that
the matrices Φl have the structure given in (2.27). In this case the model is equivalent to a triangular
SURE model [79, 51]. Conversely, if different models with different causality restriction have to
be estimated, then a reordering is not convenient since the Toeplitz structure of X is destroyed. In
this case the VAR model is equivalent to a SURE model with proper subset regressors [79].
Multiplying (2.2) on the right by Π gives
Y˜ = XB˜ + U˜ ,
where Y˜ = YΠ, U˜ = UΠ and B˜ = BΠ. Figure 2.1 shows an example of the structure of B˜T . The
matrix B˜ is characterized by the property that if the (j, i)th element is zero, then also the (j, i+1)th
element has to be zero. That is B˜ =
(
S1β1 S2β2 · · · Snβn
)
, where Si =
∏i
k=1 Sˆk = Si−1Sˆi and
Sˆk are selection matrices. The regressor matrices of the SURE model are defined as Xi = XSi =
Xi−1Sˆi.
Consider the QRDs
Xi =
(
QiA QiB
)(Ri
0
)
(2.28)
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Figure 2.1: Proper Subset Structure derived from Granger causality restrictions.
and (
Ri
0
)
Sˆi+1 =
(
Q¯i+1,A Q¯i+1,B
)(Ri+1
0
)
, (2.29)
where Qi =
(
QiA QiB
)
and Q¯i+1 =
(
Q¯i+1,A Q¯i+1,B
)
are orthogonal matrices. The QRDs (2.28)
and (2.29) imply
Xi+1 = Qi
(
Ri
0
)
Si+1 = QiQ¯i+1
(
Ri+1
0
)
,
and Qi+1 = QiQ¯i+1. Notice that
Q¯i+1 =
(
Qˆi+1 0
0 IM−ki
)
.
In (2.24) for x, y ∈ {A,B}
W˜xy =

c11Q
T
1xQ1y c12Q
T
1xQ2y · · · c1nQT1xQny
0 c22Q
T
2xQ2y · · · c2nQT2xQny
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · cnnQTnxQny
 .
Thus, for i < j
QTixQjy = Q¯
T
ixQ¯
T
i−1 · · · Q¯T1 Q¯1 · · · Q¯i−1Q¯i · · · Q¯j−1Q¯jy
= Q¯TixQ¯i · · · Q¯j−1Q¯jy
=

(
I 0
)
Q¯i+1 · · · Q¯j−1Q¯jy, if x = A,(
0 I
)
Q¯i+1 · · · Q¯j−1Q¯jy, if x = B,
(2.30)
and for i = j
QTixQjy =

Iki if x = y = A,
IM−ki if x = y = B and
0 if x 6= y.
(2.31)
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From (2.30) and (2.31) it follows that W˜BA = 0, since
QTiBQjA =
(
0 IM−ki−1
) (
Q¯i+1 · · · Q¯j−1Q¯jA
)
∼
ki−1 M−ki−1( )
0 ×
kj−1( )
× kj−1
0 M−kj−1
(2.32)
and ki−1 > kj−1. The matrix in (2.24) has an block upper triangular form and thus the RQD (2.25)
is not needed, i.e., W˜ =W and P = Q.
Let yi denote the ith column of Y and note that(
yiA
yiB
)
= QTi yi = Q¯
T
i Q¯
T
i−1 · · · Q¯T1 yi.
The vectors yiA and yiB can be computed from the recursion(
yjA
yjB
y
(j)
j+1 · · · y(j)n
)
= Q¯Tj
(
y
(j−1)
j y
(j−1)
j+1 · · · y(j−1)n
)
,
or, in a more compact form, (
yjA
yjB
Y (j)
)
= Q¯Tj Y
(j−1), (2.33)
where Y (0) =
(
y
(0)
1 y
(0)
2 · · · y(0)n
)
= Y . Notice that the multiplication by Q¯Tj in (2.33) affects
only the first kj−1 rows of Y (j−1).
Consider the case of n = 4. The triangular matrix in (2.23) is
R1 0 0 0 0 c12(I 0)Q¯2B c13(I 0)Q¯2Q¯3B c14(I 0)Q¯2Q¯3Q¯4B
0 R2 0 0 0 0 c23(I 0)Q¯3B c24(I 0)Q¯3Q¯4B
0 0 R3 0 0 0 0 c34(I 0)Q¯4B
0 0 0 R4 0 0 0 0
0 0 0 0 c11I c12(0 I)Q¯2B c13(0 I)Q¯2Q¯3B c14(0 I)Q¯2Q¯3Q¯4B
0 0 0 0 0 c22I c23(0 I)Q¯3B c24(0 I)Q¯3Q¯4B
0 0 0 0 0 0 c33I c34(0 I)Q¯4B
0 0 0 0 0 0 0 c44I

and rearranging the terms of (2.23) gives,
y1A
y1B
y2A
y2B
y3A
y3B
y4A
y4B
=

R1
0
0
c11I
0 c12Q¯2B 0 c13Q¯2Q¯3B 0 c14Q¯2Q¯3Q¯4B
0 0 R2
0
0
c22I
0 c23Q¯3B 0 c24Q¯3Q¯4B
0 0 0 0 R3
0
0
c33I
0 c34Q¯4B
0 0 0 0 0 0 R4
0
0
c44I


β1
v1B
β2
v2B
β3
v3B
β4
v4B
.
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Algorithm 3 Recursive solution of the SURE model with proper subset regressors
Input: The matrix RTY , the upper triangular matrix RT and the selection matrices S2, . . . , Sn
Output: The vectors of parameters β1, . . . , βn.
1: Compute the QRD (2.3).
2: Set R1 = RT and Y˜ = RTY .
3: for i = 2, . . . , n do
4: Compute the QRD: Ri−1Si = Qˆi
 
Ri
0
!
.
5: Compute Y˜1:ki−1,i:n = QˆTi Y˜1:ki−1,i:n.
6: end for
7: for i = n, n− 1, . . . , 1 do
8: Solve Riβi = Y˜1:ki,i.
9: Compute viB = Y˜ki+1:,i/cii.
10: for j = i− 1, i− 2, . . . , 1 do
11: if j = i− 1 then
12: Compute v˜i = Q¯iBviB .
13: else
14: Compute v˜i = Q¯j v˜i.
15: end if
16: Compute y˜j = y˜j − cjiv˜i.
17: end for
18: end for
Conversely, for i = 1, . . . , n(
yiA
yiB
)
=
(
Ri 0
0 ciiI
)(
βi
viB
)
+
n∑
j=i+1
cij
(
Q¯i+1Q¯i+2 · · · Q¯j−1
)
Q¯jBvjB.
This system is solved by a back-substitution without forming the matrices WAB andWBB as shown
by Algorithm 3.
In order to optimize the memory access and exploit cache effects, the access to the matrices Q¯i
of Steps 12 and 14 of Algorithm 3 should be reorganized [82]. Updating the vectors yj is done in
one step for each i and the vectors v˜i are computed recursively by the formulae
v˜ii =
(
0
viB
)
and v˜i−1j = Q¯
T
i v˜
i
j .
2.6 Conclusions
Algorithms for solving VAR models have been proposed and analyzed. The VAR models with
zero coefficient constraints or Granger–caused variables have been considered as SURE models
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with common or proper subset regressors, respectively. The numerically stable algorithms have
efficiently exploited the Toeplitz, Kronecker, and other structures of the matrices in these models.
Furthermore, the proposed algorithms can handle ill-conditioned problems.
The implementation of the algorithms needs to be investigated. Block versions of the algo-
rithms which are suitable for conventional hight performance computers need to be designed [17].
The adaptation of the numerical methods to tackle other models that have similar matrix struc-
tures as those proposed here needs to be considered. Currently the Vector Error Correction Model
(VECM) and the Johansen procedure for estimating cointegrated systems are investigated. The
VECM has a structure similar to that of (2.4), while the Johansen procedure requires the OLS
estimation of a linear system having a block Toeplitz structure [36, 37, 58].
2.A Displacement structures derived from LS problems involving block
Toeplitz matrices.
Consider the block Toeplitz matrix T ∈ RMm×Nn defined by
T = [Ti−j ]
j=1,...,N
i=1,...,M ,
that is
T =

T0 T−1 · · · T1−N
T1 T0 · · · T2−N
.
.
.
.
.
.
.
.
.
TM−1 TM−2 · · · TM−N
 ,
where Tk ∈ Rm×n. Let define A = T TT = [Aij]ij ∈ RMm×Mm, having blocks Aij ∈ Rm×m
and given by
Aij =
M∑
k=1
T Tk−iTk−j = Y
T
i−1Yj−1, (2.34)
where Y Ti =
(
T T−i T
T
1−i · · · T TM−i−1
)
is the (i+ 1)th block column of T .
The displacement of A w.r.t. Zm = Z ⊗ Im is given by ∇ZmA =M1 +M2, where
M1 =

A11 A12 · · · A1n
AT12
.
.
.
AT1n
0

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and
M2 =

0 0
0 Aij −Ai−1,j−1
 .
From (2.34) it follows that
Aij −Ai−1,j−1 =
M∑
k=1
T Tk−iTk−j −
M∑
k=1
T Tk−i+1Tk−j+1
= T T1−iT1−j − T TM+1−iTM+1−j,
for i, j = 2, 3, . . . , n, and
M2 = G
T
2G2 −GT4G4, (2.35)
where G2 =
(
0 T−1 · · · T1−N
)
and G4 =
(
0 TM−1 · · · TM+1−N
)
.
If Y0 has full column rank and its QRD is Q0R0, then
M1 = G
T
1G1 −GT3G3, (2.36)
where G1 =
(
R0 Q
T
0 Y1 · · · QT0 YN−1
)
and G3 =
(
0 QT0 Y1 · · · QT0 YN−1
)
. From (2.35) and
(2.36) it follows that the displacement of A is given by
∇ZpA =
(
GT1 G
T
2 G
T
3 G
T
4
)

In 0 0 0
0 Im 0 0
0 0 −In 0
0 0 0 −Im


G1
G2
G3
G4
 .
Chapter 3
Estimating seemingly unrelated
regression models with vector
autoregressive disturbances
Abstract:
The numerical solution of seemingly unrelated regression (SUR) models with vector autoregres-
sive disturbances is considered. Initially an orthogonal transformation is applied to reduce the
model to one with smaller dimensions. The transformed model is expressed as a reduced-size
SUR model with stochastic constraints. The generalized QR decomposition is used as the main
computational tool to solve this model. An iterative estimation algorithm is proposed when the
variance-covariance matrix of the disturbances and the matrix of autoregressive coefficients are
unknown. Strategies to compute the orthogonal factorizations of the non-dense structured matrices
which arise in the estimation procedure are presented. Experimental results demonstrate the com-
putational efficiency of the proposed algorithm.
1This chapter is a reprint of the paper: P. Foschi, E.J. Kontoghiorghes. Estimating seemingly unrelated regression
models with vector autoregressive disturbances. Journal of Economics Dynamics and Control, 2003 (In press).
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3.1 Introduction
The seemingly unrelated regression (SUR) model is given by
yi = Xiβi + ui, i = 1, 2, . . . , G, (3.1)
where yi ∈ RM is the endogenous vector, Xi ∈ RM×ki is the exogenous matrix with full column
rank, βi ∈ Rki are the coefficients and ui ∈ RM is the disturbance vector having zero mean. The
covariance matrix of ui and uj is given by σijIM (i, j = 1, . . . , G). In compact form the SUR
model can be written as
Vec(Y ) =
(⊕Gi=1Xi)Vec({βi}G) + Vec(U), (3.2)
where Y =
(
y1 · · · yG
)
, U =
(
u1 · · · uG
)
, ⊕Gi=1Xi = diag(X1, . . . ,XG), {βi}G denotes the set
of vectors β1, . . . , βG and Vec(·) is the vector operator which stacks one column under the other of
its matrix or set of vectors argument. The disturbance term Vec(U) ∼ (0,Σ⊗ IM ), i.e., it has zero
mean and dispersion matrix Σ⊗ IM , where Σ = [σij ] ∈ RG×G is symmetric and positive definite
[3, 30, 69]. The subscript G in the set operator {·} is dropped and ⊕Gi=1 is abbreviated to ⊕i.
Often the SUR model has vector (VAR) or scalar (AR) autoregressive disturbances [26, 38, 43,
58, 65, 67, 79, 85]. In such cases the disturbance matrix U in (3.2) satisfies
U − ZUAT = E (3.3a)
or, equivalently,
(IGM −A⊗ Z)Vec(U) = Vec(E), (3.3b)
where A ∈ RG×G is the matrix of the AR coefficients, the M ×M shift matrix Z is defined as
Z =

0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1 0

and E ∈ RM×G. The dispersions of Vec(E) and Vec(U) are given, respectively, by Σ⊗ IM and
(IGM −A⊗ Z)−1 (Σ⊗ IM ) (IGM −A⊗ Z)−T , (3.4)
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where −T denotes the transpose of the inverse.
Now, premultiplying the SUR with VAR disturbances (hereafter SUR-VAR) model (3.2) by
(IGM −A⊗ Z) it gives
Vec(Y − ZY AT ) = (IG ⊗X −A⊗ ZX) (⊕iSi) Vec ({βi}) + Vec(E), (3.5a)
or the general linear model (GLM)
Vec(Ψ) = F Vec ({βi}) + Vec(E), (3.5b)
where X ∈ RM×Kd denotes the matrix comprising the Kd distinct regressors of the SUR model
and Si is a Kd × ki selection matrix such that Xi = XSi (i = 1, . . . , G). The matrices Ψ and
F are defined by context. Notice that in the case where there are no common regressors, X and
Si are given by X =
(
X1 X2 · · · XG
)
and Si =
(
0 Iki 0
)
, respectively. Furthermore, the
matrix F in (3.5b) is full rather than block-diagonal as in the case of the conventional SUR model.
The estimator of the SUR-VAR model (3.2) derives from computing the generalized least squares
(GLS) estimator
Vec ({βˆi}) =
(
F T (Σ−1 ⊗ IM )F
)−1
F T
(
Σ−1 ⊗ IM
)
Vec(Ψ). (3.6)
In the case where Σ and A are unknown, an iterative procedure is used to derive the feasible GLS
estimator. Initially, Vec ({βˆi}) is computed from (3.6) based on some initial estimates of Σ and A.
The residuals provide new estimates for Σ and A, which are then used in (3.6) to derive a new GLS
estimator. This procedure is repeated until convergence.
The existing methods for computing the GLS, or the feasible GLS, estimator of the SUR-VAR
model solve the normal equation (3.6) explicitly by computing Kronecker products and inverses of
matrices [43, 79]. This results in computationally expensive and numerically unstable estimation
procedures [76]. The purpose of this work is to provide computationally efficient algorithms for
computing the GLS estimator for the SUR-VAR model. These algorithms use non-literal Kronecker
operations and for numerical stability use orthogonal factorizations [28].
In the next section the numerical solution to the SUR-VAR model is considered and an itera-
tive algorithm to compute the feasible GLS estimator is proposed. Section 3.3 considers various
strategies for computing the matrix factorizations arising in the estimation procedures of the model.
Computational results are shown in section 3.4. Finally conclusions and future research are pre-
sented.
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3.2 Numerical solution of SUR-VAR models
Consider the QRD
Kd G Kd G( )
ZX ZY X Y =
K∗ K∗ M∗( )
Q∗A Q
∗
B Q
∗
C
K∗ K∗
R˜
∗
A R˜A K
∗
0 R˜B K∗
0 0 M∗
, (3.7)
where K∗ = Kd +G, M∗ =M − 2K∗, R˜∗A and R˜B are upper-triangular defined by
R˜∗A =
Kd G( )
R∗A Y
∗
A
, R˜A =
Kd G( )
RA YA , R˜B =
Kd G( )
RB YB
and the orthogonal matrix Q∗ ∈ RM×M is partitioned as
Q∗ =
(
Q∗A Q
∗
B Q
∗
C
)
. (3.8)
Pre-multiplying (3.5) by the orthogonal matrix (IG ⊗Q∗A IG ⊗Q∗B IG ⊗Q∗C)T gives
Vec(ΨA)
Vec(YB)
0
 =

IG ⊗RA −A⊗R∗A
IG ⊗RB
0
 (⊕iSi)Vec ({βi}) +

Vec(EA)
Vec(EB)
Vec(EC)
 , (3.9)
where
ΨA = YA − Y ∗AAT (3.10)
and 
Vec(EA)
Vec(EB)
Vec(EC)
 ∼
0,

Σ⊗ IK∗ 0 0
0 Σ⊗ IK∗ 0
0 0 Σ⊗ IM∗

 . (3.11)
From (3.11) it follows that (3.9), and consequently the SUR-VAR model, can be written as the SUR
model
Vec(YB) = (⊕iRBi) Vec ({βi}) + Vec(EB) (3.12a)
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with the stochastic constraints
Vec(ΨA) = FAVec ({βi}) + Vec(EA), (3.12b)
where R∗
Ai = R
∗
ASi, RAi = RASi, RBi = RBSi and
FA = (⊕iRAi)− (A⊗ IK∗)(⊕iR∗Ai). (3.13)
Notice that this orthogonal transformation has reduced the size of the SUR-VAR model by GM∗.
Computationally this is very significant for large–scale models where M is much bigger than the
number of distinct regressors, i.e., M  Kd [48].
The model (3.12) can be reformulated as the generalized linear least-squares problem (GLLSP):
argmin
{βi},VA,VB
∥∥VA∥∥2F + ∥∥VB∥∥2F subject to(
Vec(YB)
Vec(ΨA)
)
=
(
⊕iRBi
FA
)
Vec ({βi})+
(
C ⊗ IK∗ 0
0 C ⊗ IK∗
)(
Vec(VB)
Vec(VA)
)
, (3.14)
where ‖ ·‖F denotes the Frobenius norm, Σ = CCT , C ∈ RG×G is upper triangular, VACT = EA,
VBC
T = EB and Vec(
(
VB VA
)
) ∼ (0, I2K∗) [55, 61, 62]. The solution to (3.14) is computed in
two stages and provides the GLS estimator of (3.12). First, as in the case of the conventional SUR
model, the GQRD of ⊕iRBi and C ⊗ IK∗ is computed:
QT (⊕iRBi) =
K( )
⊕iRi K
0 GK∗−K
(3.15a)
and
QT (C ⊗ IK∗)P =W ≡
K GK∗−K( )
W11 W13 K
0 W33 GK∗−K
. (3.15b)
Here, K =
∑
i ki, Q and P are orthogonal, ⊕iRi and W are upper triangular, and Ri is the
triangular factor in the QRD of RBi [46]. The second stage computes the updated GQRD:
QTu
(
⊕iRi
FA
)
=
K( )
Ru K
0 GK∗
(3.16a)
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and
QTu
(
W11 0
0 C ⊗ IK∗
)
Pu =Wu ≡
K GK∗( )
W u11 W
u
12 K
0 W u22 GK
∗
, (3.16b)
where Ru and Wu are upper triangular, and the orthogonal matrices Qu and Pu are of order (K +
GK∗).
Now, let
QT Vec(YB) =
(
Vec ({yˇi})
Vec ({yˆi})
)
K
GK∗−K
, (3.17a)
QTu
(
Vec ({yˇi})
Vec(ΨA)
)
=
(
Vec ({y˜i})
Vec(Y˜A)
)
K
GK∗
, (3.17b)
QTu
(
W13
0
)
=
GK∗−K( )
W u13 K
W u23 GK
∗
, (3.17c)
P T Vec(VB) =
(
Vec ({vˇi})
Vec ({vˆi})
)
K
GK∗−K
and
P Tu
(
Vec ({vˇi})
Vec(VA)
)
=
(
Vec ({v˜i})
Vec(V˜A)
)
K
GK∗
.
Thus, the GLLSP (3.14) can be reformulated as
argmin
{βi},{v˜i},
{vˆi},eVA
G∑
i=1
(∥∥v˜i∥∥2 + ∥∥vˆi∥∥2)+ ∥∥V˜A∥∥2F subject to (3.18a)

Vec ({y˜i})
Vec(Y˜A)
Vec ({yˆi})
 =

Ru
0
0
Vec ({βi}) +

W u11 W
u
12 W
u
13
0 W u22 W
u
23
0 0 W33


Vec ({v˜i})
Vec(V˜A)
Vec ({vˆi})
 , (3.18b)
with solution given by
Ru W
u
12 W
u
13
0 W u22 W
u
23
0 0 W33


Vec ({βi})
Vec(V˜A)
Vec ({vˆi})
 =

Vec ({y˜i})
Vec(Y˜A)
Vec ({yˆi})
 . (3.19)
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The covariance matrix of the coefficient estimator Vec ({βi}) is given by
R−1u W11W
T
11R
−T
u [46, 50, 52, 55, 61].
In the case where there are no common regressors, it follows from (3.7) that R∗
Ai and RBi have
the same structure. That is,
R∗Ai =
(
R˜∗
Ai
0
)
k(i)
K∗−k(i)
and RBi =
(
R˜Bi
0
)
k(i)
K∗−k(i)
,
where k(i) =
∑i
j=1 kj and the last ki × ki blocks of R˜∗Ai and R˜Bi are upper triangular. Notice
that if a ∈ RG, then (aT ⊗ IK∗)(⊕iR∗Ai) = R∗A(⊕iaiIki) ∈ RK
∗×Kd is upper triangular. Thus,
(A ⊗ IK∗)(⊕iR∗Ai) consists of G upper-triangular blocks stacked one atop the other. Figure 3.1
shows this structure and that of FA for the case G = 5.
(A⊗ IK∗)(⊕iR
∗
Ai) FA
Figure 3.1: Structure of (A⊗I)(⊕iR∗Ai) and FA, where there are no common regressors and G = 5.
Notice that the QRD (3.7) does not depend on the value of either Σ or A. Furthermore, the
value of the autoregressive parameter matrix A does not affect the SUR model (3.12a), but only the
constraints (3.12b). Thus, for the derivation of the iterative feasible GLS estimator, initially, the
GQRD (3.15) is computed to solve the SUR model (3.12a), and then the updated GQRD (3.16) is
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obtained. This updating is performed whenever A changes, while (3.15) is re-computed when the
covariance matrix Σ is modified. Algorithm 4 summarizes the steps of this iterative procedure. The
precision and condition that determines the equality, and thus inequality, between matrices and the
estimation methods for Σ and A are not shown.
Algorithm 4 Iterative estimation of the SUR-VAR model.
Input: The regressors X, Y and the selection matrices S1, . . . , SG
Output: The vectors of parameters β1, . . . , βG, the autoregressive coefficient matrix A and the covariance matrix Σ
1: Compute the QRD (3.7).
2: Compute the QRD (3.15a) and (3.17a).
3: Let Σ(0) = 0, A(0) = 0 and Vec ({β(0)i }) = 0.
4: Estimate Σ(1) and A(1).
5: for j = 1, 2, . . . do
6: if (Σ(j) 6= Σ(j−1)) then
7: Compute the Cholesky factorization Σ(j) = CCT .
8: Compute the RQD (3.15b).
9: end if
10: if (A(j) 6= A(j−1)) then
11: Compute (3.13) with A(j) in place of A.
12: Compute the updated QRD (3.16a) and (3.17b).
13: end if
14: Compute the RQD (3.16b).
15: Compute (3.17c).
16: Solve the upper triangular system (3.19) and let Vec ({β(j)i }) = Vec ({βi}).
17: Estimate Σ(j+1) and A(j+1).
18: until Σ(j+1) = Σ(j), A(j+1) = A(j) and Vec ({β(j)i }) = Vec ({β
(j−1)
i })
3.2.1 Estimation of the AR parameters and disturbance Covariance matrix
Commonly used formulae for estimating the covariance matrix and the matrix of autoregressive
parameters for the SUR-VAR model (3.2) are given, respectively, by
Σˆ =
UˆT Uˆ
M
(3.20)
and
Aˆ = (UˆT Uˆ)−1(UˆTZUˆ), (3.21)
where Uˆ is the residuals of the GLS estimator. That is
Uˆ = Y −XBˆ, (3.22)
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where Bˆ =
(
S1βˆ1 · · · SGβˆG
)
∈ RKd×G and {βˆi} denotes the GLS estimator of (3.2). The
latter is equivalent to
ZUˆ = ZY − ZX
(
S1βˆ1 · · · SGβˆG
)
. (3.23)
Premultiplying (3.22) and (3.23) by the orthogonal matrix (Q∗)T from (3.8) gives
UˆA
UˆB
UˆC
 =

YA
YB
0
+

RA
RB
0
 Bˆ (3.24a)
and 
Uˆ∗A
Uˆ∗B
Uˆ∗C
 =

Y ∗A
0
0
+

R∗A
0
0
 Bˆ. (3.24b)
Now, using (3.24), the estimators for Σ and A in (3.20) and (3.21) can be equivalently expressed,
respectively, as:
Σˆ =
1
M
(
UˆTA UˆA + Uˆ
T
B UˆB
)
(3.25)
and
Aˆ =
(
UˆTA UˆA + Uˆ
T
B UˆB
)−1 (
UˆTA Uˆ
∗
A
)
. (3.26)
For the efficient computation of (3.25) and (3.26), consider the QL decomposition
QˇT
(
UˆA
UˆB
)
=
(
0
L
)
2K∗−G
G
, (3.27)
where Qˇ =
(
QˇA QˇB
)
, QˇA ∈ R2K∗×(2K∗−G), QˇB ∈ R2K∗×G and L ∈ RG×G is lower triangular
[52]. The upper triangular Cholesky factor of Σ̂ = ĈĈT , which is required by Algorithm 4, is
given by Ĉ = LT . Furthermore, Â in (3.26) derives from the solution of the triangular system
LAˆ =
1
M
QˇTA
(
Uˆ∗A
0
)
. (3.28)
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3.2.2 Considerations regarding the first observation
Different treatments of the first observation provide different estimators for the SUR-VAR model.
Particularly when the first observation of the sample is dropped, the disturbance matrix U is as-
sumed to satisfy
Z¯TU = Z¯UAT + E, (3.29)
where Vec(E) ∼ (0,Σ ⊗ IM−1) and the (M − 1)×M shift matrix Z¯ is defined as
Z¯ =

1 0 · · · 0 0
0 1 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1 0
 .
Under this assumption the SUR-VAR model (3.5a) becomes
Vec(Z¯TY − Z¯Y AT ) = (IG ⊗ Z¯TX −A⊗ Z¯X)(⊕iSi)Vec ({βi}) + Vec(E)
and the proposed solution method is still valid if the QRD (3.7) is replaced by the QRD of(
Z¯X Z¯Y Z¯TX Z¯TY
)
.
An alternative means for handling the first observation is to enforce the stationarity of the VAR
process U [58]. The disturbance matrix U then satisfies
U = ZUAT + e1e
T
1 U(IG −A1)T + E, (3.30)
where e1 denotes the first column of IM and A1 ∈ RG×G is computed as a function of A and Σ.
In this case, the QRD (3.7) should be replaced by the QRD(
e1e
T
1X e1e
T
1 Y ZX ZY X Y
)
=
1 K∗ K∗ M∗( )
Q∗1 Q
∗
2 Q
∗
3 Q
∗
4
K∗ K∗ M∗

R11 R12 R13 1
0 R22 R23 K∗
0 0 R33 K∗
0 0 0 M∗
,
where M∗ = M − 2K∗ − 1. Premultiplying the SUR-VAR model by the orthogonal matrix(
IG⊗Q∗1 IG⊗Q∗2 IG⊗Q∗3 IG⊗Q∗4
)
T results in a reduced-size model of 2K∗+1 observations
which can be solved by employing a method similar to the one that solves (3.12).
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3.3 Computing the orthogonal factorizations
Strategies for computing the GQRD (3.15) have been previously proposed [46, 50]. Here the
computation of the updated GQRD (3.16) will be considered for the case of distinct regressors. Let
R(0) = ⊕iRi ∈ RK×K , and R(p) denote the pth K∗ ×K block of FA; that is,
R(p) =
(
eTp ⊗RAl
)
+
((
Ap1 Ap2 · · · ApG
)
⊗ IK∗
)
(⊕iR∗Ai) , (3.31)
for p = 1, . . . , G. Furthermore let R(p,G+1)i,j (i = 1, . . . , G + 1, j = 1, . . . , G and p = 0, . . . , G)
denote the (i, j)th ki × kj block of R(p), with kG+1 ≡ G; that is,
R(p) =
k1 · · · kG

R
(p,G+1)
1,1 · · · R(p,G+1)1,G k1
.
.
.
.
.
.
.
.
.
R
(p,G+1)
G,1 · · · R(p,G+1)G,G kG
R
(p,G+1)
G+1,1 · · · R(p,G+1)G+1,G kG+1
.
Similarly, let
(
W11 0
0 C ⊗ IK∗
)
≡
K K∗ · · · K∗

W (0,0) W (0,1) · · · W (0,G) K
W (1,0) W (1,1) · · · W (1,G) K∗
.
.
.
.
.
.
.
.
.
.
.
.
W (G,0) W (G,1) · · · W (G,G) K∗
(3.32)
and W (i,j)p,s ∈ Rkp×ks denote the (p, s)th sub-block of W (i,j), where
i, j = 0, 1, . . . , G, p = 1, . . . , G if i = 0, while p = 1, . . . , G + 1 if i > 0 and analogously
for s and j. Thus, for i, j = 1, . . . , G,
W (i,j) ≡
k1 k2 kG+1
W
(i,j)
1,1 W
(i,j)
1,2 · · · W (i,j)1,G+1 k1
.
.
.
.
.
.
.
.
.
.
.
.
W
(i,j)
G+1,1 W
(i,j)
G+1,2 · · · W (i,j)G+1,G+1 kG+1
.
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The updated GQRD (3.16) is computed in two stages. The first stage applies a series of orthog-
onal transformations to reduce R(1), . . . , R(G) to block-upper triangular. The orthogonal trans-
formations are also applied from the left of (3.32), which is then re-triangularized from the right.
Specifically, the R(0,G+1)i,i (i = 1, . . . , G) is used as pivot in order to annihilate from bottom to top
the non-zero blocks R(i,G+1)i+1,i , . . . , R
(i,G+1)
G+1,i in the lower triangular part of R(i). That is, it computes
the updated QRDs
Q̂Ti,j
(
R
(0,j)
i,i
R
(i,j)
j,i
)
=
(
R
(0,j−1)
i,i
0
)
(3.33a)
and
Q̂Ti,j
(
0 R
(0,j)
i,j+1 · · · R(0,j)i,G
R
(i,j)
j,j R
(i,j)
j,j+1 · · · R(i,j)j,G
)
=
(
R
(0,j−1)
i,j R
(0,j−1)
i,j+1 · · · R(0,j−1)i,G
R
(i,j−1)
j,j R
(i,j−1)
j,j+1 · · · R(i,j−1)j,G
)
, (3.33b)
where Q̂Ti,j is a (ki + kj) × (ki + kj) orthogonal matrix, R(0,j)i,i is ki × ki upper-triangular, i =
1, . . . , G and j = G + 1, G, . . . , i + 1. Notice that the top i block-rows of R(i,G+1) ≡ R(i)
remain unchanged during the factorization (3.33), that is, R(i,i)p,q ≡ R(i,G+1)p,q for p = 1, . . . , i and
q = 1, . . . , G. The factorization (3.33) can be computed simultaneously for i = 1, . . . , G using
Householder transformation or Givens rotations [28, 46]. Figure 3.2 illustrates the triangularization
process of R(i) using (3.33), where i = 3 and G = 5. An arc indicates the block-rows affected by
the orthogonal factorization.
Initial matrix Step 0
A
Step 1
FA
F
Step 2
A
F
F
Final matrix
Non-zero block F Filled-in block A Annihilated block Zero block
Figure 3.2: Computation of (3.33), where i = 3 and G = 5.
The modified structure of (3.32), say Ŵ , following the application of the orthogonal matrices
Q̂Ti,j is shown in Figure 3.3. Notice that for i, j = 1, . . . , G, Ŵ (i,j) = 0 if i > j, otherwise
Ŵ (i,j) =
(
Ci,jIk(i) 0
0 Ŵ
(i,j)
∗
)
,
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where k(j) =
∑j
p=1 kp and Ŵ
(i,j)
∗ is block-upper triangular of order K∗ − k(i). Furthermore,
Ŵ (0,0) is block-upper triangular, the first k(i) rows and k(i−1) columns of Ŵ (i,0) are zero, and
Ŵ
(0,i)
p,q = 0 if p > i or p ≥ q, where i, p = 1, . . . , G and q = 1, . . . , G+ 1.
Non-zero block Filled-in block Zero block
Figure 3.3: The structure of Ŵ (fill-in induced in the Cholesky factor of the covariance matrix
when applying the orthogonal matrices in (3.33)), where G = 5.
The matrix Ŵ is retriangularized from the right by computing the RQ decomposition
Ŵ P̂ = W˜ , (3.34)
where W˜ is upper triangular and P̂ is orthogonal. This is computed by using the diagonal blocks
Ŵ (i,i) (i = G,G − 1, . . . , 1) to annihilate the non-zero blocks in the first block-column. That is,
the right transformation of the ith (i = G,G− 1, . . . , 1) step computes the RQDs
(
Ŵ
(i,0)
p,q Ŵ
(i,i)
p,p
)
P̂ (i)p,q =
(
0 W˜
(i,i)
p,p
)
, (3.35)
where P̂ (i)p,q is orthogonal, W˜ (i,i)p,p is upper-triangular, p = i+ 1, . . . , G + 1 and q = i, . . . , G. The
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orthogonal matrix P̂ (i)p,q is also applied from the right of the non-zero sub-blocks

Ŵ
(0,0)
1,q Ŵ
(0,i)
1,p
.
.
.
.
.
.
Ŵ
(0,0)
q,q Ŵ
(0,i)
q,p
 and

Ŵ
(j,0)
j,q Ŵ
(j,i)
j,p
.
.
.
.
.
.
Ŵ
(j,0)
G+1,q Ŵ
(j,i)
G+1,p
 , for j = 1, . . . , i− 1.
Notice that, this process does not produce fill-in in the lower-triangular part of Ŵ and does not
involve the first j block-columns of Ŵ (i,j). Figure 3.4 shows this process when G = 5. The
sequence of numerals indicate the order of annihilating the sub-blocks in the first block-column
and the corresponding fill-in in the first block-row of Ŵ .
1
2 3
4 5
6 7 8
9 10 11
12 13 14
15 16 17 18
19 20 17 22
23 24 25 26
27 28 29 30
31 32 33 34 35
36 37 38 39 40
41 42 43 44 45
46 47 48 49 50
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4
4
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Non-zero block i Annihilated block at step i i Filled-in block at step i Zero block
Figure 3.4: Re-triangularization of Ŵ , where G = 5.
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The second stage of computing the updated GQRD (3.16) gives the GQRD
Q˜T

R̂(0)
R̂(1)
.
.
.
R̂(G)
 =
(
Ru
0
)
, (3.36a)
and
Q˜T W˜ P˜ =Wu, (3.36b)
where Ru and Wu are the triangular factors defined in (3.16a) and (3.16b), respectively, and R̂(i)
denotes the modified R(i) following the factorization (3.33). The QRD in (3.36a) results from
computing the updated QRDs
Q˜Ti
(
R̂(i−1)
R˜(i)
)
=
(
R˜(i−1)
0
)
(3.37a)
and
Q˜Ti
(
W˜ (i−1,i−1) W˜ (i−1,i) · · · W˜ (i−1,G)
0 W˜
(i,i)
(i) · · · W˜
(i,G)
(i)
)
=W˜ (i−1,i−1)(i−1) W˜ (i−1,i)(i−1) · · · W˜ (i−1,G)(i−1)
W˜
(i,i−1)
(i−1) W˜
(i,i)
(i−1) · · · W˜
(i,G)
(i−1)
 , (3.37b)
for i = G,G − 1, . . . , 1 and where Q˜i is orthogonal, R˜(G) ≡ R̂(G), R˜(0) ≡ Ru and W˜ (G,G)(G) ≡
W˜ (G,G). Let W˜(0) denote the matrix resulting from the computations (3.37b), that is, the matrix
comprising the sub-blocks W˜ (i,j)(i−1), where i, j = 0, 1, . . . , G. It follows that W˜(0) is block upper-
Hessenberg, that is W˜ (i,j)(0) = 0, for i > j + 1.
Within the context of rank-k updating and block downdating the QRD, strategies for retriangu-
larizing block upper Hessenberg matrices have been proposed [46, 47]. Here the block subdiagonal
of W˜(0) is annihilated from the right by computing the RQDs(
W˜
(i,i−1)
(0) Ŵ
(i,i)
(i)
)
P˜ (i) =
(
0 Ŵ
(i,i)
(i−1)
)
(3.38a)
and 
W˜
(0,i−1)
(0) Ŵ
(0,i)
(i)
.
.
.
.
.
.
W˜
(i−1,i−1)
(0) Ŵ
(i−1,i)
(i)
 P˜ (i) =

Ŵ
(0,i−1)
(i−1) Ŵ
(0,i)
(i−1)
.
.
.
.
.
.
Ŵ
(i−1,i−1)
(i−1) Ŵ
(i−1,i)
(i−1)
 , (3.38b)
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where P˜ (i) is orthogonal, Ŵ (i,i)(i−1) is upper triangular and i = G,G− 1, . . . , 1.
3.4 Computational results
The proposed Algorithm 4 has been implemented using the LAPACK subroutines DGEQRF and
DGERQF to perform the various matrix factorizations. The performance of the algorithm has
been compared with that of computing the GLS estimator of the GLM (3.5b) using the LAPACK
subroutine DGGGLM [1, 2]. Double precision has been used to implement the algorithm on a PC
of a single Intel Pentium IV processor with clock of 1.7GHz and 512Mb of RAM.
Table 3.1: Execution times of solving the SUR-VAR model, where k1 = · · · = kG = 15.
Execution time Ratio
M G DGGGLM Algor. 4 DGGGLM / Algor. 4
250 5 5.8100 0.3519 16.51
500 5 48.0114 0.4022 119.39
750 5 152.5446 0.4745 321.51
1000 5 338.8241 0.5696 594.89
500 4 24.3317 0.2062 118.00
500 6 77.9108 0.8035 96.97
500 8 189.3951 3.2238 58.75
500 10 349.8498 10.6832 32.75
Table 3.2: Execution times of solving the SUR-VAR model, where k1 = · · · = kG = 20.
Execution time Ratio
M G DGGGLM Algor. 4 DGGGLM / Algor. 4
250 5 6.1658 0.7740 7.97
500 5 49.0770 0.8546 57.43
750 5 155.2297 0.8858 175.25
1000 5 342.0672 0.9659 354.14
500 4 24.9131 0.3692 67.47
500 6 80.6672 1.8915 42.65
500 8 193.0501 9.9281 19.44
500 10 357.6688 33.3050 10.74
Tables 3.1 and 3.2 show the execution times in seconds of the two estimation procedures. The
first two columns indicate the dimension of the SUR-VAR model for fixed number of regressors per
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equations. The execution times of the LAPACK DGGGLM and Algorithm 4 for a single iteration
are shown in the third and fourth column, respectively. The ratio of the two execution times is
shown in the last column. In Table 3.1 k1 = · · · = kG = 15, while Table 3.2 considers 20
regressors per equation. Table 3.3 shows the time required to solve the problem afresh and that
of recomputing the estimator when the AR parameters matrix A, and, or, the covariance matrix Σ
have changed.
Table 3.3: Execution time of Algorithm 4 to re-estimate the SUR-VAR model, when A, and, or, Σ have changed,
where T = 1000, G = 5 and k1 = · · · = kG = 20.
Execution time % of time saved
Initial estimation 0.96590
Re-estimation after A has changed 0.61503 36.33%
Re-estimation after Σ has changed 0.66587 31.06%
Re-estimation after A and Σ has changed 0.70812 26.69%
The computational results confirm the computational efficiency of Algorithm 4, which out-
performs the existing LAPACK strategy. The performance of Algorithm 4 become better as the
number of observations increases. This is mainly for two reasons. First, the LAPACK algorithm,
which solves the general linear model, does not exploit the structure of the matrices of the SUR-
VAR model. Second, the new estimation procedure initially transforms the model to one of smaller
dimension. This allows the complexity of the algorithm to be linear with the number of observa-
tions. Furthermore, Algorithm 4 utilizes part of the computations performed in previous iterations.
For the particular case shown in Table 3.3, this produces approximately 30% reduction in execution
time compared to that required to solve the model afresh.
3.5 Conclusions
A computationally efficient method to estimate the SUR model with Vector Autoregressive distur-
bances (SUR-VAR model) has been proposed. The SUR-VAR model is transformed to a smaller
model having dimension 2GK∗ using the QRD (3.12). Using the GQRD as the main computa-
tional tool and exploiting the structure of the matrices results in an efficient procedure to estimate
the reduced-size model. The computational savings are significant for large samples, that is for
large values of M . Computational results confirm the efficiency of the proposed method when
compared to solving the general linear model.
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The estimator of the model is computed iteratively when the covariance matrix Σ or the AR
parameters are unknown and need to be estimated. Some of the computations are unnecessary if
only Σ or A changes. An iterative estimation procedure that efficiently utilizes computations from
previous steps has been developed.
The proposed method can be extended when the SUR model has VAR(p) disturbances, that is,
when the disturbance matrix satisfies U −∑pi=1 ZiUATi = E. Now, if
M > (p+ 1)K∗,
then the QRD
Kd G · · · Kd G Kd G( )
ZpX ZpY · · · ZX ZY X Y =
K∗ K∗ ··· K∗ M∗( )
Q∗1 Q
∗
2 · · · Q∗p+1 Q∗p+2
K∗ K∗ · · · K∗

R∗1,1 R
∗
1,2 · · · R∗1,p+1 K∗
0 R∗2,2 · · · R∗2,p+1 K∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · R∗p+1,p+1 K∗
0 0 · · · 0 M∗
,
is computed. Here Q∗ =
(
Q∗1 Q
∗
2 · · · Q∗p+2
)
is orthogonal, R∗i,i (i = 1, . . . , p + 1) is upper
triangular and M∗ = M − (p + 1)K∗. Premultiplying the SUR-VAR(p) model by the orthogonal
matrix (
IG ⊗Q∗1 IG ⊗Q∗2 · · · IG ⊗Q∗p+2
)
T
results in a reduced-size SUR model with pK∗ stochastic constraints compared to the K∗ con-
straints of (3.12b).
In the case of autoregressive disturbances the proposed estimation method is simplified. The
coefficient matrix A is diagonal, and consequently FA in (3.13) is block-diagonal, given by
FA = ⊕i(RAi −AiiR∗Ai).
The estimation of SUR model with stochastic constraints (3.12) can be computed by estimating
the SUR model (3.12a) and then adding the observations in (3.12b). Methods to re-estimate the
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standard SUR model after it has been updated with new observations can be adapted to the com-
putation of the updated GQRD (3.16). Currently, strategies for updating the GQRD are considered
within the context of recursive estimation of SUR models [20, 23, 49].
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Chapter 4
Seemingly unrelated regression model
with unequal size observations
Abstract:
The computational solution of the seemingly unrelated regression (SUR) model with unequal size
observations is considered. Two algorithms to solve the model when treated as a generalized lin-
ear least squares problem are proposed. The algorithms have as a basic tool the generalized QR
decomposition (GQRD) and efficiently exploit the block–sparse structure of the matrices. One of
the algorithms reduces the computational burden of the estimation procedure by not computing
explicitly the RQ factorization of the GQRD. The maximum likelihood estimation of the model
when the covariance matrix is unknown is also considered.
4.1 Seemingly unrelated regression with unequal size observations
The seemingly unrelated regression (SUR) model is defined by the set of regressions
yi = Xiβi + ui, i = 1, . . . , G,
1This chapter is a reprint of the paper: P. Foschi, E.J. Kontoghiorghes. Seemingly unrelated regression model with
unequal size observations: computational aspects. Computational Statistics and Data Analysis, 41(1):211-229, 2002.
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where Xi ∈ Rt×ki , yi ∈ Rt and the disturbance vector ui ∈ Rt has zero mean and variance–
covariance matrix σi,iIt. Furthermore the disturbances are contemporaneously correlated across
the equations, i.e. E(uiuTj ) = σi,jIt. In the compact form the SUR model can be written as

y1
.
.
.
yG
 =

X1
.
.
.
XG


β1
.
.
.
βG
+

u1
.
.
.
uG

or
Vec(Y ) =
(⊕Gi=1Xi)Vec({βi}G) + Vec(U),
where Y =
(
y1 . . . yG
)
, U =
(
u1 . . . uG
)
, the direct sum of matrices ⊕Gi=1Xi ≡ ⊕iXi ≡
diag(X1, . . . ,XG), {βi}G – abbreviated to {βi} – denotes the set of vectors β1, . . . , βG and Vec(·)
is the column stack operator with Vec({βi}) = (βT1 , . . . , βTG)T . The disturbance term Vec(U) has
zero mean and dispersion matrix Σ ⊗ It, where, Σ = [σi,j ] ∈ RG×G is symmetric and positive
semidefinite [79].
Computationally efficient methods for solving SUR models have been proposed [20, 26, 46,
48]. These methods formulate the SUR model as a Generalized Linear Least Squares Problem
(GLLSP) and use the Generalized QR decomposition (GQRD) to solve it [55, 61]. Often it is
assumed that each regression equation has the same number of observations, but this might not
always be the case [79]. The solution of SUR models with unequal size observations (abbreviated
to SUR-USO) has been previously considered [72, 74, 77]. Emphasis was given in the statistical
properties of the estimators. The SUR-USO model assumes that the observations for the ith (i > 1)
regression match in time with those for the (i− 1)th regression. Here computational strategies for
solving SUR-USO models are provided.
Firstly, recent methods for solving SUR models are extended to the numerical solution of the
SUR-USO model when this is considered as a GLLSP. A method based on the GQRD is proposed
for solving the GLLSP by exploiting the block-sparse and recursive structures of the exogenous
matrix and Cholesky factor, respectively. A recursive strategy to reduce the computational burden
of this method is presented. Finally, Maximum Likelihood expressions that can be used in the
iterative solution of the SUR-USO model are derived.
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4.2 Numerical solution of the SUR-USO model
In the SUR-USO model each regression has different number of observations. That is, yi, ui ∈ Rti ,
Xi ∈ Rti×ki and the covariance matrices, for j > i, are given by
E(uiu
T
j ) = σij
(
Iti 0ti×(tj−ti)
)
, (4.1)
where it has been assumed that ti ≤ ti+1. The compact form of the SUR-USO model is given by
Vec({yi}) = (⊕iXi)Vec({βi}) + Vec({ui}). (4.2)
The dispersion of Vec({ui}) has a block matrix structure, where the (i, j)th block is given by (4.1).
Consider partitioning and reordering the observations of each regression by
yi =

y1,i
y2,i
.
.
.
yi,i

h1
h2
.
.
.
hi
, Xi =

X1,i
X2,i
.
.
.
Xi,i

h1
h2
.
.
.
hi
and ui =

u1,i
u2,i
.
.
.
ui,i

h1
h2
.
.
.
hi
, (4.3)
where h1 = t1 and hi = ti − ti−1 for i = 2, 3, . . . , G. The SUR-USO model can be formulated as
the set of regression equations
yi,j = Xi,jβj + ui,j, for i, j = 1, 2, . . . , G and i ≤ j, (4.4)
where ui,j has zero mean and dispersion matrix given by σj,jIhi . Furthermore, the cross equation
covariances are given by
E
(
uk,iu
T
l,j
)
=
σi,jIhk , for l = k,0hk×hl , for l 6= k,
where k ≤ i and l ≤ j. The regressions (4.4) are also equivalent to the general line model (GLM)
y¯1
y¯2
.
.
.
y¯G
 =

X¯1
X¯2
.
.
.
X¯G
Vec ({βi}) +

u¯1
u¯2
.
.
.
u¯G
 , (4.5)
which, after appropriate substitutions, can be written as
y¯ = X¯β + u¯,
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where y¯Ti =
(
yTi,i y
T
i,i+1 · · · yTi,G
) ∈ Rµi , u¯Ti = (uTi,i uTi,i+1 · · · uTi,G) ∈ Rµi , β =
Vec ({βi}),
X¯ i =
k1 · · · ki−1 ki+···+kG( )
0 · · · 0
G⊕
j=i
Xi,j µi , (4.6)
and µi = (G− i+1)hi . The disturbance vector u¯ has zero mean and covariance matrix Σ(i)⊗ Ihi ,
where Σ(i) ≡ Σi:,i: denotes the (G− i+1)× (G− i+1) submatrix of Σ starting at position (i, i)
[28]. Furthermore the vectors u¯i and u¯j are uncorrelated for i 6= j. Thus, the covariance matrix of
u¯ is given by Σ¯ = ⊕i
(
Σ(i) ⊗ Ihi
) ∈ RT×T , where T =∑i ti =∑i µi. Without loss of generality
it is assumed that Σ(i) is non-singular and t1 ≥ ki for i = 1, . . . , G.
As in the case of the SUR model, the Best Linear Unbiased Estimator (BLUE) of the SUR-USO
model derives from the solution of the Generalized Linear Least Squares problem (GLLSP)
argmin
v¯,β
∥∥v¯∥∥ subject to y¯ = X¯β + C¯v¯, (4.7)
where u¯ = C¯v¯, Σ¯ = C¯C¯T and the upper triangular matrix C¯ has full rank. Thus, the random
vector v¯ has zero mean and dispersion matrix given by IT . Notice that the matrix C¯ is block
diagonal with the ith (i = 1, . . . , G) block given by C¯i,i = Ci:,i: ⊗ Ihi , where Σ = CCT and C
is upper triangular. Figure 4.1 shows the structure of the SUR-USO model (4.2), GLM (4.5) and
GLLSP (4.7) for G = 3.
For the solution of (4.7) consider the GQRD:
Q¯T X¯ =
K( )
R¯ K
0 T−K
(4.8a)
and
Q¯T C¯P¯ =
K T−K( )
W1,1 W1,2 K
0 W2,2 T−K
, (4.8b)
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The SUR-USO model (4.2):
Vec ({yi}) = (⊕iXi)Vec ({βi}) + Vec ({ui}).
The covariance matrix of Vec ({ui}).
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The GLM (4.5): y¯ = X¯β + u¯. The covariance matrix of u¯.
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The constraints of the GLLSP (4.7): y¯ = X¯β + C¯v¯.0
BBBBBBBBB@
y11
y12
y13
y22
y23
y33
1
CCCCCCCCCA
=
0
BBBBBBBBB@
X11 0 0
0 X12 0
0 0 X13
0 X22 0
0 0 X23
0 0 X33
1
CCCCCCCCCA
0
B@
β1
β2
β3
1
CA+
0
BBBBBBBBB@
C1,1I C1,2I C1,3I 0 0 0
0 C2,2I C2,3I 0 0 0
0 0 C3,3I 0 0 0
0 0 0 C2,2I C2,3I 0
0 0 0 0 C3,3I 0
0 0 0 0 0 C3,3I
1
CCCCCCCCCA
0
BBBBBBBBB@
v11
v12
v13
v22
v23
v33
1
CCCCCCCCCA
.
Figure 4.1: Examples of models (4.2), (4.5) and (4.7) for G = 3.
where K =
∑
i ki, R¯ and W22 are upper triangular, and Q,P ∈ RT×T are orthogonal. Using (4.8)
the GLLSP (4.7) can be written as
argmin
v¯A,v¯B,β
∥∥v¯A∥∥2 + ∥∥v¯B∥∥2 subject to(
y¯A
y¯B
)
=
(
R¯
0
)
β +
(
W1,1 W1,2
0 W2,2
)(
v¯A
v¯B
)
,
where
QT y¯ =
(
y¯A
y¯B
)
and P T v¯ =
(
v¯A
v¯B
)
.
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It follows that v¯B = W−122 y¯B and v¯A = 0. Thus, the solution of the SUR-USO model comes from
solving the triangular system (
y¯A
y¯B
)
=
(
R¯ W1,2
0 W2,2
)(
β
v¯B
)
. (4.9)
The main operations for solving the SUR-USO is the computation of the GQRD (4.8) and
in some extent the solution of the triangular system (4.9). Clearly the computational burden of
solving the SUR-USO will be reduced if the GQRD (4.8) is computed efficiently. Furthermore, the
efficient computation of (4.8) will have a greater impact in the overall computational complexity if
the iterative feasible estimator of the SUR-USO is required [79]. In such a case, at each iteration
an estimator in the place of the unknown Σ is used. Thus, the QRD (4.8a) is computed once, while
(4.8b), and consequently (4.9), need to be solved at each iteration for different C¯ .
4.3 Efficient solution of the GLLSP
For the efficient solution of the GLLSP (4.7) using the GQRD (4.8) the block-sparse structure of
the matrices needs to be exploited. Consider first the GQRD(
R¯(0)
0
)
= QT0 X¯1 (4.10a)
and
QT0 C¯1,1P0 =
K µ1−K( )
C¯
(0)
1,1 Ŵ 1,1 K
0 W˜ 1,1 µ1−K
, (4.10b)
where C¯(0)1,1 and W˜ 1,1 are upper triangular and P0 is orthogonal. Furthermore, R¯(0) = ⊕iR(0)i and
Q0 =
(
⊕iQ̂0,i ⊕iQ˜0,i
)
≡

Q̂0,1 Q˜0,1
.
.
.
.
.
.
Q̂0,G Q˜0,G
 ,
where
X1,i =
(
Q̂0,i Q˜0,i
)(R(0)i
0
)
= Q̂0,iR
(0)
i
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is the QRD of X1,i for i = 1, 2, . . . , G. Using (4.10), the GLLSP (4.7) can be equivalently written
as
argmin
β,vˆ1,v˜1,
v¯2,...,v¯G
∥∥v̂1∥∥2 + ∥∥v˜1∥∥2 + G∑
j=2
∥∥v¯j∥∥2 subject to

ŷ1
y¯2
.
.
.
y¯G
y˜1

=

R¯(0)
X¯2
.
.
.
X¯G
0

β +

C¯
(0)
1,1 0 · · · 0 Ŵ 1,1
0 C¯2,2 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · C¯G,G 0
0 0 · · · 0 W˜ 1,1


v̂1
v¯2
.
.
.
v¯G
v˜1

, (4.11)
where ŷ1 = Q̂T0 y¯1, y˜1 = Q˜T0 y¯1 and P T0 v¯1 is conformably partitioned as P T0 v¯1 =
(
v̂T1 v˜
T
1
)
T
.
Here v˜1 can be computed by v˜1 = W˜−111 y˜1 and thus, (4.11) can be reduced to
argmin
β,vˆ1,
v¯2,...,v¯G
∥∥v̂1∥∥2 + G∑
j=2
∥∥v¯j∥∥2 subject to

y¯
(0)
1
y¯2
.
.
.
y¯G
 =

R¯(0)
X¯2
.
.
.
X¯G
 β +

C¯
(0)
1,1 0 · · · 0
0 C¯
(0)
2,2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · C¯(0)G,G


v̂1
v¯2
.
.
.
v¯G
 , (4.12)
where
y¯
(0)
1 = ŷ1 − Ŵ 1,1v˜1 = ŷ1 − Ŵ 1,1W˜−11,1y˜1
and C¯(0)i,i ≡ C¯i,i for i = 2, . . . , G.
The blocks X¯i (i = 2, . . . , G) can be annihilated by using a block generalization of a Givens
sequence. Starting from the bottom to the top R¯(0) is used as a pivot in order to annihilate
X¯G, . . . , X¯2 one at a time. That is, for i = G,G− 1, . . . , 2, the QRD
QTi
(
R¯(G−i)
X¯i
)
=
K( )
R¯(G−i+1) K
0 µi
, (4.13a)
QTi
(
y¯
(G−i)
1
y¯i
)
=
(
y¯
(G−i+1)
1
y¯
(G−i+1)
i
)
K
µi
(4.13b)
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and
QTi
K µi µi+1 · · · µG( )
C¯
(G−i)
1,1 0 C¯
(G−i)
1,i+1 · · · C¯(G−i)1,G
0 C¯
(0)
i,i 0 · · · 0
=
K µi · · · µG( )
C¯
(G−i+1)
1,1 C¯
(G−i+1)
1,i · · · C¯(G−i+1)1,G K
C¯
(G−i+1)
i,1 C¯
(G−i+1)
i,i · · · C¯(G−i+1)i,G µi
(4.13c)
are computed, where Qi ∈ R(K+µi)×(K+µi) is orthogonal, R¯(i) = ⊕Gj=1R(i)j and R(i)j ∈ Rkj×kj is
upper triangular. Notice that at each step C¯(G−i+1)1,i , C¯
(G−i+1)
i,1 and
C¯
(G−i+1)
i,i+1 , . . . , C¯
(G−i+1)
i,G are filled-in. This results in filling the block superdiagonals and first
block-column of ⊕iC¯(0)i,i .
Let W denote the modified ⊕iC¯(0)i,i , that is,
W ≡
K µ2 µ3 · · · µG

W
(0)
1,1 W
(0)
1,2 W
(0)
1,3 · · · W (0)1,G
W
(0)
2,1 W
(0)
2,2 W
(0)
2,3 · · · W (0)2,G
W
(0)
3,1 0 W
(0)
3,3 · · · W (0)3,G
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
W
(0)
G,1 0 0 · · · W (0)G,G
=
K µ2 µ3 · · · µG

C¯
(G−1)
1,1 C¯
(G−1)
1,2 C¯
(G−1)
1,3 · · · C¯(G−1)1,G K
C¯
(G−1)
2,1 C¯
(G−1)
2,2 C¯
(G−1)
2,3 · · · C¯(G−1)2,G µ2
C¯
(G−2)
3,1 0 C¯
(G−2)
3,3 · · · C¯(G−2)3,G µ3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
C¯
(1)
G,1 0 0 · · · C¯(1)G,G µG
. (4.14)
The RQD of W can derive by a sequence of G−1 orthogonal factorizations which annihilate from
the bottom to the top the submatrices W (0)2,1 , . . . ,W
(0)
G,1. The ith (i = 1, . . . , G − 1) factorization
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computes

W
(i−1)
1,1 W
(0)
1,G−i+1
.
.
.
.
.
.
W
(i−1)
G−i,1 W
(0)
G−i,G−i+1
W
(i−1)
G−i+1,1 W
(0)
G−i+1,G−i+1
Pi =
K µG−i+1

W
(i)
1,1 W
(i)
1,G−i+1 K
.
.
.
.
.
.
.
.
.
W
(i)
G−i,1 W
(i)
G−i,G−i+1 µG−i
0 W
(i)
G−i+1,G−i+1 µG−i+1
, (4.15)
where Pi ∈ R(K+µG−i+1)×(K+µG−i+1) is orthogonal and W (i)G−i+1,G−i+1 is upper triangular. Thus,
the upper triangular factor in the RQD of W is given by
K l∗( )
K W ∗1,1 W
∗
1,2
l∗ 0 W ∗2,2
=
K µ2 · · · µG

W
(G−1)
1,1 W
(G−1)
1,2 · · · W (1)1,G K
0 W
(G−1)
2,2 · · · W (1)2,G µ2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · W (1)G,G µG
, (4.16)
where l∗ =
∑G
i=2 µi. Figure 4.2 shows at each step of the procedure the annihilation and filled-in
of X¯2, . . . , X¯G and ⊕iC¯(0)i,i , respectively, and the retriangularization of W . From (4.13a), (4.13b)
and (4.16), it follows that the solution of GLLSP (4.12) is given by the solution of the triangular
system (
y¯
(G−1)
1
y¯∗
)
=
(
R¯(G−1) W ∗1,2
0 W ∗2,2
)(
β
v¯∗B
)
,
where
y¯∗ =

y¯
(G−1)
2
.
.
.
y¯
(1)
G
 .
The matrices in (4.13a), (4.13c) and (4.15) have block-sparse structures which can facilitate
the development of fast factorization algorithms. From (4.6) and the block-diagonal structure of
R¯(G−i) it follows that the QRD (4.13a) can be derived by computing the (G − i + 1) updating
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Annihilation of X¯2, . . . , X¯G
Step i = 5
X¯ C¯
A
QT5
F
F
Step i = 4
X¯ C¯
A
QT4
F
F
F
Step i = 3
X¯ C¯
A
QT3
F F F
F
Step i = 2
X¯ C¯
AQ
T
2 F F F F
F
Retriangularization of W
Step i = 1
W
A
P1
Step i = 2
W
A
P2
Step i = 3
W
A
P3
Step i = 4
W
A
P4
Non-zero block F Filled-in block A Annihilated block Zero block
Figure 4.2: Annihilation of X¯i, fill-in of ⊕iC¯(0)i,i and retriangularization of W , where G = 5.
QRDs (UQRDs)
QTi,j
(
R
(G−i)
j
Xi,j
)
=
kj( )
R
(G−i+1)
j kj
0 hi
(j = 1, . . . , G− i+ 1). (4.17)
Thus, in (4.13a) R(G−i)s ≡ R(G−i+1)s for s = 1, . . . , i− 1 and
Qi =

Iλi 0 0
0 ⊕Gj=iQ(1,1)i,j ⊕Gj=iQ(1,2)i,j
0 ⊕Gj=iQ(2,1)i,j ⊕Gj=iQ(2,2)i,j
 , (4.18)
where λi =
∑i−1
j=1 kj and
Qi,j =
kj hi( )
Q
(1,1)
i,j Q
(1,2)
i,j kj
Q
(2,1)
i,j Q
(2,2)
i,j hi
.
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Notice that when QTi in (4.18) is used to compute (4.13c), then in (4.14)
W
(0)
i,1 =
λi K−λi( )
0 W˜
(0)
i,1 µi , (4.19a)
W
(0)
1,j =
µj( )
0 λj
W˜
(0)
1,j K−λj
, (4.19b)
and
W
(0)
i,j =
µj( )
0 (j−i)hi
W˜
(0)
i,j (G−j+1)hi
if i < j, (4.19c)
where W (0)i,i , W˜
(0)
i,1 , W˜
(0)
1,i and W˜
(0)
i,j are block upper triangular (i, j = 2, . . . , G). Figure 4.3 shows
the structure of W after the UQRDs (4.17) have been computed, where G = 5. A numeral i in
X¯i,j and W denotes, respectively, the annihilated and filled-in submatrices which resulted from the
UQRDs at step i (i = 1, . . . , G).
1
2
2
3
3
3
4
4
4
4
11
11
22
2
22
2
22
2
22
2
3
3
3
3
3 3
3
3
3
3
3 3
3
3
3
3
3 333 3
3
33
3
4
4
4
4
4
4
4
4
44
4
4
4
4
4
4
4
4
44
4
4
4
4
4
4
4
4
44
4
4
4
4
44
4
44
4
4 4 4 4
Non-zero block i Filled-in block i Annihilated block Zero block
Figure 4.3: Annihilation of X¯i and fill-in of ⊕iC¯(0)i,i , where G = 5 and i = 1, . . . , G.
The RQD of W using (4.15) needs to take into account the sparse structure of the submatrices.
Sequential and parallel strategies for computing similar factorizations have been proposed [44,
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46]. The block-diagonals of W˜ (i−1)G−i+1,1 in (4.15) can be annihilated one at a time with a series
of factorizations which preserve the sparse and triangular structure of W˜ (i−1)1,1 , . . . , W˜
(i−1)
G−i,1. The
orthogonal matrix Pi is defined as Pi = P˜i,1 · · · P˜i,i, where P˜i,j = P̂ (1)i,j · · · P̂ (i−j+1)i,j and P̂ (s)i,j
annihilates the sth block of the (G − i + j)th block-diagonal of W˜ (i−1)G−i+1,1 (i = 1, . . . , G − 1,
j = 1, . . . , i and s = 1, . . . , i − j + 1). Figure 4.4 illustrates this strategy for computing (4.15),
where i = 3 and G = 5. Arcs connecting the blocks and block-columns indicate those affected by
the orthogonal factorization P̂ (s)i,j .
Step 1 (j = 1)
F F F
F F F
F
A
A
A
Step 2 (j = 2)
A
A
F
F
F
F
Step 3 (j = 3)
A
F
F
Non-zero block F Filled-in block A Annihilated block Zero block
Figure 4.4: Computing (4.15), where i = 3 and G = 5.
4.4 A recursive strategy for solving the SUR-USO model
In the GQRD (4.8) the computations of the QRD (4.8a) and RQD (4.8b) can be interleaved. The
orthogonal matrix QTi in (4.13a) when applied from the left of
(
X¯ C¯
)
to annihilate X¯i will fill-
in a block in the lower part of C¯ . This fill-in is eliminated by the application of an orthogonal
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transformation from the right of the modified C¯. That is, following (4.13a) and (4.13b),
QTi
K µi µi+1 · · · µG( )
C¯
(G−i)
1,1 0 C¯
(G−i)
1,i+1 · · · C¯(G−i)1,G
0 C¯
(0)
i,i 0 · · · 0
=
K µi µi+1 · · · µG( )
Ĉ
(G−i)
1,1 Ĉ
(G−i)
1,i C¯
(G−i+1)
1,i+1 · · · C¯(G−i+1)1,G K
Ĉ
(G−i)
i,1 Ĉ
(G−i)
i,i C¯
(G−i+1)
i,i+1 · · · C¯(G−i+1)i,G µi
(4.20)
and the RQD
K µi( )
K Ĉ
(G−i)
1,1 Ĉ
(G−i)
1,i
µi Ĉ
(G−i)
i,1 Ĉ
(G−i)
i,i
Pi =
K µi( )
C¯
(G−i+1)
1,1 C¯
(G−i+1)
1,i K
0 C¯
(G−i+1)
i,i µi
(4.21)
are computed, where C¯(G−i+1)1,1 and C¯
(G−i+1)
i,i are upper triangular, Pi ∈ R(K+µi)×(K+µi) is or-
thogonal, Ĉ(G−i)i,1 and Ĉ
(G−i)
1,i have, respectively, the same structure as W
(0)
i,1 and W
(0)
1,i in (4.19)
and i = G,G − 1, . . . , 2. The orthogonal matrices Q¯T and P¯ in (4.8) are defined as the products
of the left and right transformations, respectively. Furthermore, notice that (4.21) involves only 4
blocks of C¯, instead of 2i blocks of its corresponding (4.15). This results in an algorithm which has
less computational complexity and lower memory usage. The annihilations and fill-ins occuring at
each step of this procedure are shown in Fig. 4.5, where G = 5.
Notice that after the (i+ 1)th (i = G− 1, G− 2, . . . , 1) step of the above strategy the GLLSP
(4.12) can be written as:
argmin
v¯
(G−i)
1 ,v¯
(G−i)
∗ ,
v¯2,...,v¯i,β
∥∥v¯(G−i)1 ∥∥2 + ∥∥v¯(G−i)∗ ∥∥2 + i∑
j=2
∥∥v¯j∥∥2 subject to

y¯
(G−i)
1
y¯2
.
.
.
y¯i
y¯
(G−i)
∗

=

R¯(G−i)
X¯2
.
.
.
X¯i
0

β +

C¯
(G−i)
1,1 0 · · · 0 C¯(G−i)1,i:G
0 C¯
(0)
2,2 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · C¯(0)i,i 0
0 0 · · · 0 C¯(G−i)∗


vˆ
(G−i)
1
v¯2
.
.
.
v¯i
v¯
(G−i)
∗

, (4.22)
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Step i = 5
X¯ C¯
A
QT5
F
F
C¯
A
P5
Step i = 4
X¯ C¯
A
QT4
F F
F
C¯
A
P4
Step i = 3
X¯ C¯
A
QT3
F F F
F
C¯
A
P3
Step i = 2
X¯ C¯
AQ
T
2 F F F F
F
C¯
A
P2
Non-zero block F Filled-in block A Annihilated block Zero block
Figure 4.5: Annihilation of X¯2, . . . , X¯G and retriangularization of ⊕iC¯(0)i,i , where G = 5.
where C¯(G−i)∗ is (
∑G
j=i+1 µj) × (
∑G
j=i+1 µj) upper triangular and non-singular,
y¯
(G−i)
∗ = Vec ({y¯(G−i)i+1 , y¯(G−i−1)i+2 , . . . , y¯(1)G }) and v¯(G−i)∗ = Vec ({v¯i+1, . . . , v¯G}). Thus, (4.22)
is equivalent to
argmin
β,vˆ
(G−i)
1 ,
v¯2,...,v¯i
∥∥vˆ(G−i)1 ∥∥2 + i∑
j=2
∥∥v¯j∥∥2 subject to

yˆ
(G−i)
1
y¯2
.
.
.
y¯i
 =

R¯(G−i)
X¯2
.
.
.
X¯i
 β +

C¯
(G−i)
1,1 0 · · · 0
0 C¯
(0)
2,2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · C¯(0)i,i


vˆ
(G−i)
1
v¯2
.
.
.
v¯i
 , (4.23)
where
yˆ
(G−i)
1 = y¯
(G−i)
1 − C¯(G−i)1,i+1:Gv¯(G−i)∗ and v¯(G−i)∗ = (C¯(G−i)∗ )−1y¯(G−i)∗ .
The latter suggest a recursive strategy which solves a sequence of smaller in size GLLSP and
requires less computational effort of computing the RQD. At the ith (i = G,G− 1, . . . , 2) step the
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recursive algorithm solves the GLLSP (4.23) by computing the QRD in (4.13a),
QTi
(
ŷ
(G−i)
1
y¯i
)
=
(
y˜
(G−i)
1
ŷi
)
, (4.24)
QTi
(
C¯
(G−i)
1,1 0
0 C¯
(0)
i,i
)
=
(
Ĉ
(G−i)
1,1 Ĉ
(G−i)
1,i
Ĉ
(G−i)
i,1 Ĉ
(G−i)
i,i
)
(4.25)
and the RQD in (4.21). As in the case of (4.12), the GLLSP (4.23) is reduced to
argmin
β,vˆ
(G−i+1)
1 ,
v¯2,...,v¯i−1
∥∥vˆ(G−i)1 ∥∥2 + i−1∑
j=2
∥∥v¯j∥∥2 subject to

ŷ
(G−i+1)
1
y¯2
.
.
.
y¯i−1
=

R¯(G−i+1)
X¯2
.
.
.
X¯i−1
β +

C¯
(G−i+1)
1,1 0 · · · 0
0 C¯
(0)
2,2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · C¯(0)i−1,i−1


v̂
(G−i+1)
1
v¯2
.
.
.
v¯i−1
 , (4.26)
where
ŷ
(G−i+1)
1 = y˜
(G−i)
1 − C¯(G−i+1)1,i
(
C¯
(G−i+1)
i,i
)
−1ŷi. (4.27)
The structure of (4.26) is the same as that of (4.23), but smaller in size. The GLLSP (4.12) is
equivalent to (4.23) when i = G, and ŷ(G−i)1 ≡ y¯(0)1 . Thus, this process can be applied iteratively
to solve (4.12) and derive the BLUE of the SUR-USO model. Algorithm 5 summarizes the steps
of this recursive procedure and Fig. 4.6 illustrates the factorization steps for G = 5.
Algorithm 5 Iterative estimation of the SUR-USO model.
Input: The regressors X1, . . . , XG and Y
Output: The vector β of estimated parameters
1: Compute the GQRD (4.10), yˆ1 = bQT0 y¯1 and y˜1 = eQT0 y¯1.
2: Solve the upper triangular system fW11v˜1 = y˜1.
3: Compute y¯(0)1 = yˆ1 −cW11v˜1.
4: for i = G,G− 1, . . . , 2 do
5: Compute the UQRD (4.13a).
6: Compute (4.24) and (4.25).
7: Compute the RQD (4.21).
8: Compute (4.27).
9: end for
10: Solve the upper triangular system R¯(G−1)β = yˆ(G−1)1 .
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Step i = 5
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Figure 4.6: Annihilation of X¯2, . . . , X¯G and retriangularization of ⊕iC¯(0)i,i , where G = 5.
4.5 Maximum Likelihood Estimation
Under normality assumptions, the Maximum Likelihood (ML) estimators for βi and Σ derive from
the solution of the nonlinear equations
∂L
∂β
= 0 (4.28a)
and
∂L
∂Σ
= 0, (4.28b)
where L is the log-likelihood function for the SUR-USO model (4.2). The nonlinear equations
(4.28) are solved by using the EM algorithm. An initial estimator for Σ is choosen in order to
obtain an estimator for βi from (4.28a), which in term is used to provide a new estimator for Σ.
This process is repeated until convergence [13].
The solution of (4.28a) is equivalent to the GLS estimator (4.2) and can be computed using
the previously derived methods. Thus, only the numerical solution of (4.28b) will be considered.
Notice that, when the disturbances are not normally distributed this approach can be considered as
quasi-maximum likelihood estimation procedure.
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The SUR-USO model (4.2) is equivalent to the set of equations,
Y1 =
(
X1,1β1 X1,2β2 · · · X1,GβG
)
+ U1,
Y2 =
(
X2,2β2 · · · X2,GβG
)
+ U2,
.
.
.
YG = XG,GβG + U2,

(4.29)
where Yi =
(
yi,i . . . yi,G
) ∈ Rhi×(G−i+1) and Ui = (ui,i . . . ui,G) ∈ Rhi×(G−i+1) has a
multivariate distribution with zero mean and covariance matrix given by Σ(i). That is, Vec(Ui) has
zero mean and covariance matrix given by Σ(i) ⊗ IG−i+1. Furthermore, the elements of Ui and Uj
are uncorrelated for i 6= j.
The log-likelihood function of the ith equation in (4.29) and of the whole set are given by
Li = −1
2
(
µi + hi log
(
det(Σ(i))
)
+ tr(UTi UiΣ
−1
(i) )
)
and L =∑Gi=1Li, respectively. Now, from Σ(i) = C(i)CT(i) and C(i) = Ci:,i:, it follows that
∂Li
∂C−1(i)
= hiC
T
(i) − C−1(i) UTi Ui. (4.30)
Furthermore, since C−1(i) is a submatrix of C
−1
, the derivative for the log-likelihood function of
SUR-USO model (4.29) with respect to C−1 is given by
∂L
∂C−1
=
G∑
i=1
(
0(i−1)×(i−1) 0(i−1)×(G−i+1)
0(G−i+1)×(i−1) ∂Li/∂C−1(i)
)
. (4.31)
Substituting (4.30) in (4.31) and considering only the nonzero elements of C−1 – the elements in
its upper triangular – gives
∂L
∂Vech(C−T )
= Vech
(
DTDC −
G∑
i=1
(
0 0
0 UTi UiC
−T
(i)
) )
= Vech
((
DT −
G∑
i=1
(
0 0
0 UTi UiC
−T
(i)
)
D−1C
)
DC
)
, (4.32)
where DT = diag(t1, t2, . . . , tG), DC = diag(C1,1, C2,2, . . . , CG,G) and Vech is the
half-vectorization operator which stacks the columns of its matrix argument from the principal di-
agonal downwards [59]. That is, if A = [ai,j] ∈ Rn×n, then Vech(A) =
(
aT1:n,1 a
T
2:n,2 · · · an,n
)
T
.
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From
i−1 G−i+1( )
i−1 0 0
G−i+1 0 IG−i+1
C−1 =
i−1 G−i+1( )
0 0 i−1
0 C−1(i) G−i+1
it follows that
D−1C
(
0 0
0 C−1
(i)
UTi Ui
)
=
(
0 0
0 IG−i+1
)
C˜−1
(
0 0
0 UTi Ui
)
,
where C˜ = CDC . Thus,
Vech
(
G∑
i=1
(
0 0
0 UTi UiC
−T
(i)
)
D−1C
)
= A¯Vech(C˜−T ), (4.33)
where
A¯ = LG
(
G∑
i=1
(
0 0
0 IG−i+1
)⊗ ( 0 00 UTi Ui )
)
LTG (4.34)
and the G(G + 1)/2 × G2 elimination matrix LG is defined by Vech(X) = LGVec(X), for any
matrix X ∈ RG×G [59].
Now, if U¯i =
(
0hi×(i−1) Ui
) ∈ Rhi×G, then A¯ in (4.34) can be written as
A¯ =
G∑
i=1
LG
((
0 0
0 IG−i+1
)⊗ U¯Ti U¯i)LTG
=
G∑
i=1
G⊕
j=1
( 0(G−j+1)×(j−1) I(G−j+1) ) U¯Ti U¯i
(
0(G−j+1)×(j−1)
I(G−j+1)
)
=
G⊕
j=1
A¯j ,
where A¯j ∈ R(G−j+1)×(G−j+1) is given by
A¯j = ( 0(G−j+1)×(j−1) I(G−j+1) )
( G∑
i=j
U¯Ti U¯i
)(
0(G−j+1)×(j−1)
I(G−j+1)
)
=
( u1,i ··· u1,G
.
.
.
.
.
.
ui,i ··· ui,G
)T ( u1,i ··· u1G
.
.
.
.
.
.
ui,i ··· ui,G
)
.
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Notice that if G > t1, then A¯1, and thus A¯, is semidefinite.
From (4.32) and (4.33) it follows that the solution of the nonlinear equation in (4.28b) derives
from the solution of the symmetric linear system
A¯Vech(M) = Vech(DT ),
or, equivalently, from solving the set of symmetric linear systems
A¯iMi,i:G = tie1 (i = i = 1, 2, · · · , G), (4.35)
where M ≡ C˜−1 and e1 denotes the first column of the identity matrix. Once C˜ = M−1 is
computed, from the definition of C˜ it follows that the elements of C are given by
Ci,j =

√
C˜i,i, for i = j,
C˜i,j/Ci,i for j = 1, 2, . . . , i− 1,
where it has been assumed that A¯ is positive definite and thus, C˜i,i > 0. Notice that when t1 < G,
A¯1, and thus A¯, is positive semidefinite, which implies that (4.35) may not have solutions.
4.6 Conclusions
Computationally efficient methods to solve the SUR model with unequal size of observations
(SUR-USO) which is treated as a GLLSP have been proposed. The algorithms use the GQRD
to solve the GLLSP by exploiting the block-sparse structure of the matrices. The first algorithm
initially computes the QRD of the exogenous matrix by annihilating from bottom to the top blocks
of observations which consist of a non-zero block-superdiagonal. The annihilation of the blocks is
obtained by orthogonal transformations which do not create any fill-in. These transformations are
also applied from the left of the Cholesky factor and then, a sequence of orthogonal factorizations
is applied to retriangularize it from the right. The second recursive algorithm interleaves the QRD
and RQD of the exogenous and modified Cholesky factors, respectively. This avoids the explicit
computation of the RQD and thus, reduces the computational burden of the estimation procedure.
The algorithms presented here assumed for simplicity that t1 ≥ ki, (i = 1, . . . , G). This
implies that R¯(G−i) in (4.13a) is upper triangular and not trapezoidal. Generally this assumption
should be relaxed and the algorithms modified to deal with cases where the QRD (4.13a) yields
a trapezoidal. This generalization will allow the investigation of alternative block-generalizations
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of Givens sequences to compute the QRD (4.8a) without imposing additional assumptions so that
R¯(G−i) is triangular.
For the case of normally distributed disturbances the maximum likelihood estimation has been
considered. A closed-form solution of the Cholesky factor of the covariance matrix has been de-
rived by solving the first order conditions (4.28). This resulted an iterative procedure to estimate the
SUR-USO model when the variance–covariance matrix Σ is unknown. Furthermore, this procedure
never yields a non-definite estimator for Σ.
The extension of the proposed methods to solve SUR models with missing observations will be
investigated [33]. Currently, the adaptation and (parallel) implementation of the recursive algorithm
to solve the standard SUR model – with equal size observations – is considered.
Chapter 5
A comparative study of algorithms for
solving seemingly unrelated regressions
models
Abstract:
The computational efficiency of various algorithms for solving Seemingly Unrelated Regressions
(SUR) models is investigated. Some of the algorithms adapt known methods; others are new. The
first transforms the SUR model to an ordinary linear model and uses the QR decomposition to solve
it. Three others employ the generalized QR decomposition to solve the SUR model formulated as
a generalized linear least squares problem. Strategies to exploit the structure of the matrices in-
volved are developed. The algorithms are reconsidered for solving the SUR model after it has been
transformed to one of smaller dimensions.
1This chapter is a reprint of the paper: D.A. Belsley, P. Foschi, E.J. Kontoghiorghes. A comparative study of
algorithms for solving seemingly unrelated regressions models. Computaitonal Statistics and Data Analysis, 2003 (In
press).
Appendix 5.C has been published as: P. Foschi and E. J. Kontoghiorghes. Estimating SUR models with orthogonal
regressors: computational aspects. Linear Algebra and Applications, 2003 (In press).
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5.1 Introduction
The Seemingly Unrelated Regressions (SUR) model is defined by the set of regressions
yi = Xiβi + ui, i = 1, . . . , G,
where Xi ∈ RM×ki has full column rank, yi ∈ RM , and the M–element disturbance vector
ui ∼ (0, σi,iIM ) and is contemporaneously correlated across the equations so E(uiuTj ) = σi,jIM
[78, 79, 83, 86, 87]. Compactly, the SUR model is written
y1
y2
.
.
.
yG
 =

X1
X2
.
.
.
XG


β1
β2
.
.
.
βG
+

u1
u2
.
.
.
uG

or
Vec(Y ) =
(⊕Gi=1Xi)Vec({βi}G) + Vec(U), (5.1)
where Y = (y1 . . . yG), U = (u1 . . . uG), ⊕Gi=1Xi ≡ ⊕iXi ≡ diag(X1, . . . ,XG), denotes the
direct sum of matrices, {βi}G denotes the set of vectors β1, . . . , βG, and Vec(·) is the column
stack operator. The disturbance term Vec(U) ∼ (0,Σ ⊗ IM ), where Σ = [σi,j ] ∈ RG×G is
symmetric and non-negative definite and ⊗ denotes the Kronecker product. In this treatment the
following properties of the Kronecker product will be used: (A ⊗ B)(C ⊗ D) = AC ⊗ BD,
(A⊗B)−1 = A−1 ⊗B−1 and Vec(ABC) = (CT ⊗A)Vec(B). For notational convenience, the
subscript G in the set operator {·} is omitted, and ⊕Gi=1 is abbreviated as ⊕i. Also, Vec ({βi}) is
denoted simply β, so βT ≡ (βT1 · · · βTG) [69]. The notation is consistent with that employed in
[22]. The standard colon notation will be used to denote subvectors and submatrices [28].
When Σ is non-singular, a Best Linear Unbiased Estimator (BLUE) of β results from solving
the Generalized (linear) Least Squares (GLS) problem
argmin
β1,...,βG
∥∥Vec(Y )−Vec ({Xiβi})∥∥Σ−1⊗IM , (5.2)
which can be obtained from the normal equations
(
(⊕iXTi )(Σ−1 ⊗ IM )(⊕iXi)
)
βˆ = (⊕iXTi )Vec(Y Σ−1). (5.3)
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This solution, however, can be unstable when the matrices are ill-conditioned and explicit matrix
inversions are used [9, 57]. Alternatively, multiplying (5.1) by (C−1 ⊗ IM ) gives the ordinary
linear model (OLM)
Vec(Y C−T ) = (C−1 ⊗ IM )(⊕iXi)β +Vec(UC−T ), (5.4)
where C ∈ RG×G is a Cholesky decomposition of Σ ≡ CCT and is upper triangular. Computing
the least squares estimator of (5.4) derives the BLUE of the SUR model (5.1) [66].
The SUR model can also be formulated as a generalized linear least squares problem (GLLSP)
argmin
∥∥V ∥∥2
F
subject to Vec(Y ) = (⊕iXi)β + (C ⊗ IM )Vec(V ), (5.5)
where V CT = U , Vec(V ) ∼ (0, IGM ) and ‖ · ‖F denotes the Frobenius norm [46, 50]. This
approach allows the derivation of algorithms that are numerically more stable than those based on
(5.4). Furthermore, the GLLSP allows solution of the BLUE of (5.1) even when C is not full rank,
that is, when Σ is singular [55, 61, 63, 76].
Often, Σ is unknown and an iterative procedure is used to obtain the feasible GLS estimator
[83]. Given a consistent estimator of Σ the solution of the model (5.2) derives an estimator for β.
From the residual of the estimated coefficients, another estimator of Σ is obtained. This procedure
is repeated until convergence. Thus, the GLS problem (5.2), or the corresponding GLLSP (5.5), is
solved a number of times for different Σ. Here, the computational cost of deriving the estimator β
during a single iteration is considered. The particular properties of the SUR model that affect the
convergence of the iterative estimation procedure are not investigated.
In this work, the computational efficiencies of various methods for computing the BLUE of the
SUR model are considered. Some of the algorithms are well known while others are new. All of
the algorithms are based on an orthogonal factorization obtained through the QR decomposition. In
the next section the solutions of the SUR model using the QR and generalized QR decompositions
are considered. Recursive estimation algorithms are presented in section 5.3. Size reduction of
large-scale SUR models is shown in section 5.4. The computational results are discussed in section
5.5. Section 5.6 provides summary comments.
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5.2 Numerical estimation of the SUR model
5.2.1 Estimating the OLM using the QR decomposition
The OLM (5.4) can be written as
y¯ = Xβ + ε¯, (5.6)
where y¯ = Vec(Y C−T ), X = (C−1 ⊗ IM )(⊕iXi), and ε¯ = Vec(UC−T ). Let the QR decompo-
sition (QRD) of X be given by
QTX =
(
R
0
)
K
GM−K
and QT y¯ =
(
yA
yB
)
K
GM−K
, (5.7)
where R is upper triangular, Q ∈ RGM×GM is orthogonal, and K = ∑i ki [9, 28]. The least-
squares estimator of β is given by solving the triangular system
Rβ = y¯ . (5.8)
This straightforward solution of (5.4) is computationally inefficient since it computes X explicitly
and ignores its sparsity.
To solve (5.4) efficiently, consider the QRD of Xi:
QTi Xi =
(
Ri
0
)
, with QTi =
(
Q˜Ti
Q̂Ti
)
ki
M−ki
, (5.9)
where Qi ∈ RM×M is orthogonal and Ri ∈ Rki×ki is upper triangular. From (5.9) it follows that
the QRD of ⊕iXi is given by
QT (⊕iXi) =
(
⊕iRi
0
)
K
GM−K
, (5.10)
where Q =
(⊕i Q˜i ⊕i Q̂i). Premultiplying (5.4) by QT gives
QT Vec(Y C−T ) = QT (C−1 ⊗ IM )(⊕iXi)β +QT Vec(UC−T ) ,
or (
Vec ({˜¯yi})
Vec ({ˆ¯yi})
)
=
W˜
Ŵ
β +(Vec(V˜ )
Vec(V̂ )
)
, (5.11)
5.2. NUMERICAL ESTIMATION OF THE SUR MODEL 79
where
W˜ =
k1 · · · kG

W˜ 1,1 · · · W˜ 1,G k1
.
.
.
.
.
.
.
.
.
W˜G,1 · · · W˜G,G kG
, Ŵ =
k1 · · · kG

Ŵ 1,1 · · · Ŵ 1,G M−k1
.
.
.
.
.
.
.
.
.
ŴG,1 · · · ŴG,G M−kG
, (5.12a)
W˜ i,j =

γi,jQ˜
T
i Xj , if i < j
γi,iRi, if i = j
0, if i > j
, (5.12b)
Ŵ i,j =
γi,jQ̂Ti Xj , if i < j0, if i ≥ j, (5.12c)
and γi,j is the (i, j)-th element of C−1. Notice that W˜ and Ŵ are block upper-triangular and
strictly block upper-triangular matrices, respectively.
Now, compute a row-updating QRD (hereafter abbreviated to UQRD)
Q¯T
W˜
Ŵ
 = (R
0
)
K
GM−K
(5.13a)
and
Q¯T
(
Vec ({˜¯yi})
Vec ({ˆ¯yi})
)
=
(
y¯
y¯∗
)
K
GM−K
. (5.13b)
It follows that the least-squares solution of (5.11), and thus the BLUE of β, is given by (5.8).
Algorithm 6 summarizes these steps for solving (5.4). Two block strategies, the column- and
diagonally-based methods, that can be used to compute (5.13) – step 8 – are described in Appendix
5.A.
5.2.2 The GLLSP and generalized QRD
The solution of the GLLSP (5.5) can be obtained by computing the generalized QRD (GQRD)
of ⊕iXi and (C ⊗ IM ) [9, 46, 52, 55, 64]; that is, by computing the QRD (5.10) and the RQ
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Algorithm 6 Ordinary Least Squares estimation of the OLM (5.4).
Input: The regressors X1, . . . ,XG and Y and the disturbances covariance matrix Σ
Output: The vector of parameters β
1: Compute Σ = CCT
2: Compute C−1 = [γi,j ] and Y =
`
y¯1 · · · y¯G
´
= Y C−T
3: for i = 1, . . . , G do
4: Compute the QRD (5.9)
5: Compute ˜¯yi = eQTi y¯i and ˆ¯yi = bQTi y¯i
6: end for
7: Compute fW and cW as in (5.12a)
8: Compute the UQRD (5.13a) and (5.13b)
9: Solve the triangular system (5.8) for β
decomposition
QT (C ⊗ IM )P =W ≡
K GM−K( )
WAA WAB K
0 WBB GM−K
, (5.14)
where K =
∑
i ki, P ∈ RGM×GM is orthogonal, and WBB is upper triangular. Premultiplying
the constraints in (5.5) by QT and using Vec(V ) ≡ PP T Vec(V ), the GLLSP can be written as
argmin
β,{v˜i},{vˆi}
G∑
i=1
(∥∥v˜i∥∥2 + ∥∥vˆi∥∥2) subject to(
Vec ({y˜i})
Vec ({yˆi})
)
=
(
⊕iRi
0
)
β +
(
WAA WAB
0 WBB
)(
Vec ({v˜i})
Vec ({vˆi})
)
, (5.15)
where Q˜Ti yi = y˜i, Q̂Ti yi = yˆi, P T Vec(V ) =
(
Vec ({v˜i})T Vec ({vˆi})T
)
T
, y˜i, v˜i ∈ Rki and
yˆi, vˆi ∈ RM−ki . The solution of (5.15) is given by Vec ({v˜i}) = 0 and(
⊕iRi WAB
0 WBB
)(
β
Vec ({vˆi})
)
=
(
Vec ({y˜i})
Vec ({yˆi})
)
. (5.16)
The RQD (5.14) derives in two stages. The first computes the permutation
QT (C ⊗ IT )Π =
K GM−K( )
W˜AA W˜AB K
W˜BA W˜BB GM−K
, (5.17)
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where Π =
( ⊕i (Iki 0)T ⊕i (0 IM−ki)T ). This results in W˜AA, W˜AB, W˜BA and W˜BB being
block upper-triangular. The second stage computes the RQD(
W˜BA W˜BB
)
P˜ =
(
0 WBB
)
(5.18a)
and
(
W˜AA W˜AB
)
P˜ =
(
WAA WAB
)
, (5.18b)
where P˜ ∈ RGM×GM is orthogonal. Notice that P in (5.14) is given by ΠP˜ and that (5.18) does
not compute the RQD of the whole matrix in (5.17). The leading submatrix WAA, which is not used
in the solution of the GLLSP, is not triangularized. Furthermore, the RQD (5.18a) is equivalent to
the QL decomposition
P˜ T
(
W˜ TBA
W˜ TBB
)
=
(
0
W TBB
)
.
This indicates that (5.18a) can be computed using adaptations of the diagonally-based and column-
based strategies (see Appendix 5.A) that are used for the computation of (5.13a) [44, 46]. Further-
more, these strategies produce WAA in (5.18b) that are block upper-triangular.
The first step of the diagonally-based strategy annihilates the main block-diagonal of W˜BA.
However, the permutation in (5.17) along with this step is equivalent to applying Q to the the right
of QT (C ⊗ IM ); that is
QT (C ⊗ IM )Q = W˜ (0) ≡
K GM−K( )
W˜
(0)
AA W˜
(0)
AB K
W˜
(0)
BA W˜
(0)
BB GM−K
, (5.19)
where W˜ (0)AA and W˜
(0)
BB are block upper-triangular with the ith block of their main diagonals given
by Ci,iIki and Ci,iIM−ki , respectively. Furthermore the matrices W˜
(0)
AB and W˜
(0)
BA are strictly block
upper-triangular. Figure 5.1 shows the structure of the matrices W˜ and W˜ (0), where G = 5.
Thus the remaining steps of the diagonally-based method annihilate the strictly block upper-
triangular matrix W˜ (0)BA by preserving the block-triangular structure of W˜
(0)
AA and W˜
(0)
BB . This an-
nihilation strategy is illustrated in Figure 5.2, where an arc denotes an updating RQD (URQD).
Algorithm 7 summarizes the steps of this estimation procedure.
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fW = QT (C ⊗ IM )Π fW (0) = QT (C ⊗ IM)Q
Zero Block Non-zero block Diagonal block
Figure 5.1: Structure of matrices W˜ and W˜ (0), where G = 5.
Step 1
A
A
A
A
Step 2
A
A
A
Step 3
A
A
Step 4
A
Zero Block Non-zero block Filled-in block Annihilated blockA
Figure 5.2: Structure of matrices W˜ and W˜ (0), where G = 5.
Algorithm 7 Solution of the GLLSP (5.5) using the GQRD.
Input: The regressors X1, . . . ,XG and Y and the disturbances covariance matrix Σ
Output: The vector of parameters β
1: Compute Σ = CCT
2: for i = 1, . . . , G do
3: Compute the QRD (5.9)
4: Compute y˜i = eQTi yi and yˆi = bQTi yi
5: end for
6: Compute QT (C ⊗ IT )Q as in (5.19)
7: Compute the URQD
“fW (0)BA fW (0)BB” eP (0) = “0 WBB”
8: Compute
“fW (0)AA fW (0)AB” eP (0) = “WAA WAB”
9: Solve the triangular system (5.16) for β and Vec ({vˆi})
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5.2.3 An interleaving approach to solving the GLLSP
The RQD (5.14) is the most expensive operation in computing the GQRD of ⊕iXi and C ⊗ IM
(see Appendix 5.B). An iterative procedure that does not compute (5.14) can be employed [63]. At
each iteration a smaller problem is solved. Let Xˇ(0) = ⊕Gi=1Xi, Wˇ (0) = C ⊗ IM , yˇ(0) = Vec(Y ),
and vˇ(0) = Vec(V ). The sth (s = 0, . . . , G− 1) iteration deals with the GLLSP
argmin
vˇ(s),β
∥∥vˇ(s)∥∥ subject to yˇ(s) = Xˇ(s)β + Wˇ (s)vˇ(s), (5.20)
computing the factorizations
QˇTs Xˇ
(s) =
K( )
Xˇ(s+1) µs+1
0 M−kG−s
(5.21a)
and
(
QˇTs Wˇ
(s)Qˇs
)
Pˇ s =
µs+1 M−kG−s( )
Wˇ (s+1) W˜
(s)
AB µs+1
0 W˜
(s)
BB M−kG−s
, (5.21b)
where Qˇs, Pˇ s ∈ Rµs×µs are orthogonal, µs = (G− s)M + λG−s+1, λi =
∑G
j=i kj ,
Xˇ(s+1) =
k1 · · · kG−s−1 kG−s · · · kG

X1 · · · 0 0 · · · 0 M
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · XG−s−1 0 · · · 0 M
0 · · · 0 RG−s · · · 0 kG−s
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 0 · · · RG kG
, (5.22)
Wˇ (s+1) =
(G−s−1)M λG−s( )
Wˇ
(s+1)
AA Wˇ
(s+1)
AB (G−s−1)M
0 Wˇ
(s+1)
BB λG−s
, (5.23)
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RG−s+i and Wˇ (s+1)BB are upper-triangular, and Wˇ
(s+1)
AA = C1:G−s−1,1:G−s−1 ⊗ IM . Furthermore,
Qˇs =

I(G−s−1)M 0 0 0
0 Q˜G−s 0 Q̂G−s
0 0 IλG−s+1 0
 (5.24)
and
QˇTs Wˇ
(s)Qˇs =
(G−s−1)M kG−s λG−s+1 M−kG−s

Wˇ
(s+1)
AA Ŵ
(s)
AB Ŵ
(s)
AC Ŵ
(s)
AD (G−s−1)M
0 CG−s,G−sIkG−s Ŵ
(s)
BC 0 kG−s
0 0 Ŵ
(s)
CC 0 λG−s+1
0 0 Ŵ
(s)
DC CG−s,G−sIM−kG−s M−kG−s
,
where Ŵ (s)AC =
(
I(G−s−1)M 0
)
Wˇ
(s)
AB, Ŵ
(s)
CC = Wˇ
(s)
BB and Wˇ
(0)
BB , and consequently Wˇ
(0)
CC , has zero
dimension.
Note that (5.21a) computes the QRD of Xs, while the RQD (5.21b) is equivalent to the URQD
(
Ŵ
(s)
DC CG−s,G−sIM−kG−s
)
P s =
(
0 W˜
(s)
BB
) (5.25a)
and 
Ŵ
(s)
AC Ŵ
(s)
AD
Ŵ
(s)
BC 0
Ŵ
(s)
CC 0
P s =

W˜
(s)
AC W˜
(s)
AD
W˜
(s)
BC W˜
(s)
BD
W˜
(s)
CC W˜
(s)
CD
 , (5.25b)
where
Pˇs =
(
I(µs+1−λG−s+1) 0
0 P s
)
, Wˇ
(s+1)
AB =
(
Ŵ
(s)
AB W˜
(s)
AC
)
,
Wˇ
(s+1)
BB =
(
CG−s,G−sIkG−s W˜
(s)
BC
0 W˜
(s)
CC
)
and W˜ (s)AB =

W˜
(s)
AD
W˜
(s)
BD
W˜
(s)
CD
 .
Let
QˇTs yˇ
(s) =
(
yˇ
(s)
A
yˇ
(s)
B
)
µs+1
M−kG−s
and Pˇ Ts QˇTs vˇ(s) =
(
vˇ(s+1)
vˇ
(s)
B
)
µs+1
M−kG−s
.
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Premultiplying the constraints in (5.20) by QˇTs and using (5.21), it follows that the GLLSP is
equivalent to
argmin
vˇ
(s)
A ,vˇ
(s)
B ,β
∥∥vˇ(s)A ∥∥2 + ∥∥vˇ(s)B ∥∥2 subject to(
yˇ
(s)
A
yˇ
(s)
B
)
=
(
Xˇ(s+1)
0
)
β +
(
Wˇ (s+1) W˜
(s)
AB
0 W˜
(s)
BB
)(
vˇ(s+1)
vˇ
(s)
B
)
,
or, again, the smaller GLLSP
argmin
vˇ(s+1),β
∥∥vˇ(s+1)∥∥ subject to yˇ(s+1) = Xˇ(s+1)β + Wˇ (s+1)vˇ(s+1), (5.26)
where vˇ(s)B = (W˜
(s)
BB)
−1yˇ
(s)
B and yˇ(s+1) = yˇ
(s)
A − W˜ (s)AB vˇ(s)B .
The solution to (5.26) can be obtained iteratively by employing the method used for the GLLSP
(5.20). At the end of iteration (G− 1) the GLLSP becomes
argmin
vˇ(G),β
∥∥vˇ(G)∥∥ subject to yˇ(G) = (⊕iRi)β + Wˇ (G)vˇ(G),
which has solution vˇ(G) = 0 and β = (⊕iR−1i )yˇ(G).
Now consider the computation of (5.25a). Let
(
Ŵ
(s)
DC CG−s,G−sIM−kG−s
)
=
( kG−s+1 · · · kG M−kG−s
A1 · · · As A(0)s+1
)
. (5.27)
The submatrices A1, . . . , As are annihilated one at a time by computing the URQDs
(
Ai A
(i−1)
s+1
)
Pi =
(
0 A
(i)
s+1
)
, i = 1, . . . , s, (5.28)
where A(i)s+1 is upper triangular and Pi is orthogonal. Thus, in (5.25a) W˜ (s)BB = A(s)s+1. This
produces W˜ (s)CC with a block upper triangular structure. Figure 5.3 shows the steps for annihilating
Ŵ
(s)
DC and the fill-ins induced in W˜
(s)
CC and W˜
(s)
CD in (5.25), where s = 4. Algorithm 8 summarizes
the steps of the interleaving procedure for solving the GLLSP (5.5). Figure 5.4 illustrates the
computations of the second step (s = 2), where G = 5.
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Step 1
A
Step 2
A
Step 3
A
Step 4
A
Zero Block Non-zero block Filled-in block Annihilated blockA
Figure 5.3: Computation of (5.25) at step s = 4.
Algorithm 8 Solution of the GLLSP (5.5) using the interleaving approach.
Input: The regressors X1, . . . ,XG and Y and the disturbances covariance matrix Σ
Output: The vector of parameters β
1: Compute Σ = CCT
2: Let Xˇ(0) = ⊕Gi=1Xi, Wˇ (0) = C ⊗ IM and yˇ(0) = Vec(Y )
3: for s = 0, 1, . . . , G− 1 do
4: Compute the QRD (5.9), where i = G− s and let Qˇs be given by (5.24)
5: Compute
 
yˇ
(s)
A
yˇ
(s)
B
!
= QˇTs yˇ
(s)
6: Compute QˇTs Wˇ (s)Qˇs
7: Compute the URQD (5.25a) and (5.25b)
8: Solve the triangular system fW (s)BB vˇ(s)B = yˇ(s)B for vˇ(s)B
9: Compute yˇ(s+1) = yˇ(s) −fW (s)AB vˇ(s)B
10: end for
11: Solve the triangular system (⊕iRi)β = yˇ(G) for β
QˇTs Wˇ (s) Qˇs
=
QˇTs Wˇ
(s)Qˇs
QˇTs Wˇ
(s)Qˇs Pˇs
=
(QˇTs Wˇ
(s)Qˇs)Pˇs
Zero Block Non-zero block
Figure 5.4: Computation of (5.21b), where G = 5 and s = 2.
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5.3 A recursive algorithm for the estimation of the SUR model
The BLUE of the SUR model can be computed recursively [10, 49]. Consider the partitioning
Xi =

X
(1)
i M1
.
.
.
.
.
.
X
(p)
i Mp
, Y =

Y
(1) M1
.
.
.
.
.
.
Y (p) Mp
, U =

U
(1) M1
.
.
.
.
.
.
U (p) Mp
, and V =

V
(1) M1
.
.
.
.
.
.
V (p) Mp
, (5.29)
for i = 1, . . . , G. The SUR model (5.1) and the GLLSP (5.5) can be respectively expressed
equivalently as 
Vec(Y (1))
Vec(Y (2))
.
.
.
Vec(Y (p))
 =

⊕iX(1)i
⊕iX(2)i
.
.
.
⊕iX(p)i
β +

Vec(U (1))
Vec(U (2))
.
.
.
Vec(U (p))

and
argmin
β,V (1),...,V (p)
p∑
j=1
∥∥V (j)∥∥2
F
subject to

Vec(Y (1))
Vec(Y (2))
.
.
.
Vec(Y (p))
 =

⊕iX(1)i
⊕iX(2)i
.
.
.
⊕iX(p)i
β+

C ⊗ IM1 0 · · · 0
0 C ⊗ IM2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · ·C ⊗ IMp


Vec(V (1))
Vec(V (2))
.
.
.
Vec(V (p))
 . (5.30)
Assume that M1 ≥ max(k1, . . . , kG), and let the GQRD of ⊕iX(1)i and C ⊗ IM1 be given by
QT(1)(⊕iX(1)i ) =
K( )
⊕iR(1)i K
0 GM1−K
(5.31a)
and
QT(1)(C ⊗ IM1)P(1) =W (1) ≡
K GM1−K( )
W
(1)
AA W
(1)
AB K
0 W
(1)
BB GM1−K
, (5.31b)
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where R(1)i and W(1) are upper-triangular. Furthermore, let
QT(1) Vec(Y
(1)) =
(
y˜(1)
yˆ(1)
)
K
GM1−K
and P T(1) Vec(V
(1)) =
(
v˜(1)
vˆ(1)
)
K
GM1−K
. (5.32)
Using (5.31) and (5.32) it follows that the GLLSP (5.30) can be written as
argmin
β,v˜(1),vˆ(1),
V (2),...,V (p)
∥∥v˜(1)∥∥2 + ∥∥vˆ(1)∥∥2+ p∑
j=2
∥∥V (j)∥∥2
F
subject to

y˜(1)
Vec(Y (2))
.
.
.
Vec(Y (p))
yˆ(1)

=

⊕iR(1)i
⊕iX(2)i
.
.
.
⊕iX(p)i
0

β+

W
(1)
AA 0 · · · 0 W (1)AB
0 C ⊗ IM2 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · ·C ⊗ IMp 0
0 0 · · · 0 W (1)BB


v˜(1)
Vec(V (2))
.
.
.
Vec(V (p))
vˆ(1)

. (5.33)
This is equivalent to
argmin
β,v˜(1)
V (2),...,V (p)
∥∥v˜(1)∥∥2 + p∑
j=2
∥∥V (j)∥∥2
F
subject to

y(1)
Vec(Y (2))
.
.
.
Vec(Y (p))
 =

⊕iR(1)i
⊕iX(2)i
.
.
.
⊕iX(p)i
 β +

W
(1)
AA 0 · · · 0
0 C ⊗ IM2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · ·C ⊗ IMp


v˜(1)
Vec(V (2))
.
.
.
Vec(V (p))
 , (5.34)
where vˆ(1) =
(
W
(1)
BB
)
−1yˆ(1) and y(1) = y˜(1) −W (1)AB vˆ(1).
The solution to the GLLSP (5.34) can be obtained in (p− 1) iterations. The sth (s = 2, . . . , p)
iteration solves the GLLSP
argmin
β,v˜(s−1),
V (s),...,V (p)
∥∥v˜(s−1)∥∥2 + p∑
j=s
∥∥V (j)∥∥2
F
subject to

y(s−1)
Vec(Y (s))
.
.
.
Vec(Y (p))
=

⊕iR(s−1)i
⊕iX(s)i
.
.
.
⊕iX(p)i
β+

W
(s−1)
AA 0 · · · 0
0 C ⊗ IMs · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · ·C ⊗ IMp


v˜(s−1)
Vec(V (s))
.
.
.
Vec(V (p))
 , (5.35)
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where y(s−1), v˜(s−1) ∈ RK , and W (s−1)AA ∈ RK×K and R(s−1)i ∈ Rki×ki are upper triangular. For
the solution of (5.35) consider the update GQRD (UGQRD)
QT(s)
( )
⊕iR(s−1)i
⊕iX(s)i
=
K( )
⊕iR(s)i K
0 GMs
(5.36a)
and
QT(s)
( )
W
(s−1)
AA 0
0 C ⊗ IMs
P(s) =W
(s) ≡
K GMs( )
W
(s)
AA W
(s)
AB K
0 W
(s)
BB GMs
, (5.36b)
where R(s)i and W (s) are upper triangular and, Q(s) and P(s) are orthogonal. Let
QT(s)
(
y(s−1)
Vec(Y (s))
)
=
(
y˜(s)
Vec(Yˆ (s))
)
K
GMs
(5.37a)
and
P T(s)
(
v˜(s−1)
Vec(V (s))
)
=
(
v˜(s)
Vec(Vˆ (s))
)
K
GMs
. (5.37b)
Strategies for computing the UGQRD (5.36) have been discussed in the context of updating the
SUR model [49].
Using (5.36) and (5.37), the GLLSP (5.35) becomes the smaller GLLSP
argmin
β,v˜(s),
V (s+1),...,V (p)
∥∥v˜(s)∥∥2 + p∑
j=s+1
∥∥V (j)∥∥2
F
subject to

y(s)
Vec(Y (s+1))
.
.
.
Vec(Y (p))
=

⊕iR(s)i
⊕iX(s+1)i
.
.
.
⊕iX(p)i
β+

W
(s)
AA 0 · · · 0
0 C ⊗ IMs+1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · C ⊗ IMp


v˜(s)
Vec(V (s+1))
.
.
.
Vec(V (p))
 , (5.38)
where
W
(s)
BB Vec(Vˆ
(s)) = Vec(Yˆ (s)) (5.39)
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and
y(s) = y˜(s) −W (s)AB Vec(Vˆ (s)). (5.40)
At the last iteration, when s = p, the GLLSP reduces to
argmin
β,v˜(p)
∥∥v˜(p)∥∥2 subject to y(p) = (⊕iR(p)i )β +W (p)AAv˜(p) ,
which has solution v˜(p) = 0 and ⊕iR(p)i β = y(p). Algorithm 9 summarizes the steps of this re-
cursive estimation procedure for computing the BLUE of the SUR model. Note that at the sth
iteration, the matrix retriangularized in (5.36b) is of order (K + GMs). This results in less com-
putational cost than does the RQD of the GM × GM matrix in (5.14). Algorithm 9 also requires
less memory to store the smaller dimensioned matrices involved in the factorizations.
Algorithm 9 Solution of the GLLSP (5.5) using the recursive algorithm.
Input: The regressors X1, . . . ,XG and Y and the disturbances covariance matrix Σ
Output: The vector of parameters β
1: Compute Σ = CCT
2: Compute the GQRD (5.31) and Y (1) from (5.32)
3: Solve the triangular system W (1)BB vˆ
(1) = yˆ(1)
4: Compute y(1) = y˜(1) −W (1)AB vˆ
(1)
5: for s = 2, . . . , p do
6: Compute the UGQRD (5.36) and (5.37a)
7: Solve the triangular system (5.39) for Vec(Vˆ (s))
8: Compute (5.40)
9: end for
10: Solve the triangular system (⊕iRi)β = y(p) for β
5.4 Size reduction of large scale SUR models
When M > k, the SUR model can be transformed to one of smaller dimension [21, 46, 48]. Solv-
ing the transformed model results in a computationally efficient algorithm. LetX∗ =
(
X1 · · · XG
) ∈
R
M×K
, K =
∑G
i=1 ki, and M > K. Consider the QRD(
Q∗TR
Q∗TN
)
X∗ =
(
R∗
0
)
, (5.41)
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where R∗ =
(
R∗1 · · · R∗G
) ∈ RM×M , R∗i ∈ RK×ki, and the matrix (Q∗R Q∗N) ∈ RM×M is
orthogonal. Now, premultiplying the SUR model (5.1) by (IG ⊗ Q∗R IG ⊗ Q∗N)T results in the
transformed SUR (TSUR) model(
Vec(Y ∗R)
Vec(Y ∗N )
)
=
(
⊕iR∗i
0
)
β +
(
Vec(U∗R)
Vec(U∗N )
)
, (5.42)
where Y ∗R = Q∗TR Y , Y ∗N = Q∗TN Y , U∗R = Q∗TR U , and U∗N = Q∗TN U . Furthermore,(
Vec(U∗R)
Vec(U∗N )
)
∼
(
0,
(
Σ⊗ IK 0
0 Σ⊗ IM−K
))
, (5.43)
and thus the SUR model (5.1) is equivalent to the smaller TSUR model
Vec(Y ∗R) = (⊕iR∗i )β +Vec(U∗R). (5.44)
Note that
R∗i =

R∗1,i
.
.
.
R∗i,i
0

k1
.
.
.
ki
λi+1
, (i = 1, . . . , G),
where λi =
∑G
j=i kj . However, the direct implemention of Algorithms 6-9 to solve this reduced
model does not exploit the special structure of the (transformed) exogenous matrices R∗1, . . . , R∗G.
Let (5.41) be replaced with the QRD of X˜ = (XG · · · X1) and partition
Q∗TR Xi ≡ R˜i =

R˜1,i
.
.
.
R˜G−i+1,i
0

k1
.
.
.
kG−i+1
λG−i+2
, Y ∗R =

Y˜ 1
Y˜ 2
.
.
.
Y˜ G

k1
k2
.
.
.
kG
and U∗R =

U˜1
U˜2
.
.
.
U˜G

k1
k2
.
.
.
kG
. (5.45)
Also let V˜iCT = U˜i, Y˜i, V˜i, and C (i = 1, . . . , G) be partitioned, respectively, as
Y˜i =
(G−i+1 i−1
Y˜iA Y˜iB
)
, V˜i =
(G−i+1 i−1
V˜iA V˜iB
)
, and C =
G−i+1 i−1( )
C
(i)
AA C
(i)
AB G−i+1
0 C
(i)
BB i−1
.
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Then, the GLLSP formulation of the TSUR model (5.44) can be written as
argmin
β,eVj
G∑
j=1
∥∥V˜j∥∥2F subject to Vec(Y˜ i) = (⊕jR˜j,i)β +Vec(V˜iCT ), i = 1, . . . , G,
or, equivalently, as
argmin
β,eVjA,eVjB
G∑
j=1
(∥∥V˜jA∥∥2F + ∥∥V˜jB∥∥2F) subject to (5.46a)
Y˜iA =
(
R˜i,1β1 · · · R˜i,G−i+1βG−i+1
)
+ V˜iA(C
(i)
AA)
T + V˜iB(C
(i)
AB)
T , i = 1, . . . , G, (5.46b)
Y˜iB = V˜iB(C
(i)
BB)
T , i = 1, . . . , G. (5.46c)
From (5.46c), it follows that V˜iB = Y˜iB
(
C
(i)
BB
)
−T
, and thus, the GLLSP (5.46) can be written as
argmin
β,eVjA
G∑
j=1
∥∥V˜jA∥∥2F subject to
YiA =
(
R˜i,1β1 · · · R˜i,G−i+1βG−i+1
)
+ V˜iA(C
(i)
AA)
T , i = 1, . . . , G, (5.47)
where YiA = Y˜iA − V˜iB(C(i)AB)T . This is equivalent to
argmin
β,eViA
G∑
i=1
∥∥V˜iA∥∥2F subject to
Vec(Y1A)
Vec(Y2A)
.
.
.
Vec(YGA)
=

R1
R2
.
.
.
RG
 β+

C
(1)
AA ⊗ Ik1 0 · · · 0
0 C
(2)
AA ⊗ Ik2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · ·C(G)AA ⊗ IkG


Vec(V˜1A)
Vec(V˜2A)
.
.
.
Vec(V˜GA)
 , (5.48)
where
Ri =
( KG−i+1 λG−i+2
⊕G−i+1j=1 R˜i,j 0
)
(G−i+1)KG−i+1 (5.49)
and Ki =
∑i
j=1 kj . Notice that the first block of the constraints
Vec(Y1A) = R1β +
(
C
(1)
AA ⊗ Ik1
)
Vec(V˜1A)
is analogous to the constraint of the GLLSP (5.5).
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The GLLSP (5.48) corresponds to a GLLSP formulation of a SUR model with unequal number
of observations [22]. Figure 5.5 shows the structure of (R¯T1 · · · R¯TG)T and ⊕i(C(i)AA ⊗ Iki), where
G = 4. The recursive algorithm in [22] that solves the unequal-size-of-observations problem is
similar to Algorithm 9 and can therefore be employed to compute the solution of (5.48).
`
R¯T1 · · · R¯
T
G
´
T ⊕i(C
(i)
AA ⊗ Iki)
Figure 5.5: The structure of the transformed exogenous matrix
(
R¯T1 · · · R¯TG
)
T and Cholesky
factor ⊕i(C(i)AA ⊗ Iki) of the GLLSP (5.48), where G = 4.
5.5 Computational comparison
The algorithms are implemented in double precision on a PC with a single 1.7GHz Intel Pentium
IV processor and 512Mb of RAM. The matrix factorizations have been computed using LAPACK
subroutines [1]. The diagonally-based method (see Appendix 5.A) has been used to compute the
factorizations (5.13), (5.18) and (5.36b) [21]. Furthermore, in the case of the recursive Algorithm 9,
the block sizes used are M1 = max(k1, . . . , kG) and M2 = · · · = Mp = 10. This is found
experimentally to be the best choice for the specific architecture.
Tables 5.1 and 5.2 show the execution times (in seconds) of the algorithms. Three classes of
models (M = 51, M = 100 and M = 400) are reported, where each regression equation is
assumed to have the same number of variables and no common regressors. The elements of the
exogenous matrices, the response vectors, and the Cholesky factor of the covariance matrix are
randomly generated from a uniform distribution. Notice that the computational complexity of the
factorization procedures does not depend on the specific values of the exogenous and covariance
matrices. Thus, the performance of the algorithms is the same for matrices that have been generated
using different statistical assumptions. Table 5.1 shows the performance of the algorithms when the
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number of equations changes, (G = 5, 10, 15, 20), while the number of variables in each equation
remains fixed at 5. Table 5.2 shows the execution times when G = 10 is constant and the number
of variables in each regression is k (k = 5, 10, 15, 20, 40); that is, k1 = · · · = kG = k.
The execution times for solving the OLM (5.6) using the LAPACK routine DGELS and Algo-
rithm 6 are shown in columns 3 and 4, respectively. Column 5-8 give the results for Algorithms 7-9.
Specifically, the 5th column refers to the LAPACK routine DGGGLM, which solves the GLLSP
(5.5) without exploiting the sparse structure of the matrices. Columns 6-8 show the execution
times for Algorithms 7-9, respectively. The best times for solving the OLM (5.6) and the GLLSP
(5.5) are underlined and are used to calculate the performance ratio in the last column. Computa-
tional results for the LAPACK routine DGGGLM and Algorithms 7-8 are not available (n/a) for the
largest problems because the algorithms run out of memory. Analogous results for the estimation
of the TSUR model (5.44) are given in Tables 5.3 and 5.4, where the execution times include the
initial step of transforming the SUR model (5.1) to the TSUR model (5.44). The cost of this step
is negligible compared to the overall execution time.
Table 5.5 shows the theoretical complexities in terms of floating point operations (flops) of
Algorithms 6-9 and that of solving the TSUR model (5.44), where k = k1 = · · · = kG. A detailed
derivation of these complexities can be found in Appendix 5.B. The second column reports the
approximate complexity of each algorithm for large values of M , G, and k. The third column
shows the same complexities for large scale models, i.e., M  k. Finally, the last column gives
the number of flops required by each algorithm to solve the reduced-sized model (5.44). Com-
putations that have small marginal cost compared to the overall complexities have not been taken
into account. Furthermore, the transformation (5.41) that derives the TSUR model has complexity
2G2k2(M −Gk/3) and has not been included.
From the theoretical and computational results a number of conclusions can be drawn:
• Theoretical and experimental results confirm that the OLM algorithms outperform the GLLSP
algorithms. In theory the ratio between Algorithm 6 and Algorithms 7–8 is linear with k/M ,
while that of Algorithm 6 and 9 is constant. In practice, this performance difference de-
creases as the number of regressors or equations increases.
• The direct use of the standard LAPACK routine DGGGLM to solve the GLLSP is not feasible
for large-scale models.
• The discrepancies between the theoretical and experimental results are due to the implemen-
tation overheads and memory usage.
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Table 5.1: Execution times of solving the SUR model, where k1 = · · · = kG = 5.
OLM algorithms GLLSP algorithms Ratio
M G LAPACK Alg. 6 LAPACK Alg. 7 Alg. 8 Alg. 9 GLLSP/OLM
51 5 0.0007 0.0012 0.0968 0.0159 0.0116 0.0133 16.57
51 10 0.0070 0.0070 0.4430 0.0994 0.0776 0.0547 7.81
51 15 0.0389 0.0180 1.4195 0.2993 0.2412 0.1404 7.80
51 20 0.1274 0.0382 3.4158 0.7061 0.6279 0.2801 7.33
51 30 0.3471 0.1111 11.4602 2.4468 2.2541 0.7788 7.01
100 5 0.0014 0.0022 0.5553 0.0507 0.0409 0.0270 19.28
100 10 0.0213 0.0119 2.8841 0.3215 0.2906 0.1091 9.17
100 15 0.1135 0.0326 10.4153 1.0539 0.9871 0.2853 8.75
100 20 0.3039 0.0687 25.5424 2.6647 2.4102 0.5697 8.29
100 30 0.7402 0.2122 81.9765 9.4783 8.9455 1.5567 7.34
400 5 0.0162 0.0093 25.6388 1.2633 0.7686 0.1092 11.74
400 10 0.1675 0.0498 183.3260 8.2393 6.0076 0.4480 9.00
400 15 0.5750 0.1598 586.3929 28.0438 22.2265 1.1694 7.32
400 20 1.3203 0.4207 n/a n/a n/a 2.4639 5.86
400 30 n/a 1.5331 n/a n/a n/a 6.6609 4.34
Table 5.2: Execution times of solving the SUR model, where G = 10 and ki = 5, 10, 15, 20, 30
for i = 1, . . . , G.
OLM algorithms GLLSP algorithms Ratio
M ki LAPACK Alg. 6 LAPACK Alg. 7 Alg. 8 Alg. 9 GLLSP/OLM
51 5 0.0060 0.0069 0.4446 0.0989 0.0756 0.0556 9.26
51 10 0.0450 0.0187 0.5103 0.1383 0.1013 0.0868 4.64
51 15 0.0853 0.0334 0.5746 0.1688 0.1239 0.1327 3.71
51 20 0.0942 0.0507 0.5736 0.1887 0.1580 0.1773 3.50
51 30 0.1450 0.0898 0.7835 0.1990 0.1803 0.2610 2.91
100 5 0.0227 0.0121 2.9766 0.3384 0.2963 0.1122 9.27
100 10 0.1208 0.0327 3.1151 0.4663 0.4511 0.1897 5.80
100 15 0.1951 0.0726 3.4684 0.6214 0.5865 0.3085 4.25
100 20 0.1979 0.0989 3.6348 0.7296 0.7224 0.4416 4.46
100 30 0.3181 0.2138 4.5518 1.0656 1.0375 0.8022 3.75
400 5 0.1812 0.0499 185.3506 8.3259 6.0854 0.4527 9.07
400 10 0.6433 0.1731 191.6706 13.1758 9.2547 0.7791 4.50
400 15 1.0295 0.3869 198.3687 18.3041 13.0657 1.2969 3.35
400 20 1.1602 0.7879 204.5498 23.9272 17.4742 2.0352 2.71
400 30 1.8623 1.8808 200.3455 34.8307 25.7010 3.8604 2.07
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Table 5.3: Execution times of solving the TSUR model (5.44), where k1 = · · · = kG = 5.
OLM algorithms GLLSP algorithms
M G LAPACK Alg. 6 LAPACK Alg. 7 Alg. 8 Alg. 9 GLLSP/OLM
100 5 0.0007 0.0012 0.0055 0.0049 0.0034 0.0050 4.86
100 10 0.0068 0.0079 0.3980 0.0834 0.0608 0.0463 6.81
100 15 0.0665 0.0277 4.1706 0.5426 0.5045 0.1887 6.81
100 20 0.2908 0.0729 25.1177 2.3531 2.1953 0.5194 7.21
400 5 0.0015 0.0019 0.0059 0.0056 0.0040 0.0059 3.93
400 10 0.0088 0.0110 0.3973 0.0866 0.0637 0.0496 5.64
400 15 0.0746 0.0396 4.3138 0.5676 0.5066 0.1987 5.02
400 20 0.3059 0.1010 26.2893 2.5442 2.3426 0.5566 5.51
400 30 1.1623 0.4447 79.9213 23.6311 21.8987 2.3073 5.19
Table 5.4: Execution times of solving the TSUR model (5.44), where G = 10 and ki =
5, 10, 15, 20, 40 for i = 1, . . . , G.
OLM algorithms GLLSP algorithms Ratio
M ki LAPACK Alg. 6 LAPACK Alg. 7 Alg. 8 Alg. 9 GLLSP/OLM
100 5 0.0052 0.0081 0.4015 0.0881 0.0601 0.0477 9.17
100 10 0.1088 0.0366 3.0925 0.4421 0.3805 0.1672 4.57
400 5 0.0093 0.0111 0.4249 0.0873 0.0643 0.0491 5.28
400 10 0.1236 0.0556 3.1201 0.4482 0.5142 0.1872 3.37
400 15 0.3700 0.1443 10.9318 1.2860 1.2046 0.4675 3.24
400 20 0.5482 0.3031 27.2676 3.5127 2.9855 0.9567 3.16
400 30 1.3749 1.2734 87.4721 13.9188 11.3183 2.7661 2.17
Table 5.5: Complexity of Algorithms 6-9, where k = k1 = · · · = kG.
Algorithm Complexity Compl. Approx. Compl. for solving
for M  k the TSUR model
OLM Algorithms
LAPACK 2G3k2(M − k/3) 2G3k2M 2G4k3
Alg. 1 G2k2
`
M + 2G(M − k + 1)/3
´
2G3k2M/3 2G4k3/3
GLLSP Algorithms
LAPACK G3(4M3/3 + 4M2k − 2k3/3) 4G3M3/3 4G6k3/3
Alg. 2 G2kM
`
M + 2G(M − k + 1)/3
´
2G3kM2/3 2G5k3/3
Alg. 3 G2kM
`
M +G(M − k + 2)/3
´
+G2k2
`
M +G(M − k + 1)/3
´
G3kM2/3 G5k3/3
Alg. 4 G2k3 + 4G3k2(M − k + 1/2)/3 4G3k2M/3 4G4k3/3
5.6. SUMMARY 97
• The complexity of the OLM algorithms and that of the recursive Algorithm 9 is a linear
function of the sample size. It follows that, in practice, the performance of these algorithms
does not deteriorate when the number of observations increases and thus they can solve
large-scale problems.
• The algorithms for solving the TSUR model (5.44) outperform the corresponding algorithms
for solving the initial SUR model (5.1). For the largest problems, the cost of transforming
the SUR model to one of smaller dimensions and solving it is negligible compared to the
cost of solving the original one.
5.6 Summary
Algorithms for solving the seemingly unrelated regressions (SUR) model have been considered.
The algorithms use as a basic component the QR decomposition. Initially the SUR model is trans-
formed to an ordinary linear model (OLM). This transformation results in a regressor matrix hav-
ing a block triangular structure. The best linear unbiased estimator (BLUE) of the SUR model
results from the least-squares (LS) solution of the OLM. A computationally efficient strategy (Al-
gorithm 6) produces the LS estimator by exploiting the sparse structure of the matrices. This
strategy outperforms the LAPACK DGELS subroutine, which treats the matrices as full, when the
problem is not very small.
The remaining three algorithms compute the BLUE by formulating the SUR model as a gen-
eralized linear least squares problem (GLLSP). The solution of the GLLSP is obtained using the
generalized QR decomposition (GQRD). The first method (Algorithm 7) computes the GQRD of
the block diagonal and Kronecker structures of matrix of the exogenous variables and the Cholesky
factor of the dispersion matrix, respectively. This method is computationally more efficient than
the corresponding LAPACK routine (DGGGLM) that solves the general linear model. The second
method (Algorithm 8) solves the GLLSP iteratively. Each iteration solves a smaller sized GLLSP.
The main advantage of this method is that it avoids the formation of the computationally expensive
RQ decomposition (5.14). This allows Algorithm 8 to outperform Algorithm 7. Finally, a recur-
sive estimation strategy (Algorithm 9) is proposed. This is found to be the most efficient when the
model is not very small. Furthermore, this strategy requires less memory and can thus solve larger
problems. Algorithms 6, 8 and 9 are new designs, while Algorithm 7 has been originally proposed
in [50].
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The algorithms are reassessed after an initial orthogonal transformation is made to reduce the
SUR model to one of smaller size. The matrix of exogenous variables of the transformed (TSUR)
model (5.44) has dimensions GK × K compared with GM × K of the original model (5.1).
This transformation is significant for large-scale models, where the number of observations in each
equation is much larger than the total number of regressors, i.e., M  K. The solution for the
SUR, and consequently TSUR, model when the regressions have common exogenous factors is
currently under investigation. In this case, Xi = XSi, where X ∈ RM×Kd is the matrix of the Kd
distinct regressors, and Si ∈ RKd×ki is the selection matrix comprised of the relevant columns of
the Kd ×Kd identity matrix. The computation of the QRD of X˜ = X(SG · · · S1) produces R˜i
(i = 1, . . . , G) matrices in (5.45) that have a sparse structure able to be exploited by the various
algorithms [26, 46, 51].
Often SUR models exhibit special properties and characteristics [25, 24, 48, 60] (see Appendix
5.C). For the efficient solution of these models the proposed algorithms need to be modified.
The structures of the matrices and their properties should be exploited. Iterative algorithms for
computing the estimators of models with sparse exogenous matrices merits investigation.
Although Algorithm 6 is the most computationally efficient, it is numerically less stable than
Algorithms 7-9 [76]. The Algorithm 6 may provide a poor solution when C is ill-conditioned
and fails when Σ is singular, i.e., when C is not of full-rank [45, 55, 61, 62]. In such cases, the
GLLSP approach should be used [21, 46, 50]. The numerical stability of the algorithms needs to
be investigated.
The algorithms for solving the TSUR model (5.44) can be adapted to solve simultaneous equa-
tions models (SEMs) [6, 12, 15, 52, 89]. Similarly to the SUR model (5.1), the SEM can be
expressed as
Vec(Y ) = (⊕iWi) Vec ({βi}) + Vec(U), (5.50)
where Wi =
(
Xi Yi
)
, βi ∈ Rki+gi , and Yi ∈ RM×gi consists of gi endogenous variables from
Y , excluding yi. The endogeneity in the SEM can be eliminated by a transformation identical to
that employed to derive the TSUR model [52]. The transformed SEM can be written as
Vec(Y ∗R) = (⊕iW ∗i ) Vec ({βi}) + Vec(U∗R), (5.51)
where W ∗i =
(
Ri Y
∗
i
)
, Y ∗i = Q
∗T
R Yi, and Y ∗R, R∗i and U∗R are defined in (5.44). Efficient
algorithms for solving the SEM are currently under investigation.
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5.A The column- and diagonally-based methods
Consider the updating QR decomposition (UQRD)
QT
(
A
B
)
=
(
R
0
)
(5.52)
where A,R ∈ Rk(G)×k(G) are upper-triangular, B ∈ Rq(G)×k(G) is block upper-triangular and Q is
orthogonal of order k(G) + q(G). Now, let
A ≡ A(0) =
k1 k2 · · · kG

A
(0)
1,1 A
(0)
1,2 · · · A(0)1,G k1
0 A
(0)
2,2 · · · A(0)2,G k2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · A(0)G,G kG
,
and
B ≡ B(0) =
k1 k2 · · · kG

B
(0)
1,1 B
(0)
1,2 · · · B(0)1,G q1
0 B
(0)
2,2 · · · B(0)2,G q2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · B(0)G,G qG
,
where Ai,i is upper-triangular, k(G) =
∑G
i=1 ki and q(G) =
∑G
i=1 qi. Two block strategies can be
used to compute the UQRD (5.52). The first, a diagonally-based strategy, annihilates the block-
superdiagonals of B one at a time. The second, a column-based strategy, annihilates the non-zero
blocks of B column-by-column [21, 44].
The diagonally-based strategy computes the UQRDs
QTi,j
(
A
(i−1)
i+j,i+j
B
(i−1)
j,i+j
)
=
(
A
(i)
i+j,i+j
0
)
ki+j
qj
(5.53)
and
QTi,j
(
A
(i−1)
i+j,i+j+1:G
B
(i−1)
j,i+j+1:G
)
=
(
A
(i)
i+j,i+j+1:G
B
(i)
j,i+j+1:G
)
ki+j
qj
, (5.54)
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where i = 1, . . . , G− 1, j = 1, . . . , G− i and
(
A
(i)
i+j,i+j+1:G
B
(i)
j,i+j+1:G
)
=
ki+j+1 ki+j+2 · · · kG( )
A
(i)
i+j,i+j+1 A
(i)
i+j,i+j+2 · · · A(i)i+j,G ki+j
B
(i)
j,i+j+1 B
(i)
j,i+j+2 · · · B(i)j,G qj
.
Thus, R in (5.52) is given by
R =

A
(0)
1,1 A
(0)
1,2 · · · A(0)1,G
0 A
(1)
2,2 · · · A(1)2,G
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · A(G−1)G,G
 .
Notice that the UQRDs (5.53) and (5.54) can be computed simultaneously for j = 1, . . . , G− i.
The column-based strategy computes the QRDs
Q˜Ti
(
A
(i−2)
i,i
B
(i−2)
1:i−1,i
)
=
(
A
(i−1)
i,i
0
)
ki
q(i−1)
and
Q˜Ti
(
A
(i−2)
i,i+1:G
B
(i−2)
1:i−1,i+1:G
)
=
(
A
(i−1)
i,i+1:G
B
(i−1)
1:i−1,i+1:G
)
ki
q(i−1)
,
where i = 2, . . . , G and q(i−1) =
∑i−1
j=1 qj . Figure 5.6 shows the annihilation patterns of the two
strategies in the case where G = 4.
Now, the computation of (5.18) and part of (5.36b) are equivalent to
QT
(
C
D
)
=
p(G)( )
C˜ k(G)
D˜ q(G)
, (5.55)
where
C ≡ C(0) =
p1 p2 · · · pG

C
(0)
1,1 C
(0)
1,2 · · · C(0)1,G k1
0 C
(0)
2,2 · · · C(0)2,G k2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · C(0)G,G kG
, D ≡ D(0) =
p1 p2 · · · pG

D
(0)
1,1 D
(0)
1,2 · · · D(0)1,G q1
0 D
(0)
2,2 · · · D(0)2,G q2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · D(0)G,G qG
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Diagonally-based strategy
Initial matrix after Stage 1 after Stage 2 after Stage 30
BBBBBBBBBBBBBB@
A
(0)
1,1 A
(0)
1,2 A
(0)
1,3 A
(0)
1,4
0 A
(0)
2,2 A
(0)
2,3 A
(0)
2,4
0 0 A
(0)
3,3 A
(0)
3,4
0 0 0 A
(0)
4,4
0 B
(0)
1,2 B
(0)
1,3 B
(0)
1,4
0 0 B
(0)
2,3 B
(0)
2,4
0 0 0 B
(0)
3,4
0 0 0 0
1
CCCCCCCCCCCCCCA
0
BBBBBBBBBBBBBB@
A
(0)
1,1 A
(0)
1,2 A
(0)
1,3 A
(0)
1,4
0 A
(1)
2,2 A
(1)
2,3 A
(1)
2,4
0 0 A
(1)
3,3 A
(1)
3,4
0 0 0 A
(1)
4,4
0 0 B
(1)
1,3 B
(1)
1,4
0 0 0 B
(1)
2,4
0 0 0 0
0 0 0 0
1
CCCCCCCCCCCCCCA
0
BBBBBBBBBBBBBB@
A
(0)
1,1 A
(0)
1,2 A
(0)
1,3 A
(0)
1,4
0 A
(1)
2,2 A
(1)
2,3 A
(1)
2,4
0 0 A
(2)
3,3 A
(2)
3,4
0 0 0 A
(2)
4,4
0 0 0 B
(2)
1,4
0 0 0 0
0 0 0 0
0 0 0 0
1
CCCCCCCCCCCCCCA
0
BBBBBBBBBBBBBB@
A
(0)
1,1 A
(0)
1,2 A
(0)
1,3 A
(0)
1,4
0 A
(1)
2,2 A
(1)
2,3 A
(1)
2,4
0 0 A
(2)
3,3 A
(2)
3,4
0 0 0 A
(3)
4,4
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1
CCCCCCCCCCCCCCA
Column-based strategy
Initial matrix after Stage 1 after Stage 2 after Stage 30
BBBBBBBBBBBBBB@
A
(0)
1,1 A
(0)
1,2 A
(0)
1,3 A
(0)
1,4
0 A
(0)
2,2 A
(0)
2,3 A
(0)
2,4
0 0 A
(0)
3,3 A
(0)
3,4
0 0 0 A
(0)
4,4
0 B
(0)
1,2 B
(0)
1,3 B
(0)
1,4
0 0 B
(0)
2,3 B
(0)
2,4
0 0 0 B
(0)
3,4
0 0 0 0
1
CCCCCCCCCCCCCCA
0
BBBBBBBBBBBBBB@
A
(0)
1,1 A
(0)
1,2 A
(0)
1,3 A
(0)
1,4
0 A
(1)
2,2 A
(1)
2,3 A
(1)
2,4
0 0 A
(0)
3,3 A
(0)
3,4
0 0 0 A
(0)
4,4
0 0 B
(1)
1,3 B
(1)
1,4
0 0 B
(0)
2,3 B
(0)
2,4
0 0 0 B
(0)
3,4
0 0 0 0
1
CCCCCCCCCCCCCCA
0
BBBBBBBBBBBBBB@
A
(0)
1,1 A
(0)
1,2 A
(0)
1,3 A
(0)
1,4
0 A
(1)
2,2 A
(1)
2,3 A
(1)
2,4
0 0 A
(2)
3,3 A
(2)
3,4
0 0 0 A
(0)
4,4
0 0 0 B
(2)
1,4
0 0 0 B
(2)
2,4
0 0 0 B
(0)
3,4
0 0 0 0
1
CCCCCCCCCCCCCCA
0
BBBBBBBBBBBBBB@
A
(0)
1,1 A
(0)
1,2 A
(0)
1,3 A
(0)
1,4
0 A
(1)
2,2 A
(1)
2,3 A
(1)
2,4
0 0 A
(2)
3,3 A
(2)
3,4
0 0 0 A
(3)
4,4
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1
CCCCCCCCCCCCCCA
Figure 5.6: Computation of the UQRD (5.13a) using the diagonally- and column-based strategies,
G = 4.
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and p(G) =
∑G
i=1 pi. If the diagonally-based strategy is used, then (5.55) is equivalent to comput-
ing
QTi,j
(
C
(i−1)
i+j,j C
(i−1)
i+j,j+1 · · · C(i−1)i+j,G
D
(i−1)
j,j D
(i−1)
j,j+1 · · · D(i−1)j,G
)
=
pj pj+1 · · · pG( )
C
(i)
i+j,j C
(i)
i+j,j+1 · · · C(i)i+j,G ki+j
D
(i)
j,j D
(i)
j,j+1 · · · D(i)j,G qj
, (5.56)
where i = 1, . . . , G − 1 and j = 1, . . . , G − i. Notice that, the upper triangular structure of D(0)
is preserved throughout the computation.
Now, if a column-based algorithm is used, then (5.55) is computed as
Q˜Ti
(
C
(i−2)
i,1 C
(i−2)
i,2 · · · C(i−2)i,2
D
(i−2)
1:i−1,1 D
(i−2)
1:i−1,2 · · · D(i−2)1:i−1,G
)
=
p1 p2 · · · pG( )
C
(i−1)
i,1 C
(i−1)
i,2 · · · C(i−1)i,2 ki
D
(i−1)
1:i−1,1 D
(i−1)
1:i−1,2 · · · D(i−1)1:i−1,G q(i−1)
.
Using this strategy, the block upper-triangular structure of D(0) is destroyed. This can be avoided
if at the ith step the blocks of B(i−2)1:i−1,j are annihilated one at a time and from bottom to top.
5.B Complexity analysis
The theoretical complexities of the algorithms in terms of number of flops (floating point oper-
ations) are derived in line with [28]. Initially the computational costs of the main factorizations
are calculated. These are then used to determine the complexity of Algorithms 6–9. For simplic-
ity the complexities are approximated for large values of G, M and k, where it is assumed that
k = k1 = · · · = kG.
5.B.1 Main factorizations
The number of flops required to compute the Cholesky factorization of an n × n symmetric and
positive definite matrix is given by n3/3 [28]. The complexities of computing the QRD of an m×n
matrix using Householder transformations and that of applying the same orthogonal transformation
to an m–element vector are given by T 1QR(m,n) = 2n2(m − n/3) and T 2QR(m,n) = 2n(2m −
n+ 1), respectively [28, pages 224-225]. Analogously, the complexity of computing the UQRD
QT
(
A
B
)
=
(
R
0
)
n
m−n
, (5.57)
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is T 1UQR(m,n) = 2n2(m−n+1), where Q ∈ Rm×m is orthogonal, R and A are upper triangular
of order n and B ∈ R(m−n)×n. The flops required to apply QT to a vector are T 2UQR(m,n) =
4n(m− n+1). Notice that the RQD and URQD have the same complexities as those of the QRD
and UQRD, respectively.
Now, consider the computation of the UQRD (5.52) and (5.55) using the diagonally-based
strategy. To simplify the analysis, let assume that ki = k, pi = p and qi = q, for i = 1, . . . , G.
Thus, the flops required to compute the UQRD (5.53), (5.54) and (5.56) are given, respectively, by
T 1UQR(k, p) = 2k
2(p+ 1),
((G − i− j)k + 1) T 2UQR(k, p) = 4(1 + (G− i− j)k)k(p + 1)
and
(G− i− j + 1)q T 2UQR(k, p) = 4(G− i− j + 1)k(p + 1)q.
The complexities of the diagonally-based methods are given by
Tdiag(G, k, p, q) =
G−1∑
i=1
G−i∑
j=1
((G− i− j)k + 1 + (G− i− j + 1)q)T 2UQR(k, p) + T 1UQR(k, p)
= G(G+ 1)k(p + 1)
(
2(k + q)(G+ 1)− 3k + 6)/3
' 2G(G + 1)2k(p+ 1)(k + q)/3.
Now, if the first block diagonal of B(0) is already zero, then the latter becomes
T ∗diag(G, k, p, q) =
G−1∑
i=2
G−i∑
j=1
((G− i− j)k + 1 + (G− i− j + 1)q)T 2UQR(k, p) + T 1UQR(k, p)
= (G− 1)(G − 2)k(p + 1)(2G(k + q)− 3k + 6)/3
' 2G(G − 1)(G− 2)k(p + 1)(k + q)/3.
5.B.2 Algorithm 1
The complexity of Algorithm 6 is dominated by that of steps 7 and 8. Specifically, the complexity
of step 7 is given by
G−1∑
i=1
2(G− i)kT 2QR(M,k) = G(G− 1)k2(2M − k + 1)
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and that of step 8, i.e., computing the UQRD (5.13a) and (5.13b), by
Tdiag(G− 1, k,M − k, 0) = (G− 1)(G − 2)k(M − k + 1)
(
(2G − 5)k + 6)/3
' 2(G − 1)(G − 2)(G− 5
2
)k2(M − k + 1)/3.
Thus, the number of flops required by Algorithm 6 is approximately
T1(G,M, k) ' (G− 1)k2
(
GM + 2(M − k + 1)(G2 − 3G+ 5)/3)
' G2k2(M + 2G(M − k + 1)/3).
Table 5.6 reports the complexity of each step of Algorithm 6.
Table 5.6: Complexity of each step of Algorithm 6
Step Complexity
1 G3/3
2 MG2
4 2k2(M − k/3)
5 2k(2M − k + 1)
Step Complexity
7 G(G − 1)k2(2M − k + 1)
8 2(G − 1)(G − 2)(G − 5/2)k2(M − k + 1)/3
9 G2k2
5.B.3 Algorithm 2
The complexity of Algorithm 7 is approximately that of steps 6–8. The flops required by step 6 are
G(G − 1)M T 2QR(M,k)/2 = G(G− 1)kM(2M − k + 1).
Notice that steps 7 and 8 can be computed using an adaptation of the diagonally-based algorithm.
Furthermore, since the diagonal blocks of W˜ (0)BA are zero, the flops of these steps are
T ∗diag(G, k,M − k,M − k) = G(G − 1)k(M − k + 1)(2GM − 3k + 6)/3
' 2G2(G− 1)k(M − k + 1)M/3.
Therefore, the complexity of Algorithm 6 is
T2(G,M, k) ' G(G− 1)kM
(
M + 2(G + 3/2)(M − k + 1)/3)
' G2kM(M + 2G(M − k + 1)/3).
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5.B.4 Algorithm 3
The complexity of the interleaving Algorithm 8 is determined by that of steps 6, 7 and 9. Step 6
applies QTi from the left of an M × ks matrix and Qi from the right of an M(G − s − 1) ×M
matrix. The complexity of this step is thus
T 2QR(M,k)(ks +M(G− s− 1)) = 2k(2M − k + 1)(M(G − 1)− s(M − k)).
For all the iterations s = 0, . . . , G− 1 the complexity is evaluated to
G−1∑
s=0
2k(2M − k + 1)(M(G − 1)− s(M − k)) = G(G− 1)k(M + k)(2M − k + 1)
' G2k(M + k)(2M − k + 1).
Now, the complexity of step 7 is given by that of the URQDs (5.28) and of (5.25b), i.e.,
s∑
i=1
(
T 1UQR(M,k) + (k(s− i+1) +M(G− s+ 1))T 2UQR(M,k)
)
= 2k(M − k + 1)(ks(s+ 4) + 2Ms(G− s+ 1)).
Therefore, for all the iterations s = 0, . . . , G− 1 the complexity becomes
G−1∑
s=0
2k(M − k + 1)(ks(s+ 4) + 2Ms(G− s+ 1))
= G(G+ 1)k(M − k + 1)(G(k +M) + 13k + 4M)/3
' G3k(M + k)(M − k + 1)/3.
Step 9 consists of multiplying an M(G− s−1)× sk matrix with a vector using 2M(G− s−1)sk
flops. For all the iterations s = 0, . . . , G− 1 the number of flops required is
G−1∑
s=0
2Mks(G− s− 1) = G(G− 1)(G − 2)kM/3 ' G3kM/3.
Thus, the total complexity of steps 6, 7 and 9, and thus, of Algorithm 8, is given by
T3(G,M, k) ' G2kM
(
M +G(M − k + 2)/3) +G2k2(M +G(M − k + 1)/3).
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5.B.5 Algorithm 4
For the complexity analysis of Algorithm 9 it is assumed that M1 = k and that Ms = α =
(M−k)/(p−1), s = 2, . . . , p. Under these assumptions the complexity of step 2 is approximately
T2(G, k, k) = G
2k3 + 2/3G3k2. Now, the complexities of computing the UQRD (5.36a), the
tranformation
QT(s)
(
W
(s−1)
AA 0
0 C ⊗ IMs
)
and the RQD (5.36b) are, respectively,
G T 1UQR(k + α, k) = 2Gk
2(α+ 1),
G(G− 1)(k + α)T 2UQR(k + α, k)/2 = 2G(G − 1)k(α + 1)(k + α)
' 2G2k(α + 1)(k + α)
and
Tdiag(G, k, α, α) = G(G+ 1)k(α + 1)(2(k + α)(G + 1)/3 − k + 2)
' 2G3k(α+ 1)(k + α)/3.
It follows that the complexity of step 6 is dominated by that of computing the RQD (5.36b), i.e.
Tdiag(G, k, α, α).
Finally the complexities of steps 7 and 8 are, respectively, α3/3 and 2G2kα, which are marginal
respect to that of step 6. Thus, the complexity of Algorithm 9 is given by
T4(G,M, k, α) ' G2k3 + 2G3k2/3 + 2G3k(α+ 1)(k + α)(M − k)/(3α).
For α = 1, this reduces to
T4(G,M, k, 1) ' G2k3 + 2G3k2
(
2M − 2k + 1)/3.
Notice that, if M  k, then T4(G,M, k) = 4G3k2(k + 1)M/3, which is a linear function of the
sample size.
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5.C A computationally efficient method for solving SUR models with
orthogonal regressors
Abstract:
A computationally efficient method to estimate seemingly unrelated regression equations models
with orthogonal regressors is presented. The method considers the estimation problem as a general-
ized linear least squares problem (GLLSP). The basic tool for solving the GLLSP is the generalized
QR decomposition of the block-diagonal exogenous matrix and Cholesky factor C ⊗ IT of the co-
variance matrix of the disturbances. Exploiting the orthogonality property of the regressors the
estimation problem is reduced into smaller and independent GLLSPs. The solution of each of the
smaller GLLSPs is obtained by a single-column modification of C . This reduces significantly the
computational burden of the standard estimation procedure, especially when the iterative feasible
estimator of the model is needed. The covariance matrix of the estimators is also derived.
5.C.1 Introduction
Consider the seemingly unrelated regressions (SUR) model in the compact form
Vec(Y ) =
(⊕Gi=1Xi)Vec ({βi}G) + Vec(U), (5.58)
where Y =
(
y1 . . . yG
)
and U =
(
u1 . . . uG
)
are the T × G matrices of the endogenous and
disturbance vectors, respectively, ⊕Gi=1Xi is equivalent to the exogenous block diagonal matrix
diag(X1,X2, . . . ,XG), Xi ∈ RT×ki has full column rank, {βi}G denotes the set of coefficient
vectors β1, . . . , βG and Vec(·) is the vector operator that stacks the columns of a matrix or set of
vectors [3, 46, 69]. The disturbance vector Vec(U) has zero mean and dispersion matrix Σ ⊗ IT ,
where Σ = [σij ] is positive definite and ⊗ denotes the Kronecker product operator. For notational
convenience the subscript G in the set operator {·} is dropped and ⊕Gi=1 will be abbreviated to ⊕i.
The best linear unbiased estimator (BLUE) of the SUR model derives from the solution of the
Generalized linear least squares problem (GLLSP)
argmin
V,{βi}
∥∥V ∥∥
F
subject to Vec(Y ) = (⊕iXi)Vec ({βi}) + (C ⊗ IT )Vec(V ), (5.59)
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where Σ = CCT , U = V CT and
∥∥ · ∥∥
F
demotes the Frobenius norm [46, 61, 63]. Although
this formulation allows for singular Σ, without loss of generality, it will be assumed that Σ is non-
singular and C is its upper triangular Cholesky factor. The solution of (5.59) can be obtained using
the generalized QR decomposition (GQRD):
QT (⊕iXi) =
( )
⊕iRi K
0 GT−K (5.60a)
and
QT (C ⊗ IT )P =
K GT−K( )
W11 W12 K
0 W22 GT−K
, (5.60b)
where Ri, W11 and W22 are upper triangular, Q ∈ <GT×GT and P ∈ <GT×GT are orthogonal and
K =
∑G
i=1 ki [63]. The orthogonal matrix Q is defined as
Q =
(
⊕iQi ⊕iQ̂i
)
, (5.61)
where
Xi =
(
Qi Q̂i
)(Ri
0
)
ki
T−ki
(5.62)
is the QR decomposition (QRD) of Xi [46, pp. 117-123].
Using the GQRD (5.60) the GLLSP (5.59) can be written as
argmin
{v˜i},{vˆi},{βi}
G∑
i=1
(∥∥v˜i∥∥+ ∥∥vˆi∥∥) subject to(
Vec ({y˜i})
Vec ({yˆi})
)
=
(
⊕iRi
0
)
Vec ({βi}) +
(
W11 W12
0 W22
)(
Vec ({v˜i})
Vec ({vˆi})
)
,
where
P T Vec(V ) =
(
Vec ({v˜i})
Vec ({vˆi})
)
,
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QTi y = y˜i, Q̂
T
i y = yˆi, y˜i, v˜i ∈ <ki , yˆi, vˆi ∈ <T−ki (i = 1, . . . , G) and
∥∥ · ∥∥ is the Euclidean norm.
Thus, Vec ({v˜i}) = 0, and the solution of (5.59) comes from solving the triangular system(
Vec ({y˜i})
Vec ({yˆi})
)
=
(
⊕iRi W12
0 W22
)(
Vec ({βi})
Vec ({vˆi})
)
.
In practice, the covariance matrix of the SUR model is typically unknown. Here, an itera-
tive procedure is used to derive a feasible estimator of the coefficients. Given an initial consistent
estimator of Σ, an estimator of Vec ({βi}) is computed, and from the residual of the estimated
coefficients, another estimator of Σ is derived. This procedure is repeated until convergence [86].
Thus, (5.60a) is computed only once, and the computational cost of the iterative estimation proce-
dure is dominated by (5.60b), which needs to be computed at each iteration for different estimators
of C .
It has previously been shown how to reduce the computational burden of the iterative estimation
procedures when the SUR model has common or proper subset regressors [26, 46, 48]. Often
inferences and comparisons about the SUR estimators are made under the assumption of orthogonal
regressors (hereafter abbreviated to SUR-OR) [70, 79, 87]. The SUR-OR has the condition that the
regressors in any two equations obey
XTi Xj = 0, i, j = 1, . . . , G and i 6= j. (5.63)
Giles and Srivastava have investigated the efficiency of the BLUE of the SUR model in various
special cases (e.g. variance inequalities and positivity of correlations constraints, restrictions on the
parameters, and heteroscedastic disturbances) by studying the corresponding BLUE in the SUR-
OR model [79, pp. 22, 87-104, 137-139, 245-251].
The purpose of this work is to investigate numerically stable and computationally efficient
methods for solving SUR-OR. The proposed estimation procedure exploits this orthogonality prop-
erty and computes the BLUE by solving G independent GLLSPs. In solving the smaller GLLSPs,
a single-column modification of the triangular C ∈ <G×G is performed. Thus, the costly compu-
tation of the RQ decomposition (RQD) of the GT ×GT matrix QT (C⊗ IT ) in (5.60b) is avoided.
In the next Subsection the solution of the SUR-OR model using the GLLSP approach is con-
sidered, and it is shown how the problem can be reduced to G independent smaller GLLSPs. In
Section 5.C.2 an efficient method to compute the GQRDs by exploiting the structure of the GLL-
SPs is presented. The advantages of this method for computing the iterative feasible estimator are
discussed. The computation of the covariance matrix of the estimator is derived in Section 5.C.4.
Finally, conclusions and future work are presented in Section 5.C.5.
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5.C.2 The SUR model with orthogonal regressors
Consider now the solution of the GLLSP (5.59) for deriving the BLUE of the SUR-OR model, that
is, the SUR model (5.58) with orthogonal regressors (5.63). From the QRD (5.62) and property
(5.63) it follows that
QTj Qi = 0, i 6= j (5.64)
and
QTj Xi = 0, i 6= j. (5.65)
Notice that the submatrix Qi of the orthogonal matrix Q in the QRD (5.62) that corresponds to the
range space of Xi, is unique, apart for the sign of its elements, while Q̂i – the submatrix of the or-
thogonal matrix that corresponds to the null space
of Xi – is not. Considering this and using (5.65) the submatrix Q̂i can be defined as
Q̂i =
(
Q0 Q1 . . . Qi−1 Qi+1 . . . QG
)
, (5.66)
where Q0 ∈ <k0 is the orthogonal complement of the matrix
(
Q1 Q2 . . . QG
)
and k0 =
T −K. This implies that (5.64) and (5.65) hold for Q0 (j = 0).
Multiplying the constraints of the GLLSP (5.59) from the right by the transposed of the orthog-
onal matrix
Q =
(
IG ⊗Q0 IG ⊗Q1 . . . IG ⊗QG
)
gives
argmineV ,{βi}
∥∥V˜ ∥∥
F
subject to
Vec(Y˜ ) = QT (⊕iXi)Vec({βi}) +QT (C ⊗ IT )QVec(V˜ ), (5.67)
where Y˜ =
(
Y˜0 Y˜1 · · · Y˜G
)
, V˜ =
(
V˜0 V˜1 · · · V˜G
)
, Y˜i = Q
T
i Y and V˜i = QTi V for
i = 0, 1, . . . , G. The constraints in (5.67) can be written as the set of G+ 1 constraints
Vec(Y˜i) =(IG ⊗QTi )(⊕jXj)Vec({βj})
+
G∑
j=1
(IG ⊗QTi )(C ⊗ IT )(IG ⊗Qj)Vec(V˜j), i = 0, 1, . . . , G. (5.68)
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However, since for i = 1, . . . , G
(IG ⊗QTi )(⊕jXj)Vec({βj}) = Vec({QTi Xjβj}) =

0
Ri
0
 βi,
(IG ⊗QT0 )(⊕jXj)Vec({βj}) = Vec({QT0Xjβj}) = 0
and
(IG ⊗QTi )(C ⊗ IT )(IG ⊗Qj) = (C ⊗QTi Qj) =
0 if i 6= j,C ⊗ Iki if i = j,
the constraints (5.68) can be written as
Vec(Y˜i) =

0
Ri
0
 βi + (C ⊗ Iki)Vec(V˜i), for i = 1, . . . , G, (5.69a)
and
Vec(Y˜0) = (C ⊗ IT−K)Vec(V˜0). (5.69b)
Furthermore, the constraints (5.69) are equivalent to
Y˜0 = V˜0C
T , (5.70a)
and
Y˜i =
(
0 Riβi 0
)
+ V˜iC
T , for i = 1, . . . G. (5.70b)
The solution of the triangular system (5.70a) is not required as it does not provide any useful
information. Thus Q0 in (5.66) need not be determined. The constraints (5.70b) are structurally
and statistically unrelated. Therefore, from ‖V˜ ‖2F =
∑G
i=0 ‖V˜i‖2F , it follows that the GLLSP (5.67)
can be reduced into the G smaller and independent GLLSPs
argmineVi,βi
∥∥V˜i∥∥F subject to Y˜i = (0 Riβi 0)+ V˜iCT , for i = 1, . . . G.
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5.C.3 The solution of the ith GLLSP
Consider the solution of the ith (i = 1, . . . , G) GLLSP
mineVi,βi
∥∥V˜i∥∥F subject to Y˜i = (0 Riβi 0)+ V˜iCT . (5.71)
Let Y˜i, V˜i and C be partitioned, respectively, as
Y˜i =
i−1 1 G−i( )
Y˜
(i)
A y˜
(i)
i Y˜
(i)
B
, V˜i =
i−1 1 G−i( )
V˜
(i)
A v˜
(i)
i V˜
(i)
B
,
and
C =
i−1 1 G−i
CAA ξ CAB i−10T cii ηT 1
0 0 CBB G−i
.
Furthermore, let W (i) = Gi−1 . . . G1, where Gj (j = 1, . . . , i − 1) denotes a Givens rotation that
annihilates cji, i.e., ξj , when applied from the right of C . The rotation Gj affects only the ith and
jth columns of C . That is,
Ĉ(i) = CW (i) =

Ĉ
(i)
AA 0 CAB
λ(i)T cˆii η
T
0 0 CBB
 , (5.72)
where Ĉ(i)AA and CBB are upper triangular, and λ(i) is the fill-in. This implies that the GLLSP
(5.71) can be equivalently written as
argmin
bV (i)A ,vˆ(i)i ,eV (i)B ,βi
(∥∥V̂ (i)A ∥∥F + ∥∥vˆ(i)i ∥∥2 + ∥∥V˜ (i)B ∥∥F ) subject to
(
Y˜
(i)
A y˜
(i)
i Y˜
(i)
B
)
=
(
0 Riβi 0
)
+
(
V̂
(i)
A vˆ
(i)
i V˜
(i)
B
)
Ĉ
(i)T
AA λ
(i) 0
0T cˆii 0
T
CTAB η C
T
BB
 , (5.73)
where
V˜iW
(i) =
(
V̂
(i)
A vˆ
(i)
i V˜
(i)
B
)
.
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From (5.73) it follows that Vˆ (i)A and V˜ (i)B can be computed by solving the triangular system
(
V̂
(i)
A V˜
(i)
B
)(Ĉ(i)TAA 0
CTAB C
T
BB
)
=
(
Y˜
(i)
A Y˜
(i)
B
)
,
while the random vector vˆ(i)i = 0 is set to zero in order to minimize the objective function. There-
fore, the estimator for βi derives from the solution of the triangular system
Riβˆi = y˜
(i)
i − V̂ (i)A λ(i) − V˜ (i)B η. (5.74)
5.C.4 The covariance matrix of the estimators
The variance-covariance of the estimators βˆi and βˆj is given by
Cov(βˆi, βˆj) = E
(
(βˆi − E(βˆi))(βˆj − E(βˆj))T
)
.
From (5.74) and (5.73) it follows that
βˆi − βi = R−1i vˆ(i)i cˆii = R−1i QTi V wicˆii = cˆiiR−1i
(
wTi ⊗QTi
)
Vec(V ), (5.75)
where wi is the ith column of W (i) such that vˆ(i)i = V˜ (i)wi = QTi V wi.
Since Vec(V ) has zero mean and covariance matrix IGT , it follows from (5.75) that, for i, j =
1, . . . , G,
E(βˆi) = βi
and
Cov(βˆi, βˆj) = E
(
(βˆi − βi)(βˆj − βj)T
)
= cˆiicˆjjRi
(
wTi ⊗QTi
)
E
(
Vec(V )Vec(V )T
)(
wj ⊗Qj
)
RTj
= cˆiicˆjjRi
(
wTi wj ⊗QTi Qj
)
RTj .
Using (5.64), this is reduced to
Cov(βˆi, βˆj) =
cˆ2ii(RTi Ri)−1, if i = j,0, otherwise.
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5.C.5 Conclusion
A computationally efficient method has been proposed to estimate SUR models with orthogonal re-
gressors (SUR-OR model) using the GLLSP approach. Initially this method computes the QRD of
the exogenous matrices and then exploits the orthogonality of the regressors to reduce the GLLSP
to smaller, independent GLLSPs. To estimate each of the smaller GLLSPs, a sequence of Givens
rotations is employed to annihilate the elements in a single column of the triangular matrix C . The
computation of the RQD (5.60b) is avoided. This makes the proposed method particularly useful
when an iterative estimator of SUR-OR is needed. An expression for the variance-covariance ma-
trix of the estimators shows that there is no correlation among them. This expression is simpler
than previously proposed methods [79, pp. 137-139].
The proposed method for computing the BLUE of the SUR-OR model has lower computational
complexity than those which compute the BLUE of the SUR model without orthogonality among
the regressors. This suggests that the proposed method could be used to derive a biased estimator
of the SUR model when the derivation of the BLUE is not computationally feasible. The efficiency
of this biased estimator needs to be studied and compared with that of other estimators [20, 22].
The proposed method is intrinsically parallel. The QRDs of the exogenous matrices and the
solution of smaller GLLSPs can be obtained simultaneously [46, pp. 29-38]. However, another
possibility bears investigation is the design of (parallel) Givens strategies that could operate on the
matrix C to produce Ĉ(1), . . . , Ĉ(G) in (5.72) as intermediate results [46, ch. 23]. This kind of
parallelism would be efficient for SIMD architectures [47].
Chapter 6
Conclusions
Computationally efficient methods for estimating Seemingly Unrelated Regressions (SUR) models
have been proposed and analyzed. The SUR model have been considered in its standard form
and with additional assumptions on the regressor matrices and/or the disturbances. Speficially the
following models have been investigated:
• the SUR model,
• SUR models deriving from Vector Autoregressive (VAR) processes,
• SUR models having disturbances which are generated by a VAR process,
• SUR models with unequal size observations,
• SUR models with Orthogonal Regressors.
The aforementioned SUR models have been reformulated as Generalized Linear Least Squares
Problems (GLLSP). The algorithms which solve the GLLSPs and provide the Best Linear Unbiased
Estimators (BLUE) have use the Generalized QR decomposition (GQRD) as the main computa-
tional tool [55, 61, 62, 63]. In each model the structure and properties of the matrices involved are
exploited. This approach allows for computationally efficient and numerically stable implementa-
tions [62, 76]. Furthermore, the proposed algorithms can be extended to detect inconsistencies and
handle models having singular covariance matrices [45]. The computational details of the various
implementations of each method have been considered.
The VAR model with zero coefficient constraints or Granger–caused variables have been con-
sidered as a SUR model with common, or proper subset regressors, respectively [26]. The ex-
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ogenous matrices of the regression equations comprise columns from a block Toeplitz matrix.
Efficient numerial and computational methods that exploit the special structure of the SUR model
are proposed. Block versions of the algorithms which are suitable for conventional high perfor-
mance computers need to be designed [17]. The adaptation of the numerical methods to tackle
other models that have similar matrix structures as those proposed here needs to be considered.
Currently the Vector Error Correction Model (VECM) and the Johansen procedure for estimating
cointegrated systems are investigated. The VECM has a structure similar to that of (2.4), while
the Johansen procedure requires the OLS estimation of a linear system having a block Toeplitz
structure [36, 37, 58].
The SUR model with vector autoregressive distubances is firstly transformed to a smaller
model, then the GQRD is used as the main computational tool to exploit the structure of the ma-
trices and to estimate the reduced-size model [24]. The computational savings are significant for
large samples. Computational results confirm the efficiency of the proposed method when com-
pared to solving the general linear model. The estimator of the model is computed iteratively when
the covariance matrix of the uncorrelated component or the matrix of AR parameters are unknown
and need to be estimated. Some of the computations are unnecessary if only one of these two matri-
ces changes. An iterative estimation procedure that efficiently utilizes computations from previous
steps has been developed. The extension of the proposed method when the SUR model has VAR(p)
disturbances, that is, when the disturbance matrix U satisfies U−∑pi=1 ZiUATi = E. Furhermore,
in the case of autoregressive disturbances the matrix of AR coefficient is diagonal and this allows
to simplify the proposed method.
The SUR model with unequal size of observations (SUR-USO) has been treated as a GLLSP
[23]. The algorithms proposed for its solution use the GQRD by exploiting the block-sparse struc-
ture of the matrices. The first algorithm initially computes the QRD of the exogenous matrix by
annihilating from bottom to the top blocks of observations which consist of a non-zero block-
superdiagonal. The annihilation of the blocks is obtained by orthogonal transformations which do
not create any fill-in. These transformations are also applied from the left of the Cholesky factor,
which then needs to be retriangularized. The second recursive algorithm interleaves the QRD and
RQD of the exogenous and modified Cholesky factors, respectively. This avoids the explicit com-
putation of the RQD and thus, reduces the computational burden of the estimation procedure. For
the case of normally distributed disturbances the maximum likelihood estimation has been consid-
ered. A closed-form solution of the Cholesky factor of the covariance matrix has been derived by
solving the first order Kuhn-Tucker conditions of the likelihood function. This resulted an iterative
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procedure to estimate the SUR-USO model when the variance–covariance matrix Σ is unknown.
Furthermore, this procedure never yields a non-definite estimator for Σ. The proposed method can
adapted to estimate unbalanced Panel Data models and extended to tackle Simultaneous Equations
and SUR models with missing observations [5, 33, 35].
Four algorithms for solving the SUR model have been compared [20]. The first algorithm esti-
mates an ordinary linear model (OLM) equivalent to the SUR model which have a block triangular
regressor matrix. The BLUE of the SUR model results from the least-squares (LS) solution of the
OLM. This algorithm produces the LS estimator by exploiting the sparse structure of the matrices
and outperforms the corresponding LAPACK subroutine (DGELS), which treats the matrices as
full, when the problem is not very small.
The remaining three algorithms compute the BLUE by formulating the SUR model as a GLLSP
which is solved by using the GQRD [21, 46, 50]. The first method computes the GQRD of the block
diagonal and Kronecker structures of matrix of the exogenous variables and the Cholesky factor of
the dispersion matrix, respectively. This method is computationally more efficient than the corre-
sponding LAPACK routine (DGGGLM) that solves the general linear model. The second method
solves the GLLSP iteratively. Each iteration solves a smaller sized GLLSP. The main advantage of
this method is that it avoids the formation of the computationally expensive retriangularization of
the Cholesky factor. Finally, a recursive estimation strategy is proposed. This is found to be the
most efficient when the model is not very small. Furthermore, this strategy requires less memory
and can thus solve larger problems.
The algorithms are reassessed after an initial orthogonal transformation is made to reduce the
SUR model to one of smaller size. This transformation lead to a significant reduction for large-
scale models, where the number of observations in each equation is much larger than the total
number of regressors. The solution for the SUR, and consequently transformed SUR, model when
the regressions have common exogenous factors is currently under investigation. The algorithms
for solving the transformed SUR model (5.44) is currently adapted to solve simultaneous equations
models [6, 15, 52, 89]. Although the first algorithm is the most computationally efficient, it is
numerically less stable than the other three [76]. Thus it may provide a poor solution when the
covariance matrix is ill-conditioned and fails if it is singular [45, 55, 61, 62]. In such cases, the
GLLSP approach should be used.
The methods presented in this work can be adapted or extended to estimate related economet-
rics models. These include dynamic simultaneous equations models, structural VAR, panel data
models, SUR and simultaneous equations models with one-way and two-way error components
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disturbances, SUR models with large and sparse regressor matrices, nonlinear SUR models and
SUR models with inequality constraints on the parameters. Furthermore, the numerical stability of
the algorithms needs further investigation.
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