Abstract: The Extended Kalman Filter (EKF) is the most widely used state estimation technique for non-linear systems in the field of process engineering. In this contribution, we investigate the performance of the EKF for continuous polymerization of acrylic acid in a tubular reactor with multiple side feeds of monomer. The EKF usually yields satisfactory estimations if the nonlinearities of the underlying system are not too severe. We observed that the EKF for this process diverges regardless of its tuning unless it is iterated at very fast sampling rates. In order to verify this, we have tested the EKF for different tunings and different sampling rates in 100 independent Monte Carlo simulations for each setup. In contrast Particle Filters use the nonlinear model of the process directly and do not suffer from the problems caused by linearization. On the other hand the computation times are significantly higher.
INTRODUCTION
State estimation is an important part of every model-based control system. In such a control scheme, the controller simulates the process model to compute the optimal inputs (according to some cost function, tracking or economicsbased) and therefore the process states are needed to initialize the model. Usually not all states of a system are measurable. The high price of reliable sensors is one of the reasons to implement state estimators. Also sometimes the process does not have a proper configuration to install the necessary sensors or for some quantities sensors cannot provide the measurements at the requested frequency or not accurately enough. Even in the case of the availability of measurements, they are always contaminated with noise. These reasons make it indispensable to implement state estimation techniques in model-based control systems. All state estimation techniques utilize a model of the underlying process and use the measured control inputs and the available state measurements to reproduce the states. For linear systems, the Luenberger observer and the Kalman Filter are the most widely used state estimation techniques. In the area of the non-linear systems, the Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF), high gain observers, Moving Horizon Estimators (MHE), Particle Filtering (PF) and many others have been proposed. Due to its relatively simple structure and low computation effort, the Extended Kalman Filter is the most popular estimation technique for non-linear systems. This state estimation technique employs the non-linear model of the process in the prediction step but uses a linearized model in the computation of the correction gain and of the error covariance matrix. It is well known that the performance of the EKF is determined to a large extent by the tuning of its free parameters Q, R and P (0), where Q and R are the covariance matrices of the process noise and the measurement noise and P (0) is the error covariance of the initial states. For complex systems which comprise hundreds of states and where usually the number of the available measurements compared to the number of the states is small, tuning of these parameters can be a difficult task. The Extended Kalman Filter usually exhibits a satisfactory performance if the non-linearities of the system are not too severe, otherwise the estimator may diverge.
In this contribution we demonstrate for a practically relevant example that the Extended Kalman Filter diverges unless the sampling times are very short and compare it with a Particle Filter. Particle Filters implement the non-linear model of the process directly and do not suffer problems caused by the linearization. We compare these two estimation techniques in terms of the effect of the sampling rate on the convergence and with respect to the computation times. The rest of this paper is organized as follows: In section 2 the process model, its properties and the numerical method to solve it are discussed. Section 3 describes the Extended Kalman Filter and its performance for our test case. The Particle Filtering and the estimation results using this technique for the tubular reactor example are presented in section 4. Finally in section 5, conclusions and an outlook are presented.
PROCESS MODEL
The process investigated in this work is the continuous production of poly acrylic acid (PAA) in a tubular reactor with multiple side feeds of monomer. The P &ID diagram of this reactor is shown in figure 1 . The reactor comprises a total length of four meters and a volume of 720 ml. With the goal to reach efficient mixing of the reactants, the reactor has been equipped with static mixers. The reactor is divided into four zones where each two modules build a zone. The internal diameter of the modules of the first two zones is 12.1 mm whereas the other two zones have a diameter of 21 mm. At the nominal flow rate of 1 kg/hr, this configuration of the reactor leads to a total residence time of about 2600 seconds. The product quantity and quality are manipulated using the four side feeds of monomer (u 1 , u 2 , u 3 , u 4 ) and the uniform jacket temperature of each zone of reactor (T J1 , T J2 , T J3 , T J4 ). A measurement of the temperature in the middle of each zone of the reactor is available (T 1 , T 2 , T 3 , T 4 ). A measurement of the viscosity at the reactor outlet is available and is used to compute the weight average molecular weight of the produced polymer (M w ). The residual monomer of the product is of interest for quality control and is represented by c M in figure 1. This quantity is not measured. The simulation results presented in this work are based on a realistic model of this process. Assuming perfect mixing in the radial direction and using the energy and component balances for all components, a rigorous dynamic model for this process has been developed. The free radical polymerization of acrylic acid is modeled by the terminal model approach and the method of moments is used to model the polymer chain length distribution (Crowley et al. 1997) . The reaction system is assumed to consist only of initiator decomposition, chain propagation and chain termination by combination. The resulting nonlinear partial differential equations (pde) are shown in equations 1 to 8 (Hashemi et al. 2016) .
where z ∈ [0, 4] and denotes the spatial domain. c I and c M are the initiator and monomer concentrations respectively. λ 0 , λ 1 and λ 2 represent the zeroth, first and second moment of active polymers. µ 1 µ 2 denote the first and second moment of inactive polymers and T is the reactor temperature. The temperature dependent rate coefficients k d , k p and k tc are modeled using an Arrhenius approach. The weight average molecular weight of the product is computed from the moments as follows:
More details about the process model can be found in (Hashemi et al. 2016) . In this work, the method of lines is used to solve the pde model of the process. This means that the spatial derivatives of the pde model are substituted by algebraic approximations and therefore, the pde model is converted to an ode system which can be solved using the methods proposed for odes. The reactor system considered in this work reacts to the changes of the input flow rates with sharp concentration fronts and long settling times (figure 2). This is due to the near plug flow characteristic between the inputs and the outputs. In order to simulate such systems accurately, one possibility is to use low order finite differences schemes on very fine discretization grids to approximate the spatial derivatives of the pde model. However, such an approximation increases the size of the ode model drastically and therefore is impractical. Another possibility is to use so-called high resolution methods to approximate the spatial derivatives (Bouaswaig et al. 2009 ). We have used the weighted essentially nonoscillatory scheme (WENO) for this purpose and observed that a similar accuracy as for low order finite differences method can be achieved with a discretization grid which is 25 times smaller (Hashemi et al. 2016) . For the details about the numerical method the reader is referred to (Borges et al. 2008 ) and (Liu et al. 2011) . In this work, the spatial derivatives of the pde system are approximated using the WENO scheme on a discretization grid of 200 points which results in an ode model with 1600 states and this ode model is used throughout this paper. CVODE from the MATLAB interface of SUNDIALS has been used to simulate the model. A simulation of the this system is shown in figure 2 . 
EXTENDED KALMAN FILTER

Theoretical Background
The Extended Kalman Filter (EKF) is a generalization of the Kalman Filter (KF) for non-linear systems. In the following, we explain the discrete time KF briefly and then state its relation to the EKF. The KF is usually formulated as a recursive algorithm in two steps: prediction and correction. In the prediction step, a prediction of the states and of the error covariance is computed. In the correction step, the predictions are updated by incorporating the most recent measurement(s). The KF assumes stochastic disturbance in the process model and the measurements equations as follows:
(10b) (10c) where ω and υ are the process and the measurement noise and assumed to have Gaussian distribution with zero mean and uncorrelated and white. The goal of the KF is to minimize the expectation of the estimation error i.e.
As the process model is usually continuous and the measurements are discrete, the process model is transformed to a discrete model in the form of eq.(10a) where
and ∆t is the sampling time. For the assumptions on the process, measurement and noises mentioned above, the solution of 11 is:
where the superscripts ′′ − ′′ and ′′ + ′′ indicate the a priori and the a posteriori estimations respectively. Q and R are the process noise and the measurement noise covariance matrices. P is the estimated error covariance matrix and is an indicator of the estimation accuracy. K is the Kalman gain matrix and controls the amount of the correction on the a priori estimations. The first expression for P + k ,(eq. 13e), is called the Josef stabilized version of the error covariance update and guarantees the symmetricity and positive definiteness of P + k and is numerically more robust (Simon 2006) . P(0), Q and R are the free parameters of the Kalman Filter. While the estimation quality is influenced largely by these parameters, there is no general rule to tune them. The Extended Kalman Filter, is an approximation of the KF for non-linear systems which uses the linearized equations of the process and the observation models. Taylor series expansions are used to linearize the process and the observation equations around the previous estimation of the KF. Then the equations (13a-13f) are used to compute an approximate estimation of the states. While in the prediction step the linearized model of the process can be used with a simple numerical integration scheme (e.g. Euler's method), it is advantageous to use the non-linear model with a more sophisticated numerical integration method. This increases the computation time but prevents introducing the linearization and integration errors in the prediction step. Several publications have reported the advantage of this method e.g. (Axelsson et al. 2015) .
Simulation Results
In this section the state estimation results using an EKF for the polymerization process described in section 2 are presented. The time integration (eq. 13a) is performed using the CVODE function from SUNDIALS package and the non-linear model of the process is used. The transformation of the continuous system to discrete system is performed by expm function from MATLAB. Using this function we have not encountered any stability problems caused by this operation i.e. if F c k−1 has its all eigenvalues in the left half plane, then F k−1 = expm(F c | t=(k−1)∆t ·∆t) has its all eigenvalues inside the unit circle. In order to exclude the possible problems of asymmetric P + k , the Josef stabilized version in the update of P + k is used. Since our goal is to use the designed estimator in the context of model-based optimizing control, it is desired to use small sampling rates similar to the optimizing controller e.g. 500 [s] (Hashemi et al. 2016) . The stimulating control inputs were chosen to be similar to the control signals generated by the optimizing controller and are shown in figure 3 . It is assumed that the measurements are subject to Gaussian noises with standard deviation of 0.5 [K] for the temperature measurements and 5 [kg/mol] for the molecular weight measurement. The simulation is assumed to be deterministic and process noise is only assumed for the EKF simulations. In figure 4 , a simulation with a sampling time of 1 second for all three different tunings of the EKF is shown. The EKF is able to follow the true states of the system with a reasonable error which depends on its tuning. The computation times of the first 100 iterations of this simulation are shown in the upper plot of figure 9. It can be seen that the computation times in the current implementation do not meet the requirement of an update every second which is required for stability reasons. In figure 5 , the eigenvalues of the estimation error, (F−KH), for one run of the simulations with tuning #1 and for four different sampling rates are shown. It can be seen that the longer the sampling intervals are, the larger the unstable eigenvalues of the estimation error become. However, even for the sampling time of 1 second, for which all simulations converged, still some of the eigenvalues are located outside the unit circle. From this, it can be inferred that it is possible that even for this sampling rate, some of the simulations would have diverged, if more Monte Carlo simulations would had been carried out. The same could happen with different stimulating inputs or for different tunings of the EKF or different levels of measurement and process noises. For a sampling time of 0.5 seconds, the estimation error has even smaller eigenvalues but still some of them lie outside the unit circle. The conclusion is that 1 For all tunings R = diag([0.5 2 , 0.5 2 , 0.5 2 , 0.5 2 , 5 2 ]) Tuning #1: Q ′ = diag(10 − 6 × [1, 1, 1, 1, 100, 1, 3, 1] ), Q = repmat(Q ′ , 1, 200) and P(0) = 100 × Q. Tuning #3: Q ′ = diag(10 −6 × [3, 3, 2, 2, 300, 1, 1, 1]), Q = repmat(Q ′ , 1, 200) and P(0) = 50 × Q. Tuning #2 does not have repeated pattern and cannot be shown here. Each diagonal element of Q has a value proportional to the absolute value of the corresponding state. P(0) = 100 × Q. shorter sampling times result in more robust behavior of the EKF and consequently more successful simulations, however there is no guarantee for the convergence of 100% of the simulations. In order to understand the reason of divergence of the EKF for small sampling rates, we have performed another simulation and investigated the autonomous response of this process. For this purpose, we perturbed the initial conditions of the reactor system by 5% from their true values at some steady state, and then computed the evolution of the states. The simulation results are presented in figure 6 . It can be seen in this figure that for a slight perturbation of the initial states from their original values, the reactor system exhibits a quite complex non-linear and non-monotonic behavior and therefore, as the EKF relies on the linearized model of the process and measurements to update the Kalman gain matrix, the applied correction terms become very large and cause the EKF to diverge.
PARTICLE FILTERING
Theoretical Background
With the continuous increase of the computational power, Particle Filters which are sequential Monte Carlo methods, get the chance to be applied in industrial practice as state estimators. Some works about the application of Particle Filtering can be found in (Shenoy et al. 2013) and (Hashemi et al. 2014) . In this approach, the required a posteriori density functions of the states are represented by a set of weighted random samples. Particle filtering has its roots in Bayesian filtering. While Bayesian filtering is a batch approach and processes all available information to construct the posterior probability density functions, Particle Filtering is a recursive method and does not need to store and process the old information. Particle filters use the full model of the system and need assumptions neither about the type of process model (linear or nonlinear) nor about the distributions of the measurement and process noise, and any suitable process model and noise probability density functions can be used. The weights of the samples are defined based on so-called importance sampling (Bergman 1999) . A generic Particle Filtering algorithm can be described as follows: (Arulampalam et al. 2002) (0) Model equations: The Particle Filter uses the nonlinear process and the non-linear observation equations. (1) Generation of the particles: From the known pdf of the initial states, N random particles are generated. Each particle is a candidate for the initial states of the system. At this step all particles have equal weights. (2) Propagation of the particles: The generated particles are propagated by simulating the system model for one sampling interval. This yields the prediction of each particle for the states at time interval k. Then the measured states are computed for each particle. (3) Assigning the new weights: As the new measurements are available, the weights of the particles are updated recursively. Different variants of Particle Filtering propose different methods to update the weights of the particles. In Sequential Importance Resampling (SIR), which is used in this work, the weights of particles are updated based on the proximity of the computed variables to the measurements i.e.
In the case that more than one measurement are available, the joint probabilities are used. (4) Resampling: In this step, an a posteriori set of the particles is chosen. There are different methods to perform resampling. In this work the systematic approach (Doucet et al. 2008 ) has been used. (5) Computation of the state estimates: Any statistical measure of the a posteriori set can be computed. Usually the mean value is of interest. (6) Roughening: In order to increase the diversity of the resampled particles for the estimation at the next sampling event, usually some noise is added to the a posteriori set of particles. This is called roughening.
Simulation Results
In this section the simulation result of the state estimation of the continuous polymerization reactor using the Particle Filtering is presented. Here the same assumptions as for the EKF about the process and measurement noises are taken and all five measurements are used. No modelplant mismatch is considered here as well. The stimulating inputs are identical to those in the EKF simulations shown in figure 3 . However here the sampling time is set to 300 seconds. The distribution of the monomer concentration of the initial particles as well as their weight average molecular weight along the reactor length for 1000 particles are shown in figure 7 . Due to the lack of space, the distribution of the particles for the other states are not shown here.
For the purpose of the illustration, the initial particles are generated based on an inaccurate probability density function i.e. the initial distribution of the particles does not include the true states of the reactor system and is not even close to it. Such a choice results in relatively poor performance of the state estimator in the initial phase and increases the propagation times of the particles at the first iteration of the state estimator. The simulation results are presented in figure 8 . 2 For the relatively poor estimations in the initial phase (t ≤ 1500[s]), besides the low quality of the initial particles, the observability of the reactor system for the available measurements must be considered. The measurement which is most sensitive to the concentrations along the reactor is the viscosity measurement at the outlet, hence a correction of the states in the initial section is only possible when the reaction at the output has been observed. The largest portion of the computation effort of Particle Filtering is consumed in the propagation of the particles. However, as the propagation of each particle is independent from the other particles, parallel computation can be used. The computation times of the first 100 iterations of the Particle Filter are presented in the lower plot of figure  9 . The average computation time of the PF is about 32 seconds which is about 11% of the sampling time. We have tested the PF with sampling times 50[s] ≤ T s ≤ 500 [s] and for all of them the estimations converged. 
CONCLUSION
In this contribution we have investigated the performance of the Extended Kalman Filter and the Particle Filtering for the continuous polymerization of acrylic acid in a tubular reactor with multiple side feeds. The state estimation is a prerequisite for the model-based optimizing control of this reactor. The optimizing controller uses a relatively long sampling time (500 seconds) and therefore as the first approach, we implemented an EKF with the same sampling time. It turned out that for this sampling time the EKF diverges regardless of its tuning. To verify this, the EKF was tuned in three different ways and for each tuning 100 independent Monte Carlo simulations with different realizations of the measurement noise and initial states were performed but no successful simulation was achieved. No successful simulation were achieved for moderately shorter sampling (i.e. 250, 125, 100 and 50 seconds) as well. For much shorter sampling times, i.e. 25, 20, 10, 5 and 2 seconds some simulations were successful but not all of them. Only for a sampling time of 1 second, all 100 simulations for all three different tunings were successful. However, by checking the eigenvalues of the estimation error, it became visible that even for this sampling time (1 second), some eigenvalues lie outside the unit circle. This means that it is basically possible that the EKF can diverge for a sampling time of 1 second if different levels of noise are assumed or the EKF is tuned differently or the simulations were repeated more often. We showed that the reactor system investigated in this work has a non-linear and complex response for small perturbations of the initial states and therefore the linearized models used by EKF are not good approximations of the original non-linear model. Therefore very short sampling times are required. A better option would be to use Particle Filtering. Particle Filters propagate the candidate states of the system (particles) using the nonlinear models and assign a weight for each of them. Using the nonlinear models results in long computation times, however longer sampling times can be used and the Particle Filter can be implemented in real time. Moreover, as the propagation of each particle is independent from the propagation of other particles, parallel computation can be used easily. The comparison shows that the Particle Filter consumes only 11% of the sampling time for the computations whereas the EKF implementation violates the real-time requirement. Another option could be to implement an UKF.
