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Abstract 
Manufacturing companies are increasingly exposed to volatile market conditions. In this environment, ensuring a reliable adherence to 
promised delivery dates, allows for a considerable competitive advantage. However, due to dynamically changing production circumstances 
and high varieties in production programs, manufacturing companies regularly fail in reaching this logistical target. A main prerequisite for 
mastering this challenge are excellent Production Planning and Control processes. The quality of transactional data of production processes are 
a commonly ignored root cause for inadequate detailed scheduling plans although a vast volume of these data are used for updating production 
job statuses and short-term production plans, deriving conclusions for immediate control interventions as well as monitoring production 
efficiency. Typically, measures for improving data quality involve implementing integrity constraints in databases and setting up data quality 
processes as well as dedicated organizational structures. Evidently, these classic approaches do not successfully prevent manufacturing 
companies from dealing with inadequate data quality in their PPC processes. Consequently, this paper presents a model for increasing the 
quality of data relevant for production processes by adapting data mining algorithms. This new approach allows to estimate probable values for 
typical data inconsistencies in transactional data of PPC processes. Several adapted algorithms are benchmarked on real-world data sets of 
German mid-sized manufacturing companies and evaluated towards their power and efficiency. 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
In recent years, there has been a stronger focus on 
manufacturing companies from emerging countries due to 
steep performance increases. These companies strive to catch-
up with companies from high-wage countries like Germany in 
terms of product quality and customer service. Increasing 
customer demands regarding individualized products at low 
cost and shortened delivery times make this competitive 
environment even more challenging [1, 2, 3]. Key success 
factor to exceed competitors and satisfy customers is the 
adherence to promised delivery dates which also has a positive 
impact on production costs by lowering stock and saving 
capacities. Manufacturing companies from high-wage 
countries are aware of this competitive advantage [4, 5]: A 
recent study conducted by the Laboratory for Machine Tools 
and Production Engineering (WZL) of RWTH Aachen 
University shows that 67% of these companies claim the 
adherence to promised delivery dates is their main logistical 
target. Despite this fact, most companies struggle fulfilling 
this claim due to machine failures, missing raw materials or 
short-term customer changes [6].  
A main prerequisite to cope with the given complexity and 
to reach the logistical target are excellent production planning 
and control (PPC) processes. The PPC for near-term and 
middle-term scheduling of production jobs is commonly 
executed by IT-systems such as Advanced Planning and 
Scheduling Systems (APS-Systems). The quality of APS-
Systems’ planning results rely highly on an accurate and 
consistent data base. However, the data collecting process 
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executed by multiple sources like Production Data Acquisition 
(PDA) Systems or Manufacturing Execution Systems (MES) 
is prone to inaccuracies and inconsistencies. Production 
feedback data such as time stamps or production volumes are 
often compromised by defect sensors or manual reporting 
errors [7]. Despite the ongoing digitalization efforts in 
production, manual reporting is still a common phenomenon 
due to outdated machines and economic feasibility [5].  
However, increasing data quality will become even more 
crucial for improving manufacturing companies’ efficiency 
and competitiveness as is it an important prerequisite for smart 
factories, in which cyber-physical systems will operate 
autonomously based on accurate and consistent data [8].  
2. Importance of data consistency for PPC processes 
PPC processes constitute a control loop fed by various 
kinds of data. This control loop consists of the near-term 
scheduling, the execution of the production processes as well 
as the gathering of transactional data for the feedback loop. Its 
main task is to adjust all production control parameters 
continuously taking into account customer orders and various 
targets. An essential prerequisite is gathering transactional 
data to monitor the current situation on the shop-floor which 
is regularly compromised by disturbances such as machine 
failure, absence of employees due to sickness and delayed 
deliveries to just name a few. These disturbances induce 
deviations between the planned and current production status 
in terms of machine utilization, production progress, and 
throughput [9, 10, 11].  
The execution of the control loop requires high quality data 
in order to work adequately. The general understanding of 
high data quality is the level in which the data meets the 
requirement of “fitness for use” [12]. In the case of PPC 
processes, it can be assumed that data of high quality need to 
fulfill the following three criteria [13]: completeness, 
correctness and consistency. Consistent data contains 
information without any contradictions surfacing. Correctness 
is achieved by data reflecting the reality correctly. Finally, 
data is labeled as complete if the gathering process covers all 
predefined data points without any missing pieces [14]. 
However, industry studies show that PPC data quality does 
regularly not meet these three criteria: For this paper, twelve 
typical data inconsistencies and errors in PPC processes have 
been identified in real industrial data sets from four mid-sized 
German manufacturing companies. These data inconsistencies 
have been clustered considering the above mentioned 
dimensions of data quality as well as scale of measure (cf. 
Fig. 1). Scale of measure is an important criteria for 
identifying applicable algorithms for the given data 
inconsistencies and errors.  
For nominal data, only one case has been identified: 
missing information concerning the utilized work station (a). 
This incomplete data leads to incorrect assumptions 
concerning logistic material flows and utilization of work 
stations.  
 
 
Fig. 1. Classification of data errors and inconsistencies in PPC processes. 
All other errors and inconsistencies affect data on an 
interval scale. Missing time-stamps of production processes 
and missing set-up and processing times affect the 
completeness dimension of data quality (b). Increasing lot 
sizes over the course of one production order obviously have 
to be incorrect (c). Finally, five different cases of time 
overlaps between consecutive process steps lead to 
inconsistencies in the datasets (d). The rate of occurrence of 
these errors and inconsistencies have been examined for four 
real-world industrial data sets of German mid-sized 
manufacturing companies (cf. Table 1). 
Table 1. Rate of occurrence of error classes in four real-world data sets 
Company A B C D 
Time period 
from…to 
Jan 2012  
Jan 2013 
Jan 2013 
Jan 2014 
Jan 2010  
Feb 2012 
Sep 2012 
Feb 2013 
# data sets 107,490 89,188 225,937 2,355 
(a) 0.2 % 0.0 % 0.1 % 23.0 % 
(b) 4.8 % 5.9 % 6.5 % 0.3 % 
(c) 3.0 % 2.9 % 0.7 % 36.6 % 
(d) 0.2 % 14.9 % 6.9 % 6.9 % 
 
Although the percentages alone do not seem to be 
significant, taking into account the absolute numbers of data 
sets which represent individual production processes, even the 
low percentages account for a high number of compromised 
data.  
3. State of the art 
The mitigation of deficiencies in data quality has been 
widely discussed by researchers. The existing research can be 
clustered into two streams. The first stream comprises 
approaches promoting organizational changes for achieving 
higher data quality while the second stream seeks to apply 
approaches which focus on data processing.  
Starting point for the first stream is to implement 
organizational structures and systems in order to increase data 
quality. KNIGHT and SMITH [15] as well as RUSSOM [16] 
independently present a three level organizational concept. 
These approaches follow a top-down structure with the 
objective to design processes assuring a fit-for-use data quality 
by guiding the employees’ work. For that end, a Steering 
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Committee consisting of the top management defines a quality 
vision. This vision is transformed by the second level into a 
strategy which derives the activities for the third level. On the 
third level the so called Data Stewards or Domain Stewards 
are responsible for ensuring the quality vision by carrying out 
the predefined activities. They have the authority to approve 
data sets and manage the access. The concept is consistent 
with the three levels of Bleicher’s St. Galler Management 
Model [17] and the approach of having a vision as source of 
every entrepreneurial operation [18]. Commonly, the 
organizational data quality approaches exacerbate the 
execution of the actual processes and therefore strongly 
depend on the employees’ discipline. Even with additional 
training, process routines and understanding of data quality 
importance, human activities are always prone to errors. 
Hence, the second stream of research focusing on 
increasing data quality comprises approaches for 
implementing rules and advanced logic into IT systems in 
order to prevent wrong entries. One common approach is the 
implementation of integrity constrains guaranteeing the 
semantical correctness of data sets by determine range and 
type of possible inputs [19, 20].  
Another set of approaches is clustered by GARCÍA-
LAENCINA ET AL. into four categories [21]: 
- Deletion of compromised data sets and using only the 
complete data. 
- Imputation or estimation of missing data based on 
Machine Learning or statistical methods. 
- Model-based procedures, where missing data and 
patterns are handled simultaneously. 
- Machine learning procedures which incorporate 
missing data into the classifier.  
Deletion of compromised data sets is the easiest method but is 
only useful if a small number of data sets are affected and the 
errors do not occur systematically [22]. This assumption is not 
always correct and can lead to strong biases. Model-based 
procedures are causing higher efforts without better results 
than simple imputations due to their simultaneous approach. 
Machine learning procedures without imputation are not 
suitable since they are not improving the data quality. 
Statistical imputation methods require independent variables 
with the same distribution. Production data do not always 
satisfy these requirements [23]. Imputation based on Machine 
Learning is the most promising way of increasing data quality. 
Data mining (DM) represents the application of Machine 
Learning methods on vast data sets [24]. Data mining is 
already widely applied in fields such as banking, insurance, 
medicine and marketing [25].  
SHEN ET AL. applied association rules to a data set of breast 
cancer patients and derive several rules which ultimately lead 
to a higher accuracy in estimating missing data values [26]. 
RAHMAN uses the combination of a decision tree and an 
expectation-maximization algorithm to describe the horizontal 
correlation between two attributes in the same row. The data 
sets of census and credit approvals showed that the method 
achieves a higher accuracy on bigger data sets [27]. 
NELWAMANDO employed data mining to a data set of 
information concerning HIV-patients such as age, education 
level, region etc. The imputation process is based on neural 
networks [28]. 
Data mining for production and manufacturing has gained 
little attention yet. In the 1990s researches began gradually to 
apply data mining in automotive, LCD, semiconductor, and 
steel manufacturing for predictive maintenance, fault 
detection, diagnosis, and scheduling [29]. Literature reviews 
show that the negative effect of compromised data in PPC 
processes is no focus topic [30, 31]. 
LAKSHMINARAYAN ET AL. carried out pioneer work by 
applying data mining for imputation on maintenance data. The 
Bayesian unsupervised learning method and decision-tree 
based supervised learning method had a poor performance 
when predicting a single value but showed high accuracy on 
forecasting multiple choices for the same target variable [23]. 
KOONCE and TSAI employed data mining on an ideal job shop 
schedule data set without considering missing data [31]. In 
recent years, KWAK and KIM considered compromised data 
while applying data mining for optimizing a semiconductor-
manufacturing process. However, the process in focus had a 
highly linear value flow nature and cannot be compared with 
the complex material flow of a job shop production [32]. 
No research has so far been conducted on applying data 
mining to mitigate the negative effects of compromised data 
on PPC. SHABAZ ET AL. identify as main reason the variety 
and complexity of production processes which make it 
difficult to derive general data mining approaches [33]. 
However, taking into account the huge importance of high 
quality data for business success, data mining methods, which 
are specifically designed for this purpose, could be of great 
benefit. 
Therefore, in this paper, a model for increasing data 
consistency of relevant transactional data for Production 
Planning and Control (PPC) processes via the adaptation of 
data mining (DM) algorithms is presented. 
4. Adapting data mining algorithms for increasing data 
consistency in production control 
The proposed model for an efficient adaptation of data 
mining algorithms for increasing data consistency in 
production control consists of three steps: 
 
i. Classifying severeness of errors and inconsistencies 
ii. Property-based pre-selection of suitable algorithms  
iii. Evaluating performance of adapted algorithms 
 
There is a vast amount of theoretically important data errors 
and inconsistencies in production control which complete 
consideration exceeds the reasonable amount of effort in 
research or practical application. Therefore, the errors and 
inconsistencies must be classified in terms of severeness for 
the execution of PPC processes. We propose the calculation 
of an expected damage value given in (1) as an indicator for 
the severeness of every error and inconsistency. This indicator 
takes into consideration the relative probability of occurrence 
as well as the assumption that some data errors or 
inconsistencies are more hurtful to production control 
processes than others. Computing its value for all defined 
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errors and inconsistencies allows for an ordinal ranking which 
leads to a prioritization and an efficiency increase in line with 
the pareto principle (“80-20-rule”). The damage ܣ௞  is a 
qualitative variable which determines the degree of impact 
onto the considered production objective. The weighting 
factor ܿ௞  allows a differentiation between these production 
objectives. Both factors have to be derived individually for 
every manufacturing company by e.g. expert interviews which 
make them somewhat subjective. 
¦
 
 
n
k
kkerrorerror AcpS
1
                                    (1) 
ܵ௘௥௥௢௥   = Expected damage value 
݌௘௥௥௢௥   = Percentage of occurrence 
ܣ௞  = Damage per production objective k 
ܿ௞  = Weighting factor of production objective k 
݊ = Number of production objectives 
 
Subsequent to assessing the severeness of errors and 
inconsistencies, the second step is the selection of suitable 
data mining algorithms for each type of error or inconsistency 
which exceeds a given severeness threshold. For this end, data 
errors and inconsistencies as well as suitable algorithms must 
be categorized for identification purposes (cf. Fig. 2). The 
data sets containing errors and inconsistencies can be 
categorized using three properties: number of attributes in the 
data set, scale of measure of these attributes as well as 
statistical characteristics. 
The higher the number of available attributes in the data 
set, the more complex prediction models can be build with the 
algorithms. The scale of measure defines the density of 
information given by an attribute. Categorical attributes have 
a nominal or ordinal scale, while continuous attributes possess 
an interval or ratio scale. Finally, statistical characteristics 
such as value distribution, missing data pattern and missing 
data mechanism need to be considered [34]. 
Each algorithm has specific properties defining their 
suitability to deal with particular errors and inconsistencies 
and their corresponding properties: problem specification, 
algorithm parameters, learning method, and underlying 
statistical assumptions. 
The problem specification determines the main algorithm 
property category, either classification or regression. A 
classification problem is given if an input vector has to be 
assigned to an output vector consisting of a finite number of 
discrete categories which means that the target data set has a 
nominal scale. On the other hand, regression can be 
performed on continuous data sets such as times or volumes 
as well as metric values [35].  
The number and variants of algorithm parameters 
determine the degree of freedom in adapting a specific 
algorithm to given features of a data sets. For example, for a 
k-Nearest-Neighbor classifier, the size of the considered 
neighborhood is given by the parameter k while a neural 
network is defined by the number of its hidden layers [36]. 
These variables must be adapted for specific application and 
will considerably influence the algorithm’s performance. 
The algorithm can be further classified by their 
characterization into eager learning or lazy learning 
approaches. Eager learning methods construct a generalized 
prediction model based on a data training set. This way, all 
predictions with new data do not need much computational 
effort. In contrast to this approach, lazy learning methods 
build their prediction model without generalization beyond 
the training data set. Obviously, the eager learning approach 
has a slower learning phase than a lazy learning approach 
while its prediction can be computed more rapidly [36]. 
Most algorithms come with certain underlying statistical 
assumptions concerning the considered data set such as 
normal distribution or conditional independence of the 
attributes. For instance, applying linear regression to a non-
normal distributed data set will lead to biased results. 
However, in practical applications, algorithms have shown to 
work well under circumstances which deviate from strict 
theoretical assumptions [24]. 
 
 
Fig. 2. Data set properties for determining suitable DM algorithms. 
By matching the data set properties and the corresponding 
algorithms properties, one can determine a set of suitable DM 
approaches. These principally eligible algorithms must then 
be evaluated for their performance and efficiency in order to 
select the most suitable approach for each data error or 
inconsistency in data relevant for production control. The 
preferred performance measure is the percentage of correct 
imputations. The algorithms’ efficiencies can be assessed by 
comparing the run-time. In order to calculate this performance 
measure and select a suitable DM algorithm as the best 
performing approach, an iterative validation process is 
proposed (cf. Fig. 3). 
The main obstacle for conducting a real assessment of the 
performance of any approach for increasing data consistency 
by adapting DM algorithms is the lack of a gold-standard data 
set which can serve as comparison for the correct imputation 
percentage. Therefore, such a data set has to be manufactured 
by cleaning a real-world data set with traditional approaches, 
e.g. deletion auf faulty data and simulating correct time 
stamps. Evidently, this cleaned real-world data set will be 
smaller in size than the original data set. However, the 
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challenge is to preserve the same characteristics of the 
original data set.  
 
 
Fig. 3. Model for increasing data consistency in production control 
For this end, the individual errors’ rates of occurrences, the 
missing data patterns as well as the missing data mechanisms 
are evaluated in the real-world data set and subsequently 
induced again into the cleaned real-world data set. Following, 
the adapted DM Algorithms can be tested on this error-
induced basis data set. By comparing the actual values from 
the cleaned real-world data set with the estimated values from 
the cleaned basis data set, the performance of the applied 
algorithm can be evaluated. The best performing algorithms 
for each error or inconsistency will then be applied to the 
original real-world data set under the assumption to perform 
similarly well as in the evaluation scenario. 
5. Experimental results and central findings 
The approach outlined in this paper has been applied to a 
data set of company A listed in Table 1.  
First, the severeness of the defined data errors and 
inconsistencies has been assessed by computing the expected 
damage value according to (1) with an order of severeness of 
(a), (c), (b) and (d). Hence, the missing information 
concerning the utilized work station (a) (cf. Fig. 1) has been 
deemed the most severe of the identified data errors and 
inconsistencies and will be prioritized accordingly in the 
following paragraphs. 
As a second step, the data set properties must be matched 
with properties of DM approaches in order to identify suitable 
algorithms. The attribute “work station” is a categorical 
variable along with 25 other categorical attributes in the data 
set, such as material identifier, following production 
sequence, etc., which can be used as predictor variables. 
Consequently, suitable DM approaches must be able to deal 
with categorical data which excludes any kind of regression 
models. Instead, classification algorithms such as Naïve 
Bayes Classifier (NBC), k-Nearest Neighbor (kNN), Decision 
Trees (DT) or Artificial Neural Networks (ANN) are eligible. 
For this paper, the DT and kNN approach have been adapted 
for the problem of estimating missing information concerning 
the utilized work station. 
Decision Trees are a common predictive modelling 
approach which resemble a tree structure by modeling classes 
as leaves while the branches are attribute values belonging to 
the respective class [36]. The k-Nearest-Neighbor algorithm 
tries to classify a given object by identifying the most 
common class among the k closest neighbors. Therefore the 
size of the considered neighborhood, given by the parameter 
k, has a substantial influence on the algorithm’s performance 
[36]. Another important parameter for the kNN algorithm is 
the so-called distance metric which determines the 
computation of the closest neighbors. For the experiments 
reported in this paper, the size of the neighborhood has been 
set to k=5. A hamming distance, which computes the 
percentage of attribute values that differ, has been used as 
distance metric. 
The performance results of both adapted algorithms on the 
data set from company A are compared in Table 2. While 
both approaches were able to estimate roughly two thirds, 
66.5 % and 67.9 % respectively, of the missing work stations 
correctly, the k-Nearest-Neighbor algorithm was able to 
compute the result almost in half of the time. 
Table 2. Comparison of results in performance and efficiency 
DM Algorithm Performance Efficiency 
Decision Tree 66.5 % 598.6 sec 
k-Nearest-Neighbor 67.9 % 329.6 sec 
 
It can be inferred that the kNN approach outperforms the 
DT algorithm in terms of accuracy and speed (cf. Table 2). 
However, configuring the kNN is also more complex in 
comparison since a suitable distance metric as well as the size 
of the neighborhood have to be defined in advance. Therefore, 
in spite of its inferior efficiency, the DT approach still has a 
high applicability for increasing data consistency in 
production control. 
6. Conclusion and further research 
During the next decade, the importance of high data 
consistency will tremendously increase when manufacturing 
companies are implementing Smart Factory concepts. For this 
end, a model for increasing data consistency in production 
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control processes has been proposed. First experiments with 
two adapted DM algorithms have shown the 
advantageousness over existing approaches can be expected 
for the presented model for increasing data consistency in 
production control.  
However, considerable further research has to be 
conducted in several directions in order to improve on the 
results: Initially, the numerous possibly eligible approaches 
for each data error or inconsistency have to be tested. 
Furthermore, the parametrization of each individual algorithm 
determines its performance and efficiency to a great degree 
which lets the authors expect considerable improvement 
potential. In the long run, the objective is to build a fully 
functional prototype for implementation into the production 
control loop of a manufacturing company in order to fully 
validate the proposed approach. The realization of this 
concept will allow for an improvement in the achievement of 
logistical targets by making production job statuses more 
transparent and facilitating analyses on consistent data.   
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