Experimental evidence supports that cortical oscillations represent multiscale temporal modulations existent in natural stimuli, yet little is known about the processing of these multiple timescales at a neuronal level. Here, using extracellular recordings from the auditory cortex (AC) of awake bats (Carollia perspicillata), we show the existence of three neuronal types which represent different levels of the temporal structure of conspecific vocalizations, and therefore constitute direct evidence of multiscale temporal processing of naturalistic stimuli by neurons in the AC. These neuronal subpopulations synchronize differently to localfield potentials, particularly in theta-and high frequency bands, and are informative to a different degree in terms of their spike rate. Interestingly, we also observed that both low and high frequency cortical oscillations can be highly informative about the listened calls. Our results suggest that multiscale neuronal processing allows for the precise and non-redundant representation of natural vocalizations in the AC.
together, our results highlight the existence of a multiscale temporal representation of natural vocalizations at a neuronal level in the AC. Such segregation could contribute to a parsed representation of temporal acoustic structures in the mammalian brain.
Results
Three main types of neurons coexist in the AC. Electrophysiological data from 87 units (i.e. spike-sorted neuronal responses) in the AC of awake bats (C. perspicillata; six animals, two males) were recorded in response to four natural distress sequences (seq1, seq2, seq3, and seq4). The spectrotemporal structure of the calls is depicted in Fig. 1 , and their general properties summarized in Supplementary Table 1 .
Units in the AC of C. perspicillata responded differently to the temporal structure of the sequences. A subset of them were able to represent discrete call elements (i.e. individual syllables) in a reliable and precise manner across trials, and were therefore termed syllable-tracking (ST) units (see example in Fig. 2b ). Another subset of units, which were unable to reliably track discrete syllables, could represent the slower temporal structure of the calls (i.e. its bouts). As illustrated in Fig. 2c , this ability becomes apparent in response to seq2 and seq4, where the unit's spiking followed the calls' bout structure; such units were termed bout-trackers (BT). Thus, ST and BT units represented different timescales in the temporal structure of the sequences: their (fast) syllabic and (slow) bout structures, respectively. Finally, a third subset of units showed no evident tracking abilities to either the bout or syllabic structures of the vocalizations. These units are referred to as non-tracking (NT) units and are exemplified in Fig. 2d .
As a marker of the bout and syllabic temporal structures of the calls, we used the slow (0.1-15 Hz) and fast (50-100 Hz) components of their amplitude envelope (env s and env f , respectively; see Fig. 1 ). Spike times of each unit were related to the instantaneous phase of env s and env f , and circular statistics were performed to quantify the synchronization capacity of the spiking to either of them (see Methods). Spike phases relative to the slow and fast envelopes, computed for the ST, BT, and NT units shown in Fig. 2b -d, are depicted in Fig. 2e . To quantify phase-locking strength we used the mean circular vector of the spike phases relative to either env s or env f (R s or R f , respectively). If a unit showed a significant synchronization (Rayleigh test, p < 0.001) to the fast envelope in every sequence tested it was classified as ST, whereas if a unit was significantly synchronized to the slow temporal structure of all stimuli, but not to the fast one, it was classified as BT. NT units did not fulfill any of these criteria. In total, we found 22 ST units, 37 BT units, and 28 NT units.
A prominent feature of ST responses was the high across-trial precision of their spiking activity, evidenced by the width of the peaks in their spike probability density function over time (sPDF; Fig. 2b , bottom). Neuronal precision was quantified as the halfwidth half-height (HWHH) of the main peak of the autocorrelation of a unit's sPDF 35 , in response to a certain call. Values of HWHH for the example ST, BT, and NT units are shown in Fig. 2f . Although the spiking precision was affected by the call under consideration in the representative BT and NT units, the ST unit's precision was consistently~2 ms, and therefore considerably better. Note that while ST, BT, and NT units did not differ significantly in their spike shape (according to their spike width, Supplementary Figure 1 ), these neuronal groups showed slight differences regarding their frequency tuning (Supplementary Figure 2) . Differences in temporal response properties across calls. At a population level, ST, BT, and NT units responded similarly to the examples shown in Fig. 2b -d. Figure 3b shows that ST units followed the syllabic rate of the calls, whereas BT units represented their bout structure, particularly in response to seq2 and seq4 (those with more than one bout). To address differences in the temporal response properties of the three neuronal subtypes (across calls and within groups), we compared the two metrics used to characterize the units' spiking: their HWHH and R values. In terms of spike precision, and regardless of the call under consideration, ST units were always significantly more precise than BT and NT units ( Fig. 3c ; FDR-corrected Wilcoxon ranksum tests, corrected p (p corr ) ≤ 0.0013; median precision in ST units: 2.7 ms), although BT and NT units did not differ significantly in terms of HWHH (p corr > 0.08). While the HWHH values of BT and NT units were affected by the call analyzed (Friedman's test; BTs: p = 0.009; Χ 2 = 11.56; df = 3; NTs: p = 0.01; Χ 2 = 10.93; df = 3), post hoc tests revealed no significant pairwise differences for the responses across calls in any group, except for responses of BT units between seq3 and seq4, and of NT units between seq1 and seq3 (FDR-corrected Wilcoxon signed-rank tests; p corr < 0.03). Conversely, the precision of ST units was not significantly affected by the sequences (Friedman's test, p = 0.08; Χ 2 = 6.71; df = 3). These results indicate that differences in the spiking precision of ST, BT, and NT units were preserved across calls, and that the HWHH was not consistently affected by the call's structure.
Considering the synchronization abilities to the slow envelope of the sequences, BT and ST units typically had significantly higher R s than NT units ( Fig. 3d ; FDR-corrected Wilcoxon ranksum tests, p corr ≤ 0.02), except in response to seq1 where groups of ST and NT units did not differ significantly (p corr = 0.46), and in response to seq3 (the shortest sequence) where the R s of BT and NT groups was not significantly different (p corr = 0.065). Regarding the units' R f , STs were significantly better synchronized to env f than BTs and NTs, in every call tested ( Fig. 3e ; FDRcorrected Wilcoxon rank-sum tests, p corr < 2.2 × 10 -6 ), while the R f of BT and NT units was not significantly different across vocalizations (p corr > 0.45). How the sequences affected the values of R s and R f for each neuronal group is illustrated in the significance matrixes shown in Fig. 3f .
These results highlight differences in responses of ST, BT, and NT units, indicating that ST and BT units were able to represent distinct timescales present in the sequences' envelopes, whereas NT units were altogether poorly locked to the calls. We further tested this notion by evaluating the presence of periodicities in the spiking of each neuronal group, and observed that ST and BT units carried periodicities in their response at fast (50-100 Hz) and slow (0.1-15 Hz) rates, respectively, while NTs did not (Supplementary Figure 3) . The former is in accordance to their synchronization abilities to the syllabic or the bout structure of the calls.
Spike-LFP coherence patterns in the AC are group specific. We addressed whether the differences presented above would also be reflected in the way the spiking activity synchronized to ongoing LFPs. To quantify synchronization, we used the spike-field coherence (SFC) metric 29, 34 , a normalized, frequency-dependent index that measures how well spikes lock to LFPs (0 no coherence; 1 perfect coherence). The SFC was calculated only in response to the two longest sequences (seq2 and seq4), and in units that fired at least 150 spikes across all trials of each sequence (14/22 ST, 28/37 BT, and 15/28 NT units, see Methods).
Compared to a baseline SFC calculated from spontaneous firing (see Supplementary Figure 4 for a representation of the spontaneous activity), the coherence in each group during sound processing exhibited different trends: ST units increased their spike-LFP synchrony in high frequencies (50-100 Hz) of the spectrum, BT units showed increased synchronization mainly in the theta-band of the spectrum (4-8 Hz), whereas NT units did not differ from spontaneous activity in terms of their SFC (Fig. 4a) . The above was true in response to seq2 and seq4, and was corroborated by statistically comparing the mean SFC in theta-and high-frequency bands of the LFPs. Theta-band SFC in BT units was significantly higher during stimulation than during spontaneous activity ( Fig. 4b ; FDR-corrected Wilcoxon signedrank tests, p corr ≤ 0.03), but was not affected in ST or NT units (p corr > 0.8). Additionally, only ST units significantly increased their synchronization to high-frequency LFPs ( Fig. 4c ; p corr ≤ 0.0024 for ST units; p corr > 0.37 for BT and NT units). Such spike-LFP coherence in high LFP frequencies is not necessarily related to gamma-band computational processes (see ref. 28 , and Discussion), but rather to the syllabic rate which entrains both the LFPs and the spiking of ST units. High-frequency LFP-stimulus entrainment has been previously reported in this species 3, 36 , and b Raster plots (top) and spike probability density function over time (bottom; 1 ms precision) of a representative syllable-tracking (ST) unit, responding to each of the distress calls tested. The response to a specific sequence is aligned with panel a for clarity. was quantified here using the stimulus-field coherence metric (a frequency-dependent index similar to the SFC; see Supplementary Methods), depicted in Supplementary Figure 5 . Overall, the coherence patterns suggest distinct cortical processes underlying the response type of each neuronal subpopulation, particularly implicating low frequency oscillations in the organization of BTlike responses. In addition, although there was phase-amplitude coupling (PAC) between low (4-8 Hz) and high-frequency LFPs (50-100 Hz) in all cases studied, such PAC did not directly account for differences between the ST, BT, and NT spiking (see Supplementary Figure 6 ).
Rate-of-fire information across neuronal groups. Possible differences in the encoding capabilities of ST, BT and NT units were addressed by means of Shannon mutual information (MI; also "information" throughout the manuscript). To quantify the MI between neurophysiological signals and auditory streams, aspects of the responses can be translated into so-called neural codes that approximate plausible representations of the stimuli. In this section, we focus on a neural code defined by the spiking rate (I rate ) of individual units ( Fig. 5a , top; see Methods).
Regarding I rate , the three neuronal groups were informative to different degrees (Fig. 5b) . In response to all sequences tested, ST Fig. 5 Syllable-tracking units provide the highest information in terms of spiking rate. a Representation of the main neuronal codes used in the study: a rate code (I rate ), determined by the neuronal spiking; a phase code (I phase ), determined by binned phases of the LFP; and a rate-phase code (I rate_phase ), which combines both of the above. b Information in the rate code of the three neuronal groups (STs, BTs, and NTs; represented in blue, red, and black, respectively). Significance was assessed after FDR-corrected Wilcoxon ranksum tests. Note that ST units were the most informative in terms of firing-rate (p corr < 2.6 × 10 −5 ). c Significance matrixes showing the results of statistically comparing I rate for each neuronal group, across sequences. Conventions as defined in Fig. 3f . Briefly, cell (i,j) in a matrix represents the p-value of comparing I rate in response to sequences i and j, respectively. For example, in the leftmost matrix the star in cell (1, 2) indicates that I rate in ST units significantly differed in response to seq1 and seq2. Note that the matrixes are symmetrical along the diagonal (red dashed line). (*p corr < 0.05; **p corr < 0.01; ***p corr < 0.001) Patterns of I phase at different frequency bands varied depending on the sequence analyzed, suggesting that the temporal structure of the call's envelope altered the I phase values at distinct LFP frequencies (Fig. 6c) . In fact, the tendencies of I phase were consistent with the trends of LFP phase synchronization observed for each group, across calls (compare I phase in Fig. 6c with the LFP-stimulus coherence in Supplementary Figure 5 ). Note, in Supplementary Figure 5 , that LFPs showed strong stimulussynchrony at frequencies matching the syllabic rate of the calls. Consequently, the information content of the LFP phase did not deteriorate at higher frequency bands (>50 Hz), and fast LFPs, which could entrain to the syllabic rate of the sequences, were at least as informative as low-frequency oscillations. The former was assessed by statistically comparing the information of LFP phase in the 4-8 and 62-72 Hz ranges (the lowest vs. the highest frequency bands studied). Figure 6d shows that I phase in high frequencies could be significantly higher than I phase in the thetaband (FDR-corrected Wilcoxon signed-rank test, p corr < 0.034), and that otherwise they did not differ significantly (p corr > 0.3).
Low-and high-frequency LFPs increase information in spiking.
With the aim of addressing if the phase of the LFP in different frequencies contributed additional information to the spiking responses, we quantified the MI considering a joint code that encompassed both the units' firing rate, and the phase of ongoing oscillations (I rate_phase ; Fig. 5a , bottom). The code was constructed by labeling spikes with the LFP phase, and calculating I rate_phase from the phase-labeled spiking (see Methods). A representation of such coding scheme is depicted in Fig. 7a , where spikes were color-coded according to the phase of theta-band LFPs, discretized into four equally sized bins. The quantification of I rate_phase was performed in three different LFP bands: 4-8, 32-42, and 62-72 Hz, representing low, middle, and high frequency oscillations.
Independently of the frequency band considered, and in response to each stimulus tested, I rate_phase was always significantly higher than I rate ( Fig. 7b ; FDR-corrected Wilcoxon signedrank tests, p corr ≤ 0.0037). The former was true for ST, BT, and NT units, and not only implies that a phase-of-fire code increases the information content of the neuronal spiking, but that such increase also occurs taking into account the phase of highfrequency oscillations. These results were striking (see refs 37, 38 ), although not unexpected, since the phase of high-frequency LFPs was at least as informative as the phase of theta-band oscillations (Fig. 6d) , and because high-frequency LFPs were phase-locked to the calls' syllabic rate (Supplementary Figure 5) . Moreover, highfrequency oscillations yielded, in response to some calls (all of them in the case of ST units), significantly higher I rate_phase values than low-frequency LFPs ( Fig. 7c ; FDR-corrected Wilcoxon signed-rank tests, p corr ≤ 0.026). Remarkably, the phase-of-fire information was novel across calls and frequency bands (including the 62-72 Hz range), and not a mere consequence of the neuronal firing rate (see Supplementary Figure 7) . Taken together, our data indicate that the information provided by a phase-of-fire code does not necessarily deteriorate for highfrequency oscillations in the AC, provided that such oscillations are also stimulus-informative.
Paired neuronal responses provide independent information. Twenty-eight responses were simultaneously recorded from pairs of units (56 units) in C. perspicillata's AC. A histogram of unit pair composition, in terms of their classification as STs, BTs, or NTs, is given in Fig. 8a . The units in each pair were at least 500 µm apart in the cortical surface. From these paired responses, we calculated the information by means of a neural code which represented the nested activity of two units (I joint ). In terms of response quantification, I joint measures how much information is provided by the spiking of both units, taking into account the identity of the unit that fired (or not) a spike (Fig. 8b) . Simultaneously recorded responses from two units in the AC were overall more informative about the calls than unpaired neuronal spiking. That is, I joint was, across sequences, significantly higher than I rate ( Fig. 8c ; FDR-corrected Wilcoxon rank-sum tests, p corr < 5.3 × 10 -4 ). Therefore, possible interactions between at least two neurons can significantly reduce the uncertainty about the stimulus, such that a putative higher-order structure, or post-synaptic neuron, benefits from such interactions for sensory coding. The former leads to the question of how paired responses could contribute to the processing of the calls. Three possibilities arise: (i) the joint information of units a and b in a pair is less than the sum of information provided by each unit (i.e. I joint(a,b) < I sum_rate(a,b) ; where I sum_rate(a,b) = I rate(a) + I rate(b) ), implying that both responses carry redundant information; (ii) the joint information amounts to the sum of information provided by each unit (i.e. I joint(a,b) = I sum_rate(a,b) ), implying that both responses carry independent information; or (iii) the joint information is higher than the sum of information provided by the units (i.e. I joint(a,b) > I sum_rate(a,b) ), implying that both responses interact synergistically. Paired units in the AC provided mostly independent information across calls (Fig. 8d) . In the figure, values of I joint(a,b) 
Discussion
In this study, we investigated the relationship between neuronal responses and the multiscale temporal structure of bat distress vocalizations, manifested mainly at two different timescales: the syllabic and the bout repetition rates. We report five main findings: (i) different units in the AC represent different levels of the temporal structure of natural calls (the syllabic or the bout rates of the sequences); (ii) neuronal spiking synchronizes differently to ongoing LFPs, depending on which temporal features of the natural sequences the units are able to encode; (iii) the information content in spiking rate depends on which timescale of the sequences is encoded by the units; (iv) the phase of low and high frequency LFPs is informative about the perceived acoustic streams; and (v) paired neuronal responses in the AC convey independent information, in consonance with the observed functional segregation. Electrophysiological recordings from the AC of awake C. perspicillata revealed the existence of three groups of units, two of which represented different levels of the multiscale temporal structure of the natural sequences: syllable-tracking, bout-tracking, and non-tracking units (Fig. 2b-d) . Sustained representations of natural acoustic streams, such as those recorded from BT or ST units, were not observed in previous studies addressing the processing of natural vocalizations in C. perspicillata's AC 3, 23, 39, 40 . In those cases, in which the animals were ketamine-anesthetized, cortical suppression hindered AC neurons from eliciting sustained BT-like or, more noticeably, ST-like responses. The former could be explained by the fact that ketamine anesthesia affects the response of auditory neurons, often by inducing suppression 41, 42 . Moreover, we show the existence of synchronized responses to the fine temporal structure of natural distress sequences, where syllables are typically repeated at rates higher than 50 Hz. To our knowledge, this is the first report of neurons in the bat AC that follow the fast-varying structure of communication calls. Although in bats and other mammals cortical units can usually only track relatively slow (<20-30 Hz) amplitude modulated sounds in a phase-locked manner 23, 26, 43, 44 , the presence of embedded modulations in acoustic stimuli could enhance their temporal representation in the cortex 45 . Two potential mechanisms might account for the above-mentioned enhancement (see ref. 45 ). The first mechanism is based on the depressive character of excitatory thalamocortical inputs (e.g. due to the exhaustion of neurotransmitter at the synapse in the AC). This (synaptic) depression may be attenuated if the fast stimulus is transiently reduced by means of a slower modulatory envelope. The second mechanism involves the slow stimulus envelope modulating the relative timing of inhibition/excitation in a local cortical circuit, which may reduce suppressive effects in the response to fast periodicities. Although our data do not allow to disentangle whether ST responses occur due to specific statistics present in natural vocalizations, embedded temporal modulations are certainly a feature of C. perspicillata's distress calls, since they include both fast and slow temporal dynamics. We speculate that ST units could profit from such entangled modulations for the representation of the syllabic rate. Other studies, particularly in the guinea pig, have reported spiking responses in which the temporal structure of communication calls is well-preserved 9,46,47 . Such responses are called "isomorphic", since the spiking and the stimulus have similar shape over time. Here, we distinguish between two complementary types of isomorphic responses: BT-like and ST-like spiking. BT and ST units emerge as neuronal correlates of the representation of conspecific vocalizations at different temporal scales. Multiscale processing of communication signals is considered a major feature of the AC, particularly for the representation of speech in humans by cortical oscillations 7, 8, 21, 48 . Our data provide evidence of multiscale temporal processing at a neuronal level in response to communication calls. This implies that the AC (at least in the case of C. perspicillata) does not solely rely on oscillations to represent nested temporal modulations present in natural sounds, but also that such features can be tracked by the neuronal spiking. Additionally, based on how syllable-and bout-tracking units synchronize to cortical LFPs (see Fig. 4 and below) , the data suggest that BT and ST responses could play a major role in rhythmic networks tasked with demultiplexing entangled temporal rhythms within complex acoustic stimuli (see ref. 48 ), and might provide a neuronal basis for such computations in the AC. The above is further complemented by the fact that, from a theoretical standpoint, simultaneously recorded units provide mostly independent information (see Fig. 8 and ref. 37 ), suggesting that their interactions provide precise and non-redundant information about auditory stimuli at multiple timescales. These observations are summarized in Fig. 9 .
Units with dissimilar temporal response patterns differed regarding their SFC (Fig. 4) . For example, while coherence in the theta range (4-8 Hz) increased for BTs during sound processing, the same was not observed in NT or ST units. This suggests that BT units participate in cortical processes that may contribute to the representation of the stimulus' slow periodicity, mediated by low-frequency (theta-band) LFPs (see refs 36, 49 ). Low-frequency neuronal oscillations entrain to the temporal structure of periodic (or even quasi-periodic) sounds 19, [50] [51] [52] , even allowing in humans the discrimination of speech on a single trial basis 53 . Furthermore, slow fluctuations in LFPs are thought to modulate neuronal responses, ensuring that phases of maximum excitability occur in-time with relevant or predicted stimuli (here, the onset or offset of a bout) 54 . Our results align with the above-discussed views and indicate that BT activity relates to theta-coherent spiking in the AC, supporting that theta oscillations are important for the cortical representation of slow temporal structures at a neuronal level.
Conversely, coherence between spikes and high-frequency (50-100 Hz) LFPs increased significantly only in the case of ST Neuronal processing of multiscale temporal features in the AC. Conspecific distress vocalizations of C. perspicillata are typically composed of two embedded temporal scales: a fast one (>50 Hz), consistent with the syllabic rate of the sequence, and a slow one (<15 Hz), consistent with its bout rate. In the AC, such rhythms are represented not only via stimulus-related neuronal oscillations, but also through the spiking patterns of two main neuronal subpopulations: syllable-tracking and bout-tracking units. These subgroups phase-lock to cortical LFPs in distinct frequency bands, in accordance to the temporal features of the calls that they represent (i.e. BTs synchronize to theta oscillations, whereas STs synchronize to LFP frequencies of >50 Hz). While ST units were overall more informative than their BT counterparts, neuronal groups in the auditory cortex which represent distinct timescales present in natural stimuli provided independent information, potentially allowing for a precise and non-redundant encoding, at a neuronal level, of the multiple timescales existent in communication signals
units. Based on the fact that LFPs entrain to the fast-varying syllabic structure of the sequences (see Supplementary Figure 5 and ref. 3 ), and because the spiking in this particular subpopulation is also locked to the syllabic rate, we believe that the increase in high-frequency SFC is due to a simultaneous entrainment of spikes and LFPs, rather than due to traditional gamma-related computational processes, more prominent in the visual modality 28 . Similar oscillatory entrainment to phasic stimuli beyond the spiking synchronization ability has been observed in humans in response to speech and AM sounds 40, 55 . The origins of fast oscillations are deemed mostly subcortical 55 , which could be caused by 'lower' auditory structures (e.g. the inferior colliculus or the thalamus) being able to more easily represent fast-varying stimuli than the AC 40, 56, 57 . Alternatively, synchronized high-frequency LFPs could be explained by phaselocked fluctuations in the membrane potentials of cortical neurons 58 , taking into account that subthreshold potentials also shape LFP signals 27 . Considering the above, we speculate that ST, BT, and NT units may be involved in distinct population dynamics during the processing of vocalization sequences. Coherence results suggest that BT-like responses are mediated by processes involving lowfrequency oscillations, which might explain their matched periodicity with the slow temporal structure of the sequences, while ST units may be driven by subcortical synaptic inputs into the AC and could reflect a preservation of precise isomorphic responses in high stages of the auditory pathway.
We quantified the information carried by the three subpopulations in terms of four main neuronal codes that include (and combine) two main features of the measured responses: the spike rate, and the LFP phase 37 . In terms of spiking rate, ST units constituted the most informative subpopulation and NTs were the least informative one. These results suggest that ST units could play a major role in the parsing of auditory stimuli, although the relevance of being able to represent fine aspects of the sequence's syllabic structure needs to be addressed in future studies. The present data do not allow to properly evaluate whether the syntax of the calls (i.e. the importance of the specific order or timing of its elements 6 ) is behaviorally relevant to C. perspicillata, and if more or less informative units like STs, BTs, or NTs, play a role in deciphering it. Addressing this questions might prove worthy, bearing in mind that syntactic composition or comprehension are not exclusive to humans 59 , and have also been described in bats 6 .
Previous studies in the visual and auditory systems reported a considerable decrease of information provided by the phase of high-frequency LFPs 37, 38, 60 . Our data, however, indicate that the phase of high frequency (62-72 Hz) oscillations can be at least as informative as the phase of low-frequency (4-8 Hz) ones (Fig. 6d) . We believe that differences between the results reported here and the aforementioned studies could depend mostly on the stimulus' temporal structure, or on the ability of the system to entrain to fast varying acoustic streams, as it occurs in C. perspicillata's AC (see Supplementary Figure 5, and refs 3,36 ) . Nonetheless, the present results highlight the importance of considering the phase of high-frequency oscillations in the AC for neuronal processing, and unveil fast LFPs as a candidate for enhancing the accurate representation of temporal features in naturalistic acoustic streams.
Methods
Surgical procedures and animal preparation. All experimental procedures were in compliance with current German laws on animal experimentation and were approved by the Regierungspräsidium Darmstadt (experimental permit #FU-1126). The study was performed on seven adult fruit eating bats C. perspicillata (three males). Data from one of the male bats was excluded due to motion artefacts.
Before surgical procedures, the bats were anesthetized with a mixture of ketamine (10 mg kg −1 Ketavet, Pfizer) and xylazine (38 mg kg −1 Rompun, Bayer). Local anesthesia (ropivacaine hydrochloride, 2 mg/ml, Fresenius Kabi, Germany) was subcutaneously applied in the scalp prior to surgery, and before any subsequent handling of the wounds. A longitudinal midline incision was made in the skin covering the superior part of the head. Both skin and muscle tissues were carefully removed in order to expose the skull around the AC, in a way that sufficient area of the bone remained uncovered to place a custom-made metal rod (1 cm in length, 0.1 cm in diameter), used to fix the animal's head during neuronal recordings. The rod was attached to the skull using dental cement (Paladur, Heraeus Kulzer GmbH, Germany).
The location of the AC was assessed macroscopically with the aid of welldescribed landmarks 3, 24 . Once located, the AC was exposed by cutting a small hole in the skull (ca. 1 mm 2 ) with a scalpel blade. After surgery, the animals were allowed to rest for at least 2 days before undergoing electrophysiological measurements.
Recordings were performed chronically in fully awake bats in sessions that lasted no more than 4 h a day. Water was offered to the animals during recordings, at periods of~1-1.5 h. Bats were able to recover for at least one whole day between sessions, and none of them was used more than six times altogether.
Electrophysiological recordings. All experiments were conducted inside a soundproofed and electrically isolated chamber, containing a custom-made holder where the bat was placed during the measurements. The temperature of the holder was kept constant at 30°C by means of a heating blanket (Harvard, Homeothermic blanket control unit). The speaker (NeoCD 1.0 Ribbon Tweeter; Fountek Electronics, China) used for free-field stimulation was located inside of the chamber, 12 cm away from the bat's right ear (contralateral to the AC of the left hemisphere were recordings were performed), and was calibrated using a Electrophysiological data were acquired by inserting two carbon electrodes (Carbostar-1, Kation scientific; Impedance at 1 kHz: 0.4-1.2 MΩ) into the AC of the left hemisphere of the bat. The electrodes were separated by at least 500 µm. Two silver wires, touching the dura of non-auditory areas in the contralateral hemisphere, and separated by at least 1 mm, were used as reference electrodes. Such two-reference configuration is useful to minimize issues arousing from common referencing. The depths of the carbon electrodes were accurately controlled from outside of the chamber using two Piezo manipulators (PM-101, Science products GmbH, Hofheim, Germany), one for each electrode. Recordings were performed at depths of 300-500 µm from the cortical surface, corresponding to layers III/IV of the primary AC, although we cannot discard the presence of units obtained from high-frequency fields (see ref. 24 ). Electrical signals were amplified (Dagan EX4-400 Quad Differential Amplifier, Minneapolis, MN; gain = 100, filter low cutoff frequency = 0.01 Hz, high cutoff frequency = 3 kHz), and analog-to-digital converted (RP2.1 Enhanced real time processor, Tucker-Davies Technologies, 2 channel A/D converter, 2 channel D/A converter, 24-bit precision, Alachua, FL) with a sampling frequency of 12.2 kHz, before being sent to the recording computer via USB. The data were stored and monitored on-line with a custom-written Matlab (version 7.9.0.529 (R2009b), MathWorks, Natick, MA) software.
Acoustic stimulation. The acoustic stimulation was controlled using the same custom-written Matlab software used for data acquisition. Frequency level receptive fields of recorded units were calculated from responses to pure-tone stimuli (10 ms duration, 0.5 ms rise/fall time), with frequencies in the range of 5-90 kHz (5 kHz step), and sound-pressure levels (SPL) in the range of 20-80 dB SPL (10 dB steps). The SPL of the tone was adjusted on-line according to the calibration curve of the speaker. Each frequency-level combination was randomly presented 5-8 times, with an inter-stimulus interval of 250 ms.
We used four distress calls from C. perspicillata as acoustic stimuli. Procedures used for recording the vocalizations have been described in detail in a previous study 4 . The four distress sequences used as stimuli are referred to as seq1-seq4 throughout the text, and their spectrotemporal structure is shown in Fig. 1 , while Supplementary Table 1 summarizes their main properties. For stimulation, sounds were converted to analog signals with a sound card (M2Tech Hi-face DAC, 384 kHz, 32 bit) and sent to an analog power amplifier (Rotel power amplifier, model RB-1050) in order to be presented through the speaker (see above for specifications) located inside of the chamber. Distress calls used in this paradigm were randomly presented 50 times each. Prior to presentation, the sequences were low-pass filtered (80 kHz cutoff) and were played through the sound card with a sampling rate of 192 kHz. The sequences were multiplied at the beginning and at the end times a linear fading window (10 ms in length, varying from 0 to 1) to avoid artefacts, and were presented with an inter-stimulus interval of 1 s and a pretime (recording time prior to the onset of the acoustic stimulus) of 10 ms.
Before stimulating with distress sequences, we recorded 50 s of spontaneous activity of the same unit and used these recordings as individual baseline for further analyses.
Detection of spikes and LFPs. All data analyses were performed off-line using custom-written Matlab (version 8.6.0.267246 (R2015b)) scripts. Spikes and localfield potentials were separated by bandpass filtering the acquired raw electrophysiological signal (fourth-order Butterworth filter, cutoff frequencies: 0.1-300 for LFPs, 300-3000 Hz for spikes). Spike detection was based on their amplitude relative to the recording noise baseline. Specifically, the spike threshold was defined in two steps. First, an initial threshold was calculated using the z-score of the electrophysiological trace in each trial. This initial threshold was set to z = −3.5 (that is 3.5 standard deviations from the average noise floor). Then, in a second step, the spike detection was manually revised for each neuron to ensure proper detection of spiking activity. Peaks in the signal higher than the defined threshold, and distanced by at least 2 ms, were considered as action potentials (APs). Furthermore, we conducted spike sorting for each recording channel, using the three principal components of the spike waveforms (per channel), and feeding them to the automatic clustering algorithm KlustaKwik 61, 62 . Only the most numerous spike cluster was considered for further analyses. Throughout the manuscript, the term 'unit' refers to spike-sorted responses.
De-spiking of LFPs. To reduce spike bleed-through artifacts 63 when analyzing synchronization between spikes and LFPs, we subtracted from the raw electrophysiological data the median spike waveform at each spike position, taking into account different spike clusters separately (i.e. for each cluster, only its median waveform was subtracted from the raw signal at the specific positions where spikes from this cluster occurred). The de-spiked LFP was then obtained by bandpass filtering the de-spiked raw signal (fourth-order Butterworth filter) between 0.1 and 300 Hz.
Neuronal precision and synchronization ability. To evaluate the precision of the neuronal responses, we calculated the kernel-smoothened probability distribution across time points of spike occurrences (sPDF), with a 1 ms bandwidth smoothening window. Note that the sPDF is similar to computing a smoothened peristimulus time histogram, with 1 ms bins. Following 35, 64 , we estimated the spiking precision of each unit (in response to each sequence) by considering the width of the central peak of the autocorrelation function of the unit's sPDF in response to the stimulus. As a precision measure, we then used the HWHH of the autocorrelograms 35 .
The neuronal synchronization to the temporal structure of the stimulus was calculated considering both the slow (0.1-15 Hz) and the fast (50-100 Hz) envelopes of each sequence (envelopes are shown in Fig. 1 as red and blue traces, respectively). The slow envelope represents temporal dynamics consistent with the bout structure of the calls (particularly in the cases of seq2 and seq4, see Fig. 1 ), whereas the fast envelope represents temporal dynamics related to the syllabic structure of the sequences. Spike times of a particular unit were expressed relative to the instantaneous phase of the envelopes (slow or fast) at the time of spike occurrence. The resulting spike phases were used to quantify the synchronization of a unit's spiking to the slow or fast temporal structure of the sequence, by means of circular statistics. We considered a unit to be well synchronized to the slow or fast envelope if its response was significantly phase-locked to the temporal structure of either of them (Rayleigh test, significance after p < 0.001). As a measure of phase-locking ability, we used the vector strength (R) metric 65 , which is equivalent to the norm of the circular mean vector and is expressed as follows:
where R is the vector strength, n is the number of spikes elicited in response to the call under consideration, and ϕ k is the phase of the kth spike relative to either the slow or the fast envelope.
Considering the above, a unit was defined as ST if its spiking response was significantly synchronized to the fast envelope of the stimulus in response to every sequence tested. Conversely, a unit was defined as BT if its response significantly synchronized to the slow temporal envelope of every call, but not to the fast envelope. NT units were those that did not fulfill any of the above criteria, and thus showed no consistent phase-locking in their spiking to the temporal structure of the stimulus at the two scales (0.1-15 or 50-100 Hz) considered. All circular statistics were performed with the Circular Statistics Toolbox (CircStat) 66 .
Spike-LFP coherence. We quantified the synchronization between spikes and LFPs using the spike-field coherence (SFC) metric 29, 34 . In brief, the SFC is a normalized frequency-dependent coherence index, which ranges from 0 to 1 indicating the strength of the synchronization between spikes and ongoing local oscillations (0, no coherence; 1 perfect coherence). The method is based on the selection of LFP windows, centered at spike times, from a longer LFP trace (note that for SFC analyses, LFPs were previously de-spiked; see above). The LFP segments were averaged and, as a result, the spike-triggered average (STA) was obtained. Because of the averaging procedure, the STA retains only those oscillatory components that are phase consistent across LFP segments, and thus phase consistent with the spike timings. To obtain the SFC, the power of the STA is normalized by the average of the power of each individual LFP window analyzed, which is known as the spike-triggered power (STP). The result of the division is normalized between 0 and 1 and is a good measure to quantify the coherence depending on frequency. Mathematically, the SFC is expressed as follows:
where ΨðÁÞ is the function used for obtaining the power spectrum, and the denominator is the STP of a series of LFP windows w 1;2;3; ;n . The spectrum obtained when calculating coherence values is also referred to as the coherence spectrum.
The SFC is biased by the number of spikes used for its calculation 67 . Therefore, we used only units that elicited at least 150 spikes in response to the sequences being considered and also during spontaneous activity recordings (see above). Since it was unlikely that a unit fired the required number of spikes in a single trial, for each unit, 150 spikes were randomly selected across trials and their associated LFP windows (480 ms in length) were used to quantify coherence. Note that because the window length was relatively large in comparison to the lengths of seq1 or seq3, coherence estimates were only calculated in response to sequences 2 and 4. Spikes used for SFC analyses were randomly selected a total of 500 times, aiming to reduce sampling biases. From the obtained distribution of coherence spectra, we selected the median and considered this value as the 'true' SFC of each unit. A similar selection procedure was used for spikes recorded during spontaneous activity, and the resulting SFC (also 'spontaneous SFC' throughout the manuscript) was used as a baseline for comparisons. All power spectra were computed using the multitaper method 68 available in the Chronux toolbox 69 , using two tapers with a time-bandwidth (TW) product of 2.
Information theoretic analyses. To quantify how much information the neuronal responses carried about the presented stimuli, we used Shannon's MI (also referred to as 'information', I(S; R)) between stimulus and response. In brief, the MI between a stimulus set S and a response set R can be expressed as follows 70, 71 :
where H(R) is the response entropy (i.e. the total variability of the response set) and is calculated as is known as the 'noise entropy' and represents the irreproducibility of the response given a stimulus. The probabilities P(r) and P(s) represent the probability of a particular response in R, and the probability of a particular stimulus in S, respectively, while P(r|s) represents the conditional probability of a response r given a stimulus s. Both P(r) and P(s) depend on the assumptions made regarding how the response is quantified, and how the stimulus set is defined. Particularly, assumptions made on the set of responses R are directly dependent on the assumptions made regarding which neural code is to be considered (see below). Note that the units of MI are bits, given that the logarithm used for the calculations is of base 2. Each bit of information implies that an observer can reduce its uncertainty about the stimulus (based on the response) by a factor of 2, on a single trial basis.
Following previous studies 37, 38 , we quantified the information provided by four main neuronal codes: the rate code (I rate ) of the spiking activity, the phase code (I phase ) of the LFPs, the joint rate-phase code (I rate_phase ), as well as the information carried by the rate code of simultaneously recorded units (I joint ). The characterization of both the stimulus and the response (for each neural code) has been thoroughly addressed in the aforementioned studies and is presented in detail in the Supplementary Methods of this manuscript. All information analyses were conducted using the Information Breakdown Toolbox (ibTB) 72 .
Estimating information from limited samples. Quantifying the neuronal responses allows to estimate empirical values of P(r), which can be directly used in equations (4) and (5) using the so-called "direct method" 73 . In the direct method, the quantities calculated with such estimated probabilities will be biased, since it is extremely difficult in practice to observe all possible responses in R a sufficiently large number of times, and thus reliably map its probability distribution 74, 75 . In our study, we used the quadratic extrapolation (QE) procedure 74 , implemented in the ibTB toolbox, to tackle this bias. Additional to the QE corrections performed, we subtracted any remaining bias by means of a bootstrap procedure described in ref. 38 . In brief, for the information in the spike-rate and the LFP phase codes (I rate and I phase ), bootstraped information values were calculated after pairing at random the response (i.e. spike counts or LFP binned instantaneous phase) with the stimulus, a large number of times (100 repetitions). The above yields a bootstrap distribution of nonzero values if the number of available trials is finite; we then subtracted the median of this distribution from the original estimations of I rate and I phase . For paired response sets (such as those used to calculate I joint ) we also applied the Shuffling procedure implemented, together with the bootstrapping methodology, in the ibTB. Similarly, for the rate-of-fire code, we followed the bootstrapping procedure detailed in ref. 38 , which effectively destroys the information in phase-of-fire codes (I rate_phase ), but leaves intact the information provided by rate codes (I rate ). This was achieved by pairing the unaltered spiking with randomized binned LFP phase values, which were observed together with the occurrence of a spike (200 repetitions). Note that for all information calculations (including those generating surrogate distributions, or those performed with synthetic data) the QE procedure was applied.
We tested the performance of the bias correction procedures on synthetic data with statistics similar to those of the real data. For rate codes, we generated spike responses (inhomogeneous Poisson processes) which had the same PSTH as each individual unit from our recordings. For phase codes and phase-labeled codes (that is, I phase and I rate_phase , respectively), we simulated binned phase response matrixes with the same probability distribution (per sub-stimulus in the sequence) than the observed in the real data (see also ref. 38 ), and paired them (in the case of I rate_phase ) with the synthetic spike data. Similar approaches have been applied successfully in the past to test for the validity of information-theoretic calculations 35, 37, 38, 60, 72 . Supplementary Figure 8 illustrates the performance of our computations with different number of trials per stimulus. The figure indicates that, although different codes suffered differently from biases up to~16 to 32 trials, the number of trials used in this study (50) was sufficient to estimate robustly the information present in the neural codes here tested, and adequate to support our main conclusions.
Statistical analyses. Statistical analyses were performed with custom-written Matlab (version 8.6.0.267246 (R2015b)) scripts, using the commercially available Statistics and Machine Learning Toolbox, or other open access toolboxes mentioned accordingly. Multiple comparisons were corrected with the false discovery rate (FDR) approach, using the Benjamini and Hochberg procedure 76 . When appropriate (unless stated otherwise), statistical significance was assessed via nonparametric Wilcoxon rank-sum tests for unpaired data (e.g. when comparing between groups of ST, BT, or NT unis), or Wilcoxon signed-rank tests for paired data (i.e. comparisons between values obtained from the same neuronal group). The significance threshold was set at an alpha of 0.05. Note that, throughout the text, p values are reported together with the statistical test conducted to obtain them and were always corrected for multiple comparisons.
Data availability

