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Abstract 
Model Predictive Control (MPC) is a solution towards more energy-efficient waste 
treatment without compromising on treatment quality. A key component is the 
process model describing how the inputs and outputs correlate. MPC uses this 
model to predict future outputs over a finite horizon to decide on step changes to 
make at the input. These step changes are made so that the output reaches and 
maintains at a user specified set point. For MPC to be effective, the process model 
needs to accurately describe the process behaviour. This is a difficult challenge in 
waste treatment processes due to a combination of slow response, process 
complexity, and large disturbances. 
This research project investigated two research avenues towards developing better 
modelling techniques. This would result in more accurate models or achieve a 
sufficiently accurate model with fewer experiments. The first avenue is Constrained 
Model Identification (CMI). Model identification is an optimisation problem to 
estimate the model parameters. In CMI, process knowledge from first principles and 
operator experience is translated into optimisation constraints to aid data-driven 
model identification.  
The second avenue is Sequential Optimal Experiment Design (SOED). This uses the 
concept of measuring a value representing information content of a dataset. Like 
MPC, SOED uses the model to make output predictions. The expected output 
response to a sequence of input steps form a dataset, and SOED is an optimisation 
problem to maximise the information content of that expected dataset, by changing 
the input step sequence. Once optimised, this step sequence is applied in the next 
experiment.  
The third part of this work focused on farm-fed anaerobic digestion. It is a renewable 
energy technology fuelled by agricultural waste. They rely on government 
incentives to be profitable, but these incentives have steadily been decreased. This 
project investigated methods to help farmers in the day-to day operation of the unit, 
including biogas production estimation, automated fault identification and partial 
diagnosis. 
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Executive Summary 
Wastewater treatment processes handle the safe treatment of sewage so that the 
treated water can be safely discharged to the environment. It is an energy intensive 
process, and in the UK, consumes 2,300 GWh/yr of electricity (about 1% of the total 
energy consumed). Government commitment towards the Climate Change Act has 
seen a shift in focus in wastewater treatment towards more energy efficient 
methods that do not compromise treatment quality.   
Model Predictive Control was a solution towards this goal and has demonstrated 
energy savings of up to 25%. Central to the Model Predictive Control concept is the 
process model, which is used to make future predictions. But building this process 
model is challenging in wastewater treatment due to it being a slow process, having 
large variability in inflow, and process complexity. The culmination of these factors 
means that generally, the model would have to be built from limited data. For data-
driven modelling, this runs the risk of noise overfitting which leads to an inaccurate 
model.  
This project explored two avenues to improve modelling accuracy with limited data. 
The first avenue was constrained model identification. This made use of non-data 
process knowledge (from first principles and operation experience) and applied 
them as optimisation constraints to reduce the search space. The second avenue 
considered the way the experiments are designed, and applied an algorithm based 
on the idea of information content being a measurable quantity, and designed step 
tests based reducing the uncertainty of the model parameters  
The second aim of this project focused on a treatment technology: Anaerobic 
Digestion. It is a bacteria- driven process that breaks down organic waste to produce 
methane-rich biogas and soil fertiliser. It is used in wastewater treatment, but this 
project was focused on the farm-fed applications. Farm-fed anaerobic digesters are 
attractive due to the proximity to feed material (agricultural waste) and lands to use 
the soil fertiliser on. However, these systems typically depend on government 
subsidies to be financially profitable, and these subsidies have been steadily 
reduced. Furthermore, many of these units are owned by the farmers themselves, 
but it is not a core part of their business and they are non-experts in managing the 
process.  
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The second aim of this project explored methods to aid farmers in the day-to-day 
management of the unit and improve biogas production. There was an emphasis 
towards methods that did not require additional monitoring devices or other 
expensive investment. This project developed a biogas production model that could 
provide real-time biogas production estimation. Additionally, statistical methods 
were used to implement an automated fault detection system to help farmers detect 
and correct potential faults early before they lead to digester upset.  
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Reader’s Guide 
This thesis is organised as follows:  
• Part I outlines the problem and objectives this research.  
• Part II covers the work on constrained model identification and sequential 
optimal experiment design. These both contribute towards building more 
accurate process models for the purposes of applying model predictive control 
in wastewater treatment processes. 
• Part III covers the work on modelling farm-fed anaerobic digesters. As a 
technology, anaerobic digestion is used as part of wastewater treatment, but it 
also used specifically to digest agricultural waste as standalone units. The work 
carried out modelling farm-fed anaerobic digesters was to predict biogas 
production and to assist in early fault detection, as opposed to being used for 
model predictive control. As a result, it is presented in its own separate part.  
• Part IV outlines the outputs and contributions of this research.  
• Part V is the appendix and included some additional information to supplement 
parts of this thesis.  
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Part I 
 
Problem Outline 
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1 Introduction 
Wastewater Treatment Processes (WWTP) treats sewage so that the treated water 
(effluent) can be safely discharged back to the environment. It is an energy intensive, 
consuming over 2,300 GWh/yr of electricity in the UK [1], which make up about 1% of the 
total consumed [2]. Under the Climate Change Act [3], the UK government has driven 
efforts towards energy reduction in most sectors, including wastewater treatment. This 
shifted the focus from one of ‘safe wastewater treatment’ to ‘energy- efficient and safe 
wastewater treatment’. Model Predictive Control (MPC), a technique in automated 
process control, is a potential solution towards reducing energy consumption without 
compromising treatment. In a case study application on a WWTP in Lancaster, MPC 
delivered up to 25% energy savings whilst ensuring safe treatment of sewage [4]. 
The process model is an essential component of MPC. The model describes how the model 
outputs (e.g. controlled variables) respond to changes in the model inputs (e.g. 
manipulated variables). MPC uses the model to make future predictions over a finite 
horizon. Building this model in WWTP is challenging for several reasons, including: large 
variability in the influent flow [5], the complexity of the reactions taking place, the slow 
response of these systems [6], and (in real processes) stringent consent limits on the 
effluent. The culmination of these factors results in having to build the process model with 
limited data. This is the first key challenge of this research work: developing techniques 
to improve model accuracy with limited data. 
Within the WWTP, one form of treatment involved the bacteria driven breakdown of 
organic waste to produce methane-rich biogas and fertilisers. This is called anaerobic 
digestion (AD). It is considered a renewable energy technology, and AD units have also 
been installed on farms as standalone units, using agricultural waste as the feed material. 
Currently, farm-fed AD units in the UK rely on government incentives to be profitable. But 
this incentive has been steadily decreasing in recent years. Many of these farm-fed AD 
units are owned by the farmers themselves, who are non-experts in the process (it is not 
a core part of their business). There is a need to help these farmers manage the AD process 
in the day-to-day operation and identify ways to improve biogas production. Addressing 
this need formed the 2nd key challenge of this research. 
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1.1 Research Scope 
The aims of this research are to: 
• Develop techniques to improve model accuracy with limited data, and  
• Explore techniques to help with the day-to-day operation of farm fed AD units 
To achieve the first aim, two avenues are explored. The first avenue is the use of 
constrained model identification. The procedure of estimating the model parameters 
(a.k.a. model identification) is an optimisation problem, and constraints can be applied to 
these. The idea behind this approach is to use non-data information, including first 
principles knowledge and operator experience, as optimisation constraints to reduce the 
search space for the data-driven optimisation.  
The second avenue tackles the same challenge from a different perspective. Experiments 
are carried out to collect process data from which the model parameters are estimated 
from. These experiments span over the course of several days in WWTPs (in part because 
the process responds very slowly). This avenue applies the concept of information 
content of a dataset. Between experiments, the current process model can be used to 
make output predictions given a sequence of inputs (this is how it is used in MPC). The 
idea is to design the sequence of input steps that generates the most information rich data, 
using the model’s prediction to make the expected dataset, and optimising it based on the 
information content. This would mean that a sequence of input changes can be developed 
before the experiment began, and would in theory improve the accuracy of the model  
The second objective is an exploration on how data-driven modelling and data analysis 
can assist farmers in the day-to-day operation of the AD unit. For many farmers, the AD 
unit is not a core part of their business, and they can’t devote too much time to manging 
it. Additionally, because of the capital investment of unit installation, and the dependency 
of incentives to be operationally profitable, farmers are not interested in solutions that 
require expensive devices installed. This shaped the scope to become one of exploring 
what techniques can be applied. This restricted to measurements typically accessible in 
farm-fed AD units and supplemented by knowledge form first principles or operator 
experience. 
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1.2 Contribution to Knowledge 
The contribution to knowledge of this research is based around application study. From a 
technical perspective, the techniques developed in this research project are not new. But 
the use of these techniques in WWTP and farm-fed AD units have been limited. This is 
discussed in greater detail in Chapters 2 and 6. There is also an emphasis in this research 
on practical applicability. The techniques explored in this research are purposely 
restricted to only using measurements that are typically collected in UK WWTP and AD 
processes. This is done so that the outputs of this research could be easily applied to other 
WWTPs and AD units. 
1.2.1 Academic Contributions 
The academic contribution leans more towards application study – these are applications 
where these techniques are generally not used. The work on farm-fed AD units was an 
attempt to bring a perceived knowledge gap. Studies on modelling AD units appeared to 
follow two distinct directions. The first aimed at modelling the process from first-
principles, to accurately describe each mechanism taking place. The downside is that 
these models are difficult and expensive to apply and does not guarantee better process 
performance. The opposite end focused on models that can be readily applied. These 
however have a limited scope, and the use of the information in day-to-day operation is 
limited. The proposed technique can be described as an assessment of how much complex 
system behaviour can be modelled using only measurements typically found on site. 
1.2.2 Industrial Contributions 
Perceptive, the industrial sponsors, developed a process monitoring and data analysis 
software called WaterMV. They are interested in the use of constrained model 
identification, seeing it as a functionality that can be added to their modelling software. 
They have undertaken, and continue to work on, projects with many WWTP companies 
in the UK to apply MPC and support services. The techniques developed in this research 
should be applicable to other WWTP, and if the model accuracy can be improved, or 
obtained with fewer experiments, this would result in resource savings. Their interest in 
constrained model definition goes beyond just WWTPs. In theory, these techniques can 
be applied to process outside of WWTP. This was demonstrated in the case study on a 
pharmaceutical manufacturing process. 
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The work on farm-fed AD units is intended to provide low-cost solutions that help the 
farmer manage the process in the day-to-day operation. Perceptive developed the 
software ADvisorMV with farm-fed AD units in mind. The software was designed to help 
the farmers quickly check the health of the AD unit and provided early fault detection 
through data-driven process analysis. Because the research is based on using readily 
obtainable measurement, the techniques should be applicable for other farm-fed units.  
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Part II 
 
Process Modelling for Model Predictive Control in 
Wastewater Treatment and Pharmaceutical 
Processes 
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2 Background for Part II 
2.1 Introduction to Model Predictive Control 
Model predictive control (MPC) is a technique used in automatic process control. 
MPC explicitly utilises a process model to design the control actions; this feature 
differentiates MPC from the traditional regulatory controllers, e.g., the proportional-
integral-derivative (PID) method. An MPC model describes how the process outputs 
respond to changes in the inputs. If a sequence of input changes over time is fed to 
the model, it can predict the corresponding output response in this time horizon. 
For process control, the model outputs are the controlled variables (CVs) of the 
process, and the model inputs are the manipulated variables (MVs) and some 
measured disturbance variables (DVs). In an operating process, a CV is given a set-
point, i.e. the desired value for the CV. The setpoint itself is often determined by the 
required operations, or more systematically by process optimisation which sits at a 
higher layer of the process control hierarchy above the control layer [7]. Therefore, 
the setpoint may change because of a change in specifications of the operation. In 
addition, the measured CV value can deviate from the setpoint due to disturbances. 
To bring the CV back to the current (or to track the changing) setpoint, MV changes 
are needed.  
For a process using MPC, the necessary MV changes are automatically calculated and 
carried out by the controller. An example of an MPC controller is shown in Figure 1.  
 
Figure 1 – MPC controller on a process with a setpoint change [8] 
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The controller uses the MPC model to predict the CV along the prediction horizon 
and calculates a sequence of step changes (or control steps) to make to the MV along 
a control horizon such that the CV reaches the set point by the end of the prediction 
horizon. It should be emphasised that only the first control step is implemented, and 
when that happens the calculation is carried out again. This is to allow the controller 
to reoptimise the MPC problem and is known as feedback control. If the control steps 
are not recalculated, then that is known as feedforward control. The way the control 
steps are calculated is an optimisation problem. A process with automatic control is 
less susceptible to disturbances than if the process was manually controlled, and so 
can keep close track of the setpoint. The operator only needs to specify the output 
setpoint. 
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2.1.1 Development of a Model Predictive Control Model 
The overall procedure for creating an MPC model is shown in Figure 2. The following 
subsections discusses the procedure involved in each part.  
 
Figure 2 – Overview of the general algorithm for developing an MPC model 
2.1.1.1 Data Collection 
Data collection refers to the experiments carried out to collect process data to which 
the model would be built or updated from. Prior to the model being built, these are 
called preliminary experiments. This distinction is relevant for one of the research 
avenues (see Section 2.4 and Chapter 4). In an experiment, the input variables are 
adjusted, and the output variables’ response to those changes are recorded. For the 
purposes of MPC, these usually take the form of step changes. An input is only 
changed and held at the new value for varying periods of time, before it is changed 
to another value. The choice of steps is in part because overly frequently changes to 
variables can damage physical equipment, and because it allows time to capture the 
Data collection 
Data Pre-
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Model 
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Start 
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29 | P a g e  
 
output response to that change in terms of the dynamics and steady state gain (if 
steady state exists). 
The distinction between data quantity and data quality should be made here. 
Process modelling for MPC is about capturing the output response to known input 
changes, so that the controller can use the model to automate changes to the input 
to bring the output to the setpoint. Good quality data, or information-rich data, is 
data that captures the input-output relationships. This is different from data 
quantity, which refers to the number of samples collected. In many WWTP sites, 
there is a large quantity of historical process data recorded over the span of many 
years. But it could be low-quality data for building models from, as the inputs are 
kept constant and so the data does not capture how the process reacts to input 
changes.  
In WWTP, projects that Perceptive worked to apply MPC typically allocate several 
days to collect the process data to build the MPC model. But this is actually a very 
challenging task for several reasons. First, WWTPs are very slow processes - an 
input change may take over an hour before the output even begins to respond to it. 
Second, domestic sewage entering the treatment plant is subject to a diurnal pattern 
(see Section 2.5) due to human activity operating to a 9-to-5 schedule. This limits 
the window from which experiments can be carried out to get useful data. Third is 
that the treated effluent leaving the WWTP must conform to stringent limits to 
protect the environment. Experiments must be carried out whilst keeping to those 
output restrictions.  
2.1.1.2 Data Pre-treatment  
Real processes are subject to system noise, missing data samples and bad data 
sample. These reduce the quality of the data, and in turn the accuracy of the model. 
Data pre-treatment reduces the effects of bad samples, background noise and other 
disturbances that may adversely affect the accuracy of the model being built. 
Techniques used in data pre-treatment are generally standardised. This research 
project is not focused in developing these techniques, but made use of common data 
pre-treatment techniques, summarised in Table 1. For a more general background 
on data pre-treatment, the following references can be sought: [9]. 
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Table 1 – Overview of common types of data pre-treatment techniques 
Technique Description 
Sample removal Identified outlying samples are removed from the dataset 
and subsequent analysis. Statistical model identification 
produces the best fit to that dataset, and these outliers would 
detrimentally affect the model accuracy. 
Data filtering Data filtering attempts to smooth the data trends and reduce 
the noise fluctuations within each sample. These take the 
form of averages applied to samples within a single variable. 
Different averages can be used, but commonly these would 
be either a moving average or an exponentially weighted 
moving average. 
Sampling interval 
reduction 
Used in processes where the sampling frequency is very high 
compared to the process response, which can cause a model 
to be much more susceptible to background noise. This can 
simply be only retaining the n-th sample or combined with 
data filtering techniques. 
Dimension 
reduction 
Used to deal with the problem of multicollinearity, where 
model inputs exhibit correlation among themselves. The 
relative contribution of each input to the output become 
harder to identify [10], and the model is more sensitive to 
certain noises and perturbations [11]. 
Auto-scaling Auto-scaling transforms a signal to have zero mean and unit 
variance. This is used to prevent the sensitivity bias that 
occurs when modelling with signals of numerically different 
magnitude scales 
 
2.1.1.3 Model Identification  
Model identification is the procedure of estimating the model parameter values 
using the collected (and pre-treated) experiment dataset. The dataset used to build 
the model is called the training dataset. How the model parameters interact with the 
inputs to determine the outputs is dependent on the model structure. Model 
structures are discussed in Section 2.3. When the model parameters are estimated, 
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it is validated using a separate dataset, called the validation dataset. Common model 
validation techniques can be found in [12]. 
2.1.1.4 Experiment Design 
Projects to install an MPC controller will allot time and resources to carry out 
multiple experiments to collect the data. A good model needs information-rich 
training data, ideally in large quantities (by carrying out many experiments). But 
there are financial incentives to not carry out more experiments than what is 
necessary. Experiment design is about balancing these two demands – to design 
better step tests that obtain more information-rich data.  
Optimal experiment design (OED) is based around the theory of estimating an 
information content value (based on the Fisher Information Matrix) for a given 
dataset. As described above, a MPC model predicts how the process output responds 
to changes in the input. When given an input sequence, such as a step test, the 
expected output response is calculated from the model. The information content 
value is then estimated from the model predictions. In other words, if the current 
model is reasonably accurate, a step test can be designed to obtain the most 
information-rich data before the experiment is even carried out. If OED is applied to 
a series of experiments, this becomes a methodology to systemically obtain the most 
information rich data with fewer experiments, i.e. sequential OED (SOED). SOED is 
an optimisation problem and is discussed in Section 2.4. 
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2.2 Mathematical Optimisation 
Mathematical optimisation forms a central part to this research. From the overall 
framework in Figure 2, three different optimisation problems are present:  
• the optimisation to estimate the model parameters (model identification); 
• the optimisation to design the step tests for the next experiment (sequential 
optimal experiment design), and  
• the optimisation carried out by the MPC controller to determine the input 
sequence that would bring the output to the setpoint.  
2.2.1 Characteristic Components in Optimisation  
A common way to frame an optimisation problem is by describing it in terms of three 
characteristic components:  
• The objective function: the scalar criteria value that determine the optimality 
of a possible set of decision variable values, 
• The decision variables: the set of parameter values to be determined, and  
• The constraints: optional conditions that limit the range of feasible decision 
variable sets. 
In equation form, this can be generalised as shown in Eqn. 2.1: 
min
𝜽
𝑓(𝜽) Eqn. 2.1 
subject to 
𝒈(𝜽) ≤ 0
𝒉(𝜽) = 0
 
 
where: 
𝑓(𝜽) = Objective function 
𝜽 = Decision variables 
𝒈(𝜽)  Inequality constraints 
𝒉(𝜽)  Equality constraints 
 
In terms of execution, many software programs such as Matlab provide a selection 
of standard algorithms to automate the optimisation. They handle iterative 
calculations much faster than calculated by hand, and improvements to computing 
hardware have allowed most modern computers to run these solvers. How quickly 
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an optimisation problem is solved depends on the complexity of the problem, the 
choice of algorithm, and computation speed of the hardware.  
 
Optimisation Components for Model Predictive Control 
As explained in Section 2.1 (it may be helpful to refer to Figure 1 in Section 2.1), the 
MPC controller determines the input steps across the control horizon to be carried 
out to bring the output to a specified setpoint by the end of the prediction horizon. 
The optimisation components are: 
Objective function: A weighted cost function balancing between reaching the 
set-point quicker and penalising large steps 
Decision variables: The values of the input steps along the control horizon 
Constraints: Step size, minimum/maximum model input values 
 
A common objective function used in MPC, as noted in [13], is shown in Eqn. 2.2 
min
u
{(?̂? − ?̅?) 𝑾1(?̂? − ?̅?) + ∆𝒖 𝑾2∆𝒖} Eqn. 2.2 
?̂? = [y1,… , ynP]; ?̅? = [y̅1, … , y̅nP] 
∆𝒖 = [∆u1, … , ∆unC]; ∆ui = ui − ui−1 
 
where: 
ŷi = Estimated value of the controlled variable at sample i 
y̅i = Set-point of variable y at sample i 
∆ui  Incremental manipulated variable at sample i 
np = Number of samples across prediction horizon 
nc = Number of samples across control horizon 
 𝑾1 and  𝑾2 = Weighting coefficients  
 
The estimated value of the output, ?̂?, is calculated from the MPC model, as in a 
function of the model input 𝒖 and the model parameters θ. The way in which these two 
interact is described by the model structure, and this is covered in Section 2.3. In Eqn. 2.2, 
the vector 𝒖 represent the decision variables the optimisation aims to solve. The left term 
pushes the optimiser to quickly bring the output towards the set-point, whilst the right term 
penalises large and too frequent control steps. Steps that are too large, or made to 
frequently, can damage process equipment.  
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It is worth reemphasising that although the optimisation problem solves for several 
control steps (governed by the control horizon), only one control step is carried out. 
After the control step, the optimisation problem is repeated using more updated 
data and output predictions for the next set of control steps, of which only the first 
is carried out. The frequency at which the control steps need to be calculated 
requires an optimisation problem that can be solved quickly.  
Optimisation Components for Model Identification 
Model identification refers to the procedure of estimating the model parameter 
values based on collected process data. The optimisation components are: 
Objective function: Model prediction accuracy against the training dataset  
Decision variables: The model parameter values 
Constraints: Process gain, output response trend, response delays 
 
Because the model is to be used by an MPC controller, there is a critical, but implicit, 
need for the optimisation to correctly identify the sign of the process gain (positive 
or negative gain). This relationship is critical to an MPC controller; an incorrect sign 
of the gain would turn a negative feedback control (which is necessary for automatic 
control) to a positive feedback (which amplifies, instead of reduces, the error 
between output the setpoint).  
For example, consider a process with one input and one output with a positive gain; 
however, the model incorrectly identified the gain as negative. If the current output 
is below the setpoint, the correct controller action would be to increase the input (to 
increase the output). But with the incorrect model gain direction, the controller 
would instead decrease the input. Doing so would decrease the actual output, bring 
it further away from the setpoint. The controller would then pick up this deviation, 
and decrease the input even more (because the model gain direction is wrong), and 
the output would deviate even more 
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Optimisation Components for Sequential Optimal Experiment Design 
SOED designs the input steps to be carried out in the subsequent experiment. The 
optimisation components are: 
Objective function: Information-richness of the speculated dataset  
Decision variables: The input sequence 
Constraints Step size, minimum/maximum input values 
 
The SOED optimisation needs to be calculated between the model being identified 
from one experiment and the starting of the next experiment. Based on project 
experience, Perceptive engineers allot several days to carry out experiments, with 
each experiment during the visiting hours of the process site (they are external 
visitors). Practically, the optimisation problem needs to be solved as fast as possible, 
but in the worst case no more than several hours. 
2.2.2 Optimisation Methods 
Optimisation methods refer to the approaches used to determine the values of the 
decision variables, based on the criteria of the objective function. Nowadays, 
numerical optimisation is carried out by computers, and widely available 
commercial software such as Matlab provide functions to automate commonly used 
methods. This research project is not focused on the development of new 
optimisation methods, but the optimisation method does play a role in the choice of 
MPC model structure. This section briefly discusses common types of optimisation 
methods. For additional information, the reader may wish to consul references on 
mathematical optimisation methods, such as from [14] and [15]. 
2.2.2.1 Classical Optimisation Methods 
Classical Optimisation Methods uses analytical methods to determine the optimum 
(the maximum or minimum of the objective function). They are ideal for objective 
functions which are continuous and differential [16]. Two general classifications for 
these methods are gradient and non-gradient based optimisation.  
Gradient based optimisation assumes that the correlation between a decision 
variable and the objective function value is a convex or concave function. The 
general theory can be summarised as follows: given a set of decision variables, the 
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scalar objective function value can be calculated. If a small shift is applied to a 
decision variable, this would shift the objective function value towards or away from 
the optimum (the maximum or minimum). If the shift moves the objective function 
value towards the optimum, then another shift towards that direction is made, and 
the procedure repeated. If it moves away from the optimum, then that shift direction 
is not pursued further. Gradient based methods can use first or second derivative, 
and examples of these methods include: Steepest descent, Newton’s method and 
Conjugate gradient method [14] [17] [18]. 
Non-gradient based methods do not use information about the gradient of the 
objective function. They still explore how the objective function changes with 
different sets of decision variable values, but the change in decision variable values 
are not carried out as shifts. Non-gradient methods include: Random Search, Grid 
Search, and Simplex Search [14] [17] [18]. 
2.2.2.2 Global Optimisation Methods 
In some processes, the objective function may be more complicated than quadratic, 
and some may not even be continuous. These functions may exhibit local minima 
and maxima. These are minimum or maximum within a localised region of the 
objective function. But they aren’t necessarily the global optimum. Classical 
optimisation methods are not designed to distinguish local and global optimums, 
and so global optimisation methods were developed. But many global optimisation 
methods are extensions of classical optimisation methods. Global optimisation 
methods can be classified into 3 types. 
Exact methods find global solutions within a finite number of steps, and this is 
typically achieved by dividing a large search space into smaller ones (search and 
bound) [19] and finding the local minima [14], or by using multiple starting points, 
finding the local minima, and determining the best overall minima. Heuristic search 
methods begin from given point with a real solution. The procedure then explores 
real solutions from nearby possible points to find a better point. If a better point is 
identified, it becomes the given point and the procedure is repeated [20] [21]. Meta-
model methods utilise meta models to determine which search point is selected [14] 
[22]. 
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2.2.3 Optimisation methods in MPC Control 
Optimisation methods in MPC control are based on the structure of the MPC model 
itself. The model structure describes how the model parameters interact with the 
model inputs to estimate the model outputs. The common classification is between 
linear and non-linear MPC models. In a linear model, the output is estimated from a 
linear combination (or summed product) of the inputs and model parameters. This 
is shown in Eqn. 2.3 (for a single output value) and Eqn. 2.4 (for a set of output 
values). Otherwise they are non-linear models.  
ŷ(t) =  𝝋(t)𝜽′ Eqn. 2.3 
𝝋(t) = [φ1(t)…φnθ(t)]; 𝜽′ = [
θ1
⋮
θnθ
]  
?̂? =  𝜱𝜽′ Eqn. 2.4 
?̂? = [
ŷ(1)
⋮
ŷ(nS)
]; 𝜱 = [
𝝋(1)
⋮
𝝋(nS)
] = [
φ1(1) ⋯ φnθ(1)
⋮ ⋱ ⋮
φ1(nS) ⋯ φnθ(nS)
]; 𝜽′ = [
θ1
⋮
θnθ
];  
 
where: 
φi(t) = Data sample associated with the i-th model parameter and 
predicted output at sample t 
nθ = Total number of model parameters 
θi = The i-th model parameter  
 
For linear MPC models, the objective function for MPC control (Eqn. 2.2) can be 
expressed as a quadratic function [23] [24]. The generalised form for a (convex) 
quadratic function is shown in Eqn. 2.5. A concave quadratic function can be 
expressed in this form also by adding a negative sign, and for notation convenience, 
only the convex form is referred to in the rest of this thesis.  
min
𝜽
1
2
𝜽′𝑯𝜽 + 𝒇′𝜽   Eqn. 2.5 
subject to 𝑪𝑨𝜽 ≤ 𝒄𝒃 Eqn. 2.6 
where: 
𝑯 = A real symmetric matrix (dimensions: nθ by nθ) 
𝒇 = A real vector (dimensions: 1 by nθ) 
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𝑪𝑨 = Constraint matrix (dimensions: nc by nθ) 
𝒄𝒃 = Constraint vector (dimensions: nc by 1) 
𝜽 = Decision variables  
 
Quadratic functions can be solved by a special type of gradient-based optimisation 
method called quadratic programming. For non-linear MPC models, if they conform 
to certain structures, can be solved using sequential quadratic programming or non-
linear interior point methods [24]. Quadratic programming are specialised gradient 
based methods that can be calculated much faster than generic optimisers [25] (up 
to 100 times faster according to [26]).  
This project is interested in the use of quadratic programming to handle the 
optimisation of MPC controller. Assuming a linear model can accurately describe the 
process dynamics, the faster computation speed is an attractive feature for MPC 
controllers – because the optimisation is carried out at every control step. But this 
assumption must be considered further. Most real processes are non-linear, 
meaning that a linear model would not accurately describe the process dynamics. 
But for a finite prediction horizon, a non-linear could reasonably be described with 
a linear model. MPC control is based on predicting across a finite horizon, and so the 
use of a linear model may be justifiable. This is called process linearisation, and if 
can be applied, then the computationally faster quadratic programming can be used 
to handle the MPC control optimisation.  
Given that the waste treatment process of interest is slow, and a control time 
interval around 30 minutes (based on engineering experience). The use of a non-
linear MPC model should be plausible so long as the computation completes before 
the control interval. But in practice there are two main challenges to overcome. The 
first is the issue of stability - there are no hard guarantees that non-linear model 
would produce a sufficiently good solution.  
The input trajectory determined from the MPC model is used in a close loop control 
system, and if the trajectory is not sufficiently good, the system may become 
unstable [27]. Linear models by contrast are much easier to conceptualise, and 
safeguards implemented to ensure the control system is stable [28]. The second 
reason relates to industrial uptake. Operators on site favour models that provides 
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an answer quickly, even if the slower computation is completed within the control 
interval. Combined with the concerns over the system stability, there is a significant 
barrier towards the application of nonlinear MPC in waste treatment processes. 
With the intention of improving the accuracy of existing MPC models, the focus on 
linear models allow for quicker uptake in industry, provided that the process can be 
linearised.  
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2.3 Model Identification for Linear Models 
Section 2.2 concluded with this project being focused on the use of linear MPC 
model, provided it can accurately describe the process dynamics across a finite 
prediction horizon. The choice of a linear model structure has a knock-on effect on 
the optimisation for model identification and sequential optimisation experiment 
design (the latter is discussed in Section 2.4). This section outlines the variations of 
linear model structures and discusses the optimisation to estimate the model 
parameters. As previously mentioned, the output is predicted from a linear 
combination (or summed product) of measured data samples and model 
parameters. For each sample, the general equation form is shown in Eqn. 2.7. 
ŷ(t) =  φ1(t) × θ1 + ⋯+ φnθ(t) × θnθ Eqn. 2.7 
where: 
φi(t) = Data sample associated with the i-th model parameter and 
predicted output at sample t 
nθ = Total number of model parameters 
θi = The i-th model parameter  
 
For convenience, matrix representation is used to represent a linear model. In 
matrix notation, the prediction of a single output sample is shown in Eqn. 2.3. For a 
series of output sample predictions ŷ(1) to ŷ(nS), it is shown in Eqn. 2.4.  
ŷ(t) =  𝝋(t)𝜽′ Eqn. 2.3 
𝝋(t) = [φ1(t)…φnθ(t)]; 𝜽′ = [
θ1
⋮
θnθ
]  
?̂? =  𝜱𝜽′ Eqn. 2.4 
?̂? = [
ŷ(1)
⋮
ŷ(nS)
]; 𝜱 = [
𝝋(1)
⋮
𝝋(nS)
] = [
φ1(1) ⋯ φnθ(1)
⋮ ⋱ ⋮
φ1(nS) ⋯ φnθ(nS)
]; 𝜽′ = [
θ1
⋮
θnθ
];  
 
 
Number of Inputs and Outputs 
One of the first classifications for process models, linear or not, relate to the number 
of model inputs and outputs. Models with a single-input and single-output are called 
SISO models. Some models may have multiple-inputs and/or multiple outputs, 
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resulting in similar abbreviations of MISO, SIMO and MIMO models. Most real 
processes are modelled using MIMO models. For MIMO models, the issue of causality 
is important. If there is causality between an input and an output, the sample values 
of that input affect the sample values of the output. But not every model input 
contributes towards one or more of the output, and an output may be affected by 
the value of other outputs.  
In the case there is no causality between the outputs, a MIMO model can be 
expressed as a series of MISO models (one model for each output). This means that 
algorithms designed for MISO models can be readily applied for such MIMO 
applications. But where causality exist between outputs, other techniques would 
need to be used for those MIMO models (both in model identification and output 
prediction). In the scope of this project, the case where causality exist between 
outputs was not explored due to time constraints. For notational convenience, the 
equations in this section takes the MISO form.  
2.3.1 Types of Linear Models relevant for this Research 
This project has focused on three generalised model structures: finite impulse 
response (FIR) models, autoregressive exogeneous (ARX) models and output error 
(OE) models. All three, to an extent, can be described using Eqn. 2.4. 
2.3.1.1 Finite Impulse Response Model Structures  
Finite Impulse Response (FIR) models are also known as a linear time-invariant 
model. The time-invariant means that the model output is not a direct function of 
time; the same output response will be predicted given the same input trajectory, 
regardless of when that trajectory occurs. The estimated output value at a given 
sample is expressed as shown in Eqn. 2.8. 
ŷ(t) = u(t − d) × b1 + ⋯ + u(t − d − nB + 1) × bnB Eqn. 2.8 
where: 
ŷ(t) = Estimated output value at sample t 
u(t) = Measured input value at sample t 
d = Dead time 
bi = i-th FIR coefficient (modelling parameter) 
nB = Total number of FIR coefficients 
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This can be simplified with matrix representation to give Eqn. 2.9, which is of the 
same structure as the linear regression model structure (Eqn. 2.3): 
ŷ(t) = 𝒖∗(t)𝒃′ Eqn. 2.9 
𝒖∗(t) = [u(t − d)…u(t − d − nB + 1)]; 𝒃′ = [
b1
⋮
bnB
]  
?̂? = 𝑼∗𝒃′ Eqn. 2.10 
𝑼∗ = [𝒖∗(1)…𝒖∗(nS)]′;  
 
In the case of MISO and MIMO processes, the output is still a linear combination of 
input sample values and model parameters. The number of elements that form the 
vectors 𝒖∗(t) and 𝒃 would expand to accommodate the additional pairings. The 
same FIR structure with nU inputs is shown in Eqn. 2.11 and Eqn. 2.12. 
ŷ(t) = 𝒖∗(t)𝒃′ Eqn. 2.11 
𝒖∗(t) = [
u(t − d1)…u(t − d1 − nB,1 + 1)…
u(t − dnU)…u(t − dnU − nB,nU + 1)
]; 
𝒃 = [b1,1 …b1,nU …bnB,1 …bnB,nU] 
 
?̂? = 𝑼∗𝒃′ Eqn. 2.12 
𝑼∗ = [𝒖∗(1)…𝒖∗(nS)]′;  
where: 
dj = Dead time associated with the input j 
nB,j = Number of FIR coefficients associated with input j 
bi,j = i-th FIR coefficient for input j 
 
Eqn. 2.12 relates back to the general linear model structure Eqn. 2.4 by equating the 
terms as shown in Eqn. 2.13. 
?̂? =  𝜱𝜽′ Eqn. 2.4 
𝜱 = [𝑼∗]; 𝜽′ = [𝒃′] Eqn. 2.13 
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2.3.1.2 Autoregressive Exogeneous Model Structures  
Many processes are time-varying, meaning that the process might react differently 
from the same input sequence at different times. This is a characteristic that the FIR 
model structure cannot handle. An extension to the FIR model is the autoregressive 
exogenous (ARX) model structure. An autoregressive component (a weighted sum 
of past output values) added to the FIR model structure. This is represented in Eqn. 
2.14 and it can be observed that the right-hand side of the equation is the same as 
the FIR structure (Eqn. 2.14).  
y(t − nA) anA + ⋯+ ŷ(t) = 𝒖
∗(t) 𝒃′ Eqn. 2.14 
where: 
y(t) = Measured value of the output at time t 
ak = k-th autoregressive coefficient 
nA = Number of autoregressive coefficient 
 
A matrix representation on the left-hand side can simplify the notation. With the 
interest is estimating the value of the output, ŷ(t), Eqn. 2.14 can be expressed as 
shown in Eqn. 2.15. Note that this too is a linear model, as the output can be 
estimated from a linear combination of the measured data and model parameters. 
ŷ(t) = 𝒖∗(t) 𝒃′ − 𝒚∗(t) 𝒂′ Eqn. 2.15 
𝒚∗(t) = [y(t − 1)…y(t − nA)] 
 
𝒂 = [a1 …anA] 
 
 
This too can be simplified as a single linear combination (Eqn. 2.16), which 
corresponds to the general form of Eqn. 2.3. In turn, for the whole dataset, this can 
be expressed by the more generalised form of Eqn. 2.4. 
ŷ(t) =  𝝋(t)𝜽′ Eqn. 2.3 
𝝋(t) = [𝝋1(t)…𝝋nU(t) 𝒚
∗(t)]; 𝜽′ = [
𝒃1
′
⋮
𝒃nU
′
−𝒂′
] Eqn. 2.16 
?̂? =  𝜱𝜽′ Eqn. 2.4 
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2.3.1.3 Output-Error Models 
The output error (OE) model is very similar in structure to the ARX model. It too is 
an extension from FIR model to account for auto-regression. The MISO OE model 
structure is shown in Eqn. 2.17. Although it shares a strong resemblance to the ARX 
model structure (Eqn. 2.15), the key difference between an OE model and ARX is 
which past output values are used. An OE model uses the predicted output, whilst 
an ARX model uses the measured output. This has a notable impact for the model 
identification and model prediction.  
ŷ(t) = 𝒖∗(t) 𝒃′ − ?̂?∗(t) 𝒂′ Eqn. 2.17 
?̂?∗(t) = [ŷ(t − 1)… ŷ(t − nA)] 
 
𝒂 = [a1 …anA] 
 
 
There are two key implications that arise from the difference between the OE and 
ARX structures. For model identification, where the data is already measured and 
recorded, and ARX model behaves as a linear model structure. An OE model 
structure however, is not linear – each estimated output value can be expressed as 
a function of past output values. This is illustrated from Eqn. 2.18 to Eqn. 2.20, using 
a 2 parameter (a and b) SISO OE model. 
ŷ(t) = u(t) b − [ŷ(t − 1)] a Eqn. 2.18 
[ŷ(t − 1)] = u(t − 1) b − ŷ(t − 2) a Eqn. 2.19 
∴ ŷ(t) = u(t) b − [u(t − 1) b − ŷ(t − 2) a] a 
ŷ(t) = u(t) b − u(t − 1) ab − ŷ(t − 2) a2 
Eqn. 2.20 
 
The interest in OE models instead is in model prediction (to make predictions across 
a future horizon). Strictly speaking, and ARX model cannot predict beyond the next 
step (because it does not have measured output data to predict beyond that). An OE 
model, on the other hand, can extend the prediction indefinitely, as it can use the 
predicted output to carry on making future predictions. In order words, an ARX 
model is a one step ahead predictor, whereas an OE model is an infinite step ahead 
predictor. While an infinite step ahead predictor is practically infeasible (it would 
not be accurate anyway), it is useful for a MPC controller to be able to predict a 
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certain number of steps ahead of time, to reduce how abruptly it makes input 
changes to bring the outputs to their setpoints. 
2.3.2 Optimisation for Model Identification 
The objective function for model identification is typically a model fit to the dataset. 
Typically, this is a separate dataset that was not used for building the model in the 
first place – this reduces the chance of noise overfitting.  
One common approach is to use the sum of squared error, as shown in Eqn. 2.21. 
The smaller the error, the better fit the model is to the data. So, the objective function 
for model identification is the minimisation of Eqn. 2.21.  
𝜀𝑆𝑆𝐸 = (𝒚 − ?̂?)′(𝒚 − ?̂?) Eqn. 2.21 
?̂? = 𝜱𝜽 Eqn. 2.4 
where: 
𝜀𝑆𝑆𝐸 = Sum of squared error 
 
If there are no optimisation constraints, substituting Eqn. 2.4 into Eqn. 2.21, carrying 
out the derivations shown in Eqn. 2.22 
𝜀𝑆𝑆𝐸 = (𝒚 − ?̂?)
′(𝒚 − ?̂?)
𝑺𝑺𝑬 = (𝒚 − 𝜱𝜽)′(𝒚 − 𝜱𝜽)
𝑺𝑺𝑬 = 𝒚′𝒚 − 𝒚′𝜱𝜽 − 𝜽′𝜱′𝒚 + 𝜽′𝜱′𝜱𝜽
𝑺𝑺𝑬 = 𝜽′(𝜱′𝜱)𝜽 − (𝟐𝒚′𝜱)𝜽 + 𝒚′𝒚
 
Eqn. 2.22 
𝐦𝐢𝐧
𝜽
{𝜽′(𝜱′𝜱)𝜽 − (𝟐𝒚′𝜱)𝜽 + 𝒚′𝒚} Eqn. 2.23 
This form is also known as the least squares solution. Given the assumption of a 
convex function, the value of the parameters can be explicitly calculated by taking 
the first (to identify stationary points) and second derivative (to determine if the 
stationary point is a minimum or maximum), or as shown in Eqn. 2.24 
𝜽 = (𝜱′𝜱)−𝟏𝜱′𝒚 Eqn. 2.24 
 
In the case that constraints are added, and this is an essential part of this research, 
this special case solution is unlikely to work.  
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2.3.3 Model identifiability 
A model is identifiable if the “parameter values uniquely determine the probability 
distribution of the data” and vice versa [29]. In other words, the model parameters 
can be learned if an infinite number of samples are taken. The true model structure 
for a real process may not be known due to the complexity of the process and a priori 
knowledge available.  
This project used linear regression model structures. While flexible in the 
parameter-input interaction, provides no hard guarantees that it will fit the 
underlying structure of the process. Model prediction accuracy against a validation 
dataset as a weaker justification to say that the model structure is a reasonable fit to 
for the process. If it can be assumed that the model structure is a good fit for the 
process, then the conditions for a model to be identifiable can be determined. From 
Eqn. 2.23, it can be shown that for a linear regression model, the objective function 
is a quadratic problem with respect to the model parameters 𝜽, and quadratic 
problems have a single global minimum. Assuming the data is noise-free, the model 
is identifiable if the matrix 𝜱′𝜱 is invertible [30], or in other there are no linear 
dependency between the manipulated variables of the dataset. 
In practice, real processes are noisy, there may be correlation between the 
manipulated variables, and the number of observations is finite. The first two points 
can be addressed to an extent by data pre-treatment techniques. The quadratic 
problem should provide a single minimum or solution to that finite training dataset. 
But this may not be the same as the true parameter values of the system.  
Constraints based on a priori knowledge can be used to improve model 
identifiability, and this project implemented this by translating common/easy to 
obtain a priori knowledge into optimisation constraints (Section 3.2). But given the 
limited knowledge about the process beyond qualitative descriptions, this would 
not guarantee a unique model (e.g. a parameter value can be restricted to 0~10 as a 
constraint, but 4 and 7 are both valid answers within those constraints). 
For nonlinear model structures, local minimums may exist, which complicates the 
issue of model identifiability. One way to address this problem experimentally, is to 
use multiple initial values to identify local minimums. [29] 
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2.3.3.1 Quadratic Programming for Linear Regression Model 
The general form for the objective function of a quadratic function is shown in Eqn. 
2.25. The optimisation constraints are linear and represented by Eqn. 2.26. 
min
𝜽
1
2
𝜽′𝑯𝜽 + 𝒇′𝜽   Eqn. 2.25 
subject to 𝑪𝑨𝜽 ≤ 𝒄𝒃 Eqn. 2.26 
where: 
𝑯 = A real symmetric matrix (dimensions: nθ by nθ) 
𝒇 = A real vector (dimensions: 1 by nθ) 
𝑪𝑨 = Constraint matrix (dimensions: nc by nθ) 
𝒄𝒃 = Constraint vector (dimensions: nc by 1) 
nc = Number of constraints 
nθ = Number of model parameters 
In model identification, the objective function is the accuracy of predicted model fit 
to the training dataset. For a linear model structure, the matrix 𝑯 and vector 𝒇 can 
be derived as shown in Eqn. 2.27. In this way, quadratic programming can be used 
for carrying out the model identification of a linear model. 
𝑯 = 2𝜱′𝜱 
𝒇′ = −2𝒚′𝜱 = −2𝜱′𝒚 
Eqn. 2.27 
 
2.3.4 First Principles Modelling, Data-Driven Modelling and Constrained 
Model Identification 
About model identification, the categories of first-principles modelling, data-driven 
modelling and grey-box modelling should be discussed.  
First principles modelling derives mainly from mass, energy and momentum 
balances coupled with constitutive equations (thermodynamics, mass transfer, heat 
transfer, reaction kinetics, equipment workings, etc.). A process is regarded as a 
combination of mechanisms taking place, and the model structure is built to 
describe the relevant mechanisms. A first principles model may, in some cases, 
produce a clear structure that can give an estimate of how the model output would 
respond to an input change even before any data is handled. Model identification is 
a way of fine-tuning that response. The procedure can be summarised as: 
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1. Identify the key mechanisms taking place in the process relevant to what the 
user needs to model (i.e. rate determining step in a reaction series), then 
2. Develop, from using established laws, a model to describe that mechanic, then 
3. Estimate the parameter values (model identification) with process data, then 
4. Validate the model 
These procedures are like the outline shown in Figure 2. A key point to note is that 
by the time any data is handled, the model structure, particularly how the system is 
likely to respond to changes, is largely defined already (derived from established 
theory). The data handling that occur in model identification is to estimate the value 
of the model parameters to fine tune that response. First principles modelling is also 
known as white-box modelling. For an example of how this is applied, refer to 
Section 2.5.1. 
Data-driven modelling refers to the approach used to build the model. The 
modelling discussed so far in Section 2.3 is data-driven modelling. Generalised 
model structures (including FIR, ARX, OE), which can describe many correlations, 
are used. Collected process data is used to statistically describe the relationship 
between the inputs and outputs. This is also known as black-box modelling.  
A key advantage of data-driven approach in practice relates to the ease of 
implementation, especially for a complex process (where the information needed to 
build). It is this advantage which makes data-driven models favoured in industry for 
process control over first-principles models. Practically speaking, process control 
(and in turn the purpose of the process model) is to establish the connection 
between the manipulated variables and the controlled variables, and the ability of 
the model to be used to make future predictions. The accurate representation of 
every mechanism taking place in the process is often difficult to achieve and 
unnecessary for process control.  
However, data-driven modelling has a major disadvantage in noise overfitting. Data-
driven models identify the correlation between MV and CV by statistical analysis of 
the data alone. Real processes exhibit background noise, and this distorts the clarity 
of the correlation between MVs and CVs in measured data. For data-driven 
modelling, this can lead to the algorithm falsely identify the noise as correlations 
between an MV and CV. This is called noise overfitting, and it reduces the prediction 
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accuracy of a model. This is particularly problematic for noisy processes, where the 
training dataset is small and information-poor.  
The third category is a combination of first principles modelling and data-driven 
modelling. This is called grey-box modelling. There are various ways that the two 
techniques are combined [31]. For this research, the way that two interact is that 
first principles knowledge and operator experience are added as constraints. This is 
referred to as constrained model identification (CMI). The intention is to include 
these constraints (representing non-data process information) and allow a more 
accurate model to be identified from the dataset (because additional process 
information is provided). Grey-box modelling is also referred to as hybrid modelling 
in some literature, but hybrid modelling is quite broad in definition. 
CMI is also referred to as grey-box modelling and hybrid modelling, but those terms 
are broader in meaning and can refer to other things. Grey-box modelling refers to 
combining white-box and black-box modelling together, but there are several ways 
that they can be combined – CMI is one such combination. [31] 
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2.4 Sequential Optimal Experiment Design 
Information-rich process data is needed to build accurate MPC models. Experiments 
in the form of step tests are carried out to obtain this data. Optimal Experiment 
Design, OED, aims at determining best set of steps to obtain the most information 
rich-data. This is achieved by using the current MPC model to predict the output 
response of a possible step test and assign an information content value for that 
possible dataset. Optimisation is carried out to determine the input steps that give 
the best information content index.  
Sequential Optimal Experiment Design, or SOED, refers to iterative use of OED is a 
series of experiments. This follows the algorithm flow shown in Figure 2. When a 
step test is designed, and carried out, the model is updated with this new data to 
improve the model accuracy. The updated model is then used in OED to design the 
next set of step tests, until no more experiments are to be carried out. The number 
of experiments to be carried out is limited by resource limitations. Typically, 
resources are allocated to support a specified number of experiments to build an 
MPC model.  
But using the same information content index could be used to determine when 
further experiment would not significantly improve the model accuracy and can be 
stopped. If the information content index for a dataset can be determined, then the 
information gained from the next experiment can be estimated using that same 
index. If the estimated information gained from the next experiment is below a 
threshold, it would mean that even the theoretically optimal experiment would not 
improve the information richness of the data. 
2.4.1 Information Content of a Dataset 
The Fisher Information Matrix (FIM) is used to describe the information content of 
a dataset. The FIM concept share some similarities with the likelihood function. A 
likelihood function tells the user the probability of observing the variable at a value 
given a specified parameter value. From that set of observed variables, FIM 
describes how likely the specified parameter values (from previous experiments) 
are, given those observations. Those observations are hypothetical at that time – 
experiment has not been carried out after all. They are instead “observed” from a 
designed input sequence and the model estimated output from that sequence. OED 
51 | P a g e  
 
designs the input sequence that gives the best FIM, or such that the “observed” 
variables carry the most information for the most up to date (and presumably most 
accurate) model parameters. 
The FIM can be expressed as shown in Eqn. 2.28 [32]. A sensitivity matrix is used to 
represent the relation between the model parameters and observed variable.  
𝑭𝑰𝑴i = 𝑮i
′ 𝑸i 𝑮i Eqn. 2.28 
𝑮i =
𝜕?̂?𝑖
𝜕𝜽𝑖−1
 Eqn. 2.29 
where: 
𝑭𝑰𝑴i = Fisher Information Matrix for experiment i 
𝑮i = Sensitivity Matrix 
𝑸i = Weighting Matrix  
?̂?𝑖 = Estimated Process Response to a sequence of input steps 
𝜽𝑖−1 = Estimated model parameters from experiment i − 1 
 
In terms of implementation, the sensitivity matrix 𝑮i is calculated using a finite 
difference method. This is shown in Eqn. 2.30 and Eqn. 2.31. 
𝜽j
∗(i) = {
𝜽(i) , if i ≠ j
𝜽(i)  ×  1.001 , if i = j and 𝜽(i) ≥ 1𝑒 − 5
1𝑒 − 5 , if i = j
 
and 𝜽(i) < 1𝑒 − 5
 Eqn. 2.30 
𝑮(i𝒀, i𝜽) =
(𝑦i𝒀(𝒖, 𝜽i𝜽
∗ ) − 𝑦i𝒀(𝒖,𝜽))
𝜽i𝜽
∗ (i𝜽) − 𝜽(i𝜽)
 Eqn. 2.31 
where: 
𝜽 = Model parameter vector  
𝜽j
∗ = Modified parameter vector for the purposes for sensitivity 
analysis; a small increment is applied to the j th element 
𝑦i𝒀(𝒖,𝜽) = The i𝒀 th output generated from inputs 𝒖 and model parameters 𝜽 
 
The FIM is a matrix, but for the purposes of optimisation, the information content 
index needs to be a scalar value. Scalar transformations for the FIM have been 
developed, called criterions. For convenience the scalar index is referred to as Fisher 
Information Value, or FIV, in this report. Most commonly used FIVs [33] include: 
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A criterion: FIVA = min(𝑇𝑟(𝑭𝑰𝑴
−1)) Eqn. 2.32 
D-criterion: FIVD = max(𝑑𝑒𝑡(𝑭𝑰𝑴)) or min(−𝑑𝑒𝑡(𝑭𝑰𝑴)) Eqn. 2.33 
E-criterion: FIVE = max(𝜆𝑚𝑖𝑛(𝑭𝑰𝑴)) or min(−𝜆𝑚𝑖𝑛(𝑭𝑰𝑴)) Eqn. 2.34 
ME-criterion: FIVME = min (
𝜆𝑚𝑎𝑥(𝑭𝑰𝑴)
𝜆𝑚𝑖𝑛(𝑭𝑰𝑴)
) Eqn. 2.35 
 
2.4.2 Step Test Design in Industry 
Based on engineering experience, the engineers at Perceptive have noted the 
following rules of thumb when carrying out step tests.  
• Always alternate between a step up and step down, do not have 2 step ups and 
two step downs in sequence. This reduces some noise overfitting, 
• Explore the full range of input values, the system may not be continuous 
• Make larger steps over smaller ones so that the output response is easier to 
distinguish from background noise, and  
• Vary the step lengths. This reduces some noise overfitting. 
2.4.2.1 Pseudo Random Binary Sequence 
Pseudo Random Binary Sequence (PRBS) is a common technique for step testing to 
generate steps of a random lengths. As the name suggest, the technique generates a 
binary sequence (0s and 1s) that can be translated into action (e.g. 0 = no step 
change; 1 = step change). The pseudo-random refers to the deterministic nature of 
this sequence whilst exhibiting characteristics like that of a random sequence. In 
terms of application, a PRBS sequence is determined by a seed, which forms as an 
identifier for that sequence. If the same generator is given the same seed, the 
resulting sequence is identical. The generated sequence is finite and will at some 
point repeat itself in a loop. But the loop is sufficiently long so when a short sequence 
is taken, that sequence would appear as though it was a randomly generated. 
2.4.2.2 Optimal Experiment Design in Wastewater Treatment 
To the author’s knowledge, OED has not been applied to the design of MPC models 
in wastewater treatment. SOED has however been used in wastewater treatment 
applications, but for a different type of model [34] [35].   
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2.5 Municipal Wastewater Treatment 
This project focused on the application of MPC on municipal wastewater treatment 
process (WWTPs). This section briefly outlines the processes that make up this 
treatment, the interest in the use of MPC, and how this work contributes toward 
improving the use of MPC in WWTPs.  
The WWTP removes pollutants in sewage so that the treated water can be safely 
discharged to the environment. The pollutants include biodegradable organic 
material, pathogens, nitrates and phosphates. The WWTP consists of a series of 
treatment processes, which are broadly classified into five treatment stages:  
• Screening: Incoming sewage is screened to remove large, non-
biodegradable solids from the sewage;  
• Primary 
Treatment: 
After screening, the sewage is then allowed to settle in large 
tanks to physically separate (and remove) the heavy 
biodegradable solids and floating solids. 
• Secondary 
Treatment: 
After primary treatment, the sewage then undergoes 
biological treatment to remove pollutants in the liquid. The 
effluent is then discharged or undergoes further treatment 
• Tertiary 
Treatment: 
Tertiary treatment is used for sites where the environment 
the treated effluent to be discharged to is particularly 
sensitive. A combination of chemical and biological 
treatments takes place. 
• Sludge 
Treatment: 
Sludge Treatment removes pathogens in the sludge 
accumulated in the upstream treatment stages and reduces 
the waste volume. Anaerobic digestion is a treatment 
method used here. 
Within the WWTP, Anaerobic Digestion (AD) is used for the treatment of sludge - 
toxic by-product of wastewater treatment. The AD technology is used outside of the 
WWTPs, including in farms to treat agriculture waste. Farm-fed AD technology is an 
interest of this research. The work on farm-fed AD was quite separate from the work 
carried out in Part II, and so the overview of farm-fed AD is discussed in Part III. 
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The treatment stages for WWTP is illustrated in Figure 3. 
 
Figure 3 – Overview of a WWTP 
Municipal sewage has a characteristic diurnal (daily) pattern. This is summarised by 
greater flow during the daytime than night-time, and two peaks corresponding to 
human activities around the 9-to-5 work schedule. The diurnal pattern profile for 
municipal sewage is illustrated in Figure 4. 
 
Figure 4 –The diurnal pattern of municipal sewage inflow; data from [5] 
Although the primary treatment stage is essentially a set of holding tanks, these are 
typically filled to full capacity and provide very limited buffering. This means that 
the influent flow for the ASP unit, a process downstream of the primary treatment, 
exhibits largely the same diurnal pattern. The key point is that even when 
considering a single WWTP, there is a lot of variability in the influent. This influent 
cannot be controlled (municipal WWTP would have to treat all the sewage that 
enters the process). In terms of modelling, the influent load is essentially a large 
disturbance [4]. 
Sewage Screening 
Primary 
Treatment 
Secondary 
Treatment 
Tertiary 
Treatment 
Treated 
water 
Sludge 
Treatment 
Bio-solids 
Sludge 
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2.5.1 Activated Sludge Process 
The ASP is a biologically-driven process that breaks down biodegradable material 
and other contaminates found in sewage. The sewage is aerated (by oxygen or air 
injection) to form a biological floc; a soup where bacteria then breaks down the 
sewage and pollutants. The floc is then allowed to settle at a clarifier to form three 
layers: a crust of dead bacteria at the surface, clear liquid in the middle and activated 
sludge (containing live bacteria) at the bottom. The clear liquid goes downstream to 
undergo further treatment or is discharged to the environment if there is no tertiary 
treatment. The activated sludge is recycled upstream with the influent sewage. An 
illustration of the unit, based one operating in Lancaster, is shown in Figure 5. 
Mixer Surface Aerated Pockets
Settling tank 
with scraper
Effluent
Returning 
Activated Sludge
Surplus 
Activated Sludge
Influent 
(after screening)
ClarifierActivated Sludge Process
Primary 
Treatment
 
Figure 5 – Illustration of an ASP in a WWTP in Lancaster [4] 
2.5.1.1 First principles modelling in ASP 
In Section 2.3.4, first principles modelling was briefly described. The use of first-
principle modelling can be explained using the ASP as an example. The key 
mechanism of interest is the bacteria driven breakdown of pollutant compounds 
and conversion to product. One of the most common starting point is the Michaelis-
Menten kinetics model. It considered a generic set of enzyme reactions shown in 
Eqn. 2.36: where an enzyme [E] binds onto a substrate [S] and forms a complex [ES], 
which transforms into a product complex [EP], which then releases a product [P] 
and regenerates the enzyme [E].  
[E] + [S] ⇄ [ES] → [EP] → [E] + [P] Eqn. 2.36 
 
Eqn. 2.36 represents 4 simultaneous reactions (represented by each arrow). From 
reaction mechanics, the Michaelis-Menten kinetics model of that reaction series can 
be derived to the form shown in Eqn. 2.37. Some models reported in literature 
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reference the Monod model for bacteria growth, which is an empirical model with 
the same structure as the Michaelis-Menten kinetics model.  
d[P]
dt
=
K1 [S]
K2 + [S]
 Eqn. 2.37 
where: 
d[P]
dt
 
= Rate of product production; the model output 
K1  = Constant representing the maximum rate 
[S] = Limiting substrate concentration (concentration of the limiting 
pollutant compound consumed by bacteria); the model input 
K2 = Constant representing [S] when K2 = 0.5K1 
 
The constants K1 and K2 are estimated from process data using model identification. 
Based on the theory, it is known that the constants are positive. This already dictates 
some characteristics to how the output would behave. This is illustrated in Figure 6. 
In terms of measurement, the model would require measurements of the limiting 
substrate concentration, the product compound concentration and time.  
 
Figure 6 – Possible system responses for Michaelis-Menton kinetic model 
This example illustrates the approach used in first principles modelling: first 
identify the mechanisms taking place (bacteria-driven breakdown), then deriving a 
model structure from established theory, then using model identification to 
determine the parameter values. Preliminary estimates for the model parameters 
may be obtainable from published literature. 
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2.5.2 Model Predictive Control in Wastewater Treatment 
There are two main reasons for the use of automated process control in wastewater 
treatment: for better effluent quality control, and to reduced energy consumption. 
WWTPs are primarily to ensure safe treatment of sewage so that the treated water 
(effluent) can be safely discharged to the environment. But this is an energy 
intensive process. In the UK, the WWTP consumes over 2,300 GWh/yr of electricity 
[1], making up about 1% of the total consumed [2]. But this is expected to increase 
to 3.4% by 2023, due to reductions in energy consumption in other sectors and 
increases to sewage volumes [1]. Under the Climate Change Act [3], the UK 
government has driven efforts towards energy reduction in most sectors, including 
wastewater treatment. This shifted the focus from one of ‘safe wastewater 
treatment’ to ‘energy- efficient and safe wastewater treatment’.  
The use of MPC in WWTP came as a progression from the use of proportional-
integral (PI) controllers [36] [37]. PI controllers were easy to implement, but their 
ability to handle constraints were limited, and this shifted the focus towards the use 
of MPC. The application of MPC in WWTP included both works to improve effluent 
quality control [38] and more reducing energy consumption without compromising 
treatment [4] [39] [40]. In [4], which was applied to an operating WWTP in 
Lancaster, it was observed that the use of MPC could deliver up to 25% energy 
savings whilst ensuring safe treatment of sewage. While the use of linear MPC is 
popular [41] [42], non-linear MPC [43] is used for some applications, including in 
the ASP unit [39]. The main drawback of non-linear MPC is that it is computationally 
slower than linear MPC, but for slower processes, the slower computation may still 
be useable. This project focused on the use of linear MPC, but it is recognised that 
due to hardware improvements and the development of better algorithms, non-
linear MPC optimisation might be computed quickly enough to reconsider the 
applications it is used on. Reference [44] in particular, proposed a non-linear MPC 
algorithm that claimed to be of a comparable computation speed to linear MPC.  
Modelling the WWTP is difficult for many reasons, including the variability in the 
influent flow [5], the complexity of the reactions taking place, the slow response of 
these systems [6], and (in real processes) stringent consent limits on the effluent. 
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Step testing (to obtain more information rich data) carries a running cost for the 
duration of the experiment, and the trade-off between model accuracy and 
resources spent is one with diminishing returns. There is a potential gap for the 
development of ways to determine when a model is good enough (where additional 
experiment does not improve the model accuracy enough to justify the cost), or 
better ways to build accurate models with fewer experiments.  
Applying MPC control on real processes can be difficult due to the stringent consent 
limits of the effluent and the inherent risk of breaking those limits when applying 
the controller. Many research on the subject have utilised process simulations to test 
the MPC controller [39] [45] [38]. The most commonly used simulations include the 
benchmark simulation model 1 and 2 (BSM1 and BSM2). BSM 1 simulated a 5-stage 
active sludge process (one of the secondary treatment stages) with a clarifier, and 
BSM 2 was extend the scope represent a general WWTP [6].  
The focus on ASP likely came even before the motivation for modelling the WWTP 
shifted towards more energy efficient treatment. But hotspot analysis of energy 
used in a WWTP noted that 30~60% of electricity [46] [40] [47] [48] is consumed 
within by the ASP unit. So even with the intent to reduce energy consumption, 
improving ASP energy efficiency is likely a priority.  
2.5.3 Pharmaceutical Manufacturing Case Study 
The work on constrained model identification was also demonstrated on a 
continuous direct compression process used in pharmaceutical manufacturing. This 
contributed to a project Perceptive was involved in. For this research, it was an 
opportunity to explore the potential of this modelling approach in other 
applications. The process in question is discussed in greater detail in Section 3.5. 
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2.6 Background Summary 
2.6.1 Research Problem 
Case studies have demonstrated the use of MPC reducing the energy consumption 
in WWTP without compromising the treatment. But building such an MPC model is 
time consuming, resource intensive, and difficult (due to stringent effluent consent 
limits, process complexity, system noise, slow process).  
In most cases, new experiments would need to be carried out to build a good MPC 
model. But WWTP are slow to respond and subject to large disturbances (including 
the influent loading). Even the sign of the gain direction many be incorrectly 
identified due to noise overfitting, and this would have significant ramifications to 
the stability of the MPC controller. 
2.6.2 Research Avenues 
The first research avenue investigates the addition of optimisation constraints that 
are based on first principles or operator experience. In this way, the optimisation 
scope (or combinations to calculate though) is reduced, and in theory allowing for 
more accurate models to be developed without necessitating additional 
experiments. The second research avenue is about designing experiments to obtain 
as much information rich data within each experiment, so that fewer experiments 
are needed to produce a good enough model. This is achieved using a scalar value 
representing the information content of a dataset and using the process model to 
make estimations of the process response to a speculative input sequence.  
Both avenues revolve around building more accurate models with smaller 
quantities of data, whether by adding non-data information to the model 
identification, or design step test that produce more information rich data samples.  
2.6.3 Justification for using Linear Model 
Many processes exhibit non-linearity, and when modelled, requires the use of non-
linear models to accurately describe. But optimisation calculation for a non-linear 
model is much slower. In an MPC controller, where the optimisation calculation 
must be carried out and completed at every decision interval, non-linear models are 
not feasible. Using a linear model does not accurately describe the process 
behaviour, but across a small prediction horizon, a linear model can reasonably 
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describe the process behaviour. This research project develops modelling 
techniques with the intent of the model being used by an MPC controller. The 
computation speed needed for MPC restricts the scope of this research to linear 
models. If in future, non-linear optimisation be calculated quickly enough to be used 
in industrial MPC controllers (through improvements in computer hardware 
accessibility, optimisation algorithm efficiency etc.), the use of non-linear models 
can be considered.  
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3 Constrained Model Identification 
CMI revolves around the idea of translating process knowledge (from first principles 
knowledge or operator experience) in the form of optimisation constraints. These 
constraints are applied to data-driven modelling techniques to estimate a linear 
MPC model for the process. The intent is that this non-data information can help 
identify more accurate models in applications such as the WWTP, where access to 
information-rich data is limited due to the process being slow, complex and noisy. 
Better modelling accuracy can allow for better output predictions, which can allow 
a setpoint to be safely brought closer to the process boundaries (or consent limits). 
This in turn allows for safe treatment with less energy consumed. A soft benefit of 
including operator experience as constraints is that it allows greater acceptance of 
the model on site. 
The work carried here is divided as such: Section 3.2 outlined a common set of 
constraints made. These are based on non-data information that should be relatively 
easy to obtain from most processes, and how these would translate into constraints. 
This was then applied to numerical examples to assess their impact on improving 
model accuracy. This is detailed in Section 3.3. This was then applied to an ASP 
simulation developed within Perceptive as a case study. This is discussed in Section 
3.4. A case study was carried out on a continuous direct compression process used 
in pharmaceutical manufacturing. This is detailed in Section 3.5. 
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3.1 Overview of the Constraint Matrix 
Before explaining how process knowledge can be translated into constraints, it is 
important to first explain how the constraints are structured in relation to the 
parameters. As previously discussed in Section 2.3, the model parameters as a 
vector 𝜽. Constraints are applied to this vector, and these take the form of: 
𝑪𝑨𝜽 ≤ 𝒄𝒃 Eqn. 3.1 
where: 
𝑪𝑨 = Constraint matrix 
𝒄𝒃 = Constraint vector 
Each condition is represented by a row in 𝑪𝑨 and an element in 𝒄𝒃. The number of 
columns in 𝑪𝑨 is equal to the number of parameters (or the length of 𝜽). Using a 3-
parameter vector as an example, the constraint matrix and vector would look like: 
 
As an example, let 𝑪𝑨 = [1 2 0] and 𝒄𝒃 = [10]. Referring to the form shown in 
Eqn. 2.3, this translates to a condition of 1 × θ1 + 2 × θ2 + 0 × θ3 ≤ 10. Note that if 
a parameter is not involved in one or more condition, the corresponding value in 
that row is zero.  
From Section 2.3, the parameter vector can contain different groups of parameters. 
One parameter group may not directly interact with another group, and may have 
separate constraints, but they must be solved simultaneously in the optimisation. 
Since 𝑪𝑨 contains a column corresponding to each parameter in 𝜽, and the 
interaction is a linear combination, parameters not related to a condition can simply 
have the corresponding element in 𝑪𝑨 set as zero.  
As an example, suppose the parameter vector is a composite of two different 
parameter groups (a and b), with each group having 2 parameters. Suppose then 
there are three conditions to be used as constraints: 
Condition 1 
Condition 2 
Condition 3 
θ1 θ2 θ3 
CA Cb 
Con. 1 
Con. 2 
Con. 3 
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Parameter vector Constraints 
𝜽 = [
a1
a2
b1
b2
] 
a1 + 5 × a2 ≤ 4 
3 × a1 + 2 × a2 ≤ 8 
b1 + 3 × b2 ≤ 2 
If an individual parameter is not involved in a condition, the corresponding value in 
that row is zero. For the given example, the constraint matrix and vector become: 
𝑪𝑨 = [
𝟏 𝟓 0 0
𝟑 𝟐 0 0
0 0 𝟏 𝟑
] and 𝒄𝒃 = [
𝟒
𝟖
𝟐
] 
There were four parameters, and so the constraint matrix has four columns. There 
were three conditions, corresponding to three rows in the matrix and vector. If 
additional conditions are needed on top of the existing conditions, these are added 
as additional rows. 
3.2 Common Constraints 
Common constraints relate to non-data information about that process that should 
be relatively easy to obtain in most processes. Namely, these are the direction of the 
process gain, the gain magnitude range, minimum phase and dead time. This 
information should be relatively easy to obtain, and the algorithms can be written 
to automatically translate this information into constraints for convenience. This 
automated translation is an innovation of this project and to be incorporated into 
the in-house software developed by Perceptive as an additional functionality. This 
would then be used by the engineers to build MPC models for real processes. The 
translation procedure is written as Matlab function scripts. This section will cover 
how each of the constraints can be visualised (by unit step response), and how it is 
written as constraints. 
This project focused on the use of ARX and FIR models. an ARX model takes the form 
shown previously in Eqn. 2.3. 
ŷ(t) = 𝝋(t)𝜽′ Eqn. 2.3 
𝝋(t) = [𝝋1(t)…𝝋nU(t) 𝒚
∗(t)]; 𝜽′ = [
𝒃1
′
⋮
𝒃nU
′
−𝒂′
]  
where: 
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ŷ(t) = Estimated output value at time t 
𝝋(t) = Data matrix associated to predicting the output at time t 
𝜽′ = Vector of model parameters (optimisation decision variables) 
𝒃 = Vector of FIR coefficients 
𝒂 = Vector of autoregressive coefficients  
 
This project deals with MISO model structure (and treats MIMO problems as 
multiple MISO problems). If there are nU number of inputs, then there are nU + 1 
groups of parameters. Constraints described here typically apply to individual 
groups. Section 3.1 explained how this is translated in terms of the constraint matrix 
(coefficients corresponding to parameters unrelated to a condition is set to zero). 
Each constraint is represented by one or more rows in 𝑪𝑨 and 𝒄𝒃. To help visualise 
the constraints, this section uses two components: 
• A step/impulse response to visualise the constraint in a measurable way 
• An example to show how the conditions translate in terms of the constraint 
matrix and vector for an example model (see below). 
Example model: 
The example model is a 2-input 1-output model of an ARX structure. It has 2 
parameters per input, and 1 parameter for the output autoregression. In equation 
form, this takes the form shown: 
ŷ(t) = 𝑏1,1𝑢(𝑡) + 𝑏1,2𝑢(𝑡 − 1) + 𝑏2,1𝑢(𝑡) + 𝑏2,2𝑢(𝑡 − 1) − 𝑎 ŷ(t − 1) 
Model parameters 𝜽′ =
[
 
 
 
 
𝑏1,1
𝑏1,2
𝑏2,1
𝑏2,2
−𝑎]
 
 
 
 
  
constraints 𝑪𝑨𝜽 ≤ 𝒄𝒃 
3.2.1 Sign of autoregression coefficients 
The first condition set is one of convenience: all the autoregressive coefficients 
(every element that make up 𝒂) are negative (−𝒂 should be positive).  
As previously noted, the structure of a FIR and ARX model are similar in terms of the 
𝒃 coefficients (which relate the inputs to the outputs). The main difference is the 
addition of the 𝒂 coefficients (relating past values of the output to the present 
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output). A model with positive 𝒂 values can be written as having negative 𝒂 values 
– the values of 𝒃 would be different. But setting 𝒂 as negative allows the two forms 
to be more directly comparable (the values of 𝒃 are more visually intuitive). 
Example model constraints: 
Description Constraint condition 
All values of 𝒂 are negative 𝑪𝑨 = [0 0 0 0 1] ; 𝒄𝒃 = [0] 
 
3.2.2 Sign of the Process Gain 
The sign of the process gain essentially asks “if this input increases, does the output 
response increase or decrease at the steady state?”. Accurate estimation of this sign 
in the MPC model is essential if the MPC controller is to maintain stable process 
operation. In practice, this is achieved by specifying the sign of the summation of a 
set of FIR coefficients (a set being the coefficients correlating one input to an 
output). Figure 7 is an illustration of what is referred to as the sign of the process 
gain in terms of an output step response. Five example signals are shown, of which 
models 1, 3 and 4 have a positive process gain, while 2 and 5 have a negative process 
gain. The long-term part should be emphasised, because the path taken by the 
output to reach the new steady state is not important for this constraint. 
 
Figure 7 – Steady-state gain from the 5 example models 
For a FIR model, where 𝜽 is made up of sets of 𝒃 (in a MISO model, there is one set 
of 𝒃 for each input which together make up 𝜽 as shown in Eqn. 2.3). Each set of 𝒃 
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would be summed, and a constraint assigned to that summed value. If the gain is 
positive, that summed value must be greater than 0; and if negative, that summed 
value must be less than 0. Each input would have a single constraint, so if there are 
n inputs, up to n constraints would be set.  
For an ARX model, if all the elements in 𝒂 is negative, the set up used to constrain 𝒃 
in a FIR model would still apply – there would only be an extra line to constrain 𝒂 
(since it too is a decision variable of the optimisation). This applies no matter how 
many elements there are in 𝒂. But if 𝒂 contains one or more positive elements, the 
constraints for 𝒃 becomes more complicated, due to the more complex interaction 
it would have on the output response. The constraints for 𝒂 should be self-
explanatory, but each variation of 𝒂 would result in a unique set of constraints for b. 
Example model constraints: 
Description Constraint condition 
Process gain for input 1 is positive 𝑪𝑨 = [−1 −1 0 0 0] ; 𝒄𝒃 = [0] 
Process gain for input 2 is negative 𝑪𝑨 = [0 0 1 1 0] ; 𝒄𝒃 = [0] 
Process gain for input 1 is positive AND 
Process gain for input 2 is negative 
𝑪𝑨 = [
−1 −1 0 0 0
0 0 1 1 0
] ; 𝒄𝒃 = [
0
0
] 
 
 
3.2.3 Gain Magnitude Range 
For stable models, an additional constraint can be set up on the magnitude of the 
gain. The models shown in Figure 7 are all stable, and their unit step responses are 
bounded to the value marked by the dotted line. As shown previously, if the sign of 
the process gain is specified as positive, models 2 and 5 would be rejected. Suppose 
the gain magnitude was specified by be between 2 and 4, this would mean that of 
those 5 models, only model 3 would meet those constraints, as shown in Figure 8. 
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Figure 8 – “Gain magnitude between 2 and 4” constraint for the 5 example models 
It is implicitly assumed that if the process gain magnitude as a range, it is a stable 
system (i.e. the output response to a bounded input is bounded). If that is not the 
case, this constraint cannot be set. The way the constraints are set up for a FIR model 
is like that for process gain direction, but there would be up to two constraints for 
each set of 𝒃𝒊 (one for the minimum, one for the maximum). Setting these constraints 
mean that the constraint for process gain direction is redundant. For an ARX model, 
the constraint would instead be a weighted sum of 𝒃𝒊.The weighting is subject to the 
value(s) of 𝒂.  
Example model constraints: 
Description Constraint condition 
The gain magnitude for input 1 is 
between 2 and 5 
𝑪𝑨 = [
1 1 0 0 0
−1 −1 0 0 0
] ; 𝒄𝒃 = [
5
−2
] 
 
3.2.4 Minimum-Phase 
A minimum phase system is one where the system is causal and stable. In a causal 
system, the output is determined from past and present input values, not future 
inputs. In terms of real systems, one observable characteristic for non-minimum 
phases is the inverse response - an undershoot (or sign reversal) in the step 
response. The detection of this sign reversal is used for the constraint.  
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In terms of implementation, this constraint requires the sign of the process gain to 
be known. But rather than specifying the sign of a sum of FIR coefficients, a sign 
constraint would be applied to every FIR coefficient. Visually, this can be shown 
using the output response to an impulse function, or the output increments in 
response to a unit step change. Figure 9 shows the latter (for consistency with 
previous figures) across the five example models: 
 
Figure 9 – incremental step response of the 5 example models 
Suppose the constraint was that the gain direction is positive, and the system is 
minimum phase, then the constraint would mark out an area where the incremental 
output response cannot occupy, as shown in Figure 10. In terms of the actual output 
response, the constraint would look for sign reversals or undershooting, as shown 
in Figure 11. For the 5 example models, only Model 1 would satisfy the constraint. 
Note that model 2 is minimum phase, but of the wrong gain direction to that 
specified by the constraint.  
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Figure 10 – “Positive gain direction and minimum phase” constraint for the 5 
example models 
 
Figure 11 – “Positive gain direction and minimum phase” constraint for the 5 
example models  
Based on information accessibility, it is assumed that the sign of the process gain is 
already known. As discussed in Section 3.2.2, the sign of the process gain is 
constrained by setting a constraint on the sum of the coefficients that make up each 
𝒃𝒊. In the case of minimum phase however, a constraint is applied to each element. 
So, for positive process gain and minimum phase, each element of 𝒃𝒊 would need to 
be greater than 0 (or less than 0 if the sign of the process gain is negative). 
Detected sign reversal that 
violated the constraint 
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In hindsight, based on the numerical examples analysed in Section 3.3.2, it may be 
beneficial to only apply the constraint to the first few elements that make up 𝒃𝒊 (i.e. 
the coefficients that cover the early response). The reason for this is because this 
constraint has the disadvantage of forcing any model overfit to go one way, and 
while this may be useful for systems with a large dead time (to avoid noise 
overfitting in the short-term response), this can be detrimental in terms of the long-
term response estimation.  
Description Constraint condition 
Input 2 has negative process gain, 
and is minimum phase 
𝑪𝑨 = [
0 0 1 0 0
0 0 0 1 0
] ; 𝒄𝒃 = [
0
0
] 
 
3.2.5 Dead Time 
Dead time refers to the delay between an input change and the output responding 
to that change. This is not actually constrained in the form of optimisation 
constraints. What is changed instead is the training dataset used for model 
identification. A shift is applied to the input samples that make up the data matrix 
𝜱. To illustrate, the training dataset for a SISO process modelled by a FIR model with 
3 coefficients. The top row shows the case there is no dead time, the middle a dead 
time of 5 samples, and bottom a dead time of 10 samples. MISO systems would be 
constrained in the same way, but with a different shift for each input.  
Training data with no 
dead time 
[
u(1) u(2) u(3) y(3)
⋮ ⋮ ⋮ ⋮
u(ns − 2) u(ns − 1) u(ns) y(ns)
] 
Training data with dead 
time of 5 samples 
[
u(1) u(2) u(3) y(8)
⋮ ⋮ ⋮ ⋮
u(ns − 7) u(ns − 6) u(ns − 5) y(ns)
] 
Training data with dead 
time of 10 samples 
[
u(1) u(2) u(3) y(13)
⋮ ⋮ ⋮ ⋮
u(ns − 12) u(ns − 11) u(ns − 10) y(ns)
] 
Table 2 – Training dataset for a SISO, 3-coefficient FIR model with different dead 
times 
ARX systems would follow this same approach – autoregressive coefficients do not 
have a dead time. If it did, an additional set of shifts would be applied to the data 
matrix. Model identification is therefore used to estimate the values of the non-dead 
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time coefficients. Dead time can be constrained using explicit optimisation 
constraints. But this is a lot less efficient in execution (as more decision variables 
need to be optimised this way) and results in a slower optimisation.  
3.3 Analysis on Numerical Examples 
Numerical examples are created using a pre-specified model to represent a process. 
This “true” model is of the same structure as the model to be identified, but the actual 
parameters are not supplied, and must be identified from the collected process data. 
The same structure is used because it allowed for a direct comparison in terms of 
model identification accuracy for different approaches. The process data (output 
response to input steps) is subject to background noise to simulate the situation 
with real processes.  
Several simulation experiments were carried out over the course of this project. 
These can be categorised into two types: Monte Carlo style experiments which 
carried out experiments on the same process many times, to assess the consistency 
of added constraints to model identification; and smaller scale experiments to 
assess how particular characteristics affect model identification, and how the 
constraints affect those.  
3.3.1 Monte Carlo Experiments 
The Monte-Carlo style experiments carried out 100 examples using the same true 
model for every experiment. What is changed between experiments is the input 
steps and background noises added to the measured values. This assessed and 
compared the robustness of the model identification when constraints are added.  
3.3.1.1 The true model and experiments  
The “true” model (or process) was a 3-input 1-ouput model. The details of the 
process are: 
Dead times / Pure Delay: 20; [3 7 10]; Number of FIR coefficients: 24; 
Number of AR coefficients: 1; [1]; Noise added to output at SNR = 10 
ŷ(t) =  𝒖(t)𝒃′ − ŷ(t − 1)a 
𝒖(t) = [
u1(t − d1 + 1)…u1(t − d1 − 7), u2(t − d2 + 1)…u2(t − d2 − 7),
u3(t − d3 + 1)…u3(t − d3 − 7)
] 
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𝒃 = [𝒃𝟏 𝒃𝟐 𝒃𝟑] 
𝑩 = [
𝒃𝟏
𝒃𝟐
𝒃𝟑
] = [
1.90 1.72 1.55 1.41 1.28 1.15 1.04 0.95
0.24 0.23 0.22 0.21 0.20 0.19 0.18 0.17
−0.32 −0.32 −0.31 −0.30 −0.29 −0.28 −0.27 −0.26
] 
In total, 45 coefficients would be estimated across 100 experiments. The training 
data consist of 300 samples, partitions such that 100 samples are allocated for step 
tests for each input separately. Since the output responds to changes to all three 
inputs, this makes the output response to an input much clearer, and in turn should 
improve the accuracy of the identified model. Step were carried out using a PRBS to 
determine when steps are to be made, and the magnitude is restricted to a 
prespecified minimum and maximum input value range (0~10).  
Model identification is the linear model was shown in Eqn. 2.25, subject to 
constraints in the form of Eqn. 2.26. In this Monte Carlo experiment, the constraint 
conditions are shown below: 
min
𝜽
1
2
𝜽′𝑯𝜽 + 𝒇′𝜽  subject to 𝑪𝑨𝜽 ≤ 𝒄𝒃 
𝜽 = [𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒂]′ 
𝑪𝑨 =
[
 
 
 
 
 
 
 
 
 
−1 ⋯ 0 0 ⋯ 0 0 ⋯ 0 0
⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮
0 ⋯ −1 0 ⋯ 0 0 ⋯ 0 0
0 ⋯ 0 −1 ⋯ 0 0 ⋯ 0 0
⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮
0 ⋯ 0 0 ⋯ −1 0 ⋯ 0 0
0 ⋯ 0 0 ⋯ 0 1 ⋯ 0 0
⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮
0 ⋯ 0 0 ⋯ 0 0 ⋯ 1 0
0 ⋯ 0 0 ⋯ 0 0 ⋯ 0 −1]
 
 
 
 
 
 
 
 
 
; size [nc by nθ] 
𝒄𝒃 = [
0
⋮
0
] ; vector of size [nc by 1] 
One experiment’s input and outputs are shown in Figure 12 and Figure 13. The 
output is filtered and auto scaled before model identification is carried out. Model 
identification is carried out twice, once using unconstrained model identification for 
and ARX model, and another with constraints added (the sign of the process gains 
and minimum phase). 
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Figure 12 – Training Input for the Monte-Carlo Experiments 
 
Figure 13 - Training Output for the Monte-Carlo Experiments 
  
74 | P a g e  
 
3.3.1.2 Computation Summary 
Data generation 2-input, 1-output ARX model 
45 model parameters in total 
50 experiments simulated 
300 samples per training dataset/experiment 
Signal-Noise-Ratio of 10 added to output 
Computation Details Software used: Matlab 
Solver used: quadprog function, interior-point-
convex algorithm 
Computation time: About 5~10 seconds per 
experiment (100 experiments total) 
 
3.3.1.3 Results 
Table 3 is the summary of the average results of the Monte Carlo simulation for each 
parameter. Shading is used to distinguish between different coefficient groups. For 
a 3-input, 1-output model, there are 4 coefficient groups (one for each input, and 
one for autoregression on the output) 
Table 3 – Summary of the Monte Carlo Simulation Results 
Coefficient 
value 
Mean Average Standard Deviation 
unconstrained constrained unconstrained constrained 
0 0.0023 0.0421 0.0978 0.0592 
0 -0.0873 0.0112 0.1031 0.0309 
0 -0.0766 0.0252 0.1389 0.0517 
0.3807 0.2668 0.2719 0.1067 0.1051 
0.7251 0.3711 0.3803 0.125 0.1242 
1.0367 0.664 0.6743 0.1519 0.1459 
1.3187 0.7735 0.7893 0.1825 0.1713 
1.5739 1.0716 1.0957 0.2087 0.1925 
1.4241 0.7375 0.7729 0.2427 0.2293 
1.2886 0.8924 0.9228 0.1905 0.1891 
1.166 0.5752 0.607 0.2175 0.2069 
0 -0.045 0.0361 0.1209 0.0561 
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0 -0.024 0.0499 0.1454 0.0742 
0 -0.0157 0.0479 0.1302 0.0748 
0 -0.0271 0.0414 0.1357 0.0742 
0 -0.0189 0.0468 0.1449 0.0814 
0 -0.0185 0.0396 0.1192 0.0646 
0 -0.0494 0.031 0.1275 0.0648 
0.0488 0.0206 0.0639 0.1166 0.0722 
0.0952 0.0083 0.0583 0.1233 0.0768 
0.1393 0.0703 0.102 0.1213 0.0911 
0.1813 0.1053 0.1378 0.1321 0.1131 
0.2212 0.1521 0.1773 0.131 0.1197 
0.2104 0.0918 0.122 0.1144 0.0996 
0.2001 0.1406 0.1598 0.1131 0.1071 
0.1904 0.074 0.1117 0.1315 0.1017 
0 -0.0011 -0.059 0.129 0.0812 
0 -0.0029 -0.0634 0.1317 0.0761 
0 -0.0211 -0.0735 0.1251 0.0858 
0 0.0032 -0.0583 0.129 0.0779 
0 0.0021 -0.0588 0.1385 0.0886 
0 0.0371 -0.0443 0.1521 0.0635 
0 0.0083 -0.0638 0.1514 0.0938 
0 0.003 -0.0563 0.1189 0.0716 
0 0.025 -0.0525 0.1469 0.0827 
0 0.04 -0.0451 0.1372 0.0772 
-0.0656 -0.0628 -0.1114 0.133 0.1017 
-0.129 -0.0426 -0.0975 0.1416 0.1033 
-0.1903 -0.1181 -0.1587 0.1391 0.1213 
-0.2497 -0.1504 -0.1882 0.1418 0.1285 
-0.307 -0.2275 -0.2628 0.138 0.1302 
-0.297 -0.1223 -0.1772 0.1485 0.1281 
-0.2872 -0.2034 -0.2406 0.1548 0.1427 
-0.2778 -0.1359 -0.1785 0.1677 0.1438 
1 0.2567 0.2695 0.2652 0.2433 
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The distribution plot for each coefficient of interest (45 in total). The observations 
could be sorted into several groups: 
• Coefficients for dead time (which should have a value of zero) 
• Non-zero coefficients relating to the input (the response to the input after 
dead time) 
• Coefficient of the autoregression coefficient 
For conciseness, one example from each group is shown in this section. The 
experimental results are included in Appendix A.1.2, and distribution plot for each 
coefficient can be generated from that data. 
An example of a coefficient distribution graph is shown in Figure 14. The grey bar in 
the centre represent the true value of that coefficient. This would be consistent 
across all 100 experiments and has a frequency of 1. Estimates are allocated into 
bins based on their proximity to this true value. The red bars represent the 
distribution of the unconstrained estimates, while the green represent the 
estimations of the constrained. What is being compared is how close the average 
estimate is to the true value, and how spread out are the estimates. 
 
Figure 14 – Representation of the Monte-Carlo coefficient estimation results 
Dead Time Coefficient Estimation 
Unless if dead time is specified separately, it would be treated as a FIR coefficient - 
one with a true value of 0. The most notable difference between constrained and 
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unconstrained model identification can be observed from the dead-time coefficients. 
One such coefficient is shown in Figure 15. In both the estimate average and 
standard deviation, the constrained identification performed better than the 
unconstrained case. The constrained distribution is skewed, but this is expected as 
the true value is 0 (dead time) and the constraint boundary a positive sign. This 
would indicate that the constraints reduced dead-time noise overfitting.  
 
Figure 15 – Dead-time coefficient estimates distribution 
For that input, the direction of the process gain is positive, and the dead time 
coefficients being estimated as negative would create a step response profile that 
has an inverse response. This was mentioned before, but an incorrectly identified 
inverse response can be detrimental to how the MPC controller calculates the 
control steps to take. 
FIR Coefficient Estimation 
In terms of the FIR coefficients, the two performed rather similarly. One such 
coefficient is shown in Figure 16. Generally, the constrained approach had an 
average that is closer to the true value, and lower standard deviation. This would 
suggest that the constrained approach generally produced more accurate estimate. 
But the difference is not as significant. This is expected to an extent, as even the 
unconstrained model identification is intended to estimate the model coefficients 
correctly (if able).  
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Figure 16 – FIR coefficient estimates distribution 
Autoregressive Coefficient Estimation 
The autoregression coefficient estimate is shown in Figure 17. In both approaches, 
the estimate is very similar in both the average estimate and the standard deviation. 
It would suggest that the autoregression value is not particularly affected by the 
constraints added for this example.  
 
Figure 17 – Autoregression coefficient estimates distribution 
3.3.2 Other Numerical Examples 
Other numerical experiments in this context referred to those where the 
comparison between constrained and unconstrained model identification is based 
on model fit to a validation dataset (by RMSE). The focus here was to identify the 
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process characteristics where adding constraints to model identification could 
benefit in model identification accuracy, and potential limitations of this. Similar to 
before, the only constraints added were the sign of the process gain and minimum 
phase. To summarise the findings of those experiments: 
• For single-input models, there was no noticeable improvement that came at the 
result of adding constraints on the process gain sign and minimum phase 
• For multiple-input models with no dead time, there was no noticeable 
improvement that came at the result of adding constraints on the process gain 
sign and minimum phase 
• For multiple-input models where longer dead times are exhibited for one or 
more of the inputs, constraints reduced the effects of noise overfitting in the 
dead time region. This however does come at the potential expense of 
overshooting in the value of the gain magnitude. This point is elaborated below. 
• Further testing was carried out to assess the model. This too was a Monte-Carlo 
style experiment, but the size of the training dataset noise added was varied. It 
was observed that as the training dataset increased, noise overfitting decreased 
and the accuracy between constrained and unconstrained became similar in 
accuracy. This was expected, and smaller datasets are more susceptible to noise 
overfitting, and past experiments have shown that adding constraints can 
counteract some noise overfitting. What was of interest was that adding 
constrained could potentially increase the model identification accuracy with 
smaller training datasets. 
Minimum phase in this context focused on the inverse response that is often falsely 
detected in data-driven modelling due to noise overfitting. The minimum phase 
behaviour is correctly identified for a system, especially for systems where the dead-
time is long (but not known to the user), the minimum phase constraint improved 
model identification by removing the inverse response that is often identified by 
data-driven modelling over the dead-time due to noise overfit.  
An example on a 2-input, 1-output ARX process is given. Binary step tests were 
applied to both the training and validation data, and the output response collected. 
Noise was added to the training output only. Both datasets were pre-treated with a 
moving average filter and auto-scaled. Figure 18 showed the training input and 
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output data, including the output predictions from both models. 
 
Figure 19 showed the validation input and output data, including the output 
predictions from both models. 
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Figure 18 – Training dataset; input steps (top), predicted and actual output 
(bottom) 
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Figure 19 – Validation dataset; input steps (left), predicted and actual output 
(right) 
The predictions for the training dataset were comparable, but the validation output 
prediction was noticeably worse for the validation output. From the step taken, the 
mismatch appears to be from the estimation of the input-output correlation. 
Because this is a Numerical Examples, the actual FIR coefficients can be compared 
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against the identified to inspect the cause. These are shown in 
 
 
Figure 20 and Figure 21. 
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Figure 20 – FIR coefficients for input 1 
One key advantage of FIR models is that a bar chart of the coefficients is visually very 
similar to that model’s unit step response. Given that the process model is known in 
a numerical example, the estimated coefficients can be compared against the true 
process. In Figure 20 one of the input Reponses was reasonable, but by contrast, the 
other coefficient was a poor fit to the true values 
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Figure 21 – FIR coefficients for input 2 
  
The estimated coefficients for input 2 (Figure 21) are similar in both models, and 
reasonably accurate. The ARX coefficient (not shown) is similar in both estimations. 
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The estimated coefficients for input 1 (
 
 
Figure 20) is noticeably different. The unconstrained model overfitted to system 
noise and estimated a correlation that has an opposite gain direction (overall) to the 
actual. In the constrained case, the gain direction and minimum phase are specified 
from a priori knowledge, and so the estimated coefficients are much closer than the 
actual process. 
The longer the unspecified dead-time, the more likely noise overfitting is reduced, 
and so the model is more accurate. However, the constraints also tended to 
overpredict the process gain magnitude, as any noise overfitting could only go one 
way. With the constraints set up, it is possible to set it up such that the minimum 
phase constraint is only applied to the first portion of the FIR coefficients. This 
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would stop an inverse response from being falsely identified, whilst reducing the 
effects of a skewed noise overfit. 
3.4 Case Study on the Activated Sludge Process Simulation 
Perceptive have developed an in-house ASP simulator based on the designs of a real 
ASP unit operating in a Lancaster WWTP. The process is shown in Figure 22.  
Mixer Surface Aerated Pockets
Settling tank 
with scraper
Effluent
Returning 
Activated Sludge
Surplus 
Activated Sludge
Influent 
(after screening)
ClarifierActivated Sludge Process
Primary 
Treatment
 
Figure 22 – Illustration of the ASP unit 
The process model correlates the changes made to the aeration (the manipulated 
variable, measured by pump drive speed) to the effluent ammonia concentration 
(the controlled variable). Five pump drive speed settings (one for each pocket) are 
the manipulate variables, and the controlled variable is the effluent ammonia 
concentration. The influent load also affects the effluent ammonia concentration, 
but this cannot be manipulated and is treated as an input disturbance. This is shown 
in Figure 23. 
 
Figure 23 – Process Structure 
To replicate constraints applied to real projects Perceptive undertakes, five working 
days’ worth of time is allocated for data collection. The process model would need 
to correlate each pocket pump speed setting to the controlled variable. Pump drive 
speed settings must be between 40%~99%. Effluent concentration would have its 
constraint for environmental safety, but this was dropped for this exercise to 
acquire more information-rich data. This is like that of the numerical examples, but 
Process Model 
Disturbances 
(Influent Load) 
Controlled Variable 
(Effluent Ammonia Conc.) 
Manipulated variables 
(Pump Drive Speed) 
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this time the true process model is not available for the report author, and the 
analysis is restricted to the model fit to validation data. Data pre-treatment included 
taking a moving average filter and autoscaling the data. For model identification, 3 
model approaches were compared. The first is the unconstrained identification 
(UNC); the second constrained the sign of the process gain (CON1), and the third 
specified the sign of the process gain and minimum phase (CON2). This comes from 
a priori knowledge on the process, at least in qualitative terms.  
3.4.1 Experimental Data 
The steps test applied is shown in Figure 24. Three days were used to gather the 
training dataset. The remaining two days allocated to testing would be used to 
produce the validation dataset, but as this is a simulation, the time allocated to 
collect validation data was extended. The output response is shown in Figure 25. A 
key observation is that the output is heavily dependent on the influent loading 
(which is a disturbance that cannot be directly controlled). This made building an 
MPC model correlating pump speed to effluent concentration very difficult. The 
training dataset was separated for each pump drive speed, based on the region 
where steps were made for the input.  
 
Figure 24 – Training Dataset Inputs 
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3.4.2 Computation Summary 
Model Details 6-Input, 1-Output Model 
Inputs: Influent Load, 5 Pump Speeds 
Output: Effluent concentration 
20 Coefficients given per Input, 1 coefficient given 
for autocorrelation 
Initial values: Every value at zero 
Constraints UNC: unconstrained 
CON1: Gain direction for Pump Speeds, 
autoregressive coefficient is negative 
CON2: Gain direction & Minimum Phase for Pump 
Speeds, autoregression coefficient is negative 
Computation Details CON1 and CON2 solved by Matlab, UNC calculated 
from Perceptive from. 
Software used: Matlab 
Solver used: quadprog function, interior-point-
convex algorithm 
Computation time: About 15 seconds 
 
3.4.3 Results and Discussion 
The identified models are shown in Figure 25. The two constrained models were 
very similar suggesting that while minimum phase is applicable, it can already be 
detected from the data and did not require a specific constraint. The mode fit for the 
training data was better for the constrained models compared to the unconstrained 
one. This however is not necessarily an advantage, as this may be the result of model 
overfit – the model fit to a validation dataset is needed to obtain a better comparison 
of this. The fact that the controlled variable is so dependent on a disturbance 
variable contributed to the estimation of the negative output concentrations – the 
constraints did not improve this.  
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Figure 25 – Training data output 
Figure 26 shows the steps taken in the validation dataset, while Figure 27 compares 
the model prediction against the measured output response. It can be observed from 
the latter that with the constraints, a more accurate model prediction is produced. 
The accuracy could be improved, but the point of the exercise was to assess whether 
the model accuracy is improved by adding constraints derived from information 
that is easily obtainable. In that case, CMI could improve the model accuracy for real 
processes. Unfortunately, there wasn’t an opportunity to test this in a real process 
due to project constraints, and the work on ASP units was not pursued beyond this 
point.  
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Figure 26 – Validation Data Input 
 
Figure 27 – Validation Data Output 
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3.5 Case Study on a Pharmaceutical Process 
Perceptive is involved with the Advanced Digital Design of Pharmaceutical 
Therapeutics (ADDoPT) project (refer to [49] for more information). This is a 
project with the goal of improving the efficiency of pharmaceutical manufacture. 
Within that project, there was an interest in the use of MPC to automate 
pharmaceutical manufacturing processes. This interest extended to the use of CMI 
to assist in the identification of the MPC model.  
Pharmaceutical processes respond a much faster than WWTPs. This means that for 
the same allotment of time, more step testing can take place. But there is a strong 
incentive to reduce the amount of experimentation carried out. This is because the 
active pharmaceutical ingredient (API) is very expensive, and when used in 
experimental trials, cannot be recycled for safety reasons and must be incinerated 
after the trial. If the use of CMI can reduce the amount of experiments carried out 
while still delivering a sufficiently accurate model, less API would be needed, in turn 
reducing the resource investment needed for these trials.  
The case study is a retrospective analysis on step test data collected from a 
continuous direct compression process. An illustration is shown in Figure 28. The 
analysis is subject to a non-disclosure agreement, and so the information that can 
be provided on the process and data is limited.  
 
Figure 28 – Example illustration of a continuous direct compression process 
(supplied by Perceptive) 
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3.5.1 Methodology 
Experimental process data was already collected with the intention of building an 
MPC model (as part of Perceptive’s work on another project). No additional data was 
available. The interest was whether hybrid modelling could reduce the amount of 
data needed to identify a sufficiently accurate model. The analysis was repeated 
several times. With each iteration, the portion of process data used as the training 
dataset is changed, and the level of moving average filter was also changed. Model 
accuracy was assess based on the RMSE of the 20-step ahead prediction, to emulate 
the prediction used by an MPC to make decisions on the necessary step changes. 
 
Figure 29 – Methodology used for the case study analysis 
Split the process data 
into training and 
validation datasets 
Start 
Yes 
Stop 
Identify the model 
using the training 
dataset 
Validate model using 
the validation dataset  
 
No 
Redefine 
training data? 
Pre-treat datasets 
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3.5.1.1 Process Dataset 
The process data collected from the trial is shown in Figure 30. In compliance with 
an NDA with the pharmaceutical company, the data has been anonymised  
 
Figure 30 – Measured experiment data from the case study process 
In Figure 30, it could be seen that the first half of the dataset contained a few long 
steps, while the latter half of the dataset contain a greater number of steps, though 
the steps were shorter). This divide affected how the dataset should be divided up 
(between training data and validation data) and the metric of how much 
experimental data could be reduced by using hybrid modelling techniques. 
3.5.2 Training and validation dataset division 
The analysis of this case study was divided into 3 sets, based on how the training 
and validation datasets were defined. This had an impact on the findings which was 
discussed in the results.  
The first set of analysis split the dataset based on the number of samples, starting 
from the older samples. The dataset was split such that the training dataset 
consisted of 30%~70% of the data (<30% would mean there is too little data to train 
the model, and >70% would mean there is not enough validation data to assess the 
model accuracy. An example of the data split is shown in Figure 31. 
 
Figure 31 – Training/validation dataset division in the first analysis set 
A criticism of analysis set 1 could be made concerning the training/validation 
dataset divide. The earlier samples did not capture as many step changes (recall that 
API 
(Input) 
Potency 
(Output) 
API 
(Input) 
Potency 
(Output) 
Training Dataset Validation Dataset 
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the process model describes how the output responds to changes in the input). In 
the second set of analysis, the dataset was still split based on number of samples. 
But this time, the newest samples were used to train the model and the older 
samples for model validations. This change was made to account for the fact that the 
first half of the dataset was made up of a few long steps, compared to the latter half 
being made up for more, but shorter, steps. An example of the data split is shown in 
Figure 32. 
 
Figure 32 – Training/validation dataset division in the second analysis set 
In the third set of analysis, the dataset was divided up into steps. This was an attempt 
to address a limitation of using the divide by sample approach in analysis sets 1 and 
2 when the step sequence was distinctively different in the first half compared to 
the second half. Additionally, data prior to the first step was discarded, as this did 
not capture how the output responds to changes in the input and could have been 
removed regardless of model identification approach. 
 
Figure 33 – Training/validation dataset division in the third analysis set 
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3.5.3 Computation Summary 
Analysis Sets 1 & 2 
Model Details 1-Input, 1-Output FIR Model used as a model 
20 Coefficients  
Initial values: Every value at zero 
Models BB = black/box or unconstrained 
GB1 = Grey box or constrained 
GB2 = Grey box or constrained 
BBP = black/box or unconstrained in PharmaMV 
Computation Details Software used: Matlab 
Solver used: quadprog function, interior-point-convex 
algorithm 
Computation time: About 4 seconds 
 
Model Parameters See Appendix A.1.1 
 
I hope it’s just winter 1 & 2 
Model Details 1-Input, 1-Output ARX Model used as a model 
15 FIR Coefficients, 1 autoregression coefficient 
Initial values: Every value at zero 
Models BB = black/box or unconstrained 
GB1 = Grey box or constrained 
GB2 = Grey box or constrained 
BBP = black/box or unconstrained in PharmaMV 
Computation Details Software used: Matlab 
Solver used: quadprog function, interior-point-convex 
algorithm 
Computation time: About 4 seconds 
Model Parameters See Appendix A.1.1 
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3.5.4 Results & Discussions 
3.5.4.1 Analysis Set 1 
In analysis set 1, the divide in prediction accuracy between the constrained and 
unconstrained models were clearly visible. Constrained model identification 
consistently produced a model with better prediction accuracy. By the point where 
70% of the dataset is used as training data, the difference between constrained and 
unconstrained modelling is roughly the same.  
 
Figure 34 – Validation RMSE from analysis set 1 
3.5.4.2 Analysis Set 2 
The 20 steps ahead prediction accuracy of analysis set 2 is shown in Figure 35.  
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Figure 35 – Validation RMSE from analysis set 2 
A training dataset made up of 30% of the process data was sufficient for model 
identification. Adding more training data above that did not improve the model 
identification. This was the case for all 4 modelling approaches. Two key points 
could be drawn of this. First, the experiment could have been reduced for the 
purposes of building a model through the choice of step changes. Second, there was 
enough data collected for all modelling approaches to converge to a common level 
of model prediction accuracy – the difference between the approaches is about how 
much data is needed to reach that.  
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3.5.4.3 Analysis Set 3 
The RMSE of the validation output prediction was shown in Figure 36.  
 
Figure 36 – Validation RMSE from analysis set 3 
Across all the modelling approaches, there was a sudden increase between step 6 
and step 7. It is not entirely understood why the increase in RMSE occurred. At first 
this was assumed to be due to the validation dataset shrinking (since the process 
dataset was finite, data not used to train the model is used to validate the model). 
But then considering the sizes of each dataset at where the division took place 
(Figure 33), it suggested that this was not the case. A sizeable portion of the dataset 
was available to validate the model. Furthermore, analysis set 2 suggested that the 
portion of validation data was sufficiently information rich. Steps 8 and 9 indicated 
that the RMSE was decreasing again with more samples used for training.  
The comparison between data-driven modelling and constrained model 
identification produced some interesting results in this analysis set. First, compare 
the data-driven model (QP) with the constrained models (recall that they are 
identified using the same algorithm). Up until step 7, the adding of constraints 
produced a process model that was consistently better for prediction than the 
unconstrained case. Based on the slope of the RMSE, the constrained models may 
have been sufficiently accurate by step 4, while the unconstrained case needed up 
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to step 6  achieve the same degree of prediction accuracy. This contributed to about 
10% of the total number of measured samples.  
Next, consider then the data-driven model from WaterMV. The algorithm is different 
to the QP used and so it isn’t directly comparable. But the changes made in how the 
datasets were divided produced a process model that was very similar in prediction 
accuracy, as the constrained models. The algorithm used in WaterMV could not be 
easily replicated externally to consider whether adding constraints to that algorithm 
could improve the modelling prediction.  
3.5.4.4 Conclusions 
Based on the findings in the first and third analysis sets, CMI could arrive at a 
sufficiently accuracy with fewer samples/steps compared to data-driven modelling. 
The distribution of step changes in the dataset made it difficult to assess how many 
samples could be saved using CMI. In terms of steps, analysis set 3 suggested that 
CMI could arrived at a sufficiently accurate model in 2 fewer step changes compared 
to the data-driven model approach, attributing to 10% of the samples.  
But from the perspective of reducing the amount of experiment need to obtain an 
accurate model, it is worth mentioning about the impact of experiment design. The 
results of the second analysis suggested that with just 30% of the data samples, a 
sufficiently accurate model could be identified, irrespective of the modelling 
approach. This was because the more recent samples captured more process 
information.  
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3.6 Summary on Constrained Model Identification 
The constraints applied have been restricted to those that should be easily 
obtainable from most processes (sign of process gain, minimum phase, gain 
magnitude range). The adding of these constraints can improve model 
identification, but this is subject to the size of the training dataset. From the 
numerical examples and pharmaceutical case study, it was shown that if the dataset 
is sufficiently large, constrained and unconstrained modelling produced models of 
similar accuracy. But where the dataset is reduced, constraints can produce more 
accurate models. Specifically, these constraints target the noise overfitting that 
occurs in multiple input systems with long dead times, as shown by the numerical 
examples and ASP unit case study. In the case of single-input systems, these 
constraints did not improve the accuracy of the model identified.  
If knowledge of the dead time is not known, then the constraints can potentially 
provide additional robustness to the model identification. This does raise the 
question as to how constrained identification would compare against an 
unconstrained method with improvements to dead time estimation (there are some 
techniques proposed in literature on this avenue, including [50]. Another 
observation from the pharmaceutical case study was that data pre-treatment plays 
a critical role towards the accuracy of the model identified. It can be argued that, like 
with better dead time estimation, that this could be an alternative (or used in 
conjunction with) constrained model identification. This is harder to measure 
however, as it is very case specific. Additionally, data pre-treatment is a labour-
intensive process, requiring a skilled engineer to carry out.  
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4 Sequential Optimal Experiment Design 
Sequential Optimal Experiment Design (SOED) aims at designing input signals (in 
this thesis step tests) that obtain the most information-rich data with every 
subsequent experiment. An accurate MPC model needs information-rich data to 
train from. SOED contributes towards getting the most accurate model from the 
number of experiments allocated for an engineering project. At the same time, the 
same information content index used can infer when further experimentation is not 
needed and doing so save on resources. A background overview was provided in 
Section 2.4.  
4.1 Formulation of the Optimisation Problem 
The formation of the SOED optimisation is about determining specially what are the 
three key components of an optimisation problem. In general, they are: 
Objective function: Information-richness of the dataset  
Decision variables: Input step sequence in the next experiment  
Constraints Input and (possibly) output ranges, step sizes 
 
4.1.1 Choice of Decision Variables 
In this project, the decision variable is the input value at every decision interval for 
the experiment. If n is the decision interval, the value of an input may only be 
changed at every n-th sample or time step. Varying step lengths can be achieved by 
not choosing a new input value at a decision interval. That however was left to the 
optimisation solver to determine. Alternatives considered included: 
• Step value and step length 
The intended advantage of doing this allowed for more flexible control over the step 
length. Suppose that a piece of equipment could only be changed every 20 sampling 
intervals. The chosen approach would set this as the decision interval, so a step 
change can only occur every multiple of 20 samples. But a step length of 30 samples 
would not damage the equipment but would not be a possible option for the chosen 
decision variable.  
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However, specifying the step length raises another problem in the optimisation. 
Namely, step length must be an integer. Gradient solvers such as FMINCON in Matlab 
cannot solve for this, and there is no practical restriction on the input value being 
integers. This would mean that the optimisation would require a solver that can 
handle integers and non-integer decision variables at the same time. The 
optimisation would also be a lot slower.  
• Step value but use a PRBS to determine when step changes occur 
Using a PRBS to predetermine the step changes is one away around the optimisation 
whilst preserving greater flexibility on the range of step lengths. As the decision 
variables are the input values at each step change, gradient-based solvers could be 
used. The problem with this however was that there was no reassurance that the 
step length determined by the PRBS is optimal, it is simply randomly assigned. The 
optimiser may identify the best inputs values for that particular series of step 
changes, but there is nothing to say that those step changes are the optimal set of 
step test.  
4.1.2 Choice of Constraints  
Based on the choice of decision variables, inequality constraints can set the 
maximum step increment, maximum and minimum input value ranges. This can 
account for physical limitations of the process equipment and safety specification in 
the input values.  
In theory, the output value range can be constrained also, using the model to 
estimate the output response to a unit step increase, and translating that as 
coefficients for each decision interval. If this could be constrained, then SOED could 
potentially design step test that would not compromise on the process performance 
and is of interest for WWTPs. But this would cause two problems: the first is that 
this adds many more constraints to the optimisation problem (each output value at 
a decision interval would have an additional constraint). These in turn slow down 
the optimisation, especially if the decision interval is small relative to the total 
number of samples in the experiment. The second problem is that constraining the 
output this way does not truly ensure the output does not exceed a maximum or 
minimum. It would only constrain the range measured at each decision interval, and 
not the samples in between. Ultimately, the output constraints were not considered. 
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4.1.3 Choice of Objective Function 
Originally, the objective function was simply going to be one of the scalar 
transformations of the Fisher Information Matrix (FIM). This scalar value is 
shortened to Fisher Information Value (FIV) for convenience.  
As the numerical analysis went underway, it was observed that with the objective 
function being to minimise the FIV, the optimisation would make a step change at 
every decision variable. This meant that the collected data had a consistent step 
length, and in turn this made it more susceptible to noise overfitting. In practice, this 
would also result in unnecessary wear of the actuators. A modification to the 
objective function was introduced. This was a weighted function between the FIV 
and the squared sum of the incremental decision variable value. The intent of adding 
this turn was to penalise making too many step changes (and in doing so not vary 
step length).  
The original objective function is shown in Eqn. 4.1, and the modified version used 
in this project is shown in Eqn. 4.2. The weighted penalty term r(?̇?′?̇?) is a function 
used in some MPC controllers to reduce the numbered terms (see Eqn. 2.2). 
min
θ
FIV  Eqn. 4.1 
min
θ
(1 − r)(FIV) + r(?̇?′?̇?)  Eqn. 4.2 
where: 
FIV = Fisher Information Value 
?̇? = Incremental parameter vector θ̇(i) = θ(i) − θ(i − 1) 
r = Weighting factor 
 
The inspiration for this weight penalty term comes from the cost function in MPC 
control. In MPC, the input trajectory is calculated and implemented using on a 
model-based approach. The penalty function is to constrain the input trajectory in 
such a way that the step changes are not so large that they damage the process 
equipment [51]. Reducing step length (the intended function here) is different to 
reducing step magnitude (which is what the MPC cost function penalty achieves), 
but there is an indirectly link (i.e. no step is taken results in a step magnitude of zero, 
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but also a longer step length, as the earliest step change is at the next control 
interval.  
4.1.3.1 Choice of Fisher Information Value 
The criterion determines the scalar transformation used to convert FIM into a scalar 
value. A decision needs to be made on which criterion to use. This was designed by 
a comparison of how each criterion treated specified input sequences. A synthetic 
output error model with a single autoregression coefficient was used to simulate the 
process. Prespecified input steps were fed to this model to generate the process 
output response. No noise is added to this output. The input and output response 
are used as the dataset. Combined with the known model, the FIV under the four 
commonly used criterions were calculated. This was to see how the different 
criterions rated the same sets of data.  
The details of the results are included in Appendix A.1.2. To summarise: 
• In general, larger step sizes are more information rich 
• Criterions A, E and ME consider shorter step lengths to be more information 
rich, whilst the D criterion considers longer steps to be more information rich. 
• Criterions E and ME consider making the first step change as soon as possible 
to be more information rich than later, Criterions A and D shown the reverse 
An MPC model requires information about how the output responds to changes to 
the input. The data prior to the first input change is not that useful particularly for 
the purposes of modelling. This left the choice between E and ME, to which the 
analysis did not conclude one as being better than the other for the purposes of step 
test design. In practice, there is no consensus on which criterion is better [33]. Given 
to project constraints, the ME criterion was picked going forward. The rationale is 
that the algorithm was coded to be able to optimise to any of the listed criterions (it 
is set as a toggle). If experimentation at a later stage distinguished another criterion 
as being the better one to use, the user would only adjust that toggle and the 
calculations would be automated.  
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4.2 Analysis on Numerical Examples 
4.2.1 Methodology 
A synthetic model of a FIR or ARX structure is specified and used to simulate a 
process. This model used to generate the process response and to verify the models 
identified. White noise is added to the true output to emulate background noise. This 
noisy output is considered the measured process response. Model identification to 
would take this measured output and input as the training data. Exponentially 
weighted moving average is used to pre-treat the dataset. Model identification is 
carried out with the model structure used being the same one as the true process 
model (but with the parameters unknown and to be identified). The model identified 
is then used to design the next set of step tests. In the case of updating the model, 
the newest experiment is added onto the training dataset, the model identification 
is applied on this extended training dataset. Model accuracy is compared using the 
RMSE of the estimation output against a noiseless verification dataset. The input 
designed using SOED is compared to using PRBS to design the step test.  
4.2.2 Sequential Optimal Experiment Design for Time-Invariant Models 
The optimal step tests for the time-invariant nature of FIR model structure appeared 
to be a binary sequence alternating between the minimum and maximum values of 
the input. One such example, designed after the first preliminary experiments, is 
shown in Figure 37. 
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Figure 37 – PRBS vs SOED in step test design for an linear time-invariant model 
Step change occurred at every possible decision interval. This does make sense: 
larger steps are statistically richer the small steps, and a time invariant model’s 
output would respond the same way to the input change every time. This would 
however mean that SOED offers no improvements to modelling accuracy. By design, 
SOED does not necessarily give better accuracy. Explicitly, OED seeks to parameter 
estimate in terms of reduced uncertainty (confidence level). And while that usually 
results in a more accurate model, this is not always the case.  
The general rules of thumb of “make the largest steps possible and as often as 
possible” would suffice for experiment design. The research project did not pursue 
the use of SOED on FIR model structures beyond this point, and all subsequent 
analysis were considered with ARX/OE model structure in mind.  
4.2.3 Sequential Optimal Experiment Design for Time Variant Models 
The model representing the process is shown in Figure 38.  
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Figure 38 – Step response of the model used by the synthetic process 
A series of 7 experiments (the first being the preliminary experiment designed using 
PRBS) were carried out in parallel: one using PRBS to design the step tests, and one 
using SOED. The designed step tests and output responses for SOED is shown in 
Figure 39, while the PRBS approach to the same problem is shown in Figure 40. 
The SOED approach opted for large step sizes and step changes to be made every 
interval up to designing the 4th experiment, where the design step test had far fewer 
steps. This is visually indicating that further experiment would not improve the 
information richness of the training dataset. The experiments would arguably be 
stopped by the end of the 3rd experiment.  
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Figure 39 – Step tests and output response designed from the SOED approach 
 
Figure 40 – Step tests and output response designed from the PRBS approach 
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The FIV for each experiment is shown in Figure 41. Between the SOED and PRBS 
approaches, the SOED approach had a faster decrease in the FIV than the PRBS case. 
This is expected, as minimising the FIV was the objective function. In general, as 
more experiments are carried out, the value of the FIV should decrease, because the 
uncertainty towards the current model parameters should decrease if those 
parameters are accurate. But because the model parameter estimates update with 
each experiment, the model parameters updating after each experiment could result 
in a slight increase. The slope of the FIV curve should be the indicator of when the 
experiments should be stopped.  
The FIV of the next experiment would be determined using the most up to date 
model available. There is an implied assumption that the model is sufficiently 
accurate, as before. From Figure 39, the visual representation of the step tests would 
suggest the experiment should stop before the 4th experiment is carried out. For the 
FIV curve in Figure 41, it would mean that the FIV decrease between experiment 3 
and 4 was not sufficiently large. The exact value of the threshold may vary between 
applications however.  
 
Figure 41 – Information content criterion comparison between SOED and PRBS 
The model prediction accuracy against the validation dataset across the 
experiments is shown in Figure 42. The validation dataset itself is shown in Figure 
43. Looking at the performance of the SOED, the model accuracy was better than the 
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PRBS case by the 2nd experiment (or 1st iteration of running the SOED). But from the 
3rd experiment onwards, the accuracy noticeably decreased. The continued decrease 
in accuracy from the 4th experiment onwards is attributed to those experiments not 
making many steps. From the point view of information content, sequential design 
should have been stopped before these as information content is already very low 
(very small chance of further improvement). Allowing it to continue would result in 
a lot of useless data, which overshadows the useful data thus leading to less accurate 
model. 
The validation data fit for Experiment 3 however suggested that the model 
prediction was not predicting the longer-term output response to input step 
changes. This is speculated to be attributed to the optimal input steps making step 
changes at every decision variable and was resulting in a dataset with a consistent 
step length. While this may maximise the information content (since FIV still 
decreased), the resulting data may not be ideal for building moves from. Section 
4.2.3.1 was carried oout in part to address this issue. This may statistically produce 
the most information rich dataset, but by making steps all at the same intervals (or 
of the same length), there is a risk of the mode overfitting to background noise. This 
resulted in the model being able of capturing short term step response, but the 
accuracy deteriorates in the longer-term step response. This observation brought 
forth the attempts to modify the objective function to penalise the algorithm for 
making too many steps, to encourage a mix of short and longer steps.  
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Figure 42 – RMSE comparison between SOED and PRBS 
 
 
Figure 43 – Validation dataset 
4.2.3.1 Effect of the Modified Objective Function  
The adding of a penalty term discouraging step changes had some effect toward later 
experiments, but experiments 2 to 4 were consistently optimised to make step 
changes at every decision interval. That said, the penalty term did vary the step 
sizes. From visual observation, the experiments would likely be halted before the 4th 
iteration. The design step test from there had very few steps, implying that further 
experiment is unlikely to produce more information-rich data. This is potentially 
useful, and the original parameter was to set an arbitrary threshold on the change 
in FIV, whereas this is more visually intuitive for the engineer making the decision.  
The SOED designed step test over a series of experiments for one such case study, 
where the weighting for the penalising term r in Eqn. 4.2 is varied, is shown in Figure 
44, Figure 45 and Figure 46. 
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Figure 44 – Case Study for SOED weighting, r = 0.1 
 
Figure 45 – Case Study for SOED weighting, r = 0.2 
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Figure 46 – Case Study for SOED weighting, r = 0.4 
Between Figure 44, Figure 45 and Figure 46, the weighting can be observed to have 
an impact at varying the step lengths (most notable in the 3rd experiment) but also 
the step size. The value of r would likely have to be tailored for the process or model 
in question. An algorithm was written with the intention of exploring the value of r 
to take, but due to project constraints which was never fully tested.  
4.3 Summary on Sequential Optimal Experiment Design 
From the experiments carried out, Sequential Optimal Experiment Design is not 
applicable for processes that are modelled using a linear time-invariant model 
structure (such as a FIR model). In those cases, the general guideline of making as 
large a step as possible at each decision variable could be applied.  
For time-variant models, the numerical analysis has shown that SOED could produce 
sufficiently accurate models with fewer experiments, with some capacity to 
determining when enough experiments have been carried out. The issue of varying 
step length could be achieved by redefining the objective function. But how this is 
expressed, and the impact of the weighting has not been fully explored in this 
project.  
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4.4 Suggestions for future work 
4.4.1 Combination of Sequential Optimal Experiment Design and 
Constrained Model Identification 
The intention was to combine the algorithms used for SOED with those used for CMI 
into the overarching framework shown in Figure 2, Section 2.1. The modular nature 
of the framework means that the two can be combined, and it is expected that by 
doing so, it would produce an even more robust way of building MPC models with 
fewer experiments. Project constraints meant that ultimately there was not enough 
time to complete the work on SOED to then combine it into the framework.  
Once the work on SOED was fully tested, the plan was to combine the algorithms 
SOED and CMI. Numerical analysis would then be carried out to compare this 
approach against: 
• The approach using CMI but not SOED (step tests would be designed using PRBS) 
• The approach using SOED but not CMI 
• The approach using neither CMI or SOED 
In concept, the combined use of CMI and SOED should deliver a more accurate model 
than the other methods within a specified number of experiments or build 
sufficiently accurate model with fewer experiments. The goal pursued would 
depend on the application. Accuracy is measured by the RMSE of the model 
predicted output against a validation dataset.  
An important limitation to CMI is the accuracy of the external information provided. 
For instance, if the sign of the process gain is incorrectly specified, CMI would not 
identify the correct model that describes the process behaviour. If the algorithm is 
completely automated, then this may snowball into an increasingly inaccurate 
process model. Algorithmically, there is little in the way of identifying this outside 
of model fit to a validation dataset. It may be prudent to extend the algorithm to 
include an automated check to prompt the operator to recheck the constraints if the 
model prediction of the validation dataset was notably off.  
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4.4.2 Exploring Alternative Ways to define the Optimisation Components 
Being able to set the output limitations for SOED is a very useful feature for real 
processes, to design step tests that, in theory, would not compromise on the process 
performance. However, this was dropped in the project because the optimisation 
components opted for would not sufficiently provide a suitable solution to this. The 
decision about the optimisation components was discussed in Section 4.1, but the 
choice was largely based around what constraints could be placed on the input using 
the same optimisation solver as in CMI (this was due to project time constraints). If 
more time available, other optimisation components could be explored. This may 
provide a means to address the issue of output limitation. Because of the modular 
nature of the framework, changes to the SOED optimisation should be able to 
combine with the work on CMI. The optimisation would still have to be restricted 
with working with the ARX/OE model structure. After all, the framework is to design 
a better MPC model, and the choice of an ARX/OE structure was to meet the fast 
computation requirement necessary for an MPC controller to make decisions.  
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5 Conclusions to Part II 
In Part II, the aim was to explore techniques to produce accurate MPC models in 
applications where the access to information-rich data is limited. Two avenues were 
pursued. The first avenue was constrained model identification, which translated 
process knowledge from first principles and operator experience into optimisation 
constraints. Data-driven modelling would then use these constraints for model 
identification. This utilised the flexibility of data-driven modelling in describing 
complex processes, whilst having some robustness against noise overfitting (a 
major weakness of data-driven modelling with small and noisy datasets). The 
second avenue used an information criterion approach to design better experiments 
to obtain more information-rich data, as well as advise the operator to stop further 
experimentations, as additional data would not improve the model accuracy. 
In this research, numerical examples, simulations and real process data were used 
to explore how these approaches could improve model identification. For 
constrained model identification, it was shown that even with readily accessible first 
principles knowledge, the accuracy of the model can be improved by translating that 
knowledge into constraints. As shown in the case studies, this improvement is 
diminished as the training dataset becomes larger, but this means that CMI can 
arrive at a sufficiently accurate MPC model with fewer experiments.  
The implication of this for future Perceptive projects is that a senior engineer could 
set up those constraints beforehand and allow a more junior engineer to handle the 
step testing and model identification. This in turn allows for some financial savings 
(fewer experiments, less specialist support) whilst potentially delivering a more 
accurate MPC model. A soft benefit of including operator experience as constraints 
is that it allows greater acceptance of the model on site. The work on CMI is being 
incorporated into Perceptive’ in-house software product as an additional modelling 
functionality. At the time of writing this thesis, the user requirement specification 
and algorithms were handed over to Perceptive, and the functionality is being 
developed into the software.  
One point that should be emphasised however, is that CMI, for the constraints that 
were applied, acts as a safeguard against some noise overfitting. From the 
experiments considered, it does not provide an accuracy that is greater than what 
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purely data-driven modelling can achieve if sufficient information-rich data was 
available. It can be argued that because it can produce a sufficiently accurate model 
faster that there are benefits to using CMI. At the same time, it raises the importance 
of effective step test design (so that the data collected is richer in information) and 
data-pre-treatment techniques. This was shown in the analysis on the continuous 
direct compression process case study.  
The numerical analysis on SOED showed some capacity of being able to indicate 
when further experimentation would not improve model accuracy and could be a 
useful improvement to model identification techniques. Due to time constraints, the 
exploration had to stop prematurely. The intention was that this could be applied in 
conjunction with CMI as an overarching modelling framework.  
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Part III 
 
Practical Models for Farm-fed Anaerobic Digesters 
 
120 | P a g e  
 
6 Background for Part III 
6.1 Motivations behind Research Part III 
Farm-fed Anaerobic Digestion (AD), especially when agricultural waste is used as 
the feed material, is considered a renewable source of energy. One aspect towards 
sustainable development is to shift energy production towards renewable sources 
over fossil fuels, due to the relatively lower carbon footprint over the lifecycle. 
However, the technology is, financially, not self-sufficient. Farm fed AD units require 
government subsidies form a large portion of an AD units’ income. But this subsidy 
is being reduced by the UK government, because of an overall increase in AD 
capacity in the country. This poses a problem for owners of existing units, as well as 
potential buyers, due to the impact this would have on an AD unit’s payback – they 
require a significant investment to install in the first place. Many AD operators are 
the farmers themselves, who installed the unit to digest their farm’s agricultural 
waste. It is not a core part of their business, and they are typically non-experts in the 
AD process. 
Perceptive, the industrial sponsors of this project, saw a potential market gap in 
providing a low-cost software solution (ran on a tablet) that can help the farmers 
monitor, control and optimise the process. This is achieved by using multivariate 
statistical analysis techniques to infer the AD unit’s health and simplify how this 
information is presented to the operator. The same techniques can be used to 
provide automated early fault detection – by automatically detecting outlying 
samples and assist in the diagnosis to assess if the outliers are process faults 
requiring corrective action.  
The intent is to allow the farmer to quickly check that the AD unit is operating fine 
and resume their main business activities if everything is fine. If abnormal 
behaviours are detected, the farmer would be alerted to investigate the unit, and be 
provided suggestions on where to investigate first and possible corrective actions 
for common faults. In preventing potential faults, the uptime of these units is 
increased. This would increase the profit generated from biogas production for the 
farmers and encourage the sustained use of the AD technology as a source of 
renewable power.  
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6.2 Anaerobic Digestion  
Anaerobic Digestion (AD) is a bacteria-driven process. Biodegradable material is 
broken down by different groups of bacteria to produce biogas (containing methane 
and carbon dioxide) which can be used to generate heat and electricity using a 
combined heat and power (CHP) unit or refined into biomethane to be used as a fuel. 
Digestate is nutrient rich and can be used as a soil fertiliser. AD is also used in 
WWTPs as part of sludge treatment. Farm-fed AD units, which is the focus of this 
section of work, refers to units that take agricultural and animal wastes from farms 
as the feed material to break down. These are typically located on farms for logistical 
convenience and managed by the farmers themselves. 
While the AD technology brings many environmental benefits, it also has many 
challenges. AD units require a large capital investment and rely on government 
incentives to be financially feasible. These incentives have been gradually reduced 
as the overall AD capacity in the UK increasing [52]. For the existing AD owners, this 
meant a reduction in profit margins. As a result, there is an interest in ways to 
optimise these processes and improve biogas yields.  
6.2.1 Overview of the AD reactions 
AD refers to a series of reactions that take place to break down the biodegradable 
material. The AD process can be categorised into 4 stages: 
• Hydrolysis: complex organic matter is chemically broken down into 
soluble organic molecules by adding water.  
• Acidosis: the soluble organic molecules are broken down by 
(acidogenic) bacteria into volatile fatty acids, acetic acids, 
CO2, H2S and other by-products 
• Acetogenesis: the volatile fatty acids are consumed by bacteria 
(acetogens) to produce acetic acids, CO2, H2 and other by-
products 
• Methanogenesis: the intermediary products are converted to methane, CO2 
and H2O by bacteria. This is mainly through acetic acid 
cleavage or carbon dioxide reduction 
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 Acetic acid cleavage:  CO2 + 4H2 → CH4 + 2H2O 
 CO2 reduction: CH3COOH → CH4 + CO2 
A flow diagram of the stages and the reaction pathways are shown in Figure 47. 
 
Figure 47 – Illustration of the AD process pathways [53] 
6.2.2 Farm-fed AD units 
Farm-fed AD in this context takes in agricultural and animal wastes from farms as 
the feed material to break down. These are typically located on farms for logistical 
convenience and managed by the farmers themselves. 
• Scale 
The scale of an AD unit is typically measured in the amount of electricity it can 
potentially generate. In the UK, farm-fed units are typically up to 500kWe in size 
(small-to-medium-scale), whereas the AD units in WWTP are typically larger. The 
difference in scale is due to the quantity of feed material nearby and the logistical 
difficulty of transporting feed material. 
• Operational Usage 
The mechanisms taking place in an AD unit is generally the same whether it is used 
in a WWTP or on a farm. But the intended use is very different. AD units in WWTP 
are more focused primarily on pathogen treatment; the unit is to treat as much 
Complex organic matter 
(Carbohydrates, proteins, lipids) 
Hydrolysis 
Soluble organic molecules 
(Sugars, amino acid & fatty acid) 
Acidosis 
Volatile fatty acids 
Acetic acid H2, CO2, NH4+, S+ 
Acetogenesis 
Biogas 
(CH4 & CO2) 
Methanogenesis 
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sludge safely as possible. Farm-fed units are often more interested in increasing the 
biogas yield (or biogas produced per unit mass of feed material). The feed material 
can be retained in the digester for longer. 
Based on measuring instruments on site, and from feedback with the case study AD 
operators/owners, this is assumed that the detailed process mechanisms are not of 
too much interest to them. WWTP operators are more concerned with making sure 
the sludge load is safely treated. Farm-fed AD units are typically owned by the 
farmers, who see the AD unit as an investment for longer term financial profit. As it 
is not a typical part of their operation, they don’t necessarily have the expertise 
about the inner mechanisms taking place, or what to do to prevent a digester upset.  
• Feed material 
The location where AD units are built is typically based on proximity to feed 
material, to reduce transportation costs. The feed material for WWTP AD units is the 
accumulated sludge from upstream stages. The feed material for farm-fed systems 
include agricultural waste, food waste and crops.  
The feed quality has a direct impact on the quality of products (methane content of 
the biogas and nutrient-richness in the digestate). The quality of feed (sludge) from 
the WWTP tends to be poorer quality; it has less carbonaceous matter and contains 
more toxic compounds, pathogens, and heavy metals [54]. This has a detrimental 
effect on the biogas yield and the perceived value of digestate from WWTP AD units.  
Gate fees are offered for farmers to take sludge from WWTPs to feed to their farm-
fed units. But this can upset farm-fed digesters if too much sludge is fed; the bacteria 
groups present cannot adapt. Bacteria groups typically have a range of process 
conditions (temperature, pH etc.) and feed material types that they are comfortable 
in, outside of which they may not breakdown the matter as well or die. They can be 
cultured to operate in harsher conditions, but the condition change must be gradual 
[55] 
• Product usage 
The two key products for AD is the methane-rich biogas and nutrient-rich digestate. 
Biogas can be converted to heat and electricity, or further refined to biomethane. In 
the UK, the typical use of biogas to use a combined heat and power (CHP) unit to 
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produce electricity and heat, in part due to the lack of infrastructure to support 
biomethane refinement and injection into the gas grid [56].  
WWTPs have a large on-site electricity demand and can utilise electricity generated. 
For farm-fed units, most of the electricity is sold to the grid because there are not 
many nearby facilities that can use the generated electricity. Both WWTP and farms 
are typically in remote locations, and heat utilisation tends to be a problem. There 
are not enough facilities that can use the heat, and heat transportation is uncommon 
because it is not efficient. 
Farm-fed systems are better at utilising the digestate due to its proximity to 
farmland where it can spread onto. For WWTPs, this is a problem. They don’t have 
the land to spread the digestate onto, and the perceived value of WWTP digestate 
tends to be poor because of the feed material used. It has typically been handed out 
for free.   
6.2.3 Typical AD configurations in the UK 
The typical configurations for farm-fed AD units are shown in Table 4.  
Table 4 – Common configuration of AD units in the UK [57] 
Design 
Configuration 
Most common mode in the 
UK 
Alternative(s) 
Operating 
temperature 
Mesophilic  
(25-45°C) 
Thermophilic  
(50-60°C) 
Wet or dry Wet  
(5-15% dry matter in the 
digester) 
Dry  
(>15% dry matter in the 
digester) 
Flow of feed material Continuous flow Batch cycles 
Number of digesters Single/double Multiple 
Tank design Vertical tank Horizontal plug flow 
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6.3 Process Models for farm-fed Anaerobic Digesters 
In terms of complexity, there is a noticeable disparity between models developed in 
academia and those used on site. This disparity can be attributed to two differing 
views on what biogas production estimate is used for.  
Models developed in academia are based around accurately describing every 
mechanism taking place in the process. Academic models of AD typically revolve 
around bacteria growth (using Michaelis-Menten kinetic model structures) inside 
the digester. Added sophistication includes factoring in inhibiting compounds, 
substrate inhibition, the inclusion of other reactions beyond just the rate 
determining step, and so forth. These models are to facilitate the user’s 
understanding of the mechanisms, and the biogas estimation is an accuracy metric 
to validate that understanding (e.g. “does including this mechanism enhance the 
model accuracy?”). But this sophistication comes at the price of greater expenses. 
The models require more measurements to be taken (e.g. bacteria populations in 
the digester tank) and greater expertise is needed to set up and maintain the model.  
The interest in biogas models on site however is notably different. Typically, farm-
fed AD units are owned and operated by the same farmers supplying their animal 
and agricultural wastes as feed material. The AD process is not a core part of their 
business, and so they are often non-experts. Furthermore, an AD unit is a significant 
financial investment to make. A biogas model for the farmers is more to use as a 
benchmark to see how well the unit is performing, the detailed mechanisms taking 
place is not of significant interest to them. The need for them therefore is about 
accuracy of estimation and ease of implementation.  
From observation, many farms opted to use one of the simplest biogas production 
models (a fixed conversion factor multiplied to each feed flowrate). Feedback 
between Perceptive and some of the farmers as part of their collaboration project 
have indicated that these models were not particularly accurate. The opposition 
against using more sophisticated models come from the difficulty of 
implementation, and more importantly, the added costs. An AD unit is already a 
significant investment, and it is an investment they made for longer term profit. If 
the added measuring devices do not translate to greater biogas production, then 
they have no interest in implementing more sophisticated biogas models.  
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6.4 Statistical Process Control 
Statistical process control (SPC) refers to the use of statistical methods to determine 
if a measured sample is within the expected behaviour of a process unit or if it is an 
outlier (which may be indicative of a potential process fault). This research is 
interested in the use of SPC to aid farm-fed AD unit operators by simplifying the 
process monitoring and assistance in early fault detection.  
6.4.1 Fault Detection Procedure 
Process faults are detrimental to the performance of a process and require 
corrective action to be taken. For an AD unit, the main worry is digester upset, which 
can result in up to months of downtime. Downtimes creates logistic problems with 
the storage or disposal of agricultural waste and loss in profit and renewable energy. 
Early fault detection technique is designed to detect potential faults early, so that 
corrective action can be taken before they escalate to a digester upset. The 
procedure to fault detection can be described with 3 subsequent steps: 
Outlier Detection: The detection of a sample being outside the normal 
behaviour of the process unit 
Outlier Diagnosis: When an outlier is detected, to determine if it is a process 
fault, and if it is, to identify the cause of the fault 
Corrective Action: When a process fault is identified, action from the operator 
is taken to correct this fault and allow the process to resume 
normal operation 
  
Outliers are a symptom of a process fault, but they can be caused by other factors, 
such as an incorrectly taken sample reading, or a change in operation mode. Outlier 
diagnosis is needed to verify if the outlier is a fault, and if so, where the fault is likely 
to come from. SPC is a statistical approach, and it cannot distinguish if an outlier is 
a fault, that is up to the discretion of the operator. What its can identify are the likely 
contributors to the outlying behaviour (and where to prioritise the investigation). 
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6.4.2 Univariate and Multivariate Statistical Process Control 
Two classifications of SPC are relevant for this research: 
• Univariate SPC (USPC), which observes each process variable separately, and  
• Multivariate SPC (MSPC), which observes the process variables simultaneously.  
The variables that are monitored to infer the health of the process are called fault 
detection indices. The time-series plots of these indices are called control charts. In 
USPC, each process variable would have several fault detection indices, each with its 
own control chart. While a noted challenge to farm-fed AD units is the lack of 
measured process variables, the sheer number of USPC control charts would be 
cumbersome to manage, especially considering the operators are likely non-experts 
to the AD process – it is not a core part of their business.  
MSPC on the other hand condense the monitoring into 2 control charts, which is 
much more manageable. Additionally, some faults are of a multivariate nature – 
where one or more variable readings of a sample is statistically out of place relative 
to other variable readings of the same sample. A simplified example is shown in 
Figure 48. 
Two process variables are being monitored. Shewhart charts of each variable (which 
is a USPC approach) is shown in (a) and (b). A multivariate outlier sample is shown 
by the red circle. The outlier is within the control limits of the control charts, and the 
USPC approach would not detect is as being an outlier. MSPC monitors the variables 
simultaneously, and for a two-variable process, and in this example, can be 
visualised by plotting one variable against the other. The same dataset under an 
MSPC monitor is shown in (c). The sample is visibly an outlier. 
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 (a) Univariate analysis (variable 1) 
 
(b) Univariate analysis (variable 2) 
 
(c) Multivariate analysis 
 
Figure 48 - A simplified comparison between USPC and MSPC 
 
MSPC is generally seen as better than USPC because it is more convenient (having 
only 2 control charts to monitor) and can detect multivariate faults. However, the 
trade-off is that it is more complicated to set up. The control limits to detect such an 
outlier is dependent on establishing the bounds of normal behaviour of variable 1 
related to variable 2. The more variables there are, the more complicated it is to set 
this up, especially when considering detection sensitivity. Additionally, because all 
the process variables are condensed into 2 monitored variables in MSPC, fault 
diagnosis becomes more complicated. Contribution analysis is used in MSPC for 
fault diagnosis – this identifies, statistically, which measured process variables 
contributed most to the identified outlier.  
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6.4.3 Univariate Statistical Process Controls 
USPC monitors are mostly standardised, and many programs that handle statistical 
analysis automated the procedure. Common types of USPC include: 
• Shewhart charts 
• Cumulative sum (CUSUM) charts 
• Exponentially weighted moving average (EWMA) charts 
Shewhart charts are trend plots of individual process variables. The arithmetic 
mean average is used as the centre line. The control limits are calculated based on 
standard deviations (typically 3σ) from the centre line. Faults and variations are 
detected if the control limit is exceeded and if a trend is observed in the most recent 
samples. Shewhart charts can detect faults and variations in several ways, see [58]. 
CUSUM is designed to detect small process shifts (1~1.5σ) from the process mean. 
CUSUM is represented in one of two ways; by V-mask or tabular [59]. The tabular 
form is presented here. There are two controlled variables Cx
+(i) and  Cx
−(i), and if 
either exceeds a user specified threshold, the process is out of control. The 
definitions are shown below: 
Cx
+(i) = max[0, x(i) − (x̅sp + K) + Cx
+(i − 1)] 
Cx
+(0) = 0 
Eqn. 6.1 
Cx
−(i) = max[0, (x̅sp − K) − x(i) + Cx
+(i − 1)] 
Cx
−(0) = 0 
Eqn. 6.2 
where: 
Cx
+(i) = Upper CUSUM 
Cx
−(i) = Lower CUSUM 
x(i) = i-th sample value of variable x 
x̅st  target mean value of x 
K = Allowance value 
 
EWMA is also designed to detect small process shifts (1~1.5σ) [60]. whereas CUSUM 
considers the entire process dataset. EWMA considers more recent samples, the 
monitoring statistic are shown in Eqn. 6.3 and the control limits in Eqn. 6.4. 
x̅(i) = λx(i) + (1 − λ)x̅(i − 1) Eqn. 6.3 
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x̅(0) = x̅target 
0 ≤ λ ≤ 1 
 
Control limits = x̅target ± Lσ√
λ
(2 − λ)
[1 − (1 − λ)2i] Eqn. 6.4 
where: 
x̅(i)  = EWMA of x at sample i 
λ and L = Monitoring parameters. Refer to [60] for suggested values 
 
6.4.4 Multivariate Statistical Process Controls 
This project investigated the use of MSPC for early fault detection of farm-fed AD 
units. Published articles on MSPC have focused on the use of PCA and PLS [61] [62] 
[63].  
6.4.4.1 Principal Component Analysis 
Principal Component analysis (PCA) is a projection technique used for 
dimensionality reduction and data analysis. An orthogonal transformation (a special 
type of linear transformation) is carried out on a set of observed process data to 
project that data in a different space (called a latent space). This is characterised by 
two main components: the scores and loadings. The scores represent the samples in 
the latent space, and the loading allows for the original samples to be translated into 
score, and vice versa. When evaluated for each sample, the relation between 
loadings and scores are shown in Eqn. 6.5 and Eqn. 6.6 (the matrix shorthand form). 
The calculation of the loadings and scores are typically carried out using eigenvalue 
decomposition or singular value decomposition.  
ẑk(t) = ∑sr(t)lr
′
nPC
r=1
 Eqn. 6.5 
?̂?(t) = 𝒔(t)𝑳′ Eqn. 6.6 
?̂?(t) = [ẑ1(t)… ẑnZ(t)] ; 𝒔(t) = [s1(t)… snPC(t)] 
𝑳 = [
l1,1 ⋯ l1,nPC
⋮ ⋱ ⋮
lnZ,1 ⋯ lnZ,nPC
] 
 
 
where: 
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ẑk(t) = Estimated value of z at sample t and (measured) variable k 
nPC = Number of PCs 
sr(t) = Score element for the r-th PC at sample t 
lr = Loading vector for the r-th PC 
nZ = Number of (measured) variables 
 
When evaluated over a dataset, the matrix shorthand shown in Eqn. 6.7 can be used. 
?̂? = 𝐒𝐋′ Eqn. 6.7 
𝒁∗ = [?̂?(1)′ … ?̂?(nS)′]′ ; 𝑺 = [𝒔(1)′… 𝒔(nS)′]′  
where: 
?̂? = Estimated data matrix (in measured units) 
𝐒 = Score Matrix (dimensions: nS by nPC ) 
𝐋 = Loadings Matrix (dimensions: nPC by nk) 
nS = Number of samples 
 
This can also be explained by visual representation as shown in Table 5. PCA looks 
at the same set of data from a different perspective, by redrawing the axes. The 
direction of the first axes (the first principal component) is based on maximising the 
variance of the data. Each subsequent principal component adds another axis 
(perpendicular to all previous axes) to describe the dataset. In the example, there 
are 3 variables. If translated into 3 principal components, all the variance in the 
dataset will be captured in the latent space. The interest in PCA however, is to reduce 
the dimensionality, or number of principal components, to describe the observed 
data with fewer principle components. The loadings indicate where the latent space 
lies, in relation to the observed space. The score is the position of each sample along 
the principal component axes.  
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Table 5 – Visual Representation of PCA 
Dataset in the observed space Representation in Latent Space 
 
 
  
  
  
 
  
Variable 1 
Variable 2 
Variable 3 
Variable 1 
Variable 2 
Variable 3 
PC 1 PC 1 
Variable 1 
Variable 2 
Variable 3 
PC 1 
PC 2 
PC 1 
PC 2 
Variable 1 
Variable 2 
Variable 3 
PC 1 
PC 2 PC 3 
PC 1 
PC 2 
PC 3 
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The PCs are orthogonal with each other, meaning that each PC describe variability 
(of the original dataset) not described by previous PCs. This is relevant for the 
purposes of dimension reduction. The intention is to reduce the number of variables 
needed to represent the information in the dataset, whilst preserving the variance 
captured by the data.  
It is worth drawing a distinction between information and variance. Information, in 
the context of this research, refers to the correlation between the manipulated 
variables (MVs) and controlled variables (CVs) of the process. This is different to the 
variability of the collected data, and the key difference is system noise. System noise 
is avoidably captured in a real process, meaning that it is part of the variability 
observed in the collected dataset. But it is not information as far as this research 
concerned. So PCA is susceptible to noise overfitting. 
6.4.4.2 Eigenvalue Decomposition 
Eigenvalue Decomposition is one way to determine the loadings as well as the 
variance described by each principle component. This section presents a quick 
overview on the procedure. For a more detailed introduction, [64] might be of 
interest, though other textbook sources would suffice. In practice, software 
including Matlab automate this procedure as a function. Consider a dataset Φ with 
n variables and m samples. The mean average value can be calculated for each 
variable, and this is denoted as ?̅?. The variance-covariance matrix 𝑪 is a square 
matrix describes the shape of the data, and is defined as: 
𝑪 =
1
𝑚 − 1
∑(𝚽𝒊 − ?̅?)
𝑚
𝑖=1
(𝚽𝒊 − ?̅?)
′ Eqn. 6.8 
 
The loadings of the PCA model can be obtained by finding the eigenvector and 
eigenvalues. The eigenvector 𝒗 is a non-zero vector that changes by a scalar factor 𝜆 
(the eigenvalue) when the square matrix 𝑪 is applied to it. This is expressed as 
𝑪𝒗 = 𝜆𝒗 Eqn. 6.9 
Each eigenvalue is accompanied by an eigenvector. It can be shown that for v to be 
non-zero, the determinant of the matrix (𝑪 − 𝜆𝑰), where 𝐼 is the identity matrix, is 
zero: 
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|𝑪 − 𝜆𝑰| = 0 Eqn. 6.10 
Evaluating this would produce a set of eigenvalues (n in total), and an associated 
vector with each eigenvalue. The eigenvalues are a measure of the dataset’s 
covariance. If the eigenvalues are ranked from highest to lowest, the matrix of 
eigenvectors are ranked from more significant to least significant. The PCA loading 
matrix is the matrix of eigenvectors, and the number of principal components to use 
for the model corresponds to the number of eigenvectors to keep.  
The number of principal components to keep depends on the variance described by 
the simplified model compared to the original dataset. Recall that the loading matrix 
act allows a dataset in the observed plane to be translated into the principal 
component plane, then back again to the observed plane. For convenience, this will 
be denoted as the modelled data. If even eigenvector is used in the loading matrix, 
the modelled dataset will be the same as the original. But if some of the eigenvectors 
are removed, then the modelled dataset will only approximate the original. How 
close the model resembles the original depends on how many eigenvectors were 
kept, and how significant were each eigenvector.  
So, to summarise, the procedure involves: 
• Determining the eigenvalues and eigenvectors for the training dataset, 
• Ranking the eigenvectors based on the associated eigenvalue, from highest to 
lowest 
• Starting from the eigenvector with the highest eigenvalue, treat that as the 
loading matrix, and calculate the modelled dataset 
• Compare the modelled dataset to the original training dataset. If the 
modelled dataset is not sufficiently accurate (does not describe the variability 
of the data), then the eigenvector of the next highest eigenvalue to the 
loading matrix, and repeat 
• When the variability of the original dataset is sufficiently described by the 
modelled dataset, the loading becomes the loading matrix of the PCA model 
6.4.4.3 Projection to Latent Structures or Partial Least Squares 
Projection to Latent Structures, also known as Partial Least Squares and PLS, shares 
similarities with PCA in the use of scores and loadings but is different in its intended 
used. The measured dataset is first divided in two – one representing the MVs and 
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the other representing the CVs. These are then individually translated into scores 
and loadings (so there are two loadings matrices and two score matrices). These are 
shown in Eqn. 6.11 and Eqn. 6.12. A third correlation shown in Eqn. 6.13 is 
established in PLS. This one is particularly important in that the matrix 𝐁 is designed 
to establish a (as closely as possible) linear correlation between the scores for the 
MVs and the scores for the CVs.  
𝐒MV = 𝐒MV𝐋MV
′  Eqn. 6.11 
𝐙CV
∗ = 𝐒CV𝐋CV
′  Eqn. 6.12 
 𝐒CV = 𝐁 𝐒MV Eqn. 6.13 
where: 
?̂?MV = Estimated data matrix (in measured units) of the MVs 
𝐒MV = Score Matrix for the MV dataset 
𝐋MV = Loadings Matrix for the MVs 
?̂?CV = Estimated data matrix (in measured units) of the CVs 
𝐒CV = Score Matrix for the CV dataset 
𝐋CV = Loadings Matrix for the CVs 
𝐁 = Coefficient matrix 
 
Using the equations from Eqn. 6.11 to Eqn. 6.13, it can be shown that: 
?̂?CV = 𝐁𝐒MV𝐋CV
′  Eqn. 6.14 
 
Like the parameters in model identification, 𝐁, 𝐋CV 𝐋MVare determined from the 
training dataset. The importance of Eqn. 6.14 is that the PLS model can be used to 
take future MV datasets to estimate the output ?̂?CV. 
PCA and PLS are generally similar, and modifications to PCA is typically 
accompanied by one for PLS. The key difference between the two is whether the 
process variables can be categorised into inputs and outputs [65]. PCA does not 
consider of this information, while PLS uses this information to model that linearises 
the relationship between the input (scores) and output (scores). The inputs and 
outputs depend on where the process boundary is drawn.  
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6.4.4.4 Q and T2 statistics 
Whether PCA or PLS is used, there are two fault detection indices to monitor. These 
are the Q and T2 statistics. Q statistic measures the difference between a measured 
sample value and the model predicted value (estimated using PCA/PLS regression). 
It is defined in Eqn. 6.15: 
Q(i) = ∑(zj(t) − zj
∗(t))2
nv
j=1
 Eqn. 6.15 
where: 
Q(t)   = Q statistic of sample t 
zj
∗(t)  Model predicted value of measured variable zj 
nv = Number of process variables 
 
T2 statistic is the normalised distance of the sample from the subspace origin 
spanned by PCs [66]. The origin is the “centre” of the training dataset; this 
represents how close a sample is from the average data. It is defined as: 
TSq(t) = ∑
sr
2(t)
σsr
2 (t)
nPC
r=1
 Eqn. 6.16 
where: 
TSq(t)  = T2 statistic at the t-th sample 
nPC = Number of principal components 
sr (t)  = score value of the r-th PC at the t-th sample 
σsr(t)  the standard deviation of sr (t) 
 
6.4.5 Developments in MSPC Monitoring 
Developments in MSPC monitoring have focused on the type of model used, and 
what information is taken to model the process. This section would summarise 
several of these.  
6.4.5.1 Dynamic PCA/PLS 
Dynamic PCA/PLS, or DPCA/DPLS, include past sample values into the outlier 
detection. In doing so it can detect abnormal shifts that the base form PCA/PLS 
cannot. The same algorithm for base PCA and PLS can be used – the difference is that 
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each past sample is treated as an additional variable. To illustrate the difference, the 
data matrix for a linear PCA model is shown in Eqn. 6.17. PCA modelling would 
translate this into scores and loading matrices using Eqn. 6.7 (or Eqn. 6.14 for PLS). 
For DPCA or DPLS, the data matrix Z is expanded to include the past samples. For a 
DPCA that includes one sample from the past, the whole dataset would appear as 
shown in Eqn. 6.18. If more past samples are needed, then additional variables are 
created accordingly.  
𝐙PCA = [
𝑧1(1) ⋯ 𝑧nZ(1)
⋮ ⋱ ⋮
𝑧nZ(nS) ⋯ 𝑧nZ(nS)
] Eqn. 6.17 
𝐙DPCA1 = [
𝑧1(1) ⋯ 𝑧nZ(1)
⋮ ⋱ ⋮
𝑧nZ(nS) ⋯ 𝑧nZ(nS)
    
0 ⋯ 0
⋮ ⋱ ⋮
𝑧nZ(nS − 1) ⋯ 𝑧nZ(nS − 1)
] Eqn. 6.18 
where: 
𝐙PCA  = Data matrix for a linear PCA model 
𝐙DPCA1 = Data matrix for a dynamic PCA model (1 previous sampling 
interval considered) 
zj(t) = The t-th sample value for the j-th variable  
 
The algorithm for linear PCA/PLS and DPCA/DPLS is mostly the same. 
Computationally however, an exponential number of variables are created with 
each additional past sample considered. This in turn increases computation time 
and complicates the outlier diagnosis. 
6.4.5.2 Kernel PCA/PLS 
Kernel PCA/PLS, or KPCA/KPLS, is designed to handle non-linear data. A kernel 
function is applied to all the data points to project it in a kernel Hilbert space [67]. 
Within this space, the non-linearity is projected in a linear way, and in doing so, 
allows linear PCA/PLS to then be applied. KPCA/KPLS change the way the control 
limit is defined. Whereas linear PCA/PLS approach would get a limit based on the 
variability of the training data, KPCA/KPLS does this iteratively with each training 
sample. The result is a threshold that better fits the spread of data within the 
training dataset. However, the main trade-off to the approach is the non-trivial 
nature of the algorithm – the kernel function algorithm calculates through each 
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sample iteratively, and the size of the kernel matrix is proportional to the number 
of samples in the dataset. Sorting or calculating this matrix for a large dataset is quite 
difficult and computationally slow [68].  
6.4.5.3 Comparative studies between MSPC techniques 
Several studies, including [65], [69], [70], have compared how the variations of 
PCA/PLS perform in outlier detection. [71] compared how Q and T2 statistic 
compare against parallel coordinates, proposing the latter as a tool to aid the 
visualisation of outliers. 
Between the variations of PCA/PLS, the consensus is that for outlier detection, 
kernel PCA/PLS and Dynamic PCA/PLS perform better than linear PCA/PLS. 
However, they both come with trade-offs. DPCA/DPLS have an exponential increase 
in parameters to model with every past sample included. This is problematic for 
processes with a large dead times and slow response (both are common 
characteristic within WWTPs). KPCA and KPLS are non-trivial in calculation, 
meaning that the loadings and thresholds must be calculated sample by sample. This 
is problematic when working with datasets with many samples (a common 
characteristic of WWTP, especially due to how slow the process is).  
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7 An Economic Calculator for farm-fed Anaerobic Digesters 
The intention of this work has been to consider what measuring devices are typically 
found on farm-fed AD units and using those measurements to improve upon the fixed 
biogas yield values typically used to model biogas production on site. This work has 
produced a biogas production model that additionally considered the effects of retention 
time, operating temperate and the typical mixing regime of a vertical tank. This is then 
extended to provide some economic estimations for the operation of the unit for UK farm-
fed AD units. This chapter will first cover the design of the biogas production model. Then 
the economic considerations of the calculator are described. These two parts combine to 
what is called the AD calculator in this thesis. This AD calculator is compared against other 
existing calculators is a series of case studies reported in literature. This calculator was 
published as a journal article [72], and so this section would heavily reference that.  
7.1 The Proposed Biogas Production Model 
The biogas production is estimated as the sum of biogas produced from each feed material 
(Eqn. 7.1). The biogas produced from each feed material is estimated by multiplying the 
biogas yield to the flowrate of the feed material (Eqn. 7.2). The biogas yield is a linear 
function of the Volatile Solids Destruction (VSD) and the potential biogas yield of that feed 
(Eqn. 7.3). This is a form that is favoured practically (as opposed to the bacteria growth 
models).  
V̇BG = ∑V̇BG,i
i
 Eqn. 7.1 
V̇BG,i = ṁVS,i YBG,i Eqn. 7.2 
YBG,i = YBG,i
p
 [VSD]i  Eqn. 7.3 
where: 
V̇BG = Estimated volume flowrate of biogas 
V̇BG,i = Estimated volume flowrate of biogas from feed material i 
ṁVS,i = Mass flowrate of volatile solids from feed material i  
YBG,i = Biogas yield for feed material i 
YBG,i
p
 = Potential biogas yield for feed material i 
 [VSD]i  = Volatile solids destruction rate for feed material i 
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The novelty proposed is in the way the VSD is modified: the VSD of each feed material is a 
function of the retention time, operating temperature, dead-time and agitation. How the 
VSD is modified is explained in the next few subsections.  
7.1.1 The Proposed VSD estimation 
7.1.1.1 Base Model Structures 
The VSD calculation proposed was based on two existing empirical models that treated 
VSD as a function of retention time. These came from [73] & [74] and were shown in Eqn. 
7.4 & Eqn. 7.5 respectively. Both models expressed the VSD as a function of the retention 
time, which is then used in the same way shown in Eqn. 7.3.  
[VSD]i,A1
RT =
k1[RT]
1 + k1[RT]
× 100% Eqn. 7.4 
[VSD]i,A2
RT = (k2 ln([RT]) + k3) Eqn. 7.5 
where: 
[VSD]i,A#
RT  = Volatile Solids Destruction of feed material i using model A# 
[RT] = Retention time (days) 
k1~3 = Model parameters 
 
The correlation between VSD and RT for the base models are shown in Figure 49. 
 
Figure 49 – Correlation between VSD and retention time from empirical studies. Data 
from: [73] and [74] 
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These base models were used because retention time can be estimated from the physical 
dimensions of the AD unit and would not require additional devices. From the base 
models, modifications were added to account for: dead-time operating temperature and 
imperfect mixing. These modifications are carried out to both base structures, and then a 
weighted average is taken of the two to arrive at the estimated VSD proposed by this work. 
This estimated VSD is then applied to Eqn. 7.3 to estimate the biogas produced.  
7.1.1.2 Effects of Dead-Time 
Dead-time is the delay between the feed material entering the digester and when biogas 
starts being produced by that feed material. The modifications to account for dead time is 
shown below: 
 
[VSD]i,A1
∗ = {
0 RT < DT
k1 [RT − DT]
1 + k1 [RT − DT]
× 100% RT ≥ DT
 Eqn. 7.6 
[VSD]i,A2
∗ = {
0 RT < DT
(k2 ln([RT − DT]) + k3) RT ≥ DT
 Eqn. 7.7 
 
On the subject, the washout time should also be discussed. This is also a minimum 
acceptable threshold for the RT to be and is tied to the time required for the bacteria to 
multiply. Bacteria cells are washed out of the tank with the digestate, and it is important 
that the material is left in the tank long enough for the bacteria to multiply and replenish 
the bacteria population in the tank. If not, then the bacteria driving the breakdown will be 
washed out of the tank, and the AD would have to shut down. This is known as a washout. 
It would not be sensible to keep retain the feed material for a briefer period than the dead 
time, or the washout time. For notation convenience, the condition where RT is less than 
the DT is ignored.  
7.1.1.3 Effects of Process Temperature 
Temperature affects how activity of the bacteria in the digester, and how quickly they 
consume feed material and generate biogas from it. Each bacteria group has a 
temperature range that they are most active in; outside this range, the activity rapidly 
drops. Lier et al (1996) expressed the relationship between bacteria activity and 
temperature as shown in Eqn. 7.8. 
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B =  k4 exp(k5 (T − k6)) − k7 exp(k8 (T − k6)) 
Eqn. 7.8 
where: 
B = Bacteria activity factor 
T = Operating Temperature (°C) 
k4~8 = Model parameters 
 
This is added as a multiplication factor to the RT as shown in Eqn. 7.9 and Eqn. 7.10 
[VSD]i,A1
RT∗ =
B k1 [RT]
1 + B k1 [RT − DT]
× 100% Eqn. 7.9 
[VSD]i,A2
RT∗ = (k2 ln(B [RT − DT]) + k3) Eqn. 7.10 
 
7.1.1.4 Effects of imperfect mixing 
The VSD is calculated from the average or expected retention time. In the UK, most 
digesters are vertical tanks with an agitator fitted, and this mixing regime does not. 
Literature study on the effects of agitation for AD is limited. A study on the mixing profile 
on vertical AD units concluded that 39% of the feed would leave the digester tank before 
reaching half the average retention time, and 13% of the influent leaves after spending 
over double that [75].  
The relationship between retention time and VSD is not linear and so this is evaluated 
after taking into the effects of temperature. The calculation is simplified to evaluate the 
VSD under three conditions: at half retention time, at the specified retention time and at 
double the retention time. A weighted average of these determines the VSD, as shown in 
Eqn. 7.11. It is applied to both model approaches. 
[VSD]i,A#
RT∗∗ = k9[VSD]i,A#
0.5RT∗ + k10[VSD]i,A#
2RT∗ + (1 − k9 − k10)[VSD]i,A#
RT∗  Eqn. 7.11 
where: 
k9~10 = Weighting factors; 0 ≤ (k9 + k10) ≤ 1 
[VSD]i,A#
RT∗∗  = Estimated VSD after accounting for imperfect mixing for model 
approach A# 
[VSD]i,A#
RT∗  = Estimated VSD at the expected RT for model approach A# 
[VSD]i,A#
2RT∗ = Estimated VSD at 2× the expected RT for model approach A# 
[VSD]i,A#
0.5RT∗ = Estimated VSD at 0.5× the expected RT for model approach A# 
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7.1.1.5 Weighted average of the two approaches 
At this point, the modified VSD has accounted for all the effects of the measurable process 
conditions. A weighted average is then taken between two VSD estimations. This is then 
treated as the VSD for that feed material Eqn. 7.3. 
[VSD]i = k11 [VSD]i,A1
RT∗∗ + (1 − k11)[VSD]i,A2
RT∗∗ Eqn. 7.12 
where: 
k11 = Weighting factor 0 ≤ k11 ≤ 1 
 
7.1.2 Model Parameters for Preliminary Calculations 
Several model parameters were introduced in the proposed biogas model to estimate the 
VSD, and these were denoted k1~11. Modifying these parameters may require a more 
experienced operator. In order that a non-expert operator can make use of this model, 
initial values for those parameters are provided Table 6. Similarly, initial values for 
common feed types are included in Table 7. These should be upgraded on a site to site 
basis as even the same feed type from two different sources can be very different in 
composition. 
Table 6 – Fixed parameter values used in the biogas production estimation 
Parameter Value Reference & Notes 
[𝐷𝑇] 4 [76] 
𝑘1 0.2 [73] 
𝑘2 13.7 
[74] 
𝑘3 18.9 
𝑘4 (m) 0.494; (t) 22.8 Estimated using data presented in [77] 
(m) = mesophilic temperatures 
(t) = thermophilic temperatures 
Scaled such that parameter 𝐵=1 at 35°C, 
using parameters (m) 
𝑘5 (m) 0.0704; (t) 0.107 
𝑘6 (m) 0.00233; (t) 21.0 
𝑘7 (m) 0.323; (t) 0.113 
𝑘8 (m) 23.8; (t) 58.6 
𝑘9 0.39 
[75] 
𝑘10 0.13 
𝑘10 0.7 
Empirically determined from data in Glebe 
Farm AD 
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Table 7 – Initial parameter values associated with the feed materials 
Feed 
material 
VS content 
% of fresh feed * 
Biogas yield 
potential 
YBG,i
p
 
m3 BG/kg VS # 
CH4 content 
CCH4,i 
% 
Density 
kg/m3 Reference 
Biological 
Sludge 
4.6% 0.406 62.9% 1,000 [78] 
Bio-waste 32.0% 0.550 60.0% 502 [55] 
Brown 
Grease 
24.8% 1.200 61.0% 899 [55] 
Cattle 
Slurry 
7.5% 
(5~12) 
0.340 
(0.2~0.35) 
55.0% 986 [55] 
Fodder 
Beet 
14.4% 0.625 55.6% 540 [79] 
Food 
Waste 
24.8% 0.720 
65.0% 
(50~65) 
500 [55] 
Grass 
Silage 
34.2% 0.656 55.0% 485 [55] 
Maize 
Silage 
30.5% 
(10~35) 
0.611 53.0% 613 [55] [79] 
Pig Slurry 
6.0% 
(3~8) 
0.400 
(0.25~0.5) 
58.0% 1,026 [55] 
Poultry 
Manure 
30.0% 0.467 64.3% 496 [79] 
Poultry 
Slurry 
16.0% 
(10~30) 
0.425 
(0.35~0.6) 
60.0% 1,000 [55] 
Sugar 
Beet 
20.7% 0.628 55.4% 540 [79] 
* Volatile solids content is generally represented as a % of total solids; total solids are also 
represented as a % of fresh feed. Table 7 merged the two terms as one 
# Potential yields are sometimes presented as m3 biogas/kg fresh feed. This is divided by 
the VS content to convert the unit equivalent to m3 BG/kg VS.   
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7.2 Economic Considerations for Anaerobic Digester Operation 
It is worth reiterating that the intended recipient of the biogas production estimator was 
for UK based farmers managing their on-site AD unit producing biogas and digestate from 
their agricultural and animal wastes. An extension to the biogas production estimation 
towards the same endeavour is to estimate the operational income and expenditure of the 
unit. The economic considerations are very site dependent, and this functioned like a 
calculation template for the AD owners. This section summarised the various parameters 
included and provided some reference values relevant for UK based AD units.  
7.2.1 Value of the Biogas and Biomethane 
The value of biogas depended how the biogas is used. In the UK, biogas is typically 
converted to electricity and heat using a combined heat and power (CHP) unit. There is 
the potential for using both on site to reduce on bills, and to export the electricity 
generated to the grid. Due to the remote location of farms, excess heat is typically accepted 
as a loss. Another use for biogas is to refine it further into biomethane. This could then be 
sold to the gas grid as a fuel. Several tariffs and incentives apply in the UK relating to the 
biogas usage, and this affects the operating income of the unit.  
7.2.2 Value of the Digestate 
The value of digestate is difficult to assess. Historically, there is not a monetary value 
attached to digestate, as it is perceived as a waste material. Many AD units gave out 
digestate freely to farmers (if the farmers handled the transportation back to the farms). 
But the fact that it is used as a soil fertiliser substitute suggested that a monetary figure 
could be estimated from how much soil fertiliser is saved by using the digestate instead. 
7.2.3 Savings and Expenditure on Heat and Electricity 
Although AD is an exothermic process, additional heat is provided to maintain and steady 
operating temperature, and to bring the feed material to that temperature. Sensible heat 
transfer (that is heat transfer with no phase change) was used to estimate the heat 
required to heat up the feed material, as shown in Eqn. 7.13. The specific heat capacity 
was assumed to be like water, as this is not typically evaluated, but the composition of the 
feed material is mostly water.  
Q̇feed = Ṁ × CP × (T − Tamb) Eqn. 7.13 
where: 
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Q̇feed = The heat consumed to heat up the feed material (kJ) 
?̇? = The total feed mass flow rate (kg/day) 
𝐶𝑃 = The specific heat capacity of the feed (kJ/kg K) 
Tamb = Ambient temperature 
 
Heat loss to the surroundings was also considered, and this was calculated from the 
general heat transfer equation, evaluated at each surface. The heat transfer coefficient U 
depends on material properties, material thickness, the fluid characteristics etc. Values of 
U can be obtained from the literature. 
Q̇loss,j = Uj × Aj × (T − Tamb) Eqn. 7.14 
Q̇loss = ∑Q̇loss,j
j
 Eqn. 7.15 
where: 
Q̇loss = Heat loss of the AD unit (W) 
Q̇loss,j = Heat loss of surface j (W) 
Uj = Heat transfer coefficient (W/m2 °C) for surface j 
Aj = Area of surface j (m2) 
 
The energy consumption needed by the AD unit was translated to gas usage. The 
economic consumption is determined by the gas price in the region. Electricity 
consumption (for pumping, lighting etc.) was estimated based on the size of the unit.  
In the case where biogas is used to generate heat and electricity (using the CHP unit), that 
heat and electricity could be re-used on site. Savings was calculated as the heat/electric 
energy reused on site multiplied by the retail price of the heat/electricity. Excess 
electricity was calculated using the export price. Due to the remote location of farms, the 
heat export is rare.  
  
147 | P a g e  
 
7.2.4 Government Tariffs and Incentives 
AD is a renewable technology, and the UK government is interested in promoting the use 
of it. Several subsidies are made available for to support technology, namely: 
• Feed-in Tariff (FiT), which is paid to the AD owners for electricity generated from 
biogas (even if the electricity is reused on site), 
• Electricity Export Tariff, which is a floor price for the electricity exported from 
renewable sources; 
• Renewable Obligations Certificate (ROC), which are certificates issued for owners 
for electricity exported (the value of the certificate is based on supply and 
demand), and  
• Renewable Heat Incentive (RHI) is a guaranteed payment for the generation of 
renewable heat and biomethane injection into the gas grid.  
7.2.5 Labour Costs 
The cost of labour is the man-hours required to maintain the process multiplied by the 
hourly wage of an employee. Reference values provided an estimate for the number of 
man-hours required for a typical AD unit, and this was multiplied by average labour cost 
for that sector.  
7.2.6 Reference values for preliminary estimations 
While it is recognised that most of the parameters relating to economic estimates would 
be site specific, some reference values from literature are used to allow for preliminary 
estimations to be made. This allows farmers considering whether to invest in an AD unit 
to produce some estimations to help them make that decision. The reference values were 
summarised in Table 8. 
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Table 8 – Summary of the initial values used in the economic estimations 
Information Initial value Reference 
Calorific value of methane 11.06kWh/m3 [80] 
CHP efficiency 50% to heat 
30-40% to electricity 
[81] 
Gas boiler efficiency 85% to heat [81] 
Electricity consumption by AD unit 6kWh/tonne of feed [81] 
Gas retail price 4.21p/kWh [82] 
Electricity retail price 10.27p/kWh 
Electricity export price 4.85p/kWh [83] 
Biomethane export price 7.3 p/kWh [84] 
FiT – electricity generation 10.13p/kWh (< 250kW) 
9.36p/kWh (250-499kW) 
8.68p/kWh (500-5000kW) 
[85] 
ROC – electricity export 2 ROC/MWh exported 
£42.12/ROC 
[86] 
RHI – biogas combustion 7.3 p/kWh (< 200kW) [84] 
Maintenance man-hours 1.6 hours/day [56] 
 
  
149 | P a g e  
 
7.3 Adaptation for non-UK based Anaerobic Digesters 
7.3.1 Digester Shape and Feed Regime 
The most common digester shape in the UK are vertical cylinders. This affected the 
volume, surface and mixing regime of the unit. If the unit is of a different shape, these 
would need to be revaluated. Subsequent calculations that use the volume/surface area 
(e.g. expected retention time, heat loss etc.) should be usable as is. For systems which are 
screw fed, the retention time is a lot more consistent, and so the correction for imperfect 
mixing would not be applied. The calculator could be applied for batch processes, in which 
case the feed would be measured by mass as opposed to a mass flow.  
7.3.2 Multistage digesters 
Multistage digesters divide the process into several tanks that together become the AD 
process. It allowed for different local conditions to suit the various bacteria groups (e.g. 
the conditions of one tank is optimised for the acid producing bacteria, and the second 
one optimised for methane producing bacteria). Multistage digesters can improve the 
yield but are more expensive. Calculation adjustment would depend on what information 
is collected inside each tank and the streams going from one tank to another. As a 
preliminary estimation, a multistage digester is grouped as a single-stage digester to 
estimate the biogas production, and the revenue and costs would need to be adjusted to 
consider the heat and electricity consumption of each tank. 
7.3.3 Other factors 
Government incentives for AD technology vary from region to region, and this must be 
updated to the relevant information of that region. Ambient temperature and wages 
would affect the economic estimations. 
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7.4 Evaluation of the Economic Calculator 
The AD calculator was evaluated against reported case studies of farm-fed AD units and 
the daily sample data in Glebe AD. The case study comparison assessed the accuracy of 
the uncalibrated AD calculator for long-term economic estimations. The daily sample data 
allowed the model to be calibrated and contain information on the dynamic behaviour of 
the system, which tested the model applicability.  
7.4.1 Model Sensitivity to Process Conditions 
Figure 50 showed the how the bacterial activity factor B is affected by the process 
temperature. The source data came from [87] and was fitted to the form in Eqn. 7.8, then 
scaled such that B = 1 at T = 35°C. This was because the base model structures assumed 
an operating temperature of 35°C.  
 
Figure 50 – The effect of temperature on the relative bacterial activity B 
The effect of the biological activity factor on the VSD could be seen in Eqn. 7.8. A 
preferential temperature allowed for fasted biogas production in the same amount of 
time. The difference is reduced at higher retention times, as the amount of undigested 
volatile solids diminishes. In the case where the temperature is not suitable for that 
digestion process, the breakdown quickly dropped to zero. These corresponded with the 
findings reported in [88] [89] and [90]. A change in dead time would simply shift the curve 
in a horizontal direction.  
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Figure 51 –The effect of temperature and retention time on VSD (mesophilic) 
The VSD is an indication of the level of breakdown occurring the feed material, but the 
biogas produced is based in the biogas yield, or the biogas produced from each unit mass 
of feed material. Using the preliminary model parameters, the biogas yield as a function 
of the retention time was shown in Figure 52. 
 
Figure 52 –Biogas yield estimations for several feed materials evaluated at 35°C 
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7.4.2 Case Study: Day-to-Day Biogas Estimation in Glebe Farm 
Farmers would benefit from a model that could provide them day-to-day biogas 
production estimations as a performance benchmark. As this project was modelling long 
term biogas production, there was an interest from the owners of the Glebe AD unit to see 
if the model could provide day-to-day estimations. To support this work, 11-months of 
daily sampled process data was provided.  
7.4.3 Challenges of applying the model to Glebe AD unit 
Glebe Farm’s AD unit store biogas in a gas holder, which was drawn to meet the demand 
of the CHP unit, or when the gas holder reached a certain pressure. This buffering posed 
a problem for the modelling, as it made it difficult to distinguish the biogas produced from 
the feed material, as the volume of gas held was not recorded. Several assumptions were 
made to overcome these challenges: It was assumed that the feed flowrate did not 
undergo signficant fluctuations (so it was near steady state conditions) and that the tank 
level remained relatively constant. A 5-day average was applied to the feed flow rate to 
smooth out small fluctuations.  
The measured flowrate of the feed materials was shown in Figure 53. The flow rate of 
material varied significantly over that period, which conflicted with the assumption of 
steady state operation. At the same time, it provided an opportunity to assess how the 
model prediction was affected by changing feed materials. So, the model was applied to 
the process data regardless.  
 
Figure 53 – Feed flow rates for Glebe Farm’s AD unit 
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7.4.4 Uncalibrated model 
The uncalibrated model, that is the model using the preliminary parameters listed in 
Table 6 and Table 7 in Section 7.1.2, was used to estimate the biogas production for the 
11-month period of data provided. The average values in Table 7 were used to predict the 
biogas produced, and a confidence area was estimated using the minimum and maximum 
values (which are applied to the same calculation procedure). The model predicted biogas 
production compared to the measured was shown in Figure 54. Data in the now fault 
region was excluded in the calculations for the accuracy estimation. The root mean 
squared error was used to assess model prediction accuracy. 24 samples fell outside the 
confidence bound. 
 
Figure 54 – Biogas production estimation on Glebe AD unit using the uncalibrated model; 
root mean squared error: 540 
The general comparison between the measured and estimated value suggest that the 
biogas model could be adapted to provide a day-to-day benchmarking for biogas 
production. There was a consistent under-prediction of biogas production from about day 
241 onwards. This might be caused by one or more of the biogas yield potentials not 
reflecting on the feed material on site, but from about day 281 onwards, it fell outside 
even the confidence limits, suggested that something else might be the cause.  
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7.4.5 Calibrated model 
In a practical application, it is expected that the model is calibrated by the user. At the very 
least, the biogas yield potential should be calibrated to reflect the feed material on site. As 
a comparison, the first 60 days of data was used to calibrate the biogas production model. 
The resulting biogas estimation compared to the measured was shown in Figure 55.  
 
Figure 55 – Biogas production estimation vs actual; calibrated model; known faults 
excluded; root mean squared error: 440 
The lower RMSE indicated an overall better model fit to the data (and so the model 
produced a more accurate estimation). However, the deviation from day 261 onwards 
persisted, and this suggested that something else was taking effect. In a practical sense, 
this would raise an alarm for the operators to investigate. 
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7.5 Integration into the Perceptive Software Product 
The biogas model was later integrated within the Perceptive software product for Glebe 
AD unit. The same analysis period and 2 months after was shown in Figure 56. There were 
notable “spikes” observed in the estimated biogas production that did not appear in the 
measured values. These “spikes” were caused by sharp changes in the feed flow rates, 
which were smoothed out by the biogas held in the tank. A significant deviation was 
observed from the point marked. Investigation with the AD unit owners pointed to a 
switch in grass silage fed to the system, which had about triple the volatile solids content 
to the grass silage previously fed.  
 
Figure 56 – Biogas production in Glebe Farm - estimated vs measured 
7.5.1 Comparison against literature reported case studies 
This tested the AD calculator’s suitability for making preliminary estimates. The summary 
of the comparison is shown in Table 9. Of the case studies evaluated, the preliminary 
biogas production estimations were within ±25% of the case reported. 
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Table 9 – Comparison between the AD calculator estimation (uncalibrated) and 
literature reported case studies 
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8 Process Monitoring for farm-fed Anaerobic Digesters 
This project applied Multivariate Statistical Process Control (MSPC) for the purposes of 
process monitoring and automated fault detection in farm-fed Anaerobic Digestion (AD) 
units. A background summary on MSPC is provided in Section 6.4.  
The business interest for Perceptive is a software product that can help assist the 
operators monitor, control and optimise the AD unit, called ADvisorMV. This product 
provides automated outlier detection to warn about potential process faults; contribution 
analysis to assist in outlier diagnosis in where to investigate first; and suggest corrective 
action based on the detected outlying symptoms and known common faults. For the 
farmers that own the unit, it would simplify the monitoring procedure and allow them to 
focus more on their core business of managing their farms. By preventing potential faults, 
the process uptime is increased, and this means higher biogas production and more 
revenue from the unit. The increased profitability of farm-fed AD units would encourage 
the sustained use of a renewable energy technology – contributing towards sustainable 
development. 
The innovation of this research is the application of MSPC to a new process. MSPC is not a 
new technique – it has been used for decades in other industries. But this has not been 
applied to farm-fed AD units. This is in part related to the and the difficulty in setting up 
an effective automated monitoring and fault detection system and the limited profitability 
to be made from this application. 
The key challenges of this work are to: 
• Assess the capabilities of automated outlier detection and diagnosis of a typical farm-
fed AD unit, using only process measurements that are normally taken in these units,  
• Assess the extent that an automated system can meaningful information for a non-
expert user to make corrective actions to correct faults 
The first challenge is a financial constraint that was mentioned in the design of the biogas 
production model (Section 7.1). Farm-fed AD units in the UK rely on government 
subsidies to remain profitable, and that subsidy has been reduced over the years. The 
farmers who own and operate the AD units are not interested in the purchase of additional 
monitoring devices. The market gap Perceptive intends to fill is to improve the process 
efficiency without that additional cost – by using measurements that are already taken. 
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The second challenge also relates to this. As mentioned in the background on SPC (Section 
6.4). 
The owners of the AD unit in Glebe Farm, near Gloucester have agreed to work with 
Perceptive in the development of their software product by being the case study process. 
The unit processed up to about 55 tonnes of agricultural waste each day and generated 
around 300kW of electricity. Six different agricultural wastes were used as feed materials: 
Pig slurry, chicken litter, sludge, grass silage, maize silage and bio-waste ‘soup’. About 3 
years of collected process data, sampled daily, was provided to assist with this work.  
8.1 Case Study on Glebe Farm’s Anaerobic Digester 
The owners of Glebe Farm’s AD unit have agreed to support this work by providing 
process data, sampled daily, over the span of over 3 years. This is used to assess the 
potential for automated early fault detection using MSPC. The analysis that was carried 
out was retroactive – outliers detected and diagnosed would be compared against 
recorded events from the owners. This would assess if outliers can be detected early 
before the process experiences an upset, and whether the contribution analysis (which 
point to the process variables contributing most to the outlying behaviour) can infer the 
process fault. For Glebe Farm’s AD unit, a total of 14 process variables were measured, 
and these are summarised in Table 10. 
As noted in Section 6.4.4.3, the distinction between input and output is important when 
building a PLS model for fault detection. PCA on the other hand does not require this 
distinction. The AD unit is essentially two units: (takes the feed material and converts to 
biogas the digestate) and the CHP unit (converts the biogas into electricity and heat). 
There is some ambiguity on whether a variable is an input or output (biogas is an output 
of the digester, but an input to the CHP unit), since the model encompasses both units as 
a singular process. 
For this reason, PCA was the model first used to develop automated fault detection 
monitors. The plan was the then develop PLS models treating the ambiguous variables as 
inputs or outputs, then comparing the fault detection performance across different 
models. Once that is done, other variations of PCA/PLS could be explored. But due to time 
constraints, PLS modelling was not fully implemented.  
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Table 10 – Summary of the initial values used in the economic estimations 
Variable Unit Process Input/Output 
Digester Temperature oC Depends on process boundary 
pH pH Output 
FOS/TAC ratio dimensionless Output 
Pig slurry flowrate tonnes/day Input 
Chicken litter feed rate kg/day Input 
Sludge feed rate kg/day Input 
Grass silage feed rate kg/day Input 
Maize silage feed rate  kg/day Input 
Soup feed rate l/day Input 
Digestate m3/day Output 
Biogas production rate m3/day Depends on process boundary 
CHP in operation hr/day Depends on process boundary 
CHP output kWh Output 
Methane level in biogas % Output 
Oxygen level in biogas % Output 
Hydrogen sulphide in biogas ppm Output 
 
8.1.1 Choice of MSPC Model 
Literature developments in MSPC models were discussed in Section 6.4.5. In this case 
study, a PCA model was used to for the purposes of multivariate outlier detection. It is 
noted that more advanced models can be used instead of PCA, and these can offer better 
outlier detection. The choice of using a PCA model was because it was relatively easy to 
implement and is a convenient starting point. The intent of this research is to assess the 
potential of MSPC to assist in UK based farm-fed AD units, operated typically by non-
experts. The simpler the algorithm is, the easier it is for to implement and for the operator 
to use. Automated approaches can only detect outlying samples and provide some 
statistical analysis – it is ultimately up to the operator to determine if a detected outlier is 
a fault or not.  
One of the key project focuses was to assess whether automated outlier diagnosis could 
assist in suggesting corrective actions, and this meant that getting a sufficiently accurate 
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model for fault detection was enough – finding the best model is a secondary objective. In 
terms of the algorithm structure, the model itself is modular – once the overall framework 
is in place, the model can be swapped for a better model. The plan was to explore other 
types of models, including PLS, dynamic PCA and dynamic PLS models to see if the fault 
detection and diagnosis could be improved. But due to project time constraints these were 
not implemented in the case study to compare the detection against the PCA model that 
was implemented. The PCA model was deemed sufficient within the scope of the 
Perceptive project with WRAP. 
8.1.2 The Principal Component Analysis Model  
The PCA model used was trained using 4 months of samples in regions where the 
operation was considered stable (i.e. were no significant dips in the biogas production nor 
abnormalities observed by the operators), and collectively covered the portfolio of feed 
material. The training of a PCA model is described in Section 6.4.4. The implemented PCA 
model composed of 11 principal components, accounting for 92.9% of the training data’s 
variability 
MSPC has 2 fault indicators, or variables to monitor, to infer the health of the process. 
These are the Q (or SPE) statistic and the T2 statistic. One of the interests in MSPC from a 
practical perspective is the convenience of only having to monitor 2 variables. Q and T2 
statistical thresholds were 95% of the training dataset samples being within acceptable 
range. These thresholds were based on standard values from literature and used as a 
preliminary value. 
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Table 11 Glebe ASP Loading Matrix 
 
 
Dimension reduction can be achieved by deciding on the number of PCs to keep. This is often completed by looking at the cumulative variability 
value and deciding how much cumulative variability should be used by the mode. Suppose that the user decided that 10 samples for the emperor 
is good enough 
 
Cumulative Variability 28% 45% 58% 66% 73% 78% 83% 87% 91% 94% 96% 97% 99% 100% 100% 100%
PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10 PC11 PC12 PC13 PC14 PC15 PC16
DigesterTemperature 0.273 0.100 -0.333 0.243 0.092 -0.196 -0.104 -0.264 -0.346 0.132 0.622 -0.180 0.151 -0.197 0.012 -0.005
pH 0.420 -0.094 0.022 -0.058 0.005 0.254 0.236 -0.021 0.167 -0.184 0.114 -0.224 -0.191 0.126 0.716 0.014
FOS/TAC * 0.417 -0.092 0.029 -0.043 0.004 0.263 0.250 -0.025 0.175 -0.203 0.145 -0.226 -0.197 0.101 -0.693 -0.099
Slurry Feed -0.038 0.044 0.535 0.142 -0.201 0.150 0.078 -0.274 0.309 0.619 0.242 -0.005 0.083 0.027 0.001 0.049
Chicken Litter Feed -0.081 0.170 -0.319 0.059 -0.431 0.633 0.067 -0.096 -0.366 0.193 -0.233 -0.044 -0.091 -0.150 -0.002 0.002
Sludge Feed -0.185 0.335 -0.205 0.315 -0.106 0.018 0.088 0.390 0.465 -0.094 0.281 0.164 -0.291 -0.353 0.020 0.013
Grass Feed 0.401 -0.046 -0.134 -0.007 -0.096 0.127 0.091 0.000 0.205 -0.068 -0.075 0.565 0.623 -0.148 0.005 -0.068
Maize Feed -0.346 0.272 -0.080 -0.037 -0.180 0.171 -0.001 0.011 0.065 -0.305 0.337 -0.096 0.383 0.605 -0.003 0.052
Soup Feed 0.117 -0.056 0.447 0.209 -0.020 0.137 0.024 0.683 -0.426 -0.027 0.125 -0.090 0.203 -0.076 0.003 0.015
Digestate 0.018 0.152 0.339 0.563 -0.182 -0.125 0.055 -0.413 -0.114 -0.504 -0.212 0.045 -0.035 -0.087 0.010 0.024
Biogas Production 0.284 0.428 0.099 -0.229 0.024 -0.052 -0.052 0.008 -0.144 0.019 0.015 0.277 -0.203 0.119 -0.063 0.715
CHP in operation 0.073 0.504 0.086 -0.278 0.018 -0.103 0.028 0.010 0.168 -0.031 -0.244 -0.551 0.349 -0.359 0.001 -0.026
CHP output 0.216 0.501 0.107 -0.085 0.014 -0.103 -0.075 0.040 -0.151 0.118 -0.023 0.243 -0.218 0.263 0.045 -0.671
Gas Level (CH4) 0.243 0.054 -0.287 0.528 0.047 -0.154 -0.051 0.197 0.166 0.308 -0.379 -0.219 0.083 0.413 -0.029 0.132
Gas Level (O2) -0.208 0.130 -0.052 0.064 0.417 -0.036 0.832 -0.053 -0.178 0.119 -0.044 0.096 0.071 0.028 0.003 0.018
Gas Level (H2S) -0.064 0.138 0.073 0.176 0.708 0.525 -0.371 -0.110 0.078 -0.046 -0.032 0.042 0.041 -0.047 0.003 -0.001
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8.1.2.1 Outlier Detection 
The outlier detection profile for the span of collected process data is shown in Figure 57 
and Figure 58. These would be what the operator would observe to infer the health of the 
unit. The alarm is raised whenever the recorded sample exceeded the threshold.  
 
Figure 57 – Q statistic profile for Glebe Farm’s AD unit 
 
Figure 58 – T2 statistic profile for Glebe Farm’s AD unit  
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The indication of an outlier is easy to visualise, but the 2 fault indicators do not actually 
convey where the outlying behaviour (or potential fault) stems from. For the operators in 
Glebe Farm, the primary concern is the production of biogas. Process upset would result 
in a reduction in biogas production, and early fault detection would mean the automated 
system raising an alarm before a sudden drop in biogas production. The alarms can be 
overlaid on the measured biogas production readings for this purpose. This is shown in 
Figure 59. 
Comparing the sample points where an alarm is raised, and when the biogas production 
reading experienced a sudden drop, MSPC is potentially useful for early fault detection in 
farm-fed AD units. From Figure 59, it can be observed that alarms were raised prior to 
several drops in biogas production. This would suggest that statistical methods may have 
identified potential faults days before it led to a digester upset and loss in biogas 
production. Not all the dips in the biogas production is detected, but that may be 
adjustable by the choice of alarm threshold, model structure and training dataset. These 
would be fine-tuned to individual sites. But for that assertion to be justified, the outlier 
diagnosis would need to be considered.  
 
Figure 59 – MSPC alarm profile for Glebe Farm’s AD unit superimposed on the measured 
biogas production rate 
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8.1.2.2 Outlier Diagnosis / Contribution Analysis 
Contribution analysis is procedure of translating back from the 2 fault indicators to the 
original measured variables. This is carried out for each outlier, to identify the measured 
variables which, statistically, contributed most to the detected abnormality. Statistical 
approaches cannot determine if a detected outlier is a fault – that decision ultimately falls 
to the operator. But contribution analysis can suggest where to investigate first. This may 
be useful to assist the operators, as many of them are non-experts and would benefit from 
automated methods to help diagnose outliers and suggest corrective actions. But this is a 
double-edged sword – statistical analysis cannot determine if an outlier is a fault, it can 
only highlight the statistically likely cause assuming the outlier is a fault. If the operator 
is a non-expert, they may be inclined to simply act on any automated advice. This 
investigation would consider the information that is given to the operator from 
contribution analysis, and whether meaningful corrective action can be suggested from it.  
The procedure of contribution analysis is described in Section 6.4.4. The detected outlier 
profile is shown previously in Figure 59. Contribution analysis was carried out for every 
outlier detected. The measured variables with the largest magnitude are highlighted as 
the main contributors. One example of a contribution analysis for an outlying sample is 
shown in Figure 60. For that example, the gas level (CH4) was statistically the main 
contributor to the detected outlier.  
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Figure 60 – Contribution analysis of an identified outlier sample 
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Contribution analysis was carried out for every outlying sample in the dataset. The main 
contribution was compared against the notes taken by the operators to consider if the 
detected outlier is a fault or not. The results of the contribution analysis are summarised 
in Figure 61 and Figure 62 for the Q and T2 statistics respectively. Based on the 
contribution analysis, the MSPC monitor can detect changes in the feed profile, changes to 
the process outputs (biogas production and H2S levels) and one of two alarms relating to 
the pH of the digester, which are mostly univariate outliers. This would suggest that MSPC 
can practically simplify the monitoring of the process for the operator. The sensitivity of 
the outlier detection can be fine-tuned to the process as needed.  
It is an intent of the software to suggest corrective actions that can be taken based on the 
contribution analysis to assist the operators. While it can isolate the likely contributor for 
the abnormal behaviour, it only isolates it to the measured variable by design. The 
problem for farm-fed AD units is that there just aren’t that many measured variables 
taken in these units that infer the health of the unit. Of the 14 variables taken in Glebe 
Farm for instance, 6 of those are feed flow rates, and detection of a feed profile change 
isn’t that useful as many farms just feed whatever they produce into the unit. If a fault 
arises after a change in feed, it could be hypothesised that the feed changed caused it, but 
the means to detect fault early is limited since the fault would in theory be detected within 
the AD unit, and there just aren’t many measured variables that can help infer that.  
It may be possible that if dynamic PCA was used, that the feed profile may be more 
important. But the slow dynamics of the AD process may be problematic computationally 
due to the exponential increase in original variables when making the PCA model.  
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Figure 61 – Q statistic alarm profile 
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Figure 62 – T2 statistic alarm profile 
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8.1.2.3 Integration into ADvisorMV 
Perceptive’s software ADvisorMV is a statistical analysis program, and can automate these 
SPC monitors – all that was required was to transfer the loadings (translating the original 
variables to principal components), and the thresholds. This is visualised as shown in 
Figure 63 and Figure 64. To draw a comparison, consider Figure 63: the top right chart is 
the control chart for the Q (SPE) statistic and T2 statistic, like Figure 61 and Figure 62. 
This is used as the overview to indicate the overall health of the unit. The top left is the 
contribution chart of an outlier, the same as that shown in Figure 60 but with the axes 
rotated. The bottom right chart is a scatterplot of every sample against two of the principal 
components. This is another way to visualise the outliers and control limits and is like that 
shown in Figure 63. The bottom left chart is the comparison between the measured 
variable against that predicted by the PCA model. All these are different ways to visualise 
the process monitoring and outlier diagnosis.  
 
Figure 63 - Process monitoring and contribution plot for Glebe AD during period 1 
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Figure 64 – Process monitoring and contribution plot for Glebe AD during period 2 
The data shown in Figure 63 and Figure 64 are additional data collected as the project 
progressed. This was analysed at the request of the operators in Glebe Farm. The data 
shown in Figure 63 was used to train the PCA model, and the other half, shown in Figure 
64, was used to validate the model. In Figure 64, it a noticeably set of outliers were 
detected. Contribution analysis (which in the top left) suggested that this was contributed 
by a mix of feed rates and biogas production. The AD operators were contacted, and upon 
further investigation, this was caused by a (temporal) change in the feed source of a feed 
material, and this new source had a higher biogas yield potential. The reason why so many 
other feed flow rates were raised as alarms was because the operators change the feed 
flowrate profile when this new feed was added. This is important in demonstrating what 
MSPC, but required no corrective action beyond an adjustment of the biogas prediction.  
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9 Conclusions to Part III 
Part III investigated in ways to improve the operation of farm-fed AD units using model-
based approaches, with Glebe Farm’s AD unit as the case study. This came in the form of 
biogas production estimation (Section 7.1) that provided a benchmark the operators can 
use each day to assess how well the unit is performing. The same estimation can then be 
used to estimate the long term financial operation of the unit, using the developed 
economic calculator (Section 7.2). Additionally, MSPC is used to provide early fault 
detection for an AD unit, so that corrective action can be taken before a fault causes a 
digester upset. 
9.1 Contribution to Industry 
This research directly contributed to the Perceptive product ADvisorMV. This is a 
monitoring system designed simplify the process monitoring for farm-fed anaerobic 
digestion, automating early fault detection using MSPC and providing operators with 
guidelines on the likely causes of detected outliers, and corrective actions to take. 
Information about ADvisorMV can be found in [91].  
The biogas production model (Section 7.1) has been implemented to provide day-to-day 
biogas production estimations within that software product. Suggested corrective actions 
from common faults have been compiled to provide assist the operators in outlier 
diagnosis. This was applied to the AD unit in Glebe Farm as a case study, and it was 
estimated that 5% increase in biogas yield and 10% increase in organic load rate can be 
achieved though process optimisation. This would deliver a return of investment of 77% 
with a payback period of less than a year [92]. 
9.2 Contribution to Academia 
The innovation of this work is the application of MSPC techniques to the application of 
farm-fed AD units, and the exploration of the potential and limitations for early fault 
detection. Furthermore, the economic calculator for farm-fed anaerobic digesters 
(Section 7) has been published in Bioresource Technology journal, and can be found in 
[72].  
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9.3 Suggestions for Future Work 
9.3.1 Additional instruments to improve early fault detection 
A key challenge imposed in this investigation was to have no additional measuring devices 
installed onto a unit. Additional measuring devices are a deterrent to the operators due 
to the financial investment needed, with possibly no financial return on that investment. 
The limitations of this can be seen the application of MSPC for outlier detection. The 
contribution analysis, in a situation where there are limited process variables taken from 
the digester, is limited in pointing the operator to the suspected cause of a potential fault. 
MSPC can abnormalities in the feedstock profile, and some mechanical faults, but fault 
detection within the digester unit is limited to temperature and pH changes, which can be 
attributed to many causes. This means that the inferred information to the operators to 
make a corrective action is limited. 
This research considered the case of not adding additional measuring devices to the 
process. But from another perspective, additional measuring devices can be an option if 
it can be justified financially. If an additional measuring device can, through the 
automated outlier analysis procedure, suggest the particular fault causing the outlier, the 
convenience and clarity of this improved outlier analysis may justify such a device to be 
added.  
9.3.2 Modelling at higher frequency samples 
One of the limitations to early fault detection is the relatively low sampling frequencies of 
these units. AD is a slow process, and farm-fed units may only be sampled daily. This may 
be attributed to the farmer not having the time or expertise to analyse the collected data 
as well as the cost of recording at a higher frequency. But data sampling can be automated, 
and since outlier detection can be automated with MSPC, higher frequency data may allow 
potential faults to be detected earlier.  
Perceptive had installed a monitoring system to automatically collect samples at a higher 
frequency (per minute) in Glebe Farm’s AD unit. The intention was for this project to 
return and analyse this data after a few months of the system being installed and 
implement a biogas model and better tailored MSPC rules. However, due to time 
constraints, this avenue was not pursued. 
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In terms of research challenges, the biogas production model proposed in Section 7.1 
would not be applicable in that higher resolution. The model was principally designed to 
look at longer term biogas production to make economic considerations and assumes 
near steady-state conditions. The AD unit in Glebe farm as a semi continuous process, 
which, on a daily sampling basis, allowed that assumption to hold to a reasonable extent 
that the model can be used to estimate biogas production. But in higher sampling 
frequency, the batch-like qualities of the process become more noticeable, and that could 
trigger false alarms. There are several ways to tackle this problem, including the use of a 
different model, different data filtering techniques, or change the conditions for the alarm 
thresholds.  
9.3.3 Analysis into biogas potential decay from storage 
The feedstock of AD units is organic matter, typically agriculture wastes, animal wastes 
and silage in the case of farm-fed AD units. Farm-fed units have an operational flexibility 
compared to AD units on wastewater treatment processes, in that the operator have 
greater control over how much feed goes into the digester. WWTP AD units are more 
orientated towards processing as much sludge as safely possible, rather than maximising 
biogas yield. From the work developing the biogas model, biogas yield can be increased 
(though with diminishing effect) by increasing the retention time. But if the digester 
volume is one where increasing retention time reduces the flow rate, logistically this may 
mean that feed material must be held in storage for longer before it is fed to the digester. 
Organic matter decay naturally, and this decay has a detrimental effect on the biogas yield. 
The optimisation problem then becomes the balance of maximising the biogas produced 
from the feed going into the digester, whilst not decreasing the biogas yield potential of 
that feed by holding it in storage for too long upstream.  
Literature studies on this decay effect when feed material is held in storage is very limited 
and investigating this is well outside the scope of this research project. But this a potential 
avenue that can improve the biogas production model. There are challenges on whether 
this can be generalised into a single model applied to every feed material (if not then the 
biogas estimation becomes much harder to implement), how quickly a model can be 
calibrated for the feed material of a site, if the model can be implemented without 
additional cost in measuring devices.  
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Conclusions 
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10 Conclusions 
The aims of this research were to: 
• Develop techniques to improve model accuracy with limited data, and  
• Explore techniques to help with the day-to-day operation of farm fed AD units 
To fulfil the first objective, 2 avenues were pursued: Constrained Model 
Identification (CMI) and Sequential Optimal Experiment Design (SOED). The Work 
on CMI was carried out on numerical examples, on an activated sludge process 
simulation and a process data from a pharmaceutical manufacturing process. The 
analysis suggested that by translating non-data process knowledge as constraints 
for data-driven model identification, it improved the accuracy of the model or allow 
a sufficiently accurate model to be identified with fewer experiments. The case 
studies demonstrated that these techniques can be easily applied to other processes. 
For SOED, the analysis was restricted to numerical examples only due to time 
constraints. The observation made was this approach can give an indication when 
further experimentation would not improve the accuracy of the model, and so the 
experiments can be stopped. It was intended that these two avenues would be 
combined as an overarching modelling framework, but due to time constraints this 
was not implemented. 
The latter aim saw the development of a biogas production model designed for farm-
fed anaerobic digester (AD) units. This was integrated into Perceptive’s software 
product ADvisorMV. This estimator was then applied in a case study in Glebe Farm 
to provide real-time biogas production estimation. ADvisorMV is designed as a tool 
to assist farmers in the day-to-day operation of the AD unit. Using the biogas 
estimator, the case study investigated ways to increase biogas yield and production. 
The outcome of this investigation was that Glebe Farm’s AD units could increase 
their biogas production by 5%, and this would deliver a return of investment of 77% 
with a payback period of less than a year [92]. 
A number of improvements and suggestions for further research were discussed in 
Chapters 5 (CMI and SOED) and Chapter 9 (anaerobic digestion). 
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10.1 Outcomes and Contributions 
The outcomes and contributions of this research is summarised as follows: 
• Explored the use of constrained model identification in the ASP simulation 
• Carried out a comparative case study on constrained model identification in a 
pharmaceutical manufacturing process. This demonstrated that the use of the 
techniques developed for CMI could be easily applied to other processes and can 
improve the accuracy of the process model (or develop a sufficiently accurate 
model with fewer experiments) 
• Developed a spreadsheet calculator that estimates the biogas production using 
a semi-empirical method that can be applied from process data that should be 
readily accessible in farm-fed AD systems. Open access data on feed material 
characteristics were used to provide preliminary estimates if on-site data is not 
available. This was published in the Bioresource Technology Journal [72]. 
• Implemented the biogas estimator component of the calculator as an online 
biogas prediction estimation tool within the Perceptive software product 
ADVisorMV.  
• Carried out a case study in the farm-fed AD unit in Glebe Farm using the 
implemented biogas prediction estimation. [92]. 
10.2 Summary of Future Work Suggestions 
• Extend the biogas production estimation to account for biodegradable matter 
left in storage 
• Explore techniques to encourage the exploration of different step lengths (the 
current method doesn’t address this directly  
• Explore the use of higher (sampling) frequency data to aid farmer in rapid fault 
detection and response.  
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A.1 Results 
A.1.1 Model Parameters for Case Study on Pharmaceutical Process 
A.1.1.1 Analysis 1: Dataset separated by % samples 
30% data used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.09521 1.22E-12 6.09E-12 -0.05858 
b2 0.021801 0.021801 6.27E-11 0.021211 
b3 0.077232 7.72E-02 2.09E-07 0.028652 
b4 0.017023 0.017023 4.94E-11 -0.00798 
b5 -0.0341 3.40E-12 1.13E-11 -0.01047 
b6 -0.08849 1.31E-12 6.36E-12 -0.04626 
b7 0.049806 0.049806 5.21E-10 0.052156 
b8 0.115788 1.16E-01 1.70E-02 0.109149 
b9 0.257642 0.257642 0.158843 0.250257 
b10 0.537932 0.537932 0.439133 0.534828 
b11 0.42525 0.42525 0.326451 0.425812 
b12 0.021469 2.15E-02 6.16E-11 0.02545 
b13 -0.41606 2.78E-13 2.37E-12 -0.41612 
b14 -0.07234 1.60E-12 7.18E-12 -0.07762 
b15 0.158234 1.58E-01 5.94E-02 0.155971 
b16 0.058291 0.058291 1.53E-09 0.061341 
b17 0.14795 0.14795 0.04915 0.152164 
b18 0 0 2.74E-11 -0.61912 
b19 0 0 2.74E-11 0.071816 
b20 0 0 2.74E-11 0.041231 
A 0.09914 0.189909 0.189909 -0.21471 
 
40% data used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.03855 1.26E-14 1.02E-15 -0.03855 
b2 -0.00532 9.16E-14 3.20E-15 -0.00532 
b3 0.008459 0.008459 2.45E-10 0.008459 
b4 -0.0014 1.95E-09 4.30E-15 -0.0014 
b5 0.002433 0.002433 6.85E-15 0.002433 
b6 -0.02218 2.19E-14 1.54E-15 -0.02218 
b7 0.032039 0.032039 0.010048 0.032039 
b8 0.074483 0.074483 0.052493 0.074483 
b9 0.165734 0.165734 0.143743 0.165734 
b10 0.346036 0.346036 0.324046 0.346036 
b11 0.273552 0.273552 0.251561 0.273551 
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b12 0.013811 0.013811 6.26E-14 0.013811 
b13 -0.26764 3.64E-15 3.46E-16 -0.26764 
b14 -0.04653 2.09E-14 1.49E-15 -0.04653 
b15 0.101788 0.101788 0.079797 0.101787 
b16 0.037497 0.037497 0.015506 0.037497 
b17 0.095172 0.095172 0.073181 0.095171 
b18 0.052961 0.052961 0.030971 0.052961 
b19 0.072692 0.072692 0.050701 0.072691 
b20 0.039943 0.039943 0.017953 0.039943 
 
50% data used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.01831 1.81E-11 4.66E-13 -0.01831 
b2 0.000304 3.04E-04 5.49E-12 0.000304 
b3 0.015866 0.015866 9.00E-03 0.015866 
b4 0.013287 1.33E-02 6.42E-03 0.013287 
b5 0.002581 0.002581 8.10E-09 0.002581 
b6 -0.00111 2.48E-10 5.84E-12 -0.00111 
b7 0.016205 0.016205 0.01239 0.016205 
b8 0.033733 0.033733 0.028011 0.033733 
b9 0.111 0.111 0.105277 0.111 
b10 0.222157 0.222157 0.216434 0.222157 
b11 0.244857 0.244857 0.239135 0.244857 
b12 0.147895 0.147895 1.42E-01 0.147895 
b13 -0.06596 6.27E-12 1.98E-13 -0.06596 
b14 0.009718 9.72E-03 3.99E-03 0.009718 
b15 0.091191 0.091191 0.085468 0.09119 
b16 0.056847 0.056847 0.051125 0.056847 
b17 0.05531 0.064465 0.058743 0.05531 
b18 0.043182 0.043183 0.037308 0.043182 
b19 0.060973 0.060973 0.051817 0.060973 
b20 0.011862 0.011862 0.002706 0.011862 
 
60% data used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.05516 9.22E-14 2.55E-13 -0.05516 
b2 -0.02166 2.25E-13 2.26E-12 -0.02166 
b3 0.009083 0.009083 5.27E-03 0.009083 
b4 0.002276 1.04E-02 6.55E-03 0.002276 
b5 0.004792 0.011671 9.16E-03 0.004792 
b6 0.005537 7.51E-03 4.60E-03 0.005537 
b7 0.023595 0.023595 0.020342 0.023595 
b8 0.014614 0.010334 0.007081 0.014614 
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b9 0.089699 0.086991 0.084992 0.089699 
b10 0.199705 0.199705 0.198183 0.199705 
b11 0.211614 0.224394 0.222872 0.211614 
b12 0.163287 0.167843 1.66E-01 0.163287 
b13 -0.00179 1.66E-02 1.39E-02 -0.00179 
b14 0.032163 3.94E-02 3.67E-02 0.032163 
b15 0.092793 0.092793 0.088858 0.092793 
b16 0.05982 0.062514 0.05858 0.05982 
b17 0.032564 0.053244 0.049744 0.032564 
b18 0.022127 0.030005 0.026371 0.022127 
b19 0.046309 0.046309 0.04129 0.046309 
b20 0.003849 0.01431 0.009291 0.003849 
 
70% of data used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.05397 1.49E-10 4.04E-16 -0.05397 
b2 -0.0082 8.17E-10 1.87E-15 -0.0082 
b3 0.007987 0.011685 3.52E-03 0.007986 
b4 -0.00751 2.52E-03 4.55E-13 -0.00751 
b5 -0.00581 5.96E-06 5.51E-14 -0.00581 
b6 0.016442 1.36E-02 3.40E-03 0.016442 
b7 0.030115 0.035483 0.025918 0.030115 
b8 0.020087 0.017374 0.009271 0.020087 
b9 0.078686 0.07946 0.071806 0.078686 
b10 0.180624 0.183044 0.176225 0.180624 
b11 0.213855 0.223721 0.218566 0.213855 
b12 0.196409 0.197353 1.92E-01 0.196409 
b13 0.057072 7.71E-02 7.12E-02 0.057072 
b14 0.047715 5.44E-02 4.87E-02 0.047715 
b15 0.068669 0.071367 0.06285 0.068669 
b16 0.054904 0.045002 0.03632 0.054904 
b17 0.033885 0.046225 0.038654 0.033885 
b18 0.035315 0.033552 0.025245 0.035315 
b19 0.050772 0.05491 0.04378 0.050771 
b20 0.024875 0.032888 0.022572 0.024875 
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A.1.1.2 Analysis 2: Dataset separated by steps 
Data up is step 1 is used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.01164 1.30E-11 2.43E-11 0 
b2 0.026493 0.020747 0.020747 0 
b3 0.011009 1.99E-02 1.99E-02 0 
b4 -0.00851 0.003427 3.43E-03 0 
b5 -0.01965 9.99E-12 1.87E-11 0 
b6 -0.01498 7.11E-12 1.33E-11 0 
b7 0.028405 0.016342 0.016342 0 
b8 0.023828 0.029011 0.029011 0 
b9 0.042387 0.057948 0.057948 0 
b10 0.100384 0.13271 0.13271 0 
b11 0.024804 0.098045 0.098045 0 
b12 -0.08546 7.49E-12 1.41E-11 0 
b13 -0.11528 1.39E-12 2.59E-12 0 
b14 0.048043 6.27E-11 9.39E-09 0 
b15 0.053215 3.85E-02 3.85E-02 0.015095 
A -0.73273 -0.23908 -0.23908 -0.84985 
 
Data up is step 2 is used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.03819 1.63E-10 8.67E-10 0.001866 
b2 0.025257 0.021833 0.021833 -0.01359 
b3 0.005226 7.08E-03 7.08E-03 -0.02282 
b4 -0.00705 1.09E-09 5.78E-09 0.009321 
b5 -0.00064 3.24E-06 1.29E-05 0.060674 
b6 -0.02245 2.46E-10 1.31E-09 -0.00893 
b7 0.016243 0.012704 0.012704 -0.04762 
b8 0.032939 3.33E-02 3.33E-02 0.010256 
b9 0.090574 0.095958 0.095958 0.063607 
b10 0.170501 0.187958 0.187958 0.04628 
b11 0.131339 0.168675 0.168675 0.113873 
b12 -0.00053 4.28E-02 4.28E-02 0.137889 
b13 -0.14739 4.58E-11 2.44E-10 -0.03906 
b14 0.0348 0.027873 0.027873 -0.0964 
b15 0.128573 1.16E-01 1.16E-01 0.002878 
A -0.61091 -0.45448 -0.45448 -0.87616 
 
Data up is step 3 is used as training data 
 Model  
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Parameter BB GB1 GB2 BBP 
b1 -0.0229 1.49E-12 5.51E-12 -0.00303 
b2 0.015436 0.011992 0.011992 0.007414 
b3 -0.00521 6.78E-12 2.51E-11 -0.02534 
b4 0.009886 0.009209 0.009209 0.024169 
b5 -0.00183 5.82E-08 1.61E-07 0.03343 
b6 0.000989 1.25E-03 1.25E-03 0.01609 
b7 0.014108 0.014385 0.014385 -0.01293 
b8 0.000468 2.41E-03 2.41E-03 -0.03 
b9 0.077669 0.078848 0.078848 0.052805 
b10 0.152333 0.162834 0.162834 0.086063 
b11 0.129341 0.157307 0.157307 0.101285 
b12 0.008369 0.040843 0.040843 0.097403 
b13 -0.13119 4.78E-13 1.77E-12 0.002451 
b14 0.030832 0.025644 0.025644 -0.06519 
b15 0.069625 0.070533 0.070533 0.00944 
A -0.5764 -0.44996 -0.44996 -0.78995 
 
Data up is step 4 is used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.05878 2.41E-10 2.02E-12 -0.00409 
b2 0.018452 0.013627 0.013627 -0.00086 
b3 0.00436 2.92E-03 2.92E-03 -0.0158 
b4 0.004079 0.002156 2.16E-03 0.020008 
b5 0.000543 1.44E-05 1.83E-07 0.026174 
b6 0.001052 1.21E-03 1.21E-03 0.017434 
b7 0.014804 0.014968 0.014968 -0.00758 
b8 0.000599 0.001744 0.001744 -0.03239 
b9 0.081482 0.082177 0.082177 0.054699 
b10 0.160269 0.166457 0.166457 0.09034 
b11 0.126336 0.141253 0.141254 0.107115 
b12 0.0413 5.88E-02 5.88E-02 0.104081 
b13 -0.08432 2.60E-10 2.18E-12 0.004394 
b14 0.028335 0.029471 0.029471 -0.05001 
b15 0.058304 6.10E-02 6.10E-02 -0.00021 
A -0.56968 -0.49859 -0.49859 -0.77904 
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Data up is step 5 is used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.05944 6.83E-13 2.48E-12 -0.00142 
b2 0.018967 0.014028 0.014028 -0.0004 
b3 0.004475 3.00E-03 3.00E-03 -0.00629 
b4 0.004174 0.002205 2.20E-03 0.016223 
b5 0.000543 8.07E-08 2.30E-07 0.026294 
b6 0.006053 5.62E-03 5.62E-03 0.018511 
b7 0.011643 0.011824 0.011824 -0.00814 
b8 0.00395 1.21E-11 4.40E-11 -0.02603 
b9 0.084243 0.084955 0.084955 0.061828 
b10 0.165807 0.172141 0.172141 0.129361 
b11 0.130925 0.146194 0.146194 0.103586 
b12 0.04308 6.10E-02 6.10E-02 0.110692 
b13 -0.08643 7.74E-13 2.81E-12 0.008223 
b14 0.029315 0.030478 0.030478 -0.05167 
b15 0.060328 6.31E-02 6.31E-02 0.004599 
A -0.56815 -0.49776 -0.49776 -0.76709 
 
Data up is step 6 is used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.04198 6.26E-15 1.38E-13 -0.01852 
b2 0.015954 0.012642 0.012642 0.025302 
b3 -0.00252 4.41E-03 4.41E-03 0.005439 
b4 0.003064 0.004007 4.01E-03 0.007529 
b5 0.004888 4.45E-03 4.45E-03 0.005074 
b6 0.013195 8.37E-03 8.37E-03 0.015276 
b7 0.013011 0.013651 0.013651 0.00229 
b8 -0.00578 3.36E-14 6.46E-13 -0.01687 
b9 0.0604 0.060761 0.060761 0.047447 
b10 0.143945 0.151768 0.151768 0.106511 
b11 0.117831 0.141768 0.141768 0.11423 
b12 0.05274 6.83E-02 6.83E-02 0.104985 
b13 -0.05698 9.41E-15 1.91E-13 -0.00303 
b14 0.023915 0.026913 0.026913 -0.01687 
b15 0.052962 5.74E-02 5.74E-02 0.010097 
A -0.5889 -0.52478 -0.52478 -0.71818 
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Data up is step 7 is used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.0517 3.16E-11 5.62E-11 -0.03004 
b2 0.018491 0.01777 0.01777 0.027158 
b3 -0.00346 2.77E-03 2.77E-03 0.019086 
b4 0.000128 0.00389 3.89E-03 0.000221 
b5 
-1.12E-
05 1.54E-04 1.56E-04 0.001315 
b6 0.011908 8.56E-03 8.56E-03 0.015273 
b7 0.013568 0.014047 0.014047 0.00209 
b8 -0.00313 2.13E-10 3.79E-10 -0.01699 
b9 0.063731 0.063663 0.063663 0.050628 
b10 0.149311 0.153773 0.153773 0.117204 
b11 0.131187 0.145475 0.145475 0.12671 
b12 0.084381 9.01E-02 9.01E-02 0.121227 
b13 -0.04097 1.01E-10 1.80E-10 0.022408 
b14 0.021065 2.46E-02 2.46E-02 -0.0182 
b15 0.040627 4.32E-02 4.32E-02 0.003473 
A -0.56763 -0.54432 -0.54432 -0.68243 
 
Data up is step 8 is used as training data 
 Model  
Parameter 1 BB GB1 GB2 BBP 
b1 -0.01936 3.84E-12 1.23E-11 -0.00333 
b2 0.031754 0.034562 0.034562 0.034426 
b3 0.009084 9.78E-03 9.78E-03 0.017731 
b4 -0.00629 7.68E-08 2.11E-07 -0.00084 
b5 -0.00926 1.23E-11 3.95E-11 -0.00898 
b6 0.011255 1.11E-02 1.11E-02 0.015159 
b7 0.005337 0.00679 0.00679 -0.00334 
b8 -0.01518 5.14E-12 1.66E-11 -0.02743 
b9 0.041882 0.041647 0.041647 0.031075 
b10 0.116185 0.117454 0.117454 0.091399 
b11 0.139876 0.145104 0.145104 0.136773 
b12 0.10027 9.88E-02 9.88E-02 0.13327 
b13 0.000729 5.33E-03 5.33E-03 0.052608 
b14 0.021755 0.023806 0.023806 0.010844 
b15 0.011754 1.16E-02 1.16E-02 0.002779 
A -0.60577 -0.61107 -0.61107 -0.65823 
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Data up is step 9 is used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.1099 8.28E-14 7.55E-13 -0.06558 
b2 0.029742 0.01987 0.01987 -0.01113 
b3 0.00646 1.01E-02 1.01E-02 0.032723 
b4 0.012904 0.009935 9.94E-03 0.022696 
b5 0.004808 6.27E-03 6.27E-03 -0.01429 
b6 -0.04168 1.32E-13 1.20E-12 -0.01821 
b7 0.061552 0.057529 0.057529 0.015075 
b8 0.025803 3.18E-02 3.18E-02 0.015951 
b9 0.301506 0.303254 0.303254 0.135744 
b10 0.231864 0.259058 0.259058 0.158755 
b11 0.250323 0.268673 0.268673 0.318264 
b12 0.164932 1.86E-01 1.86E-01 0.148383 
b13 -0.26832 2.37E-14 2.16E-13 -0.14466 
b14 0.145457 0.119857 0.119857 0.11572 
b15 0.157794 1.74E-01 1.74E-01 0.082934 
A 0.09914 0.189909 0.189909 -0.21471 
 
Data up is step 10 is used as training data 
 Model  
Parameter BB GB1 GB2 BBP 
b1 -0.01897 1.23E-19 1.92E-18 -0.0097 
b2 0.02299 0.026892 0.026892 0.015564 
b3 0.021232 2.19E-02 2.19E-02 0.023491 
b4 -0.01143 3.25E-18 3.25E-17 -0.01046 
b5 -0.01323 1.74E-19 3.95E-18 -0.01386 
b6 0.01475 1.47E-02 1.47E-02 0.021059 
b7 0.003819 0.008757 0.008757 0.004348 
b8 -0.00797 3.07E-16 2.72E-15 -0.00733 
b9 0.037099 0.036911 0.036911 0.030228 
b10 0.115771 0.118908 0.118908 0.084996 
b11 0.147286 0.151753 0.151753 0.133053 
b12 0.100155 9.87E-02 9.87E-02 0.119371 
b13 0.004808 9.39E-03 9.39E-03 0.039285 
b14 0.021168 0.023755 0.023755 -0.00883 
b15 0.014457 1.53E-02 1.53E-02 6.30E-05 
A -0.59736 -0.60335 -0.60335 -0.66276 
 
  
197 | P a g e  
 
Data up is step 11 is used as training data 
Parameter BB GB1 GB2 BBP 
b1 -0.01897 1.23E-19 1.92E-18 -0.0097 
b2 0.02299 0.026892 0.026892 0.015564 
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A.1.2 Monte Carlo Experiment Result details 
A.1.2.1 Unconstrained Parameter Estimations 
Experiment 
Number P1 P2 P3 P4 P5 P6 P7 P8 
1 -0.009 -0.101 -0.273 0.243 0.409 0.629 0.814 1.171 
2 -0.036 -0.13 0.193 0.252 0.217 0.693 0.563 0.751 
3 -0.065 0.016 -0.005 0.252 0.575 0.559 0.641 1.001 
4 0.077 -0.041 -0.012 0.165 0.068 0.55 0.698 0.96 
5 -0.023 0.056 -0.206 0.213 0.313 1.027 1.268 1.477 
6 -0.003 -0.252 -0.012 0.202 0.429 0.663 0.759 0.954 
7 0.001 -0.147 0.039 0.37 0.41 0.476 0.716 0.867 
8 0.055 0.039 -0.208 0.218 0.212 0.522 0.824 1.187 
9 0.135 0.112 -0.171 0.259 0.29 0.536 0.622 1.27 
10 -0.141 -0.315 -0.387 0.138 0.424 0.771 1.064 1.336 
11 0.066 0.003 -0.23 0.324 0.113 0.594 0.658 1.074 
12 0.035 -0.222 -0.188 0.301 0.259 0.692 0.946 1.044 
13 -0.01 -0.121 -0.098 0.416 0.434 0.433 0.752 1.186 
14 0.126 0.027 0.082 0.266 0.32 0.363 0.722 0.925 
15 -0.044 -0.182 -0.121 0.171 0.323 0.538 0.618 0.907 
16 -0.062 -0.229 -0.144 0.472 0.435 0.993 1.153 1.364 
17 0.117 0.2 -0.005 0.293 0.103 0.545 0.721 1.034 
18 -0.076 0.07 0.141 0.45 0.546 0.871 0.937 1.085 
19 -0.001 -0.058 -0.089 0.398 0.557 0.858 1.02 1.243 
20 0.025 -0.067 0.111 0.492 0.507 0.62 0.836 0.993 
21 -0.055 -0.018 -0.237 0.275 0.348 0.745 0.798 1.167 
22 0.156 0.07 -0.13 0.385 0.409 0.653 0.608 1.111 
23 -0.146 0.035 -0.158 0.409 0.702 0.658 0.61 1.163 
24 -0.053 0.047 -0.166 0.522 0.408 0.684 0.722 1.178 
25 0 -0.128 0.062 0.527 0.366 0.609 0.501 0.823 
26 0.052 -0.104 0.023 0.264 0.421 0.635 0.779 0.978 
27 -0.226 -0.14 0.016 0.216 0.458 0.759 0.55 0.934 
28 0.259 -0.013 -0.03 0.389 0.295 0.365 0.677 0.828 
29 -0.095 -0.224 -0.036 0.071 0.333 0.7 0.734 1.034 
30 0.212 0.014 -0.172 0.095 0.186 0.905 1.166 1.507 
31 -0.023 -0.075 -0.113 0.155 0.501 0.469 0.519 0.951 
32 -0.024 -0.042 0.052 0.211 0.521 0.544 0.709 0.91 
33 -0.043 -0.174 -0.273 0.218 0.481 0.687 0.949 1.148 
34 0.019 -0.12 -0.264 0.113 0.345 0.595 0.945 1.293 
35 -0.151 -0.052 0.047 0.421 0.566 0.772 0.835 1.103 
36 0.018 0.017 -0.304 0.26 0.557 0.683 0.858 1.071 
37 0.016 0.017 -0.065 0.224 0.541 0.88 0.665 1.245 
38 -0.018 -0.041 0.014 0.285 0.508 0.726 0.721 1.122 
39 -0.252 -0.119 -0.143 0.209 0.461 0.967 1.107 1.376 
40 -0.135 -0.045 -0.014 0.407 0.431 0.803 1.041 1.375 
41 0.165 0.015 -0.078 0.081 0.328 0.438 0.608 0.964 
42 -0.141 -0.086 0.016 0.262 0.278 0.728 0.706 0.893 
43 0.056 -0.04 -0.111 0.2 0.453 0.784 0.427 1.037 
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44 0.153 0.146 -0.204 0.145 0.622 0.913 0.707 1.253 
45 -0.068 -0.069 -0.056 0.141 0.295 0.491 0.629 1.047 
46 0.102 -0.023 0.075 0.321 0.235 0.686 0.482 1.117 
47 0.084 -0.177 -0.137 0.247 0.448 0.591 0.745 0.947 
48 -0.031 -0.162 0.106 0.307 0.378 0.825 0.905 1.108 
49 -0.101 0.059 0.112 0.335 0.524 0.716 0.865 1.244 
50 -0.179 -0.151 -0.21 0.246 0.342 0.724 0.906 1.312 
51 -0.146 0.04 0.066 0.412 0.477 0.854 0.969 1.38 
52 0.094 -0.141 0.06 0.265 0.177 0.557 0.835 0.873 
53 0.041 -0.196 0.006 0.209 0.34 0.8 0.893 1.092 
54 -0.047 -0.106 -0.248 0.381 0.47 0.825 0.654 1.352 
55 0.198 -0.217 0.036 0.153 0.111 0.446 0.585 0.744 
56 -0.017 -0.093 0.017 0.382 0.513 0.81 0.827 1.051 
57 0.004 -0.126 -0.307 0.282 0.312 0.768 1.129 1.46 
58 0.151 -0.159 -0.141 0.15 0.325 0.544 0.804 1.029 
59 0.026 -0.013 -0.133 0.353 0.365 0.447 0.538 0.796 
60 -0.111 -0.269 0.049 0.226 0.191 0.607 0.678 0.872 
61 0.115 -0.132 -0.077 0.324 0.29 0.656 0.536 0.874 
62 -0.11 -0.108 -0.319 0.344 0.329 0.65 0.412 1.074 
63 -0.202 -0.157 -0.004 0.222 0.598 0.816 0.848 1.085 
64 0.156 -0.124 -0.037 0.369 0.294 0.551 0.853 0.983 
65 -0.04 -0.062 -0.139 0.239 0.343 0.712 0.967 1.329 
66 -0.01 -0.035 0.094 0.479 0.435 0.347 0.305 0.759 
67 0.035 -0.016 -0.3 0.138 0.396 0.898 1.103 1.493 
68 0.042 -0.229 0.005 0.379 0.396 0.674 0.854 0.838 
69 -0.016 -0.221 -0.08 0.306 0.262 0.467 0.578 0.633 
70 -0.062 -0.292 -0.029 0.129 0.211 0.63 0.938 1.067 
71 -0.006 -0.06 -0.375 0.292 0.291 0.551 0.979 1.559 
72 0.042 -0.117 -0.074 0.245 0.36 0.725 0.804 1.005 
73 -0.121 -0.23 -0.107 0.201 0.228 0.427 0.53 0.779 
74 0.17 0.047 -0.08 0.227 0.28 0.668 0.758 1.264 
75 -0.17 -0.132 -0.139 0.261 0.292 0.761 0.922 1.239 
76 0.009 -0.304 -0.066 0.213 0.316 0.684 0.743 0.879 
77 0.05 -0.11 -0.286 0.187 0.192 0.493 0.798 1.257 
78 0.092 -0.225 -0.038 0.31 0.296 0.459 0.552 0.811 
79 0.029 -0.146 -0.323 0.086 0.345 0.608 0.775 1.056 
80 0.096 -0.003 0.088 0.037 0.34 0.775 0.81 0.751 
81 -0.075 -0.013 -0.31 0.108 0.374 0.911 0.891 1.303 
82 0.052 -0.105 -0.254 0.309 0.343 0.744 0.923 0.989 
83 -0.016 -0.027 -0.15 0.251 0.475 0.646 0.985 1.383 
84 0.023 -0.076 -0.093 0.254 0.236 0.368 0.531 0.691 
85 -0.04 -0.012 -0.167 0.312 0.606 0.915 0.844 1.165 
86 0.109 -0.23 -0.01 0.195 0.37 0.544 0.754 0.755 
87 0.102 0.035 -0.18 0.193 0.322 0.863 0.949 1.316 
88 -0.072 -0.122 -0.004 0.356 0.488 0.934 0.954 1.275 
89 0.02 -0.093 0.067 0.271 0.496 0.615 0.754 1.061 
90 0.062 -0.062 -0.188 0.075 0.27 0.712 0.974 1.236 
91 0.047 -0.25 0.231 0.152 0.224 0.507 0.666 0.823 
92 0.105 -0.175 0.083 0.155 0.299 0.73 0.501 0.986 
93 0.021 -0.077 0.102 0.285 0.465 0.432 0.913 1.12 
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94 -0.057 -0.005 0.282 0.367 0.51 0.684 0.805 0.899 
95 0.004 -0.047 -0.018 0.267 0.385 0.596 0.53 0.83 
96 0.025 -0.066 0.049 0.383 0.45 0.688 0.636 0.975 
97 -0.09 -0.038 0.161 0.419 0.479 0.656 0.643 0.736 
98 0.022 -0.313 -0.075 0.306 0.163 0.593 0.764 0.804 
99 0.063 -0.114 -0.181 0.258 0.291 0.616 0.916 1.343 
100 -0.084 -0.081 -0.168 0.126 0.397 0.772 0.633 1.026 
 
Experiment 
Number P9 P10 P11 P12 P13 P14 P15 P16 
1 0.815 0.818 0.662 -0.037 0.081 -0.061 -0.13 -0.102 
2 0.462 0.736 0.287 0.066 -0.058 -0.065 0.2 -0.103 
3 0.545 0.705 0.714 0.048 -0.002 0.126 0.096 0.03 
4 0.793 1.083 0.43 0.018 -0.056 -0.085 -0.073 -0.032 
5 1.253 1.289 0.988 -0.022 -0.038 0.164 0.086 -0.389 
6 0.712 0.781 0.539 -0.201 0.064 0.033 0.096 0.029 
7 0.466 0.611 0.548 0.121 0.017 0.069 -0.166 -0.083 
8 0.763 1.174 0.742 -0.067 -0.06 -0.109 -0.119 -0.124 
9 0.792 1.101 0.774 0.073 0.086 -0.082 -0.171 -0.064 
10 0.941 0.929 0.636 0.098 0.048 0.113 0.094 0.185 
11 0.679 0.892 0.613 0.025 -0.144 0.153 -0.101 0.09 
12 0.598 0.933 0.453 -0.031 -0.123 0.077 -0.081 0.078 
13 0.735 0.877 0.828 -0.394 -0.304 -0.063 0.011 0.274 
14 0.578 0.755 0.467 0.01 -0.074 -0.083 0.013 0.134 
15 0.562 0.713 0.376 -0.013 0.089 0.069 -0.004 0.226 
16 0.873 1.025 0.623 -0.055 0.244 -0.1 0.115 -0.237 
17 0.839 1.026 0.715 -0.093 -0.253 0.218 -0.03 0.033 
18 0.791 0.996 0.754 -0.312 -0.077 -0.243 0.08 -0.068 
19 0.803 0.882 0.609 -0.128 0.203 0.127 -0.364 -0.373 
20 0.72 0.922 0.661 -0.202 0.05 -0.025 -0.008 0.028 
21 0.885 1.104 0.84 -0.015 -0.196 -0.071 -0.153 -0.058 
22 0.58 0.903 0.349 -0.028 0.033 0.083 0.003 0.008 
23 0.605 0.605 0.37 -0.059 0.043 -0.104 -0.063 -0.358 
24 0.8 1.053 1.182 -0.137 -0.164 -0.204 0.038 0.17 
25 0.421 1.01 0.4 0.026 -0.015 -0.019 -0.05 -0.199 
26 0.595 0.827 0.424 -0.16 0.225 0 -0.048 -0.102 
27 0.613 0.56 0.416 -0.059 -0.034 0.063 -0.048 0.088 
28 0.483 0.75 0.474 -0.087 0.078 0.027 -0.095 -0.047 
29 0.626 0.7 0.431 0.01 -0.141 0.147 0.047 -0.136 
30 1.036 1.209 0.635 -0.109 0.015 0.228 0.253 0.1 
31 0.501 0.62 0.228 -0.05 0.069 -0.02 0.143 -0.057 
32 0.624 0.728 0.563 0.095 0.196 -0.075 -0.117 -0.038 
33 0.859 0.951 0.733 0.015 0.14 -0.025 0.296 0.006 
34 0.86 0.772 0.715 -0.18 -0.136 -0.177 -0.298 0.002 
35 0.74 1.02 0.705 -0.081 -0.329 -0.004 -0.156 0.374 
36 0.699 0.96 0.656 0.019 -0.107 -0.212 0.258 -0.016 
37 0.69 0.934 0.85 0.019 -0.269 -0.016 -0.317 -0.035 
38 0.793 0.879 0.68 0.057 -0.032 0.09 0.096 -0.004 
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39 0.905 0.871 0.75 -0.059 -0.313 0.079 -0.12 -0.193 
40 1.006 1.102 0.83 0.146 0.04 -0.011 -0.062 0.125 
41 0.661 0.765 0.462 0.005 0.111 0.049 0.005 0.022 
42 0.622 0.84 0.38 0.012 -0.062 -0.236 -0.041 -0.002 
43 0.374 0.762 0.189 0.13 0.275 -0.028 -0.09 0.11 
44 1.178 1.058 0.603 -0.088 0.127 -0.018 0.093 0.019 
45 0.907 0.968 0.501 0.29 -0.022 0.323 -0.2 -0.202 
46 0.521 0.881 0.394 0.073 -0.089 0.073 -0.078 0.129 
47 0.502 0.696 0.455 0.059 -0.05 0.055 -0.107 0.096 
48 0.725 0.917 0.657 -0.117 0.017 -0.046 0.256 0.089 
49 1.061 0.968 0.831 0.03 0.239 -0.062 0.039 -0.172 
50 1.088 1.238 1.055 -0.131 0.079 -0.058 -0.234 -0.019 
51 1.285 1.021 0.755 -0.111 0.004 0.032 0.317 0.188 
52 0.654 0.92 0.545 0.14 0 0.02 -0.098 0.004 
53 0.84 0.924 0.413 0.023 -0.119 0.042 0.082 -0.031 
54 1.023 1.152 0.967 -0.033 -0.169 -0.095 -0.394 -0.165 
55 0.473 0.601 0.204 -0.075 -0.045 -0.08 -0.05 -0.043 
56 0.832 0.793 0.494 -0.113 -0.157 -0.29 -0.031 -0.156 
57 1.128 1.324 1.029 0.018 -0.374 -0.39 0.06 0.029 
58 0.642 0.768 0.449 0.137 -0.132 0.081 -0.166 -0.007 
59 0.302 0.714 0.51 -0.149 -0.133 0.099 -0.012 -0.063 
60 0.506 0.805 0.326 -0.033 0.089 -0.088 0.072 0.062 
61 0.472 0.86 0.398 0.114 0.065 -0.021 0.169 0.317 
62 0.428 0.868 0.576 -0.019 -0.198 0.17 -0.008 -0.079 
63 0.823 0.865 0.474 0.042 0.104 -0.043 0.031 -0.123 
64 0.519 0.816 0.446 -0.011 -0.135 -0.128 0.014 -0.002 
65 1.033 1.203 0.932 -0.236 -0.104 -0.168 0.039 0.014 
66 0.33 0.498 0.442 -0.028 0.15 -0.2 -0.054 0.08 
67 1.197 1.049 0.73 -0.143 0.365 0.326 -0.138 -0.094 
68 0.581 0.851 0.432 -0.069 0.013 0.049 0.004 -0.057 
69 0.426 0.626 0.21 -0.021 -0.152 0.087 0.063 0.214 
70 0.782 0.964 0.359 -0.08 -0.035 -0.072 -0.013 -0.031 
71 1.437 1.344 0.995 -0.359 -0.4 -0.173 0.087 0.279 
72 0.65 0.582 0.433 -0.253 -0.005 0.097 0.031 0.058 
73 0.45 0.798 0.396 0.088 0.107 -0.126 -0.027 -0.046 
74 0.791 0.939 0.717 -0.184 -0.195 0.055 0.081 0.029 
75 0.867 1.044 0.805 -0.118 0.072 -0.184 -0.087 -0.225 
76 0.387 0.562 0.206 0.044 0 0.071 -0.108 -0.16 
77 1.026 1.137 0.851 -0.069 -0.197 -0.172 -0.23 -0.093 
78 0.411 0.756 0.493 -0.031 0.044 -0.079 -0.177 -0.168 
79 1.038 1.162 0.705 -0.196 0.129 -0.224 -0.076 -0.4 
80 0.587 0.7 0.336 -0.162 0.011 0.06 0.054 0.056 
81 0.991 0.977 0.603 0.028 -0.063 0.261 -0.167 0.045 
82 0.466 0.754 0.394 -0.338 0.071 0.037 0.174 -0.024 
83 1.05 1.031 0.797 -0.115 -0.006 -0.203 -0.001 -0.346 
84 0.428 0.772 0.34 -0.039 0.027 -0.045 -0.029 0.104 
85 0.835 0.995 0.47 0.18 0.102 0.116 -0.065 0.235 
86 0.449 0.525 0.37 0.093 0.002 -0.014 0.028 0.021 
87 1.013 1.165 0.827 -0.018 -0.109 0.042 0.03 0.019 
88 1.17 1.031 0.586 0.076 0.189 0.213 0.18 0.028 
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89 0.771 0.75 0.641 -0.133 0.093 -0.124 -0.07 -0.038 
90 1.025 1.076 0.747 -0.11 -0.204 -0.13 -0.03 -0.155 
91 0.679 0.928 0.405 -0.041 -0.039 -0.138 0.032 0.023 
92 0.538 0.663 0.168 0.008 0.068 -0.195 -0.026 -0.034 
93 0.655 0.575 0.475 -0.198 -0.155 0.01 -0.161 -0.205 
94 0.908 1.139 0.815 0.07 0.076 -0.012 -0.107 -0.047 
95 0.39 0.725 0.246 -0.271 -0.022 0.062 0.076 -0.219 
96 0.749 0.895 0.573 -0.208 -0.037 -0.11 -0.056 0.053 
97 0.474 0.688 0.331 0.018 0.102 -0.102 -0.098 -0.012 
98 0.726 0.898 0.495 0.149 -0.295 0.113 -0.117 0.121 
99 1.206 1.267 0.997 -0.104 -0.277 -0.122 -0.383 -0.023 
100 0.62 0.848 0.437 -0.187 0.053 0.054 -0.145 -0.053 
 
Experiment 
Number P17 P18 P19 P20 P21 P22 P23 P24 
1 -0.046 -0.12 0.115 0.044 0.09 0.113 0.151 0.112 
2 -0.058 -0.031 0.127 0.05 0.027 0.184 -0.022 0.113 
3 0.034 -0.025 0.032 -0.116 -0.021 -0.034 0.24 0.048 
4 -0.157 0.027 0.089 0.031 0.03 0.106 0.028 0.124 
5 -0.251 -0.389 -0.158 0.007 0.193 0.266 0.504 0.202 
6 0.13 -0.072 0.032 -0.187 -0.006 -0.121 0.22 0.07 
7 -0.187 0.037 0.014 0.141 0.003 0.183 0.105 0.124 
8 0.08 -0.086 0.009 -0.062 0.12 0.076 0.286 0.097 
9 -0.11 -0.218 -0.003 0.005 0.027 0.094 0.134 0.065 
10 -0.04 -0.161 -0.188 -0.002 0.016 0.209 0.162 0.229 
11 -0.08 -0.198 -0.003 0.098 0.079 0.077 0.157 0.064 
12 -0.123 0.068 0.072 0.017 0.029 0.391 0.14 -0.076 
13 0.148 -0.083 -0.111 -0.19 -0.08 -0.123 -0.117 0.081 
14 -0.117 -0.098 -0.044 -0.092 0.028 0.135 0.25 0.055 
15 -0.167 -0.008 -0.089 0.05 0.05 0.249 -0.081 0.263 
16 -0.005 -0.399 0.127 0.001 0.361 -0.136 0.065 -0.08 
17 0.06 0.168 -0.171 0.051 0.142 0.137 0.111 0.054 
18 0.257 -0.013 -0.021 -0.18 0.114 0.032 0.277 0.155 
19 0.146 -0.097 0.105 0.229 0.194 0.002 0.415 0.019 
20 -0.025 -0.066 -0.178 0.007 0.153 0.093 0.143 0.287 
21 0.013 0.144 0.046 0.016 0.171 0.192 0.178 0.262 
22 -0.049 -0.165 -0.097 -0.046 0.096 0.076 0.199 0.075 
23 -0.007 -0.099 0.343 0.04 0.499 0.143 0.214 -0.072 
24 0.057 -0.271 -0.114 -0.047 -0.035 0.002 0.115 0.076 
25 -0.08 -0.056 0.028 -0.031 0.09 0.133 0.128 -0.011 
26 0.115 -0.243 0.108 -0.036 0.268 0.068 0.164 -0.058 
27 0.237 -0.046 0.138 -0.047 0.191 0.015 0.187 0.197 
28 -0.098 -0.126 0.026 -0.108 0.049 0.103 0.096 -0.013 
29 -0.095 0.066 -0.106 0.005 0.157 0.11 0.102 0.095 
30 -0.181 -0.087 -0.058 -0.235 0.082 0.237 0.142 0.183 
31 -0.008 -0.085 0.1 -0.062 -0.067 0.06 0.066 -0.051 
32 -0.137 -0.078 -0.016 0.185 0.145 0.25 0.131 0.009 
33 0.07 -0.24 0.061 -0.247 0.244 0.032 0.173 -0.143 
203 | P a g e  
 
34 -0.037 0.029 -0.045 0.322 0.08 0.34 0.217 0.426 
35 -0.257 -0.082 -0.202 0.185 -0.289 0.592 0.112 0.311 
36 -0.156 0.036 0.123 -0.284 -0.165 0.075 0.065 0.011 
37 -0.01 -0.031 -0.051 0.097 0.064 -0.053 0.171 0.064 
38 -0.013 0.044 -0.01 -0.044 0.017 0.039 0.027 0.216 
39 -0.183 -0.023 -0.165 0.067 0.23 0.123 0.061 0.12 
40 -0.077 -0.164 0.007 0.075 0.049 0.222 0.219 0.118 
41 0.056 -0.003 0.027 -0.044 0.091 0.206 0.221 0.119 
42 -0.227 -0.065 0.052 -0.12 -0.089 0.097 0.019 0.043 
43 -0.009 -0.132 0.11 0.018 0.021 0.108 0.079 0.025 
44 0.139 -0.062 0.147 0.041 0.106 0.049 0.451 0.159 
45 -0.246 0.103 -0.113 -0.016 0.146 0.142 0.234 -0.043 
46 -0.115 -0.06 -0.068 0.025 -0.065 0.033 0.058 0.116 
47 -0.018 0.125 0.034 0.158 0.141 0.183 0.039 0.078 
48 0.134 -0.038 0.061 -0.098 0.141 0.074 0.194 0.213 
49 -0.114 -0.296 0.163 -0.102 0.043 0.094 0.426 -0.12 
50 0.183 -0.201 -0.166 0.103 0.065 -0.251 0.128 0.258 
51 0.108 -0.164 -0.172 -0.285 0.123 0.258 0.456 0.397 
52 -0.178 0.035 0.08 0.141 0.056 0.188 0.128 0.065 
53 -0.191 0.066 0.11 -0.049 0.167 0.145 0.061 -0.09 
54 0.237 0.158 0.089 0.238 -0.027 -0.085 0.092 0.018 
55 0.018 0.002 -0.022 -0.024 0.152 0.012 0.066 0.052 
56 0.093 -0.063 0.142 -0.124 0.053 0.028 0.17 0.024 
57 -0.063 -0.062 0.2 0.249 0.212 0.288 0.346 0.266 
58 -0.212 0.114 0.052 -0.102 -0.284 0.119 -0.162 0.117 
59 0.084 -0.119 -0.066 0.049 0.165 -0.082 0.132 -0.039 
60 -0.056 -0.129 0.067 -0.114 0.096 0.153 0.287 0.135 
61 0.002 -0.029 0.048 -0.004 -0.123 0.074 0.01 0.014 
62 0.085 0.155 -0.13 0.091 0.054 0.003 -0.033 0.01 
63 -0.15 -0.177 -0.118 -0.054 0.134 0.104 0.084 0.114 
64 0.068 -0.043 0.187 0.015 0.111 0.242 0.467 0.168 
65 0.146 0.083 0.021 -0.058 0.105 -0.066 0.057 0.078 
66 -0.035 -0.025 0.196 0.088 -0.038 0.341 0.106 -0.086 
67 -0.207 -0.363 -0.269 -0.022 0.112 0.31 0.29 0.138 
68 0.02 0.007 0.071 0.09 0.087 0.057 0.206 0.095 
69 -0.064 -0.031 -0.035 0.077 0.1 0.198 0.355 0.179 
70 -0.051 -0.114 0.182 0.122 0.141 0.1 0.189 -0.007 
71 0.092 0.057 -0.085 -0.155 -0.159 0.296 0.219 0.148 
72 0.2 0.017 -0.14 0.015 -0.081 -0.121 -0.086 -0.015 
73 -0.131 -0.118 0.079 0.084 0.014 -0.032 0.072 0.16 
74 -0.017 -0.045 -0.07 -0.003 0.11 0.379 0.363 0.123 
75 -0.001 0.001 0.174 0.034 0.161 0.104 0.314 0.028 
76 0.211 -0.019 -0.035 0.005 0.217 -0.017 0.161 0.051 
77 0.176 0.327 0.144 0.004 -0.053 -0.036 0.036 0.237 
78 -0.036 -0.078 0.117 0.23 0.148 0.045 0.175 0.046 
79 0.025 -0.078 0.234 -0.12 0.31 0.074 0.206 -0.027 
80 -0.125 0.028 -0.002 -0.248 0.084 0.137 0.016 0.263 
81 -0.008 0.098 0.016 0.392 -0.172 0.109 0.114 0.057 
82 -0.025 -0.048 0.184 0.01 -0.185 0.255 0.024 0.062 
83 -0.2 -0.167 0.163 -0.039 0.104 0.111 0.221 -0.029 
204 | P a g e  
 
84 0.132 0.031 -0.061 0.079 0.036 0.109 0.104 0.022 
85 -0.061 0.019 0.061 0.121 0.172 0.28 0.36 0.372 
86 0.018 -0.004 0.202 0.06 0.017 0.051 0.159 0.019 
87 -0.071 -0.306 -0.197 0.024 0.077 0.064 0.234 0.033 
88 -0.01 0.008 0.065 -0.018 0.17 0.007 0.253 0.186 
89 0.063 -0.215 0.041 -0.038 0.045 0.135 0.159 0.127 
90 0.011 0.079 0.06 -0.17 -0.029 -0.083 -0.02 -0.03 
91 0.013 -0.126 0.183 0.046 0.051 0.076 0.174 0.039 
92 -0.065 -0.038 0.08 0.089 -0.028 0.002 0.086 -0.093 
93 0.088 0.001 0.051 0.194 0.19 -0.167 -0.067 -0.073 
94 -0.061 -0.018 0.081 0.1 0.149 0.193 0.113 0.11 
95 -0.138 0.029 -0.051 -0.141 0.162 0.171 0.151 0.046 
96 0.067 0.055 0.086 -0.034 -0.04 -0.035 0.074 0.159 
97 0.033 -0.238 0.106 -0.003 0.086 0.046 0.192 0.121 
98 -0.158 0.318 -0.206 0.14 -0.127 0.104 -0.153 0.31 
99 0.066 0.087 -0.043 0.16 0.096 0.35 0.366 0.222 
100 0.027 -0.028 0.064 0.017 0.086 0.11 0.101 0.183 
 
Experiment 
Number P25 P26 P27 P28 P29 P30 P31 P32 
1 0.251 0.143 0.099 0.1 0.101 0.051 0.223 0.035 
2 0.108 0.053 0.041 0.064 0.048 -0.078 0.009 -0.147 
3 0.239 0.139 -0.051 0.026 0.1 0.075 0.042 0.044 
4 -0.065 0.006 -0.305 0.011 0.091 0.021 0.141 0.393 
5 0.04 -0.126 -0.118 0.065 -0.003 0.07 0.201 0.157 
6 0.276 0.107 0.145 0.01 -0.067 -0.273 0.019 -0.066 
7 -0.01 0.106 -0.005 -0.049 0.042 0.152 -0.005 -0.188 
8 0.114 0.002 0.273 -0.057 0.117 -0.089 0.247 -0.121 
9 0.189 0.061 0.3 -0.024 0.206 -0.092 0.097 -0.132 
10 0.22 0.104 -0.109 -0.081 -0.222 -0.128 -0.011 0.258 
11 0.063 0.079 -0.014 0.075 -0.166 0.046 -0.079 0.066 
12 0.172 0.093 -0.01 -0.131 -0.046 -0.013 0.053 0.093 
13 0.086 0.059 -0.128 -0.206 -0.037 0.188 0.082 0.117 
14 0.085 -0.172 -0.137 0.139 -0.124 0.114 -0.196 0.072 
15 0.107 0.195 -0.087 -0.019 -0.066 0.154 0.031 0.249 
16 0.023 -0.248 0.281 0.009 0.159 0.178 0.309 -0.087 
17 0.044 0.104 0.156 -0.079 -0.171 -0.056 0.042 -0.147 
18 0.19 0.083 0.185 -0.066 -0.17 -0.223 0.092 -0.026 
19 0.272 0.116 -0.313 -0.121 -0.136 0.036 -0.178 0.166 
20 0.173 -0.017 0.028 -0.032 -0.042 -0.028 -0.137 -0.054 
21 0.322 0.058 -0.025 0.169 0.221 0.072 0.266 0.27 
22 0.023 0.01 -0.25 -0.103 0.264 -0.003 -0.056 0.173 
23 0.225 0.046 -0.022 0.213 -0.076 0.022 -0.054 -0.146 
24 0.069 0.068 0.075 -0.108 -0.095 -0.214 -0.229 -0.158 
25 0.044 -0.017 0.094 -0.172 -0.031 -0.118 0.08 -0.003 
26 0.085 -0.116 0.034 -0.07 0.031 -0.009 -0.07 -0.003 
27 0.381 0.126 -0.068 0.105 0.066 0.096 0.055 0.202 
28 0.188 0.03 0.091 0.037 -0.01 -0.182 -0.079 0.029 
205 | P a g e  
 
29 0.084 0.108 0.065 0.14 0.035 0.045 -0.012 0.124 
30 0.309 0.087 0.018 0.009 0.008 0.262 -0.002 0.008 
31 0.09 0.168 0.009 0.029 0.019 0.044 0.31 0.463 
32 0.069 0.183 0.057 0.021 -0.022 0.073 -0.111 -0.059 
33 0.202 -0.097 0.051 0.054 -0.081 0.002 -0.086 -0.002 
34 0.318 0.054 -0.402 0.396 -0.058 -0.167 -0.194 0.565 
35 0.016 0.198 0.05 0.067 -0.113 0.093 -0.235 -0.162 
36 0.417 0.007 -0.049 -0.234 -0.027 -0.166 -0.009 0.083 
37 -0.064 0.113 -0.144 0.123 -0.078 -0.073 -0.098 0.022 
38 0.127 0.273 0.047 0.012 -0.05 -0.062 -0.133 0.044 
39 -0.051 -0.039 0.159 0.03 0.002 0.026 0.122 -0.015 
40 -0.05 0.152 0.014 -0.394 -0.223 -0.258 0.192 -0.098 
41 0.219 0.283 0.122 -0.062 -0.052 -0.063 0.106 -0.092 
42 0.042 -0.037 0.041 0.043 0.05 -0.148 -0.01 0.004 
43 0.256 -0.06 0.152 -0.007 -0.124 0.009 0.028 -0.072 
44 0.149 0.063 -0.088 0.214 -0.045 0.208 0.187 0.084 
45 0.355 0.328 -0.008 -0.217 0.014 0.14 0.024 0.137 
46 0.109 0.177 0.043 -0.173 -0.031 0.093 0.131 -0.024 
47 0.062 0.196 0.016 0.01 -0.03 0.086 0.083 0.103 
48 0.165 0.034 0.053 -0.063 0.088 0.125 0.028 -0.067 
49 0.262 0.196 0.169 -0.056 -0.024 -0.174 0.248 -0.171 
50 0.066 0.031 -0.2 -0.038 0.248 0.119 0.07 0.387 
51 0.464 -0.077 -0.086 -0.052 -0.019 -0.045 -0.112 0.062 
52 0.119 0.019 0.082 0.164 0.151 0.092 -0.085 -0.105 
53 0.007 -0.155 0.069 0.123 -0.087 -0.267 -0.141 -0.095 
54 0.125 0.293 -0.023 0.346 -0.292 0.264 0.059 0.235 
55 0.076 -0.05 0.046 -0.046 0.185 -0.031 -0.007 0 
56 0.21 -0.08 0.077 0.022 0.074 -0.004 -0.315 -0.041 
57 0.099 -0.052 -0.391 -0.199 -0.066 -0.112 0.181 0.381 
58 0.296 0.155 0.078 0.147 -0.015 0.003 0.001 -0.002 
59 0.128 0.108 -0.138 -0.091 -0.11 -0.113 -0.177 -0.006 
60 0.225 -0.1 0.109 -0.165 0.107 0.032 0.017 -0.117 
61 0.035 0.066 0.021 -0.067 -0.017 0.092 -0.026 0.162 
62 -0.037 -0.005 0.138 -0.134 -0.173 -0.077 -0.074 0.052 
63 -0.014 -0.139 0.056 -0.073 0.023 0.082 0.153 0.091 
64 0.276 0.072 -0.169 0.19 -0.18 0.097 -0.236 0.153 
65 0.102 0.016 -0.039 0.1 -0.169 0.025 0.056 0.196 
66 0.072 0.177 0.06 -0.125 0.059 0.051 0.146 -0.098 
67 0.118 -0.046 0.226 0.06 -0.347 0.215 0.001 -0.142 
68 0.033 0.182 -0.106 -0.109 -0.013 0.091 0.063 -0.03 
69 0.141 0.113 -0.119 0.174 -0.007 0.068 0.017 0.104 
70 0.082 0.057 -0.081 0.13 -0.054 -0.038 0 0.097 
71 0.225 0.298 0.045 0.01 0.198 0.041 0.019 -0.036 
72 0.019 0.27 -0.077 -0.028 -0.22 -0.042 -0.114 0.019 
73 0.202 0.119 -0.061 0.153 -0.051 0.135 0.107 0.281 
74 0.211 0.139 0.039 0.028 0.219 -0.101 -0.212 -0.039 
75 0.312 0.309 -0.017 -0.074 0.07 0.061 0.014 0.107 
76 0.14 -0.111 0.032 -0.104 -0.143 -0.041 0.107 0.04 
77 0.14 0.155 0.108 -0.075 -0.248 -0.237 -0.032 -0.198 
78 -0.087 0.001 -0.115 -0.053 0.001 0.045 -0.027 -0.121 
206 | P a g e  
 
79 0.288 -0.118 0.013 0.037 -0.259 -0.003 -0.156 -0.11 
80 0.163 0.037 0.14 0.007 0.329 0.009 -0.023 -0.087 
81 0.12 0.581 -0.162 -0.109 -0.054 0.315 -0.047 0.043 
82 0.153 0.279 0.113 0.206 0.007 0.242 0.045 -0.193 
83 0.067 -0.08 -0.168 -0.003 0.002 -0.1 -0.062 0.237 
84 0.115 0.112 -0.034 -0.052 -0.005 -0.136 0.054 0.11 
85 0.27 0.313 -0.082 0.107 0.033 -0.065 0.136 0.355 
86 0.108 0.072 0.059 -0.043 0.148 0.057 -0.056 0.04 
87 0.079 0.084 0.001 -0.036 -0.124 -0.134 -0.407 0.019 
88 0.17 0.217 0.222 0.162 -0.264 0.049 0.26 0.161 
89 0.206 -0.169 -0.125 -0.136 -0.063 -0.206 -0.22 0.066 
90 0.14 -0.008 -0.083 -0.01 -0.046 0.193 0.143 0.229 
91 0.098 0.172 -0.089 -0.111 -0.166 -0.038 0.094 -0.003 
92 0.058 0.159 -0.023 -0.012 0.016 -0.119 0.064 -0.032 
93 0.156 0.057 -0.081 -0.191 0.005 0.153 0.004 0.035 
94 0.081 0.011 0.084 0.109 -0.039 -0.004 -0.224 -0.08 
95 0.085 -0.085 -0.096 -0.017 -0.067 0.04 0.026 -0.077 
96 0.294 0.062 0.004 0.308 -0.044 0.288 -0.34 0.078 
97 0.092 0.053 -0.097 0.21 0.071 -0.167 0.052 -0.079 
98 0.022 0.284 0.116 -0.123 0.027 -0.041 -0.052 -0.138 
99 0.078 0.068 0.084 -0.239 -0.122 -0.2 0.009 -0.042 
100 0.425 0.059 -0.01 -0.213 0.134 -0.079 -0.01 -0.087 
 
Experiment 
Number P33 P34 P35 P36 P37 P38 P39 P40 
1 -0.048 0.009 0.159 0.143 0.175 0.237 -0.188 -0.3 
2 0.035 -0.257 0.181 0.052 0.023 0.019 -0.058 -0.118 
3 0.091 -0.086 -0.035 0.057 0.124 0.055 0.099 0.087 
4 -0.085 0.165 -0.068 -0.04 -0.12 0.161 -0.221 0.045 
5 0.169 -0.022 -0.013 0.067 -0.001 -0.129 0.034 -0.375 
6 0.06 0.127 0.026 0.041 -0.208 -0.101 -0.314 0.015 
7 -0.127 0.059 0.136 0.053 0.22 0.072 -0.096 -0.171 
8 0.108 0.056 0.18 -0.181 0.083 0.021 0.043 -0.402 
9 0.021 -0.203 0.326 -0.034 0.034 -0.157 0.021 -0.333 
10 -0.156 -0.117 -0.076 0.162 -0.342 0.066 -0.176 -0.276 
11 -0.207 0.09 -0.049 0.061 -0.05 0.233 -0.314 -0.015 
12 -0.013 0.033 0.127 0.176 -0.107 0.085 -0.188 -0.134 
13 -0.009 0.146 -0.147 -0.056 0.064 -0.005 -0.423 -0.059 
14 0.178 -0.081 -0.056 0.216 -0.125 -0.081 0.224 -0.145 
15 -0.088 0.024 -0.15 0.004 -0.027 -0.09 -0.171 -0.074 
16 0.115 -0.027 0.236 -0.124 -0.093 -0.135 -0.007 -0.333 
17 0.04 -0.068 0.095 0.141 0.172 -0.133 -0.091 -0.176 
18 0.247 0.197 0.162 0.137 -0.136 -0.326 -0.265 -0.388 
19 0.032 0.14 -0.07 0.142 -0.222 0.019 -0.213 0.122 
20 0.065 -0.095 0.079 0.065 -0.067 -0.063 -0.052 -0.138 
21 0.219 0.024 0.07 -0.357 -0.224 -0.366 -0.267 -0.351 
22 -0.002 -0.186 0.164 0.139 0.012 0.011 -0.039 0 
23 -0.401 0.28 -0.007 0 0.165 0.082 -0.424 -0.147 
207 | P a g e  
 
24 0.013 0.025 0.214 0.058 -0.21 -0.291 -0.311 -0.35 
25 0.026 -0.027 -0.045 -0.085 -0.237 -0.086 -0.031 -0.185 
26 0.037 -0.092 0.034 -0.065 -0.105 -0.02 -0.13 -0.116 
27 -0.005 -0.008 0.086 0.003 -0.181 -0.07 -0.004 -0.05 
28 0.096 -0.017 0.087 0.174 -0.08 -0.16 -0.129 -0.129 
29 -0.004 -0.062 0.02 0.089 -0.092 -0.073 -0.022 0.005 
30 -0.06 -0.127 -0.175 0.125 0.115 0.209 -0.057 -0.035 
31 0.106 0.054 0.009 0.123 -0.108 -0.065 0.02 0.099 
32 0.085 -0.028 0.058 0.114 -0.122 -0.149 0.098 -0.135 
33 -0.188 0.002 -0.111 -0.025 -0.182 -0.052 -0.381 -0.037 
34 -0.253 -0.155 0.229 0.056 -0.154 0.036 -0.134 -0.445 
35 -0.074 0.145 -0.122 0.17 -0.054 -0.128 -0.405 -0.017 
36 0.096 -0.071 -0.101 -0.004 -0.106 -0.271 -0.057 -0.164 
37 -0.394 0.011 -0.154 0.196 -0.008 0.02 -0.169 -0.115 
38 0.022 0.082 -0.002 0.064 -0.195 -0.03 -0.241 -0.052 
39 -0.052 -0.111 -0.108 0.066 0.025 0.091 -0.064 -0.168 
40 0.383 0.153 0.042 -0.35 -0.016 -0.333 -0.021 -0.438 
41 -0.015 -0.041 0.122 0.151 -0.013 0.048 0.031 -0.161 
42 0.098 0.103 0.165 0.023 -0.069 -0.047 -0.129 -0.168 
43 0.047 0.075 -0.077 -0.018 -0.176 -0.115 -0.14 -0.058 
44 -0.083 0.088 0.133 0.251 -0.039 0.144 -0.145 -0.083 
45 0.076 -0.042 -0.125 0.211 0.072 0.066 -0.021 -0.149 
46 0.082 0.034 -0.008 -0.03 0.036 0.102 -0.021 -0.024 
47 -0.039 0.046 0.099 0.041 -0.346 0.033 -0.018 -0.278 
48 0.231 0.179 0.148 0.039 0.054 -0.26 -0.1 -0.144 
49 0.075 -0.153 0.076 -0.183 0.165 -0.041 0.097 -0.188 
50 0.502 -0.289 -0.201 -0.017 -0.263 -0.523 -0.14 -0.229 
51 0.146 -0.011 -0.043 -0.001 -0.047 -0.069 -0.105 -0.187 
52 -0.019 0.001 -0.017 0.157 0.037 -0.174 -0.321 -0.15 
53 -0.18 -0.061 0.05 0.077 0.16 0.043 -0.187 -0.139 
54 -0.323 0.067 -0.376 0.047 -0.257 0.238 -0.139 0.14 
55 0.218 -0.127 0.075 0.049 0.031 -0.21 -0.1 -0.179 
56 -0.106 -0.146 0.134 0.26 -0.059 -0.138 -0.029 -0.371 
57 0.133 0.062 0.096 -0.1 -0.21 -0.068 -0.089 -0.257 
58 -0.111 0.039 0.116 0.092 0.044 0.04 -0.072 -0.152 
59 -0.138 -0.155 -0.09 0.01 -0.059 -0.234 -0.002 -0.145 
60 -0.021 -0.102 -0.069 -0.068 0.015 -0.1 -0.065 -0.136 
61 0.114 -0.052 -0.104 0.092 -0.25 0.009 -0.02 0.013 
62 0.318 0.159 0.068 -0.1 -0.239 -0.238 -0.059 -0.119 
63 0.124 -0.124 0.026 0.026 -0.182 -0.212 0.105 -0.13 
64 -0.196 0.194 0.018 -0.061 -0.191 0.011 -0.174 -0.04 
65 0.155 0.075 -0.081 0.071 -0.127 -0.063 -0.167 -0.024 
66 0.069 0.079 -0.037 -0.05 -0.014 -0.064 -0.09 -0.038 
67 -0.038 0.188 -0.237 0.108 0.096 0.197 0.057 0.11 
68 0.089 0.123 -0.093 -0.104 -0.039 -0.055 -0.218 -0.131 
69 -0.076 -0.121 0.105 0.021 -0.208 0.131 -0.123 -0.244 
70 0.011 0.05 0.076 0.021 0.005 0.089 -0.105 0.076 
71 0.111 0.014 0.139 0.226 0.187 -0.05 -0.115 -0.311 
72 -0.229 -0.136 -0.195 -0.132 -0.19 -0.086 -0.05 -0.281 
73 0.126 -0.027 0.13 0.124 -0.161 0.02 0.164 -0.053 
208 | P a g e  
 
74 -0.092 0.098 0.369 0.106 -0.002 -0.026 -0.202 -0.419 
75 0.211 0.066 0.027 0.08 0.042 0.015 -0.097 -0.248 
76 0.16 -0.126 0.093 -0.149 -0.15 -0.222 -0.019 -0.049 
77 -0.127 -0.192 0.017 -0.307 -0.259 -0.154 -0.319 -0.443 
78 0.054 0.07 -0.023 0.083 0.19 -0.04 -0.075 0.06 
79 -0.053 0.258 -0.005 0.134 -0.043 0.11 -0.214 -0.249 
80 0.031 -0.102 0.261 -0.107 0.156 -0.035 0.171 -0.242 
81 -0.171 -0.073 -0.151 0.294 0.028 0.09 -0.352 -0.082 
82 -0.356 0.051 0.014 -0.189 0.027 0.171 -0.282 -0.194 
83 -0.046 -0.077 0.086 0.166 -0.257 -0.035 -0.351 -0.461 
84 0.001 0.026 0.36 0.123 -0.12 -0.044 0.052 -0.131 
85 -0.178 -0.003 0.017 -0.066 -0.077 0.203 -0.119 0.036 
86 0.151 0.095 0.085 0.12 -0.032 -0.028 -0.159 -0.126 
87 0.069 -0.085 0.223 0.393 0.072 -0.004 -0.08 -0.235 
88 -0.088 0.324 0.352 0.476 -0.076 0.235 0.24 -0.075 
89 0.121 -0.222 -0.364 0.032 -0.376 -0.28 -0.207 -0.154 
90 0.206 0.062 -0.131 -0.076 -0.24 -0.09 -0.168 -0.031 
91 -0.009 -0.009 -0.122 -0.048 -0.027 -0.101 -0.287 -0.159 
92 -0.006 -0.036 -0.062 0.02 -0.222 0.013 -0.125 0.072 
93 -0.029 0.047 -0.322 -0.136 -0.167 -0.095 -0.24 0.003 
94 -0.038 -0.033 -0.019 0.192 -0.122 -0.133 -0.238 -0.201 
95 -0.162 0 -0.031 -0.129 -0.047 0.104 -0.118 -0.342 
96 -0.169 -0.053 -0.089 0.278 0.168 0.068 -0.405 -0.044 
97 -0.087 0.221 0.361 0.043 -0.069 -0.199 -0.258 -0.417 
98 0.116 0.131 0.075 -0.085 -0.012 -0.058 -0.101 -0.155 
99 0.035 0.077 0.222 -0.039 -0.075 -0.203 -0.233 -0.249 
100 0.056 -0.183 0.002 -0.017 0.002 -0.051 -0.012 -0.279 
 
Experiment 
Number P41 P42 P43 P44 P45 
1 -0.148 -0.331 -0.445 -0.121 0.543 
2 -0.146 -0.132 -0.213 -0.148 -0.131 
3 -0.142 -0.097 -0.038 -0.194 0.041 
4 -0.252 -0.115 -0.414 -0.019 0.189 
5 -0.461 -0.175 -0.059 -0.489 0.856 
6 -0.265 -0.044 -0.236 -0.056 0.262 
7 -0.13 -0.05 0.135 -0.214 0.057 
8 -0.005 -0.358 -0.229 -0.371 0.363 
9 -0.11 -0.325 -0.186 -0.247 0.304 
10 -0.452 0.118 -0.384 -0.033 0.641 
11 -0.288 0.137 -0.33 -0.005 0.071 
12 -0.118 0.051 -0.283 0.078 0.203 
13 -0.128 -0.057 -0.044 0.11 0.587 
14 -0.473 -0.14 -0.061 -0.419 0.061 
15 -0.14 -0.045 -0.289 0.009 0.034 
16 -0.069 -0.315 -0.162 0.109 0.511 
17 -0.056 -0.223 -0.152 -0.241 0.31 
18 -0.306 -0.017 -0.295 -0.599 0.47 
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19 -0.194 0.022 -0.307 -0.167 0.454 
20 -0.187 -0.055 -0.163 -0.188 -0.012 
21 0.054 0.076 0.053 0.065 0.625 
22 -0.058 -0.129 0.081 0.105 0.083 
23 -0.353 0.06 -0.423 0.129 0.094 
24 -0.224 0 -0.184 -0.172 0.573 
25 -0.266 -0.13 -0.269 -0.334 -0.004 
26 -0.13 -0.163 -0.172 -0.062 0.093 
27 -0.116 0.062 -0.067 -0.284 -0.05 
28 -0.248 -0.115 -0.165 0.034 0.017 
29 -0.343 -0.179 -0.154 -0.071 0.14 
30 -0.471 -0.221 -0.336 -0.135 0.577 
31 -0.059 0.099 -0.308 -0.176 -0.035 
32 -0.283 -0.058 -0.245 -0.396 0.047 
33 -0.248 -0.052 -0.001 0.137 0.457 
34 -0.216 -0.385 -0.737 -0.216 0.464 
35 -0.149 -0.001 -0.146 0.159 0.416 
36 -0.141 -0.329 -0.113 -0.294 0.444 
37 -0.436 -0.239 -0.348 -0.144 0.378 
38 -0.154 -0.112 -0.314 -0.102 0.269 
39 -0.382 -0.293 -0.164 -0.042 0.521 
40 -0.197 -0.405 -0.282 -0.516 0.656 
41 -0.37 -0.007 -0.092 -0.03 0.059 
42 -0.25 -0.181 -0.141 -0.296 0.11 
43 -0.328 -0.024 -0.202 -0.057 -0.015 
44 -0.187 0.157 -0.122 0.046 0.459 
45 -0.241 -0.138 -0.167 -0.084 0.179 
46 -0.123 -0.233 -0.123 -0.167 0.061 
47 -0.286 0.095 -0.116 -0.268 0.026 
48 -0.062 -0.169 0.033 0.018 0.279 
49 -0.164 -0.313 -0.098 -0.181 0.523 
50 -0.27 -0.454 -0.23 -0.433 0.753 
51 -0.251 -0.316 -0.281 -0.073 0.467 
52 -0.181 -0.115 -0.076 0.063 0.139 
53 -0.108 -0.396 -0.241 -0.176 0.203 
54 -0.266 0.312 -0.287 0.126 0.53 
55 0.013 -0.302 0.022 -0.1 -0.155 
56 -0.281 -0.169 -0.03 -0.112 0.312 
57 -0.297 -0.189 -0.306 -0.363 0.842 
58 -0.215 -0.165 -0.132 -0.102 0.247 
59 -0.337 -0.206 -0.184 -0.322 -0.115 
60 -0.189 -0.237 -0.401 -0.114 0.172 
61 -0.214 -0.079 -0.216 0.02 -0.019 
62 -0.018 -0.014 -0.256 -0.298 0.109 
63 -0.059 0.165 0.069 -0.005 0.185 
64 -0.275 -0.099 -0.272 -0.084 0.104 
65 -0.304 -0.173 -0.327 -0.249 0.622 
66 -0.29 -0.117 -0.105 -0.166 -0.283 
67 -0.093 0.104 -0.321 -0.276 0.745 
68 -0.09 -0.058 -0.206 -0.103 0.166 
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69 -0.188 0.095 -0.032 -0.221 -0.112 
70 -0.205 -0.028 -0.229 0.009 0.159 
71 -0.409 -0.309 -0.172 -0.233 0.799 
72 -0.359 -0.25 -0.288 -0.267 0.105 
73 0.045 0.07 -0.186 -0.294 -0.014 
74 -0.436 -0.238 -0.055 -0.106 0.46 
75 -0.263 -0.244 -0.184 -0.247 0.567 
76 -0.12 -0.087 -0.026 -0.166 -0.028 
77 -0.293 -0.342 -0.416 -0.317 0.504 
78 -0.219 -0.233 -0.005 0.016 -0.091 
79 -0.324 -0.139 -0.44 -0.174 0.582 
80 -0.024 -0.259 -0.073 -0.139 0.035 
81 -0.594 0.008 -0.135 0.056 0.437 
82 -0.161 0.043 -0.6 -0.19 0.072 
83 -0.548 -0.273 -0.495 -0.218 0.552 
84 -0.232 0.034 -0.085 -0.389 -0.098 
85 -0.125 -0.093 -0.233 -0.076 0.324 
86 -0.168 -0.13 -0.158 0.175 -0.13 
87 -0.57 -0.276 -0.191 -0.13 0.476 
88 -0.357 0.121 -0.203 0.012 0.54 
89 -0.56 -0.308 -0.444 -0.518 0.194 
90 -0.195 -0.006 -0.322 -0.064 0.509 
91 -0.3 -0.151 -0.007 0.061 0.069 
92 -0.282 -0.026 -0.326 -0.131 -0.127 
93 -0.098 -0.084 -0.233 -0.084 0.123 
94 -0.18 -0.102 -0.414 -0.155 0.481 
95 -0.196 -0.202 -0.331 -0.205 -0.163 
96 -0.561 -0.234 -0.556 0.273 0.202 
97 -0.134 -0.111 0.153 0.039 -0.026 
98 -0.108 -0.08 -0.126 -0.198 0.226 
99 -0.208 -0.261 -0.101 -0.383 0.617 
100 -0.146 -0.158 -0.171 -0.017 0.143 
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A.1.2.2 Constrained Parameter Estimations 
Experiment 
Number P1 P2 P3 P4 P5 P6 P7 P8 
1 0.023 0 0 0.269 0.409 0.626 0.807 1.181 
2 0 0 0.177 0.282 0.251 0.725 0.668 0.851 
3 0 0.021 0 0.254 0.578 0.554 0.651 0.992 
4 0.078 0 0 0.168 0.067 0.549 0.697 0.963 
5 0 0.057 0 0.212 0.311 1.027 1.263 1.488 
6 0.005 0 0 0.226 0.43 0.661 0.755 0.987 
7 0.009 0 0.05 0.377 0.408 0.481 0.715 0.893 
8 0.06 0.048 0 0.215 0.222 0.522 0.829 1.194 
9 0.154 0.123 0 0.263 0.315 0.588 0.646 1.31 
10 0 0 0 0.167 0.421 0.768 1.055 1.351 
11 0.067 0.008 0 0.329 0.129 0.596 0.677 1.088 
12 0.047 0 0 0.304 0.258 0.694 0.953 1.047 
13 0.003 0 0 0.425 0.428 0.486 0.788 1.203 
14 0.129 0.03 0.083 0.268 0.328 0.372 0.735 0.938 
15 0 0 0 0.177 0.33 0.536 0.623 0.941 
16 0 0 0 0.471 0.445 1 1.169 1.375 
17 0.118 0.201 0 0.294 0.107 0.559 0.72 1.034 
18 0 0.072 0.142 0.449 0.546 0.871 0.954 1.091 
19 0 0 0 0.398 0.56 0.86 1.024 1.251 
20 0.021 0 0.108 0.493 0.515 0.624 0.843 1.019 
21 0 0 0 0.286 0.365 0.751 0.809 1.18 
22 0.158 0.069 0 0.384 0.409 0.652 0.612 1.114 
23 0 0.032 0 0.407 0.71 0.673 0.619 1.179 
24 0 0.042 0 0.522 0.4 0.719 0.753 1.238 
25 0.001 0 0.06 0.524 0.373 0.611 0.504 0.862 
26 0.068 0 0.023 0.294 0.428 0.636 0.791 1.014 
27 0 0 0.009 0.218 0.465 0.788 0.574 0.974 
28 0.259 0 0 0.391 0.292 0.363 0.673 0.824 
29 0 0 0 0.075 0.331 0.692 0.718 1.019 
30 0.225 0.032 0 0.127 0.196 0.917 1.166 1.513 
31 0 0 0 0.154 0.515 0.485 0.541 0.987 
32 0 0 0.053 0.213 0.521 0.541 0.712 0.917 
33 0 0 0 0.214 0.491 0.707 0.972 1.194 
34 0.023 0 0 0.136 0.368 0.634 0.942 1.293 
35 0 0 0.052 0.421 0.579 0.78 0.868 1.118 
36 0.018 0.018 0 0.26 0.561 0.692 0.852 1.066 
37 0.01 0.016 0 0.223 0.544 0.898 0.753 1.257 
38 0 0 0.015 0.285 0.508 0.725 0.722 1.129 
39 0 0 0 0.256 0.461 0.981 1.129 1.395 
40 0 0 0 0.408 0.434 0.804 1.052 1.394 
41 0.171 0.02 0 0.082 0.328 0.439 0.609 0.967 
42 0 0 0.035 0.278 0.299 0.721 0.679 0.927 
43 0.054 0 0 0.199 0.462 0.811 0.441 1.048 
44 0.151 0.148 0 0.142 0.623 0.919 0.714 1.257 
45 0 0 0 0.146 0.298 0.504 0.654 1.075 
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46 0.102 0 0.076 0.329 0.234 0.691 0.507 1.117 
47 0.092 0 0 0.249 0.45 0.588 0.74 0.964 
48 0 0 0.105 0.308 0.377 0.825 0.902 1.104 
49 0 0.064 0.118 0.336 0.53 0.727 0.897 1.278 
50 0 0 0 0.272 0.342 0.724 0.913 1.358 
51 0 0.04 0.066 0.409 0.476 0.855 0.975 1.361 
52 0.1 0 0.069 0.267 0.174 0.555 0.827 0.885 
53 0.046 0 0.01 0.212 0.34 0.799 0.891 1.095 
54 0 0 0 0.376 0.477 0.83 0.672 1.372 
55 0.21 0 0.015 0.154 0.129 0.46 0.658 0.872 
56 0 0 0.025 0.388 0.51 0.8 0.813 1.035 
57 0.04 0 0 0.301 0.31 0.769 1.122 1.468 
58 0.169 0 0 0.176 0.329 0.553 0.799 1.05 
59 0 0 0 0.335 0.405 0.486 0.594 0.869 
60 0 0 0.065 0.234 0.195 0.606 0.696 0.939 
61 0.116 0 0 0.324 0.295 0.662 0.549 0.885 
62 0 0 0 0.352 0.327 0.645 0.41 1.079 
63 0 0 0 0.216 0.589 0.8 0.82 1.044 
64 0.168 0 0 0.374 0.308 0.574 0.885 1.024 
65 0 0 0 0.249 0.343 0.713 0.963 1.332 
66 0 0 0.096 0.5 0.576 0.456 0.438 0.893 
67 0.058 0 0 0.146 0.394 0.897 1.106 1.496 
68 0.038 0 0.004 0.379 0.393 0.673 0.851 0.873 
69 0 0 0 0.298 0.322 0.489 0.639 0.782 
70 0 0 0 0.137 0.212 0.627 0.934 1.089 
71 0.035 0 0 0.321 0.343 0.616 0.998 1.57 
72 0.043 0 0 0.245 0.415 0.723 0.801 0.996 
73 0 0 0 0.22 0.249 0.429 0.576 0.866 
74 0.167 0.048 0 0.228 0.277 0.667 0.751 1.259 
75 0 0 0 0.262 0.291 0.762 0.945 1.271 
76 0.022 0 0 0.222 0.327 0.693 0.765 0.961 
77 0.063 0 0 0.197 0.199 0.499 0.802 1.26 
78 0.079 0 0 0.304 0.323 0.497 0.606 0.867 
79 0.041 0 0 0.091 0.38 0.616 0.8 1.113 
80 0.095 0 0.088 0.037 0.347 0.775 0.807 0.749 
81 0 0 0 0.101 0.38 0.915 0.905 1.31 
82 0.061 0 0 0.307 0.351 0.751 0.924 1 
83 0 0 0 0.255 0.477 0.645 0.985 1.402 
84 0.017 0 0 0.242 0.263 0.38 0.567 0.771 
85 0 0 0 0.312 0.606 0.915 0.846 1.164 
86 0.1 0 0 0.183 0.411 0.581 0.827 0.919 
87 0.108 0.036 0 0.198 0.315 0.861 0.95 1.298 
88 0 0 0.001 0.359 0.486 0.931 0.951 1.282 
89 0.027 0 0.076 0.271 0.504 0.619 0.757 1.061 
90 0.071 0 0 0.085 0.269 0.707 0.959 1.223 
91 0.046 0 0.233 0.15 0.222 0.508 0.666 0.851 
92 0.076 0 0.06 0.153 0.318 0.772 0.6 1.053 
93 0.027 0 0.108 0.29 0.46 0.515 0.975 1.11 
94 0 0 0.286 0.366 0.512 0.697 0.82 0.904 
95 0 0 0 0.263 0.426 0.661 0.655 0.941 
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96 0.026 0 0.048 0.389 0.457 0.696 0.646 0.984 
97 0 0 0.161 0.422 0.498 0.672 0.689 0.761 
98 0.036 0 0 0.31 0.179 0.594 0.775 0.841 
99 0.085 0 0 0.271 0.291 0.614 0.911 1.354 
100 0 0 0 0.126 0.398 0.768 0.638 1.027 
 
Experiment 
Number P9 P10 P11 P12 P13 P14 P15 P16 
1 0.857 0.896 0.7 0.014 0.09 0 0 0 
2 0.608 0.827 0.415 0.063 0 0 0.183 0 
3 0.533 0.706 0.725 0.051 0.001 0.125 0.09 0.027 
4 0.799 1.082 0.437 0.019 0 0 0 0 
5 1.245 1.329 0.986 0.03 0 0.174 0.087 0 
6 0.727 0.802 0.533 0 0.09 0.051 0.109 0.047 
7 0.472 0.633 0.556 0.121 0.016 0.075 0 0 
8 0.821 1.175 0.785 0 0 0 0 0 
9 0.868 1.137 0.813 0.14 0.099 0 0 0 
10 0.981 1.027 0.731 0.154 0.091 0.13 0.108 0.214 
11 0.72 0.963 0.628 0.076 0 0.17 0 0.106 
12 0.61 0.954 0.493 0 0 0.08 0 0.089 
13 0.742 0.901 0.841 0 0 0 0.021 0.296 
14 0.594 0.773 0.487 0.037 0 0 0.013 0.132 
15 0.587 0.728 0.408 0 0.096 0.07 0 0.218 
16 0.916 1.058 0.649 0.074 0.231 0 0.095 0 
17 0.837 1.025 0.715 0 0 0.232 0 0.051 
18 0.801 0.996 0.749 0 0 0 0.084 0 
19 0.82 0.894 0.616 0 0.198 0.127 0 0 
20 0.726 0.931 0.678 0 0.036 0 0 0.026 
21 0.887 1.166 0.847 0 0 0 0 0 
22 0.604 0.898 0.354 0.006 0.062 0.11 0.023 0.04 
23 0.628 0.632 0.422 0 0.052 0 0 0 
24 0.771 1.084 1.192 0 0 0 0.041 0.175 
25 0.429 0.999 0.421 0.043 0 0 0 0 
26 0.603 0.872 0.454 0 0.229 0 0 0 
27 0.704 0.572 0.467 0 0 0.058 0 0.064 
28 0.496 0.75 0.472 0 0.108 0.062 0 0 
29 0.631 0.756 0.445 0.026 0 0.17 0.057 0 
30 1.079 1.252 0.662 0 0.061 0.282 0.264 0.127 
31 0.572 0.661 0.289 0 0.084 0 0.147 0 
32 0.617 0.727 0.563 0.112 0.198 0 0 0 
33 0.918 0.95 0.778 0.092 0.185 0.021 0.34 0.046 
34 0.875 0.837 0.732 0 0 0 0 0 
35 0.785 1.039 0.74 0 0 0.004 0 0.384 
36 0.732 0.944 0.665 0.006 0 0 0.263 0 
37 0.793 0.948 0.867 0.062 0 0.007 0 0 
38 0.797 0.879 0.679 0.062 0 0.089 0.093 0 
39 0.918 0.926 0.787 0.015 0 0.101 0 0 
40 1.038 1.118 0.843 0.152 0.048 0 0 0.141 
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41 0.666 0.775 0.489 0.005 0.1 0.04 0 0.007 
42 0.613 0.862 0.39 0.038 0 0 0 0.014 
43 0.416 0.767 0.212 0.185 0.284 0 0 0.12 
44 1.154 1.065 0.617 0 0.122 0 0.089 0.018 
45 0.918 0.986 0.515 0.286 0 0.33 0 0 
46 0.549 0.884 0.43 0.089 0 0.074 0 0.127 
47 0.511 0.698 0.476 0.064 0 0.057 0 0.099 
48 0.747 0.917 0.659 0 0.035 0 0.253 0.083 
49 1.1 0.992 0.845 0.122 0.257 0 0.045 0 
50 1.118 1.315 1.111 0 0.097 0 0 0.005 
51 1.28 1.019 0.773 0 0.069 0.027 0.329 0.201 
52 0.667 0.941 0.544 0.132 0 0.011 0 0.007 
53 0.869 0.933 0.43 0.038 0 0.064 0.069 0.025 
54 1.074 1.181 0.965 0 0 0 0 0 
55 0.637 0.722 0.339 0 0 0 0 0 
56 0.822 0.804 0.512 0 0 0 0 0 
57 1.18 1.434 1.076 0.011 0 0 0.052 0.04 
58 0.672 0.802 0.487 0.135 0 0.117 0 0.013 
59 0.417 0.751 0.603 0 0 0.09 0.004 0 
60 0.578 0.81 0.352 0 0.087 0 0.075 0.059 
61 0.502 0.875 0.423 0.129 0.069 0 0.175 0.319 
62 0.482 0.873 0.617 0 0 0.155 0 0 
63 0.784 0.86 0.522 0.075 0.123 0 0.036 0 
64 0.56 0.834 0.495 0 0 0 0.012 0 
65 1.042 1.233 0.949 0 0 0 0.038 0.039 
66 0.584 0.661 0.626 0 0.133 0 0 0.042 
67 1.191 1.142 0.756 0 0.374 0.327 0 0 
68 0.569 0.849 0.422 0 0.012 0.061 0.002 0 
69 0.537 0.71 0.368 0 0 0.072 0.086 0.232 
70 0.839 0.995 0.373 0 0 0 0 0 
71 1.483 1.442 1.005 0 0 0 0.102 0.298 
72 0.641 0.601 0.438 0 0 0.106 0.027 0.055 
73 0.544 0.86 0.479 0.143 0.146 0 0 0 
74 0.789 0.935 0.708 0 0 0.06 0.069 0.006 
75 0.897 1.047 0.804 0 0.08 0 0 0 
76 0.446 0.643 0.243 0.058 0.013 0.08 0 0 
77 1.045 1.179 0.861 0 0 0 0 0 
78 0.516 0.812 0.558 0.002 0.056 0 0 0 
79 1.218 1.216 0.852 0 0.126 0 0 0 
80 0.583 0.705 0.333 0 0.014 0.023 0.051 0.012 
81 1.024 0.99 0.664 0.074 0 0.25 0 0.046 
82 0.509 0.738 0.442 0 0.08 0.049 0.214 0 
83 1.069 1.062 0.82 0 0.011 0 0.025 0 
84 0.534 0.827 0.431 0 0.025 0 0 0.101 
85 0.841 0.992 0.47 0.164 0.099 0.126 0 0.223 
86 0.552 0.591 0.491 0.084 0.008 0 0.023 0.024 
87 0.979 1.172 0.817 0 0 0.042 0.03 0.032 
88 1.177 1.04 0.604 0.081 0.186 0.208 0.173 0.018 
89 0.78 0.777 0.654 0 0.092 0 0 0 
90 1.031 1.111 0.774 0 0 0 0.01 0 
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91 0.688 0.921 0.391 0 0 0 0.039 0.027 
92 0.671 0.786 0.253 0.052 0.084 0 0 0 
93 0.712 0.662 0.465 0 0 0.011 0 0 
94 0.918 1.14 0.819 0.074 0.078 0 0 0 
95 0.549 0.815 0.396 0 0 0.08 0.087 0 
96 0.754 0.904 0.584 0 0 0 0 0.049 
97 0.493 0.693 0.356 0.051 0.104 0 0 0 
98 0.761 0.927 0.539 0.168 0 0.14 0 0.153 
99 1.237 1.312 1.009 0 0 0 0 0 
100 0.632 0.839 0.445 0 0.053 0.051 0 0 
 
Experiment 
Number P17 P18 P19 P20 P21 P22 P23 P24 
1 0 0 0.121 0.082 0.137 0.157 0.186 0.17 
2 0 0 0.128 0.069 0.021 0.198 0 0.096 
3 0.03 0 0.031 0 0 0 0.22 0.029 
4 0 0.033 0.117 0.063 0.043 0.082 0.086 0.136 
5 0 0 0 0.02 0.182 0.256 0.509 0.252 
6 0.103 0 0.056 0 0.005 0 0.214 0.07 
7 0 0.047 0.015 0.143 0.003 0.179 0.131 0.157 
8 0.066 0 0.022 0 0.146 0.117 0.285 0.133 
9 0 0 0.01 0.038 0.067 0.081 0.195 0.113 
10 0 0 0 0.032 0.032 0.222 0.168 0.274 
11 0 0 0.031 0.125 0.116 0.108 0.202 0.127 
12 0 0.085 0.086 0.021 0.054 0.418 0.149 0 
13 0.127 0 0 0 0 0 0 0.093 
14 0 0 0 0 0.038 0.133 0.277 0.096 
15 0 0 0 0.019 0.048 0.246 0 0.253 
16 0 0 0.085 0.069 0.314 0 0.044 0.017 
17 0.058 0.194 0 0.085 0.161 0.181 0.126 0.07 
18 0.268 0.043 0.01 0 0.144 0.028 0.3 0.162 
19 0.139 0 0.087 0.235 0.266 0.053 0.394 0.037 
20 0 0 0 0 0.181 0.098 0.144 0.284 
21 0.018 0.161 0.066 0.024 0.188 0.241 0.205 0.301 
22 0 0 0 0 0.112 0.098 0.221 0.121 
23 0.002 0 0.35 0.044 0.53 0.167 0.319 0 
24 0.064 0 0 0 0 0.05 0.175 0.098 
25 0 0 0.034 0 0.096 0.16 0.147 0.02 
26 0.138 0 0.171 0 0.279 0.05 0.185 0 
27 0.193 0 0.108 0 0.111 0.02 0.168 0.184 
28 0 0 0.052 0 0.068 0.153 0.127 0.025 
29 0 0.084 0 0.036 0.166 0.176 0.152 0.109 
30 0 0 0 0 0.072 0.27 0.182 0.234 
31 0 0 0.07 0 0 0.063 0.078 0 
32 0 0 0 0.188 0.171 0.275 0.137 0.051 
33 0.116 0 0.086 0 0.27 0.059 0.196 0 
34 0 0.048 0.013 0.235 0.143 0.427 0.185 0.367 
35 0 0 0 0.195 0 0.618 0.181 0.342 
216 | P a g e  
 
36 0 0.036 0.127 0 0 0.068 0.076 0.035 
37 0.029 0 0 0.18 0.081 0.118 0.215 0.157 
38 0 0.038 0 0 0.01 0.038 0.022 0.219 
39 0 0 0 0.138 0.231 0.179 0.205 0.161 
40 0 0 0.014 0.077 0.055 0.244 0.229 0.152 
41 0.046 0 0.016 0 0.061 0.177 0.192 0.105 
42 0 0 0.072 0 0 0.112 0.081 0.091 
43 0.014 0 0.115 0.038 0.055 0.119 0.092 0.08 
44 0.136 0 0.135 0.052 0.108 0.063 0.444 0.176 
45 0 0.091 0 0 0.11 0.118 0.231 0 
46 0 0 0 0.022 0 0.049 0.047 0.131 
47 0 0.128 0.061 0.154 0.18 0.181 0.066 0.088 
48 0.121 0 0.082 0 0.148 0.079 0.208 0.211 
49 0 0 0.181 0 0.043 0.151 0.472 0 
50 0.171 0 0 0.071 0.08 0 0.073 0.203 
51 0.107 0 0 0 0.13 0.281 0.462 0.37 
52 0 0.01 0.031 0.089 0.036 0.181 0.156 0.053 
53 0 0.064 0.164 0 0.173 0.135 0.108 0 
54 0.243 0.187 0.139 0.265 0.074 0 0.106 0.094 
55 0.011 0.037 0 0.021 0.164 0.061 0.077 0.08 
56 0.086 0 0.178 0 0.071 0.113 0.166 0.058 
57 0 0 0.146 0.284 0.231 0.265 0.455 0.364 
58 0 0.12 0.08 0 0 0.131 0 0.127 
59 0.082 0 0 0.036 0.175 0.001 0.154 0.016 
60 0 0 0.035 0 0.082 0.147 0.313 0.146 
61 0.004 0 0.046 0 0 0.047 0 0.011 
62 0.093 0.152 0 0.056 0.046 0.034 0 0.009 
63 0 0 0 0 0.141 0.118 0.11 0.129 
64 0.071 0 0.206 0.03 0.1 0.234 0.482 0.195 
65 0.148 0.125 0.024 0 0.105 0.012 0.085 0.131 
66 0 0 0.166 0.122 0.016 0.343 0.145 0 
67 0 0 0 0.001 0.107 0.328 0.309 0.143 
68 0.018 0.032 0.067 0.106 0.086 0.081 0.205 0.114 
69 0 0 0 0.081 0.124 0.212 0.428 0.222 
70 0 0 0.199 0.117 0.157 0.109 0.199 0.004 
71 0.114 0.049 0 0 0 0.393 0.258 0.149 
72 0.2 0 0 0.016 0 0 0 0 
73 0 0 0.09 0.123 0.028 0 0.121 0.226 
74 0 0 0.001 0.056 0.109 0.347 0.302 0.116 
75 0.006 0.041 0.17 0.092 0.182 0.183 0.334 0.063 
76 0.224 0 0 0.027 0.243 0.026 0.168 0.071 
77 0.212 0.374 0.227 0.089 0.064 0.053 0.102 0.292 
78 0 0 0.126 0.258 0.192 0.12 0.258 0.124 
79 0.02 0 0.228 0 0.337 0.103 0.247 0 
80 0 0.01 0 0 0.103 0.108 0.02 0.247 
81 0 0.111 0.027 0.347 0 0.117 0.117 0.096 
82 0 0.049 0.169 0.05 0 0.299 0.011 0.086 
83 0 0 0.161 0 0.109 0.205 0.246 0.075 
84 0.14 0.04 0 0.072 0.051 0.116 0.123 0.047 
85 0 0.001 0.005 0.116 0.169 0.294 0.356 0.421 
217 | P a g e  
 
86 0.02 0 0.192 0.077 0.022 0.052 0.164 0.032 
87 0 0 0 0.021 0.085 0.052 0.252 0.02 
88 0 0.005 0.065 0 0.17 0.005 0.235 0.166 
89 0.038 0 0.02 0 0.004 0.134 0.135 0.106 
90 0.038 0.129 0.111 0 0.028 0.002 0.063 0.048 
91 0.017 0 0.188 0.033 0.079 0.098 0.185 0.055 
92 0 0 0.075 0.115 0.002 0.066 0.103 0.016 
93 0.093 0 0.057 0.18 0.205 0 0 0 
94 0 0 0.082 0.099 0.168 0.207 0.138 0.121 
95 0 0.054 0 0 0.158 0.231 0.189 0.096 
96 0.057 0.061 0.124 0 0 0 0.063 0.139 
97 0.028 0 0.099 0.017 0.093 0.07 0.203 0.156 
98 0 0.329 0 0.143 0 0.159 0 0.332 
99 0.05 0.128 0.062 0.212 0.178 0.291 0.326 0.248 
100 0.003 0 0.073 0.018 0.076 0.142 0.102 0.163 
 
Experiment 
Number P25 P26 P27 P28 P29 P30 P31 P32 
1 0.256 0.169 0 0 0 -0.024 0 0 
2 0.112 0.057 0 0 0 -0.081 0 -0.147 
3 0.227 0.128 -0.093 0 0 0 0 0 
4 0 0.028 -0.353 -0.026 0 0 0 0 
5 0.093 0 -0.035 0 -0.03 0 0 0 
6 0.284 0.13 0 0 -0.076 -0.231 0 -0.045 
7 0.042 0.147 -0.076 -0.081 -0.035 0 -0.054 -0.215 
8 0.124 0 0 -0.11 0 -0.108 0 -0.132 
9 0.238 0.115 0 -0.025 0 -0.092 0 -0.136 
10 0.245 0.155 -0.122 -0.073 -0.238 -0.146 -0.003 0 
11 0.1 0.11 -0.049 -0.026 -0.197 0 -0.152 0 
12 0.18 0.125 -0.02 -0.15 -0.093 -0.072 0 0 
13 0.097 0.124 -0.14 -0.232 -0.046 0 0 0 
14 0.092 0 -0.134 0 -0.108 0 -0.18 0 
15 0.11 0.192 -0.111 -0.041 -0.064 0 0 0 
16 0 0 0 0 0 0 0 -0.084 
17 0.082 0.117 0 -0.105 -0.193 -0.054 0 -0.141 
18 0.202 0.167 0 -0.115 -0.214 -0.247 0 -0.032 
19 0.242 0.12 -0.365 -0.152 -0.172 -0.019 -0.217 0 
20 0.168 0.005 0 -0.047 -0.064 -0.04 -0.148 -0.068 
21 0.343 0.06 -0.013 0 0 0 0 0 
22 0.065 0.071 -0.281 -0.13 0 -0.06 -0.087 0 
23 0.355 0.107 -0.095 0 -0.114 -0.01 -0.07 -0.168 
24 0.06 0.065 0 -0.144 -0.133 -0.228 -0.242 -0.168 
25 0.104 0.038 0 -0.167 0 -0.112 0 -0.003 
26 0.136 0 0 -0.075 0 -0.012 -0.074 -0.009 
27 0.386 0.159 -0.106 0 0 0 0 0 
28 0.246 0.054 0 0 -0.011 -0.214 -0.082 0 
29 0.137 0.136 0 0 0 0 -0.031 0 
30 0.341 0.137 -0.032 -0.081 -0.058 0 -0.067 -0.044 
218 | P a g e  
 
31 0.109 0.224 -0.039 0 -0.04 0 0 0 
32 0.09 0.173 0 0 -0.053 0 -0.122 -0.071 
33 0.251 0 0 0 -0.102 0 -0.095 -0.01 
34 0.292 0.06 -0.176 0 -0.072 -0.077 -0.15 0 
35 0.083 0.217 0 0 -0.114 0 -0.231 -0.172 
36 0.414 0 -0.049 -0.239 -0.029 -0.169 -0.01 0 
37 0 0.147 -0.139 0 -0.073 -0.136 -0.096 -0.012 
38 0.116 0.272 0 -0.007 -0.069 -0.084 -0.14 0 
39 0 0.063 0 0 -0.031 -0.017 0 -0.061 
40 0.019 0.168 -0.037 -0.396 -0.248 -0.254 0 -0.091 
41 0.187 0.283 0 -0.111 -0.104 -0.107 0 -0.112 
42 0.053 0.02 0 0 0 -0.157 -0.001 -0.009 
43 0.271 0 0 -0.029 -0.118 -0.008 0 -0.073 
44 0.144 0.077 -0.163 0 -0.086 0 0 0 
45 0.316 0.32 0 -0.174 -0.038 0 -0.006 0 
46 0.112 0.201 0 -0.166 -0.036 0 0 -0.02 
47 0.096 0.193 0 -0.01 -0.016 0 0 0 
48 0.172 0.055 0 -0.097 0 0 0 -0.067 
49 0.297 0.272 0 -0.083 -0.053 -0.214 0 -0.191 
50 0.14 0.056 -0.11 0 0 0 0 0 
51 0.501 0 -0.092 -0.049 -0.008 -0.053 -0.116 0 
52 0.154 0.018 0 0 0 0 -0.092 -0.099 
53 0 0 0 0 -0.134 -0.303 -0.167 -0.108 
54 0.161 0.308 -0.062 0 -0.306 0 0 0 
55 0.079 0 -0.016 -0.047 0 -0.008 -0.013 0 
56 0.209 0 0 0 0 -0.041 -0.309 -0.014 
57 0.08 0 -0.356 -0.245 -0.111 -0.132 0 0 
58 0.347 0.141 0 0 -0.057 -0.023 -0.013 -0.019 
59 0.154 0.128 -0.125 -0.103 -0.118 -0.121 -0.185 -0.023 
60 0.199 0 0 -0.153 0 0 0 -0.122 
61 0.038 0.059 0 -0.081 -0.039 0 -0.019 0 
62 0.001 0.008 0 -0.151 -0.187 -0.099 -0.112 0 
63 0.018 0 -0.005 -0.099 0 0 0 0 
64 0.278 0.028 -0.182 0 -0.181 0 -0.241 0 
65 0.099 0.065 -0.081 0 -0.19 0 0 0 
66 0.059 0.166 0 -0.145 0 0 0 -0.061 
67 0.152 0.03 0 0 -0.334 0 -0.023 -0.189 
68 0.019 0.182 -0.124 -0.104 -0.005 0 0 -0.018 
69 0.168 0.142 -0.096 0 -0.008 0 0 0 
70 0.107 0.056 -0.111 0 -0.071 -0.053 -0.035 0 
71 0.223 0.294 -0.043 -0.074 0 0 0 -0.04 
72 0.003 0.291 -0.071 -0.019 -0.217 -0.038 -0.115 0 
73 0.213 0.131 -0.115 0 -0.159 0 0 0 
74 0.195 0.163 0 0 0 -0.091 -0.203 -0.031 
75 0.299 0.326 -0.06 -0.086 0 0 0 0 
76 0.174 0 0 -0.114 -0.153 -0.061 0 0 
77 0.185 0.181 0 -0.09 -0.253 -0.257 -0.049 -0.202 
78 0 0.031 -0.136 -0.092 -0.033 0 -0.11 -0.151 
79 0.355 0 -0.021 -0.04 -0.291 -0.069 -0.193 -0.181 
80 0.206 0.024 0 0 0 0 -0.086 -0.088 
219 | P a g e  
 
81 0.115 0.539 -0.209 -0.174 -0.135 0 -0.066 0 
82 0.133 0.273 0 0 -0.023 0 -0.007 -0.206 
83 0.12 0.063 -0.194 -0.001 -0.021 -0.099 -0.069 0 
84 0.12 0.121 -0.075 -0.168 -0.056 -0.143 0 0 
85 0.263 0.294 -0.091 0 -0.013 -0.086 0 0 
86 0.105 0.076 -0.035 -0.103 0 0 -0.053 0 
87 0.083 0.124 -0.041 -0.084 -0.197 -0.142 -0.414 0 
88 0.164 0.204 0 -0.047 -0.352 -0.062 0 0 
89 0.18 0 -0.15 -0.148 -0.054 -0.223 -0.235 0 
90 0.16 0.063 -0.094 -0.009 -0.043 0 0 0 
91 0.12 0.18 -0.091 -0.112 -0.147 -0.027 0 -0.002 
92 0.088 0.191 -0.044 -0.013 0 -0.106 0 0 
93 0.151 0.046 -0.042 -0.146 0 0 -0.004 0 
94 0.084 0.011 0 0 -0.009 -0.062 -0.222 -0.112 
95 0.134 0 -0.101 -0.01 -0.076 0 0 -0.069 
96 0.288 0.151 -0.106 0 -0.104 0 -0.355 0 
97 0.104 0.095 -0.187 0 -0.019 -0.227 -0.006 -0.141 
98 0.125 0.302 0 -0.148 0 -0.06 -0.074 -0.163 
99 0.103 0.099 0 -0.185 -0.11 -0.199 0 -0.028 
100 0.438 0.044 0 -0.207 0 -0.074 -0.035 -0.081 
 
Experiment 
Number P33 P34 P35 P36 P37 P38 P39 P40 
1 -0.112 -0.065 0 0 0 0 -0.231 -0.389 
2 0 -0.27 0 0 0 0 -0.053 -0.127 
3 0 -0.116 -0.065 0 0 0 0 0 
4 -0.102 0 -0.095 -0.078 -0.163 0 -0.367 0 
5 0 -0.009 0 0 -0.006 -0.172 -0.005 -0.441 
6 0 0 0 -0.004 -0.206 -0.104 -0.302 -0.015 
7 -0.166 0 0 -0.003 0 0 -0.123 -0.212 
8 0 -0.05 0 -0.211 0 -0.061 0 -0.44 
9 -0.048 -0.204 0 -0.058 -0.059 -0.184 -0.033 -0.345 
10 -0.155 -0.113 -0.098 0 -0.355 0 -0.208 -0.267 
11 -0.219 0 -0.113 0 -0.074 0 -0.343 -0.036 
12 -0.046 -0.014 0 0 -0.149 0 -0.218 -0.177 
13 0 0 -0.134 -0.083 0 -0.075 -0.431 -0.087 
14 0 -0.093 -0.05 0 -0.117 -0.112 0 -0.163 
15 -0.104 0 -0.15 0 -0.028 -0.104 -0.189 -0.167 
16 0 -0.025 0 -0.155 -0.191 -0.167 -0.098 -0.407 
17 0 -0.076 0 0 0 -0.146 -0.103 -0.176 
18 0 0 0 0 -0.174 -0.339 -0.294 -0.442 
19 -0.013 0 -0.1 0 -0.262 -0.03 -0.259 0 
20 0 -0.108 0 0 -0.085 -0.074 -0.073 -0.152 
21 0 0 0 -0.394 -0.261 -0.409 -0.268 -0.434 
22 -0.041 -0.224 0 0 -0.052 -0.098 -0.083 -0.033 
23 -0.398 0 -0.02 -0.081 0 0 -0.435 -0.187 
24 -0.014 -0.006 0 0 -0.24 -0.305 -0.324 -0.361 
25 0 -0.052 -0.043 -0.072 -0.244 -0.099 -0.024 -0.187 
220 | P a g e  
 
26 0 -0.098 0 -0.075 -0.124 -0.029 -0.145 -0.122 
27 -0.011 -0.034 0 -0.014 -0.2 -0.124 -0.039 -0.096 
28 0 -0.031 0 0 -0.093 -0.186 -0.152 -0.14 
29 -0.022 -0.084 -0.015 0 -0.118 -0.124 -0.053 -0.015 
30 -0.098 -0.171 -0.215 0 0 0 -0.123 -0.135 
31 0 0 -0.007 0 -0.127 -0.113 -0.08 -0.038 
32 0 -0.041 0 0 -0.149 -0.162 0 -0.16 
33 -0.197 -0.023 -0.152 -0.044 -0.216 -0.097 -0.387 -0.048 
34 -0.201 -0.002 0 0 -0.115 -0.063 -0.179 -0.2 
35 -0.078 0 -0.133 0 -0.057 -0.164 -0.407 -0.039 
36 0 -0.075 -0.104 -0.006 -0.108 -0.273 -0.068 -0.183 
37 -0.39 -0.073 -0.147 0 -0.001 -0.058 -0.166 -0.158 
38 -0.005 0 -0.019 0 -0.22 -0.051 -0.26 -0.079 
39 -0.147 -0.147 -0.16 0 -0.065 0 -0.127 -0.199 
40 0 0 0 -0.352 -0.056 -0.33 -0.097 -0.422 
41 -0.05 -0.08 0 0 -0.066 0 -0.007 -0.182 
42 0 0 0 -0.02 -0.091 -0.061 -0.139 -0.193 
43 -0.005 0 -0.073 -0.053 -0.213 -0.136 -0.158 -0.088 
44 -0.119 0 0 0 -0.111 0 -0.235 -0.162 
45 0 -0.07 -0.153 0 0 0 -0.078 -0.192 
46 0 0 -0.012 -0.034 0 0 -0.04 -0.06 
47 -0.013 0 0 0 -0.345 0 -0.032 -0.243 
48 0 0 0 0 0 -0.269 -0.133 -0.16 
49 0 -0.208 0 -0.22 0 -0.087 0 -0.242 
50 0 -0.258 -0.176 -0.034 -0.24 -0.501 -0.2 -0.312 
51 0 -0.016 -0.041 -0.007 -0.053 -0.075 -0.127 -0.211 
52 -0.021 0 -0.012 0 0 -0.214 -0.349 -0.164 
53 -0.198 -0.095 0 0 0 0 -0.208 -0.157 
54 -0.332 -0.078 -0.414 -0.128 -0.284 0 -0.167 0 
55 0 -0.094 0 0 -0.001 -0.205 -0.147 -0.201 
56 -0.126 -0.13 0 0 -0.055 -0.108 -0.036 -0.372 
57 0 0 0 -0.113 -0.235 -0.198 -0.184 -0.328 
58 -0.131 -0.006 0 0 -0.015 -0.002 -0.091 -0.168 
59 -0.137 -0.164 -0.098 0 -0.053 -0.229 -0.016 -0.143 
60 -0.068 -0.096 -0.115 -0.08 -0.026 -0.096 -0.105 -0.144 
61 0 -0.063 -0.11 0 -0.266 -0.028 -0.054 -0.013 
62 0 0 0 -0.165 -0.267 -0.249 -0.085 -0.209 
63 0 -0.168 0 -0.035 -0.218 -0.232 0 -0.215 
64 -0.201 0 0 -0.124 -0.203 -0.052 -0.182 -0.097 
65 0 0 -0.118 0 -0.158 -0.075 -0.217 -0.087 
66 0 0 -0.043 -0.077 -0.098 -0.087 -0.138 -0.142 
67 -0.117 0 -0.211 0 0 0 0 0 
68 0 0 -0.085 -0.093 -0.056 -0.067 -0.195 -0.144 
69 -0.067 -0.142 0 0 -0.209 0 -0.116 -0.274 
70 -0.017 0 0 0 -0.031 0 -0.139 0 
71 0 -0.012 0 0 0 -0.096 -0.121 -0.315 
72 -0.226 -0.121 -0.177 -0.117 -0.184 -0.088 -0.05 -0.279 
73 0 -0.147 0 0 -0.259 -0.163 0 -0.171 
74 -0.093 0 0 0 -0.02 -0.026 -0.214 -0.414 
75 0 0 0 0 0 -0.006 -0.135 -0.272 
221 | P a g e  
 
76 0 -0.152 0 -0.163 -0.168 -0.244 -0.049 -0.104 
77 -0.134 -0.241 0 -0.318 -0.299 -0.168 -0.322 -0.456 
78 0 0 -0.054 0 0 -0.056 -0.112 0 
79 -0.102 0 -0.05 0 -0.088 0 -0.245 -0.36 
80 -0.009 -0.107 0 -0.111 0 -0.03 0 -0.245 
81 -0.2 -0.114 -0.207 0 -0.066 0 -0.412 -0.129 
82 -0.371 0 -0.043 -0.192 -0.085 0 -0.326 -0.27 
83 -0.062 -0.088 0 0 -0.264 -0.03 -0.397 -0.468 
84 -0.012 0 0 0 -0.118 -0.074 0 -0.143 
85 -0.216 -0.043 -0.013 -0.089 -0.118 0 -0.183 -0.029 
86 0 0 0 0 -0.048 -0.054 -0.197 -0.178 
87 0 -0.094 0 0 0 -0.016 -0.104 -0.245 
88 -0.165 0 0 0 -0.173 0 0 -0.177 
89 0 -0.25 -0.382 0 -0.397 -0.296 -0.254 -0.19 
90 0 0 -0.139 -0.078 -0.255 -0.1 -0.251 -0.079 
91 -0.016 -0.008 -0.119 -0.057 -0.049 -0.114 -0.324 -0.157 
92 -0.001 -0.038 -0.073 0 -0.228 -0.015 -0.121 0 
93 -0.022 0 -0.289 -0.089 -0.208 -0.125 -0.245 -0.003 
94 -0.065 -0.065 0 0 -0.133 -0.174 -0.24 -0.222 
95 -0.168 -0.012 -0.027 -0.123 -0.062 0 -0.111 -0.363 
96 -0.173 -0.087 -0.193 0 0 -0.01 -0.463 -0.09 
97 -0.177 0 0 -0.08 -0.179 -0.278 -0.316 -0.503 
98 0 0 0 -0.138 -0.039 -0.075 -0.132 -0.209 
99 0 0 0 -0.06 -0.086 -0.182 -0.218 -0.251 
100 0 -0.181 0 -0.086 0 -0.103 0 -0.311 
 
Experiment 
Number P41 P42 P43 P44 P45 
1 -0.213 -0.407 -0.464 -0.158 0.521 
2 -0.194 -0.2 -0.275 -0.201 0 
3 -0.167 -0.142 -0.071 -0.246 0.027 
4 -0.279 -0.173 -0.424 -0.071 0.182 
5 -0.508 -0.226 -0.091 -0.491 0.852 
6 -0.287 -0.056 -0.275 -0.066 0.251 
7 -0.17 -0.09 0 -0.244 0.044 
8 -0.054 -0.405 -0.214 -0.39 0.372 
9 -0.142 -0.299 -0.19 -0.268 0.317 
10 -0.47 0 -0.418 -0.034 0.611 
11 -0.342 0 -0.364 -0.017 0.089 
12 -0.181 -0.034 -0.321 0 0.193 
13 -0.132 -0.083 -0.051 0 0.564 
14 -0.457 -0.167 -0.134 -0.39 0.079 
15 -0.182 -0.112 -0.297 -0.037 0.025 
16 -0.165 -0.303 -0.211 0 0.532 
17 -0.08 -0.214 -0.185 -0.253 0.306 
18 -0.352 -0.072 -0.358 -0.601 0.471 
19 -0.255 -0.038 -0.359 -0.202 0.459 
20 -0.208 -0.087 -0.194 -0.202 0 
222 | P a g e  
 
21 0 0 0 0 0.613 
22 -0.12 -0.203 0 0 0.081 
23 -0.371 -0.002 -0.435 0 0.116 
24 -0.263 -0.019 -0.234 -0.214 0.563 
25 -0.281 -0.139 -0.291 -0.327 0 
26 -0.146 -0.168 -0.19 -0.068 0.098 
27 -0.146 -0.013 -0.094 -0.321 0 
28 -0.271 -0.151 -0.193 -0.008 0.006 
29 -0.368 -0.239 -0.18 -0.068 0.114 
30 -0.511 -0.255 -0.368 -0.173 0.573 
31 -0.297 -0.001 -0.344 -0.203 0 
32 -0.301 -0.081 -0.276 -0.405 0.037 
33 -0.253 -0.055 0 0 0.463 
34 -0.221 -0.555 -0.651 -0.135 0.457 
35 -0.154 -0.053 -0.152 0 0.441 
36 -0.147 -0.341 -0.121 -0.298 0.434 
37 -0.435 -0.288 -0.346 -0.261 0.389 
38 -0.177 -0.135 -0.335 -0.118 0.267 
39 -0.408 -0.315 -0.199 -0.078 0.508 
40 -0.293 -0.4 -0.383 -0.565 0.662 
41 -0.386 -0.035 -0.113 -0.066 0.063 
42 -0.282 -0.238 -0.162 -0.328 0.069 
43 -0.326 -0.025 -0.207 -0.11 0 
44 -0.239 0 -0.207 -0.131 0.469 
45 -0.286 -0.215 -0.22 -0.155 0.177 
46 -0.124 -0.253 -0.131 -0.181 0.064 
47 -0.254 0 -0.121 -0.26 0.017 
48 -0.057 -0.189 -0.029 -0.064 0.278 
49 -0.233 -0.33 -0.147 -0.254 0.549 
50 -0.29 -0.545 -0.362 -0.387 0.741 
51 -0.26 -0.337 -0.314 -0.076 0.464 
52 -0.2 -0.137 -0.104 -0.008 0.125 
53 -0.122 -0.414 -0.266 -0.198 0.201 
54 -0.282 0 -0.299 0 0.552 
55 -0.095 -0.31 -0.068 -0.126 0 
56 -0.312 -0.223 -0.027 -0.077 0.287 
57 -0.414 -0.302 -0.334 -0.423 0.833 
58 -0.231 -0.177 -0.163 -0.138 0.23 
59 -0.347 -0.24 -0.223 -0.344 0 
60 -0.18 -0.25 -0.386 -0.107 0.165 
61 -0.215 -0.146 -0.258 -0.01 0 
62 -0.082 -0.151 -0.296 -0.344 0.09 
63 -0.098 0 0 -0.032 0.156 
64 -0.288 -0.206 -0.284 -0.167 0.126 
65 -0.387 -0.228 -0.358 -0.239 0.612 
66 -0.329 -0.208 -0.206 -0.237 0 
67 -0.135 0 -0.352 -0.383 0.739 
68 -0.129 -0.046 -0.216 -0.122 0.162 
69 -0.239 0 -0.044 -0.191 0 
70 -0.234 -0.055 -0.248 -0.037 0.145 
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71 -0.439 -0.373 -0.266 -0.343 0.778 
72 -0.354 -0.245 -0.282 -0.265 0.098 
73 -0.069 -0.071 -0.25 -0.34 0 
74 -0.423 -0.234 -0.078 -0.165 0.449 
75 -0.274 -0.279 -0.216 -0.274 0.563 
76 -0.172 -0.149 -0.066 -0.188 0 
77 -0.319 -0.344 -0.418 -0.274 0.491 
78 -0.244 -0.293 -0.106 -0.016 0 
79 -0.381 -0.244 -0.507 -0.245 0.626 
80 -0.079 -0.269 -0.136 -0.158 0.033 
81 -0.615 -0.051 -0.204 -0.004 0.452 
82 -0.185 0 -0.618 -0.192 0.063 
83 -0.587 -0.327 -0.534 -0.234 0.548 
84 -0.265 -0.114 -0.163 -0.415 0 
85 -0.234 -0.168 -0.245 -0.094 0.323 
86 -0.204 -0.194 -0.248 0 0 
87 -0.574 -0.308 -0.289 -0.146 0.447 
88 -0.452 -0.046 -0.377 -0.265 0.531 
89 -0.585 -0.347 -0.464 -0.532 0.195 
90 -0.269 -0.062 -0.336 -0.062 0.484 
91 -0.302 -0.154 -0.021 0 0.066 
92 -0.276 -0.058 -0.334 -0.175 0 
93 -0.118 -0.096 -0.2 -0.081 0.106 
94 -0.173 -0.185 -0.394 -0.172 0.477 
95 -0.252 -0.237 -0.366 -0.259 0 
96 -0.575 -0.261 -0.595 0 0.215 
97 -0.283 -0.259 0 -0.033 0 
98 -0.168 -0.114 -0.177 -0.2 0.236 
99 -0.215 -0.28 -0.139 -0.387 0.601 
100 -0.137 -0.176 -0.199 -0.02 0.13 
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A.1.3 Activated Sludge Process  
This section summaries the experimental results from Section 3.4.  
Unconstrained (UNC) Model Coefficients  
Influent Pump 1 Pump 2 Pump 3 Pump 4 Pump 5 Autoregression 
-0.0011 -0.0006 -0.0007 -0.0001 0.0009 0.1333 -0.9414 
-0.0017 -0.0006 0.0009 -0.0009 0.0003 -0.1256  
-0.0013 -0.0012 0.0008 -0.0002 0 0.0326  
-0.0002 -0.001 -0.0009 -0.0013 -0.0016 0.0083  
-0.0009 -0.0016 -0.0016 -0.0033 -0.0012 0.0054  
-0.0014 -0.0019 -0.002 -0.0039 -0.0007 -0.0041  
-0.0011 -0.0022 -0.0015 -0.0028 -0.0012 0.0032  
-0.0011 -0.0018 -0.0017 -0.001 -0.0014 0.0185  
-0.0025 -0.002 -0.0017 -0.0012 -0.0003 0.0131  
-0.0022 -0.0028 -0.0023 -0.0016 -0.0004 0.0042  
-0.0027 -0.0019 -0.0018 -0.0002 -0.0005 -0.0014  
-0.0026 -0.0019 -0.0008 0.0005 -0.0001 0.0013  
-0.002 -0.0022 -0.0004 0.0003 0.0002 0.0062  
-0.0022 -0.0015 -0.0004 0.001 -0.0003 0.0041  
-0.0011 -0.001 0.0001 -0.0005 0.0004 0.0015  
-0.0007 -0.0001 -0.0008 0.0003 -0.0005 -0.0023  
-0.0004 -0.0003 -0.0004 0.0007 -0.0005 -0.0024  
-0.0002 -0.0003 0.0016 -0.0001 0.0001 -0.0054  
-0.0005 0 -0.0002 -0.0002 0.0001 -0.005  
-0.0001 0.0001 0.0003 0.0004 -0.0003 -0.0068  
0 0 0 0 0 0  
0 0 0 0 0 0  
0 0 0 0 0 0  
 
  
225 | P a g e  
 
Constrained (CON2) Model Coefficients  
Influent Pump 1 Pump 2 Pump 3 Pump 4 Pump 5 Autoregression 
0.133 -0.0011 -0.0006 -0.0007 -0.0005 0 -0.9389 
-0.1251 -0.0017 -0.0006 0 -0.0009 0  
0.0327 -0.0013 -0.0012 0 -0.0002 -0.0001  
0.0082 -0.0002 -0.001 -0.0011 -0.0015 -0.0016  
0.0055 -0.0009 -0.0016 -0.0018 -0.0033 -0.0012  
-0.004 -0.0015 -0.0019 -0.0021 -0.0039 -0.0007  
0.0034 -0.0011 -0.0022 -0.0016 -0.0028 -0.0012  
0.019 -0.0011 -0.0018 -0.0017 -0.0011 -0.0014  
0.0133 -0.0025 -0.0021 -0.0017 -0.0013 -0.0003  
0.0043 -0.0022 -0.0028 -0.0023 -0.0017 -0.0004  
-0.0012 -0.0027 -0.002 -0.0018 -0.0003 -0.0006  
0.0015 -0.0026 -0.002 -0.0008 0 -0.0001  
0.0065 -0.0021 -0.0022 -0.0004 0 0  
0.0044 -0.0022 -0.0016 -0.0004 0 -0.0003  
0.0018 -0.0012 -0.001 0 -0.0005 0  
-0.0021 -0.0007 -0.0001 -0.001 0 -0.0005  
-0.0021 -0.0005 -0.0003 -0.0005 0 -0.0005  
-0.0053 -0.0003 -0.0003 0 -0.0001 0  
-0.005 -0.0005 0 -0.0003 -0.0002 0  
-0.0066 -0.0001 0 0 0 -0.0003  
0 0 0 0 0 0  
0 0 0 0 0 0  
0 0 0 0 0 0  
 
 
 
  
226 | P a g e  
 
To help visualise these coefficients, the step response to an input step change is 
shown in the following figures. Input 6 is the influent load, whilst input 1~5 
corresponds to pump speeds 1 to 5 respectively.  
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A.1.4 Fault Diagnosis  
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A.2 Sequential Optimal Experiment Design – Criterion 
Experiment Results 
This appendix relates to the experiment carried out in Section 4.2. The experiment 
assessed the FIV value for the four different criterions across several step responses. 
The step responses are shown in Figure 65 and Figure 66; Figure 67 and Figure 68; 
Figure 69 and Figure 70; and in between each of these pairs are tabulated values of 
the FIV. Colour coding is used to show the best (green) and worst (dark orange) 
based on the criterion.  
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Figure 65 – Input sequence and corresponding output response (1/2)   
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Figure 66 – Input sequence and corresponding output response (2/2) 
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Table 12 – FIV for a single step sequence where the step change is delayed 
 FIV (lower value means that data is more information rich) 
Sequence 𝐅𝐈𝐕𝐀 𝐅𝐈𝐕𝐃 𝐅𝐈𝐕𝐄 𝐅𝐈𝐕𝐌𝐄 
U1 0.0802 2.17e-12 -27.63 854.3 
U2 0.0803 2.56e-12 -27.63 727.7 
U3 0.0803 3.12e-12 -27.63 601.1 
U4 0.0804 4.00e-12 -27.63 474.5 
U5 0.0806 5.56e-12 -27.62 348.1 
U6 0.0809 9.09e-12 -27.61 221.7 
U7 0.0824 2.50e-11 -27.56 96.3 
U8 N/A N/A 0 N/A 
 
From Table 12, criterions A, D and E all assigned the same information rankings 
between the input sequences: the earlier the step is made, the better the information 
content. This agrees with the hypothesis made. The ME criterion however, 
suggested the opposite, that a later step change was more information-rich.  
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A.2.1.1 Effect on FIV from Step Change Magnitude 
 
Figure 67 – Input sequence and corresponding output response (1/2) 
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The calculated FIV for each input signal is shown in Table 13. 
Table 13 – FIV for a single step sequence where the step change is delayed 
 FIV (lower value means that data is more information rich) 
Sequence 𝐅𝐈𝐕𝐀 𝐅𝐈𝐕𝐃 𝐅𝐈𝐕𝐄 𝐅𝐈𝐕𝐌𝐄 
U1 0.080 2.38e-12 -27.6 781.9 
U2 0.079 2.68e-12 -27.9 658.3 
U3 0.077 2.82e-12 -28.7 538.3 
U4 0.069 2.63e-12 -32.0 332.6 
U5 0.059 2.08e-12 -37.6 191.2 
U6 0.049 1.42e-12 -45.2 111.1 
U7 0.045 1.09e-12 -49.9 89.2 
U8 0.041 7.81e-13 -55.1 76.3 
 
All four criterions are affected by the size of the step change. In general, the larger 
the step change, the more information-rich the data. But unlike the other three 
criterions, the D-criterion suggested that there is a threshold where this did not 
apply. This does not appear to be simply because the step size is too small; if that 
was the case, then the FIVD for U2 should be higher than U3.  
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A.2.1.2 Effect on FIV from Step Length 
 
Figure 68 – Input sequence and corresponding output response (1/2) 
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Figure 69 – Input sequence and corresponding output response (2/2) 
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The calculated FIV for each input signal is shown in Table 14 
Table 14 – FIV for a single step sequence where the step change is delayed 
 FIV (lower value means that data is more information rich) 
Sequence 𝐅𝐈𝐕𝐀 𝐅𝐈𝐕𝐃 𝐅𝐈𝐕𝐄 𝐅𝐈𝐕𝐌𝐄 
U1 0.0768 2.97e-17 -30.49 7.01e4 
U2 0.0926 4.47e-20 -18.12 1.05e6 
U3 0.0879 3.53e-21 -17.96 2.90e6 
U4 0.0871 8.37e-22 -17.88 5.58e6 
U5 0.0868 3.19e-22 -17.84 8.99e6 
U6 0.0867 1.60e-22 -17.83 1.30e7 
U7 0.0865 9.66e-23 -17.82 1.75e7 
U8 0.0865 6.70e-23 -17.82 2.24e7 
 
If U1 can be discarded for now, then criterions A, D and E suggest that the longer the 
step, the more information rich the dataset is. The ME criterion on the other hand 
indicates that the shorter the step length, the more information rich the dataset is. 
Interestingly, the A, E and ME criterions suggest that the most information rich 
signal is the one with the shortest step length. In the case of A and E, it appeared to 
be specifically for an impulse-like step change; other than U1, the trend is that the 
longer step is more information rich.  
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Figure 70 – Input sequence and corresponding output response (2/2) 
