In this series of lectures we give an introduction to the concept of asymptotic symmetry analysis with a focus on asymptotically flat spacetimes in 2+1 dimensions. We explain general ideas of quantizing gauge theories and then apply these ideas to gravity both in the metric as well as the Chern-Simons formulations. This enables one to compute the asymptotic symmetries of given gravitational configurations that in turn act as the basic underlying symmetries of a possible dual quantum field theory in the context of holography. We also briefly elaborate on the concept of "soft hair" excitations of black holes in this context. 
Introduction and Motivation
The concept of asymptotic symmetries plays a prominent role in general relativity. In short, these asymptotic symmetries of a given spacetime are given by the gauge transformations that preserve the asymptotic structure of a given set of boundary conditions. The existence of such asymptotic symmetries usually also means that there are corresponding conserved charges within the bulk of the spacetime under consideration. As such these symmetries allow one to define for example notions of e.g. mass or angular momentum for observers at asymptotic infinity. Furthermore, these symmetries also play a prominent role for the underlying symmetries of a putative dual quantum field theory in the context of the holographic principle 1 . There is an intimate interplay between the existence of global charges and asymptotic symmetries [2, 3] and as such a precise treatment and definition of global charges is of vital importance. This is usually done via a procedure called a canonical analysis that basically treats e.g. gravity as a constrained Hamiltonian system and gives a way of quantizing such a constrained system in the presence of gauge symmetries. This procedure enables one to define the aforementioned canonical charges, their associated Dirac brackets and ultimately also the algebra of asymptotic symmetries if the analysis is performed at the asymptotic boundary of a given spacetime. Another important aspect of the existence or non-existence of canonical charges associated to a given asymptotic symmetry transformation is that they allow one to distinguish proper from improper gauge transformations.
Proper gauge transformations: These are proper gauge transformations in the sense that they do not change the physical state of the system and are in general associated to gauge transformations that have a vanishing canonical charge at the boundary.
Improper gauge transformations: These are improper gauge transformations and thus not really gauge transformations in the classical sense as these transformations do change the physical state of the system. These kind of transformations usually have a non-vanishing charge at the 1 The holographic principle is a conjectured duality between a theory of (quantum)gravity in d+1 dimensions and a quantum field theory in d dimensions that is defined on the boundary of the gravity theory. Maybe the most famous realization thereof is the so called AdS/CFT correspondence [1] that involves spacetimes with constant negative curvature i.e. Anti-de Sitter spacetimes and conformal field theories. boundary. It is exactly the second type of gauge transformations that is of interest for most holographic applications. If a symmetry transformation changes the physical state of a system then this also means that one can use these symmetries to build modules containing various different states in the dual quantum field theory. This is done by starting from a ground state which is usually some kind of vacuum by repeated application of canonical generators of asymptotic symmetries. This allows one to check partially 2 the validity of possible holographic conjectures for many cases (especially in three dimensions). This process of performing a canonical analysis is not purely restricted to asymptotic symmetries alone. One can employ the same logic and techniques also for slightly different setups such as e.g. the near-horizon symmetries of black holes [4, 5] . The importance of asymptotic symmetries with a special focus on the Bondi-Metzner-Sachs (bms) algebra [6, 7] was highlighted recently in the context of the black hole information paradox 3 as well. The authors of [8] , Hawking-Perry-Strominger argued that the Hawking radiation that is emitted by a black hole can be decomposed into hard and soft quanta and that these additional soft quanta that are basically zero energy excitations might provide a new way of tackling the information paradox. The purpose of these lecture notes is to get a basic understanding of asymptotic symmetries, the canonical charges associated to these symmetries and the physical consequences of having both canonical charges and asymptotic symmetries. We will put a focus on three-dimensional gravity for illustrational purposes as well as asymptotically flat spacetimes. The reason for focusing on asymptotically flat spacetimes is that the bms algebra appears as the asymptotic symmetry algebra of asymptotically flat spacetimes. This allows one to gain a bit of intuition on the bms algebra which will be one of the basic ingredients to get an elemental understanding of the proposal of Hawking-Perry-Strominger.
Preliminaries
This part 4 of the lecture note is mainly devoted to the basic preliminary knowledge needed in order to follow the main body of the lecture notes. Since the focus of these notes is on gravity in three dimensions we will first review the special properties of gravity theories in three dimensions and will then proceed in describing how to formulate gravity as a Chern-Simons gauge theory.
Gravity in 3D
General Relativity in three dimensions is very special in many regards and there are a lot of reasons why it is beneficial to study gravity in this setup, especially if one is interested in general features of holography.
First and foremost, gravity in three dimensions is technically much simpler than in four or higher dimensions. For example the Riemann tensor R abcd can be expressed in terms of the Ricci tensor R ab , the Ricci scalar R and the metric κ ab as R abcd = g ac R bd + g bd R ac − g ad R bc − g bc R ad − 1 2 R(g ac g bd − g ad g bc ).
(2.1)
Now take into account Einstein's equations
where G is Newton's constant in three dimensions, Λ is the cosmological constant and T µν the energy-momentum tensor which encodes the local energy-momentum distribution. This implies that the curvature of spacetime in three dimensions is completely determined in terms of the local energy-momentum distribution and the value of the cosmological constant. Thus, if there are no matter sources the curvature of spacetime is completely determined by the value of the cosmological constant. This in turn also means that there are no local propagating (bulk-) degrees of freedom i.e. massless gravitons 5 . At first sight this sounds like bad news since a theory with no local propagating degrees of freedom seems to be trivial. Luckily, both local and global effects play an important role in (threedimensional) gravity so that the theory is physically non-trivial. It is also noteworthy that Einstein gravity in three dimensions is a topological theory. Probably the most famous example illustrating this feature is the BTZ black hole solution found by Bañados, Teitelboim and Zanelli [10, 11] . This black hole solution is locally AdS, but at the boundary of the AdS spacetime it is characterized by canonical charges 6 that differ from the usual AdS vacuum. In addition the BTZ black hole has a horizon, singularity and exhibits an ergoregion in general.
In [12] Brown and Henneaux presented boundary conditions for three dimensional gravity, whose corresponding canonical charges generate two copies of the Virasoro algebra. This ultimately lead to the (holographic) conjecture that AdS in three dimensions can equivalently be described by a two-dimensional conformal field theory located at the boundary of AdS [13] . Since gravity in three dimensions is a purely topological theory one might expect that this theory can also be formulated in a way that makes its topological character explicit e.g. a Chern-Simons formulation. We will review Chern-Simons formulations and its properties in Section 2.2. Before doing so it will be instructive to explain how one has to formulate gravity in three dimensions in order to be able to rewrite the Einstein-Hilbert action symmetric bilinear form on the tangent space of the manifold M . Writing the metric in a given basis thus does not necessarily mean that this basis is orthonormal at each given point of spacetime. For many purposes it is, however, advantageous to have a notion of a local orthonormal laboratory frame i.e. a family of ideal observers embedded in a given spacetime. Such a family of ideal observers can be introduced in general relativity via frame fields e a = e a µ dx µ , which are often also called vielbein. This frame field is a function of the spacetime coordinates x µ and carries spacetime indices, which will be denoted by Greek letters µ, ν, . . . and internal local Lorentz indices denoted by Latin letters a, b, . . .. The frame fields e a and the metric g µν are related by
where η ab is the 2+1 dimensional Minkowski metric with signature (−, +, +). In this formulation local Lorentz indices can be raised and lowered using the Minkowski metric η ab , while spacetime indices are raised and lowered using the spacetime metric g µν . The big advantage of using a formulation in terms of frame fields is that one now can very easily promote objects from a flat, Lorentz invariant setting to a description in a coordinate invariant and curved background 8 . Take for example some object V a which transforms under local Lorentz transformations Λ (x µ ) a b like the components of a vector,
Then one can easily describe this object in a curved background using the frame field 9 as
Local Lorentz invariance of the frame fields also means that there should be a gauge field associated to that local Lorentz invariance. This gauge field is the spin connection ω ab = ω ab µ dx µ with ω ab µ = −ω ba µ which also allows one to define a covariant derivative acting on generalized tensors i.e. tensors which have both spacetime and Lorentz indices as
where Γ σ ν µ denotes the affine connection associated to the metric g µν
One particular convenient feature in three dimensions is that one can (Hodge) dualize the spin connection in such a way that it has the same index structure as the vielbein. In terms of Lorentz indices this can be achieved by using the 3d Levi-Civita symbol in order to obtain 9) where ε 012 = 1. It is exactly this dualization of the spin connection which makes it possible to combine the vielbein and the spin connection into a single gauge field as we will review later in 8 One example would be a formulation of the Dirac equation in curved backgrounds. 9 To be more precise this is the inverse of the frame field e a µ defined by e a µ e a ν = δ ν µ .
Section 2.2. Using the dualized spin connection one can write the associated curvature two-form R a as 10) and consequently the Einstein-Hilbert-Palatini action (2.3) in terms of these new (first order) variables as
11)
The equations of motion of the second order action (2.3) which are obtained by varying the action with respect to the metric g µν are given by the Einstein equations (2.2). Since in the frame-like formalism one has two independent fields e a and ω a one has to vary (2.11) with respect to both of these fields and subsequently also obtains two equations which encode curvature and torsion respectively as
12a)
This basic knowledge of frame fields, spin connections and how to use those two fields to cast the second order Einstein-Hilbert action (2.3) into a first order form (2.11) is already sufficient to be able to move on to the the next section, in which we will describe how to rewrite the EinsteinHilbert-Palatini action (2.11) as a Chern-Simons action.
Gravity as a Chern-Simons Theory
As described in the previous section, instead of using a second order formalism, where the fundamental field of the theory is the metric g µν , it can for some purposes be more convenient to use a first order formalism where the fundamental fields of the theory are the vielbein e and the spin connection ω. In three dimensions one finds that the dreibein and dualized spin connection have the same index structure in their Lorentz indices. Thus, one can combine these two quantities into a single gauge field
A ≡ e a P a + ω a J a , (2.13)
where the generators P a and J a generate the following Lie algebra
(2.14)
• For Λ > 0, i.e. de Sitter spacetimes this gauge algebra is so(3, 1).
• For Λ = 0, i.e. flat spacetimes this gauge algebra is isl(2, R) ∼ sl(2, R) ⊕ s R 3 .
• For Λ < 0, i.e. Anti-de Sitter spacetimes this gauge algebra is so(2, 2) ∼ sl(2, R) ⊕ sl(2, R).
Witten showed in 1988 [15] that the Chern-Simons action [16] 
defined on a three-dimensional manifold M = Σ × R, where Σ is a two-dimensional manifold with the invariant bilinear form
is indeed equivalent (up to boundary terms) to the Einstein-Hilbert-Palatini action in the first order formalism for positive, negative and zero cosmological constant (2.11), provided one identifies the Chern-Simons level k with Newton's constant G in three dimensions as
Anti-de Sitter Spacetimes: One particular convenient feature of spacetimes with negative cosmological constant Λ ≡ − 1 ℓ 2 < 0 where ℓ is called the AdS radius, is that in a Chern-Simons formulation the underlying gauge symmetry so(2, 2) is a direct sum of two copies of sl(2, R). This split can be made explicit by introducing the generators
These new generators satisfy
One can explicitly realize this split via 20) where both T a andT a satisfy an sl(2, R) algebra. From (2.16) one can immediately see that
The gauge field A can now be written as
Thus, after implementing this explicit split of so(2, 2) into a direct sum of two copies of sl(2, R), the Chern-Simons action (2.15) also splits into two contributions 23) where the invariant bilinear forms appearing in the Chern-Simons action are given by (2.21). Since both T a andT a satisfy an sl(2, R) algebra it is usually practical to not distinguish between the two generators, i.e. setting T a =T a . This in turn also means that the invariant bilinear form in both sectors will be the same. From (2.21), however, we know that the invariant bilinear form in both sectors should have opposite sign. This is not a real problem since this relative minus sign can be easily introduced by hand by not taking the sum, but rather the difference of the two Chern-Simons actions
As the factor of ℓ in (2.21) only yields an overall factor of ℓ to the action (2.24) one can also absorb this factor simply in the Chern-Simons level as
This form of the Chern-Simons connection (2.24) is usually the one discussed in the literature on AdS holography in 2 + 1 dimensions. The big advantage of this split into an unbarred and a barred part in the case of AdS holography is that usually one only has to explicitly calculate things for one of the two sectors, as the other sector works in complete analogy, up to possible overall minus signs.
Up to this point we have only presented the basics of the Chern-Simons formulation of gravity in 2 + 1 dimensions but did not go into detail as to why exactly this formulation is so convenient and powerful for the purpose of studying the holographic principle. Thus, we will spend the remainder of this part of the lecture notes explaining the benefits of using the Chern-Simons formulation.
Maybe the biggest advantage of this formalism using Chern-Simons gauge fields is that this allows one to use all the techniques and machinery which is familiar from ordinary gauge theories. One can for example use finite gauge transformations of the form
where g is some element of the group G which is generated by some Lie algebra g and A ∈ g to bring the gauge field A into a form which is convenient for the given task at hand. One can use for example a special gauge which is very convenient in the asymptotic analysis of AdS and non-AdS spacetimes whereas another gauge will be more convenient when making the transition from AdS to flat space. Since the gauge transformations (2.26) are finite in contrast to infinitesimal gauge transformations generated by a gauge parameter ξ as 
This term vanishes for infinitesimal gauge transformations (2.27) with gauge parameters ξ ∈ g which are continuously connected to the identity g ∼ 1l + ξ and for finite gauge transformations which approach g → 1l sufficiently fast when approaching the boundary, but not for general finite gauge transformations 10 . This means that there are finite gauge transformations of the form (2.26) which can change the state of the system and thus map between physically distinct setups. Now considering the variation of (2.15) with respect to the gauge field A one obtains the equations of motion of the Chern-Simons action (2.15) as 29) which means that on-shell the Chern-Simons connection has to be locally flat. Remembering that the connection A can also be expressed in terms of a vielbein and spin connection as in (2.13), then requiring a flat connection A is equivalent to the equations (2.12), which encode curvature and torsion. This is another check that the Chern-Simons action indeed correctly describes gravity in 2 + 1 dimensions.
To require that the connection is locally flat also means that A = 0 is always a (trivial) solution of the equations of motion. Keeping in mind that finite gauge transformations in general can change the physical state, this in turn also means that for some holographic applications it can be beneficial to first start with the trivial configuration A = 0 and then use a finite gauge transformation (2.26) in order to obtain the desired result of a non-trivial configuration. At this point we will also briefly elaborate on an important point of three-dimensional gravity, namely how diffeomorphisms appear in this gauge theoretic formulation. First consider the infinitesimal gauge transformation (2.27) but now with a special gauge parameter of the form ξ = ζ ν A ν . After using the Leibniz rule one obtains
Now adding ζ ν ∂ ν A µ − ∂ ν A µ to the right hand side of this equation does not really change anything. However, it allows one to rewrite (2.30) in a more suggestive form as
where £ ζ A µ is the Lie derivative of the gauge field A µ given by
Thus, one can see that diffeomorphisms in three-dimensional gravity are on-shell (i.e. for F = 0) equivalent to infinitesimal gauge transformations with gauge parameter ξ = ζ ν A ν .
Non-AdS Spacetimes And Boundary Terms
Since all of the interesting physics, aside global properties, in three-dimensional gravity are governed by degrees of freedom at the boundary it is of utmost importance to make sure that one can impose consistently fall off conditions of the gauge field 11 at the asymptotic boundary. Consistent in this context means that one still has a well defined variational principle after imposing said boundary conditions. This is crucial since a consistent variational principle is the core principle underlying the definition of equations of motion of a physical system described by some action. Thus the necessity of having such a well defined variational principle in turn also influences the possible set of boundary conditions that can be consistently imposed. In order to see this let us take a closer look at the variation of the Chern-Simons action (2.15)
This expression only vanishes on-shell i.e. when F = 0 if the second term on the right hand side vanishes as well. Assuming that the boundary ∂ M is parametrized by a timelike coordinate t and an angular coordinate ϕ this amounts to
This term only vanishes if either A ϕ or A t are equal to zero everywhere. This is quite a stringent condition on possible boundary conditions and it would be nice to have a way of enlarging the possible set of consistent boundary conditions. This can be most easily done by simply adding a boundary term B[A ] to the Chern-Simons action (2.15).
One could consider for example the following boundary term
Including this boundary term the total variation of the resulting action is on-shell
Vanishing of the total variation then can be achieved either via
Choosing δ A t ∂ M = 0, we are thus able to enlarge the possible set of boundary conditions by only having to making sure that the variation of a part of the Chern-Simons connection has to vanish. One example where adding a boundary term 12 is necessary is when one wants to describe spacetimes which fall into a class of so called non-AdS spacetimes. Such spacetimes are for example: null warped AdS, and their generalization Schrödinger spacetimes [19, 20, 21] , Lifshitz spacetimes, which are the gravity duals of Lifshitz-like fixed points [22] , and the AdS/log CFT correspondence [23, 24] .
Canonical Analysis and Asymptotic Symmetries
This section will be the most important one for what will follow as we will review the concept of quantizing gauge theories and give an explicit example on how this can be employed for gravity theories in three dimensions. Since there exist already excellent books such as e.g. [25, 17] on how to quantize gauge systems we will keep the following introduction into the subject very short and focused on the aspects of the subject that are of most interest for the remainder of these lecture notes.
General Ideas of Quantizing Gauge Theories
In this section we will set the stage for the basic understanding of quantizing gauge theories that will be crucial for understanding the explicit example of 3D Chern-Simons theory that will be the follow up of this section. Fundamental theories in physics tend to be gauge theories. That is, these theories contain physically redundant parameters in order to make the description of these systems more apparent. The trade off for such a description is that these additional parameters usually lead to a new symmetry that is called a gauge symmetry. These gauge transformations then transform two physically identically systems into each other. In addition these gauge symmetries are an important tool to extract the physical relevant information from the irrelevant ones as physical observables have to be invariant under gauge transformations. If a gauge transformation transforms two physically equivalent systems into each other one can also not expect that the equations of motion uniquely fix the time evolution of a gauge system because one can apply a gauge transformation at any given time. Hence it is a key property of gauge theories that general solutions of the equations of motion contain arbitrary functions of time.
As such the best way to treat gauge theories is via a Hamiltonian formulation. One of the main points of treating gauge theories as Hamiltonian systems is that the presence of arbitrary functions of time in general solutions of the equations of motion means that not all canonical variables are independent. As such a gauge system is always a constrained Hamiltonian system 13 .
The Lagrangian and Primary Constraints: Before we make the transition to a Hamiltonian description of gauge systems we want to start with an action principle in a Lagrangian formulation. Consider the action
where the Lagrangian L is a function of the coordinates q n and velocitiesq n with n = 1, 2, . . . , N.
The equations of motion are determined by minimizing the functional for variations of the coordinates δ q n that vanish at t 1 and t 2 , i.e. δ q n (t 1 ) = δ q n (t 2 ) = 0. This yields the well known Euler-Lagrange equations of motion
More explicitly these equations can also be written as
This means that if the matrix
is invertible i.e. the determinant does not vanish then the accelerations can be uniquely determined in terms of the positions and velocities. However, if the determinant of this matrix vanishes then that means that the accelerations are not uniquely determined in terms of positions and velocities and the equations of motion can contain arbitrary functions of time. This means that for gauge systems one is interested in the case where the determinant vanishes.
Departing from a Lagrangian formulation to a Hamiltonian one involves a Legendre transformation as well as the canonical momenta defined as
Looking at (3.4) as well as the definition of the canonical momenta one sees that the vanishing of the determinant of (3.4) implies non-invertibility of the velocities as functions of positions and momenta. Thus not all momenta are independent from each other but rather satisfy some relations
that follow from the definition (3.5) of the canonical momenta. These relations are called primary constraints to highlight the fact that these relations do not involve the equations of motion and that they do not imply any restrictions on the positions q and velocitiesq.
The Canonical Hamiltonian: After having defined the canonical momenta we are ready to perform the Legendre transformation from the Lagrangian to the canonical Hamiltonian via
Looking at (3.7) one might infer that H is a function of the momenta and velocities. However, looking at arbitrary variations of H
we see that the velocitiesq n only enter via a very specific combination, that is the combination that gives the canonical momenta p n . As such, the Hamiltonian is purely a function of the canonical momenta and positions. However, it is important to note that the Hamiltonian (3.7) is not uniquely determined in terms of the positions and canonical momenta as the canonical momenta have to satisfy the primary conditions φ m = 0. This in turn means that the Hamiltonian is initially only properly defined on the constraint surface φ m = 0 and has to be extended from that surface. From this it also follows that the formalism should be invariant under the change
Using this Hamiltonian we can now also determine the time evolution of arbitrary functions of the canonical variables F(p, q) viaḞ
where the Poisson bracket {·, ·} is defined as
Secondary Constraints and the Total Hamiltonian: The concept of secondary constraints is a direct consequence of the time evolution (3.10). That is that the primary constraints φ m should be conserved in time i.e.φ m = 0. This can either lead to new relations among the canonical variables p and q or give restrictions on the parameters u m . If the first case leads to restrictions that are independent of the primary constraints then these new restrictions are called secondary constraints.
Of course the secondary constraints should also preserved in time and this typically leads to a series of additional constraints which are usually all called secondary constraints to highlight the fact that in contrast to primary constraints the equations of motion were used to obtain these constraints. After having determined all the secondary constraints the time evolution of all these constraints then typically leads to restrictions on the Lagrange multipliers u m which are given by 14
where φ n now is the collection of all primary and secondary constraints. Solving these equations one finds that the Lagrange multipliers u m can be written as u m = U m + v a V m a , where U m is a particular solution of the inhomogeneous equation (3.12), V m a are linearly independent solutions of the most general solution of the homogeneous part of (3.12) and ν a are completely arbitrary parameters. This allows one to write down the total Hamiltonian H T as
This is the full Hamiltonian taking into account all constraints as well as their time evolution. Using this Hamiltonian the equations of motion are then simply given bẏ
First Class and Second Class Constraints: The distinction between primary and secondary constraints does not really have any influence on the description of gauge theories as constrained Hamiltonian systems. There is, however, a second more important distinction of constraints and that is whether or not constraints are first class or second class.
More generally a phase space function F(p, q) is called first class if its Poisson bracket with every other constraint vanishes weakly i.e.
A function that is not first class is called second class.
The distinction between first class and second class constraints is important since both have very different roles when it comes to quantizing a constrained Hamiltonian system. First class constraints are generators of gauge transformations and as such one has to very careful when quantizing a system 15 . Second class constraints on the other hand do not generate gauge transformations and can usually be strongly set to zero after introducing a modified Poisson bracket that is called 14 At this point it makes sense to introduce the weak equality symbol "≈" to emphasize that a given quantity is numerically restricted to be zero but does not identically vanish on the whole phase space. Thus constraints are usually written as φ n ≡ 0. 15 For a proof of that statement we refer the interested reader to [25] .
a Dirac bracket. The logic here is the following: First, one uses the Poisson bracket to determine which constraints are first class and which ones are second class. Then after setting the second class constraints strongly equal to zero one discards the Poisson bracket in favor of the Dirac bracket. This change from Poisson to Dirac bracket is an essential step in quantizing the canonical commutation relations of the canonical variables of a constrained Hamiltonian system. If one would just blindly quantize the Poisson brackets of the canonical variables in the presence of second class constraints one would immediately encounter inconsistencies. However, the Dirac bracket correctly takes into account the second class constraints and thus allows for a consistent quantization.
3D Chern-Simons Theory as an Explicit Example
In this section we will use 3D Chern-Simons theory as an example to illustrate the principles explained in the previous section. Since there already exist excellent books explaining the basics of constrained Hamiltonian systems and canonical analysis, we also want to refer the interested reader to [25, 17] for example. The Chern-Simons gauge field A is a Lie algebra valued 1-form that can be written as
with T a being a basis of the Lie algebra g one is considering. If one chooses such a basis then κ ab = T a T b is a non-degenerate bilinear form on the Lie algebra. In components one can write (2.15) as
where ε tρϕ = 1 and f a bc are the structure constants of the Lie algebra given by
Lie algebra indices (a, b, . . .) are raised and lowered with κ ab and spacetime indices (µ, ν, . . .) with the background metric g µν of the spacetime considered. Proceeding with the canonical analysis it is convenient to use a 2 + 1 decomposition of the action (2.15) [26] that is given by
with
Since the equations of motion require F a i j = 0, the form of (3.19) already specifies A a 0 as a Lagrange multiplier and A a i as the dynamical fields. The Lagrangian density L is then given by
corresponding to the canonical variables A a µ one finds the following primary constraints
The Poisson brackets of the canonical variables are given by
The next step is to calculate the canonical Hamiltonian density via the following Legendre transformation
Since we are dealing with a constrained Hamiltonian system, we have to work with the total Hamiltonian given by
where u a µ are some arbitrary multipliers. Since the primary constraints should be conserved after a time evolution, we requireφ 25) which leads to the following secondary constraints 27) where D i X a = ∂ i X a + f a bc A b i X c is the gauge covariant derivative. One can now use the Hamilton equations of motion, which are given byȦ
to determine the Lagrange multipliers u a i and rewrite (3.27) . This yields the following weak equality
The total Hamiltonian can now be written in the following form
One can use the canonical commutation relations (3.22) to determine the following Poisson brackets which will be necessary to determine the Poisson algebra of the constraints
where ∂ i denotes ∂ ∂ y i . Using these relations one finds the following algebra of constraints
which are the only non-vanishing Poisson brackets of the constraints φ a µ andK a . Hence φ a 0 and K a are first class constraints and φ a i are second class constraints. Thus we can use the second class constraints φ a i to restrict our phase space and define the corresponding Dirac bracket of the remaining canonical variables. In this case the only non-vanishing Dirac bracket of the dynamical fields is given by the following relation
As a next step we are interested in the generators that correspond to the gauge transformations induced by the first class constraints φ a 0 andK a . A useful way to construct the generators is given by Castellani's algorithm [27] . In the general case the gauge generator is given by
dt . The constraints G 0 and G 1 then have to fulfill the following relations
where C PFC denotes a primary first class constraint. These relations are fulfilled for G 0 =K a and
The smeared generator of gauge transformations has the following form
Using (3.32) one can show by a straightforward calculation that this generator generates the following gauge transformations via
The generator G that we have constructed via this method is only a preliminary result, since the presence of a boundary in our theory prevents that the generator G is properly functionally differentiable. We will fix this by first computing the full variation of the generator for a field independent gauge parameter λ a
The first three terms are regular bulk terms and thus do not spoil functional differentiability. The last term on the other hand is a boundary term that spoils functional differentiability. Thus in order to fix this one has to add a suitable boundary term to the gauge generator such that the variation of this additional boundary term cancels exactly the boundary term in (3.39) i.e.
Setting the second class constraints φ a i ≈ 0 strongly equal to zero, thus going into the reduced phase space and using in addition Stoke's theorem, the variation of the boundary charge can be written as
If we assume that the gauge parameter is field independent, then the boundary charge Q[λ ] is trivially integrable. This yields the following canonical boundary charge
After performing the canonical analysis and having identified all the constraints we can turn our attention to an appropriate choice of gauge. Since we have found two first class constraints we are free to impose two sets of gauge conditions. One appropriate partial gauge fixing choice is given by [17] A
This choice of gauge automatically solves the flatness conditions F tρ = 0 and F ϕρ = 0. One possible choice of such a group element is given by
where L 0 ∈ sl(2, R) in a basis where 46) for n, m = ±1, 0. This choice of b(ρ) extensively used in the AdS 3 Chern-Simons gravity literature as it corresponds to a Fefferman-Graham expansion of the metric if translated properly to the second order formalism.
Computing Charges in the Metric Formulation
The Chern-Simons formalism is very powerful to compute easily the conserved charges 16 . But its field of applications is limited to three dimensions whereas the metric formulation can be used for an arbitrary number of dimensions. However, its downside is the heaviness of the computations. Before briefly explaining a few famous methods used to compute conserved quantities in gravitation, we say a few words on why the computation of the charges is so peculiar for gauge symmetries. This introduction is based on [29, 30] . In gravitation, there is no notion of a local energy-momentum tensor as the equivalence principle states that locally the effects of gravity can be always suppressed. Thus, we have to look for another type of quantity to define for example the energy of a spacetime. It took quite a long time to realize this and the first answers to that problem were proposed in the early sixties by Arnowitt, Deser and Misner [31] . Before looking at their method, we use a slightly more modern point of view to understand why the conserved quantities in gravity, and more generally in gauge theories, are not described in terms of volume charges but rather as surface charges. The ordinary (or classical or first) Noether theorem is the following [32, 33] (see the proof therein) Theorem 3.1. Ordinary Noether theorem: Continuous global symmetries (defined up to gauge transformations) of a Lagrangian are in one-to-one correspondence with equivalence classes of conserved currents.
Two currents J, J ′ are equivalent if they differ by a trivial current, the latter being constituted of a quantity vanishing on-shell and/or a gauge transformation,
with t µ vanishing on-shell. The conserved current J can be used to defined the conserved charge
where Σ is a spacelike Cauchy surface 17 .
Before going further, we make a small remark on the notation of the so-called (n − p)-forms where n is the dimension of the spacetime. The Hodge dual of a p-form k is ⋆k
With a slight abuse of notation, we call k ν 1 ...ν p a (n − p)-form. These objects will be essential to describe conserved quantities for gauge symmetries. Noether theorem implies that for gauge symmetries all the currents are trivial. Therefore, they cannot be used to define a non-trivial conserved charge. Let us see this explicitly for the example of Maxwell theory. The action in this case is 50) whose equations of motions are ∂ µ F µν = 0 and which is invariant under the gauge symmetries
The Noether current is defined as, for an action S = d n x L(φ , ∂ µ φ ) and for δ s φ a symmetry of the theory, i.e δ s L = ∂ µ K µ ,
For the symmetry (3.51), K µ = 0 and
. Thus the Noether current
17 If J is a conserved current, ∂ µ J µ = 0, the charge Q is indeed conserved in time is trivial, being the sum of a divergence of an antisymmetric tensor and a term proportional to the equations of motion. Thus, it can not be used to define directly a charge. However, gauge symmetries have conserved charges. They are the objects of the following theorem [32, 33] :
Theorem 3.2. Generalized Noether theorem: A reducibility parameter is in correspondence with a (n− 2)-form conserved on-shell (up to trivial (n− 3)-forms and up to the addition of the divergence of a (n − 3)-form).
A reducibility parameter is a parameter of a gauge transformation such that its associated gauge transformation vanishes on-shell but not the parameter itself. The conserved (n − 2)-form is sometimes called superpotential in the literature. In the case of this theorem, the conserved charge is obtained by integrating the current over a surface at constant time and thus it is unsurprisingly called a surface charge. As an example, let us consider the case of Maxwell theory whose gauge transformations are δ A µ = ∂ µ c(x). The reducibility parameter is such that its gauge transformation vanishes on-shell, ∂ µ c(x) = 0, and it is non trivial, i.e. c(x) = 0. It is trivially a non-zero constant. The theorem ensures the existence of a conserved (n − 2)-form but it does not give a prescription to find it (see examples of it in section 3.3.3). However, it can be easily guessed for Maxwell's theory as it has to depend on the reducibility parameter, be built from the matter content and be conserved. It is given by
The electric charge is obtained by integrating this (n − 2)-form over a spacelike (n − 2) surface C
It is the same charge appearing in Gauss' law. The case of gravitation does not enjoy the same simplicity. Indeed, it is not possible to solve the Killing equation ∇ µ ξ ν + ∇ ν ξ µ = 0 for any spacetime. Thus, there is no general formula for a conserved (n − 2)-form. These considerations explain why a posteriori it took so much time to propose a expression of the energy of a spacetime. It is associated to the time translations but the latter is a diffeomorphism, i.e. gauge symmetry, for gravitational theories (as opposed to the case of pure Maxwell theory where this symmetry is global and where the first Noether theorem is used to define the energy). Over the years, many ways were found to determine an expression for this conserved (n − 2)-form in certain contexts. Not of all them are equivalent and are more or less easy to apply depending on the case of interest. In the next subsections, we present some of the most known techniques.
Arnowitt Deser Misner (ADM) Formulation -Hamiltonian approach
This first method was developed by Arnowitt, Deser and Misner in [31] where they proposed a formula for the energy of asymptotically flat spacetimes in 3+1 dimensions. Their derivation is based on the Hamiltonian formalism of general relativity introduced previously in this notes, see also Appendix E of Wald's book [34] . The authors using this transcription to the Hamiltonian formalism were able to enlighten our comprehension of general relativity. Here, we focus very briefly on the computation of the energy. For more interesting features, see for example [31, 34, 35, 36] . Recall that the Hamiltonian of general relativity is 56) where N, N i are the lapse and shift functions and i runs over spatial indices. Here they can be seen as Lagrange multipliers to ensure the so-called Hamiltonian and momentum constraints H = 0 and H i = 0. The energy of a physical state is given by the Hamiltonian. As the constraints are zero on a physical state, the energy is only given by boundary terms. We recover here the main idea that in gauge theory, there are no volume charges but rather surface charges. The precise expression for the boundary terms is rather complicated and can be found for example in [35] . These results were later extended by Regge and Teitelboim [37] to an expression for the momentum and angular momentum independently of the coordinates. Later, the Hamiltonian formalism was also successfully applied to anti-de Sitter spacetimes [38] .
Abbott Deser Tekin (ADT) Formalism
Twenty years after ADM, Abbott and Deser [2] derived an expression of the energy in general relativity for non-vanishing cosmological constant theories in four dimensions. Deser and Tekin extended it to any dimension, any theory with higher curvature terms and any constant curvature [39, 40] . Their method is based on the linearization of the theory around a constant curvature background. Let us present briefly the steps leading to the energy. From Einstein's theory of gravity, the equations of motion (2.2) can be derived and more compactly written as
with κ usually taken to be 8πG and τ µν the energy momentum tensor of the matter fields. The metric is decomposed in the constant curvature background (solving E µν (ḡ µν ) = 0) plus a perturbation (not necessarily small) vanishing sufficiently fast at infinity
The bar notation always denotes a quantity written in terms of the backgroundḡ µν . The equations of motion (3.57) can be expanded in terms of the background and the perturbation. The contribution of 0 th order in the perturbation vanishes by definition of the background metric. We write the rest as the linear part in the perturbation E L µν and an effective energy-momentum tensor T µν , consisting of the matter contribution τ µν and the non-linear terms in h µν ,
Using the Bianchi identities of (3.57), ∇ µ E µν = 0, it is straightforward to show that
Beξ a Killing vector of the background metricḡ,∇ µξν +∇ νξµ = 0 , one can construct a conserved current T µνξ ν∇
Thus, it exists an antisymmetric tensor such that
Also the conserved charge associated toξ is a surface charge
where M is a (n − 1)-dimensional hypersurface and i ranges over (1, ..., n − 2). Now, the difficulty for each theory is to build this F . For example, for general relativity the conserved charges are [39]
where Ω n−2 is the solid angle and G n the n-dimensional Newton constant.
Covariant Phase Space Formalism
We present briefly the covariant phase formalism for the case where only the metric is present and we do so for simplicity reasons. We first discuss the Iyer-Wald formalism [41, 42] . After, we say a few words on the Brandt-Barnich-Compère method [43, 44] . See also for example the review in [45] , section 3 of [46, 47] , App. A of [48] . From the n-form Lagrangian L, the equations of motion E(g) = 0 are determined as
where Θ[δ g, g] is the symplectic potential (n − 1)-form. The gauge symmetries of the theory are transformations δ ξ g = £ ξ g under which the Lagrangian transforms as
where i denotes the interior product. On the other hand, writing (3.65) for a gauge transformation (δ = δ ξ ) and using (3.66), one gets
where the Noether current is defined as 18
The Noether current is on-shell closed, and thus locally there exists an (n − 2)-form Q ξ (g) such that on-shell
18 It is the same definition as in (3.52) but in the dual picture. Indeed, the ⋆K µ is given by i ξ L. To link the Θ of IyerWald with (3.52), we take a Lagrangian
∂ ∂ µ φ δ φ , and we recover well the definition (3.52).
where Q ξ (g) is called the Noether charge in this formalism; it has nothing to do with (3.48) and does not have to be confused with the conserved charge generating the action of the symmetry ξ on the covariant phase space (denoted H ξ ). The symplectic current is defined as [49] ω 70) and the latter allows us to define the symplectic structure of the configuration space
where Σ is a Cauchy surface. The symplectic structure is exactly the infinitesimal 19 Hamiltonian generating the flow
One can easily show [42] that if g satisfies the equations of motion 73) and moreover, if δ g satisfies the linearized equations of motion and ξ is a symmetry, we also have
This formula gives a precise expression of the conserved (n − 2)-form associated to ξ . The infinitesimal conserved charge is
using Stoke's theorem and with ∂ Σ being the boundary of the Cauchy surface Σ. The finite charge difference H ξ is obtained by an integral in configuration space. Finally, the algebra of charges can be represented by a Dirac bracket as follows:
This algebra of charges is valid only when the charges are integrable. The second term on the right-hand side is recognized as a central extension, which cannot be absorbed in a redefinition of the generators and thus has important physical consequences. This formalism contains ambiguities in the definition of the conserved (n − 2)-form coming from the arbitrariness in the symplectic potential Θ → Θ + dY . Other physical arguments can be used to fix these ambiguities. For example, the requirement to have a well defined variational principle. Another prescription was proposed by Barnich, Brandt and Compère (BBC) [43, 44] which we will elaborate on a bit now. Under gauge transformations, one can write, using Bianchi identities,
where S is the weakly vanishing Noether current. The latter is conserved and vanishes on-shell. For example, for a pure gravity theory, one has E(g)δ ξ g = ∇ µ (2ξ ν E µν ) − 2ξ ν ∇ µ E µν , where the last term vanishes by virtue of Bianchi identities, and hence in that case S µ ξ = 2ξ ν E µν . One can act on the weakly vanishing Noether current with a contracting homotopy operator, yielding an (n − 2)-form denoted k BB ξ (δ g, g) which is conserved for ξ being a reducibility parameter, g a solution of the equations of motion, δ g a solution of the linearized equations of motion. In essence, this operator is the inverse of the exterior derivative d (see e.g. [50] for an explicit expression). One advantage of this procedure is that it provides a definition of charges depending only on the equations of motion of the Lagrangian, and not on boundary terms. The two formalisms are related by 20
in which the expression of E(δ ξ g, δ g) is known explicitly (see e.g. (3.7) of [47] ). Please note that this ambiguity is not relevant for exact symmetries, having δ ξ g = 0, but may yield distinct results in the asymptotic context (see [47] for one such example in Kerr/CFT). These last considerations end the chapter on the canonical analysis of charges. In the next section, we illustrate these points on the example of asymptotically flat spacetimes in 2+1 dimensions.
Flat Space Holography
This section of the lecture notes is devoted to a putative holographic principle governing asymptotically flat spacetimes. There has been quite a substantial amount of research going on for the last couple of years, especially in three-dimensional Einstein gravity, indicating that there is, indeed, a holographic principle in flat space 21 . Since these checks require the knowledge of the basic symmetries of a putative dual quantum field theory the first step usually consists in finding appropriate boundary conditions that yield interesting boundary dynamics 22 such as e.g. [53, 54, 55, 56, 57, 58] . One can then use these symmetries to perform non-trivial checks of a possible holographic correspondence. These checks include for example a derivation and matching of a Cardy-like formula (including logarithmic corrections) of cosmological solutions in flat space 23 [61, 62, 63, 64, 65, 66, 67] , calculating holographic entanglement entropy [68, 69, 70] including logarithmic corrections [71] , one-loop (higher-spin) partition functions in flat space [72, 73, 74] or the computation of holographic stress tensor correlation functions [75, 76] . In the following we want to review some aspects of such holographic principle and in particular we want to present how a canonical analysis can help identifying a putative dual quantum field theory for asymptotically flat spacetimes in three dimensions. We will do so by using both the metric as well as the Chern-Simons formulation. 20 The E-term is not the equations of motion in this last paragraph. 21 For one of first papers making this idea manifest in three spacetime dimensions see [51] . 22 One can also formulate interesting boundary conditions in higher-derivative theories of gravity in flat space such as e.g. in [52] . 23 These cosmological solutions in asymptotically flat spacetimes were first described in [59, 60] .
The Metric Perspective
In gravitation, to describe a phase space it is necessary to characterize the dynamics and specify the fall-off behavior of fields, i.e. boundary conditions. The latter will ensure that the content of the phase space is physically consistent. Usually, well defined boundary conditions require to: contain physically interesting spacetimes, have non-trivial asymptotic symmetries, and lead to finite and integrable charges. It is usually very difficult to find such a set. For pedagogical reasons, we will present one of those set in the metric formulation and verify that it satisfies, indeed, these requirements. We choose to consider the bms 3 boundary conditions arising in the descriptions of asymptotically flat spacetimes in 2+1 dimensions.
bms 3 boundary conditions
The so called bms 3 boundary conditions (BCs) were proposed in [53] , see also [77] ,
where r is the radial coordinate and h µν are functions of the retarded time u and the angle φ (taken 2π-periodic). Minkowski spacetime, written in Eddington-Finkelstein coordinates,
is included in these bms 3 BCs, obtained by taking h uu = −1 and setting all the other arbitrary functions to zero. Also, another set of exact solutions of Einstein equations [78] is included
These solutions are the analog of the Bañados solutions obtained in locally AdS 3 spacetimes [79] . In this family, the flat space cosmology [59] is included by taking M (φ ) = 8M, N (φ ) = 4J with M > 0 and J = 0,
It possesses a cosmological horizon located at r c = 2J 2 /M. For more information on flat space cosmology, see for example [78, 59, 60] . So, these BCs satisfy the first requirement, namely including known interesting solutions. In the following, we determine the asymptotic symmetry algebra.
Asymptotic symmetries
The first mathematical objects relevant for this question are the asymptotic Killing vectors (AKVs). As an example, we compute them explicitly for the exact solutions (4.3) and then present them for the bms 3 BCs (4.1). First, let us recall that a Killing vector ξ satisfies
The Lie derivative is in components given by £ ξ g µν = ∇ µ ξ ν + ∇ ν ξ µ , or equivalently £ ξ g µν = ξ ρ ∂ ρ g µν + g µρ ∂ ν ξ ρ + g νρ ∂ µ ξ ρ . The asymptotic Killing vectors (AKVs) only preserve the structure of the spacetime asymptotically, i.e. they leave the asymptotic form of the metric invariant up to a redinition of its arbitrary functions. So, in our working example (4.3), the AKV's action will leave in metric untouched up to a redefinition of the functions M , N . We start with the most general candidate for the AKVs
First, we impose
This leads to the following constraints
We impose now the last conditions. Namely,
whereM(φ ),Ñ(φ ) are arbitrary functions of φ . As all the r-dependences of the AKV's components are fixed, we can look order by order in r. The r 2 -component of £ ξ g uφ gives
After this, we impose
The rest of the constraints are satisfied. Finally, the AKVs for the family of solutions (4.3) take the form
10) with F(u, φ ) = f (φ ) + u ∂ φ g(φ ). These AKVs depend on two arbitray functions f (φ ), g(φ ). Now, we consider the AKVs for the bms 3 BCs (4.1). The strategy to derive them is exactly the same as the one presented above. Actually, their leading terms are exactly the same as in (4.10). The precise subleadings can be computed acting on the bms 3 BCs. We present the AKVs of bms 3 BCs (4.1) using the periodicities of the functions in φ to decompose them in Fourier modes. We have 24
We note that the six Killing vectors of Minkowski spacetime are recovered with n = ±1, 0 and form an isl(2, R) algebra. Now, we consider the algebra satisfied by the AKVs. In a well defined set of BCs, the Lie bracket of the AKVs, or the modified one when the AKVs are state-dependant [80] (or "adjusted" [81] ), have to constitute an algebra, i.e. have to close and satisfy the Jacobi identities. The commutation relations are straightforwardly computed 25
It is indeed closed and one can easily check that Jacobi identities are satisfied. We have thus a well defined algebra composed of a de Witt algebra, generated by ℓ n 's, and an abelian ideal, called the supertranslations, generated by m n 's. This algebra is precisely the bms 3 algebra. This is not yet the asymptotic algebra of symmetries (ASA). The latter consists in the allowed diffeomorphisms modulo the trivial diffeomorphisms. We've already found the allowed diffeomorphisms for our BCs, i.e. the AKVs. The trivial diffeomorphisms demand a little more work. The AKVs are asymptotically the reducibility parameters and thus, there are charges associated to them. A trivial diffeomorphism has its associated charge equals to zero. So we compute the charges to determine the trivial AKVs. In order to compute the charges, we must specify the dynamics of our system -for example Einstein-Hilbert theory. In this case, the charges can be computed for example using the BBC method 26 ,
where we have imposed the equations of motion, giving h ur (u,
The charges are indeed finite and integrable. To go back to the trivial diffeomorphisms, it turns out that they are hidden in some of the subleading terms in the AKVs (not explicitly written in (4.11)). The last task we have to face is the computation of the putative central charges. They appear only when we consider the commutation relations of the charges associated to the AKVs and not only the AKVs themselves (3.77). In the case of our example of bms 3 boundary conditions in EinsteinHilbert gravity, the asymptotic symmetry algebra of the charges is
with G the Newton constant. This algebra of symmetries is the bms 3 algebra. This algebra is isomorphic to the 2D Galilean Conformal Algebra (gca 2 ). Because of this isomorphism a new duality was proposed in [51] involving the bms 3 and gca 2 algebra in the same spirit as the AdS 3 /CFT 2 correspondence. Soon after this conjecture there were a couple of explicit checks supporting it. Maybe the most well known is the matching of the entropy of the cosmological horizon of flat space cosmologies via a Cardy-like formula derived using gca 2 methods [61, 62] .
The Chern-Simons Perspective
Let us now focus on the Chern-Simons perspective of the things considered previously in this section of the lecture notes. The goal of this part of the lecture notes is to explain how to describe three-dimensional Einstein gravity with vanishing cosmological constant using the Chern-Simons formulation and define boundary conditions whose corresponding canonical boundary charges yield the three-dimensional Bondi-Metzner-Sachs (bms 3 ) algebra [6, 7] . As already mentioned in Section 2.2 Einstein gravity with vanishing cosmological constant in three dimensions is described in terms of a Chern-Simons theory where the gauge field A takes values in isl(2, R). The Chern-Simons level k is related to Newton's constant G in three dimensions via k = 1 4G . Using a basis for isl(2, R) with generators L n and M n with n = 0, ±1 that have the following non-vanishing Lie brackets:
The corresponding invariant bilinear form appearing in
(4.17a)
Let us assume that the topology of the manifold is that of a solid cylinder. In addition we choose coordinates such that there is a radial direction 0 ≤ r < ∞ and the boundary of the cylinder is parametrized by a retarded time coordinate −∞ < u < ∞ as well as an angular coordinate ϕ ∼ ϕ + 2π. We then fix the radial dependence of gauge fields A as
This gauge fixing has the advantage that the F ρi components of the EOM, for i = t, ϕ are automatically satisfied. This can be seen by a short direct calculation. Imposing the gauge choice (4.18) the equations of motion F = 0 can be written as
Explicitly evaluating the partial derivative as well as the commutator one finds that
Similarly the EOM for F i j simplify to Using this gauge one can relate the boundary conditions 27 (4.29) , to the boundary conditions used in the previous section in the metric formalism. This is done by extracting the dreibein e from the Chern-Simons connection
for a = 0, ±1. Then using 25) one can recover the metric formulation via
For the boundary conditions (4.29) this leads to the following metric: 27) where in terms of the variables used in (4.29) one has
Boundary Conditions
After having completely specified our specific setup we are now ready to formulate boundary conditions. One can write down boundary conditions in terms of the gauge field a as 28
where the functions M and N are arbitrary functions of u and ϕ.
Looking at the equations of motion F = 0 one obtains very simple constraints on the (retarded) time evolution of the functions M and N as
That means that on-shell these functions can be written as
After having properly specified a set of boundary conditions the next step is to determine the set of gauge transformations that preserves these boundary conditions. This is most easily done by making an ansatz of the form
In terms of this ansatz the gauge transformations (including proper and non-trivial ones) that preserve the boundary conditions (4.29) are given by
where the functions ε and σ depend on u and ϕ and a prime denotes differentiation with respect to ϕ. In addition these functions have to satisfy
That means that these gauge parameters can also be written as
The fields M and L then transform under the gauge transformations (4.33) as
(4.36b) 28 One might wonder why we chose to define the functions M and N including these prefactors of − π k . This is done with a bit of hindsight already as including such a prefactor allows one to very efficiently determine the Dirac bracket algebra of the canonical boundary charges.
The corresponding canonical boundary charges are obtained by functionally integrating [25, 17] 
For the boundary conditions (4.29) one obtains 38) which can be functionally integrated to yield
Asymptotic Symmetries
Having the canonical boundary charges in a form like (4.39) is very beneficial when it comes to determining the Dirac brackets of these canonical charges. Reason being that such a form allows one to directly read off the Dirac bracket algebra of the functions M and L from (4.36) using e.g.
.
(4.40)
This trick works because the infinitesimal transformations (4.36) are related to the Dirac brackets of the canonical boundary charges as
which reduces to 42) in case all coefficients in front of the canonical boundary charges are equal to one. After employing this trick one finds the following non-vanishing Dirac brackets for the state dependent functions:
where all functions appearing on the r.h.s are functions ofφ and prime denotes differentiation with respect to the corresponding argument. Moreover δ ≡ δ (ϕ −φ) and δ ′ ≡ ∂ ϕ δ (ϕ −φ). Expanding the fields and delta distribution in terms of Fourier modes as 
with c M = 12k which is exactly the bms 3 algebra with the central extension first found in [53] using the metric formulation.
Most General Flat Space boundary Conditions
In order to get a little bit more accommodated with imposing boundary conditions as well as the physical consequences that follow from imposing different boundary conditions we want to present another set of boundary conditions. This set is in a sense the most general set of boundary conditions that one can impose in a Chern-Simons formulation in asymptotically flat spacetimes 29 [58] .
The Boundary Conditions
The setup will be exactly the same as in the previous section. The only thing that we will be changing are the boundary conditions of the isl(2, R) valued gauge field A . We again choose a gauge as (4.18), however, in contrast to the previous section we will not give an explicit expression of b(r) this time as we will only be interested in the canonical charges and the resulting asymptotic symmetry algebra from a Chern-Simons perspective, where b(r) does not really have any influence. Reason being that b(r) appears neither in the boundary condition preserving gauge transformations nor the expressions for the canonical boundary charges. Roughly speaking, the exact form of the group element b(r) is only relevant if one is interested in a metric formulation of the asymptotic symmetries. Now without further ado let us present the boundary conditions originally first presented in [58] 
The six functions M a and L a are in a holographic context usually related to vacuum expectation values of operators in the dual quantum field theory and the functions µ n L and µ n M are interpreted as chemical potentials/sources. We assume all functions to be arbitrary functions of the boundary coordinates and demand in additional that the chemical potentials are fixed, i.e. δ µ n L = δ µ n M = 0. This connection solves the flatness condition dA + A ∧ A = 0 if the functions M a and L a satisfy
The procedure to determine the asymptotic symmetries associated to these boundary conditions is exactly the same as in the previous sections. Thus the next steps are determining the boundary conditions preserving gauge transformations and consequently also the canonical boundary charges. In order to determine the boundary condition preserving gauge transformations one makes again the ansatz
Since the a ϕ -component of the connection and it contains the most general form possible, there are no restrictions on the ϕ-dependence of the gauge parameters. Thus the state-dependent functions transform as
The a u -component of the connection according to our boundary conditions has to satisfy δ a u = 0. This fixes the advanced time evolution of the gauge parameter ε to
The variation of the canonical boundary charge in this case is then given by
Assuming that the gauge parameter ε does not depend on any of the functions L a , M a one can trivially integrate the charges in field space to obtain
The algebra of asymptotic symmetries can then be obtained again in the same way as in the previous sections. In terms of the Fourier modes
one obtains the Dirac brackets algebra
Taking M a n = iM a n , L a n = iL a n and replacing the Dirac brackets by commutators i{ ,
This is the affine isl(2) k algebra. What we see here is that, indeed, in three-dimensional pure Einstein-Hilbert gravity all the relevant physical degrees of freedom are encoded in the boundary. Even though we started with the exact same bulk theory, just a different choice of boundary conditions yielded a completely different asymptotic symmetry algebra as before. As an addendum it should also be noted that even though the boundary conditions that lead to bms 3 as the asymptotic symmetry algebra are a subset of the boundary conditions presented here, the resulting affine isl(2) k algebra does not contain bms 3 as a subalgebra. This has to do with the fact that this whole procedure of specifying boundary conditions and determining the asymptotic symmetries of the canonical boundary charges is just a Hamiltonian reductions of isl(2, R) in disguise and as such the relation between subsets of a given set of boundary conditions and subsets of the resulting asymptotic symmetry algebras is not really in one-to-one correspondence.
Soft Hair in 3D
This section of the lecture notes is devoted to a certain set of boundary conditions in threedimensional Einstein gravity that can be interpreted as a black hole carrying soft hair excitations 30 . We will first review near-horizon boundary conditions that have been first described in the context of three-dimensional Einstein gravity 31 [4] as well as the resulting near-horizon symmetry algebra. Following up on this we also include a brief discussion as to why studying soft excitations in the context of the black hole information paradox is an interesting thing to do.
Near-Horizon Boundary Conditions
Up until now all the considerations in these lecture notes were focused on asymptotic symmetries. That is, imposing boundary conditions at asymptotic infinity of a given spacetime. What we will now review in the following can be seen as kind of the the opposite programme. Non-extremal black holes can be universally approximated by a product of two-dimensional Rindler space [85] with a compact Euclidean manifold. For the special case of three-dimensional gravity with cosmological constant Λ = − 1 ℓ 2 this means that the metric around a non-extremal black hole can be describen in terms of ingoing Eddington-Finkelstein coordinates as
where ℓρ = r and f := 1 + ρ 2aℓ . The horizon is located at r = 0, ν is the advanced time and the angular coordinate ϕ is assumed to be 2π-periodic, i.e. ϕ ∼ ϕ + 2π. The parameter a is the Rindler acceleration and is assumed to be constant in contrast to the functions ω and γ that are assumed to be arbitrary functions of ϕ. This line element is a solution of Einsteins equations in three dimensions with constant negative curvature and describes the near-horizon physics of black holes that are in general not spherically symmetric. Thus such solutions are also called black flowers [86] . For the case of constant ω and 30 Usually excitations that carry zero energy are called soft excitations. Of particular interest for the purpose of these lecture notes will be excitations that are interpreted as supertranslation hair of black holes. 31 For similar boundary conditions in the context of Chern-Simons-like theories of gravity or Generalized Minimal
Massive Gravity see e.g. [83, 84] .
γ these solutions reduce to the well known BTZ black hole [10, 11] . A remarkably simple way of writing down near-horizon boundary conditions that obey (6.1) was described in [4] using the Chern-Simons formulation. In order to describe AdS 3 gravity in three dimensions the Chern-Simons coupling k has to be related to Newton's constant G as alreay described in (2.25) . In addition the Chern-Simons connection A has to take values in sl(2, R) ⊕ sl(2, R) and thus can be split into two connections A ± that each take values in a single copy of sl(2, R). The three generators of sl(2, R) are chosen in such a way that they obey
for n, m = ±1, 0. In this basis the invariant bilinear form is then given by Looking at the metric (6.1) and (6.4) a natural choice of boundary conditions is given by
where
and
with ℓJ ± := γ ± ω. In general the state dependent functions J ± as well as the (fixed 32 ) chemical potentials ζ ± are a priori arbitray functions of ϕ and ν. However, imposing the equations of motion F = 0 one obtains the following relations:
One can assume for simplicity that the chemical potentials are constant. Then the previous relations fix the state dependent functions J ± to be arbitrary functions of only ϕ. For the specific case of ζ ± = −a one recovers exactly (6.1).
Symmetry Algebra
The rest of the procedure to determine the near-horizon symmetry algebra is exactly the same as described previously in these lecture notes. The first step is to determine the boundary condition preserving gauge transformations i.e. all gauge transformations that satisfy
for some gauge parameters ε ± . Making the ansatz ε ± = ε ± n L n one finds that the variation of the canonical boundary charges is given by
where ε ± 0 = η ± . The state dependent functions J ± transform under these gauge transformations as δ η ± J ± = ±∂ ϕ η ± .
(6.11)
The variation of the boundary charges can be trivially functionally integrated to yield
Using the same arguments that were already presented in Section 4.2.2 one can directly determine the Dirac brackets of the state dependent functions from (6.11) and (6.12). Using the Fourier mode expansion 13) one obtains the following near-horizon symmetry algebra: 14) where in addition [J + n , J − m ] = 0. This is a remarkably simple symmetry algebra as it consists of two affineû(1) symmetry algebras with level ± k 2 . After having found the near-horizon symmetry algebra corresponding to the boundary conditions (6.7) the next question to answer is why it is justified to interpret these boundary conditions as describing soft hair excitations. The key to answering this question lies in the definition of soft hair being zero-energy excitations of the vacuum. For that purpose we first have to determine the Hamiltonian governing time evolution in our setup. Time evolution in gravitational systems is usually covered by a timelike Killing vector. In our concrete setup this would mean a Killing vector along the advanced time ν. Recalling that onshell the gauge parameters in the Chern-Simons formulation and the asymptotic Killing vectors are related via ε + − ε − = ξ µ (A + µ − A − µ ) one finds that the variation of the canonical charge associated to the Killing vector ξ ν is given by
For the particular choice of ζ ± = −a one obtains as the Hamiltonian H = −a(J + 0 + J − 0 ). The crucial thing to note here is that the Hamiltonian is in the center of the near-horizon symmetry algebra. Thus it also commutes with all other generators. Assume now that one can build any quantum state by exciting the vacuum by acting arbitrarily with the generators J ± n with n < 0 on a vacuum state |0 . Since H commutes with all J ± n generators it also follows that any excited state that is obtained via acting with the near-horizon symmetry generators on the vacuum has exactly the same energy as the vacuum. Thus all excitations in this module are zero energy excitations of the vacuum and it is thus sensible to call them soft hair in the sense of [8] .
Why are Soft Excitations Interesting?
Even thought we have explained what soft excitations are in the previous section we did neither point out their physical relevance nor the reason why the term "soft hair" has gained so much attention during the past one and a half years. The purpose of this section is to deal with this shortcoming and provide a brief overview of the possible consequences of black holes having soft excitations. The main reason why the existence of soft hair is an exciting prospect within the context of (quantum) gravity is that it may provide a possible solution to the black hole information paradox. This paradox deals with the fundamental question what happens with the information contained within the black hole during its evaporation process? In 1975 Stephen Hawking argued that the information will be lost in the course of the black hole evaporating [87, 88] . Since then there has been a lot of research going on in trying to solve this paradox. In 2016 Hawking, Perry and Strominger pointed out in [8] that maybe two of the underlying assumptions leading to the conclusion that information is lost were incorrect. The first one being that the vacuum state in quantum gravity is unique and the second one being that black holes do not have any hair i.e. black holes are completely determined in terms of their mass, angular momentum and electric charge. What lead to the suspicion that there might be a loophole to the original arguments by Hawking was an observation made in [89] . This observation was that there was an infinite amount of conservation laws governing the scattering of gravitons. These infinite conservation laws are given by the supertranslation generators that are part of the bms algebra that governs the asymptotic symmetries of asymptotically flat spacetimes. The interesting thing now is that acting with supertranslations on a given state excites that state, however, with zero energy difference. So the new state has the same energy as before, but is physically distinct from the previous state. This is again closely related to the fact that the asymptotic charges associated of diffeomorphisms that are associated with supertranslations are non-zero and thus are what we called improper gauge transformations. What Hawing-Perry-Strominger argued in [8] as well as [90] was that by acting on a black hole horizon with supertranslations one basically adds photons with zero energy to the black hole horizon that can be considered as soft hair. If a particle now falls into the black hole this soft hair can be excited by that process. Since these charges have to be conserved because of supertranslation invariance this in turn also means that the information that entered the black hole should not be completely lost. Thus soft excitations may provide a new angle on finding a possible solution to the black hole information paradox 33 .
