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1. Introduction
Let Rn+1 be the (n + 1)-dimensional real unimodular-aﬃne space equipped with its canonical ﬂat connection D and a
parallel volume form w , given by the determinant. Let M be a non-degenerate aﬃne hypersurface in Rn+1. It is well known
that on such hypersurface there exists a canonical transversal vector ﬁeld ξ called the aﬃne normal [15]. This normalization
induces an aﬃne connection ∇ and a semi-Riemannian metric h on M . The semi-Riemannian metric h is called the aﬃne
metric, which determines a unique connection ∇ˆ , satisfying two conditions ∇ˆh = 0 and ∇ˆX Y − ∇ˆY X = [X, Y ] for all vector
ﬁelds X, Y over M , see [17, p. 61] for details. We call ∇ˆ the Levi-Civita connection of h. Then we have the difference tensor
K introduced by K (X, Y ) ≡ KXY = ∇X Y −∇ˆX Y , which is related to the cubic form C = ∇h by h(K (X, Y ), Z) = − 12C(X, Y , Z).
The classical Pick–Berwald theorem states that the vanishing of the cubic form C implies that M is an open part of a non-
degenerate quadric, so the problem of determining all non-degenerate aﬃne hypersurfaces with ∇ˆC = 0 becomes the next
natural and interesting problem, which remains open up to nowadays.
Very recently, after many years’ continuous efforts by F. Dillen, L. Vrancken, et al. and obtaining the classiﬁcations for
up to n 7 dimensions [4,7,9], eventually Z.J. Hu, H. Li and L. Vrancken established the following complete classiﬁcation of
locally strongly convex (i.e. h is deﬁnite) aﬃne hypersurfaces with ∇ˆC = 0.
Theorem A. (See [10].) Let M be an n-dimensional (n 2) locally strongly convex aﬃne hypersurface in Rn+1 with ∇ˆC = 0. Then M
is a quadric (i.e. C = 0) or a hyperbolic aﬃne sphere with C = 0, in the latter case either
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(ii) M is obtained as the Calabi product of two lower-dimensional hyperbolic aﬃne spheres with parallel cubic form, or
(iii) n = 12m(m + 1) − 1, m 3, and (M,h) is isometric to SL(m,R)/SO(m), and the immersion is aﬃne equivalent to the standard
embedding SL(m,R)/SO(m) ↪→ Rn+1 , or
(iv) n =m2 −1, m 3, and (M,h) is isometric to SL(m,C)/SU(m), and the immersion is aﬃne equivalent to the standard embedding
SL(m,C)/SU(m) ↪→ Rn+1 , or
(v) n = 2m2 − m − 1, m  3, and (M,h) is isometric to SU∗(2m)/Sp(m), and the immersion is aﬃne equivalent to the standard
embedding SU∗(2m)/Sp(m) ↪→ Rn+1 , or
(vi) n = 26 and (M,h) is isometric to E6(−26)/F4 , and the immersion is aﬃne equivalent to the standard embedding from E6(−26)/F4
into R27 .
Here, by Calabi product, we mean a construction originally introduced by E. Calabi [2] and afterwards being deeply
studied by L. Vrancken and F. Dillen [5], whereby two hyperbolic aﬃne hyperspheres are composed to a new hyperbolic
aﬃne hypersphere, and also one hyperbolic aﬃne sphere and a point are composed to a new hyperbolic aﬃne hypersphere.
Calabi’s construction is very useful for constructing hyperspheres satisfying some extra conditions. Much important is that
Calabi product can be characterized geometrically. For details, we refer to [8] and [9].
On the other hand, the classiﬁcation of Lorentzian (i.e. h is a Lorentzian metric), or even more general non-
degenerate, aﬃne hypersurfaces with ∇ˆC = 0 is known only for 2-dimensional case. By introducing in Rn+1 the coordinates
(x, y, z,w, . . .), the following results are well known for such hypersurfaces:
Theorem B. (See [1,7].) Let M be a non-degenerate aﬃne hypersurface of Rn+1 with ∇ˆC = 0. Then M is a locally homogeneous aﬃne
sphere.
Theorem C. (See [13].) Let M be a non-degenerate aﬃne surface ofR3 with ∇ˆC = 0. Then either M is an open part of a non-degenerate
quadric (i.e. C = 0) or M is aﬃne equivalent to an open part of one of the following three surfaces:
(i) xyz = 1,
(ii) x(y2 + z2) = 1,
(iii) z = xy − 13 y3 (the Cayley surface).
Here, we mention the important observation of K. Nomizu and U. Pinkall [14] that the classical Cayley surface is uniquely
characterized by the conditions C = 0 and ∇C = 0, up to an equiaﬃne congruence.
In this paper, we study higher-dimensional Lorentzian aﬃne hypersurfaces with ∇ˆC = 0. In particular, if n = 3, we obtain
the following classiﬁcation.
Main Theorem. Let M be a Lorentzian aﬃne hypersurface in R4 with ∇ˆC = 0. Then either M is an open part of a quadric with
Lorentzian aﬃne metric (i.e. C = 0) or M is aﬃne equivalent to an open part of one of the following six hypersurfaces:
(i) w = xy + 12 z2 − 13 y3 ,
(ii) w = xy + 12 z2 − zy2 + 14 y4 ,
(iii) (x2 + y2)(z2 + w2) = 1,
(iv) (x2 + y2)(z2 − w2) = 1,
(v) (y2 + z2 + w2)3x2 = 1,
(vi) (y2 + z2 − w2)3x2 = 1.
Since the aﬃne metric of any 3-dimensional non-degenerate aﬃne hypersurface is either Lorentzian or deﬁnite, combin-
ing our Main Theorem with that of F. Dillen and L. Vrancken [4], we immediately have the following
Corollary. Let M be a non-degenerate aﬃne hypersurface in R4 with ∇ˆC = 0. Then either M is an open part of a non-degenerate
quadric (i.e. C = 0) or M is aﬃne equivalent to an open part of one of the following eight hypersurfaces:
(i) w = xy + 12 z2 − 13 y3 ,
(ii) w = xy + 12 z2 − zy2 + 14 y4 ,
(iii) (x2 + y2)(z2 + w2) = 1,
(iv) (x2 + y2)(z2 − w2) = 1,
(v) (y2 + z2 + w2)3x2 = 1,
(vi) (y2 + z2 − w2)3x2 = 1,
(vii) (y2 − z2 − w2)3x2 = 1,
(viii) xyzw = 1.
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spheres with Pick invariant J = 1n(n−1)h(K , K ) = 0 (resp. J = 0), whereas that in (v) and (vi) are proper aﬃne spheres of
non-constant sectional curvatures.
Remark 1.2. The classiﬁcation of all n-dimensional Lorentzian aﬃne hypersurfaces with ∇ˆC = 0 was given by C.P. Wang
[21], under the additional assumptions that M is h-ﬂat and the Pick invariant J is positive. Here, the last condition J > 0
has not been stated explicitly but follows from Wang’s conventions. For n = 3, only one such hypersurface appears in the
Main Theorem, namely (iv).
Remark 1.3. The important problem of classifying all non-degenerate aﬃne spheres with constant sectional curvature aﬃne
metric has been studied by many authors, we refer to L. Vrancken, A.-M. Li and U. Simon [20] for the classiﬁcation of locally
strongly convex case and L. Vrancken [19] for the classiﬁcation of non-degenerate case under the additional condition that
the Pick invariant is nonzero. Aﬃne spheres of the latter class appear in the Main Theorem twice, namely (iii) and (iv).
Remark 1.4. According to M. Ooguri [18], 3-dimensional locally homogeneous aﬃne hypersurfaces have been classiﬁed
except when the hypersurfaces are Lorentzian aﬃne spheres. From Theorem B we see that all examples in the Main Theorem
are locally homogeneous Lorentzian aﬃne spheres.
2. Preliminaries
We brieﬂy recall some standard deﬁnitions for aﬃne immersion of hypersurface in aﬃne differential geometry, see
[15] for more details. Let Rn+1 be the (n + 1)-dimensional real unimodular-aﬃne space stated in the introduction. For a
hypersurface immersion F : M ↪→ Rn+1, let ξ be an arbitrary local transversal vector ﬁeld to M . For any tangent vector ﬁelds
X, Y , X1, . . . , Xn , we write
DXY = ∇X Y + h(X, Y )ξ,
θ(X1, . . . , Xn) = w(X1, . . . , Xn, ξ),
thus deﬁning an aﬃne connection ∇ , a symmetric (0,2)-type tensor, called the second fundamental form, and a volume
element θ on M . M is said to be non-degenerate if h is non-degenerate (this condition is independent of the choice of
transversal vector ﬁeld ξ ). If M is non-degenerate, it is known that there is a unique choice (up to sign) of transversal
vector ﬁeld such that there hold ∇θ = 0 and θ = wh , where wh is the metric volume element induced by h. After choosing
this special transversal vector ﬁeld ξ called the aﬃne normal, the corresponding ∇ and h are called the induced aﬃne
connection and the aﬃne metric, respectively. The condition ∇θ = 0 implies that DXξ is tangent to M for any tangent
vector X . Hence we can deﬁne the (1,1)-type tensor ﬁeld S on M , called aﬃne shape operator, by
DXξ = −S X .
The hypersurface M is called an aﬃne sphere if S = λ id, and one easily proves that λ = const for n  2. F is called a
proper aﬃne sphere if λ = 0 and an improper aﬃne sphere if λ = 0. For a proper aﬃne sphere the aﬃne normal satisﬁes
ξ(p) = −λ(F (p) − c), where c is a ﬁxed point in Rn+1, called the center of F (M), for simplicity, we choose c as origin
of Rn+1. For an improper aﬃne sphere the aﬃne normal ξ is constant.
As described in the introduction, the Levi-Civita connection of the aﬃne metric h and the difference tensor are denoted
by ∇ˆ and K , respectively. The curvature tensor Rˆ of ∇ˆ is related to S and K by the Gauss equation
Rˆ(X, Y )Z = 1
2
[
h(Y , Z)S X − h(X, Z)SY + h(SY , Z)X − h(S X, Z)Y ]− [KX , KY ]Z .
In particular, for aﬃne spheres we have S = λ id and thus
Rˆ(X, Y )Z = λ(h(Y , Z)X − h(X, Z)Y )− [KX , KY ]Z . (2.1)
Then we have the relation
χ = J + λ, (2.2)
where J = 1n(n−1)h(K , K ) is the so-called Pick invariant and χ is the normalized scalar curvature of the aﬃne metric h.
We also recall the relation(
Rˆ(X, Y )K
)
(Z ,W ) = Rˆ(X, Y )K (Z ,W ) − K (Rˆ(X, Y )Z ,W )− K (Z , Rˆ(X, Y )W ). (2.3)
Moreover, K satisﬁes the apolarity condition, namely tr KX = 0 for all X , and has the property that h(K (X, Y ), Z) is totally
symmetric in X , Y and Z .
364 Z. Hu, C. Li / Differential Geometry and its Applications 29 (2011) 361–3733. Construction of typical orthogonal basis
From this section on, we consider a Lorentzian aﬃne hypersurface M in Rn+1 with parallel cubic form, i.e. ∇ˆC = 0.
According to Theorem B, M is a locally homogeneous aﬃne sphere with aﬃne shape operator S = λ id. Because of the aﬃne
homogeneity and ∇ˆC = 0, if some relation between K and h holds at one point p ∈ M , then it will hold locally around p.
We will use such reasoning very often in sequel of this article.
The aim of this section is to construct, for any ﬁxed point p ∈ M , a typical orthogonal basis of T pM w.r.t. the aﬃne
metric.
As we see that ∇ˆC = 0 is equivalent to ∇ˆK = 0. Hence we have Rˆ(X, Y )K = 0, which together with (2.3) imply that
Rˆ(X, Y )K (Z ,W ) = K (Rˆ(X, Y )Z ,W )+ K (Z , Rˆ(X, Y )W ). (3.1)
Considering that (T pM,h) is now a Lorentzian vector space, we recall the following result.
Lemma 3.1. (See [17, pp. 261–262], or [3].) A symmetric endomorphism of an n-dimensional vector space V with a Lorentzian inner
product (·,·) has a matrix representation of exactly one of the following four types:
(i)
⎛⎜⎜⎜⎝
a1 0
a2
. . .
0 an
⎞⎟⎟⎟⎠ , (ii)
⎛⎜⎜⎜⎜⎜⎝
a0 0 0
−1 a0
a3
. . .
0 an
⎞⎟⎟⎟⎟⎟⎠ ,
(iii)
⎛⎜⎜⎜⎜⎜⎜⎜⎝
a0 0 0
0 a0 1
1 0 a0
a4
. . .
an
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (iv)
⎛⎜⎜⎜⎜⎜⎝
a0 b0
−b0 a0
a3
. . .
an
⎞⎟⎟⎟⎟⎟⎠ (b0 = 0).
In types (i) and (iv), the representation is with respect to an orthonormal basis {e′1, . . . , e′n} satisfying (e′1, e′1) = −1, (e′i, e′j) = δi j ,
(e′1, e′i) = 0 for i, j  2; while in types (ii) and (iii), the basis {e′1, . . . , e′n} is chosen to satisfy (e′1, e′1) = 0 = (e′2, e′2) = (e′1, e′i) =
(e′2, e′i) for i  3, (e′1, e′2) = 1, and (e′i, e′j) = δi j , otherwise.
By deﬁnition, a nonzero vector v ∈ T pM is called a null vector if h(v, v) = 0. The following lemma is fundamental in this
article.
Lemma 3.2. If Kv v = μv for some null vector v ∈ T pM, then Kv has only zero eigenvalue, in particular, Kv v = 0.
Proof. If Kv v = μv and μ is the only eigenvalue of Kv : T pM → T pM . We apply Lemma 3.1 and its index convention to
the symmetric endomorphism Kv : T pM → T pM . First, we claim that type (iv) does not occur. In fact, for this type we have
Kve′1 = a0e′1 − b0e′2, Kve′2 = b0e′1 + a0e′2. Taking aﬃne inner products of these with the null vector v respectively, we see
that the system of linear equations for (x1, x2){
(a0 − μ)x1 − b0x2 = 0,
b0x1 + (a0 − μ)x2 = 0
has a solution (h(e′1, v),h(e′2, v)) which is obvious nonzero. This implies that (a0 − μ)2 + b20 = 0, a contradiction to b0 = 0.
Next, we see from the apolarity condition tr Kv = 0 that a1 = · · · = an = μ = 0 for type (i), a0 = a3 = · · · = an = μ = 0 for
type (ii), and a0 = a4 = · · · = an = μ = 0 for type (iii). Hence μ = 0 and Kv has only zero eigenvalue.
If Kv v = μv , but μ is not the only eigenvalue of Kv : T pM → T pM . We extend Kv and h C-linearly over to the complex-
iﬁcation tangent space T pM ⊗ C. We assume that Kv has at least two eigenvalues. Let μ˜ = μ be one of the other (possibly
complex valued) eigenvalues of Kv and v˜ be its corresponding eigenvector in T pM ⊗ C. Then, by symmetry of Kv we have
μ˜h(˜v, v) = h(Kv v˜, v) = h(˜v, Kv v) = μh(˜v, v). Therefore, we get h(˜v, v) = 0.
Now, we compute Rˆ (˜v, v)K (v, v). By using (2.1), (3.1) and the fact h(˜v, v) = 0, we obtain
μμ˜(μ˜ − μ)˜v = Rˆ (˜v, v)K (v, v) = 2μ˜2(μ˜ − μ)˜v,
which implies that μ˜ = 0, or μ˜ = 12μ. Hence, the operator Kv has n linearly independent real eigenvectors corresponding to
possibly at most three real eigenvalues: 0, 12μ, μ. Thus, from the apolarity condition tr Kv = 0 we easily obtain μ˜ = μ = 0,
a contradiction to μ˜ = μ.
So, if Kv v = μv for some null vector v , then Kv has exactly one eigenvalue μ and thus the assertion follows. 
Z. Hu, C. Li / Differential Geometry and its Applications 29 (2011) 361–373 365By using of Lemma 3.2, our discussion can be divided into two cases as follows.
Case I: Kv v = 0 for some null vector v;
Case II: Kv v = 0 for any null vector v .
Firstly, we consider Case I and let v be a null vector satisfying Kv v = 0.
From the proof of Lemma 3.2 we see that Kv will have representation of the ﬁrst three possible types as stated in
Lemma 3.1, which we denote by I-(i), I-(ii) and I-(iii).
I-(i): Kv ≡ 0. We suppose that K = 0 (i.e. C = 0). Then we set v = e1. Recall Lemma 3.1 of [16] which states that
h(Kuu,u) = 0 for all null vector u if and only if K vanishes identically. Then the assumption K = 0 implies that we can ﬁnd
some null vector e2, by re-scaling e1 and e2 if necessary, such that
h(e1, e2) = 1, h(Ke2e2, e2) = 1.
Obviously, h is positive deﬁnite on the compliment space span{e1, e2}⊥ , on which Ke1 ≡ 0 and Ke2 is an h-symmetric oper-
ator. Then we can choose an h-orthonormal basis {e3, . . . , en} of span{e1, e2}⊥ such that h(Ke2e2, e j) 0 and h(Ke2e j, ek) =
λ jδ jk for j, k 3.
I-(ii): Kve′1 = −e′2, Kve′i = 0 for i  2. Now, we notice that e′2, v are two null vectors which satisfy the relation h(e′2, v) =−h(Kve′1, v) = −h(Kv v, e′1) = 0. It follows from Proposition 3.4 of [21] that v and e′2 are linearly dependent, i.e. e′2 = γ ′v .
Set e1 = −γ ′e′2, e2 = −γ ′−1e′1. Since span{e′3, . . . , e′n} is now an h-positive deﬁnite space on which Ke1 ≡ 0 and Ke2 is an
h-symmetric operator, we can choose an h-orthonormal basis {e3, . . . , en} of it such that Ke1e1 = Ke1e j = 0, Ke1e2 = e1 and
h(Ke2e j, ek) = λ jδ jk for j, k 3.
I-(iii): Kve′1 = e′3, Kve′2 = 0, Kve′3 = e′2, Kve′l = 0 for l  4. Then we see that h(e′2, v) = h(Kve′3, v) = 0, therefore v and
e′2 are linearly dependent, say e′2 = γ v . By changing the sign of e′1, e′2 and e′3 simultaneously, if necessary, we can assume
γ > 0. Set e1 = e′2, e2 = e′1, e3 = e′3. Since span{e′4, . . . , e′n} is now an h-positive deﬁnite space on which Ke1 ≡ 0 and Ke2 is
an h-symmetric operator, we can choose an h-orthonormal basis {e4, . . . , en} of it such that Ke1e1 = Ke1el = 0, Ke1e2 = γ e3,
Ke1e3 = γ e1 and h(Ke2el, em) = λlδlm for l, m 4.
In summary, using that tr Ke2 = 0 and the index conventions: j, k 3 and l, m 4, we have proved the following lemma.
Lemma 3.3. Suppose that K = 0 and there exists a null vector v ∈ T pM such that Kv v = 0. Then there exists an h-orthogonal basis
{e1, . . . , en} in T pM satisfying h(e1, e2) = 1, h(e j, e j) = 1 and all other aﬃne inner products between them being zero. Moreover, the
difference tensor K has properties exactly in one of the following three cases:
I-(i): Ke1 ≡ 0, h(Ke2e2, e2) = 1, h(Ke2e j, ek) = λ jδ jk , and h(Ke2e2, e j) 0,
∑n
j=3 λ j = 0;
I-(ii): Ke1e1 = Ke1e j = 0, Ke1e2 = e1 , h(Ke2e j, ek) = λ jδ jk , and
∑n
j=3 λ j = −2;
I-(iii): Ke1e1 = Ke1el = 0, Ke1e2 = γ e3, Ke1e3 = γ e1 , γ > 0, h(Ke2el, em) = λlδlm, and h(Ke2e3, e3) +
∑n
l=4 λl = 0.
Now we consider Case II, i.e., Kv v = 0 for any null vector v ∈ T pM . Then, by Lemma 3.2, for any null vector v , Kv v and
v are linearly independent. Hence we can apply the following crucial result of M. Kriele and L. Vrancken to our situation.
Lemma 3.4. (See Lemma 3.2 of [12].) If Kv v and v are linearly independent for any null vector v ∈ T pM, then there exists a null vector
v ∈ T pM that possesses the following properties:
(1) v and Kv v span a non-degenerate plane π ,
(2) h(K (v, v), v) = 0,
(3) h(K (v, v), K (v,u)) = 0 for every vector u which is orthogonal to π .
Let v be a null vector as in Lemma 3.4. Then we have two possible cases as follows:
II-(i): h
(
K (v, v), K (v, v)
) = 0; II-(ii): h(K (v, v), K (v, v))= 0.
If case II-(i) occurs, then we set v = e1. By re-scaling e1 if necessary, we may assume that
h
(
K (e1, e1), e1
)= 1
2
h
(
K (e1, e1), K (e1, e1)
)=: α.
By choosing a null vector e2 ∈ π such that Ke1e1 = e1 + αe2, then we have h(e1, e2) = 1. Since Ke1 is an h-symmetric
operator and h restricted to π⊥ is positive deﬁnite, we can choose an h-orthonormal basis {e3, . . . , en} of π⊥ such
that h(Ke1ei, e j) = λiδi j for i, j  3. Then we can write K (e1, ei) = αie1 + βie2 + λiei , whereas βi = h(K (e1, ei), e1) =
h(Ke1e1, ei) = 0. Moreover, (3) of Lemma 3.4 gives that h(K (e1, e1), K (e1, ei)) = 0. We thus have αi = h(K (e1, ei), e2) =
α−1h(K (e1, ei), K (e1, e1) − e1) = 0. Hence we obtain K (e1, ei) = λiei , i  3. To see more relations, we easily get
h(K (e1, e2), e1) = 1 and h(K (e1, e2), ei) = 0 for i  3. It then follows that K (e1, e2) = βe1 + e2.
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Deﬁne e3, . . . , en as before satisfying h(Ke1ei, e j) = λiδi j for i, j  3. Then we can write K (e1, ei) = αie1 + λiei , by (3) of
Lemma 3.4 we get h(K (e1, e1), K (e1, ei)) = 0. It follows that αi = h(K (e1, ei), e2) = h(K (e1, ei), K (e1, e1)) = 0. Hence we
obtain again the relations K (e1, ei) = λiei , i  3. Similarly, we can get K (e1, e2) = βe1.
In summary of the above discussions, using that tr Ke1 = 0, we have proved the following lemma.
Lemma 3.5. Let p ∈ M and Kv v = 0 for any null vector v ∈ T pM. Then there exists an h-orthogonal basis {e1, . . . , en} in T pM
satisfying h(e1, e2) = 1, h(ei, ei) = 1 for i  3, and all other aﬃne inner products between them being zero. Moreover, the difference
tensor K has properties exactly in one of the following two cases:
II-(i): Ke1e1 = e1 + αe2 , Ke1e2 = βe1 + e2 , Ke1ei = λiei for α = 0 and
∑n
i=3 λi = −2;
II-(ii): Ke1e1 = e2 , Ke1e2 = βe1 , Ke1ei = λiei for
∑n
i=3 λi = 0.
To prove our Main Theorem, we will restrict to n = 3 so that more detailed discussions can be carried out for previous
Cases I and II. This will be given in the next two sections.
4. Aﬃne hypersurfaces in Case I
In this section, we will prove the following theorem.
Theorem4.1. Let M be a Lorentzian aﬃne hypersurface inR4 with ∇ˆC = 0. If at a point p ∈ M, Kv v = 0 for some null vector v ∈ T pM,
then either M is an open part of a quadric with Lorentzian aﬃne metric (i.e. C = 0), or M is aﬃne equivalent to an open part of one of
the following three hypersurfaces:
(1) w = xy + 12 z2 − 13 y3 ,
(2) w = xy + 12 z2 − zy2 + 14 y4 ,
(3) (y2 + z2 − w2)3x2 = 1.
To prove Theorem 4.1, we are enough to consider the case K = 0. Then we are left to deal with the three cases I-(i), I-(ii)
and I-(iii) as stated in Lemma 3.3.
Firstly, if case I-(i) of Lemma 3.3 occurs, then by the apolarity condition we easily see the following:{
K (e1, e1) = K (e1, e2) = K (e1, e3) = 0,
K (e2, e2) = e1 + ae3, K (e2, e3) = ae1, K (e3, e3) = 0, (4.1)
where a = h(K (e2, e2), e3) 0. By using (2.1), (3.1) and (4.1), a direct calculation of the following equation
Rˆ(e2, e1)K (e2, e2) = 2K
(
Rˆ(e2, e1)e2, e2
)
shows that λ = 0. Then (2.1) and (4.1) immediately imply that Rˆ(ei, e j)ek = 0 for all i, j, k, and thus χ = 0. Hence M is
h-ﬂat with Pick invariant J = 0.
Now, K = 0 and (2.1) imply that KX and KY commute, so we can deﬁne a totally symmetric tensor by
T2(X, Y , Z ,W ) = h(KX KY Z ,W )
for any tangent vector X , Y , Z , W . It is easily seen that T2 vanishes identically if and only if KuKuu = 0 for any vector u
(see Remark 3.3 of [6] for details). Relating with T2, we will prove the following two propositions.
Proposition 4.1. Let M be a Lorentzian aﬃne hypersurface in R4 with ∇ˆC = 0. If case I-(i) of Lemma 3.3 holds with T2 = 0, then M
is aﬃne equivalent to an open part of the graph of the function
w = xy + 1
2
z2 − 1
3
y3. (4.2)
Proof. The assumption T2 = 0 implies that 0 = Ke2 Ke2e2 = Ke2 (e1 + ae3) = a2e1 and thus a = 0 holds at a point p ∈ M .
From the local homogeneity of M we can extend the h-orthogonal basis {e1, e2, e3} at p to a neighborhood of p such that
h and K are preserved (see [4,7] for details). Hence, M is an h-ﬂat improper aﬃne sphere satisfying T2 = 0. For arbitrary
vector ﬁelds X , Y , Z , using ∇ˆX Y = ∇X Y − K (X, Y ) and T2 = 0
(∇ˆX K )(Y , Z) = ∇ˆX K (Y , Z) − K (∇ˆX Y , Z) − K (Y , ∇ˆX Z)
= ∇X K (Y , Z) − K (∇X Y , Z) − K (Y ,∇X Z) − K
(
X, K (Y , Z)
)+ K (K (X, Y ), Z)+ K (Y , K (X, Z))
= (∇X K )(Y , Z),
Z. Hu, C. Li / Differential Geometry and its Applications 29 (2011) 361–373 367we obtain that ∇ˆK = ∇K = 0. So, from the classiﬁcation of aﬃne hypersurfaces with ∇ˆK = ∇K = 0 (see Remark 4.1 and
Theorem 4.3 of [6]), we see that M is aﬃne equivalent to an open part of the graph of (4.2) in R4. 
Proposition 4.2. Let M be a Lorentzian aﬃne hypersurface in R4 with ∇ˆC = 0. If case I-(i) of Lemma 3.3 holds with T2 = 0, then M
is aﬃne equivalent to an open part of the graph of the function
w = xy + 1
2
z2 − zy2 + 1
4
y4. (4.3)
Proof. The assumption T2 = 0 implies that a > 0 holds at a point p ∈ M . We then deﬁne an aﬃne transformation⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
E1 = a 12 e1,
E2 = − 1
18
a−
5
2 e1 + a− 12 e2 − 1
3
a−
3
2 e3,
E3 = 1
3
a−1e1 + e3.
A direct calculation shows that all aﬃne inner products of {E1, E2, E3} are zero except h(E1, E2) = h(E3, E3) = 1. For this
h-orthogonal basis of T pM , the difference tensor can be calculated as follows:{
K (E1, E1) = K (E1, E2) = K (E1, E3) = 0,
K (E2, E2) = E3, K (E2, E3) = E1, K (E3, E3) = 0. (4.4)
By the local homogeneity of M , we can extend this h-orthogonal basis at p to a neighborhood of p, denoted still by
{E1, E2, E3}, such that h and K are preserved. Then we can write
∇ˆE1 E1 = a′1E1 + a′3E3, ∇ˆE2 E1 = b′1E1 + b′3E3, ∇ˆE3 E1 = c′1E1 + c′3E3,
∇ˆE1 E2 = −a′1E2 + a′2E3, ∇ˆE2 E2 = −b′1E2 + b′2E3, ∇ˆE3 E2 = −c′1E2 + c′2E3,
∇ˆE1 E3 = −a′2E1 − a′3E2, ∇ˆE2 E3 = −b′2E1 − b′3E2, ∇ˆE3 E3 = −c′2E1 − c′3E2,
where a′i , b
′
i , c
′
i are local functions, i = 1,2,3.
Using (4.4), direct calculations give that
0 = (∇ˆE1 K )(E2, E2) = ∇ˆE1 E3 − 2K (∇ˆE1 E2, E2) = 2a′1E3 − 3a′2E1 − a′3E2,
0 = (∇ˆE2 K )(E2, E2) = ∇ˆE2 E3 − 2K (∇ˆE2 E2, E2) = 2b′1E3 − 3b′2E1 − b′3E2,
0 = (∇ˆE3 K )(E2, E2) = ∇ˆE3 E3 − 2K (∇ˆE3 E2, E2) = 2c′1E3 − 3c′2E1 − c′3E2.
It follows that a′i = b′i = c′i = 0, ∀i. Thus ∇ˆEi E j ≡ 0, which shows that (M,h) is locally isometric to R31. Hence there exist
local coordinates {u1,u2,u3} on M such that Fui = Ei . Note that the aﬃne normal ﬁeld ξ of improper aﬃne sphere M is
constant. From (4.4) and DXY = KXY + ∇ˆX Y + h(X, Y )ξ , it follows that the immersion F is determined by the following
system of differential equations:
Fu3u3 = ξ, Fu1u3 = 0, (4.5)
Fu1u1 = 0, Fu1u2 = ξ, (4.6)
Fu2u3 = Fu1 , (4.7)
Fu2u2 = Fu3 . (4.8)
From (4.5), we see that
F = 1
2
u23ξ + u3P1(u2) + P2(u1,u2), (4.9)
where P1(u2) and P2(u1,u2) are some vector-valued functions. Put (4.9) into (4.6), we further see that
F =
(
u1u2 + 1
2
u23
)
ξ + u1A1 + u3P1(u2) + P3(u2), (4.10)
where A1 is a constant vector and P3(u2) is a vector-valued function.
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P1(u2) = 1
2
u22ξ + u2A1 + A2, (4.11)
where A2 is a constant vector. Then, from (4.8), (4.10) and (4.11), we get a constant vector A3 such that F has the expression
F =
(
u1u2 + 1
2
u23 +
1
2
u22u3 +
1
24
u42
)
ξ +
(
u1 + u2u3 + 1
6
u32
)
A1 +
(
u3 + 1
2
u22
)
A2 + u2A3.
Because of non-degenerate, M lies linearly full in R4. Hence A1, A2, A3, ξ are linearly independent vectors. By an aﬃne
transformation we can write
F (u1,u2,u3) =
(
u1 + u2u3 + 1
6
u32,u2,u3 +
1
2
u22,u1u2 +
1
2
u23 +
1
2
u22u3 +
1
24
u42
)
.
Set x = u1 + u2u3 + 16u32, y = u2, z = u3 + 12u22 and w = u1u2 + 12u23 + 12u22u3 + 124u42, then we have the relation
w = xy + 1
2
z2 − zy2 + 1
4
y4.
This proves that M is aﬃne equivalent to an open part of the graph of the function w in R4. 
For case I-(ii) of Lemma 3.3, we have the conclusion
Lemma 4.1. For n = 3, case I-(ii) of Lemma 3.3 does not occur.
Proof. If case I-(ii) does occur, then by using of the apolarity condition, the difference tensor can be assumed as follows:{
K (e1, e1) = K (e1, e3) = 0, K (e1, e2) = e1, K (e3, e3) = −2e1,
K (e2, e2) = b1e1 + e2 + b2e3, K (e2, e3) = b2e1 − 2e3, (4.12)
where the coeﬃcients satisfy b1 = h(K (e2, e2), e2) and b2 = h(K (e2, e2), e3).
By (4.12) and (3.1), the equation Rˆ(e1, e2)K (e1, e2) = K (Rˆ(e1, e2)e1, e2) + K (e1, Rˆ(e1, e2)e2) and (2.1) imply that λ = 0.
Hence (2.1) reduces to
Rˆ(X, Y )Z = −[KX , KY ]Z .
Then, by (4.12), we have the calculations
Rˆ(e2, e3)e2 = −6e3, Rˆ(e2, e3)e3 = 6e1, Rˆ(e2, e3)e1 = 0.
From the above, we can calculate the equation
Rˆ(e2, e3)K (e2, e3) = K
(
Rˆ(e2, e3)e2, e3
)+ K (e2, Rˆ(e2, e3)e3)
to obtain −12e1 = 18e1. This is a contradiction. 
For case I-(iii) of Lemma 3.3, we ﬁrstly prove the following lemma.
Lemma 4.2. Let M be a Lorentzian aﬃne hypersurface in R4 with ∇ˆC = 0. If case I-(iii) of Lemma 3.3 holds at some point p ∈ M,
then λ < 0. Moreover, considered as a Riemannian manifold, (M,h) is locally isometric to R×H21 , where H21 is the anti-de Sitter plane
of constant curvature 4/3λ.
Proof. In this case, by using of the apolarity condition, the difference tensor can be assumed as follows:{
K (e1, e1) = 0, K (e1, e2) = γ e3, K (e1, e3) = γ e1,
K (e3, e3) = −2γ e3, K (e2, e2) = c1e1 + c2e3, K (e2, e3) = c2e1 + γ e2, (4.13)
where c1 = h(K (e2, e2), e2), c2 = h(K (e2, e2), e3) and γ > 0.
By (3.1) we have the equation Rˆ(e2, e3)K (e1, e1) = 2K (Rˆ(e2, e3)e1, e1), which together with (2.1) and (4.13) imply that
λ = −3γ 2 < 0.
Similarly, from Rˆ(e1, e2)K (e2, e2) = 2K (Rˆ(e1, e2)e2, e2) we will get c1 = c2 = 0.
Now, by making the aﬃne transformation
E1 = 1√ (e1 − e2), E2 = 1√ (e1 + e2), E3 = e3,
2 2
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K (E1, E1) = −γ E3, K (E1, E2) = 0, K (E1, E3) = γ E1, γ =
√−1/3λ,
K (E2, E2) = γ E3, K (E3, E3) = −2γ E3, K (E2, E3) = γ E2.
(4.14)
By local homogeneity of M , we can extend this h-orthonormal basis to a neighborhood of p, still denoted by {E1, E2, E3},
such that h and K are preserved. Since ∇ˆK = 0, we have
0 = (∇ˆEi K )(E3, E3) = −2γ ∇ˆEi E3 − 2K (∇ˆEi E3, E3) = −4γ ∇ˆEi E3, ∀i,
here in the last equality, we use the fact that ∇ˆEi E3 is h-orthogonal to E3, then by (4.14), we see that K (∇ˆEi E3, E3) =
γ ∇ˆEi E3. This proves that ∇ˆX E3 = 0 for all vector ﬁeld X .
We deﬁne two local distributions T0 and T1 by
T0 : p → T0|p = span
{
E3(p)
}
,
T1 : p → T1|p =
{
u ∈ T pM
∣∣h(u, E3(p))= 0}.
Then ∇ˆX E3 = 0 for any vector ﬁeld X gives that ∇ˆT0 T0 ⊂ T0 and ∇ˆT1 T0 ⊂ T0. Since T0 and T1 are h-orthogonal, this further
implies that ∇ˆX T1 ⊂ T1. Therefore, by de Rham decomposition theorem [11], (M,h) is locally isometric to R× M1 for some
Lorentzian surface M1. Since E3 ∈ T0, by identiﬁcation E3 is tangent to the R-component.
Finally, from (2.1) and (4.14), the sectional curvature of span{E1, E2} satisﬁes
Sec(E1, E2) = h(Rˆ(E1, E2)E2, E1)
h(E1, E1)h(E2, E2) − h(E1, E2)2 =
4
3
λ.
This shows that M1 is locally isometric to the anti-de Sitter plane H21 with constant sectional curvature 4/3λ < 0. 
Now, we are ready to prove the following
Proposition 4.3. Let M be a Lorentzian aﬃne hypersurface in R4 with ∇ˆC = 0. If case I-(iii) of Lemma 3.3 holds at some point p ∈ M,
then M is aﬃne equivalent to an open part of the aﬃne hypersurface described by(
y2 + z2 − w2)3x2 = 1. (4.15)
Proof. By Lemma 4.2 and applying a suitable homothetic transformation and a translation, we may assume that λ = −3
and ξ = 3F . Using the standard parametrization of the hypersphere model of H21 with constant curvature −4, we see
that there exist local coordinates {u1,u2,u3} on M , such that Fu3 = E3, Fu1 and 1cosh(2u1) Fu2 (which is time-like) form
an h-orthonormal basis. Put U1 = cosh θ E1 + sinh θ E2 and U2 = sinh θ E1 + cosh θ E2, then the new h-orthonormal basis
{U1,U2, E3} also satisﬁes (4.14). Hence, without loss of generality, we may assume that Fu1 = E2 and Fu2 = cosh(2u1)E1.
Then a straightforward computation shows that
∇ˆFu1 Fu1 = 0,
∇ˆFu2 Fu1 = ∇ˆFu1 Fu2 = 2 tanh(2u1)Fu2 ,
∇ˆFu2 Fu2 = 2cosh(2u1) sinh(2u1)Fu1 .
Hence, according to (4.14) and DXY = KXY + ∇ˆX Y + h(X, Y )ξ , the immersion F is determined by the following system of
differential equations:
Fu3u3 = −2Fu3 + 3F , (4.16)
Fu1u3 = Fu1 , Fu2u3 = Fu2 , (4.17)
Fu1u1 = Fu3 + 3F , (4.18)
Fu1u2 = 2 tanh(2u1)Fu2 , (4.19)
Fu2u2 = 2cosh(2u1) sinh(2u1)Fu1 − cosh2(2u1)Fu3 − 3cosh2(2u1)F . (4.20)
Solving (4.16), we get
F = e−3u3 P1(u1,u2) + eu3 P2(u1,u2),
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vector.
Next, from (4.18) we ﬁnd that (P2)u1u1 = 4P2. Then we have two vector-valued functions Q 1(u2) and Q 2(u2) so that
P2(u1,u2) = cosh(2u1)Q 1(u2) + sinh(2u1)Q 2(u2).
Then (4.19) shows that Q 2(u2) = A2 is in fact a constant vector.
Finally, from (4.20) we get (Q 1)u2u2 = −4Q 1. Hence
Q 1(u2) = cos(2u2)A3 + sin(2u2)A4
for some constant vectors A3 and A4. In conclusion, we have
F = e−3u3 A1 + eu3 sinh(2u1)A2 + eu3 cosh(2u1) cos(2u2)A3 + eu3 cosh(2u1) sin(2u2)A4.
Because of non-degenerate, M lies linearly full in R4. Hence A1, A2, A3, A4 are linearly independent vectors. After
making an aﬃne transformation we can write
F (u1,u2,u3) =
(
e−3u3 , eu3 cosh(2u1) cos(2u2), eu3 cosh(2u1) sin(2u2), eu3 sinh(2u1)
)
.
Hence, up to an aﬃne transformation, F (M) lies on (y2 + z2 − w2)3x2 = 1. 
Completion of Theorem4.1’s proof. This is a direct consequence of the previous Lemma 3.3, Propositions 4.1, 4.2, Lemma 4.1
and Proposition 4.3. To see that the three examples are not locally aﬃne equivalent, we note that for case I-(i) the Pick
invariant J = 0, whereas for case I-(iii) J = − 59λ > 0. As for the ﬁrst two examples (both in case I-(i)) in Theorem 4.1, the
aﬃne invariant tensor T2 is a criteria for distinguishing them. 
5. Aﬃne hypersurfaces in Case II
In this section, we will prove the following theorem.
Theorem 5.1. Let M be a Lorentzian aﬃne hypersurface in R4 with ∇ˆC = 0. If at a point p ∈ M, Kv v = 0 for all null vector v ∈ T pM,
then M is aﬃne equivalent to an open part of one of the following three hypersurfaces:
(1) (x2 + y2)(z2 + w2) = 1,
(2) (x2 + y2)(z2 − w2) = 1,
(3) (y2 + z2 + w2)3x2 = 1.
According to Lemma 3.5, to prove Theorem 5.1, we are left to deal with the two cases II-(i) and II-(ii) as stated in
Lemma 3.5.
Firstly, we establish the following
Lemma 5.1. For n = 3, case II-(ii) of Lemma 3.5 does not occur.
Proof. If case II-(ii) does occur, then for the h-orthogonal basis {e1, e2, e3} of T pM , Lemma 3.5 and the apolarity condition
imply that the difference tensor can be assumed as follows:⎧⎨⎩
K (e1, e1) = e2, K (e1, e2) = βe1, K (e1, e3) = 0,
K (e2, e2) = d1e1 + βe2 + d2e3, K (e2, e3) = d2e1 − 2βe3,
K (e3, e3) = −2βe1,
(5.1)
where d1 = h(K (e2, e2), e2) and d2 = h(K (e2, e2), e3).
By using of (2.1) and (5.1), we have the computation:
Rˆ(e1, e2)e2 = −(λ + d1)e2, Rˆ(e1, e2)e1 = (λ + d1)e1 + d2e3.
This and the following equations
Rˆ(e1, e2)K (e1, e1) = 2K
(
Rˆ(e1, e2)e1, e1
)
,
Rˆ(e1, e2)K (e1, e2) = K
(
Rˆ(e1, e2)e1, e2
)+ K (e1, Rˆ(e1, e2)e2)
immediately show that d1 = −λ and d2 = 0. Then, by the equation
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(
Rˆ(e1, e3)e1, e3
)+ K (e1, Rˆ(e1, e3)e3),
we obtain λ = β = 0. It follows that Ke2e2 = 0, a contradiction to the assumption of Case II. 
We now deal with case II-(i) of Lemma 3.5. In this case, for the h-orthogonal basis {e1, e2, e3} of T pM , Lemma 3.5 and
the apolarity condition imply that the difference tensor can be assumed as follows:⎧⎨⎩
K (e1, e1) = e1 + αe2, K (e1, e2) = βe1 + e2, K (e1, e3) = −2e3,
K (e2, e2) = γ1e1 + βe2 + γ2e3, K (e2, e3) = γ2e1 − 2βe3,
K (e3, e3) = −2βe1 − 2e2,
(5.2)
where α = 0, γ1 = h(K (e2, e2), e2) and γ2 = h(K (e2, e2), e3).
By (2.1) and (5.2), from the following equations
Rˆ(e1, e2)K (e1, e2) = K
(
Rˆ(e1, e2)e1, e2
)+ K (e1, Rˆ(e1, e2)e2),
Rˆ(e1, e3)K (e1, e3) = K
(
Rˆ(e1, e3)e1, e3
)+ K (e1, Rˆ(e1, e3)e3)
we easily obtain⎧⎪⎪⎪⎨⎪⎪⎪⎩
γ2 = 0,
λ − β + γ1α = 0,
λ + 14β + 2αβ2 = 0,
λα + 18αβ + 30 = 0.
Noting that α = 0 implies that λ = 0, and the above equations have two solutions:
II-(i)1:
⎧⎪⎪⎨⎪⎪⎩
α = 24
λ
, β = −λ
8
,
γ1 = −3λ
2
64
, γ2 = 0;
II-(i)2:
⎧⎪⎪⎨⎪⎪⎩
α = −120
λ
, β = − λ
24
,
γ1 = 5λ
2
242
, γ2 = 0.
Corresponding to these two solutions, we have the following propositions.
Proposition 5.1. Let M be a Lorentzian aﬃne hypersurface in R4 with ∇ˆC = 0. If II-(i)1 holds at some point p ∈ M, then M is an
h-ﬂat proper aﬃne sphere. Moreover, M is aﬃne equivalent to an open part of either the aﬃne hypersurface (1) for λ > 0, or the aﬃne
hypersurface (2) for λ < 0. Here (1) and (2) are as described in Theorem 5.1.
Proof. Corresponding to case II-(i)1, by (2.1) we can easily check that Rˆ(ei, e j)ek = 0. Then, we can extend the h-orthogonal
basis {e1, e2, e3} at p to obtain a local h-orthogonal basis {E1, E2, E3} in a neighborhood of p, such that h and K are
preserved. Then similar method as in Proposition 4.2 shows that ∇ˆEi E j = 0. Hence, (M,h) is ﬂat with Pick invariant J = −λ
and (M,h) is locally isometric to R31. Finally, we can solve a system of differential equations as in Proposition 4.3, depending
on λ > 0 or λ < 0, to get the conclusion (see [12] for details). 
Proposition 5.2. Let M be a Lorentzian aﬃne hypersurface in R4 with ∇ˆC = 0. If II-(i)2 holds at some point p ∈ M, then λ > 0 and
(M,h) is locally isometric to R1 × S2 . Moreover, M is aﬃne equivalent to an open part of the aﬃne hypersurface (3) as described in
Theorem 5.1.
Proof. As we have pointed out, in this case λ = 0. Suppose that λ < 0, then we construct a null vector w = e1 + 24λ e2 +√
− 48
λ
e3. From (5.2) in case II-(i)2, it is easy to check that Kww = 0. This is a contradiction to the assumption for Case II.
Hence, we should have λ > 0. By applying a suitable homothetic transformation and a translation, we may assume that
λ = 24, ξ = −24F . Then, by making the aﬃne transformation
E1 = 1√
2
(e1 − e2), E2 = 1√
2
(e1 + e2), E3 = e3,
we get h(Ei, E j) = εiδi j , −ε1 = ε2 = ε3 = 1. The difference tensor is then given as follows:{
K (E1, E1) = 4
√
2E1, K (E1, E2) = −2
√
2E2, K (E1, E3) = −2
√
2E3,
K (E2, E2) = 2
√
2E1, K (E3, E3) = 2
√
2E1, K (E2, E3) = 0.
(5.3)
By local homogeneity of M , we can extend this h-orthonormal basis to a neighborhood of p, still denoted by {E1, E2, E3},
such that h and K are preserved. Since ∇ˆK = 0, we have
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√
2∇ˆEi E1 − 2K (∇ˆEi E1, E1) = 8
√
2∇ˆEi E1, ∀i,
here, in the last equality, we use the fact K (∇ˆEi E1, E1) = −2
√
2∇ˆEi E1, which is implied by (5.3) and that ∇ˆEi E1 is h-
orthogonal to E1. This proves that ∇ˆX E1 = 0 for all vector ﬁeld X .
From (2.1) and (5.3), we easily see that the sectional curvature of span{E2, E3} satisﬁes Sec(E2, E3) = 32. Using the same
method as in Lemma 4.2, we can show that (M,h) is locally isometric to R1 × S2, where S2 is the 2-sphere of constant
curvature 32, and E1 is tangent to the R1-component.
Now, by using the standard parametrization of 2-sphere with sectional curvature 32, we can choose local coordinates
{u1,u2,u3} on M , such that Fu1 = E1, Fu2 and 1sin(4√2u2) Fu3 form an h-orthonormal basis. We notice that if we put U
′
2 =
cos θ E2 + sin θ E3 and U ′3 = − sin θ E2 + cos θ E3, then the new h-orthonormal basis {E1,U ′2,U ′3} also satisﬁes (5.3). So we
may assume that Fu2 = E2 and Fu3 = sin(4
√
2u2)E3. Then, straightforward computations give the following
∇ˆFu2 Fu2 = 0,
∇ˆFu3 Fu2 = ∇ˆFu2 Fu3 = 4
√
2cot(4
√
2u2)Fu3 ,
∇ˆFu3 Fu3 = −4
√
2cos(4
√
2u2) sin(4
√
2u2)Fu2 .
Hence, according to (5.3) and DXY = KXY + ∇ˆX Y + h(X, Y )ξ , the immersion F is determined by the following system of
differential equations:
Fu1u1 = 4
√
2Fu1 + 24F , Fu1u2 = −2
√
2Fu2 ,
Fu2u2 = 2
√
2Fu1 − 24F , Fu1u3 = −2
√
2Fu3 ,
Fu2u3 = 4
√
2cot(4
√
2u2)Fu3 ,
Fu3u3 = 2
√
2 sin2(4
√
2u2)Fu1 − 4
√
2cos(4
√
2u2) sin(4
√
2u2)Fu2 − 24 sin2(4
√
2u2)F .
Then, by similar method as in the proof of Proposition 4.3, we can solve above system of differential equations to obtain,
up to an aﬃne transformation,
F (u1,u2,u3) =
(
e6
√
2u1 , e−2
√
2u1 cos(4
√
2u2), e
−2√2u1 sin(4
√
2u2) cos(4
√
2u3), e
−2√2u1 sin(4
√
2u2) sin(4
√
2u3)
)
.
Hence, up to an aﬃne transformation, F (M) lies on (y2 + z2 + w2)3x2 = 1. 
Completion of Theorem 5.1’s proof. This is a direct consequence of the previous Lemmas 3.5, 5.1, Propositions 5.1 and 5.2.
To see that the three examples are not locally aﬃne equivalent, we note that for case II-(i)1 the Pick invariant J = −λ,
whereas for case II-(i)2 there holds J = − 59λ < 0. As for the ﬁrst two examples (both in case II-(i)1) in Theorem 5.1, sign of
the aﬃne invariant tr(S) = 3λ is a criteria for distinguishing them. 
Proof of Main Theorem. This is a combination of previous Theorems 4.1 and 5.1. 
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