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1. BOOK REVIEWS appropriate references and comments are given not only 
concerning these generalizations, but also concerning the 
Operator Theory in Function Spaces 
Kehe Zhu 
(Vol. 139 iu Pure and Applied Mathematics, A series of 
historical development and current literature related to the 
material just discussed. For the researcher, they form a 
valuable guide to the literature. 
monographs and textbooks) 
Marcel Dekker, inc., New York - Basel, 1990. ix+258 
pages. 
A. B&heel 
The operator theory of this book is built up to culminate in Numerical Continuation Methods 
the study of three types of operators: Toeplitz operators, An Introduction 
Hankel operators and composition operators. The function E.L. ABgower, R. Georg 
spaces in which they operate are Bergman spaces as well R.L. Graham, J. Stoer, R. Varga (Eds.) 
as Hardy spaces. Springer-Verlag, 1990, Springer Series in Computational 
The study of Toeplitz and Hankel operators in Hardy 
spaces is not new, but reseamh in the field is still active. 
Several books discussing them appeared only recently. 
Hem, in this book, the chapter discussing these operators 
collects recent results concerning their boundedness and 
compactness and Schatten class Hankel operators. These 
types of size estimates for the operators is also the main 
emphasis in the rest of the book. 
Mathematics. Volume 13. A&ox. 400 pages, 37 figures. 
Hardcover, DM 128,-. ISBN 3-540-12760-7 
Over the past ten years new techniques have been 
developed for the numeticai solution of nonlinear systems 
of equations. This book deals with two techniques for tmc- 
ing the solution curves by numerical homotopy continua- 
tion: predictor-corrector (PC) and piecewise-linear (PL) 
methods PC methods consist of a predictor step, where 
we use solutions of already solved systems in order to 
predict the solutions of the system we want to solve, and a 
corrector step, where we refine the predictions applying an 
iterative method, such as Newton’s method PL methods 
require no smoothness of the underlying equations and 
hence have, at least in theory a more general range of 
applicability. The curves are approximated by means of 
simplices. By pivoting steps we move from one simplex 
to an adjacent one. So PL methods are more combinatorial 
in nature. 
The study of Toeplitz and Hankel operators on Bergman 
spaces is only a few years old. In fact, the preparatory 
chapters on Bergman spaces and Bloch and Besov spaces 
are the tirst account on these spaces that appeared in book 
form. This is also the first book to deal with composition 
operators both on Hardy spaces and on Bergman spaces. 
Other interesting sections discuss the Berezin transform, 
Carieson measures and bounded mean and vanishing mean 
oscillation of functions both in Hardy spaces and in the 
Bergman metric. 
The book is carefully written to be useful as a reference 
wotk and as a textbook for a graduate course in complex 
analysis and operator theory. The reader should know 
basic complex analysis, functional analysis, measure 
theory and operator theory. The 6rst three chapters intro- 
duce him to bounded, compact and Schatten class opera- 
tors in Hilbett space, interpolation theory for Banach 
spaces and integral operators. 
Except for classical results, most of the proofs ate fully 
included. Each chapter concludes with a set of exercises 
that should be workable for the student. For the mote 
difficult ones, appropriate references are given. 
After an introduction on embedding algorithms. the basic 
principles of continuation methods are explained in the 
second chapter. Chapters 3-10 treat the predictor-corrector 
methods. In chapter 3 Newton’s method is explained, 
while in chapter 7 updating methods am presented in order 
to avoid the costly calculation of the Jacobian at each 
itetation. Chapter 4 is dedicated to algorithms for solving 
systems of linear equations, using QR and LU decomposi- 
tions. Scaling and error analysis is also included. Pmdic- 
tom are presented in chapters 5 and 6, &st assuming that 
the steplength remains fixed during continuation, then 
developing steplength adaptations for the predictor. The 
steplength strategy presented is motivated by similar stra- 
tegies used in the-nnmerical solution of initial value prob- 
lems. Chapters 8 and 9 are &voted to algorithms for 
detecting and calculating bifurcation points along a curve. 
Large scale PC methods are treated in chapter 10. where 
In the whole book, the theory is developed on the unit disc 
of the complex plane. This is mainly for readability, 
because most of the results could be generalized to several 
variables. In a “Notes” section at the end of each chapter 
