Abstract. A set A of non-negative integers is called a Sidon set if all the sums a1+a2, with a1 ≤ a2 and a1, a2 ∈ A, are distinct. A well-known problem on Sidon sets is the determination of the maximum possible size F (n) of a Sidon subset of [n] = {0, 1, . . . , n − 1}. Results of Chowla, Erdős, Singer and Turán from the 1940s give that F (n) = (1 + o(1)) √ n. We study Sidon subsets of sparse random sets of integers, replacing the 'dense environment' [n] by a sparse, random subset R of [n], and ask how large a subset S ⊂ R can be, if we require that S should be a Sidon set.
Introduction

4
Recent years have witnessed vigorous research in the classical area of additive combinatorics. An 5 attractive feature of these developments is that applications in theoretical computer science have 6 motivated some of the striking research in the area (see, e.g., [32] ). For a modern treatment of the 7 subject, the reader is referred to [31] .
8
Among the best known concepts in additive number theory is the notion of a Sidon set. A set A 9 of non-negative integers is called a Sidon set if all the sums a 1 + a 2 , with a 1 ≤ a 2 and a 1 , a 2 ∈ A, 10 are distinct. A well-known problem on Sidon sets is the determination of the maximum possible observed that a result of Singer [29] implies that F (n) ≥ √ n − O(n 5/16 ). Consequently, it is known 14 that F (n) = (1 + o(1)) √ n. For a wealth of related material, the reader is referred to the classical Over two decades ago, Cameron and Erdős [7] proposed the problem of estimating |Z n |. Observe (1)) √ n .
Cameron and Erdős [7] improved the lower bound in (1) by showing that lim sup n |Z n |2 −F (n) = ∞
27
and asked whether the upper bound could also be strengthened. Our result is as follows.
28
Theorem 1.1. There is a constant c for which |Z n | ≤ 2 cF (n) .
29
Our proof method gives that the constant c in Theorem 1.1 may be taken to be arbitrarily close 30 to log 2 (32e) = 6.442 · · · (for large enough n). We do not make any attempts to optimize this 31 constant as it seems that our approach cannot yield a sharp estimate for log 2 |Z n |.
It remains an
32
interesting open question whether log 2 |Z n | = (1 + o(1))F (n). 
60
The fact that the point (1/3, 1/3) could be an interesting point in the graph is suggested by the 61 results of Schacht [28] and Conlon and Gowers [9] . It is somewhat surprising that, besides the 62 point a = 1/3, there is a second value at which b = b(a) is 'critical', namely, a = 2/3. Finally,
63
we find it rather interesting that b = b(a) should be constant between those two critical points.
64
We state our results in full in Section 2. Let Z n (t) be the family of Sidon sets of cardinality t contained in [n].
70
Theorem 2.1. Let 0 < σ < 1 be a real number. For any large enough n and t ≥ 2s 0 , where 
74
Theorem 2.2. Let n and t be integers with
Let us now turn to our probabilistic results. where p = m/n (see Section 2.2 for details).
81
We state our results on F ([n] p ) split into theorems covering different ranges of p = p(n). Our first 82 result corresponds to the range 0 ≤ a ≤ 1/3 in Theorem 1.2.
83
Theorem 2.3. For n −1 p = p(n) n −2/3 , we almost surely have
For n −1 p ≤ 2n −2/3 , we almost surely have
Remark 2.4. One may in fact prove the following result: if p = γn −2/3 for some constant γ, then
Our next result covers the range 1/3 ≤ a < 2/3 in Theorem 1.2.
87
Theorem 2.5. For any δ > 0, there is a positive constant c 2 = c 2 (δ) such that if 2n −2/3 ≤ p = 88 p(n) ≤ n −1/3−δ , then we almost surely have
We now turn to the point a = 2/3 in Theorem 1.2.
91
Theorem 2.6. For any 0 ≤ δ < 1/3, there is a positive constant c 3 = c 3 (δ) such that if 1 ≤ α = 92 α(n) ≤ n δ and p = p(n) = α −1 n −1/3 (log n) 2/3 , then we almost surely have
log n log(α + log n) ,
where c 4 is an absolute constant.
94
We remark that Theorems 2.5 and 2.6 consider ranges that overlap (functions p = p(n) of the 95 form n −1/3−δ for some 0 < δ < 1/3 are covered by both theorems). Finally, we consider the 96 range 2/3 ≤ a ≤ 1 in Theorem 1.2.
97
Theorem 2.7. There exist positive absolute constants c 5 and c 6 for which the following holds.
98
If
, then we almost surely have 
109
Lemma 2.9. Let 1 ≤ m = m(n) < n and p = p(n) be such that p = m/n. Let P be an event in 110 the probability space of the random sets
Proof. Let Q be the complement of P . We shall show that, for any constant C > 0, there exists 112 a constant C > 0, where C → ∞ as C → ∞, such that the following holds. 
Since, by hypothesis, P [n] p is in Q = O(n −C ) holds for any constant C > 0, inequality (12) implies that
which completes the proof of Lemma 2.9.
118
Every result in Theorems 2.5-2.7 will be proved with 'w.o.p.' rather than with 'almost surely'. 
, where c 1 is a positive absolute constant. 
131
For simplicity, we omit 'floor' and 'ceiling' symbols in our formulae, when they are not essential.
132
For the sake of clarity of the presentation, we often write a/bc instead of the less ambiguous a/(bc). gives an upper bound for the number of independent sets in graphs that are 'locally dense'.
138
Lemma 3.1. Let G be a graph on N vertices, let q be an integer and let 0 ≤ β ≤ 1 and R be real 139 numbers with
140
R ≥ e −βq N.
Suppose the number of edges e(U ) induced in G by any set U ⊂ V (G) with |U | ≥ R satisfies
N q R r .
Proof. Fix an integer r ≥ 0. We describe a deterministic algorithm that associates to every inde- independent sets in G with q + r elements is at most as given in (15) preference to vertices that come earlier in some arbitrary predefined ordering of V (G).
153
We start the algorithm with A = V (G) and S = X = ∅. Crucially, at all times we maintain S ⊂
154
I ⊂ S ∪ A. The algorithm works as follows. While |S| < q, we repeat the following. Let a = |A| (note that i < i 1 < · · · < i q−|S| ≤ a and we now have |S| = q).
162
The procedure above defines an increasing sequence of sets S. Once we obtain a set S with |S| = q,
163
we let S 0 = S, output (S 0 , A) and stop the algorithm. Inspection shows that A depends only on S 0 164 and not on I, i.e., if (S 0 , A) and (S 0 , A ) are both outputs by the algorithm (for some inputs I 165 and I ), then A = A . We now use our assumption on G to show that |A| ≤ R.
166
We consider two cases: The first case is the case in which the body of the while loop of the algorithm 167 is executed with |U | < R at an iteration. The second case is the case in which we have |U | ≥ R 168 during the q iterations of the while loop. Observe that one of two cases must occur.
169
First, we consider the first case. At the iteration with |U | < R, the set A lost the first i vertices
170
(and possibly others) and hence at the end of this iteration we have |A| ≤ a − i = |U | − 1 < R.
171
Moreover, |S| becomes of cardinality q and the algorithm stops.
172
Next, we consider the second case in which we have |U | ≥ R during the q iterations of the while loop. (14), we see that
Therefore, at the end of this iteration, A has cardinality
In the second case, the cardinality of A decreases by a factor of 1 − β in the q iterations of the 179 while loop and, at the end, A has at most N (1 − β) q ≤ N e −βq ≤ R elements. 3.2. Proof of Theorem 2.1. We derive Theorem 2.1 from the following lemma.
181
Lemma 3.2. Let n, s and q be integers and let 0 < σ < 1 be a real number such that
Then, for any integer r ≥ 0, we have
To obtain the bound for |Z n (t)| in Theorem 2.1, we apply Lemma 3.2 iteratively.
184
Proof of Theorem 2.1. Fix integers n and t, with t ≥ 2s 0 , where s 0 is as given in the statement
define three sequences (s k ) 0≤k≤K , (q k ) 0≤k≤K and (r k ) 0≤k≤K as follows. We let q 0 = s 0 and r 0 = 188
We apply Lemma 3.2 with parameters s k , q k and r k for k = 0, . . . , K, to obtain from (17) that
for all k. It suffices to check (16) to justify these applications of Lemma 3.2. Since (16) holds for n, s k and q k .
193
Using that
, we obtain
Note that
and that
We now proceed to estimate the last factor of the right-hand side of (19). First note that, by the 198 choice of K, we have (r 0 + s 0 + q 0 )/2 = t2 −K−1 < 2s 0 , and hence r 0 < 2s 0 . Therefore, we have
for all large n. We now note that
To justify the inequality in (23) above, we check that
Recalling that r K−k+1 +q K−k+1 = s K−k+1 = t2 −k , we see that (24) is equivalent to t2 −k ≤ 2n/3σ.
202
However,
for all large enough n. We continue (23) by noticing that
Inequality (5) now follows from (19), (20) , (21), (22) and (26).
205
It now remains to prove Lemma 3.2. 
and R = 2n/σs.
212
We wish to apply Lemma 3.1 to G with β and R as just defined, to obtain an upper bound for the 213 number of independent sets of cardinality q + r. Note that (13) follows from (16). Now let U ⊂ V
214
with |U | ≥ R be given. We check (14) as follows. and only if {a 1 , a 2 } is an edge of G.
219
Now note that J contains no 4-cycle: if a 1 , a 2 ∈ U with a 1 = a 2 are both adjacent to both w and 220 w ∈ [2n] with w = w , then a 1 +b 1 = w = a 2 +b 2 for some b 1 and b 2 ∈ S 0 and a 1 +b 1 = w = a 2 +b 2 221 for some b 1 and b 2 ∈ S 0 . But then
and b 2 ∈ S 0 and S 0 is a Sidon set, we have
The remarks above give that e(U ) = w∈[2n]
, where d J (w) denotes the degree of w in J.
225
Note that 
as required in (14) . Recall that a Sidon set S ⊂ [n] containing S 0 is such that S \ S 0 is an 229 independent set in G. Therefore, our required bound for the number of such S with |S| = s + q + r 230 follows from the upper bound (15) for the number of independent sets of cardinality q + r in G.
231
We conclude this section by deriving Theorem 1.1 from Theorem 2.1.
232
Proof of Theorem 1.1. Let σ = 32/33 in Theorem 2.1.
(66n log n) 1/3 . For large enough n, we have
and that since f (t) = (33en/t 2 ) t is increasing on the interval 0, 33n/e ,
Combining (27) together with (28) and (29) implies that |Z n | ≤ 2 cF (n) for a suitable constant c. ω ≥ 4, 0 < σ < 1 and
Lemma 3.2 be t − 2s and obtain that
The right-hand side of (32) 
whence the third condition in (30) holds. We thus conclude that (31) holds. Let us now estimate 251 the right-hand side of (31).
252
Note that tσ = 4sσ = 8λ, and therefore (tσ) 1−2/ω = (8λ) 1/2 and
Inequality (7) follows from (31) and (33), and Theorem 2.2 is proved. To this end, we apply Lemma 3.3. We first define several auxiliary constants used to set t, ω and σ 260 in Lemma 3.3. Choose η > 0 small enough so that
Finally
Now set t = c n log n 2 p 3 1/3 , s = t/ω, σ = 2(n 2 p 3 ) 1/3+η /s and ξ = 24ω/c2 (1+3η)(1−2/ω) . Note that
and ξ < 1.
We first check that condition (30) holds for large enough n. We have ω ≥ 4 by the choice of ω.
265
Moreover, we have σ → 0 as n → ∞ because of (34)
which completes the verification of (30). Hence Lemma 3.3 implies that
Making use of the first equation of (37) and the fact that tσ = ωsσ = 2ω(n 2 p 3 ) 1/3+η , we see that
269
the upper bound in (38) is at most
which, by (35) and the assumption p ≥ 2n −2/3 , is at most
To complete the proof, it suffices to recall (37). 4.2. Proof of the upper bound in Theorem 2.6. Suppose 1 ≤ α = α(n) ≤ n 1/3 , and let
log n log(α + log n)
for some absolute constant c 4 . To this end, we use Theorem 2.1. Let σ = 3/4, s 0 = 2(n log n) 1/3 275 and t = ωs 0 , where
probability that [n] p contains a Sidon set with at least t elements can be bounded as follows:
where the last inequality follows from p = α −1 n −1/3 (log n) 2/3 and s 0 = 2(n log n) 1/3 .
279
For the proof of (41), it suffices to show that the base of the exponential in the right-hand side 280 of (43) is bounded away from 1, that is, whether
for some absolute constant ε > 0. Since ω ≥ 11e for sufficiently large n, then we have
We claim that 283 2 log(αω) ≥ log(α + log n).
Observe that since ω ≥ 2, then (46) is trivially satisfied if α ≥ log n. On the other hand, if 284 α ≤ log n, then ω ≥ (log n)/ log log n and hence 285 2 log(αω) ≥ 2 log ω ≥ 2 log log n − 2 log log log n ≥ log(2 log n) ≥ log(α + log n). in the proof of the upper bound in Theorem 2.6, see (43), using Theorem 2.1, we estimate
It follows from (42), (45) and (46) that
We split into two cases, depending on the order of magnitude of β.
291
(Case I) If β(n) ≤ (log n) 2 , then we let α = β −1 (log n) 2 and ω = (11e log n)/ log(eα) so that
11e(log(eα)) −1 log n .
Since the function f (x) = 
where c 6 is an absolute constant.
297
(Case II) If β(n) ≥ (log n) 2 , then we let ω = 11e √ β so that t = ωs 0 = 22e √ np. By (47), we have
which proves that w.o.p. we have
where c 6 is an absolute constant. In Lemma 5.4 below, we give an estimate for X that will be used in the proof of Theorem 2.3 and 311 in the proofs of the lower bounds in Theorems 2.5-2.7.
312
To estimate X, we have to deal with the issue of 'repeated entries' in a hyperedge {a 1 , a 2 , b 1 , b 2 } ∈ S.
313
Indeed, if {a 1 , a 2 , a 3 , a 4 } ∈ S, with a 1 ≤ a 2 ≤ a 3 ≤ a 4 , we may have a 2 = a 3 , but no other equality 314 can occur. Hence the hypergraph S has hyperedges of size 4 and 3. Based on this, we make the 315 following definition.
316
Definition 5.2. For i = 3 and 4, let S i be the subhypergraph of S with all the hyperedges of size i.
317
Furthermore, let
and hence
In order to estimate X, we estimate X 4 and X 3 separately.
321
Lemma 5.3. Fix δ > 0. The following assertions hold w.o.p.
322
(i) If p ≥ n −3/4+δ , then X 4 = n 3 p 4 (1/12 + o(1)).
323
(ii) If p n −1 , then X 3 = O(max{n 2 p 3 , n 3δ }).
324
We remark that the constant implicit in the big-O notation in (ii) above is an absolute constant. Alon and Spencer [3] ).
343
We start by introducing basic definitions and notation (we follow [3] ). Let k be the maximum 
for every λ > 1,
Proof of Lemma 5.3. We prove (i) and (ii) of Lemma 5.3 separately.
353
Proof of Lemma 5.3(i). We need to show that, for p ≥ n −3/4+δ , where δ > 0 is fixed, we have
354
X 4 = n 3 p 4 (1/12 + o(1)) w.o.p. We first estimate the expectation µ(X 4 ) of X 4 .
355
Suppose {i, j, k, l} ∈ S 4 with 0 ≤ i < j < k < l ≤ n − 1. Note that i + l = j + k. Let us fix
357
Hence we have i < j < (n + i)/2. For fixed i and j, if k > n
which contradicts l ≤ n − 1. Therefore we have j < k ≤ n + i − j − 1. Once i, j and k are chosen,
359
the value of l is determined by the condition i + l = j + k. Consequently,
Next we apply Theorem 5.5 to prove that X 4 is concentrated around its expectation µ(X 4 ). To this 362 end, we compute the quantities E i (1 ≤ i ≤ 4) and E and E defined in (52). We first estimate E 1 .
363
For a ∈ [n], consider the quantity E {a} . The number of hyperedges in S 4 containing a is O(n 2 ) 364 and the probability that one such hyperedge is in [n] p , conditioned on a ∈ [n] p , is p 3 . We conclude 365 that, for any a ∈ [n], we have E {a} = O(n 2 p 3 ). Consequently, E 1 = max{E A : |A| = 1} = O(n 2 p 3 ).
366
A similar argument gives that E i = max{E A : |A| = i} = O(n 3−i p 4−i ) for all 1 ≤ i < 4. Therefore,
367
since np 1, we have E i = O(n 2 p 3 ) for all 1 ≤ i < 4. Also, clearly, E 4 = max{E A : |A| = 4} = 1.
368
and
In view of (54) and (55), a simple computation implies the following:
We now estimate X 4 for each case separately.
374
(Case I ) Suppose n −3/4+δ ≤ p ≤ n −2/3 . In this case, (56) implies that
Set λ = (n 3 p 4 ) 1/12 . By the assumption p ≥ n −3/4+δ , we have
Also n 3 p 4 ≥ n 4δ 1, and hence combining (58) and λ = (n 3 p 4 ) 1/12 implies that
Theorem 5.5 together with (59) then yields that
where a 4 = 8 4 (4!) 1/2 . Given (60), we have that w.o.p.
(Case II ) Suppose p ≥ n −2/3 . In this case, (57) yields that
Set λ = (np) 1/12 . By the assumption p ≥ n −2/3 ,
Since np 1, combining (62) and λ = (np) 1/12 implies that
Theorem 5.5 together with (63) then yields that
where a 4 = 8 4 (4!) 1/2 . Given (64), we have that w.o.p.
In view of (53), it follows from (61) and (65) that, for p ≥ n −3/4+δ , we have X 4 = n 3 p 4 (1/12 + o(1)) 385 w.o.p. This completes the proof of (i) of Lemma 5.3.
386
Proof of Lemma 5.3(ii). Fix δ > 0. We show that, w.o.p., X 3 = O(max{n 2 p 3 , n 3δ }) for p n −1 .
387
First we estimate the expectation µ(X 3 ) of X 3 . Since |S 3 | = O(n 2 ), we have
Next, we prove a concentration result for X 3 applying Theorem 5.5. To this end, we estimate 
Based on (67), we consider the cases p ≥ n −2/3+δ and n −1 p ≤ n −2/3+δ separately.
393
We first suppose p ≥ n −2/3+δ . From (67), we have E = O(max{np 2 , 1}) and E = O(n 2 p 3 ). A proof 394 similar to the proofs of (61) and (65) shows that, for p ≥ n −2/3+δ , w.o.p., X 3 = µ(X 3 ) + o(n 2 p 3 ).
395
This together with (66) implies that for p ≥ n −2/3+δ , w.o.p.,
We now suppose n −1 p ≤ n −2/3+δ . In this case, (67) yields that E = O(1) and E = O(n 3δ ) and 397 hence, setting λ = n δ/2 , we have
Theorem 5.5 with λ = n δ/2 yields
where a 3 = 8 3 (3!) 1/2 . Inequality (70) together with (69) implies that, for n −1
Combining (68) it is a Sidon set contained in [n] p . Consequently, Markov's inequality gives that we almost surely have X = o(np), and our result follows. 6.2. Theorem 2.3 for larger p = p(n). We now consider the wider range n −1 p ≤ 2n −2/3 .
416
Proof of (9) in Theorem 2.3. We have already shown that, if n −1
(1 + o(1))np holds almost surely. Therefore, it suffices to show that (9) holds if, e.g., n −2/3 / log n ≤ 418 p ≤ 2n −2/3 . We proceed as in the proof of (8), given in Section 6.1 above. We have already observed 
as required. Let us first state a simple monotonicity result (see, e.g., [17, Lemma 1.10]) that will be used a few 426 times in this section.
427
Fact 7.1. Let p = p(n) and q = q(n) be such that 0 ≤ p < q ≤ 1, and let a = a(n) > 0 and at most t r−1 for some t. Then H has an independent set of size at least
where c = c(r) is a positive constant that depends only on r.
442
We now briefly discuss how to obtain a lower bound on 
Since the Chernoff bound gives that, for p 1/n, we almost surely have to have this result with 'w.o.p.', it suffices to assume p (log n)/n. There is an alternative, simple 462 proof of the following fact:
Fact 7.1 then implies that, for p (log n) 2 /n, we have, w.o.p.,
465
Proof of (*). Let (log n) 2 /n p ≤ 1/3. We shall show that (74) holds w.o.p. We define a partition 
We "identify" [y] and I even by the bijection i → I 2i . Let {a i : i ∈ S} be a set of integers with a i ∈ I 2i 478 for all i ∈ S. We claim that {a i : i ∈ S} is a Sidon set. Suppose a i 1 + a i 2 = a j 1 + a j 2 , where i 1 , i 2 , 479 j 1 and j 2 ∈ S. Observe that
which, together with the assumption that a i 1 +a i 2 = a j 1 +a j 2 , implies that i 1 +i 2 = j 1 +j 2 . Since S
481
is a Sidon set, we have {i 1 , i 2 } = {j 1 , j 2 }, whence {a i 1 , a i 2 } = {a j 1 , a j 2 }. This shows that {a i : i ∈ S} 482 is indeed a Sidon set. occupied with probability
where the third inequality follows from the assumption p ≤ 1/3. Thus, under the assumption 488 (log n) 2 /n p ≤ 1/3, the Chernoff bound, (75) and (77) give that, w.o.p., 
for, say, d = c/2. This completes the proof of Lemma 7.5.
514
In order to finish the proof of Lemma 7.5, it remains to prove Facts 7.6 and 7.7.
515
Proof of Fact 7.6. Lemma 5.3(ii) tells us that, w.o.p., X 3 = O(max{n 2 p 3 , n δ }). From the assump-516 tion n −1+δ p n −1/2 , we have both n 2 p 3 np and n δ np, whence, w.o.p., X 3 = o(np).
517
Proof of Fact 7.7. We give a sketch of the proof. Let P be the family of the pairs {E 1 , E 2 } of 
An argument similar to one in the proof of Lemma 5.3(ii), based on the Kim-Vu polynomial 520 concentration result, tells us that |P| = O(max{E |P| , n δ }) = O max{n 4 p 6 , n δ } holds w.o.p.
521
From the assumption n −1+δ p n −2/3+1/15 = n −3/5 , we have both n 4 p 6 np and n δ np,
522
and hence |P| = o(np) holds w.o.p. Given (80), we have, w.o.p., S 4 = o(np).
523
In order to establish Lemma 7.3, we need to expand the range of p in Lemma 7.5 from 2n −2/3 ≤ 524 p n −2/3+1/15 = n −3/5 to p ≥ 2n −2/3 . 
