We study Bernoulli bond percolation on the Cartesian product graph of a regular tree and a line. We give an upper bound for the critical probability, which improves previous upper bound. We use a method which is similar to Golton-Watson process. Our result leads that there exists a non-empty phase in which there are infinitely many infinite clusters when a degree of a tree is 4.
Introduction
Let G = (V, E, o) be a rooted, connected, locally finite, and infinite graph, where V is the set of vertices, E is the set of edges, and o is a special vertex called a root. In Bernoulli bond percolation, each edge will be open with probability p, and closed with probability 1 − p independently, where p ∈ [0, 1] is a fixed parameter. Let Ω = 2 E be the set of samples, where ω ⊂ E is the set of all open edges. Each ω ∈ Ω is regarded as a subgraph of G consisting of all open edges. The connected components of ω are referred to as clusters. Let p c = p c (G) be the critical probability for Bernoulli bond percolation on G, that is, p c = inf {p ∈ [0, 1] | there exists an infinite cluster almost surely} , and let p u = p u (G) be the uniqueness threshold for Bernoulli bond percolation on G, that is, p u = inf {p ∈ [0, 1] | there exists an unique infinite cluster almost surely} .
One of the most popular graphs in the theory of percolation is the Euclidean lattice Z d . In 1980 Kesten [5] proved that p c = 1/2 in the case of two dimensions. But in the case of three dimensions or more, as a numerical value, the critical probability is not quite clear. Regarding the uniqueness threshold of the Euclidean lattice, in 1987 Aizenman, Kesten, and Newman [1] proved that there exists at most one infinite cluster almost surely for all d ≥ 1, that is, they showed that p c = p u for all d ≥ 1. The Cartesian product graph of a d-regular tree and a line T d Z was presented as a first example of a graph with p c < p u < 1 by Grimmett and Newman [3] in 1990. They showed that p c < p u holds when d is sufficiently large. After this article had appeared, percolation on T d Z has been a popular topic. However, the critical probability of T d Z is, as a value, also not quite clear. In recent years, Lyons and Peres [6] gave the following upper bound of p c and lower bound of p u .
From this result, p c < p u holds for all d ≥ 5. The main result of this paper is to give a new upper bound which improves the inequality (1.1).
In the case of d = 4, we further improve this upper bound.
Theorem B. Let d = 4. Then we have
Then using the inequality (1.2) and (1.3), we have p c < 0.225 < 0.232 < p u when d = 4.
Remark 1.2.
A preprint of this paper first appeared in June 2017. At that time, it was not known whether p c < p u holds when d = 3. In November 2017, Hutchcroft [4] showed that p c < p u holds for all d ≥ 3. The method of Hutchcroft is different from ours.
Probability generating function
The critical probability of T d is found by only consider Galton-Watson process. In this process, we can know whether the tree is infinite or not by only consider the first step. Lyons and Peres used the natural projection from T d Z to T d , and focus on the first step. They gave an upper bound by using the method like Galton-Watson process. We also use the projection and essentially the same method. But our strategy is to consider each step not just the first step to get a better estimate. In general, if H is a subgraph of G containing o, then we have p c (G) ≤ p c (H). There exists a (d − 1)-ary tree as a subgraph of a d-regular tree, where (d − 1)-ary tree is a tree such that deg v = d except the root and deg o = d − 1. Then we can find an upper bound of p c (T d Z) by estimating the critical probability of the Cartesian product graph of a (d − 1)-ary tree and a line. Therefore, we may assume that T d is a (d − 1)-ary tree in the following. We denote the probability measure associated with this process by P p or P G p and the expectation operator by E p or E G p . The definition of p c can be rewritten using P p . Let C be a cluster containig o and |C| be a order of the vertex set of C. Then we can rewrite
In Bernoulli percolation on T d , we can show that p c = 1/(d − 1) by Galton-Watson process. In Galton-Watson process, let X n be the number of vertices such that it has distance n from the root. It is well known that following equation holds.
Therefore if E[X 1 ] > 1, then the probability that the tree is infinite, is positive. Let B n be a subgraph of T d defined by an n-ball centered at the root. Because we can decompose T d into several pieces each of which is isomorphic to B n , the equation (2.1) holds. The graph T d Z has a similar structure. To explain it, let H n be a subgraph of T d Z defined by
In percolation on H n , we define a random variable X n (ω) by the following formula.
where the notation A ↔ B means that there exists an open path between A and B. Similar to Galton-Watson process, we have the following lemma.
Proof. Let s ∈ [0, 1] be a parameter. The probability generating function is defined by
In Galton-Watson process, the equation
is the m times composite function of f n . Similarly, we will show the following inequality.
We compute f nm (s) by rewriting probabilities involving X nm in terms of X n(m−1) as follows.
, and there exists an open path from o to π −1 (v i ) on H n(m−1) . Therefore, for each i, there exists at least one vertex on π −1 (v i ) which is connected with the root by an open path. We regard these vertices as new roots. That is, we consider percolation on H n(m−1) first, then we consider percolation on H nm \ H n(m−1) next. Since H nm \ H n(m−1) is a union of (d − 1) n(m−1) pieces each of which is isomorphic to H n , we can estimate a lower bound of P p (X nm ≥ k|X n(m−1) = l).
Therefore, we have Let v n be a vertex in
Using this equation and Lemma 2.1, if lim sup
, then we have 
Hence, we have the following lemma.
Lower bound of α(p)
We have defined a function α(p) in (2.5) which is useful to give, as in Lemma 2.2, an upper bound for p c (T d Z). However, it is still difficult to handle. Thus, we shall prepare another lower bound which depends on both p and n. Let L ∞ = Z ≥0 be a ray. Let H be a subgraph of L ∞ Z defined by
L ∞ Z is decomposed into infinitely many pieces each of which is isomorphic to H. We denote this decomposition as
We will make a lower bound of α(p). We define the sequence of numbers {α p (n)} by
where l 0 = 1.
Lemma 3.1. For all n ≥ 1, we have
Proof. When n = 1, P H1 p (o ↔ π −1 (1)) can be computed exactly as follows. First, we consider percolation on π −1 (0), which is isomorphic to Z. Let m be a nonnegative integers. Then we have
Second, we consider percolation on the remaining edges, that means on
We are now thinking on the case where the event |C| = m + 1 occurs. Thus, we only consider percolation on
If at least one of the m + 1 edges is open, then (o ↔ π −1 (1)) occurs. So, we have
Next, we would like to show general case. If (o ↔ π −1 (1)) occurs, then there exists a non-empty subset
We would like to know the probability P H2 p (A 1 ↔ π −1 (2)) with |A 1 | = l 1 . It depends on a configuration of A 1 , but we can obtain a lower bound which does not depend on a configuration of A 1 . Since π −1 (1) and Z are isomorphic, we replace π −1 (1) with Z. The case where l 1 = 1 is explain as above. So, we assume l 1 ≥ 2. Let
, and all edges of [v 1 , v l1 ] are assumed to be closed. We divide computation into several cases according to the size of the cluster containing A 1 . In other words, the cluster containing A 1 is
is the intersection of the cluster containing v i and
Second, we consider percolation on the remining edges. We are now thinking about the case where the event (|C ′ | = m 2 +l 1 ) occurs. Thus, we only consider percolation on {{(0, k), (1, k)} | (0, k) ∈ C ′ }. If at least one of the m 2 + l 1 edges is open, then (A 1 ↔ π −1 (2)) occurs. So, we have
Therefore, using (3.2) and (3.3), we have
where l 0 = 1. If (A 1 ↔ π −1 (2)) occurs, then there exists a non-empty subset A 2 ⊂ π −1 (2) such that A 1 ↔ v on H 2 for all v ∈ A 2 . Repeating this process, If there exists non-empty subset
It complets the proof.
By Lemma 3.1, we have
Generating function and radius of convergence
Since it is not quite easy to handle α p (n), we introduce another sequence of numbers which is easier to handle than α p (n). The sequence of numbers β p (n) is defined by
where l 0 = 1. Since α p (n) ≥ β p (n) for all n, we have lim sup
1/n equals the inverse of the radius of convergence of the generating function
we have that F p (z) is finite for all |z| < 1. When p < p c (Z 2 ) = 1/2, we know that lim sup n→∞ α p (n) = 0 holds. In the case of z = 1, since
we have that
Thus, we would like to consider whether F p (z) converges or not in |z| ≥ 1, z = 1. We set
It is easy to show that the radius of convergence of H p (z) equals 1. But we would like to considermi+li−1 li , then we can express β p (n) in terms of B p (i) as
We set S p (t) = If i = 1, t = 0, then we have
In the case where n ≥ 2, we see B p (n − 1)S p (1)
