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Summary 
Mean-free paths (MFPs) of phonons are crucial for understanding heat 
transport at nanoscale. However, very little about the MFPs of phonons were 
known for a long time due to the great challenges in their theoretical 
predictions and experimental measurements. In recent year, the advancement 
of first-principles calculations enabled the prediction of phonon MFPs in some 
simple-structured semiconductors without any fitting parameters. Great 
progress has also been made in the experimental techniques to probe phonon 
MFP distributions directly. However, the knowledge of phonon MFPs remains 
inconclusive even for bulk silicon, as there are discrepancies between different 
first-principles calculations, and those novel techniques for direct probing of 
phonon MFPs rely on empirical interpretations.  
In this thesis, I present our experimental studies on phonon MFPs for heat 
conduction in silicon and other dielectric materials. The primary tool used is 
time-domain thermoreflectance (TDTR). We developed a dual-frequency 
TDTR approach to accurately measure cross-plane thermal conductivity of 
silicon films over a wide range of film thicknesses and temperatures. Our 
measurements suggest phonons with MFP >0.8 µm contribute ~35% to heat 
conduction in Si at room temperature, which is between the first-principles 
predictions by Broido and by Garg. We employed a relaxation-time 
approximation (RTA) model to understand the physics. From the model 
calculations we suggest that one possible reason for the discrepancy between 
our measurements and the first-principles calculations could be the omission 
of macroscopic damping of low-energy phonons in the first-principles 
calculations.  
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We also developed a novel technique, the Fourier transform of TDTR 
(FT-TDTR), to conveniently probe the MFPs of the dominant heat-carrying 
phonons in semiconductors and dielectric solids. By doing Fourier transform 
of TDTR signals, we can extract temperature responses at very high 
frequencies up to 1 GHz, where some of the long-MFP phonons become non-
diffusive due to the shallow thermal penetration depth at such high frequency. 
We have carefully considered various factors that could possibly affect the 
data interpretation. We find the key to get meaningful results from this 
technique is to use a thin transducer to reduce the filtering effect as much as 
possible. As a demonstration of this technique, we measured Si, Si0.992Ge0.008 
and sapphire using 32 nm thick Al film as the transducer. We were able to 
extract effective thermal conductivity of the samples up to frequency ~500 
MHz with uncertainty <25%. Good agreements were obtained between our 
measurements and the model predictions when we plot the effective thermal 
conductivities as a function of twice the thermal penetration depth.  
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Chapter 1 Introduction 
1.1 The importance of study on nanoscale heat conduction 
At macroscale, heat conduction is governed by Fourier’s law, which 
states that the heat flux dissipated by a temperature gradient is proportional to 
the gradient by a material property, the thermal conductivity. Theoretically, 
the distribution of temperature over any space and time can be solved by 
Fourier’s law combined with the law of energy conservation.   
However, the macroscopic theory leaves some fundamental questions 
unanswered. For example, while diamond, silicon, germanium and gallium 
arsenide have the same crystal structure, why is the thermal conductivity of 
diamond much superior to the others?1 Why does the thermal conductivity of 
amorphous materials depend on temperature differently2, 3 than the crystalline 
materials?4 And why is the thermal conductivity of a silicon nanostructured 
material much reduced compared to its bulk (for example, a silicon nanowire 
of diameter 56 nm has a thermal conductivity5 of only 26 W m-1 K-1, compared 
to its bulk 143 W m-1 K-1), whereas a nanostructured material of carbon could 
have higher thermal conductivity than its bulk (for example, single-walled 
carbon nanotubes were measured with thermal conductivity6, 7 of 3500 
W m-1 K-1, compared to graphite (in-plane)8 of 2000 W m-1 K-1)? 
To answer these questions requires us to explore the heat conduction 
from microscale. Recent trends in the rapid development of miniaturized 
engineering systems like microelectronic devices, micromechanical systems 
and microsensors have especially raised the enthusiasm in studying the 
mechanism of micro/nano-scale heat transfer, not only to understand the 
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performance and operation of miniaturized systems, but also to provide 
guidance for the design of new devices.  
1.2 Heat transfer from a microscopic point of view 
From the microscopic viewpoint, heat energy is transported through 
the motions and interactions of thermal carriers (phonons, photons, electrons, 
molecules, etc.) for different modes of heat transfer: conduction, convection 
and radiation.9 Discussion here is mainly focused on heat conduction in 
dielectric solid materials.  
In dielectric materials, heat is conducted through atom vibrations. 
Atoms in a dielectric material are bonded to each other through interatomic 
force interactions, which can be vividly represented by a mass-spring model,9 
as shown in Figure 1-1. In such a system, the atoms are not isolated to each 
other; but instead, the vibration of any one atom can cause atoms around it to 
vibrate as well and thereby set off a wave travelling through the crystal. Such 
mechanical waves could carry heat and sound through the material.10 The 
energy transferred by the lattice waves is quantized and must be a multiple of 
ω , where ω  is the frequency of the lattice wave and   is the reduced Plank 
constant ( 341.05457 10  J s−× ⋅  ). Such a quantum of energy ω  is called a 
phonon.10  
A useful concept to describe phonons is the “wavepacket”,11 which is a 
short envelope of localized waves travelling as a unit.12 A phonon is 
essentially a packet of waves that has an average wavelength λ  and frequency 
ω , carrying energy ω ; it is also like a particle that has a small size with 
momentum 2π λ  and propagates in a certain direction, as depicted in Figure 
1-2. Phonons would frequently have their propagation directions changed by 
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Figure 1-1 A mass-spring model representing interconnected atoms in a crystal (from 
Ref. 9) 
 
colliding with other phonons, or the grain boundary of the crystal, or some 
point defects. These collisions cause impedance on phonons’ progressing and 
thereby decrease the rate of energy transfer by phonons. The average distance 
a phonon travels before being scattered is known as the “mean free path” , 
which is an important length scale to describe the phonon’s ability to transport 
heat.  
A simple kinetic theory tells us that the thermal conductivity of a 




C v dω ω ω ωΛ = ∑∫   (1.1) 
In which Cω  is the frequency-dependent specific heat, vω  is the group 
velocity, ω  is the mean free path, ω  is the phonon frequency and j stands for 
polarization. Of these transport properties, the specific heat and group velocity 
are determined by phonon dispersion, which can be measured using inelastic 
neutron scattering14 and other techniques15; only the mean-free-paths of 
phonons are hard to understand, both computationally and experimentally.  
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Figure 1-2 The wave-like and particle-like nature of phonons (adapted from Ref 11) 
 
 First, the phonon mean-free-paths are difficult to be calculated 
directly.16-23 The exact behavior of phonons is governed by Boltzmann 
transport equation, which was first formulated by Peierls16, 24 in 1929. 
However, the phonon scattering processes are so complex that it seems 
“hopeless” (as predicted by Ziman25) to solve the Boltzmann equation directly. 
As a consequence, simplifications like relaxation time approximation (RTA)25 
and variational method25-27 have been adopted. Some well-known semi-
empirical models like the Callaway model18 and the Guyer-Krumhansl 
model28 have been proposed and widely used. The phonon mean-free-paths 
are often inferred by adjusting fitting parameters of the semi-empirical models 
until they match the available experimental data. The inferred mean-free-
paths, however, strongly depend on the assumptions made in the fitting and 
could not be determined reliably.  
The phonon mean-free-paths are also difficult to be measured directly. 
Phonons are unlike electrons that have charges and therefore cannot be 
controlled by external electric or magnetic fields. Also, unlike photons that 
can be produced at only a certain frequency by a pure light source, there are 
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always phonons with different frequencies strongly interacting with each 
other. It is very difficult to only generate or probe phonons of a certain 
mode.29  
Fortunately, some recent advances in first-principles calculations and 
novel experimental approaches are shedding more light on the phonon mean-
free-paths. The knowledge of phonon mean-free-paths is key to understanding 
the origin of a solid’s thermal conductivity and is helpful for people to better 
engineer the phonon transport and control the thermal conductivity of different 
materials. The objective of this dissertation is to advance people’s 
understanding of phonon mean-free-paths through experimental studies.  
1.3 Recent advances in studying phonon mean-free-path 
In this section, I give a brief review on the recent advances in 
theoretical, computational and experimental studies of phonon mean-free-
paths. An important tool to study phonon mean-free-paths is the thermal 
conductivity accumulation function, which quantifies the mean-free-path 
dependent contributions of phonons to bulk thermal conductivity.  
1.3.1 Thermal conductivity accumulation function 
The total thermal conductivity of non-metallic materials is the 
summation of contributions from all the phonon modes with different 
frequencies and polarizations, as indicated by the kinetic theory in Eq. (1.1). 
Contribution of each mode depends on the phonon’s heat capacity and group 
velocity, as well as the mean-free-path. A phonon mode with long mean-free-
path does not necessarily contribute significantly to heat transfer if the heat 
capacity or group velocity of that mode is small. Therefore, it is practically 
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important for us to understand the mean-free-paths of the phonons that are 
responsible for heat conduction. A very useful tool to quantify the contribution 
of each phonon mean-free-path to the thermal conductivity was first proposed 









   (1.2) 
where Λ  is thermal conductivity,   is mean-free-path, α is the thermal 
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  (1.3) 
is the thermal conductivity spectrum per mean-free-path (with unit W m-2 K-1); 
the negative sign is because /d dω ω  is negative. The thermal conductivity 
accumulation function expresses the normalized thermal conductivity integral 
in terms of mean-free-paths rather than frequency; by this way it visually and 
intuitively shows which ranges of mean-free-paths are most important for 
thermal conductivity. This concept is so useful that it has been widely adopted 
since it was first proposed in the many later research efforts to study the 
phonon mean-free-paths.31-42 Yang and Dames43 further extended this 
framework to incorporate boundary scattering in nanostructures, so that we 
could easily obtain the size-dependent thermal conductivity of a 
nanostructured material from its bulk thermal conductivity accumulation 
function.  
An example of thermal conductivity accumulation function is shown in 
Figure 1-3 for silicon,33 gallium arsenide,44 half-heuslers45 and lead telluride46 
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at room temperature, calculated from first-principles. Such studies provide us 
useful information on the mean-free-paths of the phonons that carry most of 
the heat in different crystals. For example, we can vividly infer from Figure 
1-3 that the phonons responsible for heat conduction in Si have mean-free-
paths spanning over a wide range from 10 nm to 10 µm; almost 50% of the 
heat in Si is carried by phonons with mean-free-paths >1 µm. Comparatively, 
phonons in PbTe have much shorter mean-free-paths; almost 70% of the heat 
in PbTe is carried by phonons with mean-free-paths <10 nm.. Accordingly we 
can design nanostructures of the proper sizes to scatter those phonons, thus to 
reduce the thermal conductivity. For example, we can infer from Figure 1-3 
that nanostructures of 100 nm size could efficiently reduce the thermal 
conductivity of Si by ~80%, but not for PbTe.  














Figure 1-3 Normalized cumulative thermal conductivity of silicon,33 gallium 
arsenide,44 half-heuslers45 and lead telluride46 at room temperature versus mean-free-
path, calculated from first-principles. The data was previously compiled by Zebarjadi 
et al.47  
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1.3.2 Theoretical predictions 
For the past half a century, models for calculating lattice thermal 
conductivity by phonon transport have been developed, including some 
pioneering work like Callaway18 and Holland48 whose models are still 
continuously modified and used today. These semi-empirical models, 
however, lack the predictive power, as they require fitting parameters to match 
the available experimental data to infer the phonon mean-free-paths. The 
major advances in predicting phonon mean-free-paths were made only after 
2007, when David Broido and co-workers first demonstrated that the thermal 
conductivity of a crystal can be calculated by the ab initio (or first principles) 
method, which is based on only the crystal’s atomistic structure and is free 
from any fitting parameters.49 Excellent agreement was found with 
experimental measurements of thermal conductivity for Si and Ge.49 
Subsequent work has also found similarly good agreement with experiment 
for a wide range of materials.35, 50-52  
The first-principles calculations of thermal conductivity consist of using 
density functional theory (DFT) to calculate harmonic and anharmonic 
interatomic force constants as inputs to the Boltzmann transport equation 
(BTE). This is the key to all the variations of first-principles calculations. 
Within the framework of DFT, the many-body problem of interacting 
electrons is reduced to non-interacting electrons with an effective potential, 
known as pseudopotential, as described by an exchange–correlation term. The 
simplest form of the exchange-correlation term is the local density 
approximation (LDA), in which the potential is only a function of the 
spatially-dependent electron density. All the reported first-principles 
  8 
 
calculations of Si by Broido, Esfarjani and Garg have adopted this LDA 
exchange-correlation based pseudopotential. A more involved approach, the 
generalized gradient approximation (GGA), uses the electron density and its 
gradient. Jain and McGaughey53 have recently carefully studied the effect of 
different exchange-correlation types on the predicted thermal conductivity of 
Si.  
Subsequently there can also be different schemes to solve the BTE for 
thermal conductivity. For example, Broido49 did an iterative solution to BTE 
and is generally considered to be the most accurate, while Garg54 used a 
single-mode relaxation time approximation (RTA), and Esfarjani33 used the 
lattice dynamics method. Besides that, the different first-principles 
calculations could also differ in many small details, for example, the choice of 
supercell size to calculate and the method of integration over Brillouin zone. A 
comparison of cumulative thermal conductivity of Si at room temperature 
calculated by the different groups is given in Figure 1-4. We can see in Figure 
1-4 that all three first-principles calculations of Si are identical for the short 
MFP range up to 150 nm. Garg predicted a lower bulk value and different 
accumulation function from the other two. A detailed comparison of different 
types of first-principles calculations is provided in Table 1-1. Some more 
detailed descriptions of the first-principles calculations of lattice thermal 
conductivity can be found in some good review articles.54, 55  
The discrepancies in Figure 1-4 suggest that the first-principles 
calculations, though predictive, are not flawless. For example, since the crystal 
structure is periodic, people only need to calculate a small unit cell of the 
crystal with periodic boundary condition to represent the infinitely large 
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crystal; such a repeating unit cell is often referred to as a supercell, which 
could contain several primitive cells. The finite size of the calculation system 
thus places a limit on the longest wavelength of the phonons that can be 
calculated,33 yet a finite supercell size must be adopted due to the limited 
computational resources. Although the first-principles calculations could 
extrapolate33 or use Gaussian quadrature56 or Gaussian smearing54 technique 
and predict a more or less correct bulk thermal conductivity, they could not 
accurately predict the contribution of long-wavelength phonons to the bulk 
thermal conductivity. This point is exemplified in Figure 1-3, which shows the 
thermal conductivity accumulation function of several materials calculated by 
the first-principles methods. We note that the first-principles calculations are 
not able to predict accurate contribution of the long-MFP phonons to thermal 
conductivity. This point will be further discussed in Chapter 5, where we will 
compare our measurements with the first-principles calculations to shed some 
light on the contribution of long-wavelength phonons to heat conduction in Si.  
 
Figure 1-4 Comparison of cumulative thermal conductivity of pure Si at 300 K 
calculated by Garg et al.,54 Broido et al.,49, 57 and Esfarjani et al.33  
 
 




























Table 1-1 Comparison of the previous first-principles calculations of Si 
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correlation; 
Both RTA and full 
solution of BTE; 
8x8x8 wavevector grids; 
 









correlation types, BTE 
solution schemes and 
wavevector grid size. 
They carefully 
studied effect of 
each factor on the 
predicted thermal 
conductivity. 
Not a specific 




was provided.  
1.3.3 Experimental methods 
In the meantime of the advancing of first-principles calculations, there 
has also been rapid progress in the development of experimental techniques to 
probe phonon mean-free-path distributions. One such pioneering work was 
done by Koh and Cahill58 in 2007, who proposed a frequency-domain 
thermoreflectance (FDTR) technique to measure the mean-free-paths of 
phonons by varying the modulation frequency. The basic assumption of this 
technique is that phonons with mean-free-paths greater than the thermal 
penetration depth do not contribute to the apparent thermal conductivity as 
measured by the thermoreflectance technique. As the penetration depth 
depends on the modulation frequency, it can be controlled by adjusting the 
  11 
 
modulation frequency, thus the contributions of phonons with different mean-
free-paths can be probed. Koh and Cahill’s measurement of crystalline Si at 
room temperature does not reveal any noticeable dependence of thermal 
conductivity on the thermal penetration depth beyond 2 µm, thus they 
concluded that phonons with mean-free paths >2 µm do not contribute to the 
thermal conductivity of Si at 300 K.59 This conclusion, however, is 
inconsistent with the first-principles predictions, which suggest phonons with 
mean-free paths >2 µm still contribute a thermal conductivity of ~50 W m-1 K-
1, taking 30% of total thermal conductivity, as indicated in Figure 1-4. Note 
that the choice of the thermal penetration depth as the characteristic length is 
quite arbitrary. Later Koh et al.60 conducted a nonlocal theory calculation of a 
semi-infinite solid for the apparent thermal conductivity, and found it 
compared well over a wide range of thermal properties of the solid with a 
Callaway model calculation that assumes the cutoff mean-free-path as twice 
the thermal penetration depth, thus they proposed that twice the thermal 
penetration depth should instead be a better length scale to characterize the 
non-diffusive heat conduction in FDTR. 
A similar technique called broadband frequency-domain 
thermoreflectance (BB-FDTR) was proposed by Jonathan Malen and his co-
workers38, 61 to measure the thermal conductivity accumulation. This technique 
is based on the same principles as FDTR, but it uses continuous wave laser 
beam, so it could have the modulation frequency extended up to 200 MHz 
using a heterodyne technique. By adopting the same assumption by Koh and 
Cahill58 that phonons with mean-free-paths longer than the thermal penetration 
depth do not contribute to the apparent thermal conductivity, they obtained the 
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thermal conductivity accumulation function for a wide range of materials38, 39 
that agree reasonably well with the first-principles calculations at room 
temperature. However, their measurements of Si at cryogenic temperatures 
compare poorly with the first-principles calculations and other measurements 
(see Chapter 5 for more detailed discussion). One deficiency of this technique 
is that due to the limited power of the continuous wave laser that they could 
use, they have to use small laser spot sizes (1/e2 radius of ~ 3 µm) to maintain 
high enough power intensity for thermoreflectance signal generation. This 
inevitably introduces the spot size dependence issue, which however was not 
fully considered in their data interpretation. Besides, they may have the issue 
of semitransparent transducer that the laser radiation may penetrate into the 
sub-layer, while they assumed all the laser power was absorbed on the surface 
of the transducer film in their thermal model. Another deficiency is the crude 
assumption of a cutoff length scale for the apparent thermal conductivity, 
which has been corrected in their later research by proposing a suppression 
function.62  
Minnich et al.63 also proposed a technique, called the thermal 
conductivity spectroscopy, to measure the mean-free path distribution of 
semiconductors. This technique was based on the idea that when the size of 
the heater is smaller than the mean-free-paths of some phonons, nonlocal heat 
conduction external to the heat source would occur and result in a heat flux 
lower than the Fourier’s law prediction from the heat source. By decreasing 
the heater diameter into smaller than the mean-free paths of phonons, more 
phonons would have their mean-free paths longer than the heater diameter and 
ballistic thermal resistance would increase. By measuring the reduced 
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apparent thermal conductivity as a function of heater size, contributions of 
phonons with different mean-free-paths to the thermal conductivity can be 
inferred. They obtained good agreement with the first-principles calculation 
for silicon at both cryogenic34 and room temperature.64 There have been 
several reviews on this mean-free-path spectroscopy technique.65, 66 Despite 
the good agreement with the first-principles calculations, the choice of 1/e2 
laser spot diameter is quite empirical. Besides, this utility of technique is 
limited by the smallest laser spot size achievable optically due to diffraction.  
To overcome the diffraction limit of laser spot size, researchers have 
proposed to use nano-patterned instead of continuous metal films as the 
transducer for thermoreflectance measurement.40, 65 The effective length scale 
is thus related to the nanodot sizes and spacing instead, which could be 
controlled precisely using electron beam lithography (EBL) with tens of 
nanometers’ resolution. One big issue of this nano-patterned heater array is 
that the laser radiation would penetrate through the spacing and heat up the 
substrate directly. One way to solve this issue is to limit the substrate to 
transparent ones; another way is to block the spacing by high-reflecting 
insulators. Although this technique involves laborious sample preparation and 
complicated thermal modeling, it has been proved useful in providing insight 
on the phonon mean-free-paths for several semiconductors.40  
Another key technique to probe phonon mean-free-paths is transient 
thermal grating (TTG),67-70 also known as impulsive stimulated thermal 
scattering (ISTS).71-73 This technique uses interference between two crossed 
laser pulses to create a sinusoidal spatial temperature profile (thermal grating) 
on the sample surface and monitor the dynamics of acoustic and thermal 
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responses via a diffracted probe beam. By observing the heat diffusion from 
the peaks to nulls of the grating period, the in-plane thermal conductivity of 
the sample can be extracted. Johnson et al.70 recently used this technique to 
study 400 nm thick Si membranes. They observed the effective thermal 
conductivity of the membrane plummets when the grating’s period is smaller 
than 5 μm, and they accounted this for the possibility that some phonons have 
MFPs comparable to the grating period.  
The TTG measurement of effective thermal conductivity as a function of 
grating period does not directly provide the phonon mean-free-path spectrum. 
However, we can reconstruct the mean-free-path spectrum from such 
quasiballisc measurements, provided that we know about the suppression 
function of the specific experimental geometry. This reconstructing procedure 
was first proposed by Minnich37 and has been successfully applied to several 
cases.40, 74 A convex optimization procedure would be invoked for the 
reconstruction, as we usually would not have enough experiment data points, 
rendering it an ill-posed problem.  
All the above techniques provide novel means to probe phonon mean-
free-paths, but they all rely on interpreting the data as a function of an 
empirically defined characteristic length scale. A less ambiguous way to probe 
phonon mean-free-paths could be a systematic measurement of the effective 
thermal conductivity of nanostructures (nanowires, thin films, etc.) over a 
series of length scales. There has been a significant amount of measurements 
on the in-plane thermal conductivity of Si films.74-79 Among these, Ju and 
Goodson75 measured the in-plane thermal conductivity of Si thin films 
(thickness 74 nm ~ 1.6 μm) over a temperature range of 20 ~ 320 K by the 
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Joule heating and thermometry method. From their measurement they 
concluded that longitudinal acoustic phonons with mean-free-path around 300 
nm are the dominant carriers in Si at 300 K. Now we know much better from 
first-principles prediction that both longitudinal and transverse phonons 
contribute almost equally to thermal conductivity,80 and the mean-free-paths 
of the dominant phonons in Si are much longer than 300 nm.33 But the 
progress made by Ju and Goodson was significant, considering the widely 
accepted belief at their time (in 1999) that transverse acoustic phonons are the 
dominant carriers in Si81 and the effective MFP of Si was predicted as 41 nm 
based on a kinetic theory based approach.82 Recently, Cuffe et al.74 measured 
the in-plane thermal conductivity of suspended Si membranes in the range 15-
1500 nm using transient thermal grating technique. From their measurements 
they reconstructed the bulk thermal conductivity accumulation versus phonon 
MFPs based on the reconstruction approach proposed by Minnich37 and they 
obtained good agreement with the first-principles predictions.  
In-plane thermal conductivity of thin films, however, is not ideal to 
probe the long mean-free-path phonons, as boundary scattering of the long-
MFP phonons with h>>  is weak in the in-plane direction.83 Comparatively 
thermal conductivity in the cross-plane direction is a much better way to 
evaluate contribution of the long-MFP phonons. Unfortunately, despite the 
abundant data of in-plane thermal conductivity for Si films in literature, there 
is no such data of cross-plane thermal conductivity for Si films available in 
literature, due to the tremendous difficulties of measuring it accurately, except 
for one data point of 500 nm Si membrane provided by Hopkins et al.84, 
measured using TDTR. The credibility of this data point is however subject to 
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great question, as no details of the measurement of this data point were 
provided; and based on our experience of TDTR measurements, we believe 
TDTR should not have any sensitivity to measure cross-plane thermal 
conductivity of 500 nm thick Si film at room temperature.  
In this work, we propose two additional approaches to experimentally 
probe phonon mean-free-paths in semiconductors and dielectrics. One is to 
conduct accurate measurements of cross-plane thermal conductivity of a series 
of Si films. The phonons are scattered at the boundary of the film in the cross-
plane direction, thus we could pinpoint the contribution of long-mean-free-
path phonons to the thermal conductivity in bulk Si. Another approach we 
propose is Fourier Transform TDTR (we call it FT-TDTR). By doing Fourier 
transform of TDTR data, we can conveniently extract temperature responses at 
very high frequencies up to 1 GHz. Thus we can easily extend the frequency 
range and probe smaller length scales.  
A summary of the past experimental techniques to investigate phonon 
mean-free-paths has been provided in Table 1-2 to better compare their pros 
and cons.  
Table 1-2 Comparison of the past experimental techniques to probe phonon mean-
free-paths 
Technique Authors Pros Cons References 
FDTR Koh and 
Cahill 
They first proposed 
that phonons with 
MFPs >dp do not 
contribute to thermal 
conductivity, which 
could be potentially a 
convenient way to 
probe phonon MFPs.  
The frequency 
dependence was 
only observed for 
alloys, but not for 
crystalline Si. Such 
this approach does 
not apply to 
crystalline Si.  
58 
BB-FDTR Regner et al. They extended the 
frequency over a 
broad range 0.1-200 
MHz 
Their measurements 
are limited by the 
small spot size they 
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absorption of laer 
power by the multi-
layer transducer; 
their results of Si do 
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transport over a wide 
range of heater size 
down to 30 nm, and 
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Cuffe et al. They measured in-
plane thermal 
conductivity of Si 
membranes over a 
wide thickness range 














Current We propose a dual-
frequency approach 
to accurately measure 
cross-plane thermal 
conductivity of a 
We could currently 
only measure Si 
films >1 µm thick.  
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Current We can conveniently 
extract very high 
frequency 
temperature 
responses up to 1 
GHz from one single 
TDTR measurement. 
The high frequency 
components have 






1.4 Outline of the thesis 
The purpose of the thesis is to explore mean-free-paths of acoustic 
phonons that are responsible for heat conduction in semiconductors and 
dielectric materials by experimental means. In Chapter 1, we have introduced 
the background and motivation for the current study, and given a brief review 
on recent advances on studying phonon mean-free-paths, both numerically and 
experimentally. The rest of this thesis is organized as follows: 
In Chapter 2, we introduce the main experimental technique, time-
domain thermoreflectance (TDTR) that is used for this study. We spent 
particular efforts to thoroughly explore the meanings of different signals in 
TDTR. We also explored the data analysis for TDTR, including advanced 
thermal models, sensitivity analysis and uncertainty estimation.  
 In Chapter 3, we introduce the full Callaway model for lattice thermal 
conductivity calculation. Such semi-empirical theoretical models of thermal 
conductivity are helpful for us to interpret our experimental measurements. 
We rederive the Callaway model in full dispersion, and compare it with 
Allen’s approach and a kinetic-collective model. The roles of phonon-phonon 
normal scattering processes and the optical phonons on lattice thermal 
conductivity are also discussed. 
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In Chapter 4, we developed a dual-frequency TDTR approach that 
could accurately measure cross-plane thermal conductivity of thin films. We 
verified this approach by measuring a reference sample of thermally 
evaporated Ni80Fe20 alloy film. Data reduction and applicability of this 
approach are also discussed in full details.  
In Chapter 5, we present our measurements of both the cross-plane and 
in-plane thermal conductivity of Si films with thickness 1-10 µm at 
temperatures 100-300 K. The contribution of low-energy phonons to thermal 
conductivity in Si is estimated from our measurements and compared with the 
first-principles calculations as well as some thermal conductivity spectroscopy 
measurements. Several possible reasons to explain the discrepancy between 
our measurements and the first-principles calculations were discussed. 
In Chapter 6, we develop a novel technique, the Fourier Transform-
TDTR, to conveniently probe mean-free-paths of phonons in semiconductors 
and dielectric solids. We discuss the theory and implementation procedures of 
this technique, and demonstrate it on several solids including Si, Si0.992Ge0.008 
and sapphire. We could extract effective thermal conductivity as a function of 
frequency up to ~500 MHz when using Al transducer film as thin as 15 nm. 
Good agreements have been achieved between our measurements and model 
calculations when we plot our effective thermal conductivities as a function of 
two times the thermal penetration depth.  
Finally, Chapter 7 summarizes this thesis and points out some 
directions for future work. 
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Chapter 2 Experimental Methods 
 
This Chapter describes the details of time-domain thermoreflectance 
(TDTR), the main experimental technique used for the current study. 
Particularly, we put much emphasis on understanding the TDTR signals and 
developing advanced thermal models. A thorough understanding of TDTR is 
essential for us to develop new techniques, like the dual-frequency TDTR, 
which will be discussed in Chapter 4, and Fourier transform TDTR, which 
will be discussed in Chapter 6.  
2.1 TDTR apparatus 
The typical TDTR setup has been described in many previous works.86, 87 
Our setup, illustrated in Figure 2-1, uses a Ti:sapphire laser oscillator to 
produce 140 fs full width at half maximum (FWHM) laser pulses at a 
repetition rate of 80 MHz. The actual FWHM of laser pulses on the sample 
surface could be larger than 140 fs due to the broadening effect of optical 
components like isolator and electro-optic modulator. We can estimate the 
FWHM duration of the laser pulse from its frequency bandwidth using the 
relationship ( )200.441t cλ λ∆ ≥ ∆ ⋅ , where t∆  is the FWHM in time of the 
pulse, λ∆  is the spectrum width at FWHM of the pulse, 0λ  is the central 
wavelength of laser, c  is the speed of light, and the factor 0.441 is for 
Gaussian shaped laser pulse. We used a spectrometer to accurately measure 
the FWHM laser wavelength width λ∆  on the sample stage to be 5 nm, from 
which we estimate the laser pulse FWHM duration to be >200 fs. A more 
accurate way to measure pulse width is using optical autocorrelator. The basic 
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principle of an optical autocorrelator is to split an incoming pulse into two 
copies and to superimpose them with a variable delay stage. A nonlinear 
interaction is used for obtaining a signal that depends on the pulse overlap, 
and the pulse duration can be retrieved from that signal. Kwangu et al. have 
measured pulse duration of their TDTR system, which is similar to ours, and 
they get the pulse duration at the location of the sample to be ~600 ps.86 The 
laser pulse duration is still so short that it is valid to assume it to be delta 
functions in the thermal model.  
The laser wavelength is tunable in the range 680 – 1080 nm. We usually 
set the wavelength of the laser at 787 nm, unless we want to do a wavelength-
dependent study. We have a broadband Faraday optical isolator installed at the 
outlet of the laser oscillator to prevent laser beam from reflected back into the 
oscillator. A half-wave plate combined with the isolator has the benefit of 
adjusting the laser power for TDTR measurement. We typically use an 
average power in the order of 100 mW to generate decent thermoreflectance 
signal and at the same time maintain the steady-state temperature rise of the 
sample to be <10 K. The peak energy per pulse is ~1.2 nJ. This would not 
cause the problem of burning the sample, as our samples are generally coated 
with a highly reflective transducer layer.  
A polarizing beam splitter (PBS) splits the laser pulses into a pump path 
and a probe path, which are cross-polarized to each other. The pump path is 
modulated by a radio-frequency (RF) electro-optic modulator (EOM) at a 
modulation frequency f, usually in the range from 100 kHz to 20 MHz. The 
probe path is modulated by an audio-frequency (AF) mechanical chopper at 
200 Hz to facilitate the removal of background signals due to coherent pick-
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ups. The optical delay between the pump and the probe pulses is adjusted 
using a 60 cm long mechanical stage along the pump path after the EOM, 
which introduces a phase shift of exp(i2πftd), where td is the delay time. A 
single long-working-distance objective lens focuses both the pump and probe 
beams on the sample surface. The laser spot sizes are measured by the spatial 
correlation of the pump and probe beams. Details of this method for laser spot 
size measurement are described in Ref 88. We use different objective lenses to 
achieve different laser spot sizes on the samples. The 20x, 10x, 5x and 2x 
objective lenses correspond to 3 µm, 6 µm, 12 µm and 30 µm 1/e2 spot radii 
respectively. A summary of the models of the major components in our TDTR 
setup can be found in Table 2-1.  
We typically deposit a layer of 100 nm Al film on the sample to act as 
the transducer. During the TDTR measurement, the pump beam, which is 
modulated by a square wave at frequency f, is absorbed by the transducer layer 
and periodically heats the sample. The periodic surface temperature response 
at f is then monitored via changes of the intensity of the reflected probe beam 
measured by a photodiode detector. We reduce the strong signal at the laser 
repetition rate (80 MHz) in the measured probe beam intensity using a 30 
MHz low-pass filter and eliminate the signals at higher harmonics of f using 
an inductor-capacitor (LC) resonant circuit. The signal at the modulation 
frequency f is then picked up by a radio-frequency (RF) lock-in amplifier. We 
then extract the thermal conductivity of the sample by comparing the ratio of 
the in-phase Vin and the out-of-phase Vout signals of the lock-in amplifier at f, 
Rf  = −Vin/Vout, to calculations of a diffusive thermal model.89  
 




Figure 2-1 A schematic diagram of our TDTR setup. EOM represents electro-optical 
modulator; PBS represents polarizing beam splitter; BS represents beam splitter; and 
λ/2 represents half-wave plate. The solid paths are optical paths, while the dashed 
curves are electrical cables.      
 
Figure 2-2 A photo of the TDTR system built in Dr. Koh’s lab at National University 







80 MHz, 140 fs 
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Table 2-1 Summary of major components in a typical TDTR setup 
# Items Model Supplier 
1. Ti:sapphire Laser Chameleon Ultra II Coherent Inc. 
2. EO Modulator Model 350-160 Conoptics 
 EOM Driver Model 25 D Conoptics 
3. Delay Stage PRO115 Aerotech 
 Stage Controller Soloist CP Aerotech 
4. Retroreflector OW-50-05 PLX Inc. 
5. RF Lock-in Amplifier SR844 SRS 
6. Function Generator DS345 SRS 
7. Pre-amplifier SR445A SRS 
8. Mechanical Chopper SR540 SRS 
9. PIN Detector DET10A Thorlabs 
10. Signal Acquisition Card NI PCI-4474 National Instrument 
 
Our TDTR system is a replica of the one at Cahill’s group at UIUC. 
When our system was first built, we consistently measured a lower thermal 
conductivity for bulk Si (~125 W m-1 K-1) compared to the value measured by 
Cahill’s group (140 W m-1 K-1). At the early stage of our lab development, I 
spent one and a half years studying every detail of our TDTR system, trying to 
identify the source for the discrepancy. It turns out our setup has no problem, 
but some nitty-gritty details would affect the measurements. For example, due 
to the very humid environment in Singapore, our Al transducer has thicker 
native oxides that contribute to the heat capacitance of the transducer and 
affect our measurements.90 We use X-ray photoelectron spectroscopy (XPS) to 
accurately determine the thickness of native oxides on our sample (see 
Appendix D),91, 92 and take that into consideration in our data analysis. More 
specifically, we do not separately simulate the Al oxide layer, but we add a 
layer of Al that has the equivalent heat capacitance of Al oxide. Consider that 
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the heat capacity of Al oxide is 0.506 J cm-3 K-1 at 100 K and 3.08 J cm-3 K-1 
at 300 K, while the heat capacity of Al is 1.302 J cm-3 K-1 at 100 K and 2.44 J 
cm-3 K-1  at 300 K, we add 5 nm at 300 K and 1.5 nm at 100 K to the Al 
thickness that is determined by picosecond acoustic; Another example is for 
our measurements at cryogenic temperatures (we use a liquid nitrogen cryostat 
that allows the temperature to go down as low as 77 K), we always had the 
problem of a thin ice layer forming on the sample surface. The ice layer could 
be too thin to be detected even by a microscope, but it contributes to the heat 
capacitance of the transducer and affects our measurement. To avoid the icing 
problem we make a trough in the sample stage and place the sample inside, 
and then cover the trough with a thin glass slide. Any water molecule released 
from the inner wall of the cryostat chamber would deposit on the glass slide 
instead, while the glass slide itself would not release water molecules because 
of its low temperature, thereby we no longer have ice forming on the sample 
surface. Also, extreme care should be paid to prepare good samples. We spent 
quite some efforts to find out that the Al/Si interface condition actually affects 
the measurements of Si thermal conductivity as well. We find it is necessary 
to use HF to etch away the native Si oxide before depositing the Al transducer 
layer; in this way we can make sure of good Al/Si interface conductance and 
achieve good measurements.  
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Figure 2-3 Illustration of the trough in the sample stage covered by a glass slide to 
avoid water molecule condensation when measured in cryostat.  
2.2 TDTR signal detection  
In this section, we explore the signals at each stage of the TDTR 
system in both time domain and frequency domain, to gain a full 
understanding of the principles of thermoreflectance measurement in TDTR. 
Aaron Schmidt has presented most part of the theory for thermoreflectance 
measurement in TDTR.93 Here we mainly focus on exploring the signals at 
each stage of TDTR measurement. This section is fundamentally important for 
our research work in Chapter 6, which is to extract the temperature responses 
at high frequency heating by doing Fourier transform of TDTR.   
In TDTR, we use a train of femtosecond laser pulses to do the 
measurement. The full width of the laser pulse duration at half maximum is 
~140 fs, and the laser repetition rate is 80 MHz. The laser pulses in time-
domain and frequency-domain are shown in Figure 2-4 (a) and (b) 
respectively.  
We split the laser pulses into a pump beam for heating and a probe 
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∑  
 (2.1) 
It is a train of pulses with Gaussian distribution in time and space, 
modulated by a sinusoidal function at frequency 0ω . 0A  is the average power 
of the pump beam as measured by the power meter; the laser pulses have a 
1/e2 radius w0 and FWHM pulse duration pτ ; the laser repetition frequency is 
frep with a period Ts=1/frep; t0 is the arbitrary time shift of laser pulses. The term 
( ) 02 i te ωπ  is because we ignore the DC offset of a square-wave that modulates 
the pump beam at frequency 0ω  and only keep its first harmonic using a band-
pass filter. The modulated pump beam in time domain is shown in Figure 2-4 
(c). It appears that some heat pulses have negative contribution to the 
temperature rise because we have ignored the DC offset, which will be 
rejected by the lock-in amplifier.  
We need to take Hankel transform on space and Fourier transform on 
time of Eq.(2.1) to get its expression in the frequency domain. It takes several 
steps as follows. 
First, the train of Gaussian pulses can be expressed as the convolution 
of a single Gaussian pulse and a train of delta functions: 
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Here we have utilized the complex analysis theorem  
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where rep2 2s sf Tω π π= = . 
Convolution in time domain becomes product in frequency domain, so 
the Fourier transform of f (t) is 
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The Fourier transform of the sinusoidal function 0( ) i ts t e ω=  is 
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Product in time domain becomes convolution in frequency domain, so 













1( ) ( ) ( ) ( ) ( )
2
1         2 ( )
2 2.77















H s t f t e dt S F d







ω θ ω θ θ
π
τ
πδ θ ω π ω δ ω θ ω θ
π
τ






















2 2( ) exp( )A rp r
w wπ
= − is 
 ( )2 2 20 0 00( ) ( ) (2 )2 exp 2P k p r J kr rdr A k wπ π π
∞
= = −∫   (2.9) 









2 2 20 11.08
0 0 0
rep
2 2 2 11.08
0 0 0
2 2( , ) 0.94 exp( 2)
2.77













AP k k w n e e
f






ω π π ω δ ω ω ω
τ π





= − − −
= − − −
∑
∑
  (2.10) 
  30 
 
This is visualized in Figure 2-4 (d). We can see that due to the multiple 
timescales in TDTR, the heat flux is actually composed of multiple frequency 
components at 0snω ω+ , each with the same amplitude 2 2 20 08 exp( 2)A k wπ− .   
The surface temperature response in frequency domain is the product 
of the heat input P0 and the thermal response function of the system G: 
 0( , ) ( , ) ( , )k P k G kω ω ωΘ =   (2.11) 
where thermal response function G is defined as the surface temperature 
divided by the surface heat flux as G=Ts/qs. The thermal response function G 
is all the TDTR thermal models are about, which will be discussed in more 
details in section 2.3. Specifically, for the simple case of 1-D heat flow in a 












where D is the thermal diffusivity, D C= Λ . 
We do inverse Hankel transform on the equation above to get the 
temperature distribution on the surface due to the modulated pump heating 
 ( )0 00( , ) 2 ( , ) ( , ) 2r P k G k J kr kdkω π ω ω π
∞
Θ = ∫   (2.13) 
Inverse Fourier transform of ( , )r ωΘ  gives the surface temperature 
response ( , )r tθ . An example of ( , )r tθ  is shown in Figure 2-4 (e) as the blue 
solid curve for the case of 1-D heating of semi-infinite solid.  
We use a time-delayed probe beam to detect the periodic temperature 
change. The probe beam also has a Gaussian distribution of intensity in space 
and is Gaussian pulse in time, and is delayed by time td relative to pump beam: 
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where 1A  and w1 are the power and the 1/e2 radius of the probe beam 
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The probe beam samples a weighted average of the temperature 
distribution in space as:  
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We put Eq. (2.11) into Eq.(2.17), and have:  
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The delta function evaluates to zero at all frequencies except at
0 ( ) sm nω ω ω= + + , where m and n are integers. The lock-in makes sure the 
detected frequency is around the reference frequency . Since  is at least 
one order greater than , we see that the above term is non-zero only when 
. Thus Eq. (2.18) could be simplified as: 
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If we define temperature response at the heating of a harmonic heat 
flux at frequency ω  as 
 ( )( )2 2 2 20 0 10
4( ) ( , ) exp 2 2T A G k k w w kdkω ω π π
π
∞
∆ = − +∫  (2.20) 
where 0A  is the average power of laser beam modulated by a square wave, 
and the factor of 4 π  comes from the first harmonic of the square wave that 
modulates the pump beam, then we have 
( )2 2 21 0 0( ) 2 ( ) ( ) exp 2 11.08 s din ts s p
n
A T n n e ωω π δ ω ω ω ω ω τ
∞
=−∞
∆Θ = − ∆ + −∑  
 (2.21) 
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We do inverse Fourier transform to Eq. (2.21) to get the probed signal 
in time domain at fixed delay time td as:  
 ( )0 2 2 21 0( ) ( ) exp 2 11.08 s di t in ts s p
n
t e A T n n eω ωθ ω ω ω τ
∞
=−∞
∆ = ∆ + −∑   (2.22) 
This is a sinusoidal function as depicted by the red dots in Figure 2-4 
(e). Its amplitude is the summation of temperature responses ( )T ω∆  at all the 
heating frequencies 0 snω ω+ . The temperature responses ( )T ω∆  at each 
heating frequency are plotted in Figure 2-4 (f).  
The time-domain signal detected by photodiode detector is ( )tθ∆
times the thermoreflectance coefficient:  
 00( ) ( ) ( )
i t
T M
dRS t t R e
dT
ωθ ω= ∆ = ∆   (2.23) 
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Figure 2-4. Signals in TDTR presented in both time-domain and frequency-domain 
(a) the train of laser pulses in time domain; (b) the train of laser pulses in frequency 
domain; (c) modulated pump pulses in time domain; (d) modulated pump pulses in 
frequency domain; (e) surface temperature change (blue curves) and probed 
temperature response (red symbols) in time domain; (f) temperature responses at each 
heating frequency; (g) signal detected by lock-in amplifier. The amplitude of probed 
temperature response in (e) equals the summation of temperature responses at all the 
frequencies in (f).  
 
Lock-in amplifier measures the real part of the time-domain signal 
{ }Re ( )TS tβ : 




Re ( ) Re ( )
                             cos( ) sin( ) cos( )
i t i t
MR e X iY e
X t Y t R t
ω ωβ ω
ω ω ω ϕ
∆ = +
= − = +
  (2.24) 
where β  is the electronic gains and will be discussed in details in section 
2.5.1.  
From Eq. (2.24) we see that the real part of 0( )MRβ ω∆  corresponds to 
the in-phase Vin and the imaginary part of 0( )MRβ ω∆  corresponds to the out-
of-phase component Vout of the outputs of the lock-in amplifier. The signal 
detected by lock-in amplifier 0 in out( )MR V iVβ ω∆ = +  is visualized in Figure 
2-4 (g).  
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The real part and imaginary part of the transfer function 0( )MRβ ω∆  
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where 0( )*MR ω∆  is the conjugate of 0( )MR ω∆ .  
It is easy to verify that *0 0( ) ( )M MR Rω ω∆ = ∆ − , so we have 
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The exponential term ( )2 2 2exp 2 11.08s pn ω τ−  is due to the finite laser 
pulse duration. As the laser pulses are very short (τp≈0.2 ps), we can safely 
ignore this exponential term when we are mainly concerned about the long 
delay time range td>10 ps.  
I find that both Vin and Vout are in the format of Fourier series if the 
delay time td is treated as if it were the real time:  
 ( ) in tn
n
x t a e ω
∞
=−∞
= ∑   (2.28) 
The complex Fourier coefficients an can be found by doing Fourier 
transform of x(t) as  
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 As there is no limitation for the integer n, we are able to extract 
temperature responses at infinitely high frequencies from one single TDTR 
measurement. This would be useful for us to study the non-diffusive phonons 
under ultra-high frequency heating, which will be explored in greater details in 
Chapter 6.  
2.3 Thermal models for TDTR 
As mentioned in Eq. (2.11), the thermal model for TDTR is all about 
finding the thermal response function G, defined as the surface temperature 
divided by heat flux G=Ts/qs. Here we discuss about two types of thermal 
models for TDTR: 1-channel and 2-channel that will be used extensively in 
the study in this thesis.  
2.3.1 1-channel TDTR model 
The major assumption for TDTR thermal models is diffusive heat 
transfer. Other assumptions include constant thermal properties and heat 
source deposited on the sample surface. The samples for TDTR measurement 
typically have multi-layered structures. Solutions of thermal diffusion through 
multi-layered structures can be found in several publications.87, 89, 94-96 Of 
these, Feldman95 has proposed a simple algorithm for one-dimensional heat 
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diffusion in a multilayer stack containing a modulated heating source at any 
location within the stack, and applied96 it for 3ω experiments. Cahill89 
extended Feldman’s algorithm to 3-D heat conduction, and applied it to 
calculating thermal responses in TDTR. Schmidt87 further extended the model 
for anisotropic heat conduction.  
Here, instead of adopting Feldman’s algorithm, we re-derive the 
solution of three-dimensional anisotropic heat diffusion in a multi-layered 






T T TC r
t r r r z
∂ ∂ ∂ ∂ = Λ + Λ ∂ ∂ ∂ ∂ 
  (2.32) 
Details of our derivation can be found in appendix A. We reach the 
same result as Cahill89 and Schmidt87. The 1-channel thermal model is nothing 
new; but its derivation from fundamental helps us to understand the heat 
conduction process better so that we are able to extend the thermal model for 
more complicated cases.  
2.3.2 2-channel TDTR model 
The 1-channel thermal model for TDTR assumes local equilibrium, 
i.e., a single temperature is sufficient to describe the heat diffusion process. 
However, non-equilibrium effect exists in TDTR measurement due to the 
short time and length scales during experiments. For example, during the first 
few picoseconds after laser pulse heating, the electrons are immediately heated 
up by absorbing laser radiation, while the phonons have their temperature 
rising slowly through the coupling between electrons and phonons; these two 
types of thermal carriers are in a highly non-equilibrium state with very 
different temperatures. Another example of non-equilibrium effect in TDTR 
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measurement is that, when the length scales in TDTR (laser spot size w0 or 
thermal penetration depth d) are even shorter than the mean-free-paths of 
some phonons, those phonons would travel ballistically out of the heated 
region and could not establish local equilibrium.  
Historically, there have been various forms of two-temperature models 
to describe non-equilibrium heat transfer between different types of thermal 
carriers such as electrons/phonons,97-99 ballistic phonons/diffusive phonons,100 
and magnons/phonons.101 One common feature of the two-temperature models 
is to introduce a coupling constant g that relates the energy exchange rate 
between different thermal carriers to their temperature difference. Norris and 
coworkers99, 102-104 have done a series of work to study electron-phonon 
coupling of different metals by solving the two-temperature model 
numerically for temperature responses by the heating of a single ultra-short 
laser pulse. Wilson et al.105 were the first to incorporate the two-temperature 
model into TDTR, where the heating is by a train of modulated laser pulses. In 
the traditional TDTR experiments, the thermal conductivity is extracted by 
fitting only the long delay time range data >100 ps, where electrons and 
phonons have reached equilibrium and the 1-channel model is sufficient for 
the analysis. However, in the novel Fourier transform TDTR technique that we 
will elaborate in Chapter 6, we need to accurately simulate the TDTR signal 
over the whole delay time range, thus it is necessary for us to adopt this 2-
channel model to study non-diffusive phonons. A detailed derivation of the 2-
channel thermal model for TDTR is provided in Appendix B.  
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2.4 Data reduction 
2.4.1 Sensitivity analysis and uncertainty estimation 
Sensitivity analysis is very beneficial for us to identify the largest 
source of error as well as to optimize the experiment design. The sensitivity of 
the signal Rf to an input parameter α is basically the ratio of the change rate of 
the output to that of the input α while all the other parameters remain 











  (2.33) 
Parameters in the thermal model include the laser beam spot size 0w , 
the in-plane Λin and cross-plane Λcross thermal conductivity, volumetric heat 
capacity C and thickness h of each layer of the sample.  
The uncertainty of Λ of the sample measured by TDTR depends on the 
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∑   (2.34) 
where  is any input parameter except Λ of the sample; δφ is the uncertainty 
in determining the phase and can be estimated as the RMS noise of Vout in the 
short delay time range -20~20 ps divided by the jump of Vin at 0 ps; Sφ is the 
sensitivity of TDTR signal to the absolute value of the phase and is defined as 
Sφ = Rf  +1/Rf. 
2.4.2 Picosecond acoustics to determine film thicknesses 
In conjunction with our transient thermoreflectance measurements, we 
have observed picosecond acoustic pulses that could help us to determine the 
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thicknesses of the films.73, 83 During the heating of ultra-short laser pulses, 
highly localized heating would cause thermal expansion near the surface of the 
transducer film. Relaxing of the stress would create an acoustic wave 
propagating into the film towards the metal/substrate interface. Because of the 
different acoustic impedances of materials on the two sides of the interface, 
this wave is partially reflected and some of it returns to the surface, resulting 
in a change in the reflectance of the transducer film. From the acoustic echoes 
we know about the transit time of the longitudinal wave across the film. Given 
the sound velocity in the film, we can get the film thickness.  
A typical example of acoustic response of a SOI film coated with an Al 
layer is shown in Figure 2-5. In Figure 2-5, the first peak at 34.2 ps 
corresponds to the acoustic reflection from the Al/Si interface, while the 
second at 1898 ps and the third at 1974 ps correspond to the reflections from 
the Si/SiO2 and the SiO2/substrate interfaces respectively. We calculate the 
film thicknesses as 2sd v τ= , where τ  is the round-trip acoustic transit time 
through the sample, and we take the speed of sound for Al as 6420 m/s, for Si 
8433 m/s, and thermal SiO2 5968 m/s. 
When the interface is free from contaminants, the acoustic echoes would be of 
symmetric shapes, which make the interpretation easier. The presence of 
contaminants and native oxides at the interface would result in non-symmetric 
acoustic echo shapes, making them difficult to interpret. For cases the shapes 
of acoustic echoes are inevitably non-symmetric, Hohensee et al.107 provided a 
general guideline that can help to reduce the uncertainty in interpreting such 
acoustic data.  
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Figure 2-5 Acoustic signals versus delay time for a SOI film coated with an Al layer. 
A wavelength of 760 nm was used for both the pump and probe.   
2.4.3 XPS spectrum to determine native Al oxide thicknesses 
The Al films usually have a 2 - 3 nm thick nonporous barrier native 
oxide on the surface that stops Al from being further oxidized.108 Al oxide is 
transparent and could not be detected by the picosecond acoustic; yet it 
contributes to the heat capacitance of the transducer film and affects the 
measurement. The usual in-house practice in Cahill’s group is to add an 
additional 3 nm to the Al film thickness to account for the Al native oxide.  
For our sample however, we suspect our Al films have much thicker 
native oxide layer, considering the very humid environment in Singapore.90 
We determine the thickness of the native Al oxide layer of our samples as 3.7 
nm by analyzing its XPS spectrum. The theory and data analysis are presented 
in full details in Appendix D. Considering the different volumetric heat 
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capacity of Al oxide compared to Al, we add 5 nm at 300 K and 1.5 nm at 100 
K to the Al film thickness to account for the effect of native Al oxide.  
2.5 Understanding TDTR signals 
2.5.1 Relationship between TDTR signals and surface temperature rise  
The TDTR signal V from the output of our Labview control program is 
related to the temperature rise ∆T(t) on the metal surface by 
 pre-amp LC load PIN refl'd
4 10( ) 5 ( )dRV t G Q R R P T t
S dTπ
= × × × ∆   (2.35) 
where dR dT  is the thermoreflectance coefficient, and is measured as 
2.03×10-4 K-1 for 100 nm Al film, and 4.3×10-4 K-1 for 15 nm Al film; refl'dP  is 
the power of reflected probe beam as received by the PIN photodiode detector, 
and should be in the range 0.7-1.5 mW to have the optimum performance of 
photodiode detector; PINR  is the responsivity of the PIN detector, and is 
measured as 0.394 mA mW-1 for our detector at wavelength 787 nm; loadR  is 
the resistance of the load in the electronics, and is fixed at 50 Ω ; LCQ  is the 
Q-factor of the LC resonant circuit; pre-ampG  is the gain of the pre-amplifier, 
and is fixed as 5; S  is the sensitivity setting of the RF lock-in amplifier; the 
factor of 10 is the factor in the Labview program that times the output signal 
of the RF lock-in amplifier; after that the signal is measured by the computer-
based audio frequency lock-in amplifier; the factor of 4 π  is because of the 
first harmonic of the square wave at 200 Hz that modulates the probe beam; 
the factor of 5 is the factor in Labview control program that times the output 
of the audio frequency lock-in. Thus the TDTR signal from the output of lock-
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in amplifier are proportional to the temperature response by a coefficient β as 
( ) ( )V t T tβ= ∆ .  
2.5.2 The meanings of in-phase and out-of-phase signals in TDTR 
In TDTR, because the in-phase signal Vin resembles the cooling of the 
sample surface following a pulse heating, it was generally perceived the 
thermal conductivity is mainly derived from Vin.64, 109 Such an understanding 
was rejected by Koh et al.,60 who after careful derivations proposed that under 
the limit of sufficiently low modulation frequency f < G2/(2πΛC), where Λ and 
C are the substrate thermal conductivity and heat capacity, and moderately 
low interface conductance G<(2πΛCfrep)0.5, where frep is the repetition rate of 
laser pulses,  the out-of-phase signal Vout is instead correlated with the thermal 
conductivity, while Vin is primarily used to derive the interface conductance G. 
The insightful conclusions of Koh et al.60, however, only apply within the 
limit they have placed. To understand how the signals depend on the substrate 
thermal conductivity under the common conditions of TDTR, I calculated and 
compared the in-phase Vin and out-of-phase Vout signals of Si and SiO2 coated 
with 100 nm Al in Figure 2-6, measured using modulation frequency of 1 
MHz and 10 MHz respectively. The laser power intensity is kept constant, and 
the interface conductance is assumed constant as 300 MW m-2 K-1. I choose to 
compare Si and SiO2 because they have thermal conductivities differ by 100 
times. The signals would be different if they depend on the substrate thermal 
conductivity. 
From Figure 2-6 (a) I find that both the Vin at negative delay time and 
Vout, which are due to the “pulse accumulation”,87 depend on the substrate 
thermal diffusivity and the modulation frequency. Thus for the common 
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conditions of TDTR, we can extract the thermal conductivity of substrate from 
both Vin at negative delay time and Vout since both depend on the thermal 
conductivity of substrate.  
I further compare the in-phase jump inV∆ , which is inV  minus its value 
at negative delay time, as shown in Figure 2-6 (b) and (c). We can see that 
inV∆  is independent of the modulation frequency, suggesting that it is not due 
to the sinusoidal heating at the modulation frequency but only due to the 
heating of one single pulse. We can also see that inV∆  is independent of the 
substrate in the short delay time range dt τ< = 
2( )Ch Λ , where τ is the time it 
takes for the metal transducer to be fully thermalized, but depends on the 
substrate in the longer delay time range. As inV∆  also depends on the thermal 
diffusivity of the substrate, we should take caution to attribute in-phase signal 
only to the interface conductance G, as stated in Ref. 60.  
Note that in the limit of low modulation frequency and low interface 
conductance as placed by Koh et al.60, it would be only Vout that is mainly 
sensitive to the substrate thermal conductivity. For example, for the case of a 
substrate with high thermal conductivity of 200 W m-1 K-1, and low interface 
conductance of 10 MW m-2 K-1, when measured at a low modulation 
frequency of 1 MHz, Vout has a sensitivity of 0.26 to substrate thermal 
conductivity, compared to Vin, which has a sensitivity of only 0.06. The same 
sample if measured at 10 MHz, however, both Vin and Vout have a sensitivity 
of only 0.015 to the substrate thermal conductivity.  
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Figure 2-6 Simulated TDTR signals of in-phase and out-of-phase temperature 
responses of Si and SiO2 coated with 100 nm Al, measured with modulation 
frequency 1 MHz and 10 MHz respectively, heated with the same laser power 
intensity.  
2.6 Summary 
In this chapter, we mainly introduce the main technique, time-domain 
thermoreflectance (TDTR), that we use for the current study. We have 
introduced the apparatus of our TDTR setup, including some small but 
essential in-house tips. We have explored in great details the detection of 
TDTR signals, the modeling of TDTR signals by 1-channel and 2-channel 
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diffusive thermal models, its data reduction and uncertainty analysis. Finally, 
we discussed about the meanings of TDTR signals.  
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Chapter 3 Theoretical models for lattice thermal 
conductivity 
 
A simple and physically meaningful theoretical model to calculate heat 
conduction by phonons is desirable to help us to extract physics from our 
measurements so that we can understand our measurements better. In this 
chapter, we discuss about several models to calculate lattice thermal 
conductivity, with particular emphasis on the full Callaway model.  
3.1 Kinetic theory for thermal conductivity 
The kinetic theory is the most elementary model to calculate lattice 
thermal conductivity. From kinetic theory, the heat current j  carried by 
phonons with specific heat c, velocity v, relaxation time τ and population 0n  in 




n c T n cv Tτ τ= − ⋅ ∇ = − ∇j v v   (3.1) 




n cv τΛ =   (3.2) 
 In solids there are different modes of phonons; not all the modes of 
phonons carry the same amount of heat at the same temperature gradient, yet 
the same kinetic theory applies to all the modes of phonons. Thus equation 




C vα α α
α
τΛ = ∑   (3.3) 
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 In general, Eq. (3.3) gives a good phenomenological description of 
thermal conductivity, and is practically useful for order of magnitude 
estimation. However, to capture the microscopic processes of thermal carriers 
more correctly, we need to turn to the Boltzmann transport equation, which is 
the base of the following more advanced models.  
3.2 Full Callaway model 
The Callaway model was originally derived by Callaway18 in 1959 to 
calculate lattice thermal conductivity at low temperatures. Because of its 
simple format and good accuracy, it has been continuously modified and is 
still widely used today. Callaway’s original model has many simplifications, 
such as overlooking optical braches, assuming no dispersion and making no 
distinction between different polarizations. Here we extend Callaway’s model 
to full dispersion, keeping the simple format of the Callaway model while 
removing simplifications as much as possible.  
We start from how the thermal current arises as a result of the 










   (3.4) 
where  is the Planck distribution function 1( 1)Bk Te ω −− , and the sum 
symbol represents summation over the whole Brillouin zone 
3
3





. Here the subscript x stands for the x-direction, which is an 
arbitrary direction of heat flux; k stands for wavevector and j is the 
polarization of the phonons.  
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The time variation of phonon population n can arise from two different 








  (3.5) 
In the steady-state condition, the temperature is constant in time and 
hence the phonon population, so the total derivative dn dt  in Eq. (3.5) is zero.  





( ) ( )lim x x xt
n x v t n x nn n Tv v
t t x T x∆ →
− ∆ − ∂∂ ∂ ∂
= = − = −
∂ ∆ ∂ ∂ ∂
  (3.6) 
where we have replaced n by  in the last term, since we have supposed 
steady-state condition and local thermal equilibrium.  
Meanwhile, under the single mode relaxation time (SMRT) 










  (3.7) 
Here  is defined as the relaxation time of normal processes (N-
processes) in which quasi-momentum of phonons is conserved,  is the 
relaxation time for all those resistive processes (R-processes) in which it is 
not.  is the displaced Planck distribution that normal processes will lead the 




0 0 0exp 1 ( 1)
B B
n n n n
k T k T
ω
−
  − ⋅ ⋅
= − ≈ + +  
  
w k w k   (3.8) 
where w  is a constant vector that is parallel to the applied temperature 
gradient and can be determined by the condition that *n∑ k  equals the initial 
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total phonon momentum. As the N-processes conserve momentum, they 
cannot by themselves contribute to thermal resistivity. However, N-processes 
combined with other momentum non-conserving processes could contribute to 






n n dnn n T
dTτ τ
−−
+ + ⋅∇ =v   (3.9) 
which is the so-called linearized Boltzmann equation.  
If we define 1 0n n n= − , from Eq. (3.9) we have  
 ( )1 0 02
1 1c
B N B
n T n n





= − ⋅∇ + + 
 
w kv   (3.10) 
where cτ  is defined as the combined relaxation time 1 1 1c N Rτ τ τ− − −= + . Since the 
vector w  is in the opposite direction of temperature gradient, we can write it 
as ( )T u T= − ∇w  , where u is a constant value that needs to be determined; 
and since ( )k v=k v , we have Eq. (3.10) updated as: 
 ( )1 0 02
11 1c
N B





= − + ⋅∇ + 
 
v    (3.11) 
We also have *n in Eq. (3.8) updated as: 
 * 0 0 02 ( 1)
B




= − ⋅∇ +v   (3.12) 
Now we put Eq. (3.11) into Eq. (3.4), and have the new expression for 
the heat flux as: 
 ( )2 0 02
,
1 11 1x c x
j N B
uk Tj v n n








   (3.13) 
  51 
 
 And the thermal conductivity along x-direction could be written as 





1 11 1 ( )
3 cj B N
uk v n n D d
k T v
ω τ ω ω
τ ω
∞  




  (3.14) 
where ( )D ω  is the density of states, and the factor 1/3 is exact for diamond-
structured materials such as silicon, germanium and diamond that have 
symmetric first Brillouin zone and isotropic thermal conductivity.  
Now the problem is to determine the constant correction factor u. In 
order to do that, we utilize the fact that the normal processes conserve 
momentum. Callaway’s original approach18 is to set the rate of the change of 








= ∂  
∑
k
k   (3.15) 
Since the sum and derivative are interchangeable in order, Callaway 








∂ −  = = ∂ 
∑ ∑
k k
k k   (3.16) 
which literally means the total rate of the change of phonon momentum due to 
N-processes is zero. Now we put Eq. (3.11) and Eq. (3.12) into Eq.(3.16), and 
have 
 ( )0 02
,
1 1 1 0c c
j N N B









v k   (3.17) 
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If we assume the temperature gradient direction is along some 
symmetric direction of the Brillouin zone, only momentum vector components 
along the temperature gradient direction could be left over. Thus Eq. (3.18) 
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  (3.19) 
Once the constant value u is computed in this way, we put it into 
Eq.(3.14), and then the thermal conductivity can be determined. We can 
express the RTA part and the correction part of the thermal conductivity 





1 1 ( )
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  (3.21) 
 The RTA conductivity RTAΛ  is to assume N-processes resistive, and 
the correction part corrΛ  is to make up the error introduced by overestimating 
the resistive effect of N-processes.  
3.3 Other semi-empirical models 
3.3.1 Allen’s approach 
Allen110 has recently proposed that Callaway’s original approach to 
account for the momentum-conserving nature of N-processes (see Eq. (3.15)) 
was wrong. Instead of setting the rate of change of phonon momentum due to 
N-processes as zero, Allen proposed that the effect of N-process scattering 
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should be that the total phonon momentum be the same for both the actual 







k   (3.22) 
Allen’s expression is certainly correct when there are only N-processes 
present. However, it is not straightforward to tell whether Allen’s approach is 
still valid when there are both normal and resistive processes present. Here we 
provide the expressions of thermal conductivity following Allen’s approach, 
and will compare it with Callaway’s original approach later.  
Allen’s approach has the same expressions of thermal conductivity as 
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  (3.23) 
3.3.2 Kinetic-Collective model 
Shortly after Callaway18, Guyer and Krumhansl28, 111 proposed an 
alternative way to address the non-resistive nature of N-processes through 
variational approach, which was brought up again recently by de Tomas et 
al.112, 113 as the kinetic-collective model. The key idea behind the kinetic-
collective model is the unique role played by N-process scattering: although 
the N-processes do not cause resistance to heat flow by themselves due to their 
momentum-conserving nature, they act as an intermediate to redistribute 
phonon momentum from states with weak R-processes into states with strong 
R-processes, thereby indirectly causing thermal resistance by enhancing the 
resistive effect of R-processes. Guyer and Krumhansl had a good hydraulic 
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analogy to vividly explain the role of N-processes.28 If N-processes are weak 
and consequently mode mixing is weak, thermodynamic equilibrium should 
be fulfilled locally by each mode; this is called the kinetic regime. On the 
other hand, if N-processes dominate and mode mixing is high, phonons could 
not achieve equilibrium by each mode individually but must behave 
collectively; this is called the collective regime. The actual regime is between 
the two extremes depending on the relative strength of N-processes.  
Thermodynamic analysis of entropy balance113 leads to thermal 
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 The general expression of thermal conductivity at an intermediate 
regime is a combination of the two limiting regimes by a switching factor s as 
 kin coll(1 )s sΛ = Λ − + Λ   (3.26) 








  (3.27) 
with the averaged relaxation time 
,i i N R
τ
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  (3.28) 
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If we define a combined average relaxation time 1 1 1c N Rτ τ τ
− − −
= + , 
from Eqs. (3.24) - (3.28) we can express the thermal conductivity of the 
kinetic-collective model in the similar format of Callaway model as:  
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  (3.32) 
 
The three theoretical models: the full Callaway model, Allen’s 
approach and the kinetic-collective model for lattice thermal conductivity 
calculation are summarized in Table 3-1. 
3.4 Implementation of the models for lattice thermal conductivity 
3.4.1 Full phonon dispersions calculated by adiabatic bond-charge 
model 
Here we mainly test the thermal conductivity models on Si and 
diamond. The two materials have the same diamond-cubic crystal structure but 
with distinct features due to their different lattice constants. In diamond, as 
revealed by first-principles calculations50, 114, the strength of N-process 
scattering is relatively weak compared to R-process scattering, thus assuming 
N-processes resistive in diamond would cause large error (>50% a t300 K);   
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Table 3-1 Summary of theoretical models for lattice thermal conductivity 
Callaway RTA corr
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in Si however, assuming N-process resistive causes only 5% error at 300 K.80  
We use the adiabatic bond-charge model (BCM), which was first 
developed by Weber,115 to calculate the band structures of Si and diamond. In 
adiabatic BCM, four types of interactions are considered: (1) Coulombic 
interaction between ions and bond charges; (2) nearest-neighbor ion-ion 
central interaction; (3) ion-bond charge central interaction, and (4) bond 
charge-bond charge non-central interaction of Keating type. With four 
adjustable parameters for a least-squares fit to experimental elastic constants 
and the neutron data, the adiabatic BCM has been be successfully applied to 
the study of the lattice dynamics of diamond-type crystals. Nielsen and 
Weber116 have implemented the adiabatic BCM in FORTRAN program, the 
code of which is available online.   
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Meanwhile, we adopt the Gilat-Raubenheimer method117, 118 to integrate 
in the k-space to calculate density of states. More specifically, we divide the 
irreducible section of the first Brillouin zone into a cubic mesh, and we 
approximate the constant-frequency surfaces inside every small cube by a set 
of parallel planes. This method has very high precision and resolution, and it 
requires relatively small computing resources. The numerical implementation 
of the Gilat-Raubenheimer method has been discussed by Janak119 in full 
details. Simunek120 further implemented the Gilat-Raubenheimer method in 
FORTRAN program, which is also available online.  
The density of states is calculated by integrating over the k-space as:  
 ( ) 3( ) ( )n
k
D E E dω δ= −∫ k k   (3.33) 
where E stands for phonon energy E ω=  . The ingredients of v2D(ω), k2D(ω) 
and ( )D ω⋅k v  for the calculation of thermal conductivity are calculated as:  
 ( )22 3( ) ( ) ( )n
k
v D v E E dω δ= −∫ k k k   (3.34) 
 ( )22 3( ) ( ) ( )n
k
k D k E E dω δ= −∫ k k k   (3.35) 
 ( ) 3( ) ( ) ( )n
k
D E E dω δ⋅ = ⋅ −∫k v k v k k   (3.36) 
Figure 3-1 (a-d) shows the band structure and density of states of Si 
and diamond that are calculated by the adiabatic BCM full dispersion model.  
3.4.2 Relaxation times of phonons from first-principles calculation 
In pure single crystals of semiconductors like Si and diamond, we mainly need 
to consider four-types of phonon scattering processes: phonon-phonon normal 
scattering Nτ , phonon-phonon umklapp scattering Uτ , phonon-isotope mass 
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defect scattering Iτ  and boundary scattering Bτ . Of these, the last three 
processes cause resistance to heat flow. We assume the resistive scattering rate 
is the sum of scattering rates of all the resistive processes by Matthiessen’s 
rule: 1 1 1 1R U I Bτ τ τ τ
− − − −= + + . We will address relaxation times of all these 




















































































































Figure 3-1The band structure and density of states of Si (a-b) and diamond (c-d) 
calculated by the adiabatic BCM full dispersion model. 
 
There have been many theoretical expressions16, 17, 20, 121, 122 for the 
relaxation rates of the normal and umklapp processes in the general format of 
1
,( ) exp( / )
m n
N R B T bTτ ω θ
− = − , with B, m, n and b often treated as free fitting 
parameters, to calculate thermal conductivity over a wide temperature 
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range.113, 123 However, such fitting procedure could not provide the correct 
information on phonon relaxation times because of the assumptions made in 
the fitting process. Direct calculation of anharmonic phonon relaxation times 
has eluded people for many years,16-23 until the recent rapid development of 
first-principles calculation33, 36, 49, 80 enabled predictions of phonon relaxation 
times for some simple materials.  
Here we extract the relaxation times of normal and umklapp processes 
directly from the zeroth-order solution of Boltzmann transport equation from 
the first-principles calculations by Broido et al.49, 57 (Unless specified 
otherwise, all the first-principles data in this chapter were provided by the 
courtesy of Dr. Lindsay Lucas and Prof. Broido.57) The first-principles 
approach by Broido et al.49, 80 conducts complete iteration and calculates all 
the cubic force constants up to the seventh nearest neighbor, and is considered 
to be very accurate. At zeroth order of the first-principles calculation, the non-
equilibrium distribution functions were calculated for each phonon mode 
individually, assuming no coupling between different phonon modes. 
Therefore the relaxation times from the zeroth-order solution are equivalent to 
the single-mode relaxation times.80  
Figure 3-2 shows an example of the first-principles calculated 
relaxation times for N-processes and U-processes for Si at 300 K and diamond 
at 234 K. The symbols are direct outputs from the first-principles calculation, 
and the curves are the extracted values for our model calculation. Because the 
first-principles calculation does not have enough data points in the low-
frequency range, we extrapolate relaxation times for the ultralow-frequency 
phonons assuming a ω2 dependence for the N-process121 and a ω3  dependence 
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for the U-process33 scattering rates for the low-energy phonons ( f < 3 THz for 
Si and f<10 THz for diamond), see Figure 3-2.  
      (a) 
  





Figure 3-2 Relaxation times for N-process and U-process of Si at 300 K (a-b) and 
diamond at 234 K (c-d), from the zeroth-order solution of first-principles calculation. 
The symbols are the direct outputs from first-principles calculations, and the curves 
are extracted relaxation times used in our model.  
 
 In crystals with natural isotope purity, the isotope scattering rate has 
been provided by Tamura as:124 
 ( ) 1 2 ( )
6I
V Dπτ ω ω− = Γ   (3.37) 
where V is the volume per atom, ( )D ω  is the density of states, and Γ is the 
mass-fluctuation phonon-scattering parameter ( )21i i
i
c m mΓ = −∑ , with ic and 
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im  the fractional concentration and atomic mass of the i-th species 
respectively, and i i
i
m c m= ∑ is the averaged atomic mass. We see that the 
isotope scattering rate is independent of temperature and phonon polarization. 
Figure 3-3 shows the isotope relaxation times for Si and diamond as a function 





Figure 3-3 Relaxation times due to isotope scattering of Si (a) and diamond (b). The 
symbols are the direct outputs from first-principles calculations, and the curves are 
calculated from Eq. (3.37) that is used in our model. 
  
 The phonon-boundary scattering rate is relatively simple:123 




τ − =   (3.38) 
where L is the characteristic dimension of the sample and ( , )v j ω  is the group 
velocity that depends on frequency and polarization, and is calculated as  
 
2 ( , )( , )
( , )




=   (3.39) 
using the adiabatic bond charge model. Figure 3-4 shows the group velocities 
of Si and diamond for each polarization as a function of frequency that are 
used to calculate phonon-boundary scattering rate.  
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(a) (b) 
Figure 3-4 Group velocities of Si and diamond as a function of frequency and 
polarization that are used for calculating boundary scattering. The group velocities of 
optical phonons are negative and plotted as dashed curves in this plot.   
3.5 Comparison of the models for lattice thermal conductivity 
With phonon group velocity and density of states obtained from 
adiabatic bond-charge model and relaxation times directly extracted from first-
principles calculation, we calculate the thermal conductivity of Si and 
diamond over a wide temperature range without any fitting parameters, using 
the three models listed in Table 3-1. The code for the thermal conductivity 
models has been verified by calculating RTAΛ  and comparing it with the 
zeroth-order solution of first-principles calculation. Good agreement between 
them was achieved, as shown in Figure 3-5, giving us the confidence that we 
have correctly implemented the models for thermal conductivity.  
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Figure 3-5 Our RTA model calculations agree very well with the zeroth-order 
solutions of first-principles calculation for both natural Si and diamond over the wide 
temperature range, which verifies our code for the thermal conductivity models.    
 
     (a) 
 
(b) 
Figure 3-6 Comparison of the full Callaway model, Allen’s approach and the kinetic-
collective model for the calculation of thermal conductivity of (a) isotopically pure 
and natural Si over the temperature range of 20 - 1000 K and (b) natural diamond 
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 Figure 3-6 compares the full Callaway model, Allen’s approach and 
the kinetic-collective model for the thermal conductivity of both natural and 
isotopically pure Si and natural diamond, together with the experimental 
thermal conductivity data.125-127 It shows that for Si, both the Callaway model 
and Allen’s approach compare very well with experiment over the whole 
temperature range, with error <10% for both pure and natural Si; but the 
kinetic-collective model works poorly especially at high temperatures. For 
natural diamond, none of the models, including first-principles approach, 
could compare well with experiment. The first-principles calculation over-
predicts thermal conductivity of natural diamond at high temperatures by 
~30%. However, the Callaway model is very close to the first-principles 
calculation, with <10% error, suggesting that the Callaway model has captured 
the correct physics on the role of N-processes. Allen’s approach has slightly 
larger discrepancy to the first-principles solution, compared to the Callaway 
model; the kinetic-collective model performs still poorly, with an error 2~3 
times larger than the other models.  
 From such comparison we thus conclude that the Callaway model 
performs the best to correctly capture the role of N-processes, with less than 
10% error compared to the first-principles solutions for both Si and diamond. 
We could thus use the Callaway model to help us understand microscopic 
physics on heat conduction. Yet still, we should keep in mind that the 
Callaway model, which is semi-empirical, lacks the power of prediction; 
whether it could calculate the thermal conductivity correctly depends on the 
input of the relaxation times.    
  65 
 
3.6 Discussion on some new perspectives revealed by the Callaway 
model 
3.6.1 The role of optical phonons 
Optical phonons are generally considered contributing little to the 
lattice thermal conductivity due to their short lifetimes and small group 
velocity, and were usually ignored in the theoretical studies of lattice thermal 
conductivity, even at high temperatures.16, 17, 20, 128, 129 This assumption is 
generally good for some common materials like bulk Si and Ge, with optical 
modes contributing less than 10% to the thermal conductivity,80 although this 
contribution could be larger in nanostructures130 and some bulk materials like 
PbTe.46 However, optical phonons are not just simply carrying more heat in 
the same way like the acoustic phonons; they play an important role in 
scattering the acoustic phonons, as pointed out by Ward and Broido80, and 
therefore if removed from the system, would lead to a dramatic increase in the 
relaxation times of acoustic phonons and consequently much larger thermal 
conductivity. For example, Ward and Broido80 showed that removal of 
acoustic-optic phonon scattering channels would increase the calculated 
thermal conductivity of Si by a factor of three (145 Wm-1K-1 to 501 Wm-1K-1) 
at 300 K.  
In addition to that, we use the Callaway model to demonstrate that 
optical phonons provide an additional scattering channel in making N-
processes resistive for low-energy phonons. This viewpoint is visually 
demonstrated in Figure 3-7, which compares the Callaway model with and 
without including optical phonons for the calculation of natural Si and 
diamond. The effect of excluding optical phonons is small for Si, which is 
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understandable, as Si already has strong N-process scattering and strong mode 
mixing; an additional scattering channel by the optical phonons would make 
little difference in enhancing the mode mixing. Optical phonons also have 
little effect for diamond at low temperatures, where the optical phonons are 
frozen out and could not actively interact with the acoustic phonons. The role 
of optical phonons is more evident for diamond at high temperatures, where 
excluding optical phonons result in much higher thermal conductivity. This 
suggests that optical phonons, when activated, provide additional scattering 
channels for acoustic phonons, promoting mode mixing and enhancing the 
resistive effect of R-processes.  
Furthermore, we want to point out another role played by the optical phonons, 
as revealed by the Callaway model, that by interacting with acoustic phonons, 
optical phonons could actually contribute negatively to the thermal 
conductivity. This was further supported by the first-principles calculation; see 
Figure 3-8, which shows the contribution of optical branches to the thermal 
conductivity of pure diamond as calculated by the first-principles approach. At 
zeroth order, as the phonon modes are assumed to be independent of each 
other, optical phonons always relax to equilibrium by themselves and 
contribute positively to the thermal conductivity; as iterations proceed, strong 
interactions between different modes make optical phonons eventually 
contribute negatively to the thermal conductivity. 
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Figure 3-7 Comparison of Callaway model with and without including optical 
phonons for the thermal conductivity of natural Si and diamond.   
 
Figure 3-8 Contribution of optical branches (LO, TO1, TO2) to thermal conductivity 
of pure diamond from zeroth-order and fully iterative solutions of first-principles 
calculation. At 100 K, optical phonons are “frozen out” so they do not contribute to 
heat conduction; at higher temperatures the negative contributions from optical 
phonons to thermal conductivity become more manifest. 
  
 The reason for this negative contribution to thermal conductivity by 
optical phonons, as revealed by the Callaway model, is that optical phonons 
have group velocity vector in the opposite direction of wave vector, see 
phonon dispersion in Figure 3-1. We define an effective total relaxation time 
,effcτ  so that we can express the Callaway model (Eqs. (3.20) - (3.21)) in the 
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 The term ( )D ω⋅k v , as shown in Figure 3-9 (a), is negative for optical 
phonons, which is the source of optical phonons’ negative contribution to the 
thermal conductivity. The effective total relaxation time ,effcτ  from Callaway 
model is compared with the total relaxation time from the fully iterative 
solution of first-principles calculation, for natural diamond at 100 K, as shown 
in Figure 3-9 (b). Although the comparison is not exact in every detail, both 
the Callaway model and the first-principles calculation qualitatively show that 
the total relaxation times of optical phonons are negative.  
At a first glance, the suggestion that optical phonons have negative cτ  and 
they effectively carry heat against the temperature gradient seems unphysical 
and contradictory to the second law of thermodynamics. However, we should 
note that the optical phonons could carry heat against the temperature gradient 
only through their interactions with the acoustic phonons. Actually, we are not 
the first to report the negative relaxation times. Some earlier reports can be 
found in Ref. 131-133. Not only optical phonons, but also some acoustic phonons 
near the edge of the Brillouin zone were reported to have negative 
contribution to the thermal conductivity.133 Fortunately, the contribution of 
phonons with negative cτ  to the thermal conductivity is usually small. As 
shown in Figure 3-8, the contribution of optical phonons to thermal 
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conductivity of diamond at 300 K is ~50 Wm-1K-1, only taking ~2% of the 
total thermal conductivity.  
  
(a) (b) 
Figure 3-9 (a) Plot of ( ) ( )D ω⋅k v  that is needed to calculate effective total 
relaxation time in the Callaway model. (b) Total relaxation time of natural diamond at 
100 K from Callaway model (curves) and fully iterative solution of first-principles 
calculation (symbols). Note that the relaxation times of the LO branch are negative as 
revealed by both calculations. 
 
3.6.2 Resistive nature of N-processes for low-energy phonons 
It is well known that N-processes conserve momentum and do not 
cause resistance to heat flow by themselves; if there are only N-processes 
present, the heat flux would encounter no resistance and result in infinite 
thermal conductivity.16 Here, we want to further add that even though N-
processes do not cause resistance to heat flow, they play an important role in 
keeping low-energy phonons in equilibrium: if without N-processes, the long-
wave modes would run away with all the heat, also giving an infinite thermal 
conductivity.  
This conclusion can be verified by checking the frequency dependence 
of relaxation times of different processes. In the low frequency limit, 
relaxation time of N-processes Nτ  has 2ω−  dependence, dominating over the 
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other phonon scattering processes ( Uτ ~ 3ω−  and Iτ ~ 4ω− ). The frequency 
dependence of relaxation times is compensated by the variation of density of 
states ( )D ω , which has a 2ω  dependence, resulting in a flat spectral 
distribution of thermal conductivity in the low-frequency limit. If there are no 
N-processes to constrain the phonon relaxing of low-energy phonons, the 
spectral thermal conductivity would go to infinity by 1ω−  as the frequency 
approaches zero, see Figure 3-10, which shows the spectral and cumulative 
thermal conductivity of diamond as a function of phonon frequency, with and 
without including N-processes. The cumulative thermal conductivity as shown 
in Figure 3-10 (b) was calculated by integrating from high frequency to low 
frequency.  
We find that without including N-processes, the cumulative thermal 
conductivity of diamond as shown in Figure 3-10 (b) only deviates from the 
first-principles result below 20 THz, suggesting that the N-processes are 
mainly resistive for the low-frequency phonons. This point can be easily 
verified by comparing the zeroth-order and fully iterative relaxation times 
from first-principles calculation, as shown in Figure 3-11, since the zeroth-order solution of first-principles calculation assumes N-processes resistive, while the full solution correctly accounts the actual role of N-processes. We can see that the fully iterative relaxation times compared to the 
zeroth order differ only in the high frequency range, but the relaxation times 
of the low frequency phonons are almost the same, suggesting that N-
processes are resistive for the low-frequency phonons. 
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(a) (b) 
Figure 3-10 Spectral and cumulative thermal conductivity of pure diamond at 234 K 
calculated by first-principles and Callaway model with and without accounting for N-
processes. N-processes keep low-energy phonons in equilibrium. If without N-
processes, the long-wave modes would run away with all the heat, giving an infinite 
thermal conductivity.   
 
Figure 3-11 Fully iterative relaxation times compared to the zeroth-order are almost 
unchanged for the low-frequency phonons, suggesting that N-processes are resistive 
for the low-energy phonons. 
 
We note that N-processes conserve momentum and should not pose 
resistance to heat flow directly. They play an important role of re-distributing 
phonon momentum from the low-energy range, where the resistive U-
processes and I-processes are weak, to the high-energy range, where the 
resistive U-processes and I-processes are strong, thus they pose resistance to 
heat flow indirectly. This picture has been illustrated by a hydraulic analogy 
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by Guyer and Krumhansl,28 in which the loss of the “quasi-momentum” by 
resistive scattering processes is compared to the loss of liquid from the 
containers, as shown in Figure 3-12. In this analogy, N-processes correspond 
to connections between different containers, as they only redistribute phonons 
among different frequencies but do not directly cause momentum loss by 
themselves. At low frequency where N-processes dominate over resistive 
processes, the loss due to resistive processes is small. But the N-processes play 
an important role in transporting phonons into the high frequency region, 
where the loss would be high. So indirectly the N-processes at low frequency 
are resistive. At high frequency where the resistive processes dominate over 
the N-processes, the effect of N-processes is negligible. 
 
Figure 3-12 Hydraulic analogy of quasimomentum balance in a phonon system that 
demonstrates the effect of N-processes with respect to resistive processes. (Adapted 
from Guyer and Krumhansl28)  
 
3.6.3 Some unresolved puzzle 
The main feature of the Callaway model is to correctly capture the 
resistive nature of N-processes. To evaluate the resistivity of N-processes, we 
check the percentage error for assuming N-processes resistive, defined as 
( )total RTA RTA 100%ε = Λ − Λ Λ × .  
1
Rτ
−   
1
Nτ
−   
Low frequency High frequency 
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Assuming the RTA model is equivalent to the zeroth-order solution of the 
first-principles calculation, while the full Callaway model is equivalent to the 
fully iterative solution of the first-principles calculation, we compare the 
percentage errors calculated by the different models for natural diamond in 
Figure 3-13(a), with the thermal conductivity data shown in Figure 3-13(b). 
Both the Allen’s approach and the first-principles result show a constant 
percentage error independent of temperature, with the Allen’s result two times 
that of the first-principles; only the Callaway model gives a percentage error 
increasing with temperature. To understand what kind of temperature 
dependence we should expect for the percentage error, we check the relaxation 
times of different processes in natural diamond at 100 K and 1280 K, as 
shown in Figure 3-13 (c-d). We find that the U-processes are always weaker 
than N-processes at both low and high temperatures. This explains why the 
percentage error for assuming N-processes resistive in isotopically pure 
diamond is very large.50 However, in natural diamond at low temperatures, the 
isotope scattering would be relatively strong compared to the N-process 
scattering, making N-processes resistive; consequently we should expect 
smaller error for assuming N-processes resistive at low temperatures than at 
high temperatures. Based on this argument, the Callaway model makes more 
sense in terms of the temperature dependence of the percentage error. It is 
unclear why the first-principles calculation gives a constant percentage error 
independent of temperature. Hope future research on the first-principles 
calculation could provide the answer. 
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Figure 3-13 (a) Thermal conductivity of natural diamond calculated by first-
principles zeroth-order and fully iterative solution, RTA, Allen’s and Callaway’s 
model respectively as a function of temperature, and compared with literature 
measurements. (b) Percentage of error for assuming N-process resistive calculated by 
first-principles, Allen’s and Callaway’s model for natural diamond. (c) and (d) 
Relaxation times of N-process, U-process and isotope scattering for LA branch of 
natural diamond at 100 K and 1280 K respectively.  
 
3.7 Summary 
In summary, I have re-derived the full Callaway model under the 
isotropic assumption, and compared it with Allen’s approach and a kinetic-
collective model on the calculation of thermal conductivity of Si and diamond 
at different temperatures, using the relaxation times directly extracted from 
zeroth-order solution of first-principles calculation by Lucas Lindsay. I obtain 
the full dispersion for Si and diamond from adiabatic bond-charge model. The 
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calculation of thermal conductivity is free from any fitting parameters. It turns 
out the Callaway model performs the best in reproducing the first-principles 
result and agrees well with experiment data over a wide temperature range; 
Allen’s approach is close to the Callaway model, while the kinetic-collective 
model compares poorly with the first-principles result.  
Using the full Callaway model as a tool, I further studied the effect of 
optical phonons and the resistive nature of normal phonon-phonon scattering 
processes. I find that the optical phonons provide an additional channel for 
enhancing mode mixing and making N-processes more resistive for low-
energy phonons. Optical phonons also could contribute negative thermal 
conductivity due to their negative group velocities. I also provide evidence to 
demonstrate that N-processes are resistive for low-energy phonons; without N-
processes the low-energy phonons would run away with all the heat and result 
in infinite thermal conductivity.  
Finally, I also present a puzzle on the first-principles prediction on the 
resistive nature of N-processes in natural diamond. The first-principles 
calculations by Lindsay et al. showed a constant percentage error over a wide 
temperature range for assuming N-processes resistive in natural diamond, 
contradictory to what we expect that the percentage error should be smaller at 
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Chapter 4 Dual-frequency TDTR approach for 
accurate measurements of cross-plane thermal 
conductivity of thin films 
 
We have developed a dual-frequency TDTR approach to accurately 
measure cross-plane (Λcross) thermal conductivity of thin films. Here we 
describe details of this dual-frequency approach, including its theory, data 
analysis, and uncertainty estimation. We then verify the approach by 
measuring a thermally evaporated alloy film. In the end we further discuss 
about the applicability of this dual-frequency approach.  
4.1 Challenges for cross-plane thermal conductivity measurements  
Time domain thermoreflectance (TDTR) is a powerful and well-
characterized technique that can measure both the interface thermal 
conductance and thermal conductivity of thin films and bulk materials.134 
However, similar to other transient techniques like 3ω method, the traditional 
TDTR would have difficulty in measuring Λcross of highly conducting very 
thin films. Usually a high modulation frequency would be required to have 
enough sensitivity to Λcross of the film; yet the modulation frequency of TDTR 
is limited to the range 0.1‒20 MHz due to the limited laser repetition rate 
(usually ~80 MHz). What’s more, TDTR measurements would be much more 
sensitive to the transducer film thickness hAl at high modulation frequencies, 
resulting in a large uncertainty in determining Λcross of the thin films. Here we 
work within the constraint of TDTR and propose a dual-frequency TDTR 
approach to improve the uncertainty for the Λcross measurements of thin films.  
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Note that by dual-frequency TDTR here we mean two different TDTR 
measurements at two different modulation frequencies. This is consistent with 
the one reported by Wei et al.88 Our dual-frequency TDTR approach differs 
from other TDTR techniques that involve two frequencies, such as 
asynchronous optical sampling (ASOPS),135, 136 which uses different repetition 
rates for pump and probe, and the heterodyne technique that uses different 
modulation frequencies for pump and probe.61  
4.2 Theory of dual-frequency TDTR approach 
4.2.1 Implementation and data analysis 
The dual-frequency TDTR is based on sensitivity analysis. We observe 
that for TDTR measurements on thin film samples, the sensitivity of TDTR 
signals to hAl depends only weakly on the modulation frequency f, while the 
sensitivity to Λcross reduces drastically as f decreases. At a slightly lower 
frequency at f0, the sensitivity to hAl is comparable to that at f1 but the 
sensitivity to Λcross is near zero. By analyzing the ratio of TDTR signals at the 
two frequencies 
1 0
/dual f fR R R= , we get sensitivity of Rdual as the difference of 
sensitivities of TDTR signals at the two frequencies as 
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By analyzing Rdual, the sensitivity to Λcross is maintained, while the 
sensitivity to hAl is greatly reduced; thus the uncertainty of the Λcross 
measurements can be greatly improved. A general rule of thumb is that f1 can 
be chosen at the frequency that gives d ≈ 0.5hf or the highest allowable 
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frequency by TDTR, whichever smaller, to have the highest sensitivity to 
Λcross of the film; while f0 can be chosen at the one that gives d ≈ 1.5hf.  
4.2.2 Uncertainty analysis  
The uncertainty of Λcross of the thin film measured by the dual-
frequency TDTR is estimated in the same way as traditional TDTR (see 
Eq.(2.34)), except that the sensitivities are for the dual-frequency signals and 
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4.3 Validation of dual-frequency TDTR approach  
4.3.1 Preparation and characterization of the Ni80Fe20 sample film 
As a demonstration of the dual-frequency TDTR approach, we measured 
Λcross of a 400 nm thick Ni80Fe20 alloy film, which is characterized by four-
point measurement. Although the four-point probe measures the in-plane 
thermal conductivity, we expect the thermal conductivity of the alloy film 
should be isotropic as the free paths of thermal carriers in the alloy at room 
temperature are much shorter compared to the film thickness.  
The Ni80Fe20 alloy film was prepared by thermal evaporation at a vacuum 
level of 10-7 Torr. We had two Ni80Fe20 alloy samples that were deposited 
together, one was on a 100 nm thick thermal SiO2 film on Si substrate for 
TDTR measurement, and the other was on a microscope glass slide for four-
point measurement. We have confirmed the difference of the alloy film 
thicknesses of the two samples to be within 1% via picosecond acoustic 
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measurement. For the sample for TDTR measurement, we further coated a 100 
nm thick Al film to act as the transducer. We have chosen thermal SiO2 film 
as the insulation substrate for TDTR measurements because its thermal 
properties are well known, thus eliminating unknown properties. The 
thickness of the Al film was also determined by picosecond acoustics.     
The compositions of the alloy films were confirmed by particle-induced 
X-ray emission (PIXE) measurements to have 80% Ni and 20% Fe with an 
uncertainty of < 0.8%. Based on the virtual crystal approximation, the 
volumetric heat capacity of Ni80Fe20 is estimated as 0.8CNi+0.2CFe=3.88×106 
Jm-3K-1 with a ~5% uncertainty. The thickness hf of the alloy film was 
determined as 403±20 nm by picosecond acoustic using a sound velocity of 
5240 m/s, which was further verified by Rutherford Backscattering 
Spectrometry (BRS) measurement. The sheet resistance Rs of the alloy film 
deposited on the glass slide measured by four-point probe was 0.8±0.1 Ω/sq. 
So the electrical resistivity ρ of the film is Rs ×h = 32.3±4.1 µΩ-cm. We can 
derive the thermal conductivity Λ from electrical resistivity ρ  using 
Wiedemann-Franz law as Λ = LT/ρ, where L is the Lorenz number and is one 
of the biggest sources of uncertainty. The Sommerfeld value13 of Lorenz 
number L0=2.44×10-8 WΩK-2 would generally be valid when the heat and 
charge currents are carried by the same quasi-particles: electrons or holes. For 
alloys however, the lattice contribution to the overall thermal conductivity 
could be proportionally larger due to the strong scattering of charge carriers by 
solute atoms. Here we estimate the Lorenz number specifically for Ni80Fe20 
alloy as (2.38±0.2) ×10-8 ΩWK-2 from its bulk thermal conductivity (46.4±2.8 
Wm-1K-1)137 and electrical resistivity (15.4±0.8 µΩ-cm)138 reported by Ho et 
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al. in literature. Since the bulk thermal conductivity of Ni80Fe20 alloy reported 
in Ref. 137 includes contributions from both electrons and phonons, the Lorenz 
number derived here has also included both contributions, so is the thermal 
conductivity of the Ni80Fe20 film derived here, which is 21.7±3.6 Wm-1K-1. 
4.3.2  Measurement of the sample film by dual-frequency approach 
Based on the general rule of thumb for the choices of modulation 
frequencies f1 and f0 for the dual-frequency TDTR measurement, we should 
choose f1 ~40 MHz and f0 ~4 MHz for our Ni80Fe20 film. This is confirmed in 
Figure 4-1 (a), which shows the sensitivity of TDTR signal Rf of this alloy 
sample measured using a laser spot radius of 28 µm, and plotted at a fixed 
delay time of 100 ps as a function of modulation frequency. Due to the limited 
frequency range for our TDTR setup, here we choose f1 as 17.4 MHz and f0 as 







































Figure 4-1 (a) Sensitivity of TDTR signal to different parameters of the sample that 
consists of a multi-layer structure of 100 nm Al/400 nm Ni80Fe20/100 nm SiO2/Si 
substrate, measured with a laser spot 1/e2 radius of 28 µm as a function of modulation 
frequency, with the delay time fixed at 100 ps. (2) Sensitivity of the ratio of TDTR 
signals at 17.4 MHz and 4 MHz measured on the same sample, plotted as a function 
of delay time.  
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In TDTR, we are usually able to extract from one single TDTR 
measurement both thermal conductivity of the film Λf and the transducer/film 
interface conductance G for most materials; the first mainly affects the 
magnitude of Vout while the latter mainly affects the decay rate of Vin. In our 
Ni80Fe20 alloy film measurements, however, we find the measurement has 
little sensitivity to the Al/Ni80Fe20 interface conductance due to the low 
resistance from the interface. Since both Al and Ni80Fe20 alloy have face-
centered-cubic (fcc) lattice structures139, we estimate the intrinsic interface 
conductance between Al and Ni80Fe20 as 600 MWm-2K-1 based on the lattice 
dynamics calculation by Young and Maris140, with a=0.2 nm, K’=2.4, M’=2, 
and an Al Debye temperature of 428 K. We thus estimate the actual 
Al/Ni80Fe20 interface conductance of our sample to be 600 MWm-2K-1 with an 
uncertainty of ±50%. 
For the bottom interface conductance G2 between Ni80Fe20 and thermal 
SiO2, its effect on the derived Λcross of the Ni80Fe20 film would be negligible if 
G2 is large enough. For example, a G2 value of 300 MWm-2K-1 is equivalent to 
a 5 nm thick SiO2 film in terms of the amount of resistance on heat flow; thus 
overlooking G2 is equivalent to causing an error of 5 nm to the underlying 
SiO2 film thickness, the effect of which would be small considering the low 
sensitivity to the SiO2 film thickness. If G2 is as small as 30 MWm-2K-1 
however, it would be equivalent to a 50 nm thickness SiO2 film and can no 
longer be neglected.  
To independently obtain the interface conductance between Ni80Fe20 and 
thermal SiO2, we deposit a 70 nm thick Ni80Fe20 film as the transducer on the 
same thermal SiO2 wafer under the same evaporation conditions for TDTR 
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measurement. This configuration of the sample structure gives a decent 
sensitivity to the interface conductance between Ni80Fe20 and thermal SiO2. 
The thickness of this Ni80Fe20 film was also verified by RBS measurements 
within 5% uncertainty. TDTR measurement of this sample at 10 MHz using a 
spot size of 11.2 µm yields the Ni80Fe20/SiO2 interface conductance as 27 
MWm-2K-1, with an uncertainty of ±30%. It turns out G2 is so low that we 
could not overlook it.  
With all the other parameters known, we fit Rdual with only Λcross of the 
Ni80Fe20 alloy film as the free parameter, as shown in Figure 4-2(a), and get 
Λcross as 22±2 Wm-1K-1. Note that the thermal model with the same parameters 
could not fit the TDTR measurements at either of the two frequencies, as 
shown in Figure 4-2(b). Independent fitting of the TDTR measurement at 17.4 
MHz alone yields 28 Wm-1K-1 for the Λcross, with an uncertainty of >25%. 
Table 1 summarizes the measurements of thermal conductivity of the Ni80Fe20 
alloy film by the three different ways. All three measurements agree well with 
each other within their uncertainties. Taking the four-point measurement as 
the standard, the dual-frequency TDTR approach has much improved 
accuracy with smaller uncertainty compared to the normal TDTR 
measurement at the high frequency alone.  



























Figure 4-2 (a) Fitting of Rdual of the Ni80Fe20 alloy sample, measured with a laser spot 
1/e2 radius of 28 µm at frequencies f1 as 17.4 MHz and f0 as 4 MHz, yielding Λcross of 
the alloy film as 22 Wm-1K-1(solid line), with 10% bounds on the fitted value (dashed 
lines). (b) The thermal model with fitted values of thermal conductivity from (a) 
could not fit either of the TDTR signals Rf at the two frequencies.     
Table 4-1 Summary of measured thermal conductivity of Ni80Fe20 alloy film by three 
different approaches 
 Four-point TDTR@17.4 MHz Dual-frequency TDTR
 
Λ (Wm-1K-1) 21.7±3.6 28±7 22±2 
4.4 Further discussions on the dual-frequency TDTR approach  
The dual-frequency TDTR approach is especially helpful to improve the 
measurements of Λcross of highly conducting thin films on top of insulation 
substrate. However, if the film is so thin that even the highest allowable 
modulation frequency fh by TDTR gives little sensitivity to Λcross of the film, 
then the dual-frequency approach would not be able to help. To decide 
whether a film is too thin to be measured by TDTR, we define a length scale 
dh= f fhf CπΛ , which is the penetration depth in the film at the highest 
allowable modulation frequency fh by TDTR.  
We plot the sensitivity of TDTR signal Rf to Λcross of the thin film 
compared to the sensitivity to hAl, as a function of the ratio of the film 
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thickness hf to the length scale dh in Fig. 4, for a wide range of thermal 
diffusivity Df (=Λf/Cf) of the film from 0.1 to 10 cm2s-1. It shows that the film 
would be considered too thin to be measured by TDTR when the film 
thickness hf < dh, regardless of the diffusivity of the film. One way to make it 
possible to measure ultra-thin films is to increase the modulation frequency, 
thus to reduce dh. This requires the repetition rate of laser pulses to be even 
higher. Nowadays the rapid development of femtosecond laser technology has 
achieved a laser repetition rate up to 1 GHz,141 showing the potential to greatly 
extend the measurable range of TDTR.  
On the other hand, if the film is very thick, like hf > 2dh, the advantage of 
the dual-frequency approach would not be that obvious, as the sensitivity to 
Λcross of the film would be very high already. Generally, the dual-frequency 
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Figure 4-3 Sensitivity of TDTR signal at the highest allowable frequency by TDTR to 
Λcross of the film compared to the sensitivity to hAl, plotted as a function of the ratio of 
film thickness hf to the length scale dh , over a wide range of film thermal diffusivity 
from 0.1 to 10 cm2s-1.    
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4.5 Summary 
In summary, a dual-frequency TDTR approach has been proposed to 
significantly improve the accuracy of measurements of cross-plane thermal 
conductivity of highly conducting thin films on insulation substrate by normal 
TDTR. As a demonstration of this approach, we measured the thermal 
conductivity of a Ni80Fe20 alloy film by our dual-frequency TDTR approach 
and compared it to the measurement by normal TDTR. Our dual-frequency 
approach agrees favorably better with the independent four-point probe 
measurement, with uncertainty reduced from 25% to 10%, compared to the 
normal TDTR measurement. A general rule of thumb for the implementation 
of the dual-frequency TDTR approach and a criterion to decide when this 
dual-frequency approach is applicable are provided as well.  
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Chapter 5 The role of low-energy phonons on heat 
conduction in Si 
 
In this Chapter, we demonstrate the significant contributions of phonons 
with mean-free-paths over 1 µm to the thermal conductivity of Si, by 
measuring both the cross-plane and the in-plane thermal conductivities of Si 
films with different film thicknesses at temperatures between 100 K and 300 
K. My measurements are between the predictions derived from the 
accumulation function of bulk Si calculated by first-principles methods of 
different research groups, and agree well with the thermal conductivity 
spectroscopy measurements, but not with the BB-FDTR at low temperatures.  
5.1 Measurements of cross-plane and in-plane thermal 
conductivity of Si films 
The cross-plane thermal conductivity of Si films were measured by the 
dual-frequency TDTR approach with large laser spot size (1/e2 radius ~28 
µm), and the in-plane thermal conductivity were measured by normal TDTR 
with small laser spot size (1/e2 radius ~6 µm) at modulation frequency of 0.5 
MHz. Full details of normal TDTR and its dual-frequency approach have been 
given in Chapter 2 and Chapter 4 respectively and will not be elaborated here. 
The Si film samples are commercially available p-type <100> silicon-
on-insulator (SOI) wafers with the device layer thickness varies from 1 to 10 
µm. The 1µm thick SOI wafer was prepared by the Smart CutTM process while 
the rest were prepared by the bonding and etch-back process. A good review 
on the most advanced technologies of SOI can be found in Ref. 142. The device 
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layers are single-crystalline and have a resistivity of 10~20 Ω-cm. To prepare 
the samples for TDTR measurements, we first etch away the native silicon 
oxide of the SOI wafers using HF to ensure good thermal conductance of the 
Al/Si interfaces. Then we immediately deposit a ~100 nm Al film on the 
wafers to act as a transducer for the TDTR measurements. The thicknesses of 
Al, Si and SiO2 layers are determined by picosecond acoustics.107 The 
thickness of the native Al oxide layer is determined as 3.7 ± 0.5 nm from the 
Al 2p XPS spectrum92 of a typical sample; this thickness is slightly larger than 
a typical thickness of native Al oxide143 due to the humid environment in 
Singapore. Since the largest uncertainty in TDTR measurements is the total 
heat capacitance of the AlOx/Al layer, the thickness of native Al oxide is 
crucial for the accurate analysis of TDTR measurements. Both the thermal 
contact conductance of the Al/Si interface and the Si film  can be extracted 
from measurements simultaneously, as they affect the TDTR signals in 
different manners. The measurements are not affected by the Si/SiO2 interface 
thermal conductance, to which the TDTR measurements are not sensitive as 
all.  
Following the uncertainty analysis approach introduced in Chapter 2 and 
Chapter 4, the overall uncertainties for both cross-plane and in-plane Λ  are 
estimated as ~10%. Specifically, we estimate the uncertainty of each input 
parameter as follows: thermal conductivities ΛAl as 15%, ΛSiO2 as 5%; heat capacities 
CAl as 5%, CSi as 5%, CSiO2 as 5%; thicknesses hAl as 6.5%, hSi as 4%, hSiO2 as 4%; 
interface conductance G as 25%; and spot size w as 8%.  
Table S1 summarizes all our Λcross measurements by the dual-frequency 
TDTR approach, and compared with the TDTR measurements at the high 
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frequency fh. Using the dual-frequency approach, the measurements of Λcross 
are more accurate with smaller uncertainties.  
Table 5-1 Summary of measurements of Λcross of Si films 
 
hSi (µm) 





300 K 1.05 90±9 100±21 
 2.43 112±9 128±19 
 4.17 117±10 130±20 
 5.34 120±10 133±20 
150 K 2.43 200±20 230±51 
 4.17 240±24 260±34 
 5.34 270±27 275±39 
 7.86 275±25 285±37 
 9.48 297±27 305±46 
100 K 4.17 330±36 355±78 
 5.34 340±34 360±54 
 7.86 430±47 420±59 
 9.48 445±53 455±68 
 
5.2 Validation of the thin film measurements 
Our measurements are not affected by the frequency dependence38, 58 
and laser spot size dependence34 observed in prior pump-probe 
thermoreflectance measurements. For the Λcross measurements, we verify that 
frequency dependence is negligible for bulk Si when the laser spot size is 
sufficiently large (i.e., for w0=27 µm used in our Λcross measurements), see 
Figure 5-1(a), consistent with several prior TDTR measurements on Si using 
large laser spot sizes.58, 144, 145 For the Λin measurements, we argue that the 
spot size dependence is not as pronounced as in bulk Si despite a small laser 
spot size being used, because the mean-free-paths of low-energy phonons are 
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limited by hf due to the boundary scattering at the thin film interfaces and thus 
the nonequilibrium effects should be minimal. We test this assertion by 
measuring the Λin of the Si films using w0=5.7 µm, 11.5 µm and 27 µm, with f 
fixed at 0.5 MHz. We observe no significant spot size dependence for the 





Figure 5-1 (a) The derived thermal conductivity Λ of bulk Si as a function of 
modulation frequency f, measured using 1/e2 radii of laser beams of w0=27 µm 
(squares), 11 µm (triangles) and 5.5 µm (circles) at 100 K and 300 K. The derived 
thermal conductivity is independent of f when the laser spot size is sufficiently large 
(w0=27 µm). (b) The derived Λin of Si films, measured using w0=27 µm (squares), 11 
µm (triangles) and 5.5 µm (circles) at 300 K, 150 K and 100 K respectively, with f 
fixed at 0.5 MHz.  
5.3 Results and discussion 
We present our Λcross and Λin measurements, normalized by the 
thermal conductivity of bulk Si Λbulk
146, in Figure 5-5. For Λin, we compare 
our measurements with prior in-plane measurements75-79, 147, plotted as a 
function of film thickness hf. For Λcross, we compare our measurements with 
the thermal conductivity of Si nanowires5, 148, 149, and the apparent thermal 
conductivity measured on bulk Si using the broadband frequency-domain 
thermoreflectance (BB-FDTR)38 and TDTR with different spot sizes.34, 64 To 
facilitate the comparison, we plot the measurements as a function of a 
characteristic length Lc responsible for the reduction in the measured thermal 



























100 KSi thin film
  90 
 
that the effective boundary scattering length of 3hf/4 for the Λcross is derived 
from the radiation limit150 for heat conduction in the cross-plane direction, 
assuming that heat is diffusely radiated and absorbed at the interfaces.  
5.3.1 Contribution of low-energy phonons 
We approximate the contribution of low-energy phonons in bulk Si 
with mean-free-path >Lc as 1−Λcross/Λbulk from the measurements of cross-
plane thermal conductivity of Si films. We demonstrate in Figure 5-2 that the 
thermal conductivity accumulation function α as a function of  is identical 
with Λcross/Λbulk as a function of Lc for most of the range (Λcross/Λbulk = 0.2 ~ 
0.8). Thus the ratio Λcross/Λbulk is a very straightforward way to estimate 
contributions of low-energy phonons.  
We thus estimate that phonons with >0.8 µm contributes >35% of 
heat conduction in Si at 300 K, while phonons with >3 µm contributes >60% 
of heat conduction in Si at 100 K. Our measurements compare favorably with 
prior in-plane measurements of Si thin films, the thermal conductivity of Si 
nanowires and the spot size dependent TDTR measurements, see Figure 5-5(a- 
c), but disagree with the BB-FDTR measurements, especially at 100 K and 
150 K. This disagreement justifies a revisit of the analysis and interpretation 
of the BB-FDTR measurements. 
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Figure 5-2 Accumulation functions of natural Si as a function of phonon mean-free-
paths calculated by the first-principles approach of Broido et al., and the 
correspondingly converted ratios of thin film over bulk thermal conductivity as a 
function of characteristic lengths at 300 K, 150 K and 100 K.  
 
5.3.2 Comparison with first-principles calculations 
We also compare our measurements to the first-principles calculations 
in Figure 5-5. To make a fair comparison, we transform the first-principles 
calculations of the cumulative thermal conductivity of bulk Si into thin film 
thermal conductivities, using an approach developed by Yang and Dames, see 
Eq. (12) of Ref. 43. In the transformation into Λcross in Figure 5-5(a-c), we use 
Matthiessen’s rule to relate the phonon mean-free-paths in thin films f and the 
bulk bulk as .151, 152 For Λin in Figure 5-5(d-f), we approximate 
scattering of phonons in the in-plane direction using Sondheimer’s analytical 
solution, see Eq. (17) of Ref. 83. We derive Λcross and Λin from the first-
principles calculations of natural Si calculated by Broido et al.57 and of 

















  92 
 
isotopically pure Si by Garg et al.54, normalize by the respective Λbulk 
calculated by the same researchers, and plot them as dashed lines in Figure 
5-5. For the first-principles calculations by Garg et al.54 and Esfarjani et al.33, 
only the accumulation functions of isotopically pure Si are available in 
literature. We demonstrate in Figure 5-3 that accumulation functions of natural 
Si and pure Si are almost identical above 100 K. Thus it is valid to compare 
our measurements of natural Si films to the first-principles calculation of pure 
Si. We note that the normalized thermal conductivity derived from several 
other first-principles calculations of isotopically pure Si15, 34, 37 are similar to 
that of natural Si by Broido et al., and thus are omitted in Figure 5-5 for 
clarity. 
 
Figure 5-3 Accumulation functions of natural Si vs. pure Si as a function of mean-
free-paths calculated by the first-principles approach by Broido et al.  
 
Our Λcross and Λin measurements fall between the calculations by Garg 
et al. and Broido et al. and the discrepancy is larger than the uncertainty of our 
measurements, see Figure 5-5. To understand the origins of this discrepancy, 
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we carefully compare the cumulative and spectral thermal conductivity 
calculated by Garg et al. and Broido et al. in Figure 5-4. We find that while 
the first-principles calculation of isotopically pure Si by Broido et al.36, 57 
yields a total thermal conductivity of 156 Wm-1K-1 at 300 K, which agrees 
with the experiments146 very well, the similar first-principles calculation by 
Garg et al.54 yields only 128 Wm-1K-1. Despite the huge difference in the 
calculated thermal conductivity, the cumulative thermal conductivity 
calculated by both research groups are identical up to =5 µm, but differ 
significantly for phonons with >5 µm. Likewise, from the spectral thermal 
conductivity in Figure 5-4(b) we find that the first-principles calculations by 
Broido et al.57 and by Garg et al.54 are identical for the high frequency range 
>3 THz, but only differ in the low-frequency range. This finding demonstrates 




Figure 5-4 (a) Cumulative thermal conductivity and (b) spectral thermal conductivity 
of pure Si at 300 K calculated by Garg et al. and by Broido et al. Cumulative thermal 
conductivity of pure Si at 300 K calculated by Esfarjani is also included for 
comparison.  
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5.3.3 Effect of specular reflection 
One possible explanation for the discrepancy between our 
measurements and the first-principles calculations by Broido et al. (which are 
generally perceived as correct) is that in our measurements some low-energy 
phonons are not scattered by the interfaces but are either specularly 
reflected153 (for Λin) or transmitted154 across the interfaces (for Λcross). To 
estimate the effects of specular reflection to Λin, we use the RTA model (see 
Chapter 3 for more details) that fully reproduces the accumulation functions 
by Broido et al. The specularity is evaluated by the parameter25, 155 p=exp(-
16π2η2/λ2), where λ is the phonon wavelength, and η is the interface 
roughness; p=1 if all phonons are specularly reflected while p=0 if all phonons 
are diffusely scattered. We estimate η=0.3 nm from the cross-section 
transmission electron microscopy (TEM) images of the Si/SiO2 interface in 
SOIs.156 We calculate the in-plane relaxation times from bulk relaxation times 
for each mode using Eq. (25) of Ref. 83, and then sum up contributions of all 
the modes by the RTA model to get the total Λin. The bulk relaxation times 
were extracted from zeroth-order solution of Broido’s first-principles 
calculation. We plot the calculations of our RTA model as dotted lines in 
Figure 5-5 (d-f). As shown in Figure 5-5 (d-f), the calculations and the 
measurements agree acceptably well within the uncertainty of our 
measurements. 
For the transmission of phonons across the interfaces, we argue that all 
transmitted phonons, if any, should be scattered by the underlying amorphous 
SiO2 and thus the effective boundary scattering should be limited by hf. To 
represent the uncertainty of the characteristic length for Λcross, we include error 
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bars of 3hf/4−hf in Figure 5-5 (a-c). We find that the disagreement persists 
even after the uncertainty is taken into consideration, see Figure 5-5 (a-c). 
5.3.4 Effect of macroscopic damping of low-energy phonons 
Another possible explanation for the discrepancy between our 
measurements and Broido’s prediction is that Broido et al. did not consider 
macroscopic damping that dominantly scatter low-energy phonons, thus 
overestimated the contribution of the low-energy phonons in their 
calculations. In fact, we estimate from our Callaway model that in Broido's 
calculations, 10% of heat in Si is carried by phonons with frequency <1 THz 
at 300 K, contradicting experimental evidences157-159 that these phonons (i.e., 
ultrasonic waves) are strongly attenuated by at least two macroscopic 
mechanisms. First, low-energy phonons create a periodic temperature profile 
of hotter (compressed) and colder (expanded) regions in Si, and heat transfer 
between these regions attenuates the low-energy phonons due to thermoelastic 
loss of energy. Second, strains generated by the low-energy phonons causes a 
change of the effective temperature of individual high-energy phonons 
(usually called the thermal phonons). As the thermal phonons relax to a new 
local equilibrium through e.g., the three-phonon processes, entropy is 
generated and the low-energy phonons are damped. This viscous damping is 
usually called the Akhieser's damping.160 
To estimate the effects of the macroscopic damping to heat conduction 
in Si, we follow Maznev161 to approximate the relaxation times due to the 
macroscopic damping using an expression ( )2 2a inf th1 1τ τ τ ω= + , where ω is 
the phonon angular frequency and τinf and τth are parameters derived from 
fitting of prior measurements of the relaxation times of ultrasonic waves157-159, 
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162, 163 at different temperatures. Details of the fitting for τa can be found in 
Appendix E.  
We treat the in-plane and cross-plane differently. For in-plane, we first 
incorporate the relaxation times due to damping τa into the bulk relaxation 
times using Matthiessen's rule; then we calculate the in-plane relaxation times 
using Sondheimer’s solution with specularity; then we sum up contributions of 
all phonons using RTA model. For cross-plane, we first add in macroscopic 
damping to the bulk relaxation times, then we calculate the accumulation 
functions using RTA model, then we convert this accumulation function with 
damping into cross-plane thermal conductivity ratio using Dames’ approach, 
using Matthiessen's rule 1 1 1f b cL
− − −= +  , with 3 4cL h= . The results are plotted 
as solid lines in Figure 5-5.  
We find that at 300 K, inclusion of the macroscopic damping reduces 
the calculated thermal conductivity of Si by non-negligible 8%, sufficient to 
bring the calculations to a better agreement with our Λcross measurements, see 
Figure 5-5 (a). However, at 100 K, the effect of macroscopic damping is 
substantially smaller than the discrepancy and thus not sufficient to explain the 
discrepancy, see Figure 5-5 (c). 
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Figure 5-5 (a-c) Λcross measurements of Si films (solid squares), compared to the 
thermal conductivity of Si nanowires5, 148, 149 (open squares), and the apparent thermal 
conductivity measured on bulk Si using the BB-FDTR38 (open circles) and TDTR 
with different spot sizes34, 64 (open diamonds), plotted as a function of characteristic 
lengths Lc. All the measurements are normalized by the thermal conductivity of bulk 
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Si.146 Lc are 3hf/4150 for our Λcross measurements, the diameter83 for the thermal 
conductivity of nanowires, the thermal penetration depth dp for the BB-FDTR 
measurements, and the root-mean-square of the pump and probe 1/e2 diameters145 for 
the spot size dependent TDTR measurements, respectively. (d-f) Λin measurements of 
Si films (solid triangles), compared with prior Λin measurements75-79, 147, normalized 
by the thermal conductivity of bulk Si146 and plotted as a function of Si film thickness 
hf. The error bars are included for all the experiment data points, but are not shown 
for those data points that have an error bar even smaller than the size of their 
symbols. In all plots (a-f), the dashed lines are predictions derived from the first-
principles calculations of natural Si by Broido et al.57 and of pure Si by Garg et al.,54 
as labeled. The solid and dotted lines are calculations of our Callaway model, with 
and without taking into account the macroscopic damping of low-energy phonons. 
 
5.4 Summary 
In summary, we find from our measurements that phonons with >0.8 
µm contribute 35% to heat conduction in Si at 300 K and phonons with >3 
µm contribute 60% at 100 K, much lower than 46% at 300 K and 77% at 100 
K predicted by the first-principles calculations of Broido et al. We find that 
omission of the macroscopic damping in the first-principles calculations can 
only partially explain the discrepancy at 300 K, but not at 100 K. Moreover, 
our measurements disagree strongly with the BB-FDTR measurements at low 
temperatures. Considering the discrepancies, we thus think that a revisit of the 
first-principles calculations and the BB-FDTR measurements is justified. Our 
measurements also provide a crucial set of experimental data for comparison 
in future studies of the mean-free-paths of phonons in Si. 
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Chapter 6 Fourier-transform TDTR (FT-TDTR) for 
studying non-diffusive heat conduction in 
semiconductors and dielectrics 
 
In this Chapter, we develop a novel technique for probing the mean-free-
paths of the phonons that are responsible for heat conduction in 
semiconductors and dielectrics by Fourier transform of TDTR, which we call 
FT-TDTR.   
6.1 Frequency-domain representation of TDTR data 
In a typical TDTR setup, the heat source is a train of modulated 
femtosecond laser pulses. Due to the multiple timescales of modulation 
frequency fmod and laser repetition rate frep, the heat source has not just one 
single frequency component at fmod, but many frequency components at the 
side bands of each multiple of the repetition rate (±fmod+nfrep), where n is any 
integer from −∞  to ∞ , as demonstrated in Figure 2-4. The TDTR signal 
detected by lock-in amplifier is the sum of thermal responses at all the heating 
frequencies, mathematically expressed as 
 { } [ ]0 0 0





dRX Z T k T k e
dT
ωω ω ω ω ω
∞
=−∞
= = ∆ + + ∆ − +∑   (6.1) 




i dRY Z T k T k e
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ωω ω ω ω ω
∞
=−∞
= = − ∆ + − ∆ − +∑   (6.2) 
Where 0ω is the modulation frequency (in radians per second), sω is the laser 
repetition rate, td is the delay time, /dR dT is the thermoreflectance coefficient.  
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 Note that X and Y are in the format of Fourier series ( ) sik tk
k
x t a e ω
∞
=−∞
= ∑ . 
If we treat the delay time as if it were the real time, the complex Fourier 
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  (6.4) 
Separation of thermal responses at different frequencies could be useful 
to investigate different thermal length scales. Heating at higher harmonic 
frequencies corresponds to shorter thermal penetration depths. As 
demonstrated by previous FDTR measurements, a frequency dependence on 
the measured thermal conductivity was observed when thermal penetration 
depth is shorter than the phonon mean-free-paths in the material.38, 58 
However, the modulation frequency achievable in frequency dependent TDTR 
is typically limited from kHz to 10 MHz. The BB-FDTR that uses continuous 
wave laser could increase the modulation frequency up to 200 MHz.38 By 
doing Fourier transforms on TDTR signals, we can get thermal responses at 
multiples of laser repetition rate, up to GHz. Some preliminary work based on 
this approach has been reported recently by Gang Chen’s group at MIT.164 We 
expect using FT-TDTR we could study non-diffusive phonons down to very 
small length scales and thereby probe the mean-free-paths of the dominant 
heat-carrying phonons in dielectric materials.   
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6.2 Some concerns on the implementation of FT-TDTR 
There are many details that need to be carefully considered to get 
meaningful and reliable results from FT-TDTR, and are discussed here.  
6.2.1 Concerns on the linearity of the system 
Separating different frequency components requires the thermal system 
to be linear, i.e., temperature responses of the sample at the heating of heat 
fluxes of different frequencies should obey superposition. This first requires 
the thermal properties to be independent of temperature. The assumption of 
constant thermal properties is generally valid for the long delay time range in 
our TDTR measurements, as we use low laser fluences to make sure the 
temperature changes are small (<10 K). The exception is during the first few 
picoseconds after the femtosecond laser pulse heating, when the rise of the 
electron temperature Te of the metal transducer could be so high (~ 1000 K) 
that the electron thermal conductivity and heat capacity of the metal 
transducer could not be assumed constant. We are not able to incorporate the 
temperature-dependent thermal properties in our thermal model for TDTR (see 
section 2.3). Instead, we evaluate the effect of the constant-property 
assumption by solving a parabolic two-step (PTS) model98 that considers the 
temperature dependent thermal properties, to get the electron and phonon 
temperature responses due to a single pulse heating. We follow exactly the 
same procedures in Ref. 98 to implement the PTS model, and our code for the 
PTS model has been verified against the results presented in the same 
reference. Interested readers can refer to the original source98 for more 
information about this model. 
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 We present in Figure 6-1 the calculated phonon temperature rises by the 
PTS model assuming constant versus temperature-dependent thermal 
properties following a single-pulse heating on a sample of 1 µm SiO2 coated 
with 250 nm Al film. We can see that assuming constant thermal properties 
makes little difference compared to the case that considers temperature-
dependent thermal properties, and both calculations compare well with the 
measurements. The reason we can assume constant thermal properties for Al 
despite the significant changes of electron temperature is that the reflectance 
change R∆  of aluminum depends mostly on the lattice temperature changes 
and is little affected by the electron temperature changes.102 We thus are 
confident to assume constant thermal properties when using Al as the 
transducer.    















250 nm Al / 1 µm SiO2
 
Figure 6-1 Effect of assuming constant versus temperature-dependent thermal 
properties on the phonon temperature rises calculated by a parabolic two-step model 
at the heating of an ultra-short single pulse on the “250 nm Al / 1 µm SiO2” sample. 
The symbols are from TDTR measurements.  
 
Another big concern is whether superposition still holds for the case of 
non-diffusive heat conduction. The non-diffusive heat conduction happens 
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when phonon mean-free-paths are even longer than the characteristic length 
scales, e.g., laser spot size34 or thermal penetration depth58. We hold the 
opinion that superposition should still work for heat conduction by non-
diffusive phonons. Without losing generality, let us consider a system heated 
by two periodic heat fluxes at different frequencies 1 2q q q= + . The resulted 
temperature oscillation in the sample can always be decomposed into two 
components at the same frequencies 1 2( ) ( ) ( )T z T z T z= + . From the temperature 
distribution ( )T z  we can calculate heat flux ( )q z  at that location; it should be 
the same as if we calculate 1( )q z  due to 1( )T z , and 2 ( )q z  due to 2 ( )T z , and 
then sum up the two heat fluxes together. This is true irrespective of how long 
the phonon mean-free-path is. Thus we are able to proceed with FT-TDTR, 
knowing that the TDTR system is still linear despite the non-diffusive 
phonons. 
6.2.2 Time-domain data collection over one full period of delay time 
Fourier transform requires time-domain data over one full laser repetition 
period of delay time, which is 12.5 ns for our 80 MHz laser system. In our 
TDTR setup, as illustrated in Figure 6-2, the delay stage has a length of only 
60 cm. The change of optical path for one return trip over the delay stage 
corresponds to a delay time of only 4 ns. I add in more mirrors before the 
delay stage to make the pump beam go back and forth over the stage for three 
times; in this way I managed to extend the delay time range up to 12 ns. To 
make sure the beam size does not change over this long travelling distance, I 
expand the pump beam by 4x before the delay stage and then compress it back 
after the delay stage. Great care and patience must be paid to align the mirrors 
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due to the challenges of the small aperture size of the retroreflector and the 
limited available space to install the mirrors. Eventually I have made sure the 
system is aligned in the way that the size and the location of the pump focal 
spot do not change by more than 1% over the 12 ns delay time range. The 
same expansion and compression are applied to the probe beam to keep it 
collimated over the same long travelling distance. 
 
Figure 6-2 TDTR experimental diagram with extended delay time range 
 
In our TDTR setup, instead of adopting the common practice of delaying 
the probe beam with respect to the pump, we place the delay stage in the pump 
line after the modulator, to advance the pump with respect to the probe. This 
practice has the benefit of minimizing the effect of laser spot drifting over the 
delay time td, but it introduces a phase shift 0exp( )di tω that makes the signals 
Vin and Vout no longer periodic over td. In my data analysis, I make correction 
to this phase shift by multiplying the TDTR signal (Vin+iVout) by the term 
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0exp( )di tω−  before doing Fourier transform to find out the frequency-domain 
responses.  
6.2.3 Effect of interpolating between data points  
Discrete Fourier transform requires uniform time intervals for the time-
domain data. However, it is practically not feasible to scan the whole 12.5 ns 
delay time range with a uniform and small enough time interval. For the short 
delay time range <100 ps, we need to use short intervals, typically 1 ps, to 
capture the dramatic changes of TDTR signals; in the longer delay time range, 
as the TDTR signals change less dramatically, we can use larger time intervals 
to speed up the data acquisition. We can then interpolate the acquired data 
using a uniform time grid, and then perform Fourier transform on the 
interpolated data.  
To check the effect of interpolation, we use the thermal model to 
generate time-domain data at 1 ps intervals in the range -20 and 80 ps, and 
another 100 data points spaced uniformly in logarithmic scale from 80 ps to 12 
ns, as shown by the symbols in Figure 6-3 (a). We then linearly interpolate the 
data using a uniform time grid of interval 0.1 ps, shown as the curves in Figure 
6-3 (a). We then perform Fourier transform on the interpolated data to get the 
temperature responses at different frequencies, the results are shown as 
symbols in Figure 6-3 (b). The temperature responses in the frequency domain 
can also be calculated directly from the thermal model, using the same set of 
parameters for the thermal model, shown as curves in Figure 6-3 (b). The 
differences between the two is <0.05%, indicating that the interpolation 
scheme works very well for our purpose.  
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Thus we have demonstrated that we are able to fully capture the time-
domain signals by interpolating between only 200 non-uniform data points. 
This conclusion greatly facilitates our data acquisition.   
  
(a) (b) 
Figure 6-3 Study effect of interpolation on Fourier transform of TDTR data. (a) 
Symbols: time-domain data generated by thermal model using non-uniform grid; 
curves: interpolated data using uniform grid with interval of 0.1 ps. (b) Symbols: 
temperature rises at different frequencies obtained from Fourier transform of the 
linearly interpolated time-domain data; curves: temperature rises directly calculated 
by the thermal model using the same set of parameters that generate the time-domain 
data in (a). 
6.2.4 Effect of non-axisymmetric laser spot shape 
For non-perfect laser beams, the position of the beam waist could be at 
different locations for the horizontal and vertical cross sections, resulting in 
non-circular laser spot shapes on the focal plane. This phenomenon is known 
as astigmatism. One reason to cause astigmatism is that the laser beam does 
not propagate through the center of a spherical lens. This imposes very strict 
requirement on the alignment of the beam expanders and compressors. While 
we try our best to minimize astigmatism, it is desirable for us to know about 
its effect on TDTR measurements.  
For the case of non-circular laser spots, we cannot use the cylindrical 
coordinate system as adopted by Cahill in the normal TDTR model.89 Let us 
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consider a simple case that the laser intensity has an elliptical Gaussian 
distribution with the major and minor axis aligned with Cartesian coordinate 
axes x and y, with pump and probe co-aligned at the center. We will skip the 
detailed derivations but only present the results here. The only changes we 
need to make are to replace 2k  in the normal TDTR model by 2 2( )u v+ , and 
to replace Eq. (9) in Ref. 89 by the following:  
 ( ) ( )2 2 2 2 2 20( ) ( , , ) exp expx yT A G u v u w v w dudvω ω π π
∞ ∞
−∞ −∞
∆ = − −∫ ∫   (6.5) 
where ( )0 12 2 2 2x x xw σ σ= + , ( )0 12 2 2 2y y yw σ σ= + , 0xσ  and 0yσ  are the 21 e radii 
of pump spot in the x and y directions respectively, and 
1x
σ  and 
1y
σ  are the 
corresponding radii of probe. More detailed descriptions on the derivation of 
the thermal model that considers non-axisymmetry of laser spot shape can be 
found in Ref.165.  
 Now we introduce a parameter α to evaluate the degree of non-







= ×   (6.6) 
 We use this new thermal model that incorporates non-axisymmetric 
laser spots to calculate TDTR signals in outR V V= − of materials over a wide 
range of thermal conductivity, at different modulation frequencies and with 
different average laser spot radii as a function of the degree of non-
axisymmetry α, and compare it to the case when α=0%. The results are shown 
in Figure 6-4, with the deviation ηR defined as ( )0 0/ 100%R R R Rαη = − × . 
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Figure 6-4 Effect of degrees of non-circularity of laser spots on TDTR signal 
 
The results suggest that TDTR measurements are less affected by the 
laser spot profile when measured with large laser spot size, with high 
modulation frequency and for materials with low thermal conductivity. The 
traditional axisymmetric TDTR model can be safely applied with <1% error 
when measured with large rms spot radius of 30 µm and the degree of non-
axisymmetry α within 40%.  
For our case, we do not have perfectly circular laser spots, but the 
degree of non-axisymmetry α is always within 20%. We thus conclude from 
Figure 6-4 that it is safe for us to ignore the non-circular laser spot shapes 
(with incurred error <1%) if we use a large rms laser spot radius of >12 µm.  
6.2.5 Filtering effect by the transducer film 
As it takes time for the heat absorbed by the metal transducer to diffuse 
across the interface into the substrate, the transducer has a filtering effect on 
the high frequency signals. The time it takes for the heat to diffuse across the 
interface into the substrate is 
 2Al Al Al Al AlC h C h Gτ = Λ +   (6.7) 
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Thus for high frequency heating with 1/ (2 )f πτ> , the thermal 
modulation would die off within the transducer film, leaving no chance for the 
substrate to experience the high frequency heating on the surface.  
In a typical TDTR setup, the Al transducer is usually 100 nm thick, 
and the transducer/substrate interface conductance G is typically in the order 
of 100 MWm-2K-1; the characteristic time τ is thus estimated as 2.5 ns. With 
such long characteristic time, all the high frequency heating with f>60 MHz 
would be filtered out by the transducer; in another word, the surface 
temperature responses T∆  at high frequencies f>60 MHz only depend on 
transducer film but would not be related to the substrate. An effective way to 
reduce the filtering effect is to reduce the transducer film thickness hAl. If hAl 
is reduced to 10 nm, the characteristic time τ can be reduced to 0.25 ns. This 
time scale corresponds to a threshold frequency of 600 MHz. This perspective 
is demonstrated in Figure 6-5, where we have calculated the amplitudes of 
temperature rises 0,AmpT∆  at the heating of a unit power for substrates with 
different thermal conductivity (1.3-130 Wm-1K-1) and with Al transducer films 
of different thicknesses (10-100 nm), as a function of heating frequency. We 
can see in Figure 6-5 that the temperature rise T∆  would be independent of 
the substrate in the high frequency limit, suggesting that the high frequency 
heat fluxes are filtered out by the transducer film. The frequency beyond 
which the temperature rise T∆ becomes independent of substrate is the 
threshold frequency for filtering. We can see that as the Al film thickness 
reduces from 100 nm to 10 nm, this threshold frequency increases from 60 
MHz to 600 MHz, which is consistent with our estimations above using Eq. 
(6.7).  
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Figure 6-5 Amplitudes of temperature rises at the heating of unit power as a function 
of heating frequency, for different substrates covered by Al transducer films with 
different thicknesses.  
 
We can also approach the problem of transducer’s filtering effect from 
another perspective. We plot in Figure 6-6 the amplitudes of temperature rises 
T∆ at the heating of a unit power as a function of transducer film thickness for 
each heating frequency. We can see that the amplitudes of the temperature 
rises approach a constant value in the thin transducer film limit, but suddenly 
drop at a faster rate as the transducer film thickness increases beyond a 
threshold value, suggesting that after that threshold thickness the heat flux at 
that frequency would be filtered out by the Al film. We also plot the threshold 
Al film thickness, as estimated from Eq.(6.7), as the dashed line in Figure 6-6. 
We can easily see from the plot that we can have temperature responses up to 
400 MHz that are sensitive to the substrate thermal diffusivity if the Al film 
thickness is reduced to 15 nm, and up to 800 MHz if the Al film is further 
reduced to 8 nm.  
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The filtering effect of transducer is essential for us to get the high 
frequency signals, yet the effect is not obviously known to everyone. We 
notice that Gang Chen’s group at MIT has also conducted some similar 
research on Fourier transform of TDTR.164, 166 However, they did not realize 
the filtering effect of Al transducer on the high frequency signals, and they 
used Al films >60 nm. They did not observe any frequency dependence for 




















Figure 6-6 The amplitude of temperature responses T∆  at the heating of a unit 
power for each frequency, as a function of transducer film thickness. The substrate is 
bulk sapphire. The interface conductance is fixed at 130 MWm-2K-1 for these 
calculations.   
While we need a thin transducer film to minimize the filtering effect, 
we also need the transducer film to be thick enough to absorb laser radiation 
and to generate the thermoreflectance signal. If the substrate is not transparent, 
the transducer film should also be thick enough to block laser radiation from 
penetrating through the transducer and directly heating the substrate. For 
example, if hAl is only 7.5 nm, 37% of the radiation at wavelength 787 nm 
would penetrate through the transducer into the substrate. The Al film 
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thickness needs to be at least 30 nm to have the transmission reduced to <1%. 
It is desirable for us to look for a transducer film that has the largest extinction 
coefficient for the laser radiation. To the best of our knowledge, aluminum has 
the largest extinction coefficient k (=8.367) among all the metals at our laser 
wavelength 787 nm,167 meaning that aluminum has the shortest optical skin 
depth δp = (4πk)-1 = 7.5 nm.168 One way to use ultra-thin transducer without 
introducing the complexity of directly heating the substrate is to limit the 
substrate to those transparent ones. The energy of photons of radiation at 
wavelength 787 nm is 1.58 eV. Any material with bandgap larger than the 
photon energy is transparent to the radiation for our case.  
6.2.6 Effect of non-equilibrium dynamics in the metal transducer due to 
ultra-short laser pulse heating 
The conventional thermal model for TDTR, first developed by David 
Cahill89 and later extended for anisotropy by Aaron Schmidt87, assumes local 
equilibrium, i.e., a single temperature is sufficient to describe the heat 
diffusion process. This assumption is generally valid for the long delay time 
range 100 psdt >  and when the Al transducer film thickness is in the 
optimized range 80~120 nm.134 However, strong non-equilibrium dynamics 
exist in the short delay time range due to the short-pulse laser heating of the 
metal transducer. For such cases, the conventional TDTR model would fail to 
simulate the short-delay time range data correctly. Yet Fourier transform of 
TDTR requires accurate modeling of the time-domain data over the whole 
period of the delay time to get the frequency-domain signal correctly.  
We use a two-temperature model, first proposed by Anisimov in 
1974,97 to simulate the non-equilibrium dynamics of laser heating on the metal 
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layer. We divide the transducer layer into two channels: electrons and 
phonons. We assume the heat source from laser radiation is all deposited into 
the electron channel; then the heat transfers from electrons to phonons through 
electron-phonon coupling. The heat diffusion process in the metal layer is 
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  (6.8) 
where ,e pC is the volumetric heat capacity, ,e pΛ  is the cross-plane thermal 
conductivity, ,e pη  is the anisotropic parameter defined as the ratio of the in-
plane to cross-plane thermal conductivity, g  is the coupling constant between 
electrons and phonons, and S is the source term. The subscripts e and p stand 
for electrons and phonons respectively.  
We assume at the Al/substrate interface, electrons in the transducer 
layer are insulated; only phonons conduct heat across the interface into the 
substrates. We assume different phonon modes in the substrate layers are in 
equilibrium states, so only one channel suffices for the substrate layers.  
Mathematically, we borrow the 2-channel thermal model, developed 
by Wilson et al.105 for TDTR, for our data analysis. In the 2-channel model in 
Ref. 105, each layer of the sample was divided into two channels. For our 
application, we do not need to divide the substrate into two channels; so we 
simply assign negligibly small values of thermal conductivity and heat 
capacity to one of the two channels in the substrate to make the substrate 
effectively one-channel. More details of the 2-channel model can be found in 
Chapter 2 and Appendix B.  
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We compare the 2-channel model with conventional 1-channel model 
for the data analysis of our measurements of sapphire coated with 32.1 nm Al, 
measured using a modulation frequency of 9.9 MHz and a laser spot size of 
14.3 µm. The parameters used in the two models are summarized in Table 6-1. 
The justification for the choices of these parameters will be discussed in 
details later in section 6.3.2.  
 
Table 6-1 Summary of the parameters used for the 2-channel and 1-channel models 
presented in Figure 6-7. 
 2-channel 1-channel 
ΛAl (Wm-1K-1) 140 (e) 7 (p) 147 
CAl (Jm-3K-1) 0.04 (e) 2.4 (p) 2.44 
gAl (Wm-3K-1) 12×1016 -- 
hAl (nm) 33 33 
Λsapphire (Wm-1K-1) 35 35 
Csapphire (Jm-3K-1) 3.07 3.07 
G (MWm-2K-1) 110 110 
w (µm) 14.3 14.3 
f (MHz) 9.9 9.9 
 
The two models are compared in both the time-domain and frequency-
domain, as shown in Figure 6-7 (a-d). The results are presented as 0T∆ , the 
temperature rise at the heating of a unit power. Note that the direct output of 
lock-in amplifier during TDTR experiment is voltage V, which is proportional 
to the changes of the metal’s reflectivity ∆R (The relationship between V and 
R∆  has been discussed in section 2.5.1.); and ∆R can arise from both the 
electron-temperature changes ∆Te and the lattice-temperature changes ∆Tp 
as102, 169 
 e pR a T b T∆ = ∆ + ∆   (6.9) 
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where a and b are constant coefficients describing how the electron heating 
and lattice heating affect R, and would be different for different metals. We 
find aluminum’s response to short-pulse heating is dominated by pT∆ . The 
reason for the weak dependence of reflectance on eT∆  is that the Fermi energy 
of Al (11.7 eV) is considerably high, resulting in a small amount of Fermi 
smearing induced by the photon energy (1.55 eV), while smearing of 
electronic occupancy near the Fermi level is the major contribution of Te to 
changes of reflectivity from a metal following excitation.170 Our observation is 
consistent with the measurements by Hostetler et al.102 
From Figure 6-7 (a-b), we find the two models mainly differ in the short 
delay time range td < 60 ps, where there are non-equilibrium dynamics 
between thermal carriers due to the ultrashort laser pulse heating. The 1-
channel model predicts a sharp spike of the temperature rise after 0 ps, which 
is absent in the measurement, while the 2-channel model correctly captures the 
non-equilibrium dynamics and agrees much better with the measurement. 
Such discrepancies in the short delay time range affect the frequency-domain 
temperature responses, as shown in Figure 6-7 (c-d). We thus conclude that it 
is necessary for us to use the 2-channel model to accurately model the non-
equilibrium dynamics in the metal film.  
6.3 Implementation of FT-TDTR 
We take the sample of Si0.992Ge0.008 alloy as an example to demonstrate 
the implementation of FT-TDTR.  
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6.3.1 Procedures for the implementation of FT-TDTR 
The procedures to get the frequency dependent effective thermal 
conductivity of the substrate are illustrated in Figure 6-8 (a-e).  



































































Figure 6-7 Comparison of the 2-channel and 1-channel models for the time-domain 
analysis of measurements of 32.1 nm Al/ sapphire, measured at 9.9 MHz with laser 
spot size 14.3 µm. 0,inT∆  and 0,outT∆  are in-phase and out-of-phase temperature 
responses at the heating of a unit power in the time-domain, while 0,ReT∆ , 0,ImT∆  
and 0,AmpT∆  are the real part, imaginary part and amplitude of the temperature 
responses at the heating of a unit power in the frequency-domain.  
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First, we do TDTR measurements to get the time-domain data over one 
full period of delay time, which typically comprises an in-phase component 
Vin and an out-of-phase component Vout, as shown in Figure 6-8 (a). We plot 
the signals as 0T∆ , the temperature rise at the heating of a unit power, so that 
different measurements with different power factors could have a common 
basis to compare. But this normalization is not a must procedure, as the power 
factor will eventually be cancelled out in our data analysis and would not 
affect our results. We do Fourier transform on the time-domain data (see Eqs. 
(6.3) and (6.4)) to get the temperature rise 0T∆  in frequency domain, as shown 
in Figure 6-8 (b), which comprises a real part 0,ReT∆  and an imaginary part 
0,ImT∆ . Theoretically we could get 0T∆  up to an infinitely high frequency. 
However, the amplitude of 0T∆  decreases dramatically as frequency increases, 
approximately with 1/2f − dependence. As a result the signals at very high 
frequencies >1 GHz would usually be too small to be of values to us. We use 
the ratio 0,Re 0,ImT T− ∆ ∆  as a function of frequency to extract the effective 
thermal conductivity, see Figure 6-8 (c). As the ratio signals in frequency 
domain have different sensitivities to the interface conductance G and the 
substrate thermal conductivity at different frequency ranges, we can extract 
the effective thermal conductivity of substrate independently from the 
interface conductance. The thermal model with one nominal value of the 
substrate thermal conductivity would usually not be able to fit the frequency 
domain data well for the whole frequency range. We thus adjust the effective 
thermal conductivity of the substrate for each frequency until the thermal 
model calculation agrees with the measurement; thereby we get the frequency 
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dependent effective thermal conductivity, as shown in Figure 6-8 (d). By 
assuming phonons with mean-free-paths longer than twice the thermal 
penetration depth do not contribute to thermal conductivity in the substrate,60 
we reveal the mean-free-paths of the phonons that are responsible for heat 
conduction by doing Fourier transform of one single TDTR measurement.  
Note that the choice of twice the thermal penetration depth as the 
characteristic length is quite empirical. In literature, Koh and Cahill58 and 
Regner et al.38 assumed that the characteristic length is once the thermal 
penetration depth. Later Koh et al.60 conducted a nonlocal theory calculation 
of a semi-infinite solid for the apparent thermal conductivity, and found that 
the effective thermal conductivity derived from the amplitude of temperature 
response compared well with a Callaway model calculation that assumes the 
cutoff mean-free-path as twice the thermal penetration depth; thus they 
proposed that twice the thermal penetration depth should instead be a better 
length scale to characterize the non-diffusive heat conduction in FDTR. In this 
work, we follow Koh et al.60 to take twice the thermal penetration depth as the 
characteristic length. Note that Koh et al.60 reached the conclusion of an 
empirical length scale of twice the thermal penetration depth by deriving 
effective thermal conductivity from the amplitude of temperature response, 
while we derive effective thermal conductivity from the phase of temperature 
response. Here we borrow the conclusion of Koh et al.60 by assuming that the 
length scale is little affected by the choice of the temperature response signal 
for analysis.  We emphasize that such interpretation, whether once or twice the 
thermal penetration depth, is empirical and cannot be taken too seriously. 
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Figure 6-8 Illustration of the procedures to get the frequency dependent effective 
thermal conductivity of substrate by performing FT-TDTR.  
 
6.3.2 Determination of the input parameters 
The parameters needed in the thermal model for FT-TDTR have been 
summarized in Table 6-1. Of these parameters, the Al film thickness was 
measured as 32.1 nm, using atomic force microscopy (AFM) on a step 
fabricated by photolithography. This measured value for Al thickness includes 
a 3.7 nm thick native Al oxide layer, which was determined by x-ray 
photoelectron spectroscopy (XPS) (see Appendix D). In our thermal model, 
we mix the native Al oxide layer into the Al film, using 33 nm for the Al film 
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thickness, which has taken into account the extra contribution of the Al oxides 
to the total heat capacitance of the transducer layer.  
The electron thermal conductivity of the 32 nm thick Al film was 
determined using 4-point probe as 140 W m-1 K-1, with an estimated 
uncertainty of ±20 W m-1 K-1. We do not have a very accurate way to estimate 
the lattice thermal conductivity of the Al film. Among the limited resources, 
Makinson (in 1938)171 has proposed an upper limit for the lattice thermal 
conductivity in pure metals as 2 227 (8 )p e aNπΛ Λ < for the high temperature 
range 0.6 DT > Θ , where aN  (=3.28 for Al) is the number of conduction 
electrons per atom, DΘ (= 390 K for Al) is the Debye temperature. We thus 
estimate an upper limit of -1 -111 W m  KpΛ <  for pure Al at room temperature. 
Besides that, Ho et al.137 provided the lattice thermal conductivity and electron 
thermal conductivity of some binary alloy systems. Among these, the lattice 
thermal conductivity of Al0.995Gu0.005 was given as 6.85 W m-1 K-1 and that of 
Al0.995Mg0.005 was 5.6 W m-1 K-1 at 300 K. Based on all these information, we 
estimate the lattice thermal conductivity of our Al film to be 8±3 W m-1 K-1.  
The electron heat capacity is determined as eC Tγ= , where γ  is the  
electron heat capacity constant, and was determined from experiments as 135 
J m-3 K-2 for Al.172, 173 In the thermal model we assume the thermal properties 
are independent of temperature, so we use a constant electron heat capacity of 
0.04×106 J m-3 K-1 for Al. We obtain the total heat capacity of Al from TPRC 
(thermophysical properties research center) database174 as 2.44×106 J m-3 K-1 
at room temperature.  
  121 
 
We treat the electron-phonon coupling constant g of Al as a free 
parameter, and find that we could fit the short delay time range 0-60 ps well 
using a value of 12×1016 W m-3 K-1 for Al. This differs by a factor of two from 
the values of 20~24×1016 W m-3 K-1 reported by Hostetler et al.102, who fitted 
the normalized thermoreflectance signal /R R∆  in the 0-2 ps delay time 
range. We consider the approach to derive g by Hostetler et al.102 is less 
rigorous, as they only fit the data in a very short delay time range, and their 
choice of the peak signal for normalization is subject to great uncertainty. We 
thus stick to using our own fitted value in the thermal model, with an 
estimated uncertainty of 50%.  
For the substrate, the heat capacity of the Si0.992Ge0.008 alloy is estimated 
to be 1.64×106 J m-3 K-1 based on the virtual crystal approximation, with the 
heat capacity of Si and Ge obtained from TPRC database respectively. The 
heat capacity of the other substrates at 300 K are summarized here: Si 1.6×106 
J m-3 K-1, sapphire 3.07×106 J m-3 K-1, SiO2 1.66×106 J m-3 K-1, In0.8Ga0.2N 
2.15×106 J m-3 K-1.  
The Al/Si0.992Ge0.008 interface conductance is determined from the 
frequency-domain data in the high frequency range 600 MHz - 1 GHz, where 
the signal is highly sensitive to both the G and the heat capacitance of Al 
transducer (hAlCAl), but is not sensitive to the substrate thermal conductivity. 
The G determined in this way is independent of the effective thermal 
conductivity of the substrate, and is also free from any non-equilibrium effects 
near the interface. The uncertainty of G thus only depends on the heat 
capacitance of Al transducer (hAlCAl), which we have determined accurately.  
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The laser spot size 0w  is determined by the convolution of pump and 
probe beams, which was described in Chapter 2.  
The only parameter left is the effective thermal conductivity of the 
substrate, which we take as the only free fitting parameter. We adjust the 
substrate thermal conductivity until the model calculation agrees with the 
measurement for each frequency, thereby we get the frequency dependent 
effective thermal conductivity.  
6.3.3 Sensitivity analysis in frequency domain 
The sensitivity S is defined in the same way as Eq. (2.33) in Chapter 2. 
It basically gives us the information of the percentage change of the output 




=   (6.10) 
A sensitivity of value S means that given 1% change of the input 
parameter α would result in S×1% change in the output signal R. The 
sensitivity curves for 0,AmpT∆  and 0,Re 0,ImT T− ∆ ∆  to all the parameters in the 
thermal model are plotted in Figure 6-9. We can see that the amplitude 
0,AmpT∆  is very highly sensitive to the power factor β  and the spot size 0w , 
render it not a reliable way to extract the effective thermal conductivity of the 
substrate. This problem could be easily bypassed by choosing the ratio 
0,Re 0,ImT T− ∆ ∆  as the signal. Since both 0,ReT∆  and 0,ImT∆  depend on β  and 
0w  in the same (or similar) manner, the sensitivity to these parameters would 
be cancelled out in the ratio signal. 
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Figure 6-9 Sensitivity curves for (a) the amplitude of temperature rise 0,AmpT∆  and 
(b) the ratio of real part to imaginary part of the temperature rise 0,Re 0,ImT T− ∆ ∆  to 
each parameter as a function of frequency. The sample is 32.1 nm Al / SiGe (2 wt% 
Ge).  
  
We can see from Figure 6-9 (b) that the ratio signal 0,Re 0,ImT T− ∆ ∆  is 
only sensitive to the thermal conductivity of substrate in the low-frequency 
range up to ~600 MHz, beyond which the signal is highly sensitive to the 
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interface conductance G and the Al heat capacitance ( Al Alh C ) instead. We thus 
determine G by fitting the ratio signal only in the high frequency range 600 – 
1000 MHz; thereafter we keep G as constant while we fit the low-frequency 
signal to get the effective thermal conductivity for the substrate.  
6.3.4 A convenient way to extract frequency-dependent thermal 
conductivity  
As demonstrated in Figure 6-8 (c), a single nominal thermal 
conductivity would usually not be able to fit the ratio signal for all the 
frequencies. We can adjust the substrate thermal conductivity until the thermal 
model calculations fit the measurements one by one for each frequency, thus 
we get the effective thermal conductivity as a function of frequency. However, 
such a process is laborious. We can get the effective thermal conductivities in 
a more efficient way.  
We can utilize the sensitivity for the substrate thermal conductivity as 
defined in Eq.(6.10), and calculate the effective thermal conductivity of the 
substrate as  





Λ = Λ + Λ   (6.11) 
where 0Λ  is the nominal value of substrate thermal conductivity; S is the 
sensitivity of substrate thermal conductivity evaluated at 0Λ ; 0R  is the ratio 
signal calculated at 0Λ ; and expR  is the ratio signal from experiment.  
Although this method is convenient to use, we should keep in mind 
that Eq. (6.11) is only valid when ( ) ( )0 0R R R∂ ∂Λ ≈ − Λ − Λ  (see the 
definition of S in Eq. (2.33) in Chapter 2), or else big error would incur. To 
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avoid this issue we can try several nominal values of thermal conductivity to 
make sure the derived effΛ  are independent of the choices of 0Λ .  
6.3.5 Uncertainty analysis 
The way we commonly adopt to estimate uncertainty in the traditional 
TDTR (see Eq.(2.34)) is only valid when we can assume the uncertainties of 
all the input parameters are independent of each other. However, in FT-TDTR, 
because the interface conductance G highly depends on the Al film thickness 
hAl, we need to separate them out from the other parameters and estimate their 
contributions to the uncertainty of the substrate thermal conductivity 
differently.  
We estimate the absolute uncertainty of our Al film thickness to be ±2 
nm. We refit the ratio signals in the high frequency range at the two extremes 
of hAl to get new interface conductance values G1 and G2. We then derive the 
effective thermal conductivities Λ1 and Λ2 for each frequency at the two 
extremes of hAl using G1 and G2 as the input parameters respectively. Then we 
are able to estimate the uncertainty contributed from hAl and G as 
( )1 1 2 2 100%η = Λ − Λ Λ × . We then estimate the uncertainty contributed from 
the rest of the parameters as 2η  based on Eq.(2.34). The total uncertainty is a 
combination of the two as 2 21 2η η η= + .  
6.4 Results and discussions 
Following the procedures of FT-TDTR above, we analyzed our 
measurements of (0001) sapphire, Si and Si0.992Ge0.008 and extract the 
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information on the mean-free-paths of phonons in them. The results are 
presented and discussed as follows.  
6.4.1 Sapphire 
I first had the measurement of (0001) sapphire coated with 32.1 nm Al 
film, measured using spot radius 14 µm, at modulation frequencies 9.9 MHz 
and 1.03 MHz. The results are shown in Figure 6-10.   
Figure 6-10 (a) shows the time-domain ratio signals that are used in 
traditional TDTR for extracting thermal conductivity of substrate and interface 
conductance. We could fit both measurements at the two frequencies 
considerably well using a nominal thermal conductivity of 33 W m-1 K-1 for 
sapphire and interface conductance 120 MW m-2 K-1. However, closer 
examination will show that the fittings are not that perfect. Not all the 
measurement points have the model calculation go through their center. This 
necessitates our analysis in frequency domain to reveal more information.  
Figure 6-10 (b) shows the frequency-domain ratio signal, the ratio of 
the real part of T∆  to its imaginary part, obtained from Fourier transform of 
the time-domain data. We fit the frequency-domain ratio signal in high 
frequency range ~1 GHz for interface conductance, and obtain a value of 120 
MW m-2 K-1. We treat the effective thermal conductivity of sapphire as a 
frequency-dependent free parameter, and adjust it for each frequency until the 
model calculation agrees with the measurements. The extracted frequency-
dependent effective thermal conductivities of sapphire are shown in Figure 
6-10 (c). We further plot the effective thermal conductivities as a function of 
2d, with thermal penetration depth d defined as d= eff fCπΛ . We compare 
our results with the cumulative thermal conductivity of sapphire as a function  
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Figure 6-10 FT-TDTR measurements of 32.1 nm Al / sapphire. (a) Time-domain ratio 
signal in outV V−  as a function of delay time. The symbols are measurements and the 
curves are model calculations using a nominal thermal conductivity of 33 W m-1 K-1 
for sapphire and interface conductance 120 MW m-2 K-1. (b) Frequency-domain ratio 
signal Re ImT T− ∆ ∆  obtained from Fourier transform of the time-domain data. The 
interface thermal conductance was fitted as 120 MWm-2K-1 using the data in the 600 
– 2000 MHz range. (c) Effective thermal conductivity of sapphire as a function of 
frequency, extracted from the frequency domain ratio signal as shown in (b). (d) 
Effective thermal conductivity of sapphire plotted as two times the thermal 
penetration depth, and compared with the cumulative thermal conductivity of 
sapphire reconstructed by Hu et al.40  
 
of MFP reconstructed by Hu et al.40, and find good agreement between the 
two in the MFP range 0.4 – 4 µm. The data points of FT-TDTR in the high 
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frequency range >100 MHz are not reliable, as those high frequency signals 
are filtered out by the transducer and not sensitive to the substrate thermal 
conductivity.  
This initial success is encouraging. So we continue to push the limit, 
using thinner transducer films to get signals at higher frequencies. I tried 
another measurement of sapphire using 14.5 nm thick Al film as the 
transducer. However, with this thinner Al film, we could no longer fit the 
measured temperature rise in the short delay time range 0 – 60 ps using our 2-
channel thermal model, no matter how we adjust the parameters in the model, 
see Figure 6-11 (a). The measured signal is much higher than the model 
calculation in the short delay time range. We find the difference between the 
measurement and simulation to be independent of laser power intensity, spot 
size, wavelength, modulation frequency, etc. 
We tried Fourier transform on the time-domain measurement, and get 
the frequency-domain ratio signal shown in Figure 6-11 (b-1). The ratio signal 
deviates from model calculation mainly in the high frequency range 1 – 10 
GHz. Again, we are not able to fit that high frequency range data no matter 
how we adjust the parameters in our thermal model, suggesting that the 
discrepancy is not due to the thermal diffusion process.  
We then replace the measurement of the range 0 – 60 ps by the 
simulated data, and do the Fourier transform again. This time we could fit the 
high frequency range of the frequency-domain data very well. Ideally we 
should figure out how we get our measurements in the short delay time range 
different from the thermal model calculation. For the time being, we attribute 
this discrepancy to be some non-thermal processes and we get rid of it by  
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Figure 6-11 (a) Temperature rise after laser pulse heating of sapphire coated with 
14.5 nm and 32.1 nm thick Al films. The thermal model calculations (curves) 
compare well with measurements (symbols) for the thick Al transducer, but not for 
the thin one. (b) The ratio signal in frequency domain obtained from Fourier 
transform of measurements in time domain. The frequency domain data of thin Al 
film deviate from thermal model calculation in the 1 – 10 GHz range. (c) The ratio 
signal in frequency domain obtain from Fourier transform of time-domain data after 
the short delay time range data 0 -60 ps has been replaced by thermal model 
calculation.  
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replacing that range of the data by the thermal model calculation, so that we 
can continue to do thermal analysis in frequency domain. 
The effective thermal conductivities of sapphire extracted from the 
frequency-domain ratio signal (shown in Figure 6-11 (c-1)) are presented in 
Figure 6-12. With the thinner Al transducer film, we can get effective thermal 
conductivity up to 400 MHz, and we can probe the MFP down to 0.2 µm. 
Again, our measurements compare well with the cumulative thermal 
conductivity of sapphire reconstructed by Hu et al.40  
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Figure 6-12 (a) Effective thermal conductivity of sapphire as a function of frequency, 
fitted from the frequency domain ratio signal shown in Figure 6-11 (c-1). (b) 
Effective thermal conductivity of sapphire plotted as two times the thermal 
penetration depth, and compared with the cumulative thermal conductivity of 
sapphire reconstructed by Hu et al.40  
6.4.2 Si 
We continue to try single crystalline Si, using 32.5 nm Al film as the 
transducer, measured using spot radius 20 µm, at modulation frequencies 9.9 
MHz and 1.03 MHz. The results are shown in Figure 6-13.  
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Figure 6-13 FT-TDTR measurements of 32.5 nm Al/Si. (a) Time-domain ratio signal 
in outV V−  as a function of delay time. The symbols are measurements and the curves 
are model calculations using a nominal thermal conductivity of 130 Wm-1K-1 for Si 
and an interface conductance of 320 MW m-2 K-1. (b) Frequency-domain ratio signal 
Re ImT T− ∆ ∆  as a function of frequency. The interface thermal conductance was 
fitted as 320 MWm-2K-1 using the data in the 600 – 2000 MHz range. The curve is 
calculated using the same set of parameters as in (a). (c) Effective thermal 
conductivity of Si as a function of frequency, extracted from the frequency domain 
ratio signal as shown in (b). (d) Effective thermal conductivity of Si plotted as two 
times the thermal penetration depth, and compared with the cumulative thermal 
conductivity of natural Si calculated by first-principles method by Lucas Lindsay.57   
 
We can see in Figure 6-13 (b) that one single value of nominal thermal 
conductivity for Si could not fit the ratio signal in frequency domain for all the 
frequencies. The effective thermal conductivity of Si has frequency 
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dependence, as shown in Figure 6-13 (c), and the effective thermal 
conductivity plotted as a function of 2d compare quite well with the 
cumulative thermal conductivity of natural Si calculated by first-principles 
method by Lucas Lindsay.57 This is in contrary to the traditional TDTR 
measurement of crystalline Si,58 which does not show frequency dependence 
on the apparent thermal conductivity.  
It is unfortunate that we could only extract effective thermal 
conductivity of Si up to 200 MHz and probe the MFP only down to 0.6 µm, 
due to the limitation by the transducer film. We have tried thinner Al film of 
14.5 nm thick, but the result is far from being right because of the direct 
heating of Si substrate by the laser radiation. Maybe measuring using infrared 
radiation >1100 nm would help, as Si is transparent to infrared radiation.    
6.4.3 Si0.992Ge0.008 alloy 
I also tried the SiGe (with 2 wt% Ge), or Si0.992Ge0.008 alloy. Koh and 
Cahill58 observed modulation-frequency-dependent thermal conductivity of 
alloys measured by the traditional TDTR, but a similar frequency dependence 
is absent in crystalline Si. However, although they did not state specifically, 
they could not really fit the whole delay time range perfectly well using their 
thermal model. Besides, they have to assume a constant interface thermal 
conductance G that is independent of modulation frequency, while Wilson and 
Cahill105 later suggested that the non-equilibrium effect near the interface 
could render a modulation-frequency dependent G as derived from the time-
domain TDTR data. By doing Fourier transform on the time-domain data, we 
can explore the frequency dependence issue from a new perspective.  
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We tried the Si0.992Ge0.008 alloy, using 32.1 nm Al film as the 
transducer, measured using spot radius 14 µm, at modulation frequencies 9.9 
MHz and 1.03 MHz. The results are presented in Figure 6-14.  
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Figure 6-14 FT-TDTR measurements of 32.1 nm Al/Si0.992Ge0.008 alloy. (a) Time-
domain ratio signal in outV V−  as a function of delay time. The symbols are 
measurements and the curves are model calculations using a nominal thermal 
conductivity of 32 W m-1 K-1 for SiGe and interface conductance 110 MWm-2K-1. (b) 
Frequency-domain ratio signal Re ImT T− ∆ ∆  as a function of frequency. The 
interface thermal conductance was fitted as 110 MW m-2 K-1 using the high-frequency 
data in the range 600 – 2000 MHz. The curves in (a) and (b) are calculated using the 
same set of parameters. (c) Effective thermal conductivity of Si0.992Ge0.008 as a 
function of frequency, extracted from the frequency domain ratio signal shown in (b). 
(d) Effective thermal conductivity of Si0.992Ge0.008 plotted as twice the thermal 
penetration depth, and compared with the cumulative thermal conductivity calculated 
by Callaway model using relaxation times extracted from zeroth-order solution of 
first-principles calculation and the results reconstructed from Hu et al.85    
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We can see in Figure 6-14 (a) that the nominal thermal conductivity of 
32 W m-1 K-1 could fit the time-domain measurement of 9.9 MHz relatively 
well, but the 1.03 MHz measurement requires a larger thermal conductivity to 
fit. This is consistent with the previously observed frequency dependence of 
alloys by Koh and Cahill.58 We can extract the effective thermal conductivity 
from the frequency-domain ratio signal as a function of frequency up to 300 
MHz, as shown in Figure 6-14 (c). We further plot the effective thermal 
conductivities as a function of 2d, and compare with the cumulative thermal 
conductivity of Si0.992Ge0.008 calculated by the full Callaway model. Details of 
the Callaway model have been described in Chapter 3. Good agreement 
between our measurements and the Callaway model calculation has been 
found in Figure 6-14 (d).  
6.5 Summary and future directions 
We have developed a novel technique, Fourier transform of TDTR 
(FT-TDTR), to conveniently probe mean-free-paths of phonons responsible 
for heat conduction in dielectric solids and semiconductors. This technique is 
based on the multiple timescales in TDTR measurements due to modulated 
laser pulse heating. We have discussed about the various factors that could 
potentially affect the interpretations of FT-TDTR and have solved them. The 
procedure for the implementation of FT-TDTR is described in details. We 
demonstrate this FT_TDTR technique on sapphire, Si and Si0.992Ge0.008. We 
are able to extract effective thermal conductivity as a function of frequency up 
to 400 MHz using 32 nm thick Al film as the transducer, and by assuming the 
effective thermal conductivity as contributions from phonons with mean-free-
paths shorter than two times the thermal penetration depth, we are able to get 
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the information of phonon mean-free-paths down to 200 nm. Good agreements 
between our measurements and first-principles calculations have been 
achieved.  
As already demonstrated, the filtering effect by the transducer film on 
the high frequency signals limits the frequency range that can be probed by 
FT-TDTR. The transducer film needs to be as thin as possible to minimize the 
filtering effect. But new problems would incur for the thin transducer films. 
One big problem is that we are thus limited to studying only transparent 
substrates, unless we can fully understand how the measured TDTR signal 
relates to the direct heating of the substrate by laser radiation; another problem 
is that it introduces non-equilibrium dynamics in the transducer after the laser 
pulse heating that cannot be simulated by the commonly used two-temperature 
model. The future direction for developing FT-TDTR could be: (1) to find a 
transducer film that has the minimum filtering effect and is also thick enough 
to block laser radiation from penetrating into the substrate; (2) to understand 
how the direct heating of laser radiation on the semiconductor substrate affect 
the reflectance signal as measured in TDTR; (3) to understand how the 
measured reflectance signal is affected by the non-equilibrium dynamic 
processes in the transducer after ultra-short laser pulse heating; (4) to try 
different substrates with different interface conditions to fully verify this 
technique.   
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Chapter 7 Conclusions and future work 
 
7.1 Conclusions 
Time-domain thermoreflectance (TDTR) is a powerful tool for 
studying heat conduction in nanoscales. I have built and commissioned the 
TDTR setup in Dr. Koh’s lab with my colleagues, and I used it as a primary 
tool to probe mean-free-paths of phonons in semiconductors and dielectric 
solids. 
In this work, we have proposed a dual-frequency TDTR approach to 
accurately measure cross-plane thermal conductivity of high-conducting thin 
films. For the first time we used this dual-frequency approach to accurately 
measure cross-plane thermal conductivity of Si films over a wide range of film 
thickness 1-10 µm and temperature 100-300 K. Our measurements show that 
phonons with mean-free-paths longer than 0.8 µm contribute ~35% to heat 
conduction in Si at 300 K, which is between the different first-principles 
predictions by Lindsay et al. (45%) 49, 57 and by Garg et al. (30%).54 We used 
the Callaway model in full dispersion to interpret the data, and we demonstrate 
that macroscopic damping (e.g., Akhieser’s damping) eliminates the 
contribution of phonons with mean-free-paths >30 µm at 300 K, which 
contributes 15 W m-1 K-1 (10%) to heat conduction in Si according to Lindsay 
et al. Thus, we propose that omission of the macroscopic damping for low-
energy phonons in the first-principles calculations could be one of the possible 
explanations for the observed differences between our measurements and 
calculations by Lindsay et al. Our work provides an important benchmark for 
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future measurements and calculations of the distribution of phonon mean-free-
paths in crystalline silicon.  
As a collateral part of the project on cross-plane thermal conductivity of 
Si films, we developed the technique of the dual-frequency TDTR approach to 
improve the uncertainty of cross-plane thermal conductivity of thin films. 
Accurate measurements of the cross-plane thermal conductivity Λcross of a 
high-thermal-conductivity thin film on a low-thermal-conductivity substrate 
are challenging, due to the low thermal resistance of the thin film compared to 
that of the substrate. In principle, Λcross could be measured by time-domain 
thermoreflectance (TDTR), using a high modulation frequency fh and a large 
laser spot size. However, with one TDTR measurement at fh, the uncertainty of 
the TDTR measurement is usually high due to low sensitivity of TDTR signals 
to Λcross and high sensitivity to the thickness hAl of Al transducer deposited on 
the sample for TDTR measurements. We observe that in most TDTR 
measurements, the sensitivity to hAl only depends weakly on the modulation 
frequency f. Thus, we performed an additional TDTR measurement at a low 
modulation frequency f0, such that the sensitivity to hAl is comparable but the 
sensitivity to Λcross is near zero. We then analyze the ratio of the TDTR signals 
at fh to that at f0, and thus significantly improve the accuracy of our Λcross 
measurements. As a demonstration of the dual-frequency approach, we 
measured the cross-plane thermal conductivity of a thermally evaporated 
nickel-iron alloy film with an accuracy of ~10%. The dual-frequency TDTR 
approach is useful for future studies of thin films. 
We have also developed a novel technique, based on Fourier transform 
of TDTR, we call it FT-TDTR, to conveniently probe phonon mean-free-path 
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distributions in semiconductors and dielectric solids. The heat source in TDTR 
is typically a train of modulated laser pulses, which is actually composed of 
many periodic heat fluxes with equal amplitudes at the sidebands of multiples 
of laser repetition rate. By doing Fourier transform of TDTR, we are able to 
analyze the temperature responses in frequency domain over a wide frequency 
range up to 1 GHz, as initially demonstrated by Collins et al.164 However, 
Collins et al.164 did not observe any frequency dependence in their 
measurements of sapphire. The key reason, as we find out, is that they 
overlooked the filtering effect of transducer on the high frequency signals. In 
this work, we demonstrate that by using a thinner transducer film (~30 nm Al) 
and ensuring a better transducer/substrate interface conductance (>300 MW m-
2 K-1), we are able to extract effective thermal conductivity of Si, Si0.992Ge0.008, 
In0.89Ga0.11N and sapphire as a function of frequency up to ~500 MHz with 
uncertainty <25% from the frequency domain analysis of TDTR 
measurements. We have carefully considered various factors that could 
possibly affect the extracted effective thermal conductivities. We interpret the 
effective thermal conductivity as the cumulative thermal conductivity of 
phonons with mean-free-paths up to two times the thermal penetration depth, 
and we achieved good agreements with model predictions. This technique of 
FT-TDTR enables us to conveniently probe phonon mean-free-paths of 
different semiconductors and dielectrics. Our work is also important to reveal 
the true nature of non-equilibrium effects in TDTR measurements. 
7.2 Future work 
There is still a large scope to further develop the FT-TDTR technique 
to its maturation. The possible directions to further develop FT-TDTR include:  
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(1) To find a transducer film that has the minimum filtering effect, so that 
we can probe phonons with even higher frequencies. This task would 
not be easy, as it counteracts with our requirement that the transducer 
film should be thick enough to block laser radiation from penetrating 
into the substrate. We do not have to limit the transducer film to pure 
metals though. We can also try a wide range of metal alloys.  
(2) Thinner transducer films could have complicated non-equilibrium 
dynamics at the heating of ultra-short laser pulses. We need to fully 
understand it to make sure it does not affect our measurements.  
(3) If the direct heating of substrate is unavoidable, it would be a great 
progress if we understand how the change of reflectance on the surface 
is affected by the direct heating of the substrate, so that this technique 
would be more versatile and free from the many restrictions.  
(4) A more rigorous verification of the interpretation of the effective 
thermal conductivity measured by FT-TDTR is still needed.  
(5) This FT-TDTR technique, once mature, could be applied for a variety 
of other studies on phonons, including coherent phonons in 
superlattices.  
 
There is also a great potential to further expand the TDTR technique 
using high frequency pulsed laser. The traditional TDTR, though powerful, is 
limited by its modulation frequency range 0.1-20 MHz, as a pulsed laser of 80 
MHz repetition rate was commonly adopted in the traditional TDTR. 
Nowadays, with the rapid development of mode-locked laser technology, it is 
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possible for us to use laser pulses with even higher repetition rate up to 1 GHz; 
the modulation frequency could thus be extended to ~300 MHz.  
There are several benefits of extending the modulation frequency of 
TDTR: (1) we could do frequency-dependent study of TDTR measurement 
over a wider frequency range, which nowadays still remain controversial, 
given the discrepancies between FDTR and BB-FDTR; (2) we could 
potentially develop high-frequency FDTR that could probe phonon mean-free-
path distribution over a wider range; (3) with higher modulation frequency we 
can have shorter penetration depth, so that we can measure thermal 
conductivity of nanostructures with even smaller length scales that would be 
out of the scope of the traditional TDTR; (4) we could more accurately 
measure the high-conducting interface conductance, to which the traditional 
TDTR is normally insensitive.  
 
  
  141 
 
Appendix A: Derivation of 1-channel thermal model 
for TDTR   
Here we re-derive the solution from the fundamental equation for 
three-dimensional anisotropic heat diffusion in a multi-layer structure, and 
arrive at the same result as Cahill using Feldman’s algorithm. Our derivation 
here is not something new, but it is beneficial for us to increase our 
understanding and be able to easily extend the thermal model for more 
complicated cases.  
Our goal of the thermal model calculation is to obtain the thermal 
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  (A.1) 
where r zη = Λ Λ  is the anisotropic parameter for thermal conductivity, rΛ  
and zΛ  are the thermal conductivities in the radial and cross-plane directions, 
C is the volumetric heat capacity.   
This parabolic partial differential equation could be simplified by 











  (A.2) 
where 2 2 24 zk i Cλ π η ω= + Λ , k is the transform variable introduced by 
Hankel transform.  
The general solution of Eq. (A.2) is  
 z zT e B e Bλ λ+ − −= +   (A.3) 
where ,B B+ −  are complex constants to be determined.  
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From Fourier’s law of heat conduction ( )q dT dz= −Λ and Eq. (A.3) 
we have the heat flux as: 
 ( )z zq e B e Bλ λγ + − −= − +   (A.4) 
where γ λ= Λ . 
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  (A.6) 
where n stands for the n-th layer of the multilayer system.  
From the surface temperature and heat flux we can calculate the 
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For heat flow across the interface, we can define an interface 
conductance G  and have the heat flux as: 
 ( ), 1, 0 , 1, 0n z L n z n z L n zq q G T T= + = = + == = −   (A.10) 
From Eq. (A.10) we have: 
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 1, 0 , ,
1
n z n z L n z LT T qG+ = = =
= −   (A.11) 
It is convenient to write Eqs. (A.10) and (A.11) as matrix as 
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  (A.13) 
We thus can relate the surface temperature and heat flux to those at the 
bottom of the substrate as: 
 [ ] [ ] [ ] [ ] [ ]1 1 1
, 1, 0 1, 0n
n n
n z L z z
T T A B T
N M R N M
q q C D q
= = =
       
= =       
       
   (A.14) 
We apply the boundary conditions that at the bottom of the substrate 
, 0n zq →∞ = , so that we have 0 s sCT Dq= + . The thermal response function G is 
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Appendix B: Derivation of 2-channel thermal model 
for TDTR   
Here we provide derivation of the 2-channel model, originally 
proposed by Wilson et al.105, in more details.  
We divide each layer into two channels: for the metal transducer layer, 
channel 1 is for electrons and channel 2 is for phonons; for the dielectric 
substrate, channel 1 is for ballistic phonons and channel 2 is for diffusive 
phonons. Similar to the derivation of the 1-channel model above, we need to 
find out a matrix that relates the surface temperatures and heat fluxes to those 
at the bottom of the substrate; and then apply boundary conditions to get the 
thermal response function G=Ts/qs, where Ts here is the surface temperature of 
either phonons, or electrons, or a combination of both.  





1 1 1 1 1
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2 2 2 2 2
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η
η
∂ Λ ∂ ∂∂  = + Λ + − ∂ ∂ ∂ ∂ 
∂ Λ ∂ ∂∂  = + Λ + − ∂ ∂ ∂ ∂ 
  (B.1) 
where g is the coupling constant between the two channels. Taking Hankel 






















  (B.2) 
where 2 21 1 1 1 14 k g i Cα π η ω= + Λ + Λ and 2 22 2 2 2 24 k g i Cα π η ω= + Λ + Λ .  
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Assuming solution of Eq. (B.2) has the form zT veλ= , we put it into 
Eq. (B.2): 
 1 1 1 12
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  (B.3) 
The eigenvalues 2λ can be easily solved as  
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  (B.4) 
The eigenvector v  that corresponds to 21λ  and u  that corresponds to 
2
2λ  are as follows: 
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where 
2 2
1 2 1 2
1 22 2
gα α α αχ − − = + +  Λ Λ 
. 
Now we can have the general solution of Eq. (B.2) expressed as  
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where 1 1 2 2, , ,B B B B+ − + −  are constants that relate to each other.  
From Fourier’s law of heat conduction ( )q dT dz= −Λ we get the heat 
flux of each channel as: 
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  (B.7) 
where mn m nγ λ= Λ . 
It is convenient to write Eqs. (B.6) and (B.7) as matrix as 
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  (B.9) 
From the temperatures and heat fluxes at the surface of the n-th layer 
we can calculate the constants 1 2 1 2, , ,B B B B− − + +  of that layer from Eqs. (B.6) and 
(B.7) as:  
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For heat flow across the interface we can define four interface 
conductance values 11 12 21 22, , ,G G G G , where ijG is the conductance from 
channel i in the n-th layer to channel j in the (n+1)-th layer, and the 
corresponding heat flux is ( ), 1, 0ij ij i jn z L n zq G T T= + == − . We can then have the 
heat flux at the bottom of the n-th layer as: 
 
( ) ( )
( ) ( )
1 11 12 11 1 1 12 1 2, , 1, 0 , 1, 0
2 21 22 21 2 1 22 2 2, , 1, 0 , 1, 0
n z L n z L n z n z L n z
n z L n z L n z n z L n z
q q q G T T G T T
q q q G T T G T T
= = + = = + =
= = + = = + =
= + = − + −
= + = − + −
  (B.13) 
From Eq. (B.13) we can express 1,2 1, 0n zT + =  in terms of 1,2 ,n z LT =  and 
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  (B.14) 
After we get 1,2 1, 0n zT + =  we can easily have 1,2 1, 0n zq + =  as  
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where 11 22 12 21GG G G G G= − , 11 12C G G= + , 21 22D G G= + , 11 21E G G= + , 
12 22F G G= + , 21 22 11 12CG G DG Gβ = + .  
We can relate the temperatures and heat fluxes on the surface of top 
layer to that at the bottom of substrate layer as: 
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We have the boundary condition that heat flux to the phonon channel 
of the transducer layer 2 1, 0 0n zq = = = . We also have 1 2 0q q= =  at the bottom of 
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This gives the thermal response function as 
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  (B.22) 
G1 is the response function of electron temperature to surface heat flux, 
and G2 is the response function of phonon temperature. While the measured 
changes of reflectivity of the metal transducer can arise from both99, 104, 169 the 
electron-temperature changes and the lattice-temperature changes, 
e pR a T b T∆ = ∆ + ∆ , the thermal response function G is a combination of G1 
and G2: 1 2G aG bG= + .    
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Appendix C: Light transmission and absorption in a 
stratified isotropic optical medium  
 
Let us consider a stratified isotropic medium consisting of a stack of N 
layers of arbitrary thicknesses and optical constants, as shown in Figure C-1. 
Each layer has a complex refractive index j j jn n ik= + . sn is the substrate 
index of refraction, and 0n is that of the incident medium. 0n  must be a real 
number, otherwise no incidence can exist if this medium is absorbing.         






    
       
0x  1x  2x     1jx +         1Nx −          Nx  
Figure C-1 A stratified isotropic medium in transfer matrix formalism. 
 
In this transfer matrix formalism, we use jA
+  and jA
−  to note the 
complex amplitudes of forward and backward propagating waves on the 
leftmost side of each layer j, except 0A+  and 0A− , which note the complex 
amplitudes of the incident wave on the rightmost side of the incident medium. 
We assume the incident wave is s wave in the following expressions. The 
same final results can be obtained for p wave.  
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On the surface 0x  of the medium, the amplitudes 0 0( , )TA A+ −  and 
1 1( , )
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For the other interfaces, ( , )Tj jA A
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The matrix , 1j jD +  is regarded as transmission matrix that links the 
amplitudes of the waves on the two sides of the interface and is given by 
 1 1, 1
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1 12
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 The matrix jP  is regarded as propagation matrix, which accounts for 
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where cosj j jk n c
ω θ=   is the normal component of the wave vector in layer j, 
ω is the angular frequency, and c is the speed of light in vacuum.  
In such transfer matrix formalism, multiple reflections within each 
layer has been accounted for. The complex amplitudes jA
+ and jA
−  can be 
calculated from the above matrices with the boundary values 0 1A
+ =  and 
0subA
− = .  
With jA
+ and jA
−  known, the Poynting vector can be calculated as: 
 j j j jS S S S
+ − ±= + +   (C.5) 























































± + −= −   (C.10) 
0S
+  is the amount of incident power. The reflectance of this stratified 
medium can be obtained from 0 0S S
− + , while the absorption by each layer j is 
( )1 0j jS S S ++− , and the transmittance is 0NS S + . 
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Appendix D: Determine native Al oxide layer thickness 
by XPS spectrum analysis  
The thickness of native Al oxide can be estimated by a simple XPS 
method.90-92, 175-177 When the oxide layer is relatively thin (i.e. <80 Å), peaks 
of Al oxide and the underlying metal are distinct in the A1 2p XPS spectrum, 
an example of which is shown in Figure D-0-1. The relative intensities of the 
oxidic and metallic A1 2p peaks are related to the oxide thicknesses according 
to a relationship developed by Carlson:91  
 
exp[ / ( sin )]
1 exp[ / ( sin )]
m m m o








  (D.1) 
where I is the intensity of the photoelectron peak (i.e. peak areas); N is the 
volume density of metal atoms; λ is the inelastic mean free path (IMFP) of 
photoelectrons; h is the oxide thickness; and θ is the electron take-off angle 
with respect to the sample surface. The subscripts m and o stand for metal and 
oxide, respectively. This expression can be simplified to give the oxide 
thickness (h) as:  










  (D.2) 
The IMFPs λ and the volume densities N of metal atoms for the metal 
and oxide must be known to determine the oxide film thickness from Eq.(D.2). 
Such data are readily available in literature.  
The most recent IMFPs for Al for electron energies from 50 eV to 30 
keV has been calculated by Tanuma et al.178 from experimental optical data 
using the full Penn algorithm. The IMFPs for Al2O3 were also calculated by 
  153 
 
the same authors.179 When using Al Ka x-ray radiation, the kinetic energy of 
Al 2p photoelectrons is 1415~1418 eV. The results of Tanuma et al.178, 179 
indicate that the IMFPs in aluminum oxide and aluminum metal are both ~28 
Å for electrons of this energy. 
The volume density of metal atoms in the oxide layer will vary, 
depending on the presence of other elements and the amount of hydration. 
Strohmeier92 has reported an Nm/No ratio of 1.3~1.5 from estimated densities 
for γ-Al2O3. In this study, I take an Nm/No ratio of 1.4.  
In this study, the XPS spectrum was obtained with a Kratos AXIS 
Ultra photoelectron spectrometer, which uses a mono Al Ka X-ray source. All 
binding energies were referenced to the main C 1s line at 284.5 eV. XPS peak 
areas and peak synthesis routines (i.e. 'curve fits') were determined using 
standard Kratos software. In all of the computations, the spectral background 
was assumed to be linear over the peak widths. Peak areas were measured 
with a precision of +/-5%. The measurement was taken at an electron take-off 
angle of 90° (i.e. sinθ=1). The measured sample is a thermally evaporated Al 
film that has been exposed to the typical laboratory environment of Singapore 
for two weeks. The measured Al 2p XPS spectrum is shown in Figure D-1. 
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Figure D-1 XPS spectrum of deposited Al with native oxide layer. The Al 2p peak 
envelop shows the respective metal and metal oxide components, from which the 
AlOx layer thickness can be estimated.   
This measurement suggests that for this specific sample, the ratio of 
intensities of oxide and metal Io/Im is ~2.0, which corresponds to an oxide film 
thickness of ~37.4 Å.  
The accuracy of this measurement directly depends on the approximate 
values chosen for λo, λm, No and Nm. The values chosen for λo and λm are 
among the most recently reported values. The uncertainty for λo is estimated to 
be +/-5%, and for λm to be +/-15%. The atom density ratio No/Nm is estimated 
to be 1.4+/-0.1. The measurement uncertainty for the intensity ratio Io/Im is 
estimated to be +/-5%. Hence, the error for the oxide thickness obtained using 
Eq. (D.2) is estimated to be 3.74 Å.  
The approximate total sampling depth of XPS is on the order of 3λ, which 
represents the depth from which ~95% of the total photoelectron signal could 
penetrate into the sample. Therefore, the maximum sampling depth of A1 2p 
electrons through an Al oxide film when using an Al x-ray source is ~84 Å. 
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Appendix E: Macroscopic damping of low-energy 
phonons in silicon  
To study the effect of macroscopic damping of low-frequency phonons, 
we follow Maznev161 to add an additional scattering term to the total 
relaxation time to represent scattering by the macroscopic damping. We 
employ Matthiessen’s rule and derive 1 1 1 1 1c N U I aτ τ τ τ τ
− − − − −= + + + , where aτ  is 
the relaxation time due to the macroscopic damping 
 inf 2 2
th




  (E.1) 
The parameters infτ and thτ  are the fitting parameters derived by 
comparing the calculation of τc to the available experimental data157-159, 162, 163, 
180, see Figure E-1 (a-f). The derived values of infτ and thτ  at different 
temperatures are summarized in Table E-1.   
 
Table E-1: Parameters for the relaxation times of macroscopic damping 
 infτ  (ns) 
thτ (ps) 
 LA TA 
100 K 140 700 50 
150 K 30 150 30 
300 K 5 25 14 
 













Figure E-1 Relaxation times of Si in the macroscopic damping region at different 
temperatures. The calculated relaxation times after incorporating macroscopic 
damping (solid lines) are fitted to the experimental data of macroscopic damping 
(solid squares) to derive the parameters listed in Table S2. The red cross symbols are 
the relaxation times of Si due to phonon-phonon scattering processes from the zeroth-
order solution of first-principles calculations, and the dashed lines are the 
extrapolation of first-principles calculation assuming ω2 dependence. 
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