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A susceptibility propagation that is constructed by combining a belief propagation and a linear
response method is used for approximate computation for Markov random fields. Herein, we formu-
late a new, improved susceptibility propagation by using the concept of a diagonal matching method
that is based on mean-field approaches to inverse Ising problems. The proposed susceptibility prop-
agation is robust for various network structures, and it is reduced to the ordinary susceptibility
propagation and to the adaptive Thouless-Anderson-Palmer equation in special cases.
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I. INTRODUCTION
There is an increased demand for techniques that can
be used to evaluate local statistical quantities such as lo-
cal magnetizations and local susceptibilities (covariances)
of spin systems with finite sizes in statistical physics as
well as in other scientific fields. This is because the use
and application of Markov random fields and probabilis-
tic operations is widely prevalent in many areas, partic-
ularly in the field of information sciences [1, 2].
Linear response methods have been used to approx-
imately evaluate pair correlations between non-nearest
pairs by combining an advanced mean-field method, par-
ticularly the cluster variation method, with the linear
response theory [3, 4]. In the current decade, a suitable
technique called susceptibility propagation (SusP) (also
called a variational linear response in the field of informa-
tion sciences), has been developed to compute the local
susceptibilities of Markov random fields [5–8]. In gen-
eral, SusPs are constructed by combining belief prop-
agation algorithms and linear response methods. Be-
lief propagation algorithms are one of the most popu-
lar message-passing type of algorithms that is used to
approximately compute local magnetizations of Markov
random fields [9], and they are equivalent to Bethe ap-
proximations [10] used in statistical physics [11, 12].
It is known that SusPs can be used to compute local
susceptibilities with a high degree of accuracy because
linear response methods partially restore the effects of
loops of networks that are neglected in the Bethe approx-
imations [13]. SusPs have the following inconsistency due
to approximation. In Ising models, the variances, 〈S2i 〉,
are trivially one because Si ∈ {+1,−1}. However, the
variances obtained by SusPs are generally not equal to
one [13]. We refer this inconsistency as the diagonal in-
consistency in this paper.
Herein, we propose a new SusP that overcomes the di-
agonal inconsistency problem by using the diagonal trick
method. The diagonal trick method is a heuristic tech-
nique that originates in the field of the inverse Ising prob-
lem [14–16]. The proposed approach is reduced to the
conventional SusP on tree system and to the adaptive
Thouless-Anderson-Palmer (TAP) equation [17, 18] at
high temperatures.
II. SCHEME OF PROPOSED METHOD
A. Gibbs Free Energy and Susceptibility
Propagation
Let us suppose that an undirected graph G(V,E) with
n nodes, where V = {1, 2, . . . , n} is the set of all labels
of nodes and that E = {(i, j)} is the set of all undirected
links in the given graph. Let us consider an Ising system
S = {Si ∈ {−1,+1} | i = 1, 2, . . . , n}, whose Hamilto-
nian is described as
H(S | h,J) := −
n∑
i=1
hiSi −
∑
(i,j)∈E
JijSiSj (1)
on the graph G(V,E), where the second summation is
the summation taken over all the nearest pairs. The pa-
rameters {Jij}, which express the weights of interactions,
are symmetrical with respect to i and j. The Gibbs free
energy (GFE) of this system, obtained by constraints for
local magnetizations, is expressed as [16]
G(m) := −
n∑
i=1
himi +max
φ
{ n∑
i=1
φimi
− β−1 ln
∑
S
exp
(
− βH(S | φ,J)
)}
, (2)
where the term β denotes the inverse temperature. It is
known that the minimum point of this GFE with respect
to m provides the Helmholtz free energy of this system,
F := −β−1 ln
∑
S exp
(
− βH(S | h,J)
)
, and that the
values ofm = {mi | i = 1, 2, . . . , n} coincide with the ex-
act local magnetizations of this system at the minimum
point, i.e., F = minmG(m) and 〈S〉 = argminmG(m),
where the notation 〈· · ·〉 describes the (true) expecta-
tion in the Ising system (1). Susceptibilities of the
2Ising system, χij := 〈SiSj〉 − 〈Si〉〈Sj〉, are obtained as
βχij = ∂m
∗
i /∂hj, where m
∗ := argminmG(m).
SusP is an approximation technique that can be used
to evaluate the susceptibilities of a given system [5–8]. In
the SusP, we employ an approximate GFE, Gapp(m), for
example, the naive mean-field GFE and the Bethe GFE,
instead of the true GFE (2). In the SusP technique,
the approximate susceptibilities are obtained by βχij ≈
βχˆij := ∂mˆi/∂hj, where mˆ := argminmGapp(m).
SusPs have been also used to address the inverse Ising
problem [16, 19].
B. Diagonal Inconsistency Problem and Proposed
Scheme
Since Si ∈ {+1,−1}, the quantities χii+(m∗i )
2 = 〈S2i 〉
are obviously equal to one. However, it has been known
that the quantities obtained by a SusP, i.e., χˆii + mˆ
2
i ,
are generally not equal to one due to approximation [13].
In particular, such a diagonal inconsistency can become
a serious problem in attempting to address the inverse
Ising problem [16]. In order to avoid this diagonal incon-
sistency, a heuristic technique called the diagonal trick
method has been employed in various mean-field algo-
rithms for address the inverse Ising problem [14–16].
In this paper, we propose a new scheme of SusP using
the concept of the diagonal trick method in which an
obtained SusP satisfies the diagonal consistency. The
proposed scheme is quite simple and can be described as
follows: first, with controllable parameters Λ, we extend
an approximated GFE, Gapp(m), as
G†app(m,Λ) := Gapp(m)−
1
2
n∑
i=1
Λi
(
1−m2i
)
. (3)
The second term appears due to the use of the diago-
nal trick method [16]. Next, we minimize the extended
approximate GFE in Eq. (3) with respect to m and for-
mulate a SusP in the general manner as
βχ†ij(Λ) := ∂m
†
i (Λ)/∂hj, (4)
where m†(Λ) := argminmG
†
app(m,Λ). The values of
m†(Λ) and χ†ij(Λ) depend on the values of Λ. Finally,
we determine the values of Λ so as to satisfy the diagonal
consistencies by using
χ†ii(Λ) +m
†
i (Λ)
2 = 1. (5)
This equation is termed the diagonal matching equation
in this paper, because it leads to the matching of the
diagonals of the susceptibilities (plus the square of lo-
cal magnetizations) obtained by an approximation with
those obtained by an exact evaluation. An alternative
interpretation of this equation is provided in Appendix
B.
III. IMPROVED SUSCEPTIBILITY
PROPAGATION WITH BETHE
APPROXIMATION
In the context of SusP, the Bethe GFE is generally used
as the approximate GFE, i.e. we use Gapp(m) [8, 19].
Herein, we explicitly formulate a SusP obtained from our
proposed scheme by employing the Bethe GFE.
A. Belief Propagation with Λ
In the Ising system, the Bethe GFE is expressed as [6,
16, 20]
Gapp(m) = −
n∑
i=1
himi −
∑
(i,j)∈E
Jijξij
+
1
β
n∑
i=1
(1− |∂i|)
∑
Si=±1
ρ1(Si | mi) ln ρ1(Si | mi)
+
1
β
∑
(i,j)∈E
∑
Si,Sj=±1
ρ2(Si, Sj | mi,mj , ξij)
× ln ρ2(Si, Sj | mi,mj , ξij), (6)
where
ρ1(Si | mi) :=
1 + Simi
2
,
ρ2(Si, Sj | mi,mj , ξij) :=
1 + Simi + Sjmj + SiSjξij
4
,
and
ξij := coth(2βJij)
{
1−
(
1− (1−m2i −m
2
j) tanh
2(2βJij)
− 2mimj tanh(2βJij)
)1/2}
. (7)
The notation ∂i denotes the set of nodes connecting to
node i, i.e., ∂i := {j | (i, j) ∈ E}.
In accordance with Eq. (3), we extend the Bethe GFE
by adding the diagonal trick term, and we minimize the
extended GFE, G†app(m,Λ), with respect to m. By us-
ing a similar manipulation in references [16, 20], for given
a set of parameters Λ, we can obtainm†(Λ) as the solu-
tions to a set of simultaneous equations given by
Mi→j(Λ) = tanh
−1
{
tanh(βJij) tanh
(
βhi
− βΛim
†
i (Λ) +
∑
k∈∂i\{j}
Mk→i(Λ)
)}
(8)
and
m†i (Λ) = tanh
(
βhi − βΛim
†
i (Λ) +
∑
j∈∂i
Mj→i(Λ)
)
.
(9)
3Equation (8) is known as the message-passing rule of be-
lief propagation. The quantity Mi→j(Λ) is interpreted
as the message, or the effective field, propagated from
node i to node j through the link (i, j). If Λ = 0, Eqs.
(8) and (9) are reduced to the usual belief propagation
for Ising systems.
B. SusP with Λ and Diagonal Matching
By using Eq. (4) and m†(Λ) obtained from Eqs. (8)
and (9), we can formulate a SusP for a given parameter
set Λ as follows:
βχ†ij(Λ) =
1−m†i (Λ)
2
1 + βΛi
(
1−m†i (Λ)
2
)(βδi,j + ∑
k∈∂i
η
(j)
k→i(Λ)
)
,
(10)
where δi,j is the Kronecker delta. The quantities η
(k)
i→j(Λ)
are defined as η
(k)
i→j(Λ) := ∂Mi→j(Λ)/∂hk, and they sat-
isfy the relation
η
(k)
i→j(Λ) =
sinh(2βJij)
(
βδi,k − β2Λiχ
†
ik(Λ) +
∑
l∈∂i\{j} η
(k)
l→i(Λ)
)
cosh(2βJij) + cosh 2
(
βhi − βΛim
†
i (Λ) +
∑
l∈∂i\{j}Ml→i(Λ)
) . (11)
Eqs. (10) and (11) are obtained by differentiating Eq.
(9) with respect to hj and Eq. (8) with respect to hk,
respectively. If Λ = 0, Eqs. (10) and (11) are reduced to
the usual SusP for Ising systems.
To determine the values of Λ that satisfy the diagonal
consistencies, we substitute Eq. (5) in Eq. (10), which
leads to the relations
Λi =
1
β2
1
1−m†i (Λ)
2
∑
j∈∂i
η
(i)
j→i(Λ). (12)
The proposed SusP, referred to as the improved suscep-
tibility propagation (I-SusP) in this paper, can be com-
puted by simultaneously solving Eqs. (8), (9), (10), (11),
and (12).
From the arguments given in the last paragraph in Ap-
pendix B, on a tree graph, the proposed I-SusP is equiv-
alent to the ordinary SusP and gives an exact solution,
because the Bethe GFE coincides with the true GFE on
a tree graph.
C. Connection to Adaptive TAP Equation
The proposed I-SusP given in the previous section can
be viewed as an extension of the adaptive TAP equa-
tion [17, 18]. The Bethe GFE in Eq. (6) can be expanded
as [20]
βGapp(m) = −β
n∑
i=1
himi − β
∑
(i,j)∈E
Jijmimj
+
n∑
i=1
∑
Si=±1
ρ1(Si | mi) ln ρ1(Si | mi) +O(β
2).
(13)
This expression is known as the naive mean-field GFE.
By using the naive mean-field GFE instead of the
Bethe GFE in our scheme, we can derive the following
simultaneous equations:
m†i (Λ) = tanhβ
(
hi +
∑
j∈∂i
Jijm
†
j(Λ)− Λim
†
i (Λ)
)
,
(14)
βχ†ij(Λ) =
1−m†i (Λ)
2
1 + βΛi
(
1−m†i (Λ)
2
)
×
(
βδi,j + β
2
∑
k∈∂i
Jikχ
†
kj(Λ)
)
, (15)
and
Λi =
1
1−m†i (Λ)
2
∑
k∈∂i
Jikχ
†
ki(Λ). (16)
Eq. (14), which is known as the mean-field equation, is
obtained from the extremal condition of Eq. (13) with
respect to m. Eqs. (15) and (16) are obtained by using
Eqs. (4) and (5), respectively.
Alternative representations of Eqs. (15) and (16) are
possible. From Eq. (A2), we find that the mean-field
susceptibility βχ†ij(Λ) in Eq. (15) is equivalent to the ij-
th element of the Hessian matrix of the extended mean-
field GFE that is obtained by adding the diagonal trick
term to Eq. (13) in accordance with to Eq. (3):
βχ†ij(Λ) =
(
D − J
)−1
ij
, (17)
where the term J denotes the matrix whose ij-th element
is Jij and the termD denotes the diagonal matrix whose
4ii-th element is defined by (D)ii := β
−1(1−m†i (Λ)
2)−1+
Λi. Eq. (17) can be also directly obtained from Eq. (15).
From Eq. (5) and (17), we obtain
(
βD − βJ
)−1
ii
= 1−m†i (Λ)
2. (18)
Eqs. (17) and (18) are the alternative representations of
Eqs. (15) and (16), respectively.
By using the shift βΛi + (1−m
†
i (Λ)
2)−1 → βΛi, Eqs.
(14) and (18) become
m†i (Λ) = tanhβ
(
hi +
∑
j∈∂i
Jijm
†
j(Λ)− Λim
†
i (Λ)
+
m†i (Λ)
β(1−m†i (Λ)
2)
)
(19)
and
(
βDΛ − βJ
)−1
ii
= 1−m†i (Λ)
2, (20)
respectively, where the term DΛ denotes the diagonal
matrix whose ii-th element is Λi. Equations (19) and (20)
coincide with the adaptive TAP equation. Therefore, we
find that our I-SusP is equivalent to the adaptive TAP
equation when β is extremely small.
Based on the arguments presented in this section, we
can reinterpret the adaptive TAP equation as a SusP
based on the naive mean-field approximation with the
diagonal trick method. In the context of the adaptive
TAP equation, the parameters Λ are regarded as effects
of the Onsager reaction term. Hence, we can expect that
our diagonal trick term behaves as an Onsager reaction
term.
D. Discussion
In the conventional SusP scheme, for a given system,
we first solve a belief propagation (Eqs. (8) and (9) with
Λ = 0), and we obtain solutions to the belief propaga-
tion. These solutions are the values of the local magne-
tizations and the messages. Subsequently, to obtain the
susceptibilities, we solve a SusP (Eqs. (10) and (11) with
Λ = 0) by using the solutions of the belief propagation.
Therefore, in the conventional scheme shown to the left
in Fig. 1, the results of the SusP cannot affect the belief
propagation. In contrast, the proposed scheme shown to
the right in Fig. 1 includes feedback from the SusP to
the belief propagation through Λ. This feedback marks
a significant difference between the conventional scheme
and the proposed scheme. If one employs a synchronous
updating algorithm, the computational cost of solving
the usual SusP is O(n|E|). Since Eq. (12) does not
contribute to the order of the computational cost, when
using a synchronous updating algorithm, the computa-
tional cost of solving the I-SusP is the same as that of
solving the usual SusP.
Belief Propagation:  m, M
(a) (b)
FIG. 1. Illustration of schemes of (a) conventional SusP and
(b) I-SusP.
The Bethe approximation, which is equivalent to the
belief propagation, is regarded as the approximation that
neglects the effects of all the loops in a given system [21].
It is known that, by applying a SusP to the Bethe ap-
proximation in the conventional manner, the effects of
the loops neglected in the Bethe approximation are par-
tially restored and that the restored loop effects improve
the accuracy of the approximation of susceptibilities [13].
Hence, it can be expected that the feedback in our scheme
restores the effects of the loops, revived by a SusP, to a
belief propagation, and that this improves not only the
SusP but also the belief propagation. Indeed, a similar
observation has been made in reference [15] and the va-
lidity of the observation was examined in the study from
a perturbative point of view.
IV. NUMERICAL EXPERIMENT
In this section, we provide the results of certain nu-
merical experiments. To measure the performances of
our approximations, we use the mean absolute distances
(MADs) defined by
DV :=
1
n
n∑
i=1
|〈Si〉 − 〈Si〉app|, (21)
DE :=
1
|E|
∑
(i,j)∈E
|〈SiSj〉 − 〈SiSj〉app|, (22)
and
DE∗ :=
1
n(n− 1)/2− |E|
∑
(i,j) 6∈E
|〈SiSj〉 − 〈SiSj〉app|,
(23)
where the notation 〈· · ·〉app indicates the average value
evaluated by an approximation method. The expression
DE denotes the MAD for correlation functions between
nearest-neighbor pairs and the expression DE∗ denotes
the MAD for correlation functions between non-nearest-
neighbor pairs. In the following experiments, the param-
eters h and J are independently obtained from the distri-
5butions ph(hi) and pJ(Jij) and the inverse temperature
β is set to the value of one.
Let us consider an Ising system on a graph G(V,E),
with n = 22 and
ph(hi) = N (hi | 0.1
2), (24)
pJ(Jij) = (1− p)δ(Jij) + pN (Jij | σ
2/(pn)), (25)
where δ(x) denotes the Dirac delta function and the ex-
pressionN (x | σ2) represents the standard Gaussian with
variance σ2. In this case, this graph is regarded as a
random graph (known as the Erdo˝s-Re´nyi graph) with
the connection probability p (probability of the link (i, j)
being presented between nodes i and j). This system
is identified as the Sherrington-Kirkpatrick (SK) model
when p = 1.
Figs. 2 and 3 show the plots of MADs (DV , DE , and
DE∗) against p when σ = 0.3 and σ = 0.6, respectively.
‘The curves indicated by ‘BP”, “SusP,” and “ADTAP”
in these plots are the results obtained via the normal be-
lief propagation, the normal SusP, and the adaptive TAP
equation, respectively. It is to be noted that in the frame-
work of the Bethe approximation (belief propagation),
the correlations {〈SiSj〉} between nearest-neighbors can
be approximated by Eq. (7): 〈SiSj〉 ≈ ξij [20]. The
curves indicated by“I-SusP” in these plots are the results
obtained by the proposed I-SusP.
In the region where p is small, the belief propagation
shows good performance because it is an appropriate for
sparse graphs. On the other hand, the adaptive TAP
equation shows good performance in the region where
p is large, because the adaptive TAP equation is based
on the mean-field method for mean-field models of dense
graphs such as SK models. Our method shows the best
performance over all value of p. As mentioned previously,
our method includes the normal SusP and the adaptive
TAP as special cases. Hence, our method can be a good
approximation for both: sparse and dense systems, and it
exhibits a robust performance over a wide range of values
of p.
V. CONCLUSION
In this paper, we proposed a new SusP scheme by in-
corporating the concept of the diagonal trick method in
the conventional SusP scheme. The I-SusP obtained from
the proposed scheme includes the conventional SusP and
the adaptive TAP equation as special cases, and it ex-
hibits a robust performance for various types of network
structures of given systems, as observed from the results
of our numerical experiments presented in Sec. IV. In
principle, with the I-SusP, different types of Hamiltonians
can be obtained using Eq. (1) , e.g., those representing
Ising systems with higher-order interactions, and differ-
ent types of approximations from the belief propagation,
e.g., generalized belief propagations, can be addressed
using our proposed scheme.
In our scheme, it is necessary that all random variables
assume binary values of ±1. Hence, the present scheme
cannot immediately be applied to systems with multival-
ued variables such as Q-Ising systems. Therefore, it is
important to extend the present scheme to multivalued
systems. This topic will be considered in future studies.
Acknowledgment
This work was partly supported by Grants-In-Aid
(No.21700247, No.24700220, and No. 22300078) for Sci-
entific Research from the Ministry of Education, Culture,
Sports, Science and Technology, Japan. The authors
thank Dr. Cyril Furtlehner for discussions at various
stages of this work.
Appendix A: Linear Response Relation for
Approximate GFEs
Let us consider a function expressed in the form
G0(m) = −
n∑
i=1
himi + g0(m).
It is be to note that this expression includes all the GFEs
(the true GFE, the approximate GFEs, and the extended
approximate GFEs) presented in this paper. At the min-
ima of the function, from its extremal condition, the re-
lation
−hi +
∂g0(m)
∂mi
∣∣∣∣
m=m⋆
= 0 (A1)
holds, where m⋆ := argminmG0(m). By differentiating
Eq. (A1) with respect to hj , we obtain
δi,j =
n∑
k=1
∂2g0(m)
∂mi∂mk
∣∣∣∣
m=m⋆
∂m⋆k
∂hj
=
n∑
k=1
∂2G0(m)
∂mi∂mk
∣∣∣∣
m=m⋆
∂m⋆k
∂hj
.
This expression indicates that the relation
H−10 = χ
⋆ (A2)
holds, where the term H0 denotes the Hessian matrix
of G0(m) whose ij-th element is defined by (H0)ij :=
∂2G0(m)/∂mi∂mj |m=m⋆ and the term χ⋆ denotes the
matrix whose ij-th element is defined by (χ⋆)ij :=
∂m⋆i /∂hj.
Appendix B: Variational Interpretation of Diagonal
Matching Equation
The diagonal matching equation in Eq. (5) is intro-
duced to overcome the diagonal inconsistency problem.
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FIG. 2. MADs when σ = 0.3. Each point is obtained by averaging over 1500 trials.
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FIG. 3. MADs when σ = 0.6. Each point is obtained by averaging over 10000 trials.
In this appendix, we provide an alternative interpretation
of the equation.
First, we define a measure of closeness between two
positive definite symmetric matrices, A ∈ Rn×n andB ∈
R
n×n, in terms of the Kullback-Leibler divergence as
D(A||B) :=
∫ ∞
−∞
dxNn(x | A) ln
Nn(x | A)
Nn(x | B)
, (B1)
where
Nn(x | Σ) :=
1√
(2pi)n det(Σ−1)
exp
(
−
1
2
xtΣx
)
represents the n-dimensional standard Gaussian with
the covariant matrix Σ−1. From the properties of
the Kullback-Leibler divergence, D(A||B) > 0 and
D(A||B) = 0 iff A = B is ensured.
Let us define the Hessian matrices of the true GFE
and G†app(m,Λ) as
(
H(m)
)
ij
:= ∂2G(m)/∂mi∂mj
and as
(
H†(m,Λ)
)
ij
:= ∂2G†app(m,Λ)/∂mi∂mj, re-
spectively, and further, let us consider the quantity
D(H(m)||H†(m,Λ)) for given values of m. Minimiz-
ing D(H(m)||H†(m,Λ)) corresponds to minimizing the
(quasi-) distance [22] between the true Hessian matrix
and the approximate Hessian matrix. The minimum con-
dition of D(H(m)||H†(m,Λ)) with respect to Λ is
1−m2i =
(
H†(m,Λ)−1
)
ii
, (B2)
where we use the fact that
(
H(m)−1
)
ii
= 1 −m2i holds
for any m. When m = m†(Λ), upon using Eq. (A2),
Eq. (B2) yields Eq. (5). Therefore, we can reinterpret
the diagonal matching equation as the condition of min-
imization of distance between the true Hessian matrix
and its approximation in terms of the Kullback-Leibler
divergence at m =m†(Λ).
When Gapp(m) = G(m), minimization of
D(H(m)||H†(m,Λ)) obviously leads to Λ = 0.
This indicates that the diagonal matching equation in
Eq. (5) yields the result Λ = 0, i.e., the added diagonal
trick term in Eq. (3) automatically vanishes when
Gapp(m) = G(m).
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