Abstract. In the special case of where the spectrum σ = {λ 1 , λ 2 , λ 3 , 0, 0, . . . , 0} has at most three nonzero eigenvalues λ 1 , λ 2 , λ 3 with λ 1 ≥ 0 ≥ λ 2 ≥ λ 3 , and λ 1 + λ 2 + λ 3 = 0, the inverse eigenvalue problem for symmetric stochastic n × n matrices is solved. Constructions are provided for the appropriate matrices where they are readily available. It is shown that when n is odd it is not possible to realize the spectrum σ with an n × n symmetric stochastic matrix when λ 3 = 0 and
Introduction.
Let e 1 , . . . , e n denote the standard basis in R n , so e i denotes the vector with a 1 in the ith position and zeroes elsewhere. We will denote by e the vector of all ones, i.e. e = [1, 1, . . . , 1] T ∈ R n . A matrix A ∈ R n×n is said to be stochastic when all of its entries are nonnegative and all its row sums are equal to 1, i.e. A has right eigenvector e corresponding to the eigenvalue 1. We will be concerned with symmetric stochastic matrices, so that these matrices are in fact doubly stochastic. Also, the eigenvalues will necessarily be real. If A ∈ R n×n is nonnegative, has eigenvalue λ 1 > 0 corresponding to the right eigenvector e then 1 λ1 A is stochastic, and for convenience we will state our results in the form, for example, of a matrix A having eigenvector e corresponding to 1 + , where the spectrum σ = {1 + , −1, − , 0, 0, . . . , 0}, with 0 ≤ ≤ 1. We will say that σ = {λ 1 , . . . , λ n } ⊂ R is realized as the spectrum of a matrix A in the event that the n × n matrix A has eigenvalues λ 1 , . . . , λ n .
The nonnegative inverse eigenvalue problem is to find necessary and sufficient conditions that the elements of the set σ = {λ 1 , . . . , λ n } ⊂ C are the eigenvalues of a matrix with nonnegative entries. This problem is currently unsolved except in special cases [1] , [7] , [8] , [9] , [10] . The restriction of this problem to symmetric nonnegative matrices for which the eigenvalues λ 1 , . . . , λ n satisfy λ 1 ≥ 0 ≥ λ 2 ≥ · · · ≥ λ n is solved in [3] , where it is shown that the only necessary and sufficient condition is that n i=1 λ i ≥ 0. Distance matrices are necessarily symmetric, nonnegative, have trace zero, and must have λ 1 ≥ 0 ≥ λ 2 ≥ · · · ≥ λ n , although these are not sufficient conditions to be a distance matrix. We conjectured in [6] , after solving numerous special cases including n = 2, 3, 4, 5, 6, that the only necessary and sufficient conditions for the existence of a distance matrix with a given σ is that λ 1 ≥ 0 ≥ λ 2 ≥ · · · ≥ λ n and n i=1 λ i = 0. Distance matrices with eigenvector e were previously studied in [5] , ELA R. Reams 
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although not in the context of these matrices eigenvalues. Bounds on the eigenvalues of symmetric stochastic matrices are given in [2] and [4] , although they do not provide a restriction on the eigenvalues for the matrices under consideration here.
In Section 2 we provide an explicit construction of an n × n symmetric stochastic matrix which realizes the spectrum {2, −1, −1, 0, 0, . . . , 0}, followed by showing that it is not possible to realize the spectrum {1, −1, 0, 0, . . . , 0} with a symmetric stochastic matrix when n is odd, although it is possible to realize this spectrum when n is even. In Section 3 we provide explicit constructions of symmetric stochastic matrices to realize {1 + , −1, − , 0, 0, . . . , 0}, for 1 ≥ ≥ 0, when n is even. We then show that it is not possible to realize this spectrum with a symmetric stochastic matrix when 3 2n−3 > ≥ 0, and n is odd. Although we can realize this spectrum with a symmetric stochastic matrix when 1 ≥ ≥ 3 2n−3 , and n is odd. In the latter case we do not provide an explicit construction, instead making use of the Intermediate Value Theorem in several variables.
2. Freedom and restrictions on spectra. Lemma 2.1 will be used to establish that the matrix under consideration is nonnegative.
Lemma 2.1. Let A = (a ij ) ∈ R n×n be a symmetric matrix with eigenvalues Proof.
Our next two theorems give some foretaste of what is and isn't possible with the inverse eigenvalue problem for symmetric nonnegative matrices. Note first that a 3 × 3 symmetric nonnegative matrix with eigenvector e and of trace zero must be a nonnegative scalar multiple of A = ee T − I, which has spectrum σ = {2, −1, −1}. Theorem 2.2. Let σ = {2, −1, −1, 0, 0, . . . , 0}. Then σ can be realized as the spectrum of a symmetric nonnegative matrix A ∈ R n×n with eigenvector e corresponding to 2, for n ≥ 3.
symmetric and has zero diagonal entries by construction. Since the roots of Proof. Suppose A is a matrix of the given form that realizes σ.
A has trace zero and is nonnegative by hypothesis so all diagonal entries are zero, and thus 0
3. At most three nonzero eigenvalues. The idea in Remark 2.4 can be extended to the case where n is a multiple of 4 for the case of at most three nonzero eigenvalues. Proof. Let u, v ∈ R n be given by
, and note that all the diagonal entries of A are zero.
However, the way we deal with the remaining cases for n even is somewhat more complicated. , which will be achieved if
1+ , and
So for any given ∈ [0, 1] we also require for our choice of θ i 's that
n , and choose the angles θ i , 1 ≤ i ≤ n, around the origin in the plane.
Let θ i for 1 ≤ i ≤ m be, respectively, the 1st quadrant angles ≤ n, but then by the Intermediate Value Theorem
1+ . The case = 0 and δ = 2π n is covered by the remark after Theorem 2.3. In order to deal with the case where n is odd we will improve on Theorem 2.3. Proof. σ is realizable when = 1 from Theorem 2.2. We wish to determine the minimum value of for which it is possible to construct a matrix of the desired form. Using the same notation as in the proof of Theorem 3.2 we wish to determine the minimum value of as a function of θ 1 , . . . , θ n subject to the three constraints (θ 1 , . . . , θ n ) such that F (θ 1 , . . . , θ n ) = n 1+ . The author does not see a natural extension of the above methods to deal with the case of at most four nonzero eigenvalues.
