Abstract-Visual surveillance finds increasing deployment for monitoring urban environments. Operators need to be able to determine identity from surveillance images and often use face recognition for this purpose. In surveillance environments, it is necessary to handle pose variation of the human head, low frame rate, and low resolution input images. We describe the first use of gait to enable face acquisition and recognition, by analysis of 3-D head motion and gait trajectory, with super-resolution analysis. We use region-and distance-based refinement of head pose estimation. We develop a direct mapping to relate the 2-D image with a 3-D model. In gait trajectory analysis, we model the looming effect so as to obtain the correct face region. Based on head position and the gait trajectory, we can reconstruct high-quality frontal face images which are demonstrated to be suitable for face recognition. The contributions of this research include the construction of a 3-D model for pose estimation from planar imagery and the first use of gait information to enhance the face extraction process allowing for deployment in surveillance scenarios.
I. INTRODUCTION
A S Closed-Circuit Television (CCTV) becomes more widespread, it can be used for authentication within visual surveillance; however, developments have yet to meet application requirements. For example, the police still use manual search tactics to find criminals in CCTV images; airports depend on documents, although biometrics is becoming more prevalent. Automatic face recognition potentially has a major role to play in surveillance, information security, and access control. To date, automatic face recognition has mainly used 2-D front-face pattern and texture information. Even when these are confined to indoor usage, the resulting recognition rate is not perfect, although performance continues to improve. The reasons for this improvement include the use of very high resolution frontal face images in constrained environments [1] and more sophisticated recognition approaches. In contrast, in visual surveillance environments a camera is in an elevated position to achieve the widest field of view. Many surveillance cameras have low resolution and low frame rate, constraining adoption of existing face tracking/recognition algorithms. There are many approaches applied to obtain High Resolution (HR) face images. Medioni et al. [2] detected a person and located their face using a fixed ultrahigh-resolution camera at a distance (3, 6, 9 m) . Using the face region, they framed and reconstructed a 3-D face model and recognized a face within it. Wheeler et al. [3] initialized Low Resolution (LR) face images using an Active Appearance Model (AAM) [25] and Bilateral Total Variation (BTV) [42] to generate HR images. This process was tested with outdoor videos using a PTZ camera and a commercial face recognition system (FaceIt-Identix). Mortazavian et al. [4] described an example-based Bayesian method for 3-D-assisted pose-independent face texture superresolution. They used a 3-D Morphable Model (3DMM) [14] to map facial texture from a 2-D face image. Jia and Gong [5] proposed learning-based face Super Resolution (SR) techniques to generate a HR image of a single facial modality such as a fixed expression, pose and illumination from given LR images. There are other studies which learned the relation between HR and LR and utilized the relationship to recognize the LR face images from visual surveillance data [6] - [8] .
Also, 3-D model-based approaches have been developed to obtain an accurate face model [9] , [10] . Park and Jain [11] initialized face images using an AAM and synthesized a 3-D frontal face from 2-D low resolution images. They demonstrated performance using commercial recognition software (FaceVACS-Cognitec) and the Face In Action (FIA) database. This system was a single camera-based system requiring initialization. Duhn et al. [12] generated a 3-D face model using three 2-D images and tracked a face using an AAM. In the tracking stage, a generic model was adapted to the different views of the faces. However this method still needed automatic initialization for tracking. Given 2.5-D face laser scan images, Lu et al. [13] constructed a 3-D head model by fitting the laser scan data with the pretrained face texture and shape. They used Iterated Closest Points (ICP)-based surface matching to construct the 3-D model; however, this approach suffered from the computational cost of 3-D data acquisition and processing. The most representative method of 3-D face modeling is a 3DMM [14] wherein a 3-D face model was constructed by using a form of 3-D Principal Components Analysis (PCA). The coefficients of texture and shape are used for face recognition. However, both training and test images need to be manually labeled and the cost of 3-D data acquisition and processing is high. Liao et al. [15] built a 3DMM based on a single image to recognize a person. They generated synthetic 2-D images in the training stage and recognized a face using a Support Vector Machine (SVM) with imposter rejection by local linear embedding. In the CHIL project [16] the goal of the project was to acquire information about the (smart) room by video surveillance of the people in it and their interaction. The tasks of this project included person tracking, person identification and head pose estimation, and the recognition rate of individuals was from 66.2% to 75.9% using low resolution face images.
There are other approaches in visual surveillance using multimodal biometrics-face and gait. Human gait analysis has been used for recognition and other applications such as age estimation and authentication [17] - [19] . Since the most distinguishable feature in these environments is the human gait, earlier approaches tried to combine these two modalities to improve recognition. Kale et al. [20] discussed the fusion of face and gait cues for a single camera, based on sequential importance sampling. Gait recognition was used to reduce the set of candidates for face recognition. The results of fusion experiments were demonstrated on the NIST database which had outdoor gait and face data of 30 subjects [21] and suggested that a multimodal biometric could achieve a higher recognition rate than a single-modal biometric. Shakhnarovich et al. [22] developed a view-normalization approach to multiview face and gait recognition. In this approach, the Image-Based Visual Hull (IBVH) was computed from a set of monocular views and used to render virtual views. Zhou et al. [23] combined cues of face profile and gait silhouette from a single camera video sequence. First, they reconstructed a high resolution face profile image and used a Gait Energy Image (GEI) to characterize human walking properties.
This paper is an extended version of our previous research [30] , [31] . We now analyze the 3-D face model in more detail and the extraction of the gait characteristics, together with performance comparison with other techniques. In this paper, we focus on the specific but also one of the most general environments in visual surveillance where the subject is viewed walking towards a camera. We suppose that the image sequences are recorded at low frame rate and low resolution. To overcome these constraints, a 3-D ellipsoidal head pose model is built, and estimate 3-D head pose using nonlinear optimization. However, the head pose model can fail to track the head when there is large head pose variation and changes in illumination. Thus, we use additional information-the gait trajectory. The gait trajectory can be obtained from the movement of the corresponding points between frames. Analyzing the gait trajectory allows the system to detect the approximate face regions. In these face regions the detection rate can be higher. Accordingly, this is the first work which uses gait to mediate face acquisition and face extraction enhancement. Fig. 1 describes the whole process; the remainder of this paper is organized as follows: Section II describes the head pose estimation method using a 3-D ellipsoidal model and nonlinear optimization. Modeling the gait trajectory and optimization are described in Section III. Section IV shows the process of the frontal face extraction and the experimental results. Finally, Section V discusses the conclusions and future directions of this study.
II. 3-D HEAD POSE ESTIMATION
There are many approaches to estimate 3-D head pose. Some studies use a real 3-D head model [14] , [25] and others use an approximated head model [27] - [29] . Basically, estimating the head pose requires calculation of the translation and rotation in 3-D space. If the 3-D corresponding points exist and there is a small movement between images, the motion vector can be calculated by using the twist representation [32] or optical flow. Another way is to use Epipolar geometry [33] to obtain the essential matrix from which the rotation and translation information can be extracted. However, the first calculates the motion vector based on the angle approximation in 3-D space and the second can work when the texture of image is clear so the optical flow can be calculated. The third method could be unstable if the corresponding points used to calculate the fundamental matrix lie on the same plane. Accordingly, none of the above methods is suitable for our application, motivating us to apply a new way to estimate the head pose. First of all, the model-based feature extraction method is described. Then, a motion vector is estimated based on an objective function which describes the relationship between reconstructed 3-D points and 2-D corresponding points by using nonlinear optimization. Finally, the error is corrected by the analysis of the 2-D representation of 3-D model.
A. Feature Refinement Aided by the Model
A 3-D ellipsoidal representation [28] is used to represent a face. Unlike a cylinder model, the ellipsoidal model considers the distinguishable part of the face, excluding the background. A point on a 3-D object can be represented by where , , and , is the radius along each axis. Each angular resolution is one degree, so that the total number of model components is 360 360. The Scale Invariant Feature Transform (SIFT) [35] is deployed to find corresponding points between two images. We calculate a 3-D rotation and translation matrix from the SIFT points matched between adjacent images. Once the initialization process is complete, which requires manual specification of the rotation and translation of the model in the first frame, the invalid features should be removed. Fig. 2(a) shows the extracted SIFT features. The green crosses depict the SIFT points which are matched to the following frame. The corresponding points selected by the SIFT descriptor are refined by a region-based and a distance-based measure because misalignment could occur since matching with only the SIFT descriptor considers the pattern around the extracted SIFT point.
Therefore, first, the SIFT matching points only within from the center point ( , in the ellipsoidal model shown in Fig. 3(a) ) are considered. Fig. 2 (c) displays the region. The yellow region is the fitted model, the red region shows the region within from the center point, and the white cross in the model is the center point. As shown in the figure, the red region can cover the facial components (eyes, nose and mouth) which hold rich information on head pose. The second is to filter the invalid matching points based on the distances between each pair of potential corresponding points. The distances can show the distribution of movements. In histogram of the distances, the misaligned points can be detected and removed. In an alternative representation, the distribution of histogram can be expressed by the Gaussian distribution . The SIFT points are taken between and , covering 68.2% of the Gaussian distribution. Fig. 2(d) shows the distance distribution from each pair of matched SIFT points. The final valid features are shown in Fig. 2 
(b).
After filtering, the 3-D positions of SIFT points in the object coordinates are reconstructed by direct mapping. As shown in Fig. 3 , the 3-D point on the ellipsoidal model is mapped to the 2-D point in the image via rotation, translation, and projection. In Fig. 3 , a model point is mapped to the point by changing from the object coordinates to the camera coordinates. Then, it is mapped to the point in the image plane by the camera matrix. Conversely, if the point is known, the point (in the object coordinates) can be found directly. Therefore, assuming that the point is an extracted SIFT point, the 3-D position in the object coordinate can be calculated.
Practically, the ellipsoidal model and have 360 360 (spherical) points with one degree resolution. For the projected ellipsoidal model , only 180 360 points are valid due to invisible parts. The extracted SIFT point could be one of point in the model or between points. Therefore, to reconstruct an exact 3-D position in the model we approximately linearize the position using the distance ratio between the extracted SIFT point and around nine points on the model. First, the closest point of the model to the SIFT point is found, and the nine points around the SIFT point are chosen. Then, the distance ratios between the SIFT point and around the points are calculated. The same procedure is applied to find 3-D position in the object coordinates as the ratio should be consistent. The corresponding points in the object coordinate for all of the 2-D points can be found. Then, using the distance ratio, the approximated 3-D position of 2-D SIFT points can be calculated. 
From the above relationship the 3-D position is reconstructed and this 3-D position will be used to calculate the motion vector in the next Section.
B. Motion Vector Estimation Using Nonlinear Optimization
The Levenberg-Marquadt algorithm is a nonlinear optimization algorithm which can provide the numerical solution to minimize an objective function. We define the objective function to extract the motion information as (3) where is a SIFT point in the next frame, and is a reconstructed 3-D point from the corresponding point in the current frame. is the total number of the pairs. The rotation matrix contains and the translation matrix contains . In (3), is a position of point in the object-oriented coordinate and is a position of SIFT point in the 2-D image space. Also, we assume the camera matrix is given. Basically, (3) finds the rotation and translation matrices which minimize the distance between the matched points in 2-D space. The term in (3) converts the point from the coordinate 3-D space into 2-D image space. The motion information is extracted to adapt this objective function using the Levenberg-Marquadt algorithm. In this way, the rotation and translation matrix can be updated using the previous motion information for each image frame.
C. Error Correction
In the previous Section, the motion vector is calculated. However, since the model we used is approximate model (assuming that the head shape is an ellipse) an accumulated tracking error and initialization error could occur according the frame number. Therefore, an error correction module is necessary. If assuming that variation between the potential motion vector calculated previously and the real motion vector is quite small, Optical flow [34] can be used to correct the translation vector of the motion vector. Under small motion variation and no illumination change the velocity relationship between 2-D and 3-D motion can be described as the following equation [34] , (4) where , and are image intensity gradients with respect to , , and respectively. is a point in the object coordinate. ,
, and are rotation matrix in 3-D and instantaneous translation and rotation vector, respectively. is a matrix formed by concatenating and . denotes a skew-symmetric matrix. is an identity matrix and is a focal length. A linear equation can be made by adapting (4) to all visible pixels. Then, a least squares solution is used to calculate the translation and rotation vector . To deploy (4) the rotation matrix are changed into which are the calculated rotation and translation matrices described in previous Section. Thus, the instantaneous rotation vector can be small.
We also correct the rotation of the motion vector. Our model is the 3-D ellipsoidal model whose resolution is one degree. Once the model is fitted to the image plane a 2-D texture map can be obtained by unfolding the 3-D ellipsoidal model per each frame. Fig. 5 shows the unfolded image in the range of , . This is only dependent on angles so that the image size is 180 180 pixels regardless of the actual head size. Ideally, if the frame rate is high enough, the adjacent unfolded images could have the same texture. Using these texture maps, a 2-D similarity transformation matrix between the adjacent images can be calculated. The procedure is similar to that used to calculate the 3-D motion vector in the sense to use the corresponding SIFT points and nonlinear optimization. First, the corresponding points is extracted using SIFT on the confidence region ( from the center point) Then, the parameters of the similarity transform are calculated by using nonlinear optimization. When and are corresponding point between images the similarity transform and the objective function are described as follows, (5) (6) where is a scaling factor, is a 2 2 rotation matrix, is a translation 2-vector, and is a null 2-vector. There is a relationship between 2-D motion vector and 3-D motion vector. Let 2-D and 3-D motion vectors be
The corrected motion vector is (9) Here, the axis translation in 2-D is a variation in the direction of the axis rotation in 3-D space, the axis translation in 2-D is a variation in the direction of the axis rotation in 3-D space. The scaling factor is directly matched to the z axis translation.
To verify the performance of face tracking we used the Boston face database [27] which has 45 image sequences plus the ground truth of 3-D head pose. The experimental procedure is as follows. First, corresponding SIFT points are extracted, and then 3-D points in the first frame are calculated by given a motion vector. Then, the potential motion vector is calculated using nonlinear optimization between the 2-D SIFT points and the corresponding 3-D SIFT points. From every motion vector, the unfolded image is generated from the fitted ellipsoidal model. Then, the final motion vector is corrected by the optical flow and the similarity matrix. In Fig. 6 , the first row shows the 
TABLE I COMPARISON WITH PREVIOUS METHODS
fitting result and the second row displays the tracking result for an image sequence. In the first row, the yellow dots represent the model and the red dots are the selected SIFT features. In the second row, the blue line represents the ground truth and the red line shows the test results.
The average errors across the whole database in each direction are shown in Table I . The differences within the comparator results can be viewed as illusory in the sense that tracking results can depend on initialization. All methods show good performance (less than 4 error in each direction). However, the accuracy of the comparator results is perhaps compromised by the desire to achieve video-rate processing and these methods assume there is small variation of head pose between frames. Unlike other methods, our new method can be more robust under translation since our method is based on local feature matching first, and then analyzing the pattern of the face image. In our previous work [30] , we presented another experiment at low frame rate ( 10 fps).
III. GAIT TRAJECTORY
From the previous section, the face pose can be extracted using the 3-D face model under a controlled environment particularly when the distance between the object and the camera is fixed. In reality, however, in visual surveillance environments, there are many changes in illumination and huge head movements. Also, the low frame rate could affect the detection rate. For example, the head movement might not be continuous and the illumination could change frame by frame, especially in a low frame rate video. Unfortunately, most CCTVs which are already installed in the public places have the above characteristics. To overcome the above difficulties we use not only a face image but also use alternative biometric information: gait.
A. Looming Field
The looming effect occurs when a subject walks toward a camera resulting in a nonlinear increase in apparent subject size [36] . Under the pinhole camera model [33] , the relationship in perspective projection is shown in (11). In the relationship, when the walking position is changed linearly the projected position is changed in nonlinear way. To show this we extracted the trajectory around the head in the following way. First, the background subtraction image can be extracted [37] , and then the corresponding points between adjacent images are extracted. The same feature refinement methods are applied as Section II-A (the region-and distance-based methods). To determine the potential trajectory of the specific point we calculated the 2-D Homography relationship for each adjacent image. Then, as shown in Fig. 7(a) , the position is fixed for the first frame and then, the successive corresponding axis trajectories are extracted by using the Homography matrices. Also, the position is fixed and the trajectories of the successive corresponding positions are found. Fig. 7 shows the trajectories of the above points. These are affected by the looming effect. During walking, from some position, here we call 'looming center', the trajectory can vary in nonlinear manner.
The trajectory from the looming center shows the constant variation (gradient is around zero) and the variation according the frame number shows dependency proportional to the distance between the looming center and the chosen points. In the case of Fig. 7 , we found that the looming center is located in around (780,800) in and axes respectively. Note that the looming center is not the center of the image (the image size is 1280 1024 pixels).
B. Gait Feature Extraction
To understand looming, we need to describe the gait trajectory. When a person is walking the movement of the head is conspicuous and sinusoidal [38] . Fig. 8 represents the trajectory of the head position for each frame. As a person walks towards the camera, the variation of the head movement in the vertical direction increases. It also reveals that there is periodic movement in y direction. To clarify these facts we extract the exact human trajectory using some manually chosen points such as the points below the neck or the points in the chest for all image sequences. We use 35 samples (26 males and 9 females, with around 40 images in each sequence) chosen randomly from the Biometric tunnel database [24] and extract the corresponding points manually for all frames. Fig. 9 shows the results for the horizontal and vertical trajectories, respectively. Clearly, the vertical gait trajectory has a consistent trend. Its nature depends on the distance between the looming center and the position of the tracked pixel. Unlike the vertical trajectory the horizontal gait trajectory changes with a subject's gait. Also, the variation between points in the vertical trajectory is much larger than the variation in the horizontal trajectory. Therefore, we shall ignore the variation of the horizontal gait trajectory. In the next section we shall generate the model of the vertical gait trajectory and show the performance of model fitness using a nonlinear optimization method.
C. Gait Trajectory Model Definition
To define a gait trajectory model we use the following assumptions.
1) The variation in the direction (walking direction) should be much larger than that in the and directions. 2) The walking speed and the sampling rate are constant. In Section III-B the gait trajectory can be divided into two parts: a periodic factor and a scaling factor. Under the above constraints, the periodic factor increases or decreases in the same ratio. Therefore, the gait trajectory model could be defined as the following way, where the vertical position is a function of gait frequency and are the periodic factor and the scaling factor. First of all, the general case is (10) Under the pinhole camera model, the relationship in perspective projection [33] is (11) where is a point in the 2-D image plane, are the coordinates in 3-D space, and is focal length. This is a conversion between 3-D camera coordinates and 2-D image coordinates. Assuming that the velocity of walking is a constant we can approximate the relationship between the walking direction and the time as (12) where represents the distance from the camera, is a track length, is a walking speed, and is time or frame number. In 3-D space, the height of human is constant and the trajectory of the upper body shows the periodic function. Therefore, the vertical trajectory can be modeled in 3-D space. (13) Substituting (12) and (13) into (11), we can obtain a simple relation as shown in (14) . (14) where is the initial phase, is a total time, , and are constants. Therefore, the scaling and the periodic factor can be defined using (14) which describes the general case of gait trajectory. It shows the sinusoidal wave which has nonlinear magnitude and nonlinear line equation; however, this equation does not handle the case that the tracked point is located around the looming center (in Fig. 7 , the gradient around the looming field is about zero). Around the looming center, the scaling factor can be modeled as (15) where is around zero and is the initial vertical position of the trajectory. Generally, average adult walking velocity on level surfaces is approximately 80 m/min. For men and women, it is about 82 m/min and 79 m/min, respectively [40] . While investigating the gait trajectories we can find that one period of gait trajectory contains four to five gait trajectory points. For example, in Fig. 8 , there are four or five sampling points in a gait cycle. So, we set the constraint of gait frequency as from 1/5 to 1/4.
To evaluate the performance of the model we normalized all of the extracted gait trajectories. After fitting using the Levenberg-Marquadt algorithm, we use R-squared and Sum of Square Error (SSE). Fig. 10 shows the model fitting results for a typical gait trajectory and its error analysis. The blue points are the gait trajectory and the red line is the result of model fitting. Another advantage of this model is that it can express the trajectory between the trajectory points. The value of R-squared for all samples is 98.0% and the SSE is 3.66%. In addition, this model was used for gait application in our previous research [31] , which showed good performance in the visual surveillance environment of the PETS 2006 data. Fig. 11 . Example of the approximated face region by gait trajectory and fitting results according to the frames; first sample is highly affected by lighting, second sample has large variation of yaw direction, last one has head pose variation.
D. Experimental Results
In initialization, first, the SIFT points are extracted from the background subtracted images. Each 2-D Homography matrix can be calculated from eight randomly selected points. The Direct Linear Transformation (DLT) [33] is used to solve the 2-D Homography from the corresponding points. To find the optimized Homography matrix RANdom SAmple Consensus (RANSAC) [39] is applied to choose the Homography matrix which has the largest number of inliers. Then, we selected a center point of face manually in the first frame in order to obtain a successive potential trajectory by the Homography matrices. After that, the gait trajectory model is applied to the potential trajectory. It results in generating a clear gait trajectory. Since the Homography between the frames is known, we can extract the approximate face region in each frame after initializing the height and width of the face region for the first frame. This initialization process can be automatic if the person looks towards the camera and the size of face image is sufficiently large to use a face detector; however, we assume the general case where these conditions cannot be guaranteed. In tracking, first the 3-D ellipsoidal model was applied in the first frame using a manually given motion vector. For the next frame, the motion vector is calculated using the valid features and nonlinear optimization.
By this procedure, we tested the 34 sequences from the Biometric tunnel database. Fig. 11 shows the experimental results.
The first row per subject shows the result of extracting the approximated face regions by using the gait trajectory. The second Fig. 11 , the background changes as the subject walks; however, the center and the size of the face are not changed. We can extract the face region regardless of pose variation, illumination change, and low resolution. The face region and pose is clearly extracted well, especially the comparison with the data from which it was extracted (Fig. 1) .
To confirm the effectiveness of using the gait trajectory for face acquisition we test the face detection ratio with and without the gait trajectory model. Basically, the 3-D ellipsoidal model cannot be applied directly to the raw image due to the image resolution. To use the ellipsoidal model, a minimum image size should be guaranteed. So, in the above experiment we resize the approximate face region. An alternative way is to deploy the Viola-Jones face detection system [41] . We test three cases; i) face detection ratio with raw images using [41] , ii) one with the approximate face regions using [41] , and iii) one using only the gait trajectory. Table II shows the result of face detection.
As shown in Table II , using the gait trajectory shows a better face detection performance. Comparing all the tests (with and without the gait trajectory), it shows a 17.2% improvement beyond the use of Viola-Jones face detection. The second test shows detection aided by the gait trajectory. Ideally, the results of first and second test should show the same result. However, even though the resizing ratio is the same (default 1/1.2), the number of resized pixels differs. Therefore, this result also indicates the usefulness of the gait trajectory model. The differences between the second and the third test are caused by variation in head pose and illumination, confirming that the new method is indeed more robust than the conventional approaches in this environment.
IV. FRONTAL FACE IMAGE EXTRACTION
Face image extraction is the basic step for face recognition. In the previous Section, we extracted the approximate face regions and calculated the position of the face based on the 3-D ellipsoidal model and the gait trajectory model. Deployment depends on imaging scenario. For example, the Boston database was recorded under uniform illumination and at fixed distance. Even though the variation of head pose is large, the frontal face can be extracted since every image sequence contains the front pose of the face image. Thus, in this database, the head inclination is the main factor to consider when registering face image. In the case of the Biometric tunnel database where the person walks toward the camera, the image resolution of the face changes with time. Normally, when the person walks, the head rotates less than from the walking direction. Thus, the most important consideration is the resolution of the extracted face image rather than the face rotation. Considering all of possibilities, in this Section we will describe the three step preprocessing extraction methods leading to face recognition analysis.
A. Pose Based Face Image Filtering
There are many factors which are to be considered in face extraction such as the resolution of face image, facial expression, illumination, or facial obstacles in the face. In this research, we assume that there are no illumination changes, no obstacles, and no facial expressions. We are only concerned with the relationship between head pose, resolution, and face recognition. Ideally, the best sample for face recognition is a face image in which the face is looking directly towards the camera and the distance is the closest among all the images. In other words, the three axis angles are near zero and translation in the axis direction is the smallest in (8).
B. Image Acquisition Using View Change
In previous section, we calculated the motion vector using the 3-D ellipsoidal model. Here, we extract and reconstruct the frontal face image with projecting the fitted 3-D ellipsoidal model into the 2-D image plane. Basically, if there is a large change in head pose, the reconstructed face image might be greatly distorted since our model is not based on an actual face model such as 3DMM. Also, we only consider the face images with pose within , consistent with walking subjects, and where the frontal face can be reconstructed. Fig. 12 shows the results of the reconstructed frontal face images for images which have pose variation within from the first frame. The total number of images is around 40 images per subject.
C. High Resolution Image Reconstruction
To improve the resolution of face images we have deployed Super Resolution (SR) methods. In many surveillance images the face region occupies less than one tenth of the whole image so that the SR method can be used to improve the face pattern and texture for human interpretation. Also, SR can be deployed to extract more face features from the resized face image and to reconstruct an accurate face image from the synthesized frontal face images which are generated by the view change in the 3-D face models. The Low Resolution (LR) image sequences in visual surveillance environments could be used to reconstruct a High Resolution (HR) image.
To synthesize a HR image from LR images we then applied four of the existing SR methods: Bilateral Shift and Add (BSA) [44] , Iterative Norm 1(IterNorm1) [42] , Median Shift and Add (MSA) [44] , Shift and Add (SA) [43] . The size of the LR images is around 70 90 to 100 130 pixels (the distance be- tween eyes' centers is around 30 to 40 pixels). To ease alignment we resized all LR image to be 100 130. The resulting HR images are two times larger in each direction than LR images. Fig. 13 shows the synthesized HR image for each method and the approximated face region in the last frame (the right-most column, Fig. 13(e) ). The image, Fig. 13(e) is the highest resolution image acquired from the sequence as the subject is closest to the camera, and it was not used to derive the HR images. The last frame is shown for comparison between HR images and a real image. Images in which the subjects do not face the camera cannot be used for recognition. However, the pose-corrected HR image can be used for recognition. To evaluate recognition performance we analyze one sequence of around 40 images for each 34 subjects. We compare the HR image with the rest of frames from the sequence using Principal Component Analysis (PCA) based recognition [26] , to give a baseline analysis of recognition potential. The gallery set consists of 502 pose-corrected images extracted from the same video, but these images are not used to generate the HR images. The probe set contains 136 HR images. Fig. 14 shows the resulting recognition rate between HR images and LR images. Of the super resolution techniques, generation by SA shows the highest recognition rate (88.2%) and generation by MSA shows the lowest recognition rate (79.4%). The average recognition rate is 84.6%. This indicates that the HR images can be successfully generated from the LR images with fidelity that is sufficient for recognition purposes. In order to confirm that using our approach is more effective for face recognition than using the LR images, we test the recognition rate between 340 LR images which are used to generate the HR images and the remaining 502 LR images which are not used to generate the HR images. The column furthest on the right in Fig. 14 shows that the resulting recognition rate is 58.8%, which is around 30% lower than that for HR images, confirming the advantages of this new approach.
The average recognition rate is over 84% for the HR images. Considering constraints such as large changes in illumination and low resolution, the recognition rate is high. Besides that, there are no directly comparable results generated by other techniques possible since this is the first approach to apply SR techniques using a 3-D face model and gait from image sequences in a surveillance environment.
V. CONCLUSIONS
We describe a new method of frontal face extraction by 3-D head pose estimation, gait trajectory analysis, and super-resolution analysis. We have shown how the head movement can be modeled by gait to allow for accurate face extraction when a subject walks towards a camera. Head pose estimation combines a 3-D ellipsoidal model with SIFT-based low-level feature extraction; the gait model analyses the trajectory of a looming subject. The approaches have been demonstrated with a Biometric tunnel database. The model fitting with actual data showed that the matching was over 98%. Also, SR methods of monochrome image sequences were applied to the reconstructed frontal face images. PCA based recognition was used as a measurement to evaluate the quality of HR images. By the new method the overall recognition performance is 84.6% whereas it was around 58.8% for the images from which the super-resolution images were derived. From the proposed methods, face images suitable for recognition can now be derived in visual surveillance environments. In the future we aim to translate these approaches to analyze surveillance data to provide a high resolution face image from video data in which a subject's movement is unconstrained.
