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Abstract
Since the turn of the century, China has experienced economic growth that
has called for rapid industrialisation, infrastructure growth and urbanisation,
making China highly dependent on primary commodities. The resource inten-
sive growth path followed by a slowdown in recent years has raised the ques-
tion to what extent her demand for commodities can affect international
commodity prices. To this end, recent studies have analysed the link between
economic growth or slowdown on commodity prices using linear multivariate
models. However, a problem is that commodity prices are known to be highly
variable and characterised by multiple structural changes. With such charac-
teristics of the data, it is likely to be the case one may obtain mis-specified
inferences from a linear multivariate framework. Accordingly, we make use of
novel Flexible Fourier Form (FFF) econometric procedures to account for mul-
tiple breaks in the economic variables, which have better power and size prop-
erties over the standard linear models. We find that the persistence of
economic variables employed in this study and their causal link are better
approximated by such nonlinear FFF procedures. Our results show that there
is evidence of short run predictability between selected commodity prices and
economic growth in China. Further, the responses of different commodity
prices to shocks in economic growth are quite profound especially for those
cases where we find causal links with economic growth in China. While we
find a significant impact of economic growth of China on commodity prices,
the response varies for different commodities.
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1 | INTRODUCTION
Economic growth in general for many developing coun-
tries follows a pattern of structural change. This involves
an agrarian economy expanding into manufacturing, and
eventually moving into services. Indeed, there are excep-
tions to this rule, but this pattern of growth has been
observed for some countries. In general, economic
growth accompanied by increasing industrial expansion,
rising urban populations and increased infrastructure
investments will increase the demand for primary com-
modities. China is a case in point (Herrerías &
Ordonez, 2015) and has become a major participant in
commodity markets. Her resource intensive growth path
followed by a slowdown in recent years has raised the
question to what extent China's demand for commodities
can affect international commodity prices. For example,
from 2000 to 2006 both global metal and energy com-
modity prices in general, exhibited an upward drift with
frequent fluctuation around this upward trend. Most
commodity prices then peaked and fell sharply during
the global slowdown period of the recession and were
largely driven by energy prices, such as oil and natural
gas. Thereafter, prices started to recover and from 2011
most commodities started to show some signs of
stabilisation. However, more recently since 2014, com-
modity prices have experienced a sustained drop; more
noticeably in energy prices. While the annual economic
growth of China has averaged around 10% since 2000, in
the last 3 years the growth has fallen to just below 7%.
In the last decade, the industrial “deepening” in
China with a shift to more capital-intensive sectors has
caused a surge in demand for materials, metals and
energy. Only a fraction of the huge demand for energy
and metal commodities by China can be met by domestic
production, hence China depends to a large extent on
commodity imports. The huge appetite of China for com-
modities is reflected by its consumption share as a per-
centage of world consumption. For example, in the case
of minerals, the consumption share of coal for China as a
percentage of world consumption stands at approxi-
mately 50.1% over the period 2000–2014.1 For oil and nat-
ural gas, the figures are 11.3% and 4.5% respectively. For
metals, the consumption share of China as a percentage
of world consumption is 47.3% for tin, 44.7% for zinc,
approximately a little over 43% for copper, nickel and alu-
minium over the same time period.2
With economic growth in China slowing down in
recent years, a natural question that arises is what impact
this will have on international commodity prices? This
paper contributes by dealing with the subject of the possi-
ble link between economic growth in China and its effect
on commodity prices. To this end we adopt the Vector
Autoregressive (VAR) model as it allows for all variables
to be endogenous given that there may exist feedback
effects between commodity prices, economic growth and
other macroeconomic variables such as exchange rates
and interest rates. However, it is well known that many
macroeconomic series exhibit broken trends and serial
correlation (for example, Chortareas, Kapetanios & Shin,
2002; Ghoshray, 2011; Harvey, Kellard, Madsen, & Wohar,
2010; Kellard &Wohar, 2006; Michael, Nobay, & Peel, 1997;
Taylor, Peel, & Sarno, 2001). Besides, the effects of struc-
tural change on the level or slope of a series can be gradual
(for example, Kapetanios, Shin, & Snell, 2003; Leybourne,
Newbold, & Vougas, 1998). Commodity prices are known
be highly volatile and are characterised by large swings
(for example, Nazlioglu, Soytas, & Gupta, 2015) as well as
exchange rates (for example, Nazlioglu & Soytas, 2011).
Typically, the functional form of the deterministic
trend is unknown, and therefore we need to determine
whether a linear trend or a more general nonlinear
trend is appropriate.
The use of standard VAR models can be complicated
with variables that contain structural breaks, since a
break in one variable will manifest itself in other vari-
ables of the system making it difficult to control for. This
would cause model misspecification, leading to mis-speci-
fied causality testing and impulse response analysis
(Enders & Jones, 2016). The Flexible Fourier Form
(FFF)–VAR, or FFF–VAR, due to Enders and
Jones (2016), allows for multiple structural breaks that
can be approximated as smooth shifts, considering the
potential nonlinearity in variables, and has better size
and power properties than the standard VAR. In this
paper, we focus on individual commodities rather than a
common general commodity index. The importance of
choosing individual commodities has been highlighted
in studies by Kellard and Wohar (2006) and Ghoshray
(2011) where they find that the dynamic properties of
individual commodity prices can be quite different even
for related commodities. We allow for the interaction of
other macroeconomic variables, such as interest rates
(Scrimgeour, 2015) and exchange rates (Chen, Rogoff, &
Rossi, 2010) that are pertinent to commodity prices.
The relevant variables can easily be couched in the
FFF–VAR model.
This paper therefore makes a significant contribution;
by addressing a topical issue about the causal link
between economic growth in China and commodity
prices, and to this end employing a novel FFF–VAR
method that accounts for the possibility of nonlinearity
in commodity prices and macroeconomic variables. We
test for causality between economic growth in China and
commodity prices along with other relevant macroeco-
nomic variables. Further, we trace out the response of
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commodity prices to growth shocks. The paper is
arranged as follows: the next section provides a literature
review, followed by a section describing the econometric
methods. The next section describes the data and the
empirical analysis, and the final section concludes.
2 | LITERATURE REVIEW
A limited number of studies have investigated whether
economic growth has any effect on global commodity
prices. For example, focussing on oil prices Elekdag,
Lalonde, Laxton, Muir, and Pesenti (2007) examine the
increase in demand for oil from emerging Asia using a
Dynamic Stochastic General Equilibrium (DSGE) model
and find that an exogenous shock to China's oil demand
could lead to an increase in oil prices. Cheung and
Morin (2007) use a regression approach with oil prices
that are modelled to be dependent on lagged prices of oil,
world output gap and the U.S. real exchange rate. They
find that an increase in Emerging Asian industrial pro-
duction leads to an increase in real oil prices. For metals,
they are unable to produce indicative figures (due to the
lack of cointegration), but the increase in industrial pro-
duction can explain the strength in metals prices.
Adopting a similar econometric framework Arbatli and
Vasishtha (2012) use a reduced form regression model to
analyse the extent by which movements in the real prices
of oil and metals can be explained by global shocks to the
demand for commodities. Comparing the importance of
different countries, Arbatli and Vasishtha (2012) find that
forecast surprises in the U.S. and emerging Asia (i.e.,
China and India) are important for explaining move-
ments in prices for most commodities in their sample.
Furthermore, they find that the real effective exchange
rate of the U.S. dollar and interest rates has played a very
significant role in explaining industrial commodity
prices, both being negatively related with prices.
The vector autoregressive (VAR) approach has been
popular in recent studies. Roache (2012) makes use of a
VAR model and applies Granger causality tests and
impulse response functions on monthly data to analyse
the effect of China's economic activity (as well as the U.S.)
on global commodity markets. The results of the study
show that shocks to economic activity in China have a
small impact on the price of oil and some base metals.
Interest rates are found to have a small, negative, and
short-lived effect on oil and aluminium prices, and a sig-
nificant cumulative positive impact on the prices of zinc
and tin. A real appreciation of the U.S. dollar has a large,
negative, and persistent effect on the prices for most com-
modities. China's impact on world commodity markets is
found to be increasing, but it is smaller than that of the
U.S. This, as argued by Roache (2012) is because the
dynamics of economic growth shocks in the U.S which
tend to be more persistent, have larger effects on com-
modity prices. In a more recent paper, Roache and
Roussett (2015) update their model to find that a shock
in industrial production growth leads to a cumulative
response in the prices of aluminium, copper, tin, zinc
and oil. The responses are found to be statistically signifi-
cant and considerably higher compared to those by
Roache (2012).
In a recent study, Klotz, Tsoyu, and Shih-Hsun (2014)
uses a VAR model to examine the causal linkages and
short-run dynamics between commodity prices, compris-
ing of agricultural commodities, energy, metals, the real
interest rate and industrial production in China over the
period 1998–2012. Results of this study provide signifi-
cant evidence for a causal relationship between China's
economic activity and global energy as well as industrial
metals prices. The impulse response analysis results show
that the impact of a shock to economic activity in China
has a long-lasting effect on energy prices and a relatively
lower effect on industrial metal prices. A shock to interest
rates has a significant inverse impact on energy prices. In
a related study, Yin and Han (2016) compare the macro-
economic impacts of China and the United States on
international commodity markets using a factor-aug-
mented vector auto-regression (FAVAR) model. They
argue that using a simple VAR model, it may be difficult
to analyse the effect of macroeconomic factors on com-
modity markets, because there is a restriction of the num-
ber of variables that can be included in the model. In
contrast to the previous study, they conclude that there is
no systematic evidence of a relationship between strong
growth in the emerging economy and the boom in com-
modity futures prices.
Important features of commodity prices, such as high
persistence and structural breaks need to be accounted
for, as it is well known that commodity prices over a rea-
sonable length of time are most likely to be characterised
by several structural changes. In a recent study, Nazlioglu
and Karul (2017) use flexible Fourier methods in a panel
context to test whether shocks to 24 international com-
modity prices are temporary or permanent. Their empiri-
cal results show that the null hypothesis of joint
stationarity is rejected; however, this does not necessarily
imply that shocks to all 24 commodity prices are perma-
nent, and indeed they find selections of the cross-sections
are stationary under the alternative hypothesis. The
upshot is that such flexible Fourier methods have been
shown to be useful in the empirical studies of commodity
prices. In this light, results from recent studies using the
standard VAR and FAVAR models may not be reliable
since a break in one variable will manifest itself in other
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variables of the system leading to model misspecification
and problematic impulse response analysis. Accordingly,
we propose to adopt a novel FFF–VAR procedure that
allows for smooth breaks that increase the power and size
properties of the model (Enders & Jones, 2016) and to
determine the causal relations between economic activity
and commodity prices. To our knowledge, this flexible
Fourier approach has not been employed before in the
study of causality between economic activity in an emerg-
ing economy and commodity prices.
3 | ECONOMETRIC MODEL
We employ the FFF–VAR model due to Enders and
Jones (2016) to analyse the dynamic relationship
between commodity prices, economic activity in China,
along with two other macroeconomic variables - inter-
est rates and exchange rates. Indeed, it may well be the
case that macroeconomic variables as well as commod-
ity prices can contain multiple structural breaks, so
that the time path of the variables evolve around a
smoothly changing mean or trend, or in other words,
the data contains flexible nonlinear trends. However,
there is a need to test formally whether such a
nonlinear flexible trend exists, so that the deterministic
trend could be approximated by a FFF. In this paper
we employ a new test due to Perron, Shintani, and
Yabu (2017) for the presence of nonlinear deterministic
trends approximated by Fourier expansions in a uni-
variate time series, without any prior knowledge as to
whether the data is I(1) or I(0). This novel procedure
builds on the work of the feasible generalised least
squares (FGLS) procedure of Perron and Yabu (2009).
A Wald test statistic asymptotically following a chi-
square limit distribution is used to determine whether
the data series is nonlinear. This procedure is found to
perform better than other tests for nonlinearity (e.g.,
Astill, Harvey, Leybourne, & Taylor, 2015, Harvey,
et al., 2010, Harvey, Leybourne, & Xiao, ) when deter-
mining the true number of frequencies. Following Per-
ron et al. (2017), a general to specific approach is
taken, starting with a specified number of frequencies
(in this study we choose n = 3).
As a prelude to estimating the FFF–VAR model, we
require to test whether the variables are stationary
around a smoothly changing mean or trend. To this end,
Enders and Lee (2012) have put forward an appropriate
LM based unit root for the test. This is carried out by
modifying the standard unit root test that includes trigo-
nometric components. First, the regression is given by
estimating the following regression:
yt = d tð Þ+ ρyt−1 + vt ð1Þ
where vt is a white noise error component and d(t) is the
deterministic term. In the standard unit root test, the
deterministic term is known, and one can test for a unit
root using the null hypothesis H0 : (ρ = 1). However, due
to the possibility of multiple structural breaks, the deter-
ministic term can be approximated by a FFF as follows:
d tð Þ= a0 +
Xn
k=1
δksin 2πkt=Tð Þ+
Xn
k=1
μkcos 2πkt=Tð Þ ð2Þ
where the number of observations is given by T, the par-
ticular frequency is given by k and the number of fre-
quencies is given by n. Note that non-rejection of
δk = μk = 0 collapses Equation (2) to the standard unit
root regression. The LM version is known to have more
power than the ADF version, and therefore Enders and
Lee (2012) estimate the following regression:
Δyt = a0 +
Xn
k=1
δksin 2πkt=Tð Þ+
Xn
k=1
μkcos 2πkt=Tð Þ+ vt
ð3Þ
where yt is the variable of interest, and vt is a white noise
error term. Using the estimates from Equation (3), the
detrended series ~St is constructed from the following
regression;
~St = yt− a^0t−
Xn
k=1
δ^ksin 2πkt=Tð Þ−
Xn
k=1
μ^kcos 2πkt=Tð Þ ð4Þ
The unit root test is then carried out by estimating
the following regression:
Δyt =ϕ~St−1 + d0 +
Xn
k=1
d1Δsin 2πkt=Tð Þ
+
Xn
k=1
d2Δcos 2πkt=Tð Þ+ εt ð5Þ
The null hypothesis is that yt contains a unit root and
is given by H0 : (ϕ = 0), which is tested by the t statistic
denoted as τLM. If the null hypothesis is rejected, we can
conclude that the data series is stationary around a
smoothly changing mean or trend. In the case of serially
correlated errors the equation is augmented by adding
lagged values of Δ~St . If we establish that the variables are
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stationary around a flexible trend, then they are included
in level form in the FFF–VAR model; otherwise if they
are found to be integrated, the variables are differenced
stationary in the FFF–VAR model.
This procedure provides a neat approach to deal with
multiple structural breaks, instead of estimating the
number and form of breaks. Once it is established that
the variables are stationary around a flexible trend, we
use the FFF–VAR to control for the breaks. The key ques-
tion is how to control for the number of breaks when the
number of breaks and the form of such breaks are
unknown. Enders and Jones (2016) employ a variant of
the flexible Fourier due to Gallant (1981) that controls for
such structural breaks in a VAR. They consider a VAR
where the deterministic part (dit) of the equation for the
variable (yit) to be included in the VAR is given by:
dit =ϕi0 +ϕi1d1t +ϕi2d2t +…+ϕimdmt ð6Þ
where the dit represents potentially smooth functions
over time, the parameters ϕij(j = 1, 2, …, m) indicate the
magnitude of the effect of break j on variable i; and m
denotes the number of breaks in variable i. The number
of breaks across equations can vary.
If the breaks are sharp, then one could employ Heavi-
side Indicator Functions such that ϕjt = 1, if t > tj and
ϕjt = 0 otherwise. However, if there are multiple breaks
and they tend to be small, then an alternative methodol-
ogy can be useful that allows ϕjt to be a smooth function
over time. To this end, Enders and Jones (2016) use a
simplified version of the FFF to represent the determinis-
tic portion (dit) of the variable (yit) to be given by:
dit = γi0 +
Xn
k=1
δiksin 2πkt=Tð Þ+
Xn
k=1
μikcos 2πkt=Tð Þ ð7Þ
This formulation is particularly useful as a small
number of low frequency components from a Fourier
approximation can capture the essential characteristics of
a series containing structural breaks (see Enders and
Jones (2016). The key issue here is that the FFF–VAR
can mimic the nature of the breaks by being completely
agnostic of the size, location and number of the break
dates. In a sense, the issue of controlling for the breaks is
transformed into the choice of the appropriate frequen-
cies to include into the model. As recommended by
Enders and Jones (2016), we set the frequency of the trig-
onometric components to be n ≤ 3. One can conduct tests
for nonlinearity using standard t or F tests as the δik and
μik terms in (2) have multivariate normal distributions
(Gallant & Souza, 1991). Besides, sin(2πkt/T) and cos
(2πkt/T) are orthogonal to each other for all interger
values of k which implies that joint tests for significance
of δik and μik terms in (2) can be easily carried out as the
regressors are uncorrelated with each other. For each
estimated series, we perform the test for Granger-causal-
ity. The issue is whether the presence of the trigonomet-
ric terms interferes with the causality test when there are
no actual breaks in the system. To this end, we perform a
simple F test for the exclusion restriction on (2) that
δik = μik = 0.
The choice of variables in this study are stacked in a
vector z0t = [CHNt, CPt, REERt, IRt] where CHNt denotes
economic growth of China measured by industrial produc-
tion, CPt is the commodity price, REERt is real effective
exchange rate and IRt is the interest rate. The lag length l
is chosen according to the Akaike Information Criterion
(AIC). The linear VAR would take the following form:
zt =A0 +
Xl
i=1
Aizt− i+ et ð8Þ
where A0 is a vector of intercepts, Ai a coefficient matrix
while et is a vector of error terms. In contrast, the FFF–
VAR due to Enders and Jones (2016), is estimated as:
zt =A0 tð Þ+
Xl
i=1
Aizt− i + et ð9Þ
where A0(t) = [ϕ1(t), ϕ2(t), ϕ3(t), ϕ4(t)]0 and each inter-
cept ϕi(t) depends on the n Fourier frequencies such that:
ϕi tð Þ= ai+ bit+
Xn
k=1
δiksin 2πkt=Tð Þ+
Xn
k=1
μikcos 2πkt=Tð Þ
ð10Þ
The FFF–VAR model is estimated beginning with a
trigonometric frequency set equal to 3. This model has
good size and power properties when testing for smooth
structural change in a VAR framework. We carry out a
model selection test using the F test as described earlier
and backed by a model selection criterion, the AIC, to
determine model performance.
4 | DATA AND EMPIRICAL
RESULTS
This study uses monthly data spanning from January
2000 to February 2017. The industrial production index
from the CEIC Data Company is used as an indicator of
economic growth.
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Nominal commodity prices from IMF International
Financial Statistics of selected base metals and minerals
namely, aluminium, copper, iron, gas, coal, oil, tin, and
zinc, extracted from Haver Analytics are deflated using
the U.S. consumer price index from the Federal Reserve
Bank of St. Louis. Other macroeconomic variables such
as the U.S. dollar Real Effective Exchange Rate (REER)
Index based on Consumer Price Index 2010 = 100 is
obtained from the CEIC Data Company while the U.S.
Federal Funds real interest rate (IR) is sourced from the
Haver Analytics. The REER was included since global
commodities are priced in US dollars, thus, depreciation
of the dollar would lead to an increase in demand for
commodities which could drive commodity prices higher.
Interest rates on the other hand has two opposing rela-
tionships with commodity prices. First, on one hand, it is
generally perceived to be inverse, that is, an increase in
interest rates pushes up the storage costs which will lead
to reduction in commodity demand thereby lowering
commodity prices. On the other hand the relation could
be direct through investment transmission mechanism,
which suggests that investment would fall with an
increase in interest rates, leading to a decrease in future
supply that will exert an upward pressure on commodity
prices. The subsequent analysis is carried out on the loga-
rithms of variables—commodity prices, industrial pro-
duction index and real effective exchange rates—except
for interest rates, which contain negative values.
At the onset, we employ the novel test due to Perron
et al. (2017), which tests for the null hypothesis of linear-
ity against the alternative of a flexible nonlinear trend
with a given frequency using robust methods that allows
us to be agnostic to the order of integration of the data. If
a nonlinear trend is absent in the data, then a standard
unit root test without a nonlinear trend would be more
powerful. Since we cannot sure about the presence of a
trend, we conduct the tests both with and without a
trend. The lag length is chosen according to the general
to specific methodology. The results of the test are shown
in Table 1 below.
The results are broadly divided under the column
headings “with trend” and “without trend” and contain
the frequency given by n. The null hypothesis of interest
is H0 : (n = 0) which implies the data series is linear.
Rejecting the null implies the data is nonlinear and con-
tains flexible trends. For all variables (commodity prices
and macroeconomic variables) the overall conclusion is
that the variables are indeed non-linear. We can see that
the parameter estimates for either sine or cosine func-
tions are statistically significant. The conclusion of non-
linearity follows from the result that either with or
without a trend we can reject the null in at least one case.
More specifically, when considering the variables “with
trend”, we can reject the null hypothesis of linearity for
all the commodities, except coal, REER and interest rates.
When the trend is excluded from the variables, the results
TABLE 1 Test for nonlinearity
(flexible trends)
With trend Without trend
n sine cosine n sine cosine
Commodities
Aluminium 1 −0.17 −0.47*** 1 −0.26** −0.47***
Coal 0 1 −0.27** −0.40***
Copper 1 −0.03 −0.39*** 1 −0.26** −0.39***
Iron 1 −0.12 −0.34*** 1 −0.26** −0.34***
Gas 1 −0.31 −0.32*** 1 −0.26** −0.32***
Nickel 1 −0.21 −0.34*** 1 −0.26** −0.34***
Oil 1 −0.35* −0.35*** 1 −0.26** −0.35***
Tin 1 −0.42** −0.42*** 0
Zinc 1 −0.34* −0.39*** −0.27** −0.40***
Macroeconomic variables
Ind. Prod. (China) 1 −0.35* −0.39*** 1 −0.27** −0.43***
REER 0 1 −0.27** −0.47***
Interest rate 0 1 −12.64*** −8.07*
Note: n denotes frequency.
*Denote significance at the 10% level respectively.
**Denote significance at the 5% level respectively.
***Denote significance at the 1% level respectively.
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show that we can reject the null of linearity for all vari-
ables except tin prices. To conclude, given that we can
reject the null of linearity in at least one of the cases, we
conclude that all the variables contain a nonlinear deter-
ministic component, thereby containing flexible trends.
Having shown that the data contains nonlinear flexi-
ble trends, we proceed to test for the null hypothesis of
unit roots in the data against the alternative of
stationarity around a flexible trend. Using the Enders and
Lee (2012) procedure as described in the previous section,
we report the as τLM statistics. The results are contained
in Table 2 below.
The results of the LM test statistic, that is τLM is con-
tained in the second column of results in Table 2. The lag
length in parentheses chosen according to the general to
specific methodology as suggested by Enders and
Lee (2012). For comparison, the third column shows the
result using the standard no-break unit root LM tests due
to Schmidt and Phillips (1992). We find that we cannot
reject the null hypothesis of a unit root in any of the vari-
ables, except interest rates. However, when compared
with the FFF unit root tests that approximates multiples
structural breaks, we find that the LM test statistics show
rejection of the unit root null hypothesis for all variables.
This implies that for all the variables included in the
study, we can conclude that they are stationary around a
flexible trend. This result is not surprising, as we know
that the power of a unit root test is low in the presence of
structural breaks in economic time series (Perron, 1989).
As described in the earlier section we conduct an esti-
mation of a 4 variable FFF–VAR model given by the vec-
tor z0t = [CHNt, CPt, REERt, IRt]. We estimate nine
separate FFF–VAR models with the nine individual com-
modity prices CPt; these being, aluminium, coal, copper,
iron, natural gas, nickel, oil, tin and zinc. Prior to con-
ducting analysis using a FFF–VAR, we check how this
type of model compares with the standard linear VAR
model. As outlined in the methodology section, we esti-
mate (9) with n = 1, 2, 3 and use the AIC to decide the
appropriate frequency. Once the required frequency is
determined, we test the restriction δik = μik = 0 where k
is the selected frequency equal to 1,2 or 3 for the ith vari-
able in the FFF–VAR. The results of this restriction along
with the associated p values are given in Table 3 below.
The results clearly show that the restrictions can be
rejected in each of the FFF–VAR models corresponding
to the nine different commodities. This implies that the
FFF–VAR gives a better fit to the data than the linear
VAR model. Besides this test, using the AIC we find that
for all the commodities the FFF–VAR model outperforms
the linear VAR, which allows us to conclude the FFF–
VAR is a superior fit to the data than the standard linear
counterpart.3 Further, we establish that jointly estimating
the low-frequency components with other parameters
provides some benefits in terms of efficiency.4
Accordingly, we report the results of the Granger
Causality tests using the FFF–VAR which is repeated for
each of the nine different commodities.5 The lag lengths
for each FFF–VAR varied depending on the commodity,
but were mostly centred at 2 lags. The lag length was
chosen according to the AIC, as suggested by Enders and
Jones (2016). We report the results in Table 4 below.
For each VAR equation, the dependent variables are
in columns 2–4 of Table 4, while the independent
TABLE 2 Standard and flexible Fourier form LM type unit
root test
FFF unit
root test
Standard unit
root test
Commodities
Aluminium −11.25*** −2.21
Coal −15.98*** −2.06
Copper −5.78*** −1.85
Iron −9.23*** −1.31
Gas −9.03*** −2.09
Nickel −10.86*** −2.12
Oil −8.43*** −1.61
Tin −9.11*** −1.96
Zinc −16.42*** −2.32
Macroeconomic variables
Ind. Prod.
(China)
−16.40*** −0.89
Real Exch.
Rate
−9.89*** −1.56
Interest rate −19.74*** −3.17**
**Denote significance at the 5% level respectively.
***Denote significance at the 1% level respectively.
TABLE 3 Test for linearity in the VAR model
CHN CP (i) REER IR
Aluminium 8.98 [.00] 5.26 [.00] 4.34 [.00] 5.88 [.00]
Coal 10.19 [.00] 6.61 [.00] 6.25 [.00] 6.03 [.00]
Copper 25.62 [.00] 5.40 [.00] 4.76 [.00] 4.47 [.00]
Iron 34.47 [.00] 3.31 [.00] 6.25 [.00] 5.93 [.00]
Gas 28.08 [.00] 7.22 [.00] 6.07 [.00] 7.66 [.00]
Nickel 34.47 [.00] 4.55 [.00] 6.25 [.00] 8.19 [.00]
Oil 25.62 [.00] 4.13 [.00] 4.76 [.00] 4.67 [.00]
Tin 34.47 [.00] 2.63 [.01] 6.25 [.00] 5.93 [.00]
Zinc 34.47 [.00] 2.31 [.03] 5.94 [.00] 5.93 [.00]
Note: The p values are shown in square brackets.
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TABLE 4 Granger causality tests from the FFF-VAR
Dependent variables
CHN CP (i) REER IR
Independent variables
CHN 0.00 0.03 0.08 0.00
CP (aluminium) 0.09 0.00 0.14 0.03
REER 0.12 0.99 0.00 0.02
IR 0.00 0.19 0.72 0.00
Multivariate Q test 2.53 [1.00]
CHN 0.00 0.01 0.00 0.18
CP (coal) 0.09 0.00 0.92 0.07
REER 0.01 0.01 0.00 0.03
IR 0.02 0.19 0.67 0.00
Multivariate Q test 24.95 [.81]
CHN 0.00 0.00 0.00 0.17
CP (copper) 0.21 0.00 0.46 0.55
REER 0.03 0.95 0.00 0.00
IR 0.00 0.07 0.52 0.00
Multivariate Q test 28.22 [.65]
CHN 0.00 0.66 0.00 0.21
CP (iron) 0.62 0.00 0.34 0.82
REER 0.00 0.10 0.00 0.01
IR 0.00 0.36 0.57 0.00
Multivariate Q test 28.51 [.64]
CHN 0.00 0.30 0.02 0.19
CP (gas) 0.34 0.00 0.22 0.00
REER 0.01 0.01 0.00 0.00
IR 0.00 0.97 0.88 0.00
Multivariate Q test 3.26 [1.00]
CHN 0.00 0.00 0.02 0.00
CP (nickel) 0.22 0.00 0.94 0.00
REER 0.02 0.91 0.00 0.00
IR 0.01 0.02 0.65 0.00
Multivariate Q test 35.64 [.030]
CHN 0.00 0.34 0.00 0.29
CP (oil) 0.32 0.00 0.51 0.54
REER 0.02 0.00 0.00 0.04
IR 0.00 0.72 0.43 0.00
Multivariate Q test 34.45 [.35]
CHN 0.00 0.00 0.02 0.22
CP (tin) 0.24 0.00 0.11 0.74
REER 0.01 0.62 0.00 0.08
IR 0.00 0.11 0.69 0.00
Multivariate Q test 28.11 [.66]
CHN 0.00 0.79 0.00 0.01
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variables are stacked in the first column. To interpret the
results, when considering coal for example, we find that
economic growth in China is Granger caused by itself as
well as all other variables (coal prices, REER, and inter-
est rate) at the 10% significance level (as determined by
the p-values). For the coal price in the next column, we
find that economic growth in China and REER cause
coal prices along with lagged values of coal prices, but
there is no causality from interest rates to coal prices. In
the following column we find that coal prices and inter-
est rates do not cause REER, and in the last column only
economic growth in China has no causal relation with
interest rates. For each FFF–VAR estimated, we provide
the multivariate Q statistics for serial correlation in
residuals. Given the null hypothesis of no serial correla-
tion, we find from the reported p values that the null
hypothesis cannot be rejected. Therefore the residuals
are not serially correlated and there are no problems
with misspecification.
From the FFF–VAR models that include aluminium,
coal, copper, nickel, and tin there is evidence that eco-
nomic activity in China has a causal effect on the respec-
tive commodity prices. There is no evidence of any causal
effects of economic growth in China on the other com-
modities (that is, iron, gas, oil and zinc). We can also con-
clude that there is feedback between coal prices and
economic activity in China, as well as aluminium prices
and economic activity in China, thereby underscoring the
importance of coal and aluminium to China's economy.
We can infer from these results that current prices of coal
and aluminium can be used to predict economic growth
in China, while we can also conclude that current levels
of economic growth in China can predict coal, alumin-
ium prices, nickel, tin and copper. This result can be
explained by the fact that the production of tin and nickel
is highly responsive to their corresponding prices. High
prices can lead to an increase in tin (or nickel)
production in a relatively short period of time given the
large number of producers and the importance of tin and
nickel to industrial production in China. Overall, there is
evidence of economic activity in China having an impact
on selected commodity prices.
We find the macroeconomic variables, namely REER
and interest rate to have an impact on the economic
growth of China. Further, in general, we find evidence of
causal relations between the real exchange rate and inter-
est rates, while the reverse causality between these two
variables is rejected. All the commodity prices considered
in the FFF–VAR show some degree of persistence, given
that they depend on their own lags. The increasing
demand for iron from China has been met to a large
extent by its own domestic production and this may
explain the lack of predictability of China's economic
growth on the global prices of iron. While it has been
argued that zinc prices have been buoyant since mid-
2000s largely due to the strong demand for zinc from
China to galvanise steel, we find no evidence that eco-
nomic growth in China has had any predictive ability on
global zinc prices. In the case of oil prices, it is unlikely
to expect that economic growth in China would have any
predictive ability. This is because oil prices during this
period of study have been affected by a host of factors
and uncertainties that could affect supply; these include
periods of rising inventories, variable production within
OPEC, and political uprising. Since natural gas prices are
highly correlated with oil prices it has not been particu-
larly attractive for China to meet its energy demands by
importing natural gas. However, this may change in the
future. For the moment, there is no predicative ability of
China's economic growth on natural gas prices. We find
that for coal, natural gas and oil, exchange rates are
found to have predictive ability on commodity prices.
This finding supports the study by Chen et al. (2010)
where they conclude that exchange rates can forecast
TABLE 4 (Continued)
Dependent variables
CHN CP (i) REER IR
CP (zinc) 0.37 0.00 0.11 0.00
REER 0.01 0.45 0.00 0.00
IR 0.00 0.19 0.21 0.00
Multivariate Q test 28.39 [.65]
Note: The numbers in bold denote the p values of the Granger causality tests which are found to be significant; in other words the null
hypothesis of no Granger causality is rejected in those cases. The results are recorded by running a FFF-VAR model separately for each com-
modity. In the second column the i in parentheses represents the individual commodity price which is matched to that in the corresponding
row. The multivariate Q test statistics report the results of the tests for serial correlation in residuals of the VAR with p values in square
brackets.
Abbreviations: CHN economic activity in China; CP, commodity prices; IR, interest rates; REER, exchange rates.
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commodity prices. We further support the findings by
Chen et al. (2010) where we find that the commodity
prices do not Granger cause exchange rates, thereby con-
cluding that commodity prices do not predict exchange
rates. We find that interest rates do not have any predic-
tive ability on commodity prices except for copper and
nickel. In other words, monetary policy does not seem to
have any short run forecasting impact on commodity
prices. This result is in line with the findings of Klotz
et al. (2014).
Using the FFF–VAR framework, we derive the
impulse response analysis allowing for a one standard
deviation shock to each of the variables. To save space we
only report the response of each commodity price to its
own shock and the shock of other variables including
industrial production. Figure 1 below reports the results
of the impulse response analysis.
For example, in Panel B, along each graph of the row,
we trace out the response of coal prices to a one standard
deviation shock to economic activity in China, an own
price shock, a shock to the real effective exchange rate
and finally a shock to the interest rates. We can see that a
shock in economic activity evokes no significant initial
response to coal prices in the first month, after which we
can see the shock to be significant and prices increase
over the next 6 months before they start to decline. There
is a significant negative effect of an exchange rate shock.
In the first 6 months there is a rapid decline after which
the price of coal turns upward over the next 6 months
before the shock dies out over the remaining part of the
horizon. There is no significant effect on interest rates in
the first 4 months, but from the fifth month onwards the
price of coal rises gradually and after 12 months starts to
fall. The price of coal to an own price shock shows a sig-
nificant effect which initially increases but then gradually
dissipates over time becoming insignificant after
10 months. The dynamics that we observe is expected as
we find coal prices to respond to a change in economic
activity. In contrast, panel F shows the response of iron
prices to a shock in the four variables included in the
FFF–VAR model. A shock to economic activity in China
has no initial impact on iron prices in the first 2 months
after which there is a very slight and gradual positive
effect before it gradually declines after 6 months; there-
after becoming insignificant in the eighth month. The
response of iron prices to a shock in interest rates evokes
no significant response, while the initial impact of a real
exchange rate shock has a significant negative response
in the first 2 months; however, after 4 months the
response of iron and gas prices is significant.
What we can observe by carefully examining the
graphs, is that the responses of different commodity
prices to shocks in economic activity, are quite profound
for those cases where we find causal links between eco-
nomic growth in China. For example, a shock in eco-
nomic activity evokes a significant response, especially
the first few months, to the price of aluminium, coal, cop-
per, nickel and tin. In contrast the response of iron, natu-
ral gas, oil and zinc is relatively subdued. Indeed, the
significance of the responses and the degree of variability
is different suggesting that the response of individual
commodities are different. For example, while iron shows
a similar response to oil in terms of the shape in
the response function to a shock in economic activity, the
response for the former is mostly insignificant over the
time horizon. For a shock to exchange rates, the
U-shaped response of commodity prices is similar, except
for iron and tin where the responses are mostly insignifi-
cant over the time horizon. The same can be said about
interest rate shocks. All prices, except for zinc, respond
after a lag (of varying lengths) after which there is a small
but significant rise in prices. The responses of zinc prices
to shocks in economic activity, interest rates and exchange
rates are hardly significant with the dynamics found to be
quite the opposite when compared to other commodities.
Another difference is that the response of zinc prices to an
own price shock decreases very slowly with time. This is
in contrast with other commodity prices where own price
shocks dissipate relatively faster over time. What we can
conclude here, given that we expect shocks to the price of
zinc to decay, is that the time taken for shocks to dissipate
would be longer than the time horizon chosen, thereby
implying more persistence to shocks in zinc prices than
the other commodities.
Overall, we can conclude that there is a significant
response of most commodities to varying degrees due to a
shock in economic activity in China, interest rates and
exchange rates. All commodities show varying degrees of
response to their own price shock, which describes a fair
amount of persistence that is expected of commodity
prices. The response to a shock in exchange rates is nega-
tive and persistent. This result is similar with that of
Roache (2012). Finally, there is a small lagged yet positive
significant response of commodity prices to a shock in
interest rates. This result departs from that of
Roache (2012) and Klotz et al. (2014).
The results of the impulse response analysis provide
us an idea of the response by tracing the path of com-
modity prices in response to a shock in all the variables
in the system. So far, we have only commented on the
shape of the impulse response function. To gauge the
magnitude of the responses we also provide results of
the cumulative responses of commodity prices to a 1 SD
shock in economic activity. The responses over a 1-year
time horizon are calculated as cumulative responses over
four quarters and are contained in Table 5 below.
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FIGURE 1 Impulse response analysis. The graphs denote the responses of commodity prices to a 1 SD shock in the economic variables,
being industrial production (as a proxy for economic activity) in China, the relevant commodity price, real effective exchange rates and
interest rates. The outer (blue) lines denote the 90% confidence intervals. IR, interest rates; LCH, industrial production of China; LREX,
exchange rate; PCOM, commodity price [Colour figure can be viewed at wileyonlinelibrary.com]
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From Table 5 we can see that the cumulative
responses to a shock in economic activity in China results
in the prices of the selected commodities responding in a
different manner. For example, aluminium and copper
respond the most to a shock in economic activity with
similar cumulative responses. This is followed by nickel,
tin and coal. We find relatively modest responses for nat-
ural gas and iron and finally a negative response for zinc.
However, it needs to be noted that the response for iron
and zinc is mostly insignificant over the time horizon. To
sum up in general, the shape of the responses of
commodity prices to a shock in economic growth in
China yield a mixed set of results. For those commodity
prices where there is short run predictability due to a
change in economic activity, we find the impulse
responses of prices to a shock in economic growth to be
more pronounced. The responses depict a hump-shape
effect in comparison to those commodity prices where
there is no Granger causality; however, in those cases
where Granger causality is present, the responses
depicted are relatively flat. For the chosen commodities,
there is a positive response in general for all commodities
FIGURE 1 (Continued)
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except zinc, but the magnitude varies between
commodities.
5 | CONCLUSION
In this paper, we estimate the dynamic causal relationship
between economic growth in China, commodity prices and
other macroeconomic variables namely interest rates and
exchange rates. We also estimate the impact on commodity
prices to a shock in economic growth in China. The contri-
bution to the literature considers the fact that commodity
prices are known to be highly variable and possibly
characterised by multiple structural changes. With such
characteristics of the data, it is likely to be the case one may
obtain mis-specified inferences from a linear multivariate
framework. To this end, we make use of novel econometric
procedures to account for multiple breaks in the variables.
The application of the FFF–VAR procedure due to Enders
and Jones (2016) has better power and size properties over
the standard linear VAR models.
When considering whether economic growth in
China has any predictability on commodity prices, we
find evidence for selected commodities, being alumin-
ium, coal, copper, nickel and tin. In the case of coal, we
find that the prices have a feedback effect on the eco-
nomic activity of China. This result is not surprising
given the huge dependency that China has on coal.
China's demand for coal to fuel its economy has contin-
ued to increase over time. While there have been pres-
sures for China to diversify into other sources of energy
especially due to environmental concerns, there is still
evidence that coal prices can predict economic growth in
China. Conversely if China experiences a slowdown, this
can have an impact on coal prices. For example, coal
mining in Australia took a hit due to the slowdown in
China. Turning to global tin prices, we find that current
economic growth in China can have some predictive
power. China is the largest consumer of tin and with the
recent slowdown in China, the demand for tin has fal-
tered and this has been despite the low global stocks of
tin. We could make a conjecture that the predictability of
global tin prices based on China's economic growth may
be largely driven from the demand side. China has a
huge appetite for commodities to fuel its demand for
infrastructure development, manufacturing and urbani-
sation. We find that the levels of industrial production, if
used as a barometer for economic activity, can predict
short run movements of the majority commodity prices
chosen in this study. These commodities are crucial for
China given the dependence on these commodities for
economic growth. If China was to experience an eco-
nomic slowdown for example, there exists a moderate yet
significant effect on commodity prices; and the effect is
not the same for different commodities.
Our results inform macroeconomic policy. Since
2015, China has seen its trade surplus shrink as it started
rebalancing towards domestic consumption, which inevi-
tably means a loss of export competitiveness abroad.
With the concurrent economic slowdown, there would be
a need for domestic reforms to increase productivity in
the long term and enhance regional integration through
supply chains and production networks, which will even-
tually boost export competitiveness. For commodity
exporting countries, the dip in commodity prices due to a
negative shock in China's economic activity can prove to
be detrimental, especially if they are heavily dependent
on those commodities for their major source of income.
Given that we find that a shock tends to have a tempo-
rary effect on metal prices, exporting countries may
potentially benefit from price stabilisation policies, such
as the operation of a commodity stabilization fund that
insulates the economy from large swings in revenue.
However, the effect of a shock on energy commodities,
especially coal, can be relatively more persistent, and
therefore policy makers need to exercise caution when
considering such a scheme as they can be costly to imple-
ment. In the long run, for commodity export dependent
economies, diversification of production and export desti-
nations will be a potentially useful strategy. For example,
there are countries where at least 40% of their total export
share is based on a single commodity; these include Azer-
baijan (oil), Mauritania (iron-ore), Zambia (copper),
Tajikistan (Aluminium). This diversification policy would
be useful for countries that are reliant on a single com-
modity for their main source of income.
TABLE 5 Cumulative impulse responses of commodity prices
Horizon
1 QTR 2 QTR 3 QTR 4 QTR
Aluminium 0.24 0.53 0.74 0.79
Coal 0.03 0.12 0.21 0.28
Copper 0.13 0.34 0.45 0.48
Iron 0.02 0.06 0.09 0.12
Gas 0.02 0.06 0.11 0.17
Nickel 0.14 0.30 0.37 0.37
Oil 0.04 0.09 0.14 0.18
Tin 0.05 0.15 0.23 0.29
Zinc 0.02 0.001 −0.005 −0.13
Note: The results alongside each commodity show the cumulative
response of a 1 standard deviation shock to economic activity in
China's industrial production. The cumulative responses are shown
for every quarter (3 months).
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ENDNOTES
1 Sources: UN Comtrade, BP Statistical Review 2015.
2 Sources: UN Comtrade and World Bureau of Metal Statistics.
3 The results are not reported here for brevity, but are available
from the authors on request.
4 For example, we run a VAR on band pass filtered data using the
Christiano and Fitzgerald (2003) procedure. The FFF–VAR still
provides a better fit compared to the band pass filtered data in a
VAR model approach. The results are available on request.
5 We uncover more causal relationships between variables that are
not found using the linear VAR approach. This is particularly true
for the VARs that include coal, iron, oil and tin. The results are
available on request.
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