[A(D) -ul]υ(x) = f(x), [A(D) -vl]v\x) = f(x)
satisfying the respective boundary conditions indicated in (0.2), (0.3), then the functions
u(x, t) = exp(-ivt)v(x), u!(x, t) = Qxχ>(ivt)v'{x)
will be the desired time-harmonic solutions. After recalling the required information from [1] in §1, we justify the principle of limiting absorption and construct such solutions in §2; we then determine their asymptotic behavior for \x\ -• oo in R\. In §3 we prove uniqueness of these solutions in appropriate "radiation" classes. It turns out that in the nonselfadjoint case (a\ > 0) we are able to prove uniqueness only for solutions v(x), v f (x) for which exp (-wt) v(x), exp(ivt)υ f (x) behave for large \x\ like outgoing hemispherical waves in R^. We show via the limiting-amplitude principle that these are precisely the physically interesting solutions. Further, it is found that the asymptotic behavior of the surface-wave component of the solution must be included in the designation of a uniqueness class only in the selfadjoint Leontovich case a = ia 2 , a 2 φ 0, i.e., when the surface modes from which the solution is formed have real 1. Background. In this section we recall the information from [2] needed below and record the principle of stationary phase in the form required in the next section. Below ι M denotes the transpose of a matrix M, ι M denotes the conjugate transpose, and the adjoint of a matrix or operator is denoted by Λf*.
With respect to the E inner product (see (0.2)) in C 6 , (a 9 β) = Ί aEβ, the symbol A(η) 9 and αi + ia 2 , a\ > 0, a 2 φ 0. The first case is that of the classical boundary condition [8] , while the second is the case considered in [3] . In both these cases Λ is selfadjoint, and the spectrum of Λ, σ(A) consists of the entire real line R. In the third case studied in [2] (which includes the second case) the spectrum of Λ consists of three parts:
In the general case, the spectrum thus consists of R plus two lines in the lower half plane issuing from the origin to the left and right of the negative imaginary axis. To points of R there correspond generalized eigenfunctions of
, and the boundary conditions (1.4), (1.4 ; ) given by
where we have written η = (ξ,p) € i? 3 , χ T j are the characteristic functions of the half spaces i?^, j = ±1 (e.g., R^j = R± for j = -1), and (1.7)
We observe that
To points of {e} and {m} there correspond generalized eigen- 
Their adjoints are 
with inverse Φ*/(x) = Φ n f(-JC), χ+ is the characteristic function of the half space i?+, Po(ξ, p) is given in (1.3), and
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The semigroups S(ί) = exp(-iAt), S*{t) = exp(zΛ*ί) generated by Λ, Λ* have the representations
which for ί = 0 are the Parseval identities for Λ, Λ*. The last two terms on the right in (1.14) do not occur in the selfadjoint case a = 0.
Suppose 
) and smooth.
2. The limiting-absorption principle and asymptotics. It follows directly from (1.10)-(1.12), (1.14) that for ζ $ σ(Λ), fe C$°(Rl,C 6 )
are solutions of
We now take ζ = v±iε,v j^0,ε e. (0, εo] (with BQ SO small that v -/go is not in σ(Λ) in the case -ie) and pass to the limit ε -> 0 to obtain
This forms the content of the limiting-absorption principle. We then determine the asymptotic behavior as |;c| -> oo of each component of the solutions v±,v'±. This provides the means of specifying uniqueness classes for them.
We consider / € C 0°°( i?3,C 6 ) extended by zero to R 3 . From (1.12)
The first term of TIQ/(X) is a singular integral operator, so (cf. [6] , [7] )
For X3 = 0 we obtain by integration by parts (2.6) |xΊ 2 l^(^0)|
Since R(x) is a harmonic function, (2.6) implies that it can be represented in i? 3 by Poisson's formula, but this does not give an estimate which is uniform in ω?> = X3/\x\. Proceeding directly from (1.12), (1.13), (2.4), we have for the zth column of R, 
The last term has already been estimated in (2.7); the estimate for the first four terms is essentially the same as for r 4 
Hence, from (1.11), (2.1), (2.9) (2.10)
Suppose now that v e (vo -δ, UQ + δ), UQ -δ > 0, and let ψ e CQ°(R)
with supp ψ C {r: \CT -VQ\ < 4δ} c (0,oo), ψ{r) = 1 for \cr-vo\ < 3δ.
Define χ e C 0°°( i?
Then for ζ = u±iε with ε e (0,ε 0 ] from (2.10)
From (2.9), (2.11)
Since P\ (//) and P\ {tf)C\ (ή) are homogeneous of degree zero, J(x; ζ) is thus the sum of two singular integral operators. Since g and g are smooth and rapidly decreasing, it now follows easily (cf., e.g., [6] 
Replacing the interval |cr -VQ\ < 2δ by a semicircle of radius 2δ < 8Q in the lower {y + iε) or upper {y -iέ) half plane and extending ψ to this half disk by 1, it follows from (2.14) that I{x\v ± iO) exists and is continuous in (
We now use (1.15) to obtain the asymptotic behavior of I(x; v ± /O) as \x\ -> ex). We set (2.14) tj = tj(x 9 y)=j\x\-jωy 9 tj = tj(x 9 y) = j\x\-jώy, , s). In the usual manner (cf. [5, 7] ) we observe that
where /±(ί) are the characteristic functions of the half lines R±, and for a function &(x) = g(x +1) we have Φ\gt{r) = exp(/rί)Φig(r). By the Parseval equality for the Fourier transform we thus have from (2.17) 
and thus from (2.11), (2.13), (2.21) 
=-f-ι(ή),
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Hence, from (1.11), (2.23)
We can thus use the results of part 2 to conclude from (2.21) that for v < 0.
where we have used the fact that C_i(ώ) = C\{ω) (see (1.7)). We again observe that the first term on the right satisfies both boundary conditions (1. 
C[(η)Ji(η) =-Ji
Hence, from (1.11), (2.1') 
28) DPυ'_χ(x\vψ iO) = 2v γ+^{ -ψ\p x[θ(ψω;v)-C[(±ω)θ(τώ;is)] + 0{\x\~ι-κ ).
For v > 0, just as in (2.22), 
6a. υ s (x;u ± iO), υ' s (x;u ± iO), S = E,M.
The case a x > 0. These components are all estimated in the same way. We consider, for example, VE{X\V ± iO). From (1. From (1.9)-(1.11) we have In this section we prove uniqueness of solutions of (2.3), (2.3') in particular radiation classes which contain the solutions constructed in §2. We then show via the principle of limiting amplitude that the unique solutions of §2 are the physically interesting solutions. We define (4) is satisfied because of (2.43), (2.48). Otherwise, the fact that the v(x;v ± iO) constructed in §2 belong to 3l± or ^£ follows from Theorem 2.1. Concluding remarks. In the applied literature it is often assumed that the source is a time-harmonic point source, e.g., an oscillating dipole. The spatial part of the response is then sought as a solution of the Helmholtz equation (a Hertz potential), and a prescription is given for constructing the electric and magnetic fields from this potential. What this really amounts to is a specialization of the Green function for the original problem for Maxwell's equations. In the present case the Green functions can be read off from the material above (as the kernel of &± in the expression v± = &±f) 9 but a simple expression (without transforms) is obtained only in the case a = 0, i.e., the case of the classical boundary condition. It seems worthwhile to present this expression. where Q is the matrix of (1.7). We leave to the reader as an interesting exercise the verification that &±(x 9 *; v){f) has the asymptotic behavior (2.53) and that the response with the classical boundary condition to the electric dipole above is
Since ψ{r) = 1 for \cqr -v$\ < 2δ, replacing this interval by a semicircle in the lower (ζ = v + it) or upper (ζ = v -iε) half plane and extending ψ to the half disk by one, it follows that IE(X', V ± iO) exists and is continuous on R^_ x[v$-δ, ^o+^] Hence, D β v E {x\u±iε) exists and is continuous on
R\ x [v$ -δ, u 0 + δ] x [\R E {x,v,β)\ < c c%{v,β) = ±i{2π x exp{ψiπ/4), a = μ(v 0 -5δ)/a 2 > 0, K' e (0,
REMARK 1. Writing v E {x;v± zΌ) = v E (x; v ± iO) + R^(x; v), we see that exp(-iut)v E (x; v -iO) for t > 0 and each XT, > 0 is an outgoing cylindrical wave, while exp(-ivt)v E (x;v -iO) is an incoming cylin
(2.44) D β v M (x;ζ) = D β Σ* M [m( ) - ζΓ ι Σ M f(x) = c m f ί { e χp(ix'ξ-a 2P \ξ\x 3 )(ξγ'\ξ\- 3+ Kj?(ξ) JRi JR 2 x Ί^( ξ)[m(ξ) -C]- 1 exp(-iξy' -a 2 p\ξ\x 3 )Ef(y) dξ dy, m(ξ) = -p\ξ\/ε, c m = (2π)~2pa 2 ε(ipa 2 ) βi , ζ = v ± iε.JR\ \B$(x\v)\ < c(v,f,β)exp(-bxi)(\+x 3 )\x'\- ι - κ> , K' e (0,1/2), b = a 2 ε 0 (\u\ -5δ) > 0, c± = ±i(2πr^2a 2 ε 2 (ε\p\/p) 3/2+m (ia 2 p)^ exp(±/π/4).
