Equivalence testing is of emerging importance in genomics studies but has hitherto been little studied in this content. In this paper, we define the notion of equivalence of gene expression and determine a 'strength of evidence' measure for gene equivalence. It is common practice in genome-wide studies to rank genes according to observed gene-specific P -values or adjusted P -values, which are assumed to measure the strength of evidence against the null hypothesis of no differential gene expression. We show here, both empirically and formally, that the equivalence P -value does not satisfy the basic consistency requirements for a valid strength of evidence measure for equivalence. This means that the widely-used q-value (Storey, 2002) defined * To whom correspondence should be addressed for each gene to be the minimum positive false discovery rate that would result in the inclusion of the corresponding P -value in the discovery set, cannot be translated to the equivalence testing framework. However, when represented as a posterior probability, we find that the q-value does satisfy some basic consistency requirements needed to be a credible measure of evidence for equivalence. We propose a simple estimate for the q-value from posterior probabilities of equivalence, and analyse data from a mouse stem cell microarray experiment which demonstrate the theory and methods presented here.
Introduction

Motivation for equivalence testing in genomics
Equivalence testing is pervasive in the pharmaceutical industry for assessing whether two drugs or treatment regimens provide comparable therapeutic effects within pre-defined clinical and statistical limits (Senn, 2001; Chow and Liu, 2008) . Typically, a new treatment formulation is of interest if it potentially provides an equivalent therapeutic effect with fewer adverse sideeffects than the standard treatment, or is less costly to produce. In such trials, a fixed level of statistical significance is usually prescribed and within this context, tests based on confidence interval inclusion provide a sound basis for analysis (Westlake, 1972; Wellek, 2003) .
Recently, a number of important applications entailing hypotheses of equivalence have arisen in the area of microarray bioinformatics and genomics studies, as illustrated by the following.
Illustration 1: Gene profiling. There are biological problems in which it is desired to establish that the levels of expression for certain genes remain constant across different conditions and/or points in time. Tuke et al. (2009) propose a general method for ranking genes according to their conformance to a pre-specified profile of expression over time, known as gene profiling. In many situations, the expected time-course profile dictates that gene expression should remain the same, or be equivalent, at two or more different time points, and hence equivalence testing methods are required as part of the statistical inferential framework.
Illustration 2: Experimental study of regulatory T cells of the immune system. CD4 + CD25 + regulatory T cells (known as CD4 + Treg cells) play a central role in the human immune system, including in the immunopathogenesis of autoimmune diseases, tumours, viral infections such as HIV, and organ transplants (Wei, 2006) . Naturally occurring CD4 + Treg cells are available only in very small quantities however, and for this reason many in vitro experiments are conducted on induced cell populations. To ensure the integrity of such experiments, it is desirable to establish that gene expression is equivalent between the naturally occurring and induced cells, at least under baseline conditions. The establishment of such conditions requires direct formal testing of an equivalence hypothesis, rather than simply failing to find evidence of differential expression between the two populations.
Illustration 3: Normalisation and quality assurance. A third and common problem for which methods of equivalence testing are appropriate in practice (although not always applied) is in the identification of highly stable genes or set of genes for the purpose of quality assurance, or for normalisation for use in future experiments. The identification of such genes (often housekeeping genes of some variety) is particularly important in large-scale studies utilising a reference population and conducted over time, such as in cancer studies. The reference population may be subject to temporal or other changes, and linkage experiments are usually conducted to ensure comparability of results and diagnoses over time.
In each of these illustrations, the aim of the scientific experiment is to test one or more hypotheses of equivalence. In a typical experiment, many thousands of genes will be tested simultaneously, and a primary goal of an initial bioinformatics exploratory analysis, known as a 'gene-screen', is to produce a ranked gene list. Therefore, we require an inferential strength of evidence measure for equivalence which will give just such a ranking. Now, we know that there are two types of mistakes we can make when testing a statistical hypothesis: the first is Type I error, which is the probability of rejecting the null hypothesis when it is true, and the second is Type II error, which is the probability of retaining the null hypothesis when it is false. Type I errors are also known as false positives, and it is their dramatically increased frequency in genomics applications which has received most attention. A popular approach to adjusting for multiple hypotheses testing in this context is to find the observed P -value for each gene, and then to calculate its associated q-value (Storey, 2003) . For each gene, the observed q-value is the positive false discovery rate (pFDR) that would result in the corresponding P -value being included in the discovery set, should this be the adjustment procedure applied. The pFDR itself is the rate at which genes are incorrectly discovered to be significant; there are also other methods for controlling the Type I error at a reasonable level, for example, controlling the overall family-wise error rate, but the pFDR is popularly applied in genomics studies.
In Section 2, we review the formal definition of the q-value, then derive the equivalence P -value for each gene. We show that our P -value equates to alternative derivations by Senn (2001) and Ge et al. (2003) . We then point out problems with equivalence P -values, in particular, that they tend to zero as the standard error of the estimator increases, and that they are non-monotonic, thus rendering them unsuitable as a basis for calculating equivalence q-values. In Section 3, we describe the q-value as a posterior probability, and prove that the equivalence q-value obtained in this way is a monotonic function of the standard error of the estimator of interest, thus satisfying the basic consistency requirement (among other things) for a strength of evidence measure for the gene ranking. We also show how to estimate q-values from the observed posterior probabilities for equivalence.
In Section 4, we set out our motivating analysis of a murine stem cell microarray experiment conducted at the University of Adelaide. The overall aim of the larger time course experiment was to identify and investigate genes involved in pluripotency. We are interested in which of the 23, 040 mouse genes are equivalently expressed at day 0 (i.e., the beginning of the experiment) and at day 3. We begin by proposing a joint probability model for the observed and true log ratios to obtain the posterior probability of equivalence; we employ an empirical rather than a fully Bayesian approach to estimation, utilising the EM algorithm to estimate the specified hyperparameters. We finish with a brief conclusion in Section 5 extolling the virtues of the q-value, when represented as a posterior probability, as a credible measure of evidence for equivalence.
Equivalence P -values and q-values
The positive false discovery rate and the q-value
We are interested in the positive false discovery rate (pFDR) due to Storey (2003) . To review, Table 1 gives the possible outcomes when m hypotheses tests are performed according to some significance rule:
The positive false discovery rate is then defined as
In genomics studies, and for equivalence testing in particular, R > 0 almost always, so we assume from now on that the pFDR is the same as the FDR.
Accept null Reject null Total
Null true U V m 0 Alternative true T S m 1 W R m Table 1 : Possible outcomes from m hypotheses tests.
Now suppose that for each of the m hypotheses, the test statistics T 1 , T 2 , . . . , T m are observed. Consider a nested set of significance regions denoted by Γ α , 0 ≤ α ≤ 1, where α is such that P (T i ∈ Γ α |ith null hypothesis is true) = α and α ≤ α implies that Γ α ⊂ Γ α . Storey (2003) defines the q-value for an observed test statistic T = t to be q-value(t) = inf 
We return to the general definition (1) in Section 3.
P -values for equivalence testing
Consider a parameter of interest θ and its associated estimator,θ, such that
i.e.,θ is an unbiased estimator of θ. For simplicity, but without loss of generality, we assume that the standard error of the estimatorθ is known. In statistical equivalence testing, the null and alternative hypotheses are, respectively,
Consider now the test statistic,
The test statistic is chosen so that large values give evidence in favour of H A . From (4), we can deduce that as the observed value of the estimator gets closer to zero from either direction, then the test statistic increases to a maximum at ε/SE(θ), while as the observed value of the estimator moves away from zero, the test statistic decreases.
The following theorem is from Casella (2002, p.397 ):
Theorem 1: Let W (X) be a test statistic such that large values of W give evidence that H A is true. For each sample point x, define
where Θ 0 is a subset of the parameter space defined by the null hypothesis. Then, p(X) is a valid P -value.
Applying Theorem 1 to the test statistic (4) yields the P -value
whereθ is the observed estimate and Z ∼ N (0, 1). It can be shown that P U is maximised at θ = ±ε, so that
An alternative derivation of P U uses a Neyman-Pearson-type test, as proposed by Senn (2001) . He considers the statistical problem of equivalence testing for a parameter of interest θ, with an estimatorθ, such that
Then for a pair of symmetric critical values forθ, −c and c, the power function for a test based onθ is
To achieve a test of significance level α, equation (7) is set equal to α and solved for c. In other work, Ge et al. (2003) state that the P -value is the minimum Type 1 error over all possible rejection regions that contain the observed value of the test statistic. Again consider the observed estimateθ. The Pvalue associated with this observed estimate, which is denoted by P alt can therefore be derived from the power function (7):
which again recovers our estimate (6).
Inconsistency of equivalence P -values
The P -value is often interpreted as a strength of evidence measure for the alternative hypothesis. For example, Casella and Berger (2002) state that small values of the P -value give evidence that the alternative hypothesis is true (Definition 8.3.26, page 397) . This is not true, however, for equivalence P -values, as we now demonstrate.
Consider Equation (6) as a function of SE(θ), withθ and ε fixed. In general, as SE(θ) increases, then P U decreases to zero. This is illustrated in Figure 1 which plots P U versus SE(θ) for values ofθ of 0.5, 1, and 2, and ε = 1. For each value ofθ, as SE(θ) increases, then P U decreases to zero. Thus, small values of P U do not necessarily indicate evidence that the alternative hypothesis is true, i.e., that θ is equivalent to zero. For example, consider an observed value ofθ = 0.5, with SE(θ) = 10. For these observed values, we are 95% confident that the true value of θ lies between −19.09964 and 20.09964, but the observed value of P U for the equivalence margin of (−1, 1) is 0.03969. This small value of P U indicates strong evidence that θ lies between −1 and 1, which is false. In fact, the largest confidence interval that would be wholly contained within the equivalence margin is a 52% confidence interval.
A further observation of note is the lack of monotonicity of P U as SE(θ) increases. This is illustrated by the graph of P U versus SE(θ) for the casê θ = 0.5 in Figure 1 . As SE(θ) increases from 0 to 1, P U increases to a maximum of about 0.24, then P U decreases as SE(θ) increases from 1 to 20. As a result of this lack of monotonicity, it is possible to have the same value of P U for different values of SE(θ). For example, the P U for an observed value ofθ = 0.5, an equivalence margin of ε equal to 1, and SE(θ) = 0.3, is 0.04779. This is the same P -value that is observed for the same conditions but with SE(θ) equal to 8.28224. To assign the same strength of evidence to both of these cases is incorrect. Figure 1: Equivalence P -value versus SE(θ) for an equivalence margin of ε = 1.
These inconsistencies in interpretation of the observed equivalence Pvalues highlight the fact that they lack the basic consistency requirements necessary to provide a valid strength of evidence measure for equivalence, either on their own as raw (unadjusted) P -values, or as a basis for (adjusted) statistics such as the q-value.
We turn instead to a Bayesian formulation, and in particular, propose the posterior probability of equivalence, as an alternative strength of evidence measure for equivalence. We justify this approach in the next section and also show how to calculate approximate q-values from the posterior probabilities.
3 Monotonicity of posterior probabilities for equivalence and q-values
In Section 2.1, we defined the q-value, q(t), for m identical hypothesis tests with corresponding test statistics T 1 , . . . , T m and significance region Γ (Storey, 2003) . For each hypothesis test, there is also a corresponding Bernoulli random variable H i with H i = 0 if the null hypothesis is true and H i = 1 if the null hypothesis is false. Storey (2003) assumes that (T i , H i ) are independent identically distributed random variables, T i |H i ∼ (1 − H i )F 0 + H i F 1 for some null distribution F 0 and alternative distribution F 1 , and H i ∼Bernoulli(π) for i = 1, . . . , m, where π is the a priori probability that a null hypothesis is false, i.e., P (H i = 1) = π. Therefore, the q-value is the infimum of the quantity P (H = 0|T ∈ Γ α ), that is, the posterior probability that the null hypothesis is true given that the test statistic is contained in the significance region of level α.
The following theorem states that for equivalence testing, the q-value is monotonically decreasing for increasing variance of the test statistic. We state the theorem here and defer its proof to Appendix 2, which also contains the statement and proof of a lemma which is used in the proof of Theorem 2.
Theorem 2: Suppose θ has prior distribution P (θ) and T |θ ∼ N (θ, σ 2 ). Consider numbers 0 < < ε and assume further that 0 < P (−ε < θ < ε) < 1. Then P (−ε < θ < ε | − < T < ) is a decreasing function of σ 2 .
Note that for given SE(θ), the q-value is intended to estimate the posterior probability 1 − P (−ε < θ < ε | − < T < ), which we have therefore established increases monotonically with SE(θ).
Estimating q-values from posterior probabilities of equivalence
Before illustrating the methods on the stem cell microarray data, we take the development a step further and show how to estimate q-values from the observed posterior probabilities of equivalence in any given application. Consider an arbitrary cutoff point t such that all genes will be considered equivalent if their observed posterior probability of equivalence is greater than or equal to t. The FDR for the cutoff t is then
where R(t) is the number of genes considered equivalent with assumed cutoff t, and V (t) is the number of genes considered equivalent with cutoff t that are not in fact equivalent, i.e., these are false positives. Storey (2003) recovers the general result that
In the case of gene equivalence studies, E[R(t)] can be estimated by the number of genes whose posterior probability of equivalence is greater than or equal to t. The estimate of E[V (t)] is obtained by considering each hypothesis test as a Bernoulli random variable X i , i = 1, . . . , m, where X i = 1 if the null hypothesis is true, that is, |θ i | ≥ ε, and X i = 0 if the null hypothesis is false. Therefore,
and p i is the posterior probability of equivalence for the i th gene. The value of q i is unknown but can be estimated from the posterior distribution of θ i by q i ≈ 1 − p i , where p i is the posterior probability of equivalence of the ith gene. The estimated q-value for a cutoff point t is then
where #A represents the cardinality of the set A.
In the next section we explore the performance of the posterior probabilities of equivalence for the stem cell data. We also estimate the approximate q-values obtained from the posterior probabilities of gene expression equivalence.
4 Gene equivalence in mouse stem cells on day 0 and day 3
Much of our work on gene equivalence has been motivated by a stem cell microarray experiment conducted at the University of Adelaide. The overall aim of the experiment was to identify and investigate genes involved in the cellular process of pluripotency; the details of this study and its design are described in Tuke et al. (2009) and Tuke (2012) . Here we are interested in which of 23, 040 mouse genes are equivalently expressed at day 0 (i.e., the beginning of the experiment) and at day 3. This equivalence gene-set will include genes which are not expressed on either day and genes which are expressed on both day 0 and day 3. We know a priori that there are housekeeping genes included on the microarray which are highly and constantly expressed across hybridisations, and that there are genes involved in pluripotency which are also expressed on both days. There are two (dye-swapped) two-colour mouse Compugen long-oligonucleotide microarrays available for analysis, which are treated as independent replicates. We proceed as follows: to begin, we specify a joint distribution for the true mean log ratio and the observed mean log ratio for each gene, in which the prior distribution for the true mean log ratio is a mixture model of three normal distributions. The hyperparameters for the joint distribution are then estimated from the observed mean log ratios using the EM algorithm (as described in Appendix 1) and finally the posterior distribution of the true gene log ratio is derived and used to calculate the posterior probability of equivalence. We do not use a fully Bayesian formulation for our case study, but rather estimate the hyperparameters then treat them as 'known', thereby utilising a simpler empirical Bayesian approach.
The probability model for each gene
The parameter of interest is the true mean log ratio which will be equal to zero if the gene is equivalently expressed on day 3 and day 0.
If the true mean log ratio for gene i is denoted by θ i , i = 1, ..., 23040, then the sample mean of the observed log ratio, Y i , is assumed to be normally distributed with mean θ i and variance σ 2 i , which is assumed known. The probability density function for Y i is then
The prior probability distribution for θ i is assumed to be a mixture model of three normal distributions. This choice of prior gives flexibility to the full probability model and is motivated by the data. Figure 2 presents a histogram of the observed mean log ratios for day 3 compared to day 0 for the data y i , and shows a symmetric bell-shaped density with relatively heavy tails compared to a normal density. This suggests a t-distribution with a small number of degrees of freedom would be an appropriate prior, among other possibilities, and it is straightforward to show that such a t-distribution is well approximated by a mixture of three normal distributions.
Observed log ratio Figure 2: Histogram of observed mean log ratios for day 3 compared to day 0 for the mouse stem cell data.
The prior distribution for θ i , i = 1, . . . , 23040 is therefore
with hyperparameters π j , µ j , τ 2 j , j = 1, 2, 3 such that 3 j=1 π j = 1. The full probability model for each gene i is then
ratio for the ith gene, θ i , i = 1, . . . , 23040, is
Rearranging (10) gives
take an empirical Bayes approach to obtain point estimates for each of the nine hyperparameters, which are then substituted into the posterior distribution of θ i to obtain posterior probabilities of equivalence. We employ the EM algorithm to estimate the hyperparameters, and the details are given in Appendix 1.
4.2 Application to the stem cell data: day 3 compared to day 0
We know from Equation (11) that the posterior distribution of θ i , i = 1, ..., 23040, is a weighted mixture of the likelihood of θ i given the data y i and the prior distribution of θ i , i = 1, ..., 23040. We study first the behaviour of the posterior probability as a function of the variance σ 2 i . Observe that if the variance of the mean log ratio σ 2 i is zero, then y i is equal to θ i and the gene is equivalently expressed if |y i | < = 1 and not equivalently expressed if |y i | ≥ 1. This is illustrated in Figure 3 which plots the posterior probability of equivalence versus the variance of the mean log ratio, σ Table 4 of Appendix 1.
For mean log ratios contained within (−1, 1) the posterior probability of equivalence for a value of σ 2 i = 0 is one, while those that lie outside (−1, 1) have a posterior probability of equivalence of zero when σ 2 i is zero. As the variance of the mean log ratios increases, the posterior distribution of θ i , i = 1, . . . , 23040, is weighted towards the prior distribution of θ i . This is demonstrated by the posterior probability of equivalence increasing to one for all values of the mean log ratio as the value of σ 2 i increases to 2.5 in Figure 3 . Of note is that the posterior probability of equivalence is higher for the (positive) mean log ratios 1.5, 2.5 and 3.5 compared to the negative means −1.5, −2.5 and −3.5, for the same value of σ 2 i . This is because the empirical prior distribution of θ i , i = 1, . . . , 23040, is asymmetric about zero.
A scatter plot of the estimated posterior probability of equivalence versus the observed mean log ratio is shown in Figure 4 with the genes separated by spot type. The values of the hyperparameters used to calculate the posterior probabilities are given in Table 4 of Appendix 1, and are the same as the values used for Figure 3 .
We note firstly that there are 327 housekeeping genes spotted on the microarray, the most common nucleotide being NM 008084 for which there are 232 spots. This nucleotide is a fragment of the gene glyceraldehyde-3-phosphate dehydrogenase (Gapdh) which has been validated as a good house- Figure 3: Posterior probability of equivalence versus variance of the mean log ratio, σ 2 i , for the given mean log ratio value.
keeping gene in the mouse embryo (Mamo et al., 2007; Willems et al., 2006) . Housekeeping genes are highly and constantly expressed across hybridisations, and are useful for quality assurance purposes, among other things. Of the total 327 housekeeping spots, 316 (96.64%) have a posterior probability of equivalence greater than 0.9999, whilst all 232 of the NM 008084 spots have posterior probability of equivalence greater than 0.9999925. The buffer and control genes are expected to have zero gene expression on both days, and are also equivalently expressed with high posterior probability, as expected.
Next, we observe some genes with observed mean log ratios lying outside the equivalence neighbourhood (−1, 1), but with posterior probabilities of equivalence close to one. There are 231 genes in total with observed mean log ratios lying outside of the equivalence neighbourhood, with corresponding posterior probabilities of equivalence lying between 0.01665 and 0.99779. Of these 231 genes, 22 have a posterior probability of equivalence greater than 0.99 and all also have a mean log ratio variance greater than 0.2228. This is a large observed variance, as only 2% of all genes on the microarray have an observed variance greater than 0.2228, and explains the high posterior probability of equivalence for these genes, as indicated in Figure 3 . BufferGene

ControlHousekeepingFigure 4: Posterior probability of equivalence versus observed mean log ratio for the stem cell genes: day 3 compared to day 0.
In Tuke et al. (2009) , the authors identified, with gene profiling, 15 nucleotides whose observed expression levels over time correspond to the prespecified profile referred to as the Oct4 profile. These nucleotides and associated gene are shown in Table 2 along with their observed posterior probability of equivalence. The Oct4 profile requires the nucleotides to have equivalent expression at day 3 compared to day 0 and so we expected that these nucleotides would have a posterior probability of equivalence close to one as seen in the table. Figure 5 plots the estimated q-values (8) versus the posterior probabilities of equivalence for the stem cell mean log ratios comparing day 3 to day 0, and shows good concordance. We observe that as the posterior probability of equivalence decreases, the q-value increases to a maximum of 0.003069. This small observed maximum q-value is because the majority of genes are expected to be equivalently expressed between day 3 and day 0 and so even if all genes are considered equivalent then the expected proportion of false positives will be small. Table 2 : Nucleotides identified by gene profiling with the Oct4 profile (Tuke et al., 2009) and their associated posterior probability of equivalence.
Conclusion
We have shown in a general setting that the q-value, when represented as a posterior probability, satisfies some basic consistency requirements needed for any credible measure of evidence for equivalence. In particular, the q-value increases monotonically with the variance of the estimator. Importantly, we have established that the P -value does not satisfy these requirements, and hence should not be used as a measure of evidence for equivalence. Our results also demonstrate that any attempt to adapt Storey's approach to estimating q-values from P -values in the equivalence testing context is logically untenable, and propose a simple alternative estimate. We note that the lack of duality between P -values and q-values in equivalence testing provides some fuel to the debate on the P -value as a measure of evidence per se, but discussion on this point is beyond the scope of the present paper. It is worth remarking here that via simulations conducted (but not shown), the empirical Bayesian model we assumed of a mixture of three normal distributions provides a reasonable approximation to the true posterior probability of equivalence, even in situations where the true prior distribution of the parameter of interest deviates considerably from a mixture model of three normals. 6 Bibliography
where the superscript (n) indicates the parameter estimate from iteration n of the EM algorithm. Substituting γ ij = E[R ij |Y , Ψ n ] in place of R ij in Equation (13) gives
γ ij log π j + γ ij log g j (y i , µ j , τ
In the maximisation step, we use a modification of the EM algorithm known as the Expectation/Conditional Maximisation (CEM) (Meng and Rubin, 1993) . Here, the CEM replaces the M-step with a sequence of conditional maximisation steps so that the function Q(Ψ|Ψ n ) is maximised for each parameter in turn, whilst keeping the remaining parameters fixed.
Maximisation of Q(Ψ|Ψ n ) with respect to π j , j = 1, 2, 3, with the constraint 3 j=1 π j = 1, gives the parameter estimates for π j at the (n + 1) th step asπ Maximisation of Q(Ψ|Ψ n ) with respect to µ j gives the parameter estimates for µ j at the (n + 1) th step aŝ
, j = 1, 2, 3.
Note the use of the estimates from the previous M-step for τ 2 j , j = 1, 2, 3.
Numerical methods: We used numerical optimisation, in particular, the R (R Development Core Team, 2011) function optimise (Brent, 2002) to find the values of τ 2 j that maximise
, τ 2 j ) for j = 1, 2, 3. The R function optimise uses a combination of golden section search and successive parabolic interpolation to find the maximum over an interval. We considered i ), i = 1, . . . , 23040; j = 1, 2, 3. Note again the use of the (n + 1) th parameter estimate for µ j .
Choosing initial parameter values:
We modified a method proposed by Finch et al. to obtain initial estimates of the hyperparameters given an initial choice of the mixing proportions π j , j = 1, 2, 3 for the EM algorithm. For each gene, there are two observations: the mean log ratio y i and the variance σ 2 i . These pairs of observations were ordered according to the mean log ratios y i . These values were then split into three samples consisting of the smallest n 1 observations, the smallest n 2 of the remaining observations, and the remaining observations, where n 1 is the value 23040π 1 rounded to the nearest integer and n 2 is the value 23040π 2 rounded to the nearest integer. For each of these three samples, the estimate of µ j was initialised as the sample mean of the observed mean log ratios. The initial value of τ where n j is the number of observations in the jth sample, y i and σ 2 i are the pair of observations for each gene in the jth sample, andμ j is the sample mean of the y i in the jth sample. The R function optimise was used to find this maximum over the range 0 ≤ τ 2 j ≤ max(σ 2 i ), i = 1, . . . , n j , j = 1, 2, 3. Karlis and Xekalaki (2003) compare via simulations a number of methods for choosing initial values for the EM algorithm, including the one proposed by Finch et al. (1989) . They observed that for two-component and threecomponent mixtures with equal mixing proportions for the initial values, Finch et al.'s method generally locates the 'global maximum' more often than other methods considered. They recommend that a mixed strategy is used in the choice of initial values in the EM algorithm, as different initial values may find a local but not a global maximum.
For each choice of initial parameter values, the EM algorithm is iterated for a limited number of steps. The EM algorithm is then run with the initial parameter values that give the largest likelihood for the initial iterations. In this final iteration, the EM algorithm is iterated until a high level of accuracy in the parameter estimates is achieved.
For the stem cell data, the initial values for the seven main mixing proportions considered are set out in Table 3 . These are: equally contributing normals (Run 1); a single dominating normal (Runs 2, 3 and 4); and two dominating normals (Runs 5, 6 and 7). For each choice of the initial parameters, the EM algorithm was run for a limited number of steps, and the choice of initial parameters which produced the maximum log-likelihood was then repeated for a larger number of iterations. Table 3 : Initial mixing proportion for EM algorithm.
After each iteration of the EM algorithm, the absolute difference in each of the parameter estimates compared to the previous iteration was calculated, and the iterations continued until the maximum of these differences was less than 10 −5 . The top five runs ordered by log-likelihood showed consistent parameter estimates, and the initial values, π 1 = 0.45, π 2 = 0.1, π 3 = 0.1, produced the maximum log-likelihood of 5368.77. These estimates were then used for the initial values of the EM algorithm which was repeated until the maximum difference in consecutive parameter estimates was less than 10 −10 . The resulting final parameter estimates for the stem cell data are given in Table 4 5.426e-12 Table 4 : Parameter estimates from the EM algorithm for stem cell data. 2 ). Consider numbers 0 < < ε and assume further that 0 < P (−ε < θ < ε) < 1. Then P (−ε < θ < ε | − < T < ) is a decreasing function of σ 2 .
Proof. Observe that P (−ε < θ < ε | − < T < ) = |θ|≤ε P (θ) − e By Lemma 1, A 1 > A 0 so the proof is complete.
