We present a rigorous explicit expression for an extensive number of local conserved quantities in the spin-1/2 XYZ chain with general coupling constants. Moreover, in the case of the XXZ chain, we show that local conserved quantities constructed are conserved even though a magnetic field in the z-axis direction exists.
Introduction.-An extensive number of local conserved quantities are key elements of nonequilibrium dynamics in integrable systems. For example, these quantities prevent systems from thermalizing, and it is proposed that the steady states in integrable systems are described by the generalized Gibbs ensemble [1, 2] , whose density matrix is constructed from an extensive number of local and quasi-local conserved quantities [3, 4] . The second example is the generalized hydrodynamics [5, 6] , which describes large scale nonequilibrium dynamics in integrable systems and is formulated from the set of continuity equations for conserved quantities.
In many interacting integrable systems which are solved by the Bethe ansatz and the quantum inverse scattering methods [7, 8] , the existence of local conserved quantities and the mutual commutativity of them were proved from the commutativity of transfer matrices T (λ) with different values of the spectral parameter λ: [T (λ) , T (µ)] = 0. Local conserved quantities are obtained from the expansion of ln T (λ) in terms of λ, which includes the Hamiltonian. Another standard method to construct local conserved quantities is to use the boost operator B [9] [10] [11] . In this method, local conserved quantities are obtained recursively from the commutation relations as [B, Q n ] = Q n+1 .
Although how to prove the existence of local conserved quantities and construct them are known, it is still difficult to obtain the explicit expressions for them because the calculation is complicated in general, and one needs to find the pattern of coefficients of local conserved quantities to express general local conserved quantities. Grabowski and Mathieu investigated the problem for the XYZ spin-1/2 chain, which is a generalization of the Heisenberg spin-1/2 chain and known as an integrable spin chain [8, [12] [13] [14] [15] [16] [17] [18] [19] [20] with the use of the boost operator. As a result, they found the explicit expression in the case of the Heisenberg chain [21, 22] . In more general cases, they derived a recursive way to obtain the explicit expression, however, the analytical solution was not found.
In this Letter, we present an explicit expression for local conserved quantities in the XYZ spin-1/2 chain with general coupling constants. To obtain the expression, we have used a more straightforward way with a notation called doubling-product, which is introduced to prove the absence of local conserved quantities in the spin-1/2 XYZ chain with a magnetic field [23] , and its extension. We have directly derived the conditions for the commutator of each local conserved quantity and the Hamiltonian to be zero. With the doubling-product notation, we have found the pattern of coefficients of local conserved quantities and obtained an extensive number (almost the number of sites L) of local conserved quantities. In particular, we have obtained all the k-support conserved quantities for 1 ≤ k ≤ L/2, where the support is defined later.
In the case of the XXZ spin-1/2 chain, it is known that the model with a magnetic field in the z-axis direction is solvable by the Bethe ansatz methods [7, 24] . We apply our results to the XXZ spin-1/2 chain with the magnetic field and prove that the quantities we obtain are conserved even in the case.
Model and local conserved quantities.-We consider the XYZ spin-1/2 chain without a magnetic field for periodic boundary conditions: (1) where X i , Y i , and Z i represent the Pauli matrices σ x , σ y , and σ z acting on the spin at site i, respectively. We set all the coupling constants J X , J Y , and J Z nonzero. Following Ref. [23] , we define k-support local conserved quantities Q k :
Here, A l i ≡ A 1 i A 2 i+1 · · · A l i+l−1 is a sequence of l operators acting from the site i to the site i + l − 1. Operators at both ends A 1 , A l take X, Y , or Z, and the other operators A 2 , . . . , A l−1 take X, Y , Z, or the identity operator I. i A l i is called an l-support operator. Coefficients {q A l } are determined from the commutation relation [Q k , H] = 0. For example, the Hamiltonian itself is a trivial 2-support conserved quantity, and it is easily proved that all the 1-support conserved quantities are i X i if J Y = J Z , i Y i if J Z = J X , and i Z i if J X = J Y . Therefore, we consider Q k for k ≥ 2 hereafter, and our aim is to determine the coefficients {q A l } of Q k .
To describe commutation relations, we use the follow-arXiv:2003.02856v1 [cond-mat.stat-mech] 5 Mar 2020
ing notation [23] :
and we drop the subscripts hereafter for visibility. Fundamental formulae using the notation are
Doubling-product operators and their extension-First we consider the case that the site number L satisfies k ≤ L/2. As shown in Ref. [23] , by considering (k + 1)support operators in [Q k , H], k-support operators in Q k are restricted to doubling-product operators defined as
where A α takes one of {X, Y, Z} and it is required that
The coefficient c ∈ {±1, ±i} is determined from Eq. (7) . Furthermore, after fixing a normalization factor of Q k , nonzero coefficients of k-support operators are uniquely given by
. Therefore, for 2 ≤ k ≤ L/2, Q k is unique up to differences of smaller support conserved quantities Q k <k . Note that Q k + Q k <k is also a k-support conserved quantity.
To express k (< k)-support operators in Q k , it is useful to extend the definition of doubling-product operators. Let us allow the case that neighboring symbols in doubling-product operators are the same A α = A α+1 . Then, in the definition Eq. (7), A α,α+1 is replaced by I if A α = A α+1 . When the condition A α = A α+1 satisfies at m places in an l-support operators, we call it an (l, m) operator. m is called the number of holes and used to study the structure of conserved quantities [21, 22] . Under this definition, all the k-support operators in Q k are (k, 0) operators.
We can express (l, m) operators as
where A α = A α+1 and m j ≥ 0 is an integer which satisfies l−m−1 j=1 m j = m. For example, X 2 Z 2 = XXZZ = XIY IZ and X 3 Z = XXXZ = XIIY Z are both (5, 2) operators. When we consider commutation relations of (l, m) operators, we use the following notation
where XY Z 2 is a (5, 1) operator, and X 2 Z 2 is a (5, 2) operator Structure of Q k .-Let us consider the commutation relation of an (l, m) operator A 1+m1
in Q k and H. Candidates of operators in the commutator are (l ± 1) and l-support. First, (l − 1)-support operators are constructed by removing A 1 or A l−m−1 . As for A 1 , the operator is
Note that this term is nonzero only if m 1 = 0 and A 1 = A 2 . Therefore, the number of holes is conserved, and it is an (l − 1, m) operator. The same holds for A l−m−1 . Second, (l + 1)-support operators are constructed by adding A 0 ( = A 1 ) on the left side of A 1 :
or A l−m ( = A l−m−1 ) on the right side of A l−m−1 . Therefore, these operators are (l + 1, m) operators. The third case of l-support operators is a bit more complicated. For example, they are given as
If A p = B p for 1 < p < l − 1, these operators cannot be expressed as (l, m) operators. However, these terms are cancelled and do not contribute to the commutator. In the case of A p = B p , from Eqs. (4)- (6) , only (l, m ± 1) operators are obtained (see Supplemental Material for  the details) .
Consequently, operators in Q k are classified as (l, m) operators as shown in Fig. 1 . Here, we fix the degrees of freedom to add Q k <k . For example, coefficients of (k − 2n − 1, 0) operators (n = 0, 1, . . .) are set to zero. In Fig. 1 , circles represent (l, m) operators in Q k , and crosses shown by arrows represent operators generated by the commutation relations of (l, m) operators in Q k and H.
Explicit expression for Q k .-We present the explicit expression for Q k . See Supplemental Material for the detailed derivation. The result is that Q k is represented as
n + m p j1,j2,...,jp≥1 j1+j2+···+jp=n a j1 a j2 · · · a jp (n ≥ 1),
In Eq.
runs over all (k − 2n − m, m) operators that satisfy n ≥ 0, m ≥ 0, and k − 2n − 2m ≥ 2, which corresponds to circles in m j = m is satisfied. Eq. (15) represents the coefficients of the operators, and the function R is introduced. s is the function we introduced in Eq. (8) . For example, q 5,2 X 2 Z 2 = (J X J Y J Z ) 2 R 5,2 (XZ) and q 5,2
XZ). A remarkable point is that R does not depend on where holes are because it does not depend on m 1 , m 2 , . . . , m k−2n−2m−1 . A 1 A 2 · · · A l is a character string of length l ≥ 1, and
. We note that even if J X = J Y , a n does not diverge by the characterization. In addition, a n follows the recurrence relation a n+3 = J 2
Z a n , a −2 = a −1 = 0, and a 0 = 1.
For k ≤ 6, the explicit expression of Q k was calculated in Ref. [22] .
Here, as an example, we present the coefficients of 0-hole operators Recursive way to obtain the function
in Q 8 . They are given as
]. We note that even if one or two coupling constants are zero, Q k we obtained is conserved. A different point is that k-support local conserved quantities are not unique even for 2 ≤ k ≤ L/2.
Recursive way.-We obtain the expression Eqs. (15)- (19) from the fact that the coefficients are determined in the following simple procedure (see Supplemental Material for the proof).
First Fig. 2 . Here, in the case of m = 0, the term with respect to R k−2(n+1)−(m−1),m−1 is regarded as zero. In the case of the XXX chain (J X = J Y = J Z = 1), the pattern becomes more simple. It is satisfied that R k−2(n+1)−m,m = R k−2(n+1)−(m−1),m−1 + R k−2n−(m+1),m+1 for m ≥ 1, which reproduces the known structure called a Catalan tree in Refs. [21, 22] (see Supplemental Material).
Commutativity with a magnetic filed in the case of the XXZ chain.-One can prove directly that [Q k , i Z i ] = 0 in the case of J X = J Y , i.e., Q k is also conserved in the XXZ spin-1/2 chain with a magnetic field in the z-axis direction.
Here, we outline the proof (see Supplemental Material for details).
Take an (l, m) operator in Q k :
Corresponding this operator, let us consider an operator
and
are cancelled. This is proved by using the identity
In a similar manner, one can show contributions of all the (l, m) operators are cancelled, and therefore [Q k , i Z i ] = 0 is proved. Furthermore, the uniqueness of k-support local conserved quantities for 2 ≤ k ≤ L/2 also holds in this case because commutation relations of the magnetic field and k-support operators generate no (k + 1)-support operators.
Case of L/2 < k ≤ L.-In the case of L/2 < k ≤ L, a different point from the case of 2 ≤ k ≤ L/2 is that commutators of different support operators can be cancelled. In this case, the conditions we impose in the above discussion for 2 ≤ k ≤ L/2 become not necessary but sufficient for [Q k , H] = 0. Therefore, Q k we obtain is also conserved for L/2 < k ≤ L, although it is not necessarily the unique k-support local conserved quantity.
Summary.-We have presented the rigorous explicit expression for k-support local conserved quantities in the XYZ spin-1/2 chain {Q k } for 1 ≤ k ≤ L. Doubling product is a useful notation to find and express them. By using the notation, we have derived a recursive relation to obtain the coefficients of Q k directly and have found the solution. Since the only case that the expression was known is that of the XXX chain [21, 22] , the solution we have obtained is interesting in that it has coupling constants dependence. We have also proved that Q k is conserved even in the case of the XXZ model with a magnetic field in the z-axis direction.
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S1. DERIVATION OF LOCAL CONSERVED QUANTITIES
We derive k-support local conserved quantities Q k for k ≥ 3. Here, we assume that k ≤ L/2, although Q k obtained under the assumption is conserved for the case of L/2 < k ≤ L as discussed in the main text. We prove that all operators in Q k are (l, m) operators defined in the main text and derive that all coefficients of the operators are expressed as Eqs. (15)- (19) . Our proof is organized as follows. First, we derive coefficients of (k − m, m) operators for m > 1 by using that of (k, 0) operators Eq. (8). Then we derive conditions that the other coefficients satisfy for Q k to be conserved, and we present a recursive way to construct these coefficients. Finally, we derive them in closed form as shown in Eqs. (14)- (19) . For later use, we define the function r as
(S1)
In this section, we prove that
where the function R is defined in Eqs. (16)- (19) .
In this subsection, we calculate the coefficients of (k − m, m) operators in Q k . As shown in Ref.
[S23], all the ksupport operators in Q k are (k, 0) operators. We show commutators of (k, 0) operators and H generate only (k − 1, 0) and (k, 1) operators.
Let A 1 A 2 · · · A k−1 be an arbitrary (k, 0) operator. By definition, A p = A p+1 for all 1 ≤ p ≤ k − 2. From the commutator of A 1 A 2 · · · A k−1 and H, (k − 1)-support operators are only generated by
where A α,β is defined by
In both cases, (k − 1, 0) operators are generated. k-support operators are only generated by
and if A p+1 = A p−1 for 1 < p < k − 1,
Therefore, only (k, 1) operators are generated. Note that since A p−1 = A p and A p = A p+1 ,
Here, let us consider (k, 1) operators generated by the commutators. In the case of k > 3, (k − 1, 1) operators are needed in Q k to cancel coefficients of them. To calculate coefficients of (k − 1, 1) operators, we first consider a (k, 1) operator whose hole is at the leftmost side, namely,
In the exceptional case of k = 3, (k − 1, 1) operators cannot exist because (l, m) operators satisfy l − m ≥ 2 by definition. In this case, A 1 A 2 A 3 · · · A k−2 = A 2 1 , and its hole is also at the rightmost side, and the coefficients of (3, 1) operators are cancelled by only (3, 0) operators because
is satisfied. We assume k > 3 hereafter. The only commutator of (k − 1, 1) operator and H that the (k, 1) operator generates is
Therefore, we have
By using the function r in Eq. (S1), Eq. (S12) becomes
therefore, we obtain
Here, we have used identities for A α = A β :
In a similar manner, we have
We next consider a (k, 1) operator
In this case, there exist two (k − 1, 1) operators which generate it:
Therefore, we obtain the condition to cancel the coefficient of
and we obtain
Combining Eq. (S14), (S17), and (S21), we obtain all the coefficients of (k − 1, 1) operators:
We prove by induction that all the coefficients of (k − m, m)
Suppose that Eq. (S23) is satisfied for an m = m < k/2 − 1. By considering the cancellation of the coefficient of a
and by using the supposition, we obtain
In a similar manner, by considering a (k − m , m + 1) operator
is obtained. We next consider the cancellation of the coefficient of a (k − m , m + 1) operator
Combining Eqs. (S25)-(S26), and (S28), all the coefficients of (k − m − 1, m + 1) operators are determined as
Finally, in the case of k − 2m − 4 ≥ 1, there exists a consistency condition for the cancellation of the coefficient of
, where m 1 ≥ 1, and m k−2m −4 ≥ 1. For convenience, we write commutators of (l, m) operators and H as [(l, m), H]. Note that the operator cannot be generated by
and from Eq. (S29), it is satisfied, and therefore, Eq. (S23) is proved.
B. Consistency condition for structure of Q k
In the previous subsection, we obtain the coefficients of (k − m, m) operators. We next consider [(k − m, m), H]. In addition to (k − m, m ± 1) operators, operators which are not included in (l, m) operators such as
can be generated if m p ≥ 1. However, one can prove that all the coefficients of these operators are zero by using Eq. (S23). Here, we derive a condition of the cancellation for general (l, m) operators and prove that Eq. (S23) satisfies the condition.
be an (l, m) operator, where m p ≥ 1 and 1 ≤ p < l − m − 1. The commutator of it and H generates an operator such as Eq. (S31):
This operator is also generated in a similar manner of Eq. (S32) as
Therefore, we obtain the condition for these terms to be cancelled using the function r:
for all 1 ≤ p < l − m − 1.
Obviously, Eq. (S23) satisfies Eq. (S35). In addition, all the coefficients we obtain below, i.e., Eqs. (15)- (19) , also satisfy the condition, and therefore, only (l, m) operators are included in Q k .
C. Conditions for coefficients of Q k
We derive conditions for coefficients of (k − 2n − m, m) operators for n > 0. Suppose that, for all 0 ≤ n < n and 0 ≤ m ≤ k/2 − n − 1, all the coefficients of (k − 2n − m , m ) operators are determined. We can add (k − 2n + 1, 0) operators to Q k if (k − 2n + 2, 0) operators generated by their commutators with H are cancelled. This degree of freedom corresponds to the addition of Q k−2n+1 to Q k . Here, we set coefficients of (k − 2n + 1, 0) operators zero. To obtain coefficients of (k − 2n, 0) operators, we next consider (k − 2n + 1, 0) operators generated by commutators. Let A 1 A 2 · · · A k−2n be a (k − 2n + 1, 0) operator. The condition for coefficients of them to be cancelled is given as
In the third line, r k−2n−1,1 or 2 = r k−2n−1,1 if A p−1 = A p+1 , and r k−2n−1,2 if A p−1 = A p+1 . However, Eq. (S36) does not depend on the function r k−2n−1,2 because if A p−1 = A p+1 , the sum of two terms of p in the third line is zero. Eq. (S36) is invariant under the transformation r k−2n,0 → r k−2n,0 + a, where a is an arbitrary constant. This corresponds to the addition of aQ k−2n to Q k , and we can fix this degree of freedom freely. In this Letter, we fix it for the coefficients of S 0 ≡ 1 to be zero. After this fixing, the function r k−2n,0 is uniquely determined.
We further suppose that, for 0 ≤ m ≤ m − 1, all the coefficients of (k − 2n − m , m ) operators are determined. We derive conditions for coefficients of (k − 2n − m, m) operators for n > 0 and m > 0. We consider (k − 2n − m + 1, m) operators generated by commutators. Let A 1+m1
be a (k − 2n − m + 1, m) operator. We first consider the case of m 1 ≥ 1 and m k−2n−2m = 0. In this case, conditions of the cancellation are given as
In the case of m 1 = 0 and m k−2n−2m = 0, conditions are given as
which relates two coefficients in the first line. By using Eqs. (S37)-(S38), all the coefficients of (k − 2n − 2m, m) operators are determined.
Consistency conditions are as follows. First, we consider the case of m 1 = 0 and m k−2n−2m ≥ 1. Conditions for the case are similar to Eq. (S37) and given as
Second, in the case of k − 2n − 2m − 2 ≥ 1, by considering the cancellation of the coefficient of a (k − 2n − m, m + 1)
, where m 1 ≥ 1 and m k−2n−2m−2 ≥ 1, we obtain
As a result, by solving Eqs. (S35)-(S40), one can obtain all the coefficients.
D. Recursive way to construct coefficients of Q k
In the previous subsections, we derive the conditions for the coefficients. Here, we show that one can calculate them in a simple recursive way. We first present the way and prove that the coefficients calculated by it are the solution of Eqs. (S35)-(S40).
Suppose that r k−2n−m,m does not depend on where holes are, i.e., r l,m can be written as
We note that the function R is unknown here. From Eq. (S23), in the case of m = 0,
S p is the function defined in Eq. (19):
where A 1 A 2 · · · A l is a character string of length l ≥ 1, and A 1 , A 2 , . . . , A l take one of {X, Y, Z}, respectively. By definition, S p is symmetric with respect to the exchange of the characters A α ↔ A β . Therefore, S p is a symmetric polynomial in J 2 A1 , J 2 A2 , . . . , J 2 A l and depends only on the number of X, Y , and Z in A 1 A 2 · · · A l . In addition, we introduce a n in Eq. (18):
.
(S44)
For example, a −2 = a −1 = 0, a 0 = 1, a 1 = J 2
. a n is characterized as follows. Let us consider the division of a monomial t n+2 by (t − J 2
. a n is the coefficient of t 2 in the remainder:
and therefore, we obtain an identity
where g :
where g k−2(n+1)−m,m n is determined as 
In this way, all the coefficients can be constructed. For example, Figure. S1 shows the function R k−2n−m,m for 2 ≤ k ≤ 11. We prove that the coefficients satisfy Eqs. (S35)-(S40). From Eq. (S41), Eq. (S35) is satisfied obviously. We next consider Eq. (S36). It is useful for our proof to use properties of S p given as
R k−2(n−1),0 and R k−2(n−1)−1,1 can be expressed as R k−2(n−1),0 = g 0 S n−1 + g 1 S n−2 + · · · + g n−3 S 2 + g n−2 S 1 + g n−1 S 0 ,
R k−2(n−1)−1,1 = h 0 S n−1 + h 1 S n−2 + · · · + h n−3 S 2 + h n−2 S 1 + h n−1 S 0 , where g 0 = h 0 = 1 and g n−1 = 0. Then, by using Eqs. (S47)-(S52),
Substituting Eqs. (S55)-(S57) into the left-hand side of Eq. (S36) and using the properties Eqs. (S46), (S53)-(S54), and (S58) with a notation S p ≡ S p (A 1 A 2 · · · A k−2n ), we obtain
h n−2−ñ Sñ
therefore, Eq. (S36) is satisfied.
We prove that Eq. (S37) is satisfied. R k−2(n−1)−m,m and R k−2(n−1)−(m+1),m+1 for m ≥ 1 can be expressed as
where g 0 = h 0 = 1. R k−2n−(m−1),m−1 and R k−2n−m,m are expressed as R k−2n−(m−1),m−1 = g 0 S n + g 1 S n−1 + · · · + g n−3 S 3 + g n−2 S 2 + g n−1 S 1 + g n ,
Eq. (S58) is satisfied also in this case. Substituting Eqs. (S60)-(S63) into the left-hand side of Eq. (S37) and using the properties Eqs. (S46), (S53)-(S54), and (S58) with a notation S p ≡ S p (A 1 A 2 · · · A k−2n−2m ), we obtain 
therefore, Eq. (S39) is satisfied.
We next prove that Eq. (S40) is satisfied. R k−2(n−1)−(m+1),m+1 and R k−2(n−1)−(m+2),m+2 for m ≥ 1 can be expressed as
where g 0 = h 0 = 1 and h l = l l=0 a l−l gl are satisfied. R k−2n−m,m is expressed as R k−2n−m,m = g 0 S n + g 1 S n−1 + · · · + g n−3 S 3 + g n−2 S 2 + g n−1 S 1 + g n .
In this proof, we use a notation S p ≡ S p (A 1 A 2 · · · A k−2n−2m−2 ). In a similar manner to the case of Eq. (S37), the left-hand side of Eq. (S40) becomes n ñ=0ñ n1=0
therefore, Eq. (S40) is satisfied. As a result, all the conditions Eqs. (S35)-(S40) are satisfied.
E. Coefficients of Q k in closed form
In this subsection, we derive the coefficients of Q k in closed form, namely, Eqs. (14)- (19) . As shown in the previous subsection, the function r for (k − 2n − m, m) operators can be written as
We define f (n, m) ≡ g k−2n−m,m n . Then, from the recursive way in the previous subsection,
where the function f is determined as
f (n, 0) = 0 (n ≥ 1),
f (n, m) = n p=1 m m=1 a p f (n − p, p +m − 1) (n ≥ 1 and m ≥ 1).
We prove that Eq. (17) Let us focus on the coefficient of a n1 j1 a n2 j2 · · · a nc jc , where j 1 < j 2 < · · · < j c , n 1 + n 2 + · · · + n c = N , and n 1 j 1 + n 2 j 2 + · · · + n c j c = n. It is given as
On the other hand, the coefficient of a n1 j1 a n2 j2 · · · a nc jc in f (n, m) is For the case of the XXZ chain (J X = J Y ), we prove that Q k for k ≥ 2 is commutative with a magnetic field in the z-axis direction, i.e., [Q k , Z] = 0. To prove this, we focus on (l, m) operators in Q k . First, ZZ · · · Z = Z l−m−1 is commutative with Z obviously. For the other (l, m) operators A 1+m1
, at least one character in A 1 , A 2 , . . . , A l−m−1 is X or Y , therefore each (l, m) operator can be expressed as at least one of the following forms:
where C j ∈ {X, Y } for all j. In addition, we define D j as {C j , D j } = {X, Y }. In the case of Eq. (S79), we consider a commutator
The same operator is also generated from
We prove that these two terms in [Q k , Z] are cancelled.
In the case of J X = J Y ,
α Z 1+mα · · · , and therefore,
By using s (XY ) = −s (Y X) = 1 and s (XY X) = s (Y XY ) = −1,
and in both cases,
Therefore,
is satisfied.
In the case of Eq. (S80), we consider two commutators
· · · C 1+m l−m−1 l−m−1 Z = · · · I mα−1 D α I mα ZI mα+1 · · · I m l−m−1 C l−m−1 Z = s (D α Z) · · · I mα−1 C α I mα ZI mα+1 · · · I m l−m−1 C l−m−1 , (S88) and
In a similar manner to the case of Eq. (S79),
where we have used s (D α Z) s (ZC α C α+1 · · · C l−m−1 ) = s (D l−m−1 Z) s (ZD α+1 D α · · · D l−m−1 ) .
In the case of Eq. (S81), we consider four commutators
· · · C 1+m β β Z 1+m β+1 · · · Z = · · · I mα−1 D α I mα ZI mα+1 · · · I m β D β I m β+1 · · · Z = s (D α Z) · · · I mα−1 C α I mα ZI mα+1 · · · I m β D β I m β+1 · · · , (S92)
· · · D 1+m β β Z 1+m β+1 · · · Z = · · · I mα−1 C α I mα ZI mα+1 · · · I m β C β I m β+1 · · · Z = s (C β Z) · · · I mα−1 C α I mα ZI mα+1 · · · I m β D β I m β+1 · · · , (S93)
· · · D 1+m β β Z 1+m β+1 · · · Z = · · · I mα−1 C α I mα ZI mα+1 · · · I m β C β I m β+1 · · · Z = s (C α Z) · · · I mα−1 D α I mα ZI mα+1 · · · I m β C β I m β+1 · · · , (S94)
· · · C 1+m β β Z 1+m β+1 · · · Z = · · · I mα−1 D α I mα ZI mα+1 · · · I m β D β I m β+1 · · · Z = s (D β Z) · · · I mα−1 D α I mα ZI mα+1 · · · I m β C β I m β+1 · · · .
Two commutators Eqs.(S92)-(S93) in Q k are cancelled from the identity s (D α Z) s (ZC α C α+1 · · · C β Z) + s (C β Z) s (ZD α D α+1 · · · D β Z) = 0,
which is proved from Eq. (S85). In a similar manner, Two commutators Eqs.(S94)-(S95) in Q k are cancelled. Therefore, all the commutators in [Q k , Z] are cancelled, and [Q k , Z] = 0.
S3. CASE OF THE XXX CHAIN
In this section, we consider the case of the XXX chain. Without loss of generality, we can set J X = J Y = J Z = 1. In this case, the coefficients of the conserved quantities Q k we obtained in Eqs. (15) j2 + 2 2 · · · jp + 2 2 (n ≥ 1), (S99)
where we have used a n = n+2 2 . One main difference is that R k−2n−m,m does not depend on A 1 A 2 · · · A k−2n−2m−1 . Using this property, we prove that Therefore, Eq. (S101) is proved, and the recursive way to obtain R k−2n−m,m becomes more simple. We note that our way to fix the degrees of freedom of Q k is not convenient for the case of the XXX chain because R k−2n,0 = R k−2(n−1)−1,1 , which corresponds to Eq. (S101) for m = 0, is not satisfied in general. However, by considering a linear combination of Q k 's, we can obtain a set of the conserved quantitiesQ k 's: 
The solution of Eqs. (S105)-(S107) is obtained as R k−2n−m,m = (m + 1)(2n + m)! n!(n + m + 1)! , (S108) and we have reproduced the known structure called a Catalan tree in Refs. [S1, 2] from our procedure. Here, R k−2n,0 = (2n)! n!(n+1)! is known as a Catalan number. For example,Q 10 = Q 10 − 6Q 8 + 2Q 6 − 2Q 4 as shown in Fig. S2 .
