Three-dimensional crystal orientation fields of a copper sample, characterized before and after shock loading using High Energy Diffraction Microscopy, are used for input and validation of direct numerical simulations using a Fast Fourier Transform (FFT)-based micromechanical model. The locations of the voids determined by X-ray tomography in the incipiently-spalled sample, predominantly found near grain boundaries, were traced back and registered to the pre-shocked microstructural image. Using FFTbased simulations with direct input from the initial microstructure, micromechanical fields at the shock peak stress were obtained. Statistical distributions of micromechanical fields restricted to grain boundaries that developed voids after the shock are compared with corresponding distributions for all grain boundaries. Distributions of conventional measures of stress and strain (deviatoric and mean components) do not show correlation with the locations of voids in the post-shocked image. Neither does stress triaxiality, surface traction or grain boundary inclination angle, in a significant way. On the other hand, differences in Taylor factor and accumulated plastic work across grain boundaries do correlate with the occurrence of damage. Damage was observed to take place preferentially at grain boundaries adjacent to grains having very different plastic response.
Introduction
Predicting the conditions that determine material failure is one of the most fundamental challenges in materials science. One important failure mechanism for ductile materials undergoing dynamic loading conditions is void nucleation, growth and coalescence [1e8] . In the first stage, void nuclei under appropriate driving forces reach a size large enough to become stable and eventually sustain growth. At this nucleation phase of damage the influence of the material's microstructure can be very strong. Growth occurs when the volume of stable voids increases driven by stress triaxiality [2] , which reaches high values under the dynamic loading conditions considered in this work. Coalescence occurs when voids grow enough such that stress and strain concentrations in the surrounding material start overlapping and further increasing, promoting neighboring voids to join together [1] . It is at this stage in the process where ultimate failure of the material is initiated. The ability to predict the extent to which a given microstructure is vulnerable to damage nucleation and growth is relevant to the emerging field of computational materials design, to enable the discovery and development of new processes and/or materials with higher resistance to damage. The determination of whether or not voids will nucleate and grow in specific locations requires identifying which microstructural features promote or inhibit damage initiation.
Identifying potential microstructural features that influence damage requires knowledge of where damage develops within a microstructure under certain mechanical loading, and what is the micromechanical response at those locations. The use of nondestructive three-dimensional (3-D) imaging techniques such as near-field high-energy diffraction microscopy (nf-HEDM) [9e11] and X-ray tomography, before and after deformation is applied, is ideal so that comparisons to the pristine sample can be made. Micromechanical fields can be obtained performing full-field simulations with direct input from the 3-D image of the initial microstructure.
There have been many investigations on the effect of various microstructure features on void formation within polycrystalline materials, although experimental constraints have often limited the scope of these studies. Field et al. [12] , Diard et al. [13] , Fensin et al. [8] , and Yang et al. [14] analyzed multiple two-dimensional micrographs of damaged materials and found that damage preferentially occurred at interfaces with specific relationships to the principal loading directions, although the nature of the relationship depends on the type of loading (e.g. fatigue versus shock). The nature of the plastic response of the crystals vicinal to voids has also been associated with damage initiation by Wright et al. [15] , Bieler et al. [16, 17] , Semiatin et al. [18] , Escobedo et al. [19, 20] and Yang et al. [14] , although different authors often made an arbitrary choice of parameters to correlate with damage, and the number of void sites studied was limited. The factors most frequently used to quantify plastic response are Schmid factor and Taylor factor.
In this work we study damage initiated by shock loading [19e24] . For shocked fcc materials, there has been a special focus on understanding the effect of S3 boundaries with {111} boundary normals, which are variously known as coherent twin boundaries or annealing twins. Escobedo et al. [19] , Fensin et al. [25] and Yang et al. [14] have shown, based on orientation maps of cross-sections, that S3 boundaries tend to be resistant to void formation. Although this suggests a resistance to damage based solely on interface character, the results presented here implicate heterogeneous plastic deformation.
Shock loading is frequently applied in gas-driven plate impact experiments, which provide a controlled method of developing a shock wave of a certain magnitude and thus testing dynamic damage processes [19,26e28] . Void nucleation occurs as part of the process of spallation failure. As the compressive wave propagates through the material, it eventually reflects off the rear surface of the sample, opposite to the side of initial impact, and returns as a rarefaction wave. This rarefaction wave then interacts with a similar reflected wave coming from the contact side of the sample (originating from compression of the impact plate) to form a region of high tensile stress at the spall plane. Full spallation occurs when the sample separates into two pieces at the spall plane. When the tensile stress is high enough to nucleate voids but not high enough to cause coalescence and full spallation, incipient spallation occurs, which is particularly useful for investigating early stages of porosity evolution.
In this work, we utilize data from an experiment in which a polycrystalline copper sample was characterized with nf-HEDM and then subjected to incipient spall. The recovered sample was again orientation-mapped using nf-HEDM and X-ray tomography. Registration of the 3-D images before and after the experiment allowed the locations of the eventual void sites to be established within the image of the undeformed sample, as described in Section 2. In turn, the undeformed microstructural image was used as input of a full-field crystal plasticity Fast Fourier Transform (FFT)-based model [29, 30] to simulate the micromechanical fields developed during the shock, as described in Section 3. In Section 4, we provide details of a novel technique for quantifying grain boundary and triple junction morphology directly from microstructural images, needed for subsequent analysis. In Section 5 we compare the predicted field distributions computed for the entire microstructure with those obtained only in the vicinity of regions developing porosity. This comparison allows us to assess the influence of different micromechanical fields on the occurrence of void nucleation and early growth, as discussed in Section 6.
Materials and methods
To investigate microstructural properties influencing damage initiation, this work utilizes the results of an experiment performed by Bingert et al. [31] and analyzed by Menasche et al. [32] , whose goal was to obtain 3-D images of a material in which incipient spall occurred. In this experiment, a 99.997% pure polycrystalline copper sample was machined into a 1.2 mm diameter cylinder of height 2.42 mm. This sample was then characterized using nf-HEDM [33] over a height of 0.704 mm. The sample was machined down to a 0.725 mm tall piece centered about the characterized section. This sample was then embedded into two copper polycrystal radial momentum traps and impacted by a copper flyer plate at 300 ms
À1
. The experimental setup involved placing the ringed sample onto the front of a pipe that was slightly larger in diameter than the HEDM characterized sample; thus when the target was impacted, the sample alone was stripped from the momentum trapping rings and soft-captured. The velocity was specifically selected such that the sample was recovered while causing incipient spall voids. The recovered sample was then characterized using both nf-HEDM and X-ray tomography. The end result was a pair of 3-D orientation maps of the same volume of the copper sample both before the experiment and after the plate impact had produced voids within the sample. Computed tomography also provided 3-D images of the porosity distribution. The tomography provided higher spatial resolution of the voids compared to the nf-HEDM image.
Menasche et al. [32] analyzed the experiment by mapping the voids characterized from the deformed sample onto the microstructure measured from the undeformed sample. First, a technique was developed to map the voids identified via X-ray tomography in the post-shocked sample to the corresponding nf-HEDM image. This was achieved by aligning larger-scale surface features present in both sample images. Next, the nf-HEDM images of the sample both undeformed and deformed were aligned with each other through the use of rotations and affine transformations. The purpose of this was to account for differences in sample alignment of the two measurements, as well as for the plastic deformation experienced by the sample as a result of the shock loading, which was on the order of a few percent in the spall plane region. This plastic deformation also made registration between the two nf-HEDM datasets more difficult because defect accumulation and crystal rotation results in larger uncertainty in crystal orientation. In more detail, the centers of mass of 1,800 grains were compared between the undeformed state and the post-shock state, of which approximately 1,000 were interior grains. The final result was that it was possible to identify certain regions within the nf-HEDM image of the undeformed sample as having developed voids in the deformed sample.
Using the orientation field of the undeformed sample obtained by Menasche et al. [32] as the input of a micromechanical simulation, this work analyzes the local response of the material in the regions developing porosity. A full-field crystal plasticity model that utilizes FFT to solve the micromechanical governing equations [29, 30] is used to determine the local micromechanical fields under shock loading conditions, as described in the following section. Menasche et al. [32] found that (see Table 1 ) of the 485 measured voids, 332 occurred at grain boundaries. Of those 332 grain Table 1 Distribution of voids at grain boundary features from Menasche et al. [32] and from this work. 
Micromechanical model
Plastic deformation in high-purity polycrystalline copper considered in this study occurs at the single crystal level primarily by dislocation glide. Copper is a fcc material that deforms plastically by {111}〈110〉 slip. Polycrystals are aggregates of many single crystal grains, each having its own orientation, and the differences in orientation between neighbor grains leads to inhomogeneous distributions of stress and strain in the material. To understand the origin of failure in polycrystalline materials, which is a highly localized phenomenon, the local mechanical response the material must be studied at the same scale of damage events [34, 35] . As previously mentioned, we use an infinitesimal strain elastoviscoplastic Fast Fourier Transform-based (EVPFFT) model [30] to compute the full-field micromechanical response directly from the voxelized images of the pre-shocked Cu polycrystal microstructure obtained by nf-HEDM. Note that for our analysis the micromechanical fields are calculated at the point of maximum tensile stress, for which the accumulated plastic strain is less than 3%, justifying the use of a small strain approximation.
EVPFFT is based on the method developed by Moulinec and Suquet [36] and improved by Michel et al. [37] to predict the micromechanical behavior of linear and non-linear composites. Lebensohn et al. [30] adapted the latter to polycrystal plasticity. The FFT-based model operates on a discrete grid of points representing a regularly-spaced sampling of the material's properties, such as a microstructure image measured by nf-HEDM, and calculates the values of the stress and strain fields at each grid point that fulfill equilibrium, compatibility and the constitutive relation, under given boundary conditions. The small-strain EVPFFT model uses a combined elastic and viscoplastic constitutive description that incorporates linear elasticity and a Euler implicit time discretization given by:
The strain tensor at each point (ε) is calculated as the sum of the elastic strain (ε e ) and plastic strain (ε p ). The elastic strain is expressed via Hooke's Law as the inner product of the compliance tensor (C À1 ) and Cauchy stress tensor (s). The plastic strain is expressed as a sum of the plastic strain which has accumulated up to time t (ε p,t ) plus a viscoplastic strain increment associated with the viscoplastic strain rate, given by: 
where _ g o is a reference shear rate, N s is the total number of slip systems, m s is the symmetric Schmid tensor for slip system s, s′ is the deviatoric stress tensor, t s is the critical resolved shear stress (CRSS) of slip system s, and n is the rate-sensitivity exponent. At the end of each step, the local CRSS and orientations are updated based on the calculated plastic slip. In this work we use a Voce hardening law to describe the evolution of CRSS via the equation:
where t a is the critical resolved shear stress on slip system a, _ g b is the shear rate of slip on system b, h ab is the latent hardening matrix that dictates how slip activity in different slip systems harden each other, G is the accumulated slip across all slip systems and t 0 , t 1 , q 0 , and q 1 are parameters associated with the Voce hardening law.
The presently available numerical implementation of the EVPFFT model cannot directly consider shock loading conditions. Therefore, we use the output of finite element (FE) simulations that model such conditions to provide input to the EVPFFT code. Here we use macro-and meso-scale FE simulations of the type reported by Bronkhorst et al. [38, 39] . As mentioned previously, the spall plane is a region of high tensile stress cause by wave interactions and it is the effect of this tensile pulse that is considered in this work. In order to simulate microstructural effects of shock loading with EVPFFT, we need to obtain from FE simulations time-evolving strain-rate boundary conditions and Voce hardening parameters. For this, a FE simulation including a damage model described elsewhere [39] was run for polycrystalline copper under shock loading conditions, to the point in time where the model predicted that damage initiation occurred. The sample geometry and loading type in this simulation represented the experiment by Bingert et al. [31] . This FE model predicted the time after impact at which void nucleation began, 0.15 ms, as well as the peak stresses at the spallation plane in the shock and radial directions, 944.77 MPa and 894.5 MPa, respectively. Such values of stress indicate a large hydrostatic stress component with an overall tensile plastic response. Assuming a constant stress rate from 0 to the peak stress tensor, and discretizing the time from 0 to 0.15 ms in 299 steps, the strain rate at each time step was obtained. Fig. 1(a) shows the resulting diagonal strain components as a function of time. The resulting sequence of strain rates was applied directly as the boundary conditions for the EVPFFT simulation. Note that plastic deformation continues to accumulate in the material after the point of peak tensile stress, especially in the vicinities of the pores, but this was not modeled here because the focus was on understanding microstructural effects on void initiation. The Voce hardening parameters were calibrated so as to reproduce the stress-strain response predicted by the FE model for polycrystalline copper. The result of this fit is shown in Fig. 1(b) for the deviatoric and mean components of the stress. The mean square error between the FE and EVPFFT models for the von Mises stress-strain response is 1.31%.
Triple junction analysis
Since the voids in the analyzed sample predominately initiated at grain boundary features (grain boundaries, triple lines and quad points) it is necessary to quantify these features in the undeformed image. When working with microstructural images such as those provided by nf-HEDM, the common method for quantifying surfaces is to generate a surface mesh of the image. However, the EVPFFT model works on a discrete grid of points, which is not directly compatible with a surface mesh and thus would necessitate interpolation between the mesh and the grid. In addition, the locations of the voids are also specified on the discrete nf-HEDM coordinate system and would require further interpolation to be related to the mesh. To perform this analysis effectively, we used a technique recently developed by Lieberman et al. [40] that quantifies the grain interfaces directly on the nf-HEDM discrete grid, on which the EVPFFT model also operates. The technique is based on the calculation of the three unique first order Cartesian moments at each point near grain interfaces. These moments are proportional to the gradients of the grain interface along each Cartesian axis and so when rendered as a normalized vector, it becomes parallel to the local surface normal.
While the technique that utilizes first order Cartesian moments can define the grain boundary surface normals, it does not directly quantify the geometry of triple junctions. Menasche et al. [32] demonstrated that triple junctions are an important feature to consider in the present analysis. Accordingly, in order to analyze the triple junctions in addition to grain boundaries, we propose a technique that calculates the triple junction line vector using properties of second order Cartesian moments as described by Lichter and Dubowsky [41] . The second order Cartesian moments consist of six distinct values. These values are used to construct the diagonalizable symmetric matrix 
where L is a diagonal matrix composed of the eigenvalues of the second order Cartesian moment matrix and P is a matrix whose columns are the eigenvectors of the moment matrix. In this instance, the form of the discrete Cartesian moment equation used is as follows: 
The indicator function f(r) defines the shape under consideration by representing the points inside the shape as 1 and the points outside the shape as 0. The weighting function w(r) and volume of interest S are defined through the application of a Gaussian weighting function. The purpose of the Gaussian weighting function is to effectively smooth the discrete data to a continuous function. The weighting function is defined as
. In this work the value of l is √3 and the extent of S is spherical with a radius r of 5.88 voxels, which is the distance for which the Gaussian weight is 10
À5
. If the indicator function used in the moment equation is representative of some object in space, the eigenvectors will correspond to the principal axes of that object while the eigenvalues are proportional to the relative magnitudes of size of the shape along the corresponding axes.
To make use of these properties, the triple junctions are expressed as voxelized shapes, each uniquely defined as the set of voxels that among their first nearest neighbors have the same three grain numbers. While in continuous 3-D space a triple junction is a one-dimensional feature, it becomes a cylindrical voxelized shape in a discrete 3-D space. These cylinders have a single major principal axis and two non-unique minor principal axes. Thus, the largest eigenvalue of the second order Cartesian matrix for a cylinder corresponds to the eigenvector that represents the major principal axis of that cylinder. When applied to a triple junction shape, this major principal axis is parallel to the triple junction line vector. An example of the results of this technique applied to a single triple junction is shown in Fig. 2 . By using the two techniques of quantifying the grain boundary surface normals and triple junction tangent vectors we are able to analyze the morphological influence in void nucleation as well as calculate the surface tractions on these two features.
Results
The approximation of shock loading conditions described previously is applied to the voxelized microstructure image of the undeformed sample. For this, a unit cell must be properly constructed to perform the simulation. The rectangular grid of the nf-HEDM image has voxel dimensions of 768 Â 768 Â 64 where the inter-voxel spacing is 2 mm in the x-and y-directions and 4 mm in the z-direction. The resulting image is shown in Fig. 3(a) . The next step is to construct a prismatic unit cell by embedding the nf-HEDM microstructure into a periodic polycrystalline unit cell. The purpose of this is two-fold: a) to represent the presence of the momentum trap rings used in the experiment, which were also polycrystalline copper with the same grain size, and b) provide the geometry and periodicity required by the EVPFFT model to operate upon. The polycrystalline microstructure surrounding the measured Cu sample was numerically generated using the Dream.3D [42] software package, and consists of randomly oriented FCC grains with an average grain size equivalent to that of the nf-HEDM microstructure. The combined microstructure image is shown in Fig. 3(b) .
After applying the boundary conditions described in Section 2, the EVPFFT model gives the values of: Cauchy stress tensor, strain tensor, plastic strain rate tensor, updated orientation, Taylor factor and accumulated plastic energy density fields, for each voxel in the microstructure image. From the stress and strain tensors, their von Mises equivalents are obtained. Furthermore, with the mean stress also extracted from the stress tensor, the stress triaxiality (mean stress/von Mises stress) can be readily calculated. The Taylor factor is a scalar parameter that describes the ability of a given grain with a specific crystallographic orientation to accommodate the deformation to which it is subjected. Here the Taylor factor is calculated locally as follows [43] :
where _ g s ðxÞ is the local shear rate on slip system s, N s is the total number of slip systems and _ ε vm ðxÞ is the local von Mises equivalent strain rate. In what follows, the analysis is performed on the Taylor factor field calculated at the final step of the simulation. The accumulated plastic work density represents the time integration of the rate of plastic work. This rate is calculated at each step of the EVPFFT simulation and is given by the following equation:
Using the grain boundary normal calculation technique described previously, along with the stress fields generated by the model, the grain boundary surface traction as well as its components are represented as:
where s ij (x) is the local Cauchy stress tensor, b n j (x) is the local surface normal vector, T n is the normal component of traction and T s is the shear component of traction. Similar tractions can be calculated for the triple junctions, but this requires an additional step. The triple junction vector technique generates vectors that are tangent to the feature of interest rather than perpendicular, which is needed to describe a surface traction. Since a triple junction is a one-dimensional feature, there is not a unique perpendicular direction to it. Therefore, we choose to use the perpendicular vector that results in the largest normal component of traction as the one that represents the surface traction for the triple junctions: 
where b t k is one of the two unused principal axes (calculated from the eigenvectors of the second order moment matrix) that is perpendicular to the triple junction line vector, and R jk (q) applies a rotation, q, around the triple junction line vector.
Mapping the locations of the voids onto the undeformed sample image requires the tomographic image of the voids. However, although the resolution of the tomographic image in the x-and ydirections is the same as the nf-HEDM image, the z-resolution of the tomography image is 1.5 mm rather than 4 mm. The alignment established by Menasche et al. [32] between the tomography of the deformed sample and the nf-HEDM of the undeformed sample allows voxels in both images to be measured by a unified set of coordinates established from the sample geometry. In order to register the void voxels measured by the tomography to the nf-HEDM image, we identify the nf-HEDM voxels that overlap the same physical space as the void voxels of the tomography. However, the difference in z-resolution between the images means that some voids will not be distinguishable from each other when they are registered to the nf-HEDM image, thus causing discrepancies in the void counts from Menasche et al. [32] . After the voids are rendered in the undeformed sample image (see Fig. 4 ), 447 voids are identified in the microstructure, with 308 of them being located on grain boundaries. Of those 308 grain boundary voids, 156 are located on grain boundary planes, 99 are located on triple junctions and 53 are located on higher order intersection points.
As shown in Table 1 , while the overall ratio of grain boundary voids to total voids is the same as in Menasche et al. [32] , the breakdown of grain boundary voids is different. This is most extreme for the higher order intersection points and is due to the difference in z-resolution between the tomography and nf-HEDM image. The grain boundary classification of the voids is determined by counting the number of unique grains that are found in the set of voxels representing each void as well as the nearest neighbors of those void voxels. These additional voxels are considered to ensure that an accurate description of the region is accounted for. For example, there are cases where a void occurred on a grain boundary but grew preferentially into one grain versus the other; such a void may only be directly represented by voxels belonging to a single grain. To determine the influence of the different micromechanical fields described above on void initiation, discrete probability distributions of these fields are plotted for both all grain boundary voxels and for the grain boundary voxels associated with voids. The set of voxels representing the grain boundaries of the overall microstructure are limited to those within a certain sub-volume of the image both to represent the spallation region from the experiment and because of potential localization issues discussed in Menasche et al. [32] . This sub-volume is the set of voxels within layers 212 to 583 along the x-axis and 191 to 572 along the y-axis. The full length of the z-axis is included in this subvolume. These dimensions correspond to the farthest extent at which the voids exist within the microstructure. Outside this region no voids were detected in the tomography. The set of voxels included in the analysis on grain boundary developing voids is limited to voxels that are identified as being grain boundary voxels. Within that set, a voxel is considered a part of the void analysis if it is labeled as a void voxel from the tomography information or is a neighbor to such a voxel.
In order to compare distributions of micromechanical fields for the full set of grain boundary voxels ("full" distributions) versus the corresponding distributions restricted to those voxels that developed porosity after the shock ("restricted" distributions) we quantify the difference between distributions using the Hellinger distance [44] , which is calculated as:
where U and V are discrete probability distributions, u i and v i are the probability values for the ith bin of U and V respectively and k is the total number of bins in the probability distribution. The reciprocal square root of two in the pre-factor ensures that the Hellinger distance has a range of zero to one. Over this range, a value of zero indicates that the two distributions are identical while a value of one indicates that there is zero overlap between the two distributions.
Next we evaluate correlations of porosity with micromechanical response. The simplest micromechanical fields relevant to this comparison are mean stress, von Mises stress, von Mises strain and stress triaxiality, which are directly calculated from the stress and strain tensors predicted by the EVPFFT model at every point in the material. The comparisons of the distributions of these fields are shown in Fig. 5 . The violin plots display a smoothed representation, reflected with respect to the horizontal axis, of the discrete probability distribution with a boxplot displayed within. The edges of the grey boxplot correspond to the first and third quartiles, the black line shows the 1.5 interquartile range limits; the combination of solid circle and vertical line represents the median while the crossed circle represents the mean. The Hellinger distances for these fields are 0.082 for the hydrostatic stress, 0.068 for the von Mises stress, 0.075 for the von Mises strain, and 0.062 for the stress triaxiality. Consistent with these low values, there is no significant difference in the medians or spreads between the distributions; the most notable difference is how the upper tails of the stress triaxiality distributions differ.
The next field distributions considered are those associated grain boundary features, namely the normal component of the surface tractions and grain boundary inclination angles. For the surface traction distributions, values from both the grain boundary planes and the triple junction lines are represented together in Fig. 6 , where the Hellinger distance is 0.066. The grain boundary inclination angles are relative to the shock direction and have been separated between those for grain boundary planes and those for triple junctions as shown in Fig. 7 and have Hellinger distances of 0.036 and 0.024 respectively. Violin plots were not used because of the difficulty in rendering distributions that have finite set limits. None of these factors show much difference in the distributions for grain boundaries vicinal to pores versus those for all boundaries; likewise, the Hellinger distances are also small. Next, the local Taylor factor and plastic work are used to describe the contrast in plastic response of the grains on both sides of a boundary by finding the greatest absolute difference in the local values on both sides. The resulting distribution comparisons are shown in Fig. 8 . The distributions of the Taylor factor difference have a Hellinger distance of 0.276 while the distributions of the plastic work difference have a Hellinger distance of 0.326. These values are well above zero and are noticeably larger than for any of the other distributions compared previously. There is also a noticeable difference between the medians for both micromechanical indicators with the entirety of the grain boundaries producing voids distributions being shifted to higher values compared to the full distributions.
Further granularity can be obtained by sub-dividing the distributions considered above based on the character of the grain boundaries involved. As described previously, there is particular interest in S3 grain boundaries in copper polycrystals, thus the distributions shown previously are separated into distributions for S3 boundaries and for all other boundaries. For this analysis, the boundaries that are counted as S3 are those that are within 5 of rotation of the specific S3 misorientation of a 60 around a 〈111〉 crystal axis. The data are separated into distributions for the three different grain boundary types, which are then further separated into plots for void boundaries and for all boundaries, with the difference in Taylor factor shown in Fig. 9 and the difference in plastic work in Fig. 10 . For the difference in Taylor factor, the Hellinger distance between S3 boundaries and all other boundaries is 0.182 for the grain boundary void voxels and 0.136 for all grain boundary voxels. For the difference in plastic work, the Hellinger distance between S3 boundaries and all other boundaries is 0.151 for the restricted distribution and 0.12 for the full distribution. For both distributions the S3 boundaries are shifted towards slightly larger values, which can be interpreted as an indication of the boundary type being associated with greater plasticity differences for voiding. Another way of analyzing the significance of grain boundary type is to calculate Hellinger distances between the full and restricted distributions for the two grain boundary groups, rather than between the grain boundary groups within the full and restricted distributions separately, as shown previously. The resulting Hellinger distances, along with those found before the separation by grain boundary character, are shown in Table 2 . Both forms of comparison show that S3 boundaries with voids have slightly greater differences than the other boundaries.
Discussion
While the predicted stress and strain distributions shown in Fig. 5 have no correlations with the subsequent occurrence of void nucleation at grain boundaries, Fig. 8 indicates that the more elaborate measures of the mechanical response at the boundaries do. In effect, two-point correlation measures (differences in Taylor factor and plastic work), reveal more than one-point ones. There is also no correlation between grain boundary inclination to the shock direction and void nucleation as shown in Fig. 7 , a result that is in contradiction to what has been found in other experiments mentioned previously. However, the unique size and scale of the sample and experiment might explain the different observations. Given that stress triaxiality already has been connected to damage processes in previous studies [2, 45] , it is surprising that no correlation exists in this data set, Fig. 5(d) . However, it cannot be determined if this is due to void nucleation or void growth, and it is the former that stress triaxiality is most closely associated with, Comparison between all grain boundaries and grain boundaries developing porosity for: (a) the grain boundary plane normal inclination to shock direction and for (b) the triple junction tangent vector inclination to shock direction. Fig. 8 . Violin plots of the distributions of (a) difference in Taylor factor and (b) difference in plastic work across a grain boundary for both the overall set of grain boundaries and for the grain boundaries at the void locations.
e.g., in the necks of tensile samples. Note that stress triaxiality has been a useful quantity within macro-scale analyses of porosity evolution but it is not clear how physically meaningful stress triaxiality is at the length scales of the single crystal. In other words, the results presented here show that, while high triaxiality may assist void formation, especially where fracture of second phase particles initiates voiding, e.g. Maire et al. [46] , local variations at the microstructure scale do not explain specific occurrences of voids.
The most interesting results presented above are those corresponding to differences in Taylor factor and plastic work across the boundaries. The differences between the full and restricted distributions is greater than for any other micromechanical fields, and not just a difference in shape but also a large difference in medians as well. What this implies is that damage tends to occur preferentially on grain boundaries that are interfaces between crystals that have a greater contrast in plastic response. As the material deforms, these highly contrasted grain pairs begin to experience greater differences in local stress and strain that eventually leads to incompatibility that promotes damage. Previous experimental works [14e20] have found potential relationships between differences in Taylor factor and damage by measuring orientations, but differences in plastic work were not explored in this context, because micromechanical simulations are required to obtain this information. Taylor factor is a variable that can change with strain as the crystals rotate and harden with deformation, while plastic work is an accumulated value; despite this difference, the distributions of these magnitudes are comparable in this case, because relatively small plastic strains were involved.
While there is a clear difference between grain boundaries that developed voids and those that do not, the separation is not absolute; there are boundaries in other parts of the microstructure Fig. 9 . Violin plots for difference in Taylor factor partitioned by grain boundary type into sets for S3 boundaries and all other boundaries and separately displayed for (a) the grain boundaries developing porosity and for (b) all grain boundaries. Fig. 10 . Violin plots for difference in plastic work partitioned by grain boundary type into sets for S3 boundaries and all other boundaries and separately displayed for (a) the grain boundaries developing porosity and for (b) all grain boundaries. with similar contrast in plastic properties where no damage was found. One possible explanation is that the presence of damage depends on other factors in addition to plasticity contrast, such as the stress factors analyzed previous (i.e. von Mises stress and surface traction) or grain boundary character. These potential additional influences might only become revealed with in situ measurements that describe the order in which the voids nucleated. Another aspect to consider is that the EVPFFT model, like many crystal plasticity models, does not incorporate the influence of the grain boundary structure on the mechanical response. One example of such an influence is slip transmission; works by Bieler et al. [17, 47] discuss many of the influences of slip transmission on micromechanics.
In general, the S3 boundaries on which voids occurred are shifted towards slightly higher differences in Taylor factor and plastic work when compared to both the rest of the grain boundaries as well as the S3 boundaries that did not develop damage. Such a shift hints at the elevated resistance to damage of S3 boundaries, which is also shown in other studies although the shift seen in the present analysis is rather small. These results do, however, agree with what was observed by Menasche et al. [32] on this same data set, who found that there is no significant difference in the occurrence of damage on S3 boundaries versus other boundary types, a trend that was also observed when considered here on the nf-HEDM image. However, the influence of grain boundary structure on the polycrystalline mechanical response is not yet sufficiently understood and therefore not yet implemented in EVPFFT, which precluded evaluation of its effect on the micromechanical field distributions in this instance.
Conclusion
Three-dimensional crystal orientation fields of a polycrystalline copper sample characterized before and after shock loading using nf-HEDM were combined with micromechanical modeling with direct input from these fields to discover microstructural effects on damage evolution in the material. The shock caused incipient spallation with a consequent population of voids, most of which were adjacent to grain boundaries as determined by concurrent Xray tomography of the post-shock material. By applying techniques developed by Menasche et al. [32] , the locations of the voids were registered against the 3-D orientation map of the undeformed sample. EVPFFT simulation assisted by FE analysis to provide boundary conditions consistent with shock loading were used to calculate the micromechanical fields developing during the shock at the peak stress, i.e. when damage initiated. Hellinger distance, which quantifies the difference between statistical distributions, was used to compare the distributions of various micromechanical fields for all grain boundaries against the restricted population of grain boundaries near which damage occurred as a consequence of the shock. Conventional measures of stress and strain (deviatoric and mean components) did not show correlation with damage initiation. Neither did stress triaxiality, surface traction or grain boundary inclination angle, even though previous evidence or speculation indicated that such factors could be relevant to determine porosity evolution at different stages of the ductile damage process. In this regard, it should be emphasized that the present analysis does not necessarily preclude the possibility of such factors affecting porosity evolution at later stages of damage evolution. On the other hand, differences in Taylor factor and accumulated plastic work across grain boundaries did correlate with the occurrence of damage in the incipient spall experiment. In particular, damage was observed to occur preferentially at grain boundaries between grains with very different plastic response.
