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We present a novel scheme for the transmission of H.264/AVC video streams over lossy packet networks. The proposed scheme
exploits the error-resilient features of H.264/AVC codec and employs Reed-Solomon codes to protect eﬀectively the streams. A
novel technique for adaptive classification of macroblocks into three slice groups is also proposed. The optimal classification of
macroblocks and the optimal channel rate allocation are achieved by iterating two interdependent steps. Dynamic programming
techniques are used for the channel rate allocation process in order to reduce complexity. Simulations clearly demonstrate the
superiority of the proposed method over other recent algorithms for transmission of H.264/AVC streams.
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1. INTRODUCTION
The demand for multimedia transmission over best eﬀort
networks, like the Internet, motivated most recent research
on real-time streaming applications. However, due to the ex-
plosive growth of the volume of transmitted data and band-
width variations, networks employing the Internet proto-
col (IP) exhibit packet erasures. Considering that the net-
work is unaware of the transmitted content, we realize that
packet erasures during transmission can cause significant
problems in demanding applications such as video stream-
ing. Error-resilient coding schemes like the H.264/AVC stan-
dard [1, 2] have been proposed to overcome these problems.
The H.264/AVC standard supports valuable error-resilient
tools to cope with erased packets, while it outperforms pre-
vious coding standards (H.263, MPEG-4). Unfortunately,
these tools increase the computational complexity, which is
undesirable for real-time video applications, and have a neg-
ative impact on compression eﬃciency. Therefore, schemes
combining unequal error protection (UEP) algorithms with
appropriate selection of error-resilient tools are often shown
to be advantageous for transmission of H.264/AVC-coded
streams, while maintaining the computational cost at reason-
able level.
In a recent work [3], data partitioning of H.264/AVC
and high-memory rate compatible punctured convolutional
codes (RCPC) [4] were proposed for video transmission over
wireless channels. RCPC codes were applied to the network
adaptation layer (NAL). Data partitions were unequally pro-
tected according to their significance. A similar approach
was presented in [5], which also used the data partitioning
mode of H.264/AVC. The transmitted data were protected by
Reed-Solomon (RS) codes applied at the video coding layer
(VCL). Unequal channel rate allocation was performed us-
ing Lagrangian optimization techniques. The eﬃciency of
H.264/AVC error-resilient tools was evaluated in [6]. Reed-
Solomon codes and a feedback channel were considered
for robust transmission. Robust transmission of H.263 [7]
streams was examined in [8]. A packetization method of
slices and an UEP algorithm for joint optimization of mac-
roblock coding parameters and selection of FEC codes were
presented.
Partial Reed-Solomon codes (PRS) were used in [9] for
reliable transmission of H.264/AVC streams over packet era-
sure channels. The resulting scheme was able to reduce jerk-
iness and improve video quality. The concept of key pic-
tures was introduced for H.264/AVC in [10]. The source en-
coder was appropriately modified to generate packets of un-
equal importance which are unequally protected. An algo-
rithm which adaptively classifies the data packets of MPEG-
2-encoded video streams into two quality of service (QoS)
classes was proposed in [11]. Packet classification into prior-
ity classes was also studied in [12]. Intraframe interleaving
and RS codes were used to improve error resilience.
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Figure 1: Structure of slices.
The scheme proposed in the present paper is based on
macroblock classification and unequal error protection of
H.264/AVC streams. Prior to transmission, macroblocks are
classified into three slice groups by examining their contri-
bution to video quality. Since the transmission scenarios are
over packet networks, facing moderate to high packet loss
rates, RS codes are used for channel protection. RS protection
is selected for each slice group using a channel rate alloca-
tion algorithm based on dynamic programming techniques.
To the best of our knowledge, the present method is the first
utilizing the explicit mode of the H.264/AVC flexible mac-
roblock ordering (FMO) [13] in conjunction with channel
coding techniques. The resulting system is evaluated and is
shown to outperform the recently proposed method in [5].
The performance gain is attributed to the more eﬃcient data
organization of our scheme, which allows better error con-
cealment without sacrificing coding performance, and to the
finer protection of slice groups arising from our unequal er-
ror protection strategy.
The paper is arranged as follows. The adaptive mac-
roblock slice grouping employed by the proposed scheme
is described in Section 2. Section 3 presents the proposed
unequal error protection algorithm. Experimental results
are reported in Section 4. Finally, conclusions are drawn in
Section 5.
2. ADAPTIVE MACROBLOCK SLICE GROUPING
In this section, we present the macroblock classification pol-
icy employed by the proposed scheme. Macroblocks are rect-
angular picture areas and are considered the basic encod-
ing units in H.264/AVC. Although independent encoding
of macroblocks is allowed, in general, this approach is not
preferable since it would require the transmission of over-
head for stating the encoding parameters for each one of
the independently encoded macroblocks. To overcome this
problem, macroblocks are not coded as single units, but in
larger groups of macroblocks, termed slices. Slices are struc-
tures of jointly encoded macroblocks which exploit spatial
dependencies more eﬀectively by partially sacrificing the er-
ror localization capabilities of the decoder. The encoding pa-
rameters of macroblocks are declared in a header (Figure 1)
which includes the encoding parameters of all macroblocks
in a slice. Therefore, slices are self-contained in the sense
that they can be independently decoded without utilizing
data from other slices of the current frame. Henceforth,
each such slice will be assumed to be transmitted in a sin-
gle transmission unit which will be termed “packet.” The
terms “packets” and “slices” will be used interchangeably in
the analysis below, with “packet” meaning the transmitted
stream corresponding to a slice. In this work, we assume
that macroblocks are classified in three categories. This is
depicted in Figure 3(a). Due to this classification, if a slice
is erased, only the macroblocks which are located at slice
boundaries can be concealed eﬀectively using neighboring1
slices that were received errorlessly at the decoder. Specifi-
cally, error-aﬀected frame areas are eﬃciently concealed us-
ing the nonnormative concealment methods of [14].
The limitation of the above conventional slice forma-
tion is partially overcome in H.264/AVC, in which error con-
cealment is improved by means of an arrangement which is
termed flexible macroblock ordering (FMO). Using FMO,
groups of macroblocks, known as slice groups, are formed.
Slice groups consist of one or more slices; this enables better
error localization. The structure of a slice group is illustrated
in Figure 2. Some macroblock classification patterns, like the
checkerboard (Figure 3(b)), are available in the H.264/AVC
standard. As reported in [15], the FMO mode, in conjunc-
tion with advanced error concealment methods applied at
the decoder, maintains the visual impact of the losses at a
low level even at loss rates up to 10%, which makes it diﬃ-
cult for a trained eye to identify the lossy environment. Apart
from predefined patterns, fully flexible macroblock ordering
(explicit mode) is also allowed. According to this mode, mac-
roblock classification into slice groups may not remain static
throughout the entire video sequence, but it may change dy-
namically based on the video content.
The provision for dynamic formation of slice groups is
exploited by the proposed system. Specifically, slice groups
are formed with respect to their relative importance. As
a measure of macroblock importance (based on the mean
square error, MSE), we use the distortion DMB defined as
DMB = 1
xMB · yMB ·
xMB∑
i=1
yMB∑
j=1
(
ci, j − c˜i, j
)2
, (1)
where xMB, yMB are macroblock dimensions and ci, j , c˜i, j are,
respectively, the original and the reconstructed coeﬃcients
in a macroblock. Alternatively, other metrics like the mean
absolute error (MAE) could also be used.
Prior to macroblock classification, the mean value Dmean
of the macroblock distortions is computed as
Dmean = 1
NMB
·
NMB∑
i=1
DMBi , (2)
whereNMB is the total number ofmacroblocks in a frame and
DMBi is the distortion associated with the ith macroblock.
Subsequently, the relative distortion of each macroblock is
compared with Dmean. The macroblocks are labelled with re-
spect to their importance as “high,” “medium,” and “low”
as in [12]. The classification of the macroblocks into the
above categories takes place using two thresholds, Tl and Th,
1 The term neighboring refers to both the spatial and the temporal do-
mains. Thus, slices from the current and the previous frames are used
for error concealment.
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Figure 2: Slice group formation.
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Figure 3: Macroblock classification (a) without FMO, (b) employing FMO (checkerboard), (c) original frame of Foreman, (d) classification
map following fully FMO mode.
according to the following rules:
(i) if DMB < Tl · Dmean, the examined macroblock is clas-
sified to the “low” importance slice group,
(ii) if Tl · Dmean ≤ DMB < Th · Dmean, the examined mac-
roblock is classified to the “medium” importance slice
group,
(iii) if DMB ≥ Th ·Dmean, the examined macroblock is clas-
sified to the “high” importance slice group.
The distortion DMB initially used is determined assum-
ing the frame as a single slice group. After the classifica-
tion of macroblocks into three slice groups, the compression
eﬃciency will degrade and thus, more bits will be needed for
the encoding of each macroblock than those initially esti-
mated. This is taken into account by the rate-control algo-
rithm at the encoder. In Figures 3(c) and 3(d), a frame of
the Foreman sequence and its macroblock allocation map
(MBAmap) for three classes, according to the above rules,
are presented. The area regarded as being of high-importance
mainly corresponds to intense motion or high texture re-
gions. For example, in Figure 3(c) the “high” importance
slice group coincide with foreman’s head which is the main
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Figure 4: Histogram function of macroblocks distortion and their respective classification thresholds.
moving object in the scene, whereas the background and the
body are signed as medium and low importance slice groups.
The classification of macroblocks into three categories,
and not more, is reasonable, since in this way macroblocks of
approximately equal importance are grouped together. Clas-
sification into more categories would not be preferable be-
cause it would lead to the generation of rather small-length
packets. This is undesirable because of the increased asso-
ciated packet overhead (RTP/UDP/IP overhead) containing
the transmission parameters.
The determination of the thresholds Tl and Th, which
are used for the classification of macroblocks into three slice
groups, will be described in Section 3. The average values
of Tl and Th are 0.7 and 1.1, respectively. It is worth not-
ing that these threshold values are used only for the ini-
tial classification of the optimization algorithm of Section 3.
These are subsequently refined during the optimization pro-
cedure. The normalized histogram function of macroblocks’
distortions and the respective thresholds are illustrated in
Figure 4. Following the above classification rules, slice groups
are formed.
Since the transmission scenario is over packet erasure
networks, channel codes should be used for the eﬃcient pro-
tection of the H.264/AVC streams. To this end, we developed
an algorithm for the eﬃcient channel rate allocation. This is
presented in the ensuing section.
3. CHANNEL RATE ALLOCATION
In the preceding analysis for an optimal classification, it was
assumed that the distortion between the original and recon-
structed coeﬃcients is known. In practice, however, the ac-
tual distortion depends on the reconstructed coeﬃcients af-
ter channel decoding. This means that the processes of slice
grouping and channel allocation are actually interdependent.
For this reason, the formation of slice groups and their un-
equal error protection are optimized in our system by iterat-
ing two interdependent steps.
During the channel rate allocation process, slices are
transferred from one slice group to another leading to new
slice group formations. The channel rate allocation algo-
rithm classifies optimally the macroblocks into slice groups
and determines their optimal channel protection. As it can
be seen, the choice of the classification thresholds is an im-
portant issue. When the thresholds are close to the opti-
mal values, the channel rate allocation procedure is made
more eﬃcient and the computational cost is significantly re-
duced. The thresholds used for classification at the I-frame
are initially determined by experimentation and guaran-
tee satisfactory image quality and error resiliency at the re-
ceiver. In the sequel, the thresholds are refined following
an iterative technique which is described in detail below.
Specifically, the resulting macroblock classification is used
for the refinement of the classification thresholds. The de-
termined thresholds are used for the initial macroblock clas-
sification in the next frame. Similarly, thresholds are deter-
mined for the remaining frames. From the above analysis,
it is obvious that the FMO generates slices which can be
used in conjunction with unequal error protection (UEP)
schemes.
3.1. Problem formulation
Using the FMO, it is possible to form slice groups of unequal
importance. In our approach, the unequally-important slice
groups consist of equally sized slices (packets), that is, the size
of the slices in each slice group is the same (in bytes) but the
importance of the resulting slice groups is diﬀerent. There-
fore, UEP should be applied for their eﬃcient protection.
Reed-Solomon (RS) codes were chosen for use with our sys-
tem due to their excellent error recovery properties for trans-
mission over packet erasure networks. Since, diﬀerent frames
have, in general, diﬀerent classificationmaps, channel rate al-
location is performed at the frame level. The proposed algo-
rithm takes into account the importance of each slice group
and allocates more RS packets (RS slices) to slice groups car-
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Figure 5: Packet formation of a slice group.
rying important information and less to the rest. The prob-
lem is solved optimally using dynamic programming tech-
niques under two constraints which are presented in the fol-
lowing. The packet formation of a slice group after RS en-
coding is illustrated in Figure 5.
The distortion Df of each frame is expressed as the sum
of the individual slice group distortions Df ,i. Therefore,
Df =
s∑
i=1
Df ,i, (3)
where s is the number of slice groups.
The optimization objective is to find
(i) the optimal classification of macroblocks into slice
groups,
(ii) the optimal RS channel protection of slice groups.
The optimization algorithm intents to minimize the av-
erage expected distortion D subject to two constraints. The
first constraint is imposed by the rate control algorithm of
the H.264/AVC. Hence,
s∑
i=1
Ki = Kf , (4)
where Ki is the number of source packets classified into the
ith slice group of a frame, and Kf is the total number of
source packets for the frame.
A channel rate constraint is required to set an upper limit
to the RS protection which can be used for the protection of
a frame. This reduces significantly the possible channel rate
allocations and facilitates the allocation procedure. Thus, it
is
s∑
i=1
Ni ≤ Nf , (5)
whereNi is the number of RS packets allocated to the ith slice
group and Nf is the total number of RS packets allowed for
the protection of the frame.
The channel rate constraint is necessary to avoid overpro-
tection of the first frames. Specifically, without the channel
rate constraint, the first frames in the sequence would allo-
cate the maximum allowable RS protection. Therefore, the
remaining frames would have less available rate and, conse-
quently, drift would occur. The maximum number Nf of RS
packets (per frame) which can be used for the channel pro-
tection of a frame was found by experimentation. Nf is ex-
pressed as a fraction of the available source packets for each
frame. In order to determineNf and, thus, the optimal chan-
nel rate rc of a sequence, the average expected distortion is
computed for a large set of channel rates. The rc is given by
rc =
∑Nseq
i=1 Nf ,i · pl
rT
, (6)
where Nseq is the number of frames in a sequence, Nf ,i the
number of RS packets in frame i, pl the packet length, and rT
the overall transmission bit rate.
From the computed channel rates rc, the one achieving
the lowest distortion is considered as optimal. Therefore, the
available bit rate for source encoding of the sequence is rs =
(1− rc) · rT .
The average expected distortion when all packets are
clustered to the same slice group is defined as
D =
N∑
i=1
Df · P(i) +
N+K−1∑
i=N+1
Df ,i,1 · P(i) +Df ,PC · P(N + K),
(7)
where K , N are the number of source and channel pack-
ets, respectively, and Df is the distortion when the number
of erased packets do not exceed the allocated RS protection.
Df ,i,1 (1 stands for the slice group index) is the distortion
when concealment is invoked to mitigate the eﬀect of the lost
packets.Df ,PC denotes the distortion in case all packets of the
current frame are lost and frame replication follows for error
concealment. In the preceding analysis, the channel rate allo-
cation algorithm assumes that all previous frames have been
received intact. Thus, no distortion is introduced due to error
propagation. Although, this assumption rarely holds, in gen-
eral, the resulting allocation is barely aﬀected. Finally, P(i) is
the probability that i, out of N + K , packets are erased. It is
found to be equal to
P(i) =
(
N + K
i
)
· pi · (1− p)N+K−i, (8)
where p is the packet erasure probability associated with the
channel.
We have already defined the average expected distortion
when each frame is transmitted as a single slice group. Triv-
ially, it can be proved that the expected distortion for s classes
is given by
D =
s∑
l=1
{ Nl∑
i=1
Df ,l · Pl(i) +
Nl+Kl−1∑
i=Nl+1
Df ,i,l
· Pl(i) +Df ,PC,l · Pl
(
Nl + Kl
)
}
,
(9)
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Figure 6: Allowable packet exchanges in case of three slice groups.
where Kl and Nl are the number of source and RS packets of
the lth slice group. Pl(i) is the packet error probability of lth
slice group. It is defined similar to (10) as
Pl(i) =
(
Nl + Kl
i
)
· pi · (1− p)Nl+Kl−i. (10)
The distortionDf ,PC,l in the last term of (9) expresses the
distortion when all packets of the lth slice group are erased
and concealed by slice group replication. Finally, Df ,i,l repre-
sents the distortion introduced when the current frame slice
group is concealed by slices received intact and Df ,l the dis-
tortion when the RS protection is suﬃcient to recover all
erased packets. It should be noted that the distortion terms
do not consider error propagation. This does not aﬀect se-
riously the estimated distortion since macroblocks updates
usually cope eﬀectively with drift phenomenon.
3.2. Reed-Solomon rate allocation
In this section, we present a solution to the optimization
problem that was previously formulated. The optimization
objective is actually two fold. Specifically, it includes the de-
termination of both the number of slices that are classified
into each slice group and their respective RS protection. In
general, reaching an optimal solution of the above joint opti-
mization problem is a diﬃcult task. In this work, we propose
a two-step optimization procedure, which iteratively deter-
mines the packet classification and the RS protection. Al-
though, this approach to the solution of the optimization
problem does not guarantee global optimization, in practice
it yields very satisfactory results. The optimization procedure
is summarized as follows.
(1) Determine the RS protection for each frame.
(2) Determine the thresholds Th and Tl.
Transmitted slice groups
Figure 7: Trellis diagram for RS allocation.
(3) Classify all macroblocks into slice groups according to
Th and Tl.
(4) Find the optimal RS protection for the above classifi-
cation.
(5) Calculate the expected distortion of allowable neigh-
boring macroblock classifications with the restriction
that a single packet can be exchanged between succes-
sive classes.
(6) Compare the expected distortion of the ancestor clas-
sification with the lowest average distortion of all de-
scendant classifications of step (3). If a classification
with lower expected distortion is reached, it is con-
sidered as optimal and steps (2) to (6) are repeated,
otherwise the algorithm is terminated. When the same
packet is exchanged between two slice groups in two
successive iterations, the algorithm is again termi-
nated.
If three slice groups are assumed, the possible packet ex-
changes are illustrated in Figure 6. It is worth noting that the
actual search space is limited, since only four new packet for-
mations are possible. If a slice group does not contain any
packet, the possible formations are even fewer.
Our objective is to optimize the RS allocation by mini-
mizing the expected distortion given by (9). Although this
optimization can be performed by exhaustive search among
all possible channel rate allocations, this approach is not
preferable since the computational cost would be prohibitive
for real-time applications. However, the computational cost
can be significantly reduced using the dynamic programming
algorithm in [16, 17]. The trellis diagram corresponding to
theminimization of (9), subject to a rate constraint, is shown
in Figure 7. Each branch in the trellis corresponds to the
application of a specific RS code to a slice group. The algo-
rithm first determines the RS protection of the more impor-
tant slice groups and then the respective protection of the
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less important slice groups. The nodes in the trellis represent
the intermediate stages where decisions are made about the
best RS allocation up to the sth slice group protection. Paths
merging in a single node correspond to allocations that yield
not only the equal source rates but also equal transmission
rates. Among the paths converging to a node, the path at-
taining the lower expected distortion is retained (survivor)
while the rest are pruned. In the final stage, among the sur-
vivor paths, the one with the lowest overall expected distor-
tion corresponds to the optimal RS allocation. The number
of states in the trellis depends on the allowable RS protection
levels.
4. EXPERIMENTAL RESULTS
The proposed scheme for transmission of H.264/AVC
streams over IP/UDP/RTP was evaluated using the two stan-
dard QCIF sequences Foreman and Carphone, coded at 10
frame/s (fps), and the CIF sequence Paris, coded at 30 fps.
Group of pictures (GOPs) of IPPP . . . structure consisting
of 100 and 300 frames were considered for the QCIF and
CIF sequences, respectively. The NS-2 event simulator [18],
employing a uniform bit error model, was used for chan-
nel simulations. The NS-2 was selected to simulate more re-
alistically2 the examined wireline transmission scenaria. It
should be noted that, with minor modifications, the pro-
posed method could also be used for wireless video trans-
mission.
The video sequences were encoded using JM 8.3 [19]
of the H.264/AVC standard [1]. The first frame in the se-
quence was intracoded and the following frames were in-
tercoded. Temporal redundancy was removed using up to
1/4 pixel accuracy motion compensation. Multiple reference
picture selection [20] was allowed for improved coding ef-
ficiency and error resiliency. The reference frame buﬀer was
set to the maximum value 5. The universal variable length
coding (UVLC) [1] was selected as the entropy coder. For
the estimation of the end-to-end distortion, 30 indepen-
dent channel-decoder pairs were used in the encoder, as sug-
gested in [21], and nonnormative advanced error conceal-
ment methods were applied [14]. The same error conceal-
ment techniques were also applied at the decoder side.
The JM 8.3 was modified to support fully flexible mac-
roblocks allocation map (MBAmap) for each frame. The
picture parameter set (PPS) packets used by JM 8.3, which
contain the classification maps, are protected using strong
channel codes. Specifically, the (3, 1) RS codes were used
since they are able to correct all possible error patterns occur-
ring in the considered channel conditions. The use of these
RS codes is aﬀordable because the PPS packet size is small
in comparison to the average frame size. In particular, PPS
packets sized 30 and 120 bytes on average for QCIF and CIF
2 NS-2 considers several parameters like round trip time, delay, jitter, and
advanced features (e.g., drops due to congestion and bottleneck eﬀects
in concurrent flows). Although these features are not considered in our
experiments, we use NS-2 for channel modelling since it is a well-known
testbed and the results can be easily replicated from other researchers.
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Figure 8: Average received mean PSNR for transmission of the
Foreman sequence coded at 128 kbps over channels facing packet
error rates in the range [0, 20] for various packet sizes.
sequences, respectively, while the average frame size was be-
tween 800 and 1500 bytes for QCIF sequences and between
3000 and 6000 bytes for CIF sequences. The bit rate allocated
to PPS packet protection was in the range of 5–10% of the
overall transmission rate. The chosen channel coding strat-
egy for PPS packets is needed in order to ensure that high-
quality video sequences will be decodable even in the case
of high packet error rates. Due to the strong protection that
is applied to the PPS packets, in the sequel we assume that
PPS packets are always available without errors at the de-
coder.
The packet sizes were 50 and 200 bytes for the QCIF and
CIF sequences, respectively. The use of relatively small packet
sizes endowed our scheme with the ability to achieve better
error localization and prevent drift. If longer packets were
used, wider frame areas would be aﬀected in case of erasures.
In such cases, errors would not be concealed eﬀectively and
the decoding process would be ineﬃcient. The main draw-
back of utilizing small packets is, as expected, the less ef-
ficient compression due to the poor prediction and the in-
creased packet overhead. This is shown in Figure 8 where it
is seen that small packets guarantee the decoding of video se-
quences of satisfactory quality, whereas schemes with larger
packets benefit in error-free cases. Considering the above,
our choices of packet sizes achieve a good tradeoﬀ between
robustness and compression eﬃciency.
The employment of small packets could result in in-
creased bandwidth requirements for packet headers trans-
mission. In order to avoid this, the robust header compres-
sion (RoHC) [22] was used, which reduces the IP/UDP/RTP
header from 40 bytes to approximately 3 bytes. Thus, the re-
sulting packet overhead is about 1.5% and 6% of the overall
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Figure 9: Comparison of the proposedmethods with the method in [5] for the transmission of the QCIF sequence Foreman. Reconstruction
quality in terms of mean PSNR is reported. Results for packet error rate equal (a) 10%, (b) 20%.
transmission rate for CIF and QCIF sequences, respectively.
This cost is reasonable considering that small packets im-
prove drastically the error concealment and localization ca-
pabilities of the system. The main disadvantage of RoHC is
the increased processing delay at routers, which leads to end-
to-end delays. However, as shown in several other techniques
(e.g., in [23–27]) it is possible to use RoHC for real-time
communication over multihop networks.
Adaptive slice grouping was employed by the proposed
system. Specifically, as presented in Section 2, the slices were
classified into three slice groups. The MSE was considered
as the classification metric. Since, the slice groups are of un-
equal importance, diﬀerent sets of RS code rates were used
for their protection. Therefore, the slice groups labelled as
“low” and “medium” are protected less, while stronger RS
codes were used for the class of “high” importance.
Three variants of the proposed scheme were considered
for comparison purposes:
(i) the full scheme, which classifies macroblocks into
three slice groups according to the rules presented in
Section 2,
(ii) a scheme which divides the image into two slice groups
according to the checkerboard pattern,
(iii) a simplified scheme which treats each frame as a single
slice group.
The RS protection for the above schemes was determined us-
ing the UEP algorithm of Section 3. Prior to channel rate
allocation the optimal channel rate rc (6) is found. Then
the algorithm follows the optimization process presented in
Section 3.2, which iteratively refines the estimated RS protec-
tion until a close to optimal protection is reached. From the
examined RS allocations, the strongest employed RS code is
the one which allocates all RS packets to the most important
slice group. In particular, if Ki is the number of source pack-
ets of the ith slice group, then the examined RS codes are part
of the (Ki + ξ,Ki) family, where ξ ∈ [0,Nf ].3
The peak-signal-to-noise ratio (PSNR) was used as a
measure of the reconstruction quality. As in almost all related
literature, in the present work we report results in terms of
mean PSNR. All reported results are averages over 100 sim-
ulations. The proposed schemes are compared with an im-
plementation of the method in [5] which uses two data par-
titions and employs slices of fixed number of macroblocks.
The optimization of [5] was applied at the NAL level. The
method in [5] was selected for comparison purposes since it
is a joint source/channel coding scheme which is in the spirit
of our method. The transmission schemes were evaluated
for a variety of channel conditions. In Figures 9(a), 10(a),
and 11(a), results for transmission over packet networks with
10% packet losses are presented for the Foreman, Carphone,
and Paris video sequences. Optimization was performed as-
suming 10% packet error rate. From Figures 9(a), 10(a), and
11(a), it can be easily seen that the three slice group variant
of the proposed method decodes higher-quality videos more
frequently than the rest of the methods. The performance
gap between our best-performing scheme and the method in
[5] is significant and grows wider as the transmission bit rate
3 Typical values for Ki and Nf range from 3 to 10 and from 0 to 10, respec-
tively.
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Figure 10: Comparison of the proposed methods with the method in [5] for the transmission of the QCIF sequence Carphone. Reconstruc-
tion quality in terms of mean PSNR is reported. Results for packet error rate equal (a) 10%, (b) 20%.
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Figure 11: Comparison of the proposed methods with the method in [5] for the transmission of the CIF sequence Paris. Reconstruction
quality in terms of mean PSNR is reported. Results for packet error rate equal (a) 10%, (b) 20%.
increases. The performance gains achieved using the pro-
posed scheme is due to the adaptive slice grouping which
enables better error localization as well as the eﬃcient error
protection. From Figures 9, 10, and 11 it is obvious that our
three slice group approach performs significantly better than
other variants of our scheme (i.e., single-sliced scheme). The
unequal error protection algorithm also boosts the perfor-
mance of the proposed scheme, since the unequal protection
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Figure 12: PSNR comparison for the transmission of the QCIF se-
quence Foreman at 128 kbps as a function of the packet error rate.
The scheme was optimized for 10% packet error rate and tested for
various packet error rates.
of slice groups enables the application of less powerful RS
codes, and thus, saves rate which can be used for the trans-
mission of source rate. Considering the above, the perfor-
mance gain should not be attributed solely to the adaptive
group slicing itself or the UEP algorithm, but rather to their
synergistic cooperation.
Transmission of video over more unreliable channels
was also considered. The schemes were optimized for 20%
packet error rate and transmitted over packet erasure net-
works which encounter the considered channel conditions.
For the Foreman, Carphone, and Paris sequences the results
are presented in Figures 9(b), 10(b), and 11(b), respectively.
The results clearly and consistently demonstrate the supe-
riority of the proposed scheme with multiple slice groups
and verify the conclusions reached for less noisy channels. As
previously, the performance gain stems from both the slice
group classification and the optimal channel rate allocation
algorithm.
The proposed scheme was also evaluated for transmis-
sion in channel mismatch conditions. In Figure 12, results
are presented for Foreman QCIF sequence coded at 128 kbps
for the case where the schemes are optimized for packet er-
ror rate equal to 10% and transmitted over channels which
exhibit various packet error rates. The results show that the
proposed full scheme is superior to the method in [5] and
the other variants of the full scheme. When the transmission
is error free, the proposed full scheme has lower performance
due to the application of stronger RS codes and the inferior
compression eﬃciency when FMO is used. The gain achieved
by the full scheme over the other methods becomes more
impressive when the channel conditions deteriorate. Specifi-
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Figure 13: PSNR comparison of the proposed full scheme with the
method in [5] for the transmission of the QCIF sequence Foreman
coded at 128 kbps over packet erasure channel with 10% packet
losses.
cally, for the most of the considered transmission scenarios,
the performance gap is roughly 2 dB. It is worth noting that
our three slice group method provides graceful degradation
in image quality when the channel becomes noisier, whereas
the other methods collapse. This is due to the exploitation of
adaptive slice grouping which improves the performance of
error concealment methods and the channel rate allocation
algorithm of Section 3.
For the sake of the comparison, in Figure 13 the full
scheme is compared, in terms of PSNR, with the method
in [5] for transmission of Foreman over channel with 10%
packet losses. As it can be seen, the proposed scheme is, in
general, more robust to packet losses. Moreover, the recon-
struction quality degrades more gracefully. On the contrary,
the method in [5] exhibits unpleasant fluctuations in image
quality.
In Figure 14, we present a visual comparison of the de-
coded sequences by the proposed methods. From Figure 14,
we can see that the three slice group variant of the proposed
method outperforms the other variants. It should also be no-
ticed that the proposed method does not induce annoying
artifacts.
5. CONCLUSIONS
A novel method was proposed for the transmission of
H.264/AVC-coded sequences over packet erasure channels.
The proposed scheme exploits the error resilient features of
H.264/AVC codec and employs Reed-Solomon codes to pro-
tect eﬀectively the resulting streams. A novel macroblock
classification scheme into three slice groups was used for
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Figure 14: Visual comparison of the proposed methods using the frame 68 of the Foreman sequence coded at 96 kbps. Comparison of visual
artifacts induced due to transmission over packet networks encountering 10% packet error rate. Error-free transmission of the (a) single
slice group variant of the proposed scheme (37.32 dB), (c) two slice groups (checkerboard) variant of the proposed scheme (36.58 dB), (e)
three slice groups variant of the proposed scheme (36.06 dB). Frames harmed by noise when sequences are encoded using the (b) single slice
group variant of the proposed scheme (32.86 dB), (d) two slice groups (checkerboard) variant of the proposed scheme (33.47 dB), (f) three
slice groups variant of the proposed scheme (34.93 dB).
improved error resilience. A framework for optimal clas-
sification of macroblocks into slice groups and optimal
unequal error protection was also proposed. Experimental
evaluation showed the superiority of the proposed method
in comparison to well-known schemes for transmission of
H.264/AVC streams.
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avoid aliasing caused by undersampling, the corresponding
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cost and fabrication complexities may make this impractical.
More fundamentally, smaller detectors capture fewer pho-
tons, which can lead to potentially severe noise levels in the
acquired imagery. Considering these factors, one may choose
to accept a certain level of undersampling or to sacrifice some
optical resolution and/or field-of-view.
In image super-resolution (SR), postprocessing is used to
obtain images with resolutions that go beyond the conven-
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spatial-frequency content that goes beyond the cut-oﬀ fre-
quency of the optics. Such techniques typically must rely on
extensive a priori information. In other image acquisition
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subsequent postprocessing requirements, or transmission bi-
trate constraints that require data compression. We refer to
the process of overcoming the limitations of the FPA in order
to obtain the full resolution aﬀorded by the selected optics as
“detector SR.” Note that some methods may seek to perform
both optical and detector SR.
Detector SR algorithms generally process a set of low-
resolution aliased frames from a video sequence to produce
a high-resolution frame. When subpixel relative motion is
present between the objects in the scene and the detector ar-
ray, a unique set of scene samples are acquired for each frame.
This provides the mechanism for eﬀectively increasing the
spatial sampling rate of the imaging system without reduc-
ing the physical size of the detectors.
With increasing interest in surveillance and the prolifera-
tion of digital imaging and video, SR has become a rapidly
growing field. Recent advances in SR include innovative al-
gorithms, generalized methods, real-time implementations,
and novel applications. The purpose of this special issue is
to present leading research and development in the area of
super-resolution for digital video. Topics of interest for this
special issue include but are not limited to:
• Detector and optical SR algorithms for video
• Real-time or near-real-time SR implementations
• Innovative color SR processing
• Novel SR applications such as improved object
detection, recognition, and tracking
• Super-resolution from compressed video
• Subpixel image registration and optical flow
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In recent years, increased demand for fast Internet access and
new multimedia services, the development of new and fea-
sible signal processing techniques associated with faster and
low-cost digital signal processors, as well as the deregulation
of the telecommunications market have placed major em-
phasis on the value of investigating hostile media, such as
powerline (PL) channels for high-rate data transmissions.
Nowadays, some companies are oﬀering powerline com-
munications (PLC) modems with mean and peak bit-rates
around 100 Mbps and 200 Mbps, respectively. However,
advanced broadband powerline communications (BPLC)
modems will surpass this performance. For accomplishing it,
some special schemes or solutions for coping with the follow-
ing issues should be addressed: (i) considerable diﬀerences
between powerline network topologies; (ii) hostile properties
of PL channels, such as attenuation proportional to high fre-
quencies and long distances, high-power impulse noise oc-
currences, time-varying behavior, and strong inter-symbol
interference (ISI) eﬀects; (iv) electromagnetic compatibility
with other well-established communication systems work-
ing in the same spectrum, (v) climatic conditions in diﬀer-
ent parts of the world; (vii) reliability and QoS guarantee for
video and voice transmissions; and (vi) diﬀerent demands
and needs from developed, developing, and poor countries.
These issues can lead to exciting research frontiers with
very promising results if signal processing, digital commu-
nication, and computational intelligence techniques are ef-
fectively and eﬃciently combined.
The goal of this special issue is to introduce signal process-
ing, digital communication, and computational intelligence
tools either individually or in combined form for advancing
reliable and powerful future generations of powerline com-
munication solutions that can be suited with for applications
in developed, developing, and poor countries.
Topics of interest include (but are not limited to)
• Multicarrier, spread spectrum, and single carrier tech-
niques
• Channel modeling
• Channel coding and equalization techniques
• Multiuser detection and multiple access techniques
• Synchronization techniques
• Impulse noise cancellation techniques
• FPGA, ASIC, and DSP implementation issues of PLC
modems
• Error resilience, error concealment, and Joint source-
channel design methods for video transmission
through PL channels
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The cross-fertilization between numerical linear algebra and
digital signal processing has been very fruitful in the last
decades. The interaction between them has been growing,
leading to many new algorithms.
Numerical linear algebra tools, such as eigenvalue and sin-
gular value decomposition and their higher-extension, least
squares, total least squares, recursive least squares, regulariza-
tion, orthogonality, and projections, are the kernels of pow-
erful and numerically robust algorithms.
The goal of this special issue is to present new eﬃcient and
reliable numerical linear algebra tools for signal processing
applications. Areas and topics of interest for this special issue
include (but are not limited to):
• Singular value and eigenvalue decompositions, in-
cluding applications.
• Fourier, Toeplitz, Cauchy, Vandermonde and semi-
separable matrices, including special algorithms and
architectures.
• Recursive least squares in digital signal processing.
• Updating and downdating techniques in linear alge-
bra and signal processing.
• Stability and sensitivity analysis of special recursive
least-squares problems.
• Numerical linear algebra in:
• Biomedical signal processing applications.
• Adaptive filters.
• Remote sensing.
• Acoustic echo cancellation.
• Blind signal separation and multiuser detection.
• Multidimensional harmonic retrieval and direc-
tion-of-arrival estimation.
• Applications in wireless communications.
• Applications in pattern analysis and statistical
modeling.
• Sensor array processing.
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Wavelet transforms are arguably the most powerful, and
most widely-used, tool to arise in the field of signal pro-
cessing in the last several decades. Their inherent capac-
ity for multiresolution representation akin to the operation
of the human visual system motivated a quick adoption
and widespread use of wavelets in image-processing appli-
cations. Indeed, wavelet-based algorithms have dominated
image compression for over a decade, and wavelet-based
source coding is now emerging in other domains. For ex-
ample, recent wavelet-based video coders exploit techniques
such as motion-compensated temporal filtering to yield ef-
fective video compression with full temporal, spatial, and fi-
delity scalability. Additionally, wavelets are increasingly used
in the source coding of remote-sensing, satellite, and other
geospatial imagery. Furthermore, wavelets are starting to be
deployed beyond the source-coding realm with increas ing-
interest in robust communication of images and video over
both wired and wireless networks. In particular, wavelets
have been recently proposed for joint source-channel cod-
ing and multiple-description coding. This special issue will
explore these and other latest advances in the theory and ap-
plication of wavelets.
Specifically, this special issue will gather high-quality, orig-
inal contributions on all aspects of the application of wavelets
and wavelet theory to source coding, communications, and
network transmission of images and video. Topics of interest
include (but are not limited to) the theory and applications
of wavelets in:
• Scalable image and video coding
• Motion-compensated temporal filtering
• Source coding of images and video via frames and
overcomplete representations
• Geometric and adaptive multiresolution image and
video representations
• Multiple-description coding of images and video
• Joint source-channel coding of images and video
• Distributed source coding of images and video
• Robust coding of images and video for wired and
wireless packet networks
• Network adaption and transcoding of images and
video
• Coding and communication of images and video in
sensor networks
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