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Introduction
Friction is a well-known and studied phenomenon, that takes place across many different scales.
Besides everyone’s daily life, it is of great concern to both pure and applied sciences, as well as to
many technological problems like adhesion, lubrication, wear and many others. Due to continuing
device miniaturization, friction imposes serious constraints and limitations on the performance and
lifetime of advanced technological microdevices.
Although significant progress in understanding some factors that determine the response of con-
fined system under shear has been achieved during the last decades, and much historical and recent
insight obtained into the basic mechanisms that control tribological phenomena, a fundamental
and thermodinamically based theoretical description of friction is still lacking.
The idea of modeling the sliding between two surfaces dates back to the 30s [8, 27, 44], with the
renowned Prandtl-Tomlinson and Frenkel-Kontorova models. On the experimental side, interfa-
cial phenomena have developed over the last two decades thanks to the advent of new meso- and
nano-scale instruments like Surface Force Apparatus (SFA) [23], Atomic Force Microscope (AFM)
or Quartz Crystal Microbalance (QCM) [4,22,28]. Finally, the development of modern computers
has lead the way to a rich variety of non-equilibrium Molecular Dynamics (MD) simulations [18,33].
Despite these studies from several perspectives, friction still lacks a general theory or approach,
mainly due to the complexity in identifying few relevant variables for the frictional dynamics,
among a macroscopic number of degrees of freedom, suitable for the description of the main slow
modes of the system.
The main goal of the following PhD research project is to try to fill this gap using statistically based
techniques developed in the fields of data science and biomolecular simulations, like clustering
algorithms and Markov State Modeling, here extended to non-equilibrium phenomena. Their
combined effect is to reduce the dimensionality of the system, by singling out a few, slow, and
most relevant time scales and the observables that best describe them.
The method we have developed comprises three main steps: a long atomistic Molecular Dynamics
(MD) simulation of steady-state frictional sliding, a dimensional reduction [14, 46, 47] and finally
an analysis of the time scales that underlie the transitions between the main events.
To develop the new method, systems of increasing complexity were successfully considered, from a
1D model [38, 50] to a realistic three-dimensional (3D) system of an island of graphene sliding on
a rough substrate of gold.
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Chapter 1
Theoretical background
In this chapter we are going to give a description of the main features of Nanotribology. This
science is devoted to the study of friction at meso- and nano-scale. A lot of efforts have been
made both on the experimental and on the computational side in the last decades, to analyze
a lot of different phenomena, including adhesion, lubrication, wear, contact formation and many
others [52,54]. Moreover, remarkable development in nanotechnology and in computing hardware
has provided the possibility to study tribological processes, supplying very detailed information on
the atomic scale for realistic interfaces.
In the following, we are going to give a brief presentation of the two main minimalistic models
describing friction: the Prandtl-Tomlinson model [8, 44] and the Frenkel-Kontorova model [27].
Even such essential toys will make the reader able to appreciate the key aspects of tribology at the
nanoscale.
The last part will be instead devoted to the introduction of sliding on rough surfaces and to
the description of the realistic model of a circular-shaped island of graphene sliding on a rough
substrate of gold that has been the subject of our final study.
1.1 Friction models
1.1.1 Prandtl-Tomlinson model
The Prandtl-Tomlinson model [8, 44] is the simplest model of friction able to address all the
problems of nanoscale tribology. Moreover, it captures the core of Friction Force Microscopy
(FFM), where friction forces are measured by dragging an AFM tip along a surface.
The Prandtl-Tomlinson model is constituted by a mass m, mimicking the AFM tip, sliding over
a sinusoidal potential, which plays instead the role of the crystalline substrate, like in Figure 1.1.
The point tip is pulled by a spring of constant K, extending between the mass and the microscope
support stage, that is driven with a constant velocity v relative to the substrate. The total potential
experienced by the tip is the following:
U(x, t) = −U0 cos
(
2pi
a
x
)
+
K
2
(x− vt)2 , (1.1)
where U0 is the amplitude of the potential, a its periodicity. The instantaneous lateral friction
measured in experiments is FL = −K(x− vt), and the kinetic friction Fk is the time average of F .
The tip is localized in the first position x = xtip where the first derivative of U(x, t) with respect
to x is zero [13]:
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Figure 1.1: Prandtl-Tomlinson model.
∂U(x, t)
∂x
=
2piU0
a
sin
(
2pi
a
xtip
)
+K(xtip − vt) = 0 . (1.2)
Expanding the sinusoidal term to the first order in Equation 1.2, we obtain the initial velocity of
the tip: vtip(0) =
dxtip
dt |t→0 = v/(1 + η), where we have introduced the dimensionless parameter
η = 4pi2U0/(Ka
2), which represents the ratio between the stiffnesses of the tip-substrate potential
and the pulling spring.
Figure 1.2 shows a numerical solution of Equation 1.2, where xtip = xmin(t) is represented as a
function of time t. The time dependence of the first local maximum of U(x, t), xmax(t), is also
shown in the figure. The first-order expansion we have used remains valid as far as the tip velocity
does not change significantly. At a certain time, however, the tip velocity increases sharply, and a
critical value xc is reached, where xtip = xmax, the equilibrium is lost, and the tip suddenly jumps
out of equilibrium. When xmin → xc the velocity of the tip tends to infinite.
The critical position xtip = xc is obtained from the condition that the second derivative of the
total potential U(x, t) with respect to x is zero:
∂2U(x, t)
∂x2
= −4pi
2U0
a2
cos
(
2pi
a
xc
)
+K = 0 , (1.3)
which gives as a result xc = a · arccos(−1/η)/2pi. The absolute value of the lateral force revealed
by the AFM at the critical position Fc is obtained from Equations 1.2 and Equation 1.3:
Fc =
Ka
2pi
√
η2 − 1 . (1.4)
When η < 1, the total potential U(x) exhibits only one minimum and the time-dependent sliding
motion is smooth; for η > 1, two or more minima appear in U(x), and the sliding is discontinuous,
characterized by stick-slip transitions; the value η = 1 represents the transition from smooth sliding
to slips by one lattice site (single-slip regime), see Figure 1.3.
In experiments, the effective value of the PT parameter η can be controlled by the variation of the
normal load on the contact, which changes the corrugation of the potential.
The energy amount ∆U = |∆FL| · a released in each tip jump can be evaluated numerically as a
function of the friction parameter η (see Figure 1.4). If η < 1, i.e. when the contact is stiff or
4
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Figure 1.2: First minimum (thicker line) and maximum (thinner line) of the potential U(x, t) as a
function of time, Prandtl-Tomlinson model. From [13].
Figure 1.3: Prandtl-Tomlinson model: different stick-lip regimes. From [54].
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the tip–sample interaction is very weak, the equations for the critic force and the critic position
have no solutions. In such case, the instabilities are completely canceled, so that no abrupt release
of energy occurs, and ∆U = 0. In what follows, we will refer to this case as the superlubric
regime. Figure 1.4 shows that the transition from stick-slip to superlubricity is smooth, i.e. the
energy dissipation vanishes when η → 1 without abrupt variations. In this sense, we can say that
the friction parameter η behaves like an order parameter in a second-order phase transition. The
relation between ∆U and η can be analytically evaluated only in the extreme cases η → 1 and
η →∞, where the dependencies ∆U ∼ U0(η − 1)2 and ∆U ∼ U0 respectively hold.
Figure 1.4: Prandtl-Tomlinson model: energy dissipation per cycle as a function of the frictional
parameter η. From [44].
The main aspect of thermal effects on friction were considered in the pioneering work by Prandtl
[44]. Thermal effects can be incorporated into the model in Equation 1.1 by adding a thermal
random force fˆ(t) to the conservative force between the slider and substrate and the damping
term −mγx˙. Then the tip motion is described by the following Langevin equation:
mx¨+mγx˙ = −∂U(x, t)
∂x
+ fˆ(t) . (1.5)
The random force should satisfy the fluctuation-dissipation theorem; it has been chosen with zero
mean 〈fˆ(t)〉 = 0 and δ correlated, 〈fˆ(t)fˆ(t′)〉 = 2mγkBTδ(t− t′), where kB denotes the Boltzmann
constant and T is the temperature. The random forces and the damping term arise from inter-
actions with phonons and/or other fast excitations that are not treated explicitly. In the thermal
Prandtl-Tomlinson model, beside the parameter η, thermal fluctuations bring out a new dimen-
sionless parameter ∆ representing the ratio between the pulling rate v/a and the characteristic
rate of thermally activated jumps over the potential barriers, ω0 exp(−U0/kBT ), where ω0 is the
attempt frequency. As a result, one should distinguish between two regimes of motion: ∆ 1, the
regime of very low velocities or high temperatures (typically v < 1 nm/s at room temperature),
where the tip has enough time to jump back and forth across the barrier, and ∆ 1, the stick-slip
regime of motion, where thermal fluctuations only occasionally assist the tip to cross the barrier
before the elastic instability is reached.
Several generalizations of the original one-dimensional PT model have marked new steps towards
6
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understanding and implementation of frictional phenomena, considering the two-dimensional struc-
ture of surfaces, coupling between normal and lateral motion of the slider, etc.
1.1.2 1D Frenkel-Kontorova model
The second model we present is the simplest one that takes into account particle-particle interac-
tion: the Frenkel-Kontorova (FK) model [27] in one-dimension. We refer to [54] for the parameters
of the model. The standard FK model Hamiltonian is:
H(t) =
∑
i
[
p2i
2m
+
K
2
(xi+1 − xi − ac)2 + U0
2
cos
(
2pixi
ab
)
+
κ
2
(xi − vdrag · t)2
]
. (1.6)
It consists of a chain of particles linked with springs of constant K, subject to a constant periodic
potential of magnitude U0. The chain is dragged with a constant velocity vdrag applied to the
whole chain or to the center of mass, thanks to a set of springs (or one spring) of constant κ. The
two main lengths of the system, the springs equilibrium distance ac and the substrate periodicity
ab, can coincide or be mismatched. In the first case the FK model is named commensurate, in-
commensurate otherwise (see Figure 1.5).
Figure 1.5: Sketch of 1D Frenkel-Kontorova. From [54].
The first term in Equation 1.6 is the kinetic energy of the chain, the second one describes the
harmonic interaction of the nearest neighbors in the chain, and the last term is the interaction of
the chain particles with the periodic potential. Static friction is probed driving all atoms with an
extra adiabatically increasing force until sliding initiates.
Tribological processes in the FK model are ruled by kink (topological soliton) excitations. Consider
the simplest case of the trivial commensurate ground state when the number of atoms N coincides
with the number of minima of the substrate potential M , so that the dimensionless concentration
Θ = N/M = ab/ac = 1. In this case, adding (or subtracting) one extra atom results in a chain
configuration with a kink (or an antikink) excitation. After relaxation, the minimum energy
configuration corresponds to a local compression (or extension in the antikink case) of the chain.
Kinks are important because they move along the chain far more easily than atoms: the activation
energy for kink motion (the Peierls-Nabarro barrier) is always smaller or much smaller than the
amplitude U0 of the substrate potential. Because the kinks (antikinks) correspond to extra atoms
(vacancies), their motion provides a mechanism for mass transport along the chain and are thus
responsible for mobility, conductivity, and diffusivity. Moreover, a kink (antikink) can be more or
less localized, depending on the stiffness of the springs and on the corrugation of the potential. The
7
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more a kink is delocalized, the smaller is its Peierls.Nabarro barrier, and the larger its mobility.
For a fixed type of kink (antikink) excitation, the higher the concentration of kinks, the higher will
be the system mobility [53]. When the ground state is commensurate (i.e., Θ = 1), at non-zero
temperature, the first step to initiate motion in the FK model is the creation of a kink-antikink
pair. When the chain is of finite extension, kinks are usually generated at one end of the chain
and then propagate along the chain until disappearing at the other free end. Each run of the kink
(antikink) through the chain results in the shift of the whole chain of one lattice constant ab. In
the case of a finite film confined between two solids, one may similarly expect that the onset of
sliding is initiated by the creation of local compression (kink) at the boundary of the contact, while
kink motion is the basic mechanism of sliding.
Let the substrate period ab and the natural period of the chain ac be such that their ratio Θ = ab/ac
is irrational. Roughly speaking, in this case the FK chain acquires a ‘staircase’ deformation, with
regions of approximate commensurability separated by regularly spaced kinks (or antikinks in
Θ < 1). If there is a nonzero probability to find particles arbitrarily close to the maximum potential
energy U0, these kinks are unpinned and mobile, otherwise they are pinned. For a fixed amplitude
of the substrate potential U0, the FK undergoes a transition (called the Aubry transition, [42]) at
a critical value K = Kc of the chain stiffness. Kc depends dramatically and discontinuously on the
incommensurability ratio ab/ac defining the interface. In particular, it has been proven [6] that Kc
takes the minimal possible value given by Kc ∼ 1.029 (in units of 2U0(pi/ab)2) for the ratio equal to
the golden mean ab/ac = (1 +
√
5)/2. From a physical point of view, this means that for K > Kc
there is a continuum set of ground states that can be reached adiabatically by the chain through
non-rigid displacements of its atoms at no energy cost. On the other hand, for K < Kc, the atoms
are all trapped close to the minima of the substrate potential and thus require a finite energy
per kink (equal to the Peierls-Nabarro barrier) to move over the corrugated substrate. Thus, for
the incommensurate contacts above the Aubry transition (K > Kc) the kinks are mobile, chain
sliding is initiated by even the smallest driving force, and, accordingly, the static friction force
vanishes; the chain is defined superlubric. On the other hand, below Kc the two incommensurate
1D surfaces are locked together due to the pinning of the kinks that separate local regions of
common periodicity, and in this case we expect stick-slip motion. Note that a finite-size T = 0 FK
model is always statically pinned, even for an irrational value of ab/ac because of the locking of the
free ends of the chain. At finite temperature, pinning can be overcome by thermal fluctuations,
which can initiate sliding even in the most-pinned state, the fully commensurate one.
1.1.3 2D Frenkel-Kontorova model
In our work we have also focused on the two-dimensional version of FK model, in particular on the
incommensurate case. The system is an hexagonal-shaped slider composed of N = 1027 particles
displaced on a triangular lattice as shown in Figure 1.6, 19 for each side. The particles are coupled
by nearest neighbor springs of constant K.
The center of mass is coupled by a spring of constant κ to a dummy tip which drags it with
constant velocity vext, so that the full Hamiltonian reads:
H(t) =
∑
i
[
p2i
2m
+
K
2
(ri+1 − ri − aH)2 + V (ri) + κ
2
(xCM − vext · t)2
]
, (1.7)
where r = (x, y) and the potential V (r) has the following form:
V (x, y) = U0
[
2 cos
(
2pi
aS
x
)
cos
(
2pi
aS
y√
3
)
+ cos
(
4pi
aS
y√
3
)]
. (1.8)
The two main lengths of the system are slightly incommensurate, with ratio θ = aS/aH ' 1.07.
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Figure 1.6: 2D Frenkel Kontorova: hexagonal island.
1.2 Sliding on rough substrates
The last part of this PhD project has been focused on studying the sliding of a circular island of
graphene on a rough substrate of gold. Why a rough substrate? Even a surface which appears to
be flat at a millimeter scale may contain micrometer scale asperities i.e., the surface is rough. If
we bring two surfaces in contact, only these asperities really touch each other. Friction and energy
dissipation are due to the interaction between the asperities of the different surfaces.
1.2.1 The old school: phenomenological laws
Contact and rubbing between surfaces, because of its enormous practical and technological impor-
tance, has stimulated progress all over the centuries [54]. A lot of historical figures have started to
analyze it as a physical problem, formulating pioneering phenomenological laws. According to Da
Vinci, Amonton, Desaguliers, Euler’s and Coulomb’s early studies, friction is:
• proportional to the normal load
• independent from the apparent area of contact
• independent from the sliding velocity
However, due to surfaces generally rough nature, the real area of contact is orders of magnitude
smaller than the apparent area of contact [35], as sketched in Figure 1.7(top). Moreover, the
contact area varies when a non-zero load is applied (Figure 1.7, bottom).
1.2.2 Real vs. apparent area of contact: Bowden and Tabor (1950)
Tribology, after centuries of research, had to wait for the milestone work of Bowden and Tabor in
1950 [5] in order to improve the phenomenological description of sliding on rough substrates. In
fact, Bowden and Tabor produced a collection of facts and models on friction and lubrication that
has become the standard on friction and lubrication for a couple of decades. Their adhesion model
for friction at the micrometer scale, or plastic junction model, assumes that friction is proportional
9
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Figure 1.7: Real vs. apparent contact area. The length scale of interest depends on the normal
load acting between the surfaces. A real contact area cannot be defined for zero load (top), whereas
for finite normal force small asperities are destroyed (bottom). From [35].
to both the real area of contact and a mean lateral force per unit area, the so-called shear strength:
Ffrict = σAR, where AR denotes the real area of contact and σ is the shear strength. Friction is
proportional to the real area of contact as is connected to adhesion, and energy loss in the friction
mechanism is described as plastic deformation of the asperities. The understanding of friction at
the micrometer scale has been reduced to an understanding of two new quantities: shear strength
and area of contact, which is considered to be intrinsically rough.
The shear strength is a material constant, and σ is assumed experimentally to be independent from
the applied load FN . When one neglects any dependence of σ on the normal force, the resulting
experimental problem is to measure the real area of contact as a function of the applied load.
This quantity depends on the length scale considered: at every different resolution the surface will
show different kinds of roughness, down to the atomic level. The situation is again different if a
finite normal force FN is acting on the asperities. Due to the material elasticity, all structures
on a length scale which is smaller than a typical length Rtypical =
√
DFN are destroyed, due to
deformation. According to Hertz, in fact, the radius a of a contact area for a perfectly spherical
asperity of radius R is a = (DRFN )
1/3
. The condition a = R leads then to Rtypical =
√
DFN .
Here, D is a quantity that relates the elastic moduli and Poisson’s numbers of both the sphere
and the plane. The hypothesis is that, when the contact radius of an asperity is larger than the
asperity itself, it is elastically destroyed. This concept will be more clear after the description of
the Hertzian model, which will be discussed in more detail below.
1.2.3 Single asperity contact
It is convenient to start our considerations on the real area of contact by analyzing the case of a
single asperity. The main distinction is between plastic and elastic point contacts.
In Bowden and Tabor’s model, the deformation of the surface asperities is assumed to be totally
plastic. Because of this, the area of contact is inversely proportional to the yield pressure pm of
the asperity. Therefore, AR is independent from the geometrical area of contact and proportional
to the normal load. Having considered the shear strength σ as a constant, the friction force Ffrict
is then proportional to the load, like in Amonton’s law. However, it is unlikely that friction is
10
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totally plastic.
The opposite argument is the one of Hertz [21], which considers the contact between surfaces as
purely elastic. The demonstration of Hertz based on the contact between two spheres of radii R
and R′, as shown in Figure 1.8.
Figure 1.8: Single asperity contacts for different models: Hertzian, JKR, Bradley and DMT.
From [35].
For symmetry reasons, the area of contact between the sphere and the plane is a circle and its area
is:
AR = pi(DR)
2/3
FN
2/3 , (1.9)
where R is the radius of the sphere, D is a quantity that relates the elastic moduli and Poisson’s
numbers of both the sphere and the plane. Note that the result AR ∝ FN 2/3 in Equation 1.9 is
important: assuming that the shear strength σ is independent from the load, then FL ∝ FN 2/3,
which is in contradiction with Amonton’s law.
A further generalization of the single asperity contact is described in the work of Johnson et al. [24],
extending the Hertzian model with the inclusion of adhesion. The real area of contact is described
by Equation 1.10:
A(FN ) = pi(DR)
2/3(FN + 3piγR+
√
6piγRFN + (3piγR)
2
)
2/3
(1.10)
where D and R are the same symbols used in the previous equations. In the JKR model the real
area of contact at zero load has the value A(0) = pi(6piDγR2)
2/3
, which means it has to be applied
a negative load to break the contact. In the limit of zero surface tension γ → 0, and also for
large forces compared to γR, the JKR result coincides asymptotically with the Hertzian result in
Equation 1.9.
Experiments have been carried out to validate the models described up to now. The results show
that for small load the JKR model fits the experimental data very well, whereas the Hertz model is
not able to reproduce the observed contact diameters. However, for loads in the jump-off-contact
regime also the JKR theory does not fit very well.
Some more models have been developed to describe the contact area between a plane and a sphere.
The first one, by Bradley [30], considers only adhesion between two rigid spheres which are not
allowed to deform. The second one, called DMT [10] model, assumes the deformation of the sphere
to behave like Hertzian theory, with an additional adhesion between the whole sphere and the
plane, whose effect goes beyond the contact area, contrary to the JKR model. Finally, in a more
recent work by Maugis [34], a Dugdale piece-wise linear potential is used to model the separation
energy of a single asperity contact. The Dugdale potential has a slope σ0 for separations d < h0
and is constant for d > h0 (see Figure 1.9, top). The resulting interaction force is constant, with
values −σ0 for distances d < h0, and vanishes for separations d > h0 (Figure 1.9, bottom).
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Figure 1.9: Schematics of the Dugdale model potential. Top: the potential shape. Bottom: the
corresponding force law. From [35].
All the theories presented so far (Hertz, JKR, Bradley, DMT, Maugis) can be compared based on
the following adimensional parameter λ:
λ = 2σ0
(
9R
16piw(E∗)2
)1/3
, (1.11)
which is a measure of the magnitude of the elastic deformation at the point of separation compared
to the range of surface forces. Thus, λ is small for hard materials and is large for soft materials.
In Equation 1.11, σ0 denotes the depth of the potential well and w = h0σ0 is the adhesion energy.
R denotes the radius of the sphere and E∗ = 3/4D−1 is the combined elastic modulus.
1.2.4 Statistical ensemble of asperities: apparently flat surfaces
We will now extend the results obtained for a single asperity contact to a statistical ensemble of
asperities.
The fully plastic contact can be described in a way similar to the one of a single asperity, as
the condition that we have only one single asperity has never been used. Therefore, the result
is the same as in Equation 1.9. For the elastic contact, the milestoning work of Greenwood and
Williamson [17] (1966) has to be taken into account. They considered a surface with a random
distribution of asperity heights, where every asperity has the same radius of curvature β at the
summit, which is pressed against a plane. The separation of the reference lines is denoted by d.
If we consider the deformation of an asperity with height z, then w = z − d is the “penetration
depth” (see Figure 1.10).
Using Hertz theory of a totally elastic contact (see Equation. 1.9), we obtain the area of contact
of this asperity:
A =
{
piβw if x ≥ 0
0 if x ≤ 0 . (1.12)
12
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Figure 1.10: The overlap of a rough surface with a geometrical plane. According to the Greenwood
and Williamson theory the asperities above the plane are deformed elastically according to Hertzian
theory (see [35]).
The load acting on the asperity after Hertz is FN =
β1/2
D w
3/2, where D is the inverse plane stress
modulus discussed above. The probability that a given asperity has a height between z and z+ dz
will be Φ(z)dz. The standard deviation of the height distribution is denoted σ0. It can be proven
that the real area of contact is:
piNβ
∞∫
d
(z − d)Φ(z)dz . (1.13)
Note that the total number of asperities N is proportional to the nominal contact area N = ηAG
and therefore AR ∝ AG. In the same manner, from the expression of the load we find that the
total load is:
FN =
Nβ1/2
D
∞∫
d
(z − d)3/2Φ(z)dz . (1.14)
If we take the simplest distribution for asperity heights, e.g. exponential (Φ(z) = e−d/σ), the
integrals in Equation 1.13 and Equation 1.14 can be solved exactly, obtaining a real contact area
proportional to the load, as known empirically. Moreover, the average size of contact spots is
independent from the load. In fact, the size of any individual contact spot increases with load,
but at the same time new, small spots are formed and there is a perfect balance which leaves the
average unchanged. This leads to the conclusion that the proportionality between area and load
lies in the statistics of surface roughness. In Figure 1.11, the relation between friction force and
normal load for a Gaussian height distribution Φ(z) = e−z
2
is shown. This distribution is similar
to the one obtained experimentally. This is valid just when the real contact area is much smaller
than the macroscopic contact area.
The Greenwood-Williamson theory was a great success, since it was able to explain Amonton’s
law without the (unphysical) assumption that every deformation between the asperities is plastic.
However, there are two parameters working as input to the theory which are not easy to measure.
First, a well-defined number of asperities N must be measured, which is a nearly impossible task
to do. The height distribution turns out to be quite different for various materials and strongly
dependent on the surface finish; however, an approximately Gaussian behavior is present in a
lot of materials. The problem of correct counting and measuring asperities has been solved by
Whitehouse and Archard in 1970 [57], using the concept of self-similarity, first introduced by
13
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Figure 1.11: The relation between friction force and normal load within the Greenwood and
Williamson model for a Gaussian height distribution Φ(z) = e−z
2
. Amonton’s law is recovered
with a totally elastic approach (see [17]). This is valid just when the real contact area is much
smaller than the macroscopic contact area.
Archard in its pioneering works [2, 3], where he was able to prove that for a certain self-similar
surface structure, according to Hertz theory, the exponent n in the relation AG ∝ FLn goes to
unity (see Figure 1.12).
1.2.5 Persson’s theory (2001)
In this paragraph, we would like to describe a recent theory of contact mechanics, developed by
Persson in 2001 [39], valid for randomly rough (e.g., self-affine fractal) surfaces (see Figure 1.13).
Persson’s theory is valid for both elastic and plastic deformation and, differently from Greenwood
and Williamson’s theory, it can be applied to surfaces with arbitrary surface roughness, without
the need to define an average radius of curvature for the asperities. In fact, it turns out that the
latter depends strongly on the resolution of the roughness-measuring instrument, or any other form
of filtering, and hence is not unique.
The theory can be described as follows: consider a surface with surface roughness on two different
length scales, as in Figure 1.14. Assume that a rubber block is squeezed against the substrate
and that the applied pressure is large enough to squeeze the rubber into the large “cavities” of
Figure 1.14. Even though the rubber is able to make direct contact with the substrate in the large
cavities, the pressure acting on the rubber at the bottom of a large cavity will be much smaller than
the pressure at the top of a large asperity. Thus, because of the high local pressure, the rubber
may be squeezed into the “small” cavities at the top of a large asperity. However, the pressure at
the bottom of a large cavity may be too small to squeeze the rubber into the small-sized cavities
at the bottom of a large cavity.
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Figure 1.12: Models of surfaces containing asperities of different scales of size. When the de-
formation is elastic the relationships between area of contact A and normal load L converge to
proportionality: a) A ∝ L2/3, b) A ∝ L4/5, c) A ∝ L8/9, d) A ∝ L14/15, e) A ∝ L26/27, f)
A ∝ L44/45. From [35].
Figure 1.13: Self-affine fractal surface with Hurst exponent H=0.5. Credits: J. F. Molinari.
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Figure 1.14: A rubber block squeezed against a substrate with roughness on two different length
scales. The rubber is able to fill out the long-wavelength roughness profile, but it is not able to
get squeezed into the small-sized “cavities” at the bottom of a big cavity. From [39].
Persson’s theory focuses on the quantity A(λ)/A(L), which is the relative fraction of the rubber
surface area where contact occurs on the length scale λ = L/ζ (where ζ ≥ 1). A(λ) is the (appar-
ent) area of contact on the length scale λ (more precisely, the area of real contact if the surface
would be smooth on all length scales shorter than λ, see Figure 1.15), while A(L) = A0 denotes
the macroscopic contact area (L is the diameter of the macroscopic contact area, so that A0 ≈ L2).
It is known from contact mechanics that in the frictionless contacts of elastic solids with rough
surfaces, the contact stresses depend upon the shape of the gap between them before loading.
Thus, without loss of generality, the actual system can be replaced by a flat elastic surface in
contact with a rigid body having a surface roughness profile which result in the same undeformed
gap between the surfaces. By assuming complete contact between the rubber and the substrate
on all length scales smaller than λ [39], and expanding the stress distribution in the contact areas
under the magnification P (σ, ζ + ∆ζ) (where σ is the stress) to linear order in ∆ζ, assuming an
average over regions in ζ as independent processes, the author obtains a diffusion-type equation
for P :
∂P
∂ζ
= G′(ζ)σ02
∂2P
∂σ2
, (1.15)
where G′(ζ) is the derivative of the following function:
G(ζ) =
pi
4
[
E
(1− ν2)σ0
]2ζqL∫
qL
dqq3C(q) , (1.16)
and C(q) is the surface roughness power spectra:
C(q) =
1
(2pi)
2
∫
d2x〈h(x)h(0)〉e−iqx , (1.17)
where z = h(x) is the height of the surface above a flat reference plane (such that 〈h〉 = 0).
Equation 1.15 is a diffusion-type equation where time is replaced by the magnification ζ, and the
spatial coordinate with the stress σ (and where the “diffusion constant” depends on ζ). Hence,
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Figure 1.15: A rubber ball squeezed against a hard, rough, substrate. Left: the system at two
different magnifications. Right: the area of contact A(λ) on the length scale λ is defined as the
real area of contact when the surface roughness on shorter length scales than λ has been removed
(i.e., the surface has been “smoothed” on length scales smaller than λ). From [39].
focusing on P (σ, ζ) on shorter and shorter length scales (corresponding to increasing ζ), P (σ, ζ)
will become broader and broader in σ space. Assuming that only elastic deformation occurs, and
considering the limit σ0  E (which means G(ζ)  1 for most values of ζ), the author obtains
P (ζ) ≈ [piG(ζ)]−1/2 ∝ σ0, so that the area of real contact is proportional to the load.
A large number of surfaces of interest in tribology are self-affine fractal, with an upper cutoff
length λ0 = 2pi/q0 of the order of a few mm. As described in [39], for a self-affine fractal surface
C(q) = C0 for q < q0, while for q > q0 the following scaling relation holds:
C(q) = C0
(
q
q0
)−2(H+1)
, (1.18)
where H = 3−Df is the Hurst exponent, while Df is the fractal dimension of the surface. Using
the scaling relation in Equation 1.18, the author obtains:
A(λ) =
2L(1− ν2)
pih0
(
1−H
piαH
)1/2
FN
E
λ
L
1−H
, (1.19)
so that, if λ1 denotes the short-distance cutoff in the self-affine fractal distribution (which cannot
be smaller than an atomic distance), then Equation 1.19 shows that the area of real contact A(λ1)
is proportional to the load.
Persson’s theory can be generalized to the case where also plastic deformation occurs simply by
replacing the boundary condition P (σ =∞, ζ) = 0 with P (σY , ζ) = 0, which describes that plastic
deformation occurs in the contact area when the local stress has reached σY . In this case, the
function P (ζ) can be divided in three different contributions: Pel(ζ) +Pnon(ζ) +Ppl(ζ) = 1, which
describe the fraction of the original macrocontact area where, under the magnification ζ, elastic,
non-contact or contact with plastic yield has occurred, respectively.
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1.2.6 The fractal dimension of rough surfaces
Most natural surfaces and surfaces of engineering interest are self-affine fractal over a wide range
of length scales, sometimes extending from atomic dimensions to the linear size of the object under
study. Surface roughness is of crucial importance in many engineering applications: for example,
the surface roughness on a road surface influences the tire-road friction or grip. It is therefore
of great interest to understand the nature of surface roughness in engineering applications. In
another work by Persson [40], several examples are provided for the power spectra of different
surfaces with self-affine fractal-like surface roughness; in particular, there are considered randomly
rough surfaces where the statistical properties are transitionally invariant and isotropic. In this
case, the 2D power spectrum defined as in Equation 1.17:
C(q) =
1
(2pi)
2
∫
d2x〈h(x)h(0)〉e−iqx , (1.20)
will only depend on the magnitude of the wavevector q. Here, h(x) is the height coordinate at
the point x = (x, y) and 〈. . .〉 stands for ensemble averaging. From C(q) (angular averaged power
spectrum), many quantities of interest can be directly calculated. For example, the root-mean-
square (rms) roughness amplitude can be written as:
hrms
2 = 2pi
q1∫
q0
dqqC(q) , (1.21)
where q0 and q1 are the small and large wavevector cut-off. The rms slope κ is determined by:
κ2 = 2pi
q1∫
q0
dqq3C(q) . (1.22)
For a self-affine fractal surface, as already stated in Equation 1.18, C(q) ∼ q−2(1+H). Substituting
this in Equation 1.21 gives:
hrms
2 =
piC0
H
q0
2
[
1−
(
q1
q0
)−2H]
, (1.23)
while for Equation 1.22:
κ2 =
piC0
1−H q0
4
[(
q1
q0
)2(1−H)
− 1
]
. (1.24)
Usually, q0/q1  1 and since 0 < H < 1, unless H is very close to 0 or 1, we get:
κ = q0hrms
(
H
1−H
)1/2(
q1
q0
)1−H
. (1.25)
Many surfaces of engineering interest, e.g. a polished steel surface, have rms roughness of order ∼ 1
µm when probed over a surface region of linear size L = pi/q0 ∼ 100 µm. This gives q0hrms ≈ 0.1,
and if the surface is self-affine fractal, the whole way down to the nanometer region (length scale
a) then q1 = pi/a ≈ 1010 m-1 and Equation 1.25 gives κ ≈ 0.1× 105(1−H). From the latter relation
Persson shows that most surfaces of interest, if self-affine fractal from the macroscopic length scale
to the nanometer region, cannot have a fractal dimension larger than Df ≈ 2.3 (or H ≈ 0.7), as
otherwise the average surface slope becomes huge, which is unlikely to be the case as the surface
18
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would be very “fragile” and easily damaged (smoothened) by the mechanical interactions with ex-
ternal objects. In [40], Persson has calculated the 2D roughness spectra of several hundred surfaces
of engineering interest. We report some examples in Figure 1.16. See the caption for more details.
Persson proposes also a simple model of sandblasting, showing that if one assumes that material
removal is more likely at the top of asperities rather than in the valleys (see Figure 1.17), a surface
with relatively low fractal dimension is naturally obtained.
In Persson’s model for sandblasting, a beam of hard particles is sent on the surface orthogonal
to the originally flat substrate surface, and with a laterally uniform probability distribution. The
substrate is considered as a cubic lattice of blocks (or particles) and every particle from the incoming
beam removes a randomly chosen surface block on the solid substrate. As shown in Figure 1.18,
if an incoming particle impacts at site (i, j) (at position (x, y) = (i, j)a, where a is the lattice
constant), then one of the blocks (i, j), (i + 1, j), (i − 1, j), (i, j + 1) or (i, j − 1) is removed. The
author assumes either that the block that has the smallest number of nearest neighbors is removed
(with probability 0.5), since this block is most weakly bound to the substrate, or the highest block
is removed (with probability 0.5). In both cases, if several such blocks exist, the one to be removed
is randomly chosen, unless the block (i, j) is part of the set of blocks, in which case this block is
removed.
Figure 1.19 shows the topography of a surface produced by the eroding process described above,
after removing 76 290 layers of blocks. Figure 1.19 shows the surface roughness power spectrum
as a function of the wavevector (on a log10-log10 scale). The surface is self-affine fractal with the
Hurst exponent H = 1 (or fractal dimension Df = 2), which has also been observed for sandblasted
surfaces.
Finally, more results related to simulation of rough surfaces by erosion processes are presented.
Consider first the most simple picture of sandblasting where a beam of hard particles is sent on the
surface orthogonal to the originally flat substrate surface, and with a laterally uniform probability
distribution. The substrate is again considered as a cubic lattice of blocks (or particles) , and every
particle from the incoming beam removes a randomly chosen surface block on the solid substrate.
This process will result in an extremely rough substrate surface with the Hurst exponent H = −1
and fractal dimension Df = 4. This value of the fractal dimension may seem non natural, especially
in a space that is 3D. A value of the Hurst exponent that is equal to −1 is also very unlikely in
nature. The point, in this case, is that the power spectrum of the generated surface is independent
of the wavevector. In fact, the author obtains C(q) = C0 (a constant), and using the definition
C(q) ∼ q−2(1+H), this results in H = −1. In Figure 1.21 it is shown the power spectrum after
removing 76 290, 19 070 and 2384 layers of blocks assuming process (a+b) as in Figure 1.20.
For short time of sandblasting, a large roll-off region prevails which decreases toward zero as the
sandblasting time increases. In Figure 1.22 the surface roughness power spectrum obtained using
the random removal model is compared with the random removal with relaxation models like sand
blasting (a) and lapping with sand paper (b), or the combined (a+b) after removing 19 070 layers
of blocks. The models of random removal are shown in Figure 1.17.
The corresponding topography pictures for processes (a), (b) and (a+b) are shown in Figure 1.23.
The random removal gives a constant power spectrum. The random removal with relaxation model
(a) gives also unphysical surface topography with high sharp spikes. The (a+b) model gives results
in agreement with experiments, which shows, as expected, that both removal (or smoothing) of
high regions (asperity tops) and low coordinated surface volumes are important in sandblasting.
Random removal results in an interface which is uncorrelated (see Figure 1.22). The columns
shrink independently, as there is no mechanism that can generate correlations along the interface.
The other erosion processes [(a), (b), (a+b)] all involve correlated removal of material, allowing
the spread of correlation along the surface.
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Figure 1.16: Some examples of 2D power spectrum for “natural” surfaces. From top to bottom, a
sandblasted PMMA surface based on height profiles measured using 1D-stylus instrument (Hurst
exponent H = 1 or fractal dimension Df = 2), a grinded steel surface (Hurst exponent H = 0.72
or fractal dimension Df = 2.28) and a human wrist skin surface analysis obtained from AFM
measurements (Hurst exponent H = 0.89 or fractal dimension Df = 2.11). All the Figures are in
log10-log10 scale. From [40].
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Figure 1.17: Sand blasting (a) and lapping with sand paper (b) will roughen an initially flat surface
but in such a way that high and sharp asperities never form, i.e. the removal of material is easier
at the top of the asperities than at the valley. This will result in a rough surface with low fractal
dimension. From [40].
Figure 1.18: Incoming particles (colored arrows) and the blocks removed by the impact (black
squares surrounded by colored rims) for a 1D version of the simulation model used. For the 2D
model, if a particle impact at site (i, j) (at position (x, y) = (i, j)a, where a is the lattice constant),
then one of the blocks (i, j), (i+ 1, j), (i− 1, j), (i, j + 1) or (i, j − 1) is removed. Of these blocks,
it is assumed either that the block that has the smallest number of nearest neighbors is removed
(with probability 0.5), since this block is most weakly bound to the substrate, or the highest block
is removed (with probability 0.5). In both cases, if several such blocks exist, the one to be removed
is randomly chosen, unless the block (i, j) is part of the set of blocks, in which case this block is
removed. From [40].
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Figure 1.19: Topography picture of a surface produced by the eroding process described in Fig-
ure 1.18 after removing 76 290 layers of blocks. The surface plane consists of 2048x2048 blocks.
The surface is self-affine fractal with the Hurst exponent H = 1 (or fractal dimension Df = 2), see
Figure 1.20. The width of the removed particles (or blocks) is a = 0.1 µm. The surface has the
rms roughness hrms = 2.1 µm and the rms slope κ = 1.04. From [40].
Figure 1.20: The surface roughness power spectrum as a function of wavevector, log10-log10 scale,
after removing 76 290 layers of blocks (surface topography in Figure 1.19. The surface plane
consists of 2048x2048 blocks. The surface is self-affine fractal with the Hurst exponent H = 1 (or
fractal dimension Df = 2). The linear size of the removed blocks has been assumed to be a = 0.1
µm. From [40].
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Figure 1.21: The surface roughness power spectrum as a function of wavevector, log10-log10 scale,
for the erosion processes (a+b) (see Figure 1.17), after removing 2384 (blue), 19 070 (green) and
76 290 (red) layers of blocks. The wavevector is in units of 1/a, and the power spectrum is in units
of a4. From [40].
i
Figure 1.22: The surface roughness power spectrum as a function of wavevector, log10-log10 scale,
for all the erosion processes considered, after removing 19 070 layers of blocks. The wavevector is
in units of 1/a, and the power spectrum is in units of a4. From [40].
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Figure 1.23: Topography picture of surfaces produced by the eroding processes (a), (b) and (a+b)
after removing 19 070 layers of blocks. The surface plane consists of 2048x2048 blocks. The rms
roughness values are in units of a. Random removal is not shown as it gives an extremely rough
surface. From [40].
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The Contact-Mechanics challenge
Surfaces with a spectrum similar to the ones in [40] have been used in a contact-mechanics modeling
challenge announced by Martin Muser [36], in 2017. The participants could rely on mathematical
methods, simulations or experiments. We will not describe in details all the methodologies used
and the results. Instead, we will briefly sketch the surface topography adopted in [36], as it is
strictly related to the one studied in our realistic model simulation. The surface topography was
produced by drawing random numbers for the Fourier transform of the height profiles h˜(q) having
a mean of zero and, on average, a second moment defined by the height spectrum:
C(q) ≡ 〈|h˜(q)|2〉 = C(qr)×

1 for λr < 2pi/q ≤ L
(q/rr)
−2(1+H)
for λs ≤ 2pi/q < λr
0 else
. (1.26)
Here, L = 0.1 mm is the linear dimension in x and y of the periodically simulated cell, λr = 20 µm
is the roll-off wavelength, qr = 2pi/λr and λs = 0.1 µm is the short wavelength cutoff, below which
no roughness is considered. H = 0.8 is the Hurst roughness exponent. 〈. . .〉 in Equation 1.26
denotes an average over different, random-surface realizations, or, alternatively, a local running
average of the real spectrum. A graph showing the spectrum is presented in Figure 1.24. The
features of the spectrum are similar to those found experimentally for a wide variety of surfaces
(as in Reference [40]). The resulting surface topography arising from the spectrum is depicted in
Figure 1.25.
Figure 1.24: Height spectrum C(q) from which the height distribution is drawn. It is normalized
to its value at the roll-off wave number qr. From [36].
25
26 Chapter 1. Theoretical background
Figure 1.25: Height profile of the random surface that was produced from the spectrum shown in
Figure 1.24. From [36].
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Methodological background
The aim of this chapter is introducing a procedure which allows describing the dynamics of driven
systems, for example a tip sliding on a substrate, with the use of a few, relevant, states. Their
definition is performed through a series of steps that we are going to describe in the following.
As a starting point, one needs to perform a long Molecular Dynamics (MD) simulation of the
system. MD is widely used to study different kind of systems; in the present case, this technique
has the ability of describing frictional systems at the nanometric scale, with atomistic detail. If
the MD simulation is long enough, the system is able to visit all the relevant conformations a
statistically meaningful number of times. Note that a long trajectory can also be replaced by a
large number of short trajectories, if the length of the simulations is sufficient, larger than the time
required from the system to loose memory of its initial configuration.
Once a long trajectory is available, the main problem to solve is to identify a bunch of states
able to condense the most important features of the simulated dynamics. The most visited states
correspond to the minima of the free energy of the system. When solving the equation of motion
with Langevin dynamics, we recover Boltzmann statistics, and the most favoured configurations
are the ones with lower energy, as far as the trajectoty is ergodic. As simple as this statement can
appear, identifying those minima is not an easy task. Solving this problem implies addressing the
long-standing problem of the characterization of the configurations with few collective variables,
able to describe the dynamics of the system. We propose to address this problem using a new
clustering procedure that will be described in the following. This allows mapping a large number
of configurations into a discrete, small number of microstates.
Once the coarse graining of the system is complete, the trajectories (mapped into a jump process
between the different microstates) are employed to built a transition matrix, which can be diago-
nalized. The eigenvalues and eigenvectors of this matrix can be used to build a so-called Markov
State Model (MSM) [45]. In practice, this approach allows determining the time-scales of the main
slow modes of the dynamics and obtaining the time-dependent probability distribution of every
quantity.
In Fig. 2.1 we show an outline of the pipeline adopted in the present work.
2.1 Molecular Dynamics
As stated above, the analysis begins with a classical MD simulation long enough to explore all
relevant configurations in phase space a sufficiently large number of times. Friction experiments
consist in the sliding of a tip (usually an AFM tip) on a crystalline surface. The dissipation source
is the work of the external force necessary to move the tip.
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Figure 2.1: Outline of our analysis approach: the MD simulation, the dimensional reduction
performed with the clustering approach, the calculation of the time scales with the transition
matrix and, finally, the description in terms of Markov State Model.
To resemble friction experiments, our simulations will always concern the interplay between a
moving object, called slider, and a surface, addressed as substrate. Note that, differently from
the majority of simulations to which MSM has been applied to so far, our dynamics is out of
equilibrium and does not satisfy detailed balance. We will come back to this point later in this
chapter.
The dynamics is modeled by an overdamped Langevin dynamics. Let us have a look at the different
systems studied in this work.
2.1.1 1D Frenkel-Kontorova
As described in Section 1.1.2, the first system studied is a one-dimensional Frenkel-Kontorova
model, whose Hamiltonian reads (see Equation 1.6):
H(t) =
∑
i
[
p2i
2m
+
K
2
(xi+1 − xi − ac)2 + U0
2
cos
(
2pixi
ab
)
+
κ
2
(xi − vdrag · t)2
]
.
It consists of a chain of particles linked with springs of constant K, subject to a constant periodic
potential of magnitude U0. The chain is dragged with a constant velocity vdrag applied to the
whole chain. The two main lengths of the system, the springs equilibrium distance ac and the
substrate periodicity ab, can coincide or be different. In the first case the FK model is named
commensurate; it is called incommensurate otherwise (see Figure 1.5, reported also below).
The overdamped Langevin dynamics for a particle labeled by the index l in the 1D Frenkel-
Kontorova is the following:
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Figure 2.2: Sketch of 1D Frenkel-Kontorova.
xl
t+dt = xl
t +
[
piU0
γmab
sin
(
2pixl
t
ab
)
+
κ
γm
(vdrag − xlt)− k
γm
(2xl
t − xl−1t − xl+1t)
]
dt+
+
√
2dt
γmβ
f t ,
(2.1)
where f t is harvested from an uncorrelated Gaussian distribution and dt is the time step. γ is the
damping of the Langevin dynamics , and the system is immersed in a bath of inverse temperature
β = 1/kBT .
2.1.2 2D Frenkel-Kontorova
We also consider a 2D version of Frenkel-Kontorova model. The island is made by 1027 particles
arranged in an hexagonal shape coupled by springs of constantK (see Figure 1.6). The Hamiltonian
reads (as in Equation 1.7):
H(t) =
∑
i
[
p2i
2m
+
K
2
(ri+1 − ri − aH)2 + V (ri) + κ
2
(xCM − vext · t)2
]
.
The center of mass is coupled by a spring of constant κ to a dummy tip which drags it with constant
velocity vext, while V is a potential with triangular symmetry like the one in Equation 1.8:
V (x, y) = U0
[
2 cos
(
2pi
ab
x
)
cos
(
2pi
ab
y√
3
)
+ cos
(
4pi
ab
y√
3
)]
.
The overdamped Langevin dynamics is:
rl
t+dt = rl
t+ 1
γm
∇V (rlt) + κ
γm
vextt− 1
N
∑
j
xj
t
− K
γm
∑
j∈NN
(
rl
t − rjt
) dt+√ 2dt
γmβ
f t ,
(2.2)
To simulate the Frenkel-Kontorova model in 1D and 2D, we directly implemented a MD code.
2.1.3 Graphene plaquette on gold
The realistic model we simulated and analyzed is a circular island of 1440 graphene atoms, sat-
urated by 96 hydrogen atoms. Graphene has been chosen for its wide use in both research and
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Figure 2.3: Circular graphene plaquette saturated by hydrogens.
technology. Moreover, regarding our simulations, graphene is the ideal slider since it is really stiff
and experiences no wear. Because of these features, it precisely describes and follows the z profile
of the gold substrate, while sliding. A snaphot of the system can be seen in Figure 2.3; a circular
shape has been chosen instead of an hexagonal one, since in experiments the shape of the slider
is never perfectly polygonal. The substrate has been obtained from an FCC gold bulk, extruding
excess gold so as to have your remaining bulk surface have a profile which is a self-similar random
surface, adapting to our study the self-similar 512 × 512 surface by Mu¨ser (see Figure 1.24 and
Figure 1.25). The 512 × 512 surface from the Contact-Mechanics challenge has been chosen; the
lattice spacing a has been replaced from the one in [36] to the typical gold-gold bond distance,
namely 2.88 A˚, in the (x − y) plane, while in the z direction the spacing has been taken as half
of the Au-Au bond, as simulations with az = 2.88 A˚ created a profile with too rough asperities,
getting the MD simulations into troubles. We remind that the Hurst exponent for this surface
is H = 0.8. In order to create a larger substrate, a mirroring of the initial height profile has
been done reflecting x, y, and (x, y) coordinates respectively; the four surfaces obtained from this
procedure have been stuck together. Starting from an FCC bulk of gold, its surface has been
shaped according to the profile just created; finally, a strip has been cut from this substrate, with
an orientation of 47°. The result for the height profile is shown in Figure 2.4, while in Figure 2.5,
a focus on the substrate and the slider with atomistic detail is shown.
AIREBO potential
For the simulation of the graphene plaquette sliding on gold we used LAMMPS [1, 43]. The
plaquette is driven in a way similar to the 2D Frenkel-Kontorova, e.g. by a dummy atom coupled
to the center of mass with a spring of constant κ. The advantage of using LAMMPS is the presence
of specific force fields to describe the interaction between the different atomic species. We adopted
the AIREBO potential [49] for both carbon-carbon and carbon-hydrogen interactions, and the
Shifted-Force Lennard-Jones [51] for carbon-gold interaction. The AIREBO potential consists of
three terms:
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Figure 2.4: z profile of the surface used in the simulations, together with a frame showing the
slider over the gold substrate, with atomistic detail.
Figure 2.5: Slider deposited on the gold substrate.
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E =
1
2
∑
i
∑
j 6=i
EijREBO + EijLJ + ∑
k 6=i,j
∑
l 6=i,j,k
ETORSION (ωijkl)
 , (2.3)
where EREBO is a potential typical of hydrocarbon interaction:
Eij
REBO = f c(rij)(1 +Q/rij)Ae
−αrij + bijf c(rij)
∑
n=1,3
Bne
−βnrij , (2.4)
where rij is the scalar distance between atoms i and j and f
c(rij) is a function limiting the
range of the covalent interactions. All the other parameters are fit from datasets of equilibrium
distances, energies and stretching force constants for single (from diamond), conjugated double
(from graphite), full double (from ethene), and triple (from ethyne) bonds. For further detail,
see [7]. bij is the bond-order term. E
LJ is a Lennard-Jones interaction:
Eij
LJ = 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
. (2.5)
Finally, ETORSION is a 4-body potential that describes dihedral angle in hydrocarbons:
ETORSION (ω) = 
[
256
405
cos10
(ω
2
)
− 1
10
]
. (2.6)
The constants in Equation 2.6 are chosen such that when the torsional interactions are summed
over the nine dihedral angles in a bond between identically distributed sp3 carbons, the overall
molecular torsion potential has the expected three-fold symmetry with a barrier height of ; further
details can be found in [49].
2.2 Clustering
Dealing with a lot of data has become common in a lot of areas nowadays. The simulation of
complex systems is not an exception. In our project, we can take advantage of modern techniques
developed to address this problem, like the clustering analysis. These kind of technique belong to
the “unsupervised learning” family of methods.
Clustering analysis is the task of grouping objects into groups (or clusters) sharing common char-
acteristics. Objects are usually considered to be similar if they are “close” in some space, where
proximity is defined, based on a certain concept of distance. The features chosen to define a con-
figuration (positions, velocities, etc., defined case-by-case) form what will be called a metric.
In this project we have employed two different clustering algorithms. The first one, called Density-
Peak algorithm (DP), has been introduced in 2014 by Rodriguez and Laio [47]. It is based on
the idea that cluster centers are the points of highest density in their neighborhood, and that
they are characterized by a relatively large distance from points with higher densities. With these
assumptions, a clustering algorithm is defined, in which the number of clusters arise naturally from
the analysis and is not defined a priori. In this approach, clusters are identified regardless of their
shape and the dimensionality of the space in which they are embedded.
The second clustering algorithm employed is an variant of DP clustering not depending on a cutoff
for the density. It is exploiting Point-Adaptive k-Nearest-Neighbors (PAk) [46] non-parametric
density estimator, which automatically measures the density in the manifold containing the data.
This method requires, as a preliminary step, the estimation of the intrinsic dimension, namely
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of the minimum number of coordinates required to describe the dataset without significant infor-
mation loss. Importantly, the PAk density estimator provides an estimate of the error, allowing
the distinction between genuine probability peaks and density fluctuations due to finite sampling.
Using this extension of DPA will allow clustering the configurations in a fully unsupervised manner.
2.2.1 Estimating the intrinsic dimension
Historically, several methods have been developed to compute the ID of a set of data. The early
ones have been projective methods like PCA [15], invented by Pearson in 1901, exploiting a linear
projection of the data on an hyperplane of dimension d. Commonly to all other projective methods,
it searches for a subspace to project the data by minimizing a projection error. The main idea of
PCA is making a linear combination of the data {X}, as in the following:
Y i =
∑
k
wkXk
i , (2.7)
where the vector {W} is chosen so that the variance of {Y} is maximal. If the projection of
{X} over {Y} can be truncated at some value k¯, such that λk are large up to some value k¯, and
λk/λk¯  1 for k = k¯+1, . . . , D, then d = k¯ is assumed to be the intrinsic dimension of the dataset.
In some cases a gap does not exist between “large” and “small” eigenvalues; this condition does
not imply that a manifold does not exist, it just shows that the manifold is not isomorphic to a
hyperplane: in this case projective methods will fail.
A different approach for computing the ID has been adopted by Procaccia and Grassberger (1983)
[16, 25] (GP algorithm). For any positive number r, the GP algorithm defines a correlation sum
Cˆ(r) as the fraction of pairs whose distance is smaller than r. Cˆ(r) is monotonically decreasing
to zero at r → 0. If the correlation integral C(r) decreases like a power law, C(r) ∼ rd, then d is
called the correlation dimension of µ. Formally the ID is defined by d = lim
r→0
log(C(r))
log(r) .
2.2.2 Density-Peak Algorithm
In this section we describe the clustering algorithm introduced in 2014 by Rodriguez and Laio [47].
This method is based only on the concept of distances between data points, and does not require
to decide a priori the number of clusters. It does not require any projection of the data on a
hyperplane.
The main concept is to identify cluster centers as maxima of local density of the data points. In
fact, the algorithm assumes that cluster centers are surrounded by a neighborhood of lower local
density, and that they are also at a relative large distance from other points of higher density.
In order to locate cluster centers, the authors compute two quantities for each point: its local
density ρi and its distance δi from points of higher density. Both these quantities depend only
on the distances dij between data points. The local density ρi of data point i in the original
implementation of the algorithm is estimated as:
ρi =
∑
j
χ(dij − dc) , (2.8)
where χ is the characteristic function, while dc is a cutoff distance. The considerations for the
cluster centers assignation rely only on the relative density between points. Because of this, just
the relative magnitude ρi in different points is important, and for large dataset the results obtained
are robust with respect to the choice of dc. The distance δi of point i from points of higher density
is simply:
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δi = min
j:ρj>ρi
(dij) . (2.9)
For the highest-density points, this quantity cannot be computed and it is conventionally set as
δi = max
i
(dij) is adopted. Note that δi is much larger than the typical nearest neighbor distance
only for points that are local or global maxima in the density. Thus, cluster centers are recognized
as points for which the value of δi is anomalously large. This observation, which is the core of the
algorithm, is illustrated by a simple example in Figure 2.6.
Figure 2.6: The algorithm in two dimensions. (A) Point distribution of 28 points embedded in a
two-dimensional space. Data points are ranked in order of decreasing density. (B) Decision graph
for the data in (A). Different colors correspond to different clusters. Density maxima are found at
points 1 and 10: these points are then identified as cluster centers. Points 26, 27, and 28 have a
relatively high δ and a low ρ because they are isolated; they can be considered as clusters composed
of a single point, namely, outliers. From [47].
After the cluster centers have been found, each remaining point is assigned to the same cluster
as its nearest neighbor of higher density. The method is robust with respect to changes that
do not significantly affect the distances below dc, that is, that keep the ranking of the density
approximation unchanged. The distance in Equation 2.9 will be affected by such a change of
metric, but the structure of the decision graph (in particular, the number of data points with a
large δ) is a consequence of the ranking of the density values, not of the actual distance between
far away points. An example of a typical decision graph can be seen in Figure 2.6(B).
DP algorithm has few important drawbacks that are going to be overtaken by the adaptive method
described in the Section 2.2.4. First, the identification of the peaks has to be made by visual
inspection of the decision graph: this implies that the selection of the cluster centers is relatively
subjective. Secondly, the density estimate in DP clustering is based on Equation 2.8, which depends
on the cutoff parameter dc, making the method sensible to the change of this parameter.
2.2.3 The Two-NN intrinsic dimension estimator
We have already discussed why projective methods like PCA are not always appropriate to the
calculation of the intrinsic dimension, as they require the projection of the data points on an
hyperplane. Fractal methods like the GP algorithm are different, as they compute the volume of a
sphere in d dimension, varying the radius r and estimating the growth of the number of observations
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included in the sphere, as r increases. Therefore, they have difficulties when the density varies
rapidly, or the curvature of the embedding manifold is large. This determines systematic errors in
the estimate.
We now describe an estimator for the intrinsic dimension that is relatively insensitive to density
variations and curvatures. Its name is Two-NN [14], and it requires computing only the distances
to the first two nearest neighbors of each point. This method is based on the idea that, if the
density is constant around point i, all the hypershells ∆νl enclosed by further neighbors l are
independently drawn from an exponential distribution with rate equal to the density ρ. Because of
this, it is possible to find a quite simple relationship between the value of the ID and of the ratio
µ ≡ r2r1 ∈ [1,+∞), where r2 is the distance between point i and the second neighbor, while r1 is
the distance from the first neighbor.
Figure 2.7: Hyperspherical shells of volume, labeled with different colours. Credits: Alex Ro-
driguez.
For every point i of the dataset, one computes its distance from the first k neighbors, obtaining
a list of distances, in increasing order, r1 < r2 < . . . < rk, from point i to its first, second,
k-th neighbor (see a sketch in Figure 2.7). r0 is set to zero by definition. The volume of the
hyperspherical shell enclosed between two successive neighbors l − 1 and l is given by:
∆νl = ωd(rl
d − rl−1d) , (2.10)
where d is the dimensionality of the space in which the points are embedded and ωd is the volume
of the d-sphere with unitary radius. If the density is constant around point i, all the ∆νl are
independent and distributed according to an exponential distribution with rate equal to the density
ρ:
P (∆νl ∈ [ν, ν + dν]) = ρe−ρνdν . (2.11)
Consider two shells ∆ν1 and ∆ν2 and let R =
∆ν1
∆ν2
; after some calculation (more details can be
found in [14]) the probability distribution function for R can be found. It reads:
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g(R) =
1
(1 +R)
2 . (2.12)
It is important to note that this distribution function does not depend explicitly on the dimen-
sionality d, included just in the definition of R. In order to extrapolate the value of the intrinsic
dimension d, we need a formula that takes directly this quantity into account. In order to do so, we
consider the quantity µ ≡ r2r1 ∈ [1,+∞). R and µ are, in fact, related by the equality R = µd − 1.
From these quantities it is possible to find the explicit form of the distribution of µ:
f(µ) = dµ−d−1χ{1,+∞}(µ) , (2.13)
where χ{1,+∞} is the characteristic function of the set {1,+∞}, while the cumulative distribution
function is obtained by integration:
F (µ) = (1− µ−d)χ{1,+∞}(µ) . (2.14)
The functions f and F are independent of the local density, but they depend explicitly on the
intrinsic dimension d. The value of d can now be estimated, using the formula:
d =
log(1− F (µ))
log(µ)
, (2.15)
which is obtained by taking the logarithm of both members of Equation 2.14. In Figure 2.8 the
quantity − log(1−F empirical(µ)) as a function of log(µ) is shown for three datasets containing 2500
points: a dataset drawn from a uniform distribution on a hypercube in dimension d = 14, analyzed
with periodic boundary conditions, another drawn from a uniform distribution on a Swiss Roll
embedded in a three-dimensional space, and a Cauchy dataset in d = 20. By “Cauchy dataset” we
refer to a dataset where the norms of points are distributed according to the pdf f(x) = 1/(1+x2).
According to the Two-NN estimator, the value of the ID for the uniform hypercube is d = 14.09,
a measure that is consistent with the true value. For the Swiss Roll the ID estimated is d = 2.01,
corresponding to the dimension of a hyperplane tangent to the Swiss Roll. This problem can be
overcome by discarding a certain percentage of the points characterized by a large value of µ. After
this procedure, the new slopes have values d = 13.91, d = 2.01 and d = 22.16, for the hypercube,
the Swiss Roll and the Cauchy datasets respectively. The value d = 22.16, larger than the nominal
one d = 20, has been caused by the presence of outliers.
Two-NN method has been tested also in real worlds datasets, like sets of images and MD con-
figurations, being able to correctly estimate the density using just the two closest neighbors of
data points. In the following sections, we are going to see how the combination of Density Peak
algorithm with PAk estimator allows the identification of principal minima of the free energy.
2.2.4 Adaptive Density-Peak clustering
In 2018 Rodriguez et al. [46] introduced a technique that provides estimates of the free-energy
in high-dimensional spaces without performing any explicit dimensional reduction, called Point-
Adaptive k-Nearest-Neighbors (PAk). Differently from previous methods, PAk does not require any
projection of the points on a plane, and it does not depend on any parameter to be fixed, avoiding
any assumption on the functional form of the density function. Differently from a popular non-
parametric estimator like the k-Nearest-Neighbor (k-NN) estimator, where the local density at a
point is measured as the ratio of the number of nearest neighbors k to the volume they occupy, PAk
does not set a global value a priori for k. It is well-known, in fact, that using a global smoothing
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Figure 2.8: The fitting function l(x) in three exemplar datasets of 2500 points. In the first column
we display the dataset while in the second one we represent dataset S (pink dots) together with the
discarded points (gray dots) and the fitting function l(x). Panel A, A’: cube in dimension 14 (in
panel A only the first 3 coordinates are represented) analyzed with pbc. Panel B, B’: a Swiss Roll.
Panel C, C’: a Cauchy dataset in d = 20 (only the first 3 coordinates are represented). From [14].
parameter in highly inhomogeneous data sets induces systematic errors. PAk is based on finding,
for each point, the size of the neighborhood in which the free energy is approximately constant
(see Figure 2.9). Moreover, PAk measures the density in the manifold in which the data lay, and
not in the embedding space whose dimensionality is normally overwhelmingly large, providing also
a measure of the uncertainty on the density.
Consider {X1, . . . , XN} as a set of N independent and identically distributed random vectors with
values in RD. We assume that the Xi’s lie on a manifold of dimension d ≤ D, constant in the
data set. The calculation of the intrinsic dimension d of the manifold is exploited by the Two-NN
method described in Section 2.2.3. We remind that the hypershells of volume around a point i are
independently drawn from an exponential distribution with rate equal to the density ρ. Because
of this, we can write the log-likelihood function of the parameter ρ given the observation of the
k-nearest neighbor distances from point i:
L(ρ|{νi,l}l≤k) ≡ Li,k(ρ) = k log(ρ)− ρ
k∑
l=1
νi,l = k log(ρ)− ρVi,k , (2.16)
where Vi,k =
k∑
l=1
νi,l is the volume of the hypersphere with center at i containing k data points,
which is estimated as:
νi,l = ω
(
rdi,l − rdi,l−1
)
, (2.17)
where ri,l denotes the distance from the point i to the l-th neighbor, ω is a constant and d is the
intrinsic dimension. Maximizing the likelihood with respect to ρ, an expression for the constant
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Figure 2.9: On the left, sketch of k-NN neighborhood in the case of non-constant density data.
It is evident that a common value of k would fail in estimating the density. On the right, PAk
estimation of the neighborhood, for the same data landscape. Credits: Alex Rodriguez.
density is obtained as ρ = k/Vi,k, which coincides with the standard k-NN estimator of the local
density. The estimated error on ρ is given by the standard deviation ερ = ρ/
√
k =
√
k/Vi,k.
The error of the standard k-NN gets smaller as k increases. However, when k increases, the density
in the neighborhood within a distance ri,k from the point i can become non-constant. In order for
the method to be reliable, a likelihood-ratio test is performed to choose the largest k possible for
which the condition of constant density holds within a given level of confidence. Two models are
compared: one in which the densities of point i and of its (k+ 1)-th nearest neighbor are different,
and a second one, where the density at point i is assumed to be equal to the density at its (k+1)-th
nearest neighbor. The two models are considered distinguishable with a high statistical confidence
if the difference between the log-likelihood of the two models is larger than a threshold value (the
p-value chosen is 10−6). For each point i the optimal value of k is chosen (denoted in the following
by kˆi) as the largest value of k for which the two models are not distinguishable. The error on the
logarithm of the density is estimated from the variance of the likelihood [11]. It is really useful to
supply the measure of the density with an error, in order to distinguish spurious cluster from real
ones.
We now describe the modified version of the DPA algorithm which exploits the PAk density
estimator. To find the density peaks, the authors do not consider the density of points, which
typically varies by several orders of magnitude, but the logarithm of the density log(ρi) = −Fi,
identified as the free-energy at point i. Moreover, since the estimate of F can be affected by
non-uniform errors, the cluster centers are defined as the local maxima of gi, where:
gi = log(ρi) + εi = −Fi + εi . (2.18)
The local maxima of gi coincide with the local maxima of ρi, if the error is uniform. If the error is
not uniform, points with large error are less likely to be selected as local maxima with respect to
points with a small error. Following [47], the quantity δi is computed, namely the distance to the
nearest point with higher g. In order to automatically find the cluster centers, the algorithm takes
advantage of the fact that PAk provides an estimate of the size of the neighborhood in which the
logarithm of the density can be considered constant. Therefore, putative centers are considered
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points for which δi > rkˆi , where kˆi is the optimal value of nearest neighbors, and rkˆi the distance
from this neighbor. Thus, a data point i is a center only if all its kˆ neighbors contributing to
determining the value of its density have a value of g lower than gi. A further check, which makes
putative centers selection more robust in front of statistical fluctuations in the density estimation,
is that a center cannot belong to the neighborhood of any other point with higher g. The next
step is the assignation of all the points that are not centers to the same cluster as the nearest point
with higher g. This assignation is performed in order of decreasing g.
It is important to underline that some density peaks may be spurious, due to poor sampling. An
example is shown in Figure 2.10. In the figure, an example of a (1D) density is shown, with two
density maxima separated by a saddle point. One can notice that several spurious density peaks
are present, due to the uncertainty of the density estimate. In order to recognize genuine density
peaks from spurious peaks due to statistical errors, we proceed as follows. Consider two clusters
c and c′: a point i belonging to cluster c is assumed to be at the border between c and c′ if its
closest point j belonging to c′ is within a distance rkˆi and if i is the closest point to j among those
belonging to c. The saddle point between a pair of clusters c and c′ is defined as the point with
the highest value of g among those at the border between c and c′. The value of the logarithm of
the density of this point and its error are denoted by −Fcc′ and εFcc′ . Based on the value of the
saddle free energies Fcc′ and their error, the quantitative criterion aimed at distinguishing genuine
density peaks from statistical fluctuations is the following:
(Fcc′ − Fc) < Z · (εFc + εFcc′ ) , (2.19)
where −Fc is the logarithm of the density of the center of the cluster c. If condition in Equation 2.19
holds, the two clusters are merged. The constant Z in Equation 2.19 defines the level of statistical
confidence at which one decides to consider a cluster meaningful. The condition in Equation 2.19
is checked for all the clusters c and c′, in order of decreasing −Fcc′ .
Figure 2.10: Spurious peak of the density: the saddle point density is compatible with the local
maximum one, within the error. Credits: Alex Rodriguez.
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2.3 Markov State Models
The other tool we are going to exploit in our work is Markov State Modeling, a well-established
technique used to obtain a dynamic coarse-graining of a system, using a small number of relevant
variables [37]. MSM models have been widely applied to protein folding and bio-molecules.
A similar problem is the one faced in the present work, where the aim is to describe realistic
frictional systems in an unprejudiced and efficient way.
The “classical” version of MSM builds a model defined by N states and parameterizes the model
with the rates between these states. Classical MSMs often have many states, around hundreds.
The reason to keep that many states is that it allows the construction of a very high resolution
model of the dynamics: in this sense, short simulations are sufficient to observe transitions between
them.
We will concentrate on MSMs created from MD simulation. The data from MD can take several
forms, but in the majority of cases a configuration will be defined by the position of the particles at
a certain time step. Even though what is meaningful in a Markov model is a kinetic description of
the relevant state, the coarse graining procedure starts with a structural dimensionality reduction,
using a clustering algorithm [31, 32]. Every configuration at a certain time will then be mapped
into the cluster it belongs, as sketched in Figure 2.11. As previously stated, in this version of
MSM the clusters can be many, but a clear definition of the geometric boundaries of the states
is necessary. The definition of the clusters, or microstates, is entangled with the definition of a
metric, a distance between two configurations. At a later time, if there exists a kinetic similarity
between two microstates, they can be merged together.
Figure 2.11: Scheme: The true continuous dynamics (dashed line) is projected onto the discrete
state space. MSMs approximate the resulting jump process by a Markov jump process. From [45].
Once the states have been identified, a transition matrix between microstates is estimated.
The dynamics has turned into a series of jumps between microstates. In particular, one esti-
mates a matrix with elements Cij(τ), counting the number of jumps from the microstate i to the
microstate j in a time τ . Once normalized, this matrix becomes the transition matrix Πij(τ),
giving the probability of the jump from i to j, in a time τ . τ is defined as the lag time of the
MSM model: the time distance between two states cannot be smaller than the decorrelation time
of the system, in order for the Markovian hypothesis to be valid. The longer the lag time, the
fewer the number of relevant states; however, enlarging the lag time results in a poorer statis-
tics. Finally, a successive coarse graining of the states can be performed using methods that lump
similar microstates together based on the eigenvalues and the eigenvectors of the transition matrix.
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2.3.1 Classical version of MSM
In this section we are going to give a brief description of the classical version of Markov State
Modeling, for the discrete-time case. Further details can be found in [45]. Consider a space Ω
which contains the dynamical variables needed to describe the system; in the case of molecular
simulations, Ω usually includes both positions and velocities of the particles of the system. We
define Xt = X ∈ Ω at time t and Xt+τ = X ′ ∈ Ω two successive configurations separated by a
time τ . Moreover, let Πτ (X → X ′) be the probability to go from X to X ′ in a time τ . MSM
makes the following assumptions:
• Πτ is a Markov process: this condition implies that the probability to go to X ′ depends just
on configuration X, and not on the previous history;
• the dynamical process constituted by the configurations X explored is ergodic: this condition
implies that the space Ω does not have two or more subsets that are dynamically disconnected,
and that for t→∞ each state X is going to be visited infinitely often. The fraction of time
spent in any of the states X during an infinitely long trajectory is denoted by its unique
stationary density µ(X): Figure 2.12 shows the stationary density µ(X) for a diffusion process
on a potential with high barriers;
• Πτ satisfies detailed balance: this implies that:
µ(X)Πτ (X → X ′) = µ(X ′)Πτ (X ′ → X) , (2.20)
i.e. in equilibrium the fraction of time spent in the transition X → X ′ is the same as the
fraction spent by the system in the transition X ′ → X.
Of the three conditions described above, the third one can be relaxed as it is not essential for the
construction of Markov Models, as we will discuss later. Indeed, we want to build a MSM of a
driven system, where detailed balance does not hold.
The operator Πτ (X → X ′) has left eigenmodes {ψi} that satisfy the following eigenvalue equation:∫
dXΠτ (X → X ′)ψi(X) = λiψi(X ′) . (2.21)
We are now looking for a solution in the form of a linear combination of the eigenfunctions of the
operator Πτ :
P (X, t) =
∑
i
wi(t)ψi(X) (2.22)
where wi(t) is the weight of the eigenmode ψi at time t. Substituting this expression in Equa-
tion 2.21, we obtain:∑
i
wi(t+ τ)ψi(X
′) =
∫
dXΠτ (X → X ′)
∑
i
wi(t)ψi(X) . (2.23)
From the eigenvalue relation in Equation 2.21, we can write: wi(t+ τ) = λiwi(t). This reasoning
can be iterated for successive jumps at time 2τ , 3τ , etc. We can finally conclude:
P (X, t) =
∑
i
wi(t = 0)λi
−t/τiψi(X) . (2.24)
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Figure 2.12: (a)Potential energy function with four metastable states and corresponding stationary
density µ(X). (b) Density plot of the transfer operator for a simple diffusion-in-potential dynam-
ics defined on the range Ω = [1, 100], black and red indicates high transition probability, white
zero transition probability. Of particular interest is the nearly block-diagonal structure, where
the transition density is large within blocks allowing rapid transitions within metastable basins,
and small or nearly zero for jumps between different metastable basins. (c) The four dominant
eigenfunctions of the transfer operator, ψ1, . . . , ψ4, which indicate the associated dynamical pro-
cesses. The first eigenfunction is associated with the stationary process, the second to a transition
between A + B ↔ C + D, and the third and fourth eigenfunction to transitions between A ↔ B
and C ↔ D, respectively. (d) The four dominant eigenfunctions of the transfer operator weighted
with the stationary density, φ1, . . . , φ4. (e) Eigenvalues of the transfer operator, the gap between
the four metastable processes (λi ≈ 1) and the fast processes is clearly visible. From [45].
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Hence, the eigenvectors {ψi} allow us to describe the system studied in terms of probability dis-
tributions of the quantities coming from the dynamics, giving a clear physical description.
The transfer operator Πτ defined above has eigenvalues {λi}, left eigenvectors {φi} and right eigen-
vectors {ψi}, see Figure 2.12(c-e). The relation |λi| ≤ 1 holds, ∀i. The eigenvalue with the largest
modulus is exactly 1, and if the evolution is ergodic there is only one such eigenvalue. The associ-
ated right eigenfunction corresponds to a constant function on all state space Ω, as in Figure 2.12,
at the top.
In some cases, a gap in the eigenvalue spectrum can be identified, distinguishing between a group of
slow dynamical processes and another of fast dynamical processes. The slow part of the time scales
is the dominant one, as it describes all the slowly decaying part of the dynamics, while the fast
processes are usually not of interest. In fact, to each eigenvalue λi we can associate a correspond-
ing physical time scale indicating how quickly the perturbation to the equilibrium distribution
described by the eigenvector ψi decays (see Figure 2.12(e)):
τi = − τ
log(λi)
. (2.25)
τi is often called the i-th implied time scale. The i-th process decays exponentially ∼ exp(−t/τi);
the closer λi is to 1, the slowest the process; conversely, the closer it is to 0, the faster. Therefore,
in the long-time limit where t → ∞, only the first term with λ1 = 1 remains, recovering the
stationary distribution φ1(x) = µ(x). All other terms correspond to processes with eigenvalues
λi < 1 and decay over time, thus the associated eigenfunctions correspond to processes that
decay under the action of the dynamics and represent the dynamical rearrangements taking place
while the ensemble relaxes toward the equilibrium distribution. This implies that when there are
gaps among the first m eigenvalues, the system has dynamical processes acting simultaneously on
different time scales. A system with two-state kinetics would have λ1 = 1, λ1 ≈ 1 and λ3  λ2
(t3  t2), while a system with a clear involvement of an additional kinetic intermediate would
have λ3 ∼ λ2 (t3 ∼ t2). In Figure 2.12, the second process, ψ2, corresponds to the slow exchange
between basins A + B and basins C + D, as reflected by the opposite signs of the elements of ψ2
in these regions (Figure 2.12(d)). The next-slowest processes are the A ↔ B transition and then
the C ↔ D transition, while the subsequent eigenvalues are clearly separated from the dominant
eigenvalues and correspond to much faster local diffusion processes. The three slowest processes
effectively partition the dynamics into four metastable states corresponding to basins A, B, C, and
D, which are indicated by the different sign structures of the eigenfunctions (Figure 2.12(c)). Of
special interest is the slowest relaxation time, t2. This time scale identifies the global equilibration
or decorrelation time of the system; no structural observable can relax more slowly than this time
scale.
In conclusion, the Markov Model then consists in the partitioning of state space, combined with
the transition matrix modeling the jump process sketched in Figure 2.11. Modeling the long-
time statistics of this jump process with a Markov process is an approximation, i.e., it involves a
discretization error. Once the microstates have been identified, a discrete transition matrix Παβ
τ
is defined, where {cα}, α = 1, . . . , nc are the different microstates. This matrix is a finite nc × nc
matrix with generic element:
Πταβ =
∫
X∈cα
∫
X′∈cβ
dXdX ′µ(X)Πτ (X → X ′) , (2.26)
which is the probability to go from cα to cβ in time τ . In general, Π
τ
αβ depends on the lag time
τ . Πταβ is estimated counting the jumps from cα to cβ in a time τ .
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2.3.2 Markov State Modeling of Sliding Friction
The method adopted in the present work has its basis in the classical MSM, but there exist some
fundamental differences between our approach and the classic one that we would like to highlight.
First of all, thanks to the use of Adaptive Density Peak clustering described in Section 2.2.4 which
is able to identify the main free energy minima, the number of clusters identified are a few (of the
order of ∼ 10) instead of hundreds. The capability of locating just the principal minima is also
fundamental in order to identify immediately the slowest modes of the system, characterized by
the longest transition times.
Second, the system we have analyzed are driven systems. This implies that the dynamics is not
reversible, and that detailed balance does not hold. Moreover, the phase space explored during the
sliding grows linearly with time. To overcome this problem, the solutions adopted are different in
the different cases. If the geometry of the system presents some periodicities, they are employed
to find similarity between configurations in different locations. Otherwise, variables describing
internal degrees of freedom of the frictional systems are used.
For the non-equilibrium case, we denote by {λi} the eigenvalues of the transition matrix and by
{χi} its left eigenvectors. Since we are not in equilibrium, as we said earlier, detailed balance does
not hold. Hence, the eigenvalues of the transition matrix are not necessarily real. However, they
still satisfy |λi| ≤ 1, by the Perron-Frobenius theorem. The eigenvalue with the largest modulus
is exactly 1, and if the evolution is ergodic there is only one such eigenvalue. The eigenvector χ0
represents the invariant, steady-state distribution, characterized by non-zero sliding current. The
χi with |λi| ' 1 denote the long-lived excitations of the steady-state, which decay with long char-
acteristic times τi = −τ/ log(|λi|) τ , while oscillating with period τ/ arctan(Im [λi] /Re [λi]).
Probability distributions
The time-dependent probability distribution of a microstates α is given by:
Pα(t) = Pα
SS +
∑
i
fi,α ψi,α e
−t/τi , (2.27)
where Pα
SS is the steady-state probability, conditioned to the microstate cα, fi,α = χi
αP0
α/Pα
SS
accounts for the initial condition (at time t=0) in cα; P (t|α) is the probability distribution of cα
at time t. For any observable O we estimate its time-dependent probability distribution as follows.
We first compute its probability distribution in each microstate cα, denoted by Pα(O); then, using
Equation 2.27, we estimate P (O, t) as follows:
P (O, t) =
∑
α
Pα(t)Pα(O) = P
SS(O) +
∑
i
figi(O)e
−t/τi , (2.28)
where:
PSS(O) =
∑
α
Pα
SSPα(O) , (2.29)
and:
gi(O) =
∑
α
ψi,α Pα(O) . (2.30)
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Sliding over a periodic substrate
In this chapter we are going to describe the first part of the results obtained with our approach.
Our path will start from a toy model consisting in a chain of 10 commensurate Frenkel-Kontorova
(FK) particles from Reference [38] (see Section 1.1.2). This system has been the first studied with
this method. Hence, apart from representing a proof of concept demonstrating the validity of the
study, it is useful to introduce the main steps concerning our analysis to the reader.
The second system we present is once again a 1D chain of FK particles, this time with a mismatch
between lattice parameter of the the substrate and the equilibrium distance between two successive
beads. This incommensurate system has been studied since in the thermodynamic limit, the
incommensurability allows the presence of a phase transition (the Aubry transition) between a
superlubric regime characterized by zero static friction, and a stick-slip regime with nonzero value
(as described in Section 1.1.2). Even though a finite system always experiences a bit of stick-slip,
that finite size effect is easy to discount.
We then studied a system with increased dimensionality (from 1D to 2D) and number of particles.
With triangular symmetry, a 2D Frenkel-Kontorova island is a closer example for the sliding of
two-dimensional crystalline surfaces.
3.1 1D commensurate Frenkel-Kontorova model
3.1.1 The model
We start describing the first system studied with MSM of sliding friction, a one-dimensional Frenkel-
Kontorova model. This study follows Reference [38]. Even though this model may appear simple,
it contains all the basic ingredients of real frictional systems, and it is useful to mimick their be-
havior. In fact, it includes both the interaction between the particles of the slider and between
slider and substrate, together with the driving of the whole system. Moreover, the study of this
1D model allows us to introduce the procedure of MSM of sliding friction and to explain it starting
from a test case.
Before the work of Pellegrini et al. [38], Markov State Modeling had been used to study non-
equilibrium systems with just a few instances related to periodic driving [55] or cycle detection [26].
In [55], MSM has been used to study the conformational dynamics of alanine peptide under an
oscillating electric field, while Reference [26] analyzes a driven particle in a double-well potential,
coarse-graining space using cycles (defined as ordered sets of states at the end of which the starting
state is reached again and no other state occurs twice). However, we are not aware of any example
of the study of friction in a similar way to the one we proceed, using MSM.
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The one-dimensional FK model, Figure 3.1(a), is made by a chain of particles dragged over a sinu-
soidal potential V (x) = A cos(2pix/a). The total number of particles is labeled by L, while k is the
stiffness of the spring coupling nearest-neighbors. m is the mass of the particles, xi their positions
and the spacing a is commensurate with the periodic potential. Each particle is connected with a
spring of constant κ to a slider that moves with velocity vext.
Figure 3.1: (a) Schematic of the FK system. (b) Sample of steady-state motion of L = 10 particles
with parameters k = 0.04, A = 0.1, a = 1.5, m = 1, γ = 1, β = 500, κ = 0.01, and vext = 0.001.
The white and gray backgrounds represent stick and slip time domains, respectively. From [38].
The dynamics is Langevin overdamped; the particles experience the effects of a bath with
inverse temperature β = 1/kBT as in Equation 2.1, that we report below for simplicity:
xl
t+dt = xl
t+[
2piA
γma
sin
(
2pixl
t
a
)
+
κ
γm
(vext − xlt)− k
γm
(2xl
t − xl−1t − xl+1t)
]
dt+
√
2dt
γmβ
f t .
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f t is harvested from an uncorrelated Gaussian distribution and dt is the elementary time step. In
Reference [38], the time step has been set to dt = 10−2. As usual in the case of MSM, the analysis
is based on a long MD simulation (about 106 time units).
As described in Section 1.1.1 and Section 1.1.2, in a wide range of parameters the system experi-
ences a stick-slip dynamics, during which long sticking periods during which the particles remain
close to the potential minima alternate with rapid slip events responsible for the shift of the par-
ticles of one or more lattice spacings. When a slip event occurs, the chain is involved in large
detours from the equilibrium configuration, which involve the formation of kink-antikink defects
(see Section 1.1.2) that propagate along the chain and permit its motion. Figure 3.1(b) shows an
example of the steady-state dynamics, focusing on the trajectory of each particle; the slip events
are evident.
3.1.2 Choice of phase space metric
In the FK model, the metric includes internal variables, the bond lengths bl
t = (xl+1
t−xlt−a)/a,
and an external variable, the center of mass coordinate (CM): xCM
t = 1Na
∑
l=1
L
xl
t. As the
authors explain, in the ideal situation one should consider a portion of the evolution long enough
that all relevant events have occurred, then set “absorbing” boundary conditions for any such
transition from and to the outside of this range, then averaging over many such equivalent stretches.
In the alternative approach adopted by the authors in Reference [38], the absorbing conditions
are substituted with artificially periodic boundary conditions, a choice which provides a more
compelling picture of steady-state sliding, and where the error involved in the transition rates can
be reduced at will by extending the portion size. The differences between the positions of the center
of mass for two different configurations can be taken modulus na, for a chosen integer n > 1. If
the driving is slow enough (as in [38]), the value n = 2 is sufficient to give a correct description
of the slip events. In this way, the states divide into even and odd xCM . If the driving velocity
is increased, the system will experience more and more multiple slip events; in that case, a larger
value of n must be adopted. In conclusion, the metric adopted in [38] defines the distance between
configurations at times s and t as:
dst =
[
(xCM
s − xCMt)mod(2a)
2a
]2
+
L−1∑
l=1
(
bl
s − blt
)2
. (3.1)
This choice has the aim to be as unprejudiced and “blind” as possible. However, a unique recipe
does not exist; similar results, with an analogous physical description, should appear with a different
choice of the metric, as far as it is made with some physical insight.
3.1.3 Clustering analysis and Transition Matrix evaluation
Reference [38] analyzed samples of 105 configurations, clustering them based on the metric defined
in Equation 3.1, with the Density Peak (DP) clustering [47]. The number of clusters found is
around nc ' 100. Once the algorithm has assigned a cluster index to all the configurations of the
sample, the core-set analysis is exploited. Both DP algorithm and Pointwise-Adaptive-k-NN (PAk)
provide the density (or, analogously, the free-energy) for all the points in the dataset. A threshold
is defined for the free-energy, and for every cluster i just the data that differ in free-energy from the
cluster center less than the threshold value are considered. In this way, the microstates are more
reliable, since they contain just points around the minimum, and the sampling around the saddle
points between clusters is neglected. The points that have been disregarded are later reassigned
to the last core set visited. In this way it is possible reducing the number of recrossings, and to
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eliminate a bias in the evaluation of the time scales of the dynamics.
As previously stated in Section 2.3.2, once the microstates have been identified, a discrete transition
matrix Πταβ is defined, where {cα}, α = 1, . . . , nc are the different microstates. This matrix is
estimated by counting the jumps between clusters in the dynamics, normalizing the counts to get
the probability.
As usual in MSM models, one has to determine the range of lag times that are long enough to
obtain “markovianity”, and thus a correct estimation of the dominant timescales. In order to do
so, [38] evaluated the first non-trivial time scales τi, i > 1 (since τ1 =∞) as a function of the lag
time τ . From Figure 3.2 we see that the range of acceptable lag times is contained in 1−100, as for
that range of lag times the time scales show a plateau. In Reference [38] a lag time τ = 10 = 1000dt
is adopted.
Figure 3.2: Timescales τi = 1/ log(λi) for some representative i values (as labeled), as a function
of the lag time τ , obtained from the transition matrix of the clustering. Left: doubly logarithmic
scale; right: linear scale in τi. There is a clear plateau for all time scales i ≤ 60 in the range
τ ∈ [0.5, 50]. From [38].
For the value of τ assumed, the finite time scales are τ2 ' 600 (see Figure 3.3, on top), separated
by a gap from τ3 ' 100 and from other eigenvalues with shorter relaxation times.
3.1.4 Observables
From the diagonalization of the transition matrix Παβ one derives eigenvalues and eigenfunctions.
The eigenvectors {χi} allow us to describe the system studied in terms of the probability distribu-
tion P (O) of an observable O at time t, starting from a system prepared in the mixed state P0
α
(the probability to be in microstate α at t = 0). We have:
P (O) = PSS(O) +
∑
i>1
figi(O)e
−t/τi , (3.2)
where fi =
∑
αχi
αP0
α/PSS
α accounts for the initial condition, and:
gi(O) =
∑
α
χi
αP (O|α) , (3.3)
where P (O|α) is the probability distribution of O in microstate α, PSS(O) = g1(O) the steady-
state distribution of O, and PSS
α the steady-state probability to visit microstate α. The gi(O) for
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i > 1 represent corrections to PSS(O), each decaying within the lifetime τi.
Figure 3.3: (a) Characteristic time scales and eigenvalues (in the inset, imaginary part in white)
of the transition matrix (averaged over 10 realizations with N = 105 each). (b), (d), and (f)
Probability distribution g1(xCM ) and perturbations gi(xCM ) for the first three eigenvectors of the
transition matrix. (c), (e), and (g) These same functions for the bonds bl, gi(bl) (spaced vertically
for clarity). From [38].
The functions gi provide a direct insight into the slow eigenmodes of the dynamics; the authors
choose to analyze the components of the metric as shown in Figure 3.3.
Figure 3.3(b,d) and (f) shows gi(xCM ): the steady state χ1 consists of one large peak per period
plus nine smaller peaks. The first one is related to the chain at rest, while the others signal the
presence of defects. The correction g2 presents exactly the same features, except for a factor −1 in
the second period: combining g1±g2 one can obtain the chain sticking either in an odd or in an even
position. Note that the corrections in Reference [38] have been presented up to a global sign and to
a normalization constant, since the authors with the functions gi have been interested in showing
the deviation from the steady-state distribution. We are going to adopt the same convention in
the next sections. From the study of g2 it is evident that this perturbation is responsible for the
motion of the chain. In fact, passing from odd to even position is a hint of the advancing of the
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chain, namely the slip. In fact, τ2 ' 600 is about half the sticking time, which is the jump time
on average (see Figure 3.1, bottom).
Figure 3.3(c,e) and (g) shows the gi functions for the bonds lengths bl, for i = 1, 2, 3. As already
pointed out for the center of mass, the steady-state distribution g1 describes the chain at rest with
high peaks around the value 0, together with smaller ones around b ' ±0.9, signaling the occasional
presence of some excitations, in the form of kinks and antikink. g2(bl) shows a flat distribution:
this means that this excitation does not differ from the steady-state for this observable, differently
from the center of mass case. However, g3(bl) exhibits both central peaks and lateral ones, which
correspond to the creation (or the destruction, depending on the sign) of a kink or an antikink. In
fact, lateral peaks are located around b ' ±0.9.
Because of the large number of microstates found, nc ' 100, the authors decided to decrease the
number with a further dimensional reduction: states recognized to be similar dynamically have
been lumped together in the same macrostate. The method adopted is the (Robust) Perron Cluster
Cluster Analysis (PCCA+). We are not presenting here further details for this technique; more
information can be found in [12,56]. At the end of this analysis the number of states have reduced
from nc ' 100 to n˜c = 6. Figure 3.4(a) shows the six macrostates {c˜α}, together with some of
the configurations belonging to them. c˜1 and c˜4 represent both states in which the chain is at
rest or shows at single excitations. c˜2 and c˜5 contain mostly single kinks, while c˜3 and c˜6 mostly
antikinks. The microstates with (kink, antikink) pairs are spread between groups, with neighboring
pairs belonging to c˜1,4 and extended pairs to others. The only difference between macrostates c˜1,2,3
and macrostates c˜4,5,6 is the value of the center of mass, which is xCM ≈ 0.15 and xCM ≈ 1.15.
Figure 3.4(b) shows the reduced transition matrix Π˜αβ between macrostates. The reader can note
that in order to move between c˜1 and c˜4 the system must pass through the other states, namely
c˜2,3,5,6.
3.1.5 Conclusions and comments
From the analysis in Reference [38] here mentioned, one concludes that MSM can be employed to
treat sliding friction, in particular the Frenkel-Kontorova system here reported. This contribution
is fundamental for a branch in which a systematic theoretical approach is still missing, especially
at a nanoscale level. Moreover, the method does not only give information on the average behavior
of the main physical quantities in the steady-state, but it allows also the analysis of the slow modes
of excitations, as shown with the functions gi.
3.2 1D incommensurate Frenkel-Kontorova model
3.2.1 The model
As asserted previously in Section 1.1.2, a particular role in friction is played by the incommensu-
rability. Incommensurability in a FK model means that the harmonic equilibrium distance ac and
the substrate lattice spacing ab are irrationally mismatched. When this happens, the model admits
the presence of a phase transition in the thermodynamic limit, named Aubry transition [42]. When
the ratio ab/ac is irrational, the system presents areas characterized by approximate commensura-
bility in which the slider and the substrate tend to lock, separated by defects (kinks or antikinks).
The transition occurs for a certain value of the harmonic coupling Kc between nearest neighbors.
Above Kc there exist a continuum set of ground states which can be reached adiabatically by the
chain of particles through non-rigid displacements of the atoms and at no energy cost: this regime
is called superlubric. In this condition the system can move smoothly, experiencing no static fric-
tion. On the other hand, for K < Kc, the atoms are confined close to the minima of the substrate
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Figure 3.4: (a) Selection of microstates inside the six macrostates identified with PCCA+: the
atoms positions relative to potential minima (black dots) display kinks (red circles) and antikinks
(blue squares). For clarity, the probability Pα
SS is multiplied by 100, and only 12 of the ∼
100 microstates are shown. (b) Representation of the reduced transition matrix Π˜αβ (gray scale
proportional to magnitude). From [38].
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Figure 3.5: Sketch of the one-dimensional incommensurate Frenkel-Kontorova model. Here, K
is the stiffness of nearest-neighbor springs, U0 the amplitude of the cosinusoidal potential, κ the
stiffness of the springs dragging each particle with velocity vdrag, ac the harmonic equilibrium
distance and ab the lattice spacing of the cosinusoidal potential.
potential. In this case a barrier must be overcome (called Peierls-Nabarro barrier, [54]), in order
to move the chain. The dynamics in this phase is a stick-slip one. For finite-size, the FK model
is always pinned, but the pinning barrier changes from small to large across the Aubry transition.
The critical value Kc depends dramatically and discontinuously from the ratio ab/ac, assuming
the minimal possible value for ab/ac = (1 +
√
5)/2 [54].
Moreover, one can identify two different conditions: ab/ac < 1 describes a system in which the
number of minima of the substrate is smaller than the number of particles, vice versa for ab/ac > 1.
We indicate the “excess” of mass of the former as overdense case, the latter as underdense case.
Typically, in the overdense regime the excitations are kinks, and antikinks in the underdense case.
After the commensurate case treated in Reference [38], we have analyzed also the 1D incommen-
surate FK model; a sketch of the system is provided in Figure 3.5. We simulate N = 10 particles
of mass m with a dynamics described by the Hamiltonian in Equation 1.6:
Hˆ(t) =
∑
i
[
pi
2
2m
+
K
2
(xi+1 − xi − ac)2 + U0
2
cos
(
2pixi
ab
)
+
κ
2
(xi − vdrag · t)2
]
,
where K is the stiffness of nearest-neighbor springs, U0 the amplitude of the sinusoidal potential,
κ the stiffness of the springs dragging each particle with velocity vdrag, ac the harmonic interpar-
ticle equilibrium distance between two nearest-neighbor particles and ab the lattice spacing of the
sinusoidal potential. In the present case, the incommensurability is ab/ac = 1.6 (overdense regime,
close to the golden mean ab/ac = (1 +
√
5)/2). The other parameters are U0 = 0.1, kBT = 0.04,
γ = 1, κ = 0.01 and vdrag = 0.001.
The simulation is carried out using an MD code that I have written: it performs Langevin dynamics.
In order to generate the initial conditions, we start from a chain with the particles in equilibrium
with respect to the harmonic interparticle distance, and we displace them slightly afterwards (in a
random way) from that position. This choice allows us to speed up the initial thermalization, with
respect to a chain with all the springs set at the equilibrium harmonic distances. No boundary
conditions are implemented in the code: the chain continues to move in the drag direction, sliding
on the infinite substrate until the end of the simulation.
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To investigate the superlubric/pinned behavior of the incommensurate FK we compute the static
friction force needed to depin the system for different values of the spring constant K, as in Fig-
ure 3.6.
 0
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Depinning friction force
Figure 3.6: Static friction force for depinning the incommensurate one-dimensional FK model.
For a chain of finite length, the truly superlubric regime is not present, and we can only distinguish
a superlubric-like regime (K/U0  1) with small static friction from a pinned regime with large
one (K/U0  1). The measure of the depinning force in Figure 3.6 shows quite a rapid transition
from a pinned-like regime to a superlubric-like one around K ' 0.07, meaning K/U0 ' 1.
The most interesting values of K/U0 are those near the transition. Hence, we decide to focus on
K/U0 = 0.3 (K = 0.03 in Figure 3.6) and K/U0 = 0.05 (K = 0.005 in Figure 3.6): the first is above
the transition identified at K ' 0.07, while the second is just below. Examples of the simulated
trajectories for the cases under study are shown in Figure 3.7. The lines with different colors
represent the trajectories of the 10 particles of the chain. The offset in the y direction is arbitrary.
The black dashed line underlining the particle trajectories represents the linear superlubric limit.
3.2.2 Choice of phase space metric
As in the case of the commensurate one-dimensional FK model, our aim is to identify a metric
which is as little prejudiced as possible. In order to do so, we again take into account the particles
positions relative to the potential, and the distances between neighbor particles. The positions are
divided by twice the lattice spacing (2ab); the distances have been normalized by the harmonic
equilibrium distance. Given two different configurations at time s and t, their distance is defined
as:
dst =
N∑
l=1
[
(xi
s − xit)mod(2ab)
2ab
]2
+
N−1∑
l=1
(
hl
s − hlt
)2
, (3.4)
where hl
t = (xl+1
t − xlt)/ac.
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Figure 3.7: One-dimensional FK model. The plot on top refers to the condition K/U0  1: the effect
of the substrate is minimal, and the trajectories show an almost linear sliding. We remind to the reader
for finite-size case the friction does never go exactly to zero, and a bit of stick-slip is always present. The
second and third figure represent the K/U0 = 0.3 case and the K/U0 = 0.05 one. This two cases are the
ones under study: the first one shows mostly a linear sliding, with some sporadic slip, while in the second
the slip events are much more frequent. The lines with different colors represent the trajectories of the
10 particles of the chain. The offset in the y direction is arbitrary. The black dashed line represents the
linear superlubric limit. 54
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3.2.3 Clustering analysis and Transition Matrix evaluation
We have analyzed samples with 6×104 configurations, obtained from a single long MD simulation.
clustering them based on the metric define in Equation 3.4, with DP clustering [47]. ForK/U0 = 0.3
we have obtained 475 clusters, while for K/U0 = 0.05 we have obtained 433 clusters. The core-set
analysis has not been performed in this case. Once the microstates have been identified, a discrete
transition matrix Παβ is built up as discussed in Section 3.1.3. For this system, the study of the
first few time scales as a function of the lag time τ has not been performed. For small values
of τ , the main problem is data correlation, while for large values it is poor sampling. For this
system with a non-particularly exotic dynamics we have been able to perform long simulations,
ensuring enough sampling. However, to have a clear idea on the error for the time scales, this
type of analysis would be necessary. A lag time of τ = 300 is assumed: this choice allows us to
sample every sticking period of our trajectories at least 10 times. The value of τ is the same for
both the cases under study. In Figure 3.8, we show the eigenvalues for the two cases under study.
Timescales can be found from ti = −τ/ log(λi). The first three eigenvalues have been highlighted:
the steady-state eigenvalue λ1 corresponding to τ1 = ∞ in blue, λ2 in red and λ3 in green. For
the finite timescales we find τ2 ∼ 980 and τ3 ∼ 250 for K/U0 = 0.3. Here a gap exists between the
first three eigenvalues and the others. For K/U0 = 0.05 instead, no clear gap is present. For this
regime we find τ2 ∼ 1100 and τ3 ∼ 380.
3.2.4 Observables
Using Equation 3.2 we can estimate the probability distribution of any observable O. In Figure 3.9
we show the steady-state distributions for the nearest-neighbor distances, while in Figure 3.9 we
show the steady-state distributions for particle positions. In the following plots for the positions,
we have decided to picture them with a range in the abscissa going from 0 to ab = 8, and not
to 2ab. For both, K/U0 = 0.3 is on the left, while K/U0 = 0.05 is on the right. With a stiffer
spring constant, in the K/U0 = 0.3 case the chain spring tends to keep the particles at a certain
fixed distance. In fact the main peak is around b ' 1 (meaning particle distance close to ac).
For K/U0 = 0.05 instead, a looser spring causes the presence of two peaks tending to the limit-
ing value for distances that we expect from an infinite chain in the overdense regime: a first one
corresponding to b ' 0, while the other one to b ' 1.6, namely, in ac units, the substrate period
distance. Differently from its commensurate counterpart, in fact, for incommensurate FK model
no state exists in which both the harmonic and the potential part of the energy are at their mini-
mum. Being stuck in the minima of the potential, particles will have a distance from the neighbors
different from the equilibrium one. In particular, in the overdense case like the one here studied,
there will always be more than one particle per minimum. For this reason, when the effect of the
potential is strong as for K/U0 = 0.05, neighbor particles gets stuck either in the same minimum
or in successive ones.
In the K/U0 = 0.3 case the distributions of positions are really broad, suggesting the equivalence
of positions along the substrate of a superlubric-like regime. In the superlubric limit, in fact, every
position is equally probable. Moreover, positions seem to be in phase, again suggesting that the
particles keep a certain relative distance. For K/U0 = 0.05, positions are peaked, and coherent, in
the middle between two maxima. This is a clear hint of a pinned behavior.
Figure 3.10 shows the first excited state distributions of nearest neighbors distances for K/U0 = 0.3
and K/U0 = 0.05 (at the top and bottom respectively). Differently from the results shown in
Section 3.1.4, we have decided not to show the corrections of the excited states gi, i > 1 (see Sec-
tion 2.3.2), to the steady-state distributions, but the positive/negative superpositions PSS ± c2χ2,
since they turned out to be more clear. PSS is the steady-state probability distribution, χ2 the
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Figure 3.8: One-dimensional incommensurate FK model, eigenvalues for the two cases under study.
At the top, K/U0 = 0.3, while at the bottom K/U0 = 0.05. The first three eigenvalues have been
highlighted: the steady-state eigenvalue λ1 corresponding to τ1 = ∞ in blue, λ2 in red and λ3 in
green. In the insets, the whole spectrum is shown.
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Figure 3.9: One-dimensional incommensurate FK model. Top: the steady-state distribution for
nearest-neighbor distances (K/U0 = 0.3 on the left, K/U0 = 0.05 on the right). The different
colored lines identify the different bonds between nearest neighbor particles; the offset in the y
direction is arbitrary. The two dashed lines highlight the bond with zero length and the one with
length ab (in fact, ab equals 1.6 in ac units), the substrate period distance. Bottom: the steady-
state distribution for particle positions (K/U0 = 0.3 on the left, K/U0 = 0.05 on the right). The
different colored lines identify the different particles; the offset in the y direction is arbitrary. Note
that the x range for the particle positions goes from x = 0 to x = ab = 8 in these plots.
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left eigenvector of the transition matrix, and c2 is a constant that has been chosen as: min
[
PSS
|χ2|
]
.
We have chosen as coefficient of the linear combination the smallest ratio between PSS and χ2 in
order to have a positive distribution when combining PSS ± c2χ2.
Concerning the first slow mode, for K/U0 = 0.3 the tendency of particles to stay at the harmonic
equilibrium distance is preserved but some deviations start to show up. For the K/U0 = 0.05 case
instead, we can easily guess which couples of neighboring particles belong to the same minimum
and which one belong to two different successive minima.
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Figure 3.10: One-dimensional incommensurate FK model, first excited state positive/negative
superposition PSS ± c2χ2 for nearest-neighbor distances; K/U0 = 0.3 at the top, K/U0 = 0.05 at
the bottom. Note that the x range for the particle positions goes from x = 0 to x = ab = 8 in
these plots.
In Figure 3.11 we show the positive/negative superpositions PSS ± c2χ2 (averaged over the 10
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particles of the chain) for particle positions. We see that in the K/U0 = 0.05 case (red) the peak is
less broadened and goes to zero for x→ 0 or x→ ab = 8. This means that particles are “trapped”
into the substrate minima, while for K/U0 = 0.3 the broad peak again suggests the equivalence of
positions along the substrate.
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Figure 3.11: One-dimensional incommensurate FK model, first excited state positive/negative
superposition PSS ± c2χ2 (average) for particle positions (K/U0 = 0.3 in blue, K/U0 = 0.05 in
red).
3.2.5 Conclusions and comments
In this section we have presented an MSM analysis for a one-dimensional incommensurate Frenkel-
Kontorova model. Incommensurability implies the presence of a phase transition in the FK model,
between a superlubric regime with zero friction and a pinned regime. Even if the finite-size of the
chain does not allow a real phase transition to the superlubric limit, the differences in the two
regimes examined are evident.
Moreover, incommensurability enriches the heterogeneity of the possible configurations that the
chain can visit, because of the permanent unsatisfaction of either the harmonic or the potential
part of the system.
The method implemented allows us to discover the slow excitations of the system; we describe the
slowest one in Figure 3.10 using the nearest-neighbor distances between particles. This excitation
consists, for the smooth sliding regime K/U0 = 0.3, in a collective movement of the whole chain
when proceeding of one lattice spacing: in fact, the nearest-neighbor distance is not affected by the
slip. This is a result of the smooth sliding for a superlubric-like regime in which all the positions
are equivalent. On the contrary, the case K/U0 = 0.05 shows the particles either at distance zero or
ab. This means that the sliding is a stick-slip in which the slip events bring two neighbor particles
either in the same minimum or in next minima. The effect of the potential is strong, conditioning
the particles of advancing of multiples of the lattice spacing ab.
Finally, we would like to mention the fact that, for this intermediate test, even if the total number
of clusters found for each regime was large, we have not performed the PCCA+ analysis to further
decrease their number.
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3.3 2D incommensurate Frenkel-Kontorova model
3.3.1 The model
After the study of the 1D commensurate and incommensurate Frenkel-Kontorova model, we decided
to increase the dimension of the system to 2D. In this way, we can make an intermediate step from
the case of a 1D chain, towards a more realistic system with triangular symmetry. This study has
been published in [50]. See Section 1.1.3 for further details. The system is an hexagonal-shaped
“sliding island” composed of N = 1027 classical particles held together by harmonic forces, to form
a triangular lattice as shown in Figure 3.13(a), 19 for each side. The center of mass is coupled by
a spring of constant κ to a dummy tip which drags it with constant velocity vext, so that the full
Hamiltonian reads (as in Equation 1.7:
H(t) =
∑
i
[
p2i
2m
+
K
2
(ri+1 − ri − aH)2 + V (ri) + κ
2
(xCM − vext · t)2
]
.
In the equation above, r = (x, y), m is the particle mass, aH the harmonic equilibrium distance
and the potential V (r) has the form in Equation 1.8:
V (x, y) = U0
[
2 cos
(
2pi
aS
x
)
cos
(
2pi
aS
y√
3
)
+ cos
(
4pi
aS
y√
3
)]
,
where aS is the substrate lattice spacing. The two main lengths of the system are slightly incom-
mensurate, being their ratio aS/aH ∼ 1.07. This value has been chosen to study what happens
with a minimal deviation from commensurability. In principle, every couple of mismatched values
for aS and aH could be choen to obtaining incommensurability. In our case, we decided to adopt
aS = 15 and aH = 14 in order to have a lattice spacing of the moire´ pattern comparable with the
size of the hexagonal island. Further details about the moire´ pattern will be discussed within this
paragraph.
Particle motion obeys an overdamped Langevin dynamics, in a bath of inverse temperature β =
1/kBT , like in Equation 2.2:
rl
t+dt = rl
t+ 1
γm
∇V (rlt) + κ
γm
vextt− 1
N
∑
j
xj
t
− K
γm
∑
j∈NN
(
rl
t − rjt
) dt+√ 2dt
γmβ
f t ,
where f t is harvested from an uncorrelated Gaussian distribution and dt is the elementary time
step. We choose the following set of parameters: dt = 0.1, m = 1, γ = 1, β = 100, κ = 0.01, and
vext = 0.0001.
The simulation is carried out using an extension to 2D of the MD code written for the simulations
described in Section 3.2, performing Langevin dynamics. In order to generate the initial condi-
tions, we start displacing the particles of the 2D island in a pattern with triangular symmetry, one
for each of the minima of the potential. The center of mass of the island is pulled by the spring,
and the initial thermalization needed to overcome the static friction and unpin the island from the
substrate is not considered in the analysis. No boundary conditions are implemented in the code:
the island continues to move in the drag direction, sliding on the infinite substrate until the end
of the simulation.
In a temperature and parameter regime where the island does not rotate, its sliding mechanics
retains some similarity to 1D sliding. In the weak potential limit, the bulk of the island is character-
ized by the presence of solitons (small deviations of the interparticle distance from the equilibrium
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value) which create a moire´ pattern over the incommensurate potential. In these conditions, the
dynamics is superlubric [29,54]. Moire´ patterns show the interference caused by the superposition
of two similar patterns, for example when two similar geometries are shifted or tilted with respect
to each other by an angle. In our case, the two different geometries are the triangular one of the
FK island sliding and the one of the substrate, which has itself a triangular symmetry, but where
the two lattice spacings are slightly mismatched; in our case aS/aH ∼ 1.07. In fact, in order to
obtain the interference typical of a moire´ pattern, the two overlapping lattices must not be exactly
identical. This is exactly the case of our 2D Frenkel-Kontorova model.
Upon sliding in this regime, the solitons flow unhindered, and the only source of pinning and static
friction is actually provided by the island edge. In the opposite strong potential limit, the solitons,
no longer weak, are strongly entrenched, and the whole island is pinned, with a bulk static friction
independent of edges. In Figure 3.12 an example of the passage of two solitons through the island
is shown. Depending on the ratio K/U0, in our simulations we can have configurations with either
one soliton or two.
Figure 3.12: Two-dimensional incommensurate FK model, moire´ pattern of the island showing the
presence of two solitons (K/U0 = 0.5). See text for more details.
Under the external spring force, the island sliding in this regime will alternate long “sticking”
periods during which particles are close to their respective potential minima, to fast slips during
which one or more lattice spacings are gained. A slip event always involves the flow of either
pre-existing solitons or of newly created ones that enable the system to slide faster. Our input for
the MSM procedure is a long steady-state trajectory of the island motion, obtained by integrating
these equations for ∼ 108 time steps for a slow external velocity. Values of K/U0 were chosen so as
to straddle between and beyond the weak (K/U0 ≥ 2) and strong (K/U0 ≤ 0.2) potential regimes.
The average friction force:
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Fmean = κ〈vextt− 1
N
∑
l
xl〉 , (3.5)
obtained from the simulation as a function of the ratio K/U0 can be seen in Figure 3.13(b),
where the crossover from a superlubric to a pinned regime is evident. We focus our study on three
different values of the parameters representative of these different regimes (the three colored arrows
in Figure 3.13(b)), as can be grasped by looking at the evolution of the position of the center of
mass shown in Figure 3.13(d).
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Figure 3.13: Two-dimensional incommensurate FK model. (a) Schematic of the FK island sliding
on a generic 2D incommensurate triangular potential. (b) Average friction force in the steady
state regime for simulations with varying ratio K/U0, highlighting the transition from free sliding
to stick-slip. The arrows indicate the sample parameters chosen to compare the results of our
method, with a color code which we will keep throughout for all figures. (c) Slowest time scales
after transition matrix diagonalization for the different regimes. The full line represents half of
the time required for the external force to move the particles to successive potential minima. (d)
Sample evolution for the different regimes: we show the deviations of the center of mass positions
from the free sliding corresponding to an infinitely stiff island. The vertical dashed lines are spaced
like the time lag τ = 1100 chosen to build the MSM to represent sampled configurations.
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3.3.2 Choice of phase space metric
As usual, the protocol begins by defining a metric, measuring distances between configurations in
phase space. Since we want to remain as unprejudiced as possible, we adopt the simplest, most
generic and bias-free metric, and define the distance between two configurations s and t as:
dst =
[(
rCM
s − rCMt
)
mod(2aS)
]2
+
[
N∑
l=1
(
r′l
s − r′lt
)2]
, (3.6)
where r′l
s
= rl
s − rsCM is the relative position of the l-th particle with respect to the center of
mass of the configuration s.
3.3.3 Clustering analysis and Transition Matrix evaluation
We have analyzed samples constituted by ∼ 104 configurations, clustering them based on the
metric defined in Equation 3.6, with DPA [11, 46] (see Section 2.2.4). This is a variant of DP
clustering, employing a new unsupervised density estimator able to identify just the real minima
of the free-energy. This method is non-parametric: it shares the same idea of k-Nearest Neighbor
clustering algorithm, but this time the value k labeling the neighborhood around a point is com-
puted iteratively, and an optimal k value is identified for each of the points. Moreover, the error
on the value of the density is computed, allowing to distinguish between real peaks and spurious
ones.
Note that the employment of PAk automatically reduces the number of clusters, as this algorithm
is able to identify the minima of the free energy, decreasing drastically nc and rendering the use of
PCCA+ further analysis not compulsory. The three regimes studied are: K/U0 = 2, K/U0 = 0.5
and K/U0 = 0.2. The number of clusters found is: nc = 16 for K/U0 = 2, nc = 13 for K/U0 = 0.5
and nc = 9 for K/U0 = 0.2. Once the algorithm has assigned a cluster index to all the configura-
tions of the sample, the core-set analysis is performed. PAk provides the density (or, analogously,
the free-energy) for all the points in the dataset. It is then possible to define a threshold for the
free-energy, and include in every cluster i just the data that differ in free-energy from the cluster
center less than the threshold value. In this way, the microstates are more reliable, since they con-
tain just points around the minimum. The points that have been disregarded are later reassigned
to the last core set visited. In this way it is possible to avoid counting a lot of recrossings, and to
eliminate a big bias in the evaluation of the time scales of the dynamics.
Once the microstates have been identified, a discrete transition matrix Παβ is defined, where {cα},
α = 1, . . . , nc are the different microstates obtained. From the diagonalization of the transition
matrix we obtain the eigenvalues {λi}; from those, due to the relation τi = −τ/ log(|λi|) we can
identify the typical time scales of the dynamics of the system studied. τ is the lag time between
two successive configurations. Since Παβ depends on the lag time τ , we have studied the variation
of the three longest finite time scales, for the three different regimes, as shown in Figure 3.14. The
optimal lag time has been set to τ = 1100. In particular, we have verified that the relevant time
scales stay within the statistical error in Figure 3.13 when doubling or halving the lag time.
We apply the procedure described above to three evolutions of our model characterized by different
parameters K/U0 as indicated in Figure 3.13(b). The time corresponding to the first largest
eigenvalue is shown in Figure 3.13(c): for all cases, we find that the first implied time scale is
approximately equal to 6×104, corresponding to roughly half the time aS/vext required on average
to move by one lattice spacing. This is consistent with the interpretation of the slowest mode as
being related to the movement from one local minimum of the substrate to the next. We notice
that in the more extreme case K/U0 = 10 the first relaxation time is much faster; since the island
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Figure 3.14: Two-dimensional incommensurate FK model. Convergence of the three timescales
τ1,2,3 of the longest-lived slow modes, for the different regimes: K/U0 = 2 in green, K/U0 = 0.5 in
yellow and K/U0 = 0.22 in blue, respectively.
is stiff, the substrate does not play a primary role. The successive time scales are almost an order
of magnitude smaller, and further insight is required for their interpretation.
3.3.4 Observables
We will now analyze the gi functions (see Section 2.3.2) of some relevant physical observables of
this frictional system, in order to characterize the long-lived states we have identified.
Nearest-neighbor distance
As a first observable, we consider the nearest-neighbor distance between all particle pairs. The
steady-state distributions (see Figure 3.15(a)) show the expected trend: while the K/U0 = 2
case probability has a peak centered on the harmonic equilibrium distance reflecting the nature
of the hard island during structurally lubric sliding, the one for the opposite case K/U0 = 0.2
is centered on a distance commensurate with the substrate, reflecting the adhesion of the soft
island to the external potential. For K/U0 = 0.5, the situation is intermediate. The excited states
complete this description (see Figure 3.15(b)): the first excited states show little correction to the
steady-state distribution, as the change of a whole lattice spacing has only a minor influence on
the nearest-neighbor distribution, while the second and third excited states display a significant
change. Indeed, the latter corresponds to internal relaxations of the island not associated with the
collective sliding. In the specific case, these corrections are related to the formation/destruction of
incommensurate solitons induced on the island by the external potential. This observable lacks the
ability to clearly distinguish between the excited states. In the following, we therefore considered
a more extensive observable, able to highlight more differences.
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Figure 3.15: Two-dimensional incommensurate FK model. (a) Steady state probability distribution
of the nearest-neighbor distances for the three regimes. Vertical dotted lines represent the rest
interparticle (“harmonic”) distance, while the dashed ones represent the substrate lattice spacing.
(b) The perturbations gi (see Equation 3.3) estimated for the first three excited states. The
observable O in Equation 3.3 is here the nearest-neighbor distance. To compute P (O|α), 100
intervals have been chosen.
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Harmonic energy
We now consider the distribution of the total harmonic energy of the island:
K
2
〈
∑
〈i,j〉∈NN
(
ri
t − rjt
)2〉 . (3.7)
Figure 3.16(a) shows the steady-state distributions, clearly highlighting the richer information
encoded by this observable. In the stiff K/U0 = 2 case, the distribution of this observable shows a
single peak, while in the softer cases, it acquires a more complex structure, related to the presence
of a different number of solitons in the system. The corrections in Figure 3.16(b) highlight how the
different modes (besides the first one, as previously noted) are related to different relative weights in
these soliton distributions, representative of the different dynamics of each regime: while in the stiff
case, the few defects merely slide through the island during the motion, leaving their population
unchanged; for the softer islands, the stick-slip motion is achieved through the creation of new
solitons at the edges and their relatively fast propagation, leading to a complex time dependence
of their population.
Single particle positions
To gain additional insight in the nature of the slow dynamical modes we now consider the probabil-
ity distribution of the position of a single particle (not on the border) as a function of its position
x and y. The periodic boundary conditions have been chosen as two lattice spacings of the 2D
potential, both in x and y. The steady state positional distribution of Figure 3.17(a) again shows
how the increase of U0 leads from a smooth distribution over the continuous transition path from
a minimum to the next, to an increasingly peaked distribution in the potential minima. Therefore
if for K/U0 = 2 the particle performs a rather smooth zig-zag path between successive potential
minima, in the intermediate case (K/U0 = 0.5), these positions are much more probable, eventu-
ally becoming dominant for K/U0 = 0.2 where the distribution reduces essentially to sharp peaks.
The excited state effect on the particle position distribution is shown in Figure 3.17(b). While the
first excitation is clearly related to the single period shift, as mentioned earlier, the second excited
state shows that the particle jumps among successive minima in the zig-zag path. This shorter
periodicity was not visible in the previous observables as it is not shared by all particles. The third
excited state, finally, reflects the particle position probability perturbation caused by the “slip”
events, which are characteristic and strong for the softer island, as in the previous analysis.
Work distribution
As a final observable, relevant to the description of a frictional model, we consider the instantaneous
work done on the system by the external force in a single time step τ :
Wt = κ
∑
l
(
vextt− xlt
) (
xl
t+τ − xlt
)
, (3.8)
shown in Figure 3.18(a). Notice that this quantity depends on the successive position at time steps
t and t+ τ . The steady-state work distribution PSS(W ) is centered on 〈W 〉, a value evolving from
near zero to larger values as one goes from K/U0 = 2 to K/U0 = 0.2. At the same time, PSS(W )
develops an increasing asymmetry with a broader and broader tail around positive values of work.
Both features are related to the increase of dissipation as the substrate corrugation increases. As
seen in Figure 3.18(b) for K/U0 = 2, the excitations show just noise, which tells us that the slider
moves as a whole, as the characteristic of the superlubric sliding in this regime. The notable
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Figure 3.16: Two-dimensional incommensurate FK model. (a) Steady state probability distribution
of the harmonic energy for the three regimes. The vertical dashed lines represent the harmonic
energy for an island completely relaxed to the substrate lattice spacing. In this case, we applied a
running average to the data, both for the steady-state distribution and the corrections. The switch
from a single peak of the hard island to a multiplicity of peaks for the medium to soft island is
the direct evidence of the more elaborate sliding dynamics of the latter. (b) The perturbations gi
(see Equation 3.3) estimated for the first three excited states. The observable O in Equation 3.3 is
here the harmonic energy. To compute P (O|α), the abscissa axis has been divided into 100 equal
intervals.
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Figure 3.17: Two-dimensional incommensurate FK model. (a) Steady state 2D probability distri-
bution of all single particle positions (excluding edges) for the three regimes. Position along x and
y is taken modulus 1 and 2 lattice spacings, respectively. The zig-zag pattern reflects the motion
of the whole which, while pulled along X, moves between neighboring potential minima that are
60°off. (b) The perturbations gi (see Equation 3.3) estimated for the first three excited states.
The observable O in Equation 3.3 is here the the single particle positions. Note the evolution for
decreasing K/U0, from smooth flow to sharp hopping between minima. To compute P (O|α), the
binning on the axes has been chosen in this way: 100 intervals for x, and 50 for y.
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exception is however the second excitation, showing a forward jump. As we move towards smaller
and smaller K/U0 and the island softens, all excitations gradually come into play. In the stick-slip
regime for K/U0 = 0.2, modifications in the soliton structure are strongly related to an increase in
the positive tail of the work distribution, highlighting the mechanism behind the increased friction
coefficient.
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Figure 3.18: Two-dimensional incommensurate FK model. (a) Steady state probability distribution
of work for the three regimes. In this case, we applied a running average to the data, both for
the steady-state distribution and the corrections. (b) The perturbations gi (see Equation 3.3)
estimated for the first three excited states. The observable O in Equation 3.3 is here the work. To
compute P (O|α), the abscissa axis has been divided into 100 equal intervals.
3.3.5 Conclusions and comments
In this section we have presented the MSM study for a 2D Frenkel-Kontorova hexagonal island.
We had already studied FK model in one dimension, but fulfilling the goal of the application of
our method to a 2D system has been crucial to understand how to analyze a real system. In fact,
even though still a model, the system analyzed here presents already a triangular symmetry typi-
cal of materials like graphene that have been widely studied in experiments; moreover, the slider
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already possesses a number of particles similar to the ones of the sliders used in realistic frictional
simulations. Despite many thousands of atomistic degrees of freedom, the procedure developed
allows the selection of just very few slow variables, automatically eliminating all other fast irrele-
vant variables. Those slow variables, once examined at the end, are found to be appropriate for
describing the actual frictional physics of the system, be it superlubric or stick–slip.
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Chapter 4
Sliding of a graphene island on a
non-periodic substrate
In this chapter we analyze a much more realistic system, with respect to the periodic ones studied
in the previous chapter. It consists of a circular island of graphene (inscribed in an original hexago-
nal flake), saturated by hydrogens at the borders, and sliding on a substrate realized starting from
an FCC crystal of gold, whose surface has been shaped rough. The system is shown in Figure 4.1.
The substrate surface has been shaped rough as a lot of surfaces of interest in friction, and also
a lot of natural surfaces (like the ones described in Section 1.2.6) present a self-similar profile.
Moreover, we have chosen graphene as a slider as it is very stiff and strong, and very lubric, while
experiencing no wear. When pulled by a spring (which in our case is a spring coupled to the center
of mass of the flake) mimicking an AFM tip, the graphene island will get stuck here and there on
the rough substrate. Strong elasticity of graphene gives rise to stick-slip events, including as we
will see realistic translations and rotations.
This simulated system will be useful in several ways. First, it will provide a comparison with the
MSM study of the sliding over a periodic substrate presented in the previous chapters. Since the
system is modeled by atomistic description, the analysis will also permit the extraction of realistic
mesoscopic variables relevant to friction, and of their fluctuations. For example, the waiting times
between two successive slip events, or the dissipation energies. Finally, we manage to test our
method in real conditions, like the absence of any reference periodicity in the substrate, making
the identification of the microstates an extremely challenging task.
We would like to highlight the fact that the method has not changed throughout the study of the
different systems, even if the arrangements differed a lot in number of particles, kind of substrate,
even dimensionality. MSM of sliding friction always starts with a long MD simulation (or, equiva-
lently, many small MD simulations); a clustering algorithm (DP clustering or DPA) is used to find
a small discrete number of microstates, and finally a normalized transition matrix is calculated,
measuring the probability of jumping between pairs of clusters. The transition matrix, in turn,
describes the coarse grained frictional kinetics.
4.1 The system in details
The graphene slider is a circular sheet of graphene consisting of 1440 carbon atoms. The circular
shape has been obtained inscribing the circle in an hexagonal graphene flake; the resulting sheet
has been subsequently saturated by 96 hydrogens at the borders, in order not to leave unsatu-
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rated bonds for the carbon atoms. The carbon-carbon distance has been set to 1.4224 A˚, while
the carbon-hydrogen distance is 1.0904 A˚(see Figure 4.1). For both carbon-carbon and carbon-
hydrogen interactions AIREBO potential [49] has been used, with a cutoff of 20 A˚(see Section ??
for further details).
The flake is pulled by a spring coupled to a dummy “atom” (the tip) of weight 1000 amu, which
does not interact with gold atoms and moves linearly, in time and direction, at a constant speed
vext. The velocity of this “tip” is oriented by an angle of 47 °relative to the gold (110) surface
direction, so as not to be aligned with any of the substrate high-symmetry directions.
The substrate has been obtained from an FCC gold bulk, “cutting” a self-similar random surface,
adapting to our study the self-similar crystal 512×512 surface profile by Mu¨ser et al. [36] (see also
Section 2.1.3). The Z profile (top), together with a zoom on the atomic configuration (bottom) are
shown in Figure 4.1. The interaction of gold with carbon is a Shifted-Force Lennard-Jones [51],
with parameters: ε = 0.025 eV, σ = 2.74 A˚, while that with hydrogens is the same but with
ε = 0.01. The gold substrate is assumed, for simplicity, to be rigid: all dissipation being embodied
in the flake itself, employing a large value of γ in the Langevin dynamics. We have adopted a
rigid substrate since we wanted to compare the results obtained for the graphene flake to the ones
obtained in the previous chapter for infinite periodic rigid substrates.
The pulling velocity has been set to vext = 0.01 A˚/ps; the island slides with a stick-slip dynam-
ics, alternating periods of accumulation of elastic energy and subsequent sudden releases upon
advancement. The dynamics is an overdamped Langevin one with temperature T = 200 K and
damping γ−1 = 1 ps. The dynamics was carried out using LAMMPS [43].
We have performed 350 independent simulations, each one 6 ns long. The time step chosen is
dt = 0.001 ps. We decided to carry out independent runs, providing in such way a good statistics,
as we wanted to study the distributions of both the dissipated energy and the waiting time between
successive slips, starting from several different independent initial conditions.
From visual inspection of our simulations, it is clear that the dynamics of the slider shows a behavior
really similar to that of seismic events. The accumulation of tension due to the corrugation of
the graphene island, together with the sudden release in its rotation and successive translation
made us speculate about the possibility that quantities like the waiting time between slips and
the dissipation energy should satisfy the Gutenberg-Richter type power law [19, 20, 41]. This law
relates the magnitude of an earthquake to the fraction of the total number of earthquakes in any
given region and time period of at least that magnitude. The relation is the following:(
N
Ntotal
)
= 10α−βM , (4.1)
where N is the number of events having a magnitude larger or equal to M , Ntotal the total number
of events, while α and β are constants. α and β are constants, and the magnitude M is computed
as the logarithm of the the total energy released in an earthquake. Quantities like the waiting
time between successive slips and the energy dissipated in a slip event are also expected to show
a power law similar to the one in Equation 4.1. The magnitude M in the equation is going to be
substituted by these quantities. The results of this analysis are presented in the following section.
The idea of comparing the dynamics of our system with the one of seismic events has started from
a visual inspection of MD trajectories. We have noticed that the island movements were formed by
quite long slip periods, followed by abrupt changes characterized by a large dissipation in energy
(namely, the slips). Moreover, the Gutenberg-Richter law has been empirically justified using the
Burridge-Knopoff frictional model, consisting in a chain of blocks coupled by springs [9, 41].
In each of the simulations we have observed on average ∼ 20 slip events; the center of mass moves
of around 70 A˚ in the drag direction, while the shift in the direction perpendicular to the motion
72
4.1. The system in details 73
Figure 4.1: Top left: graphene slider, circular island. Carbon atoms are shown in light blue, while
the hydrogens at the borders in white. Top right: focus on both the island and the substrate, with
atomistic detail. Bottom: the Z profile (the color scale is in Angstrom) of the gold substrate.
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is negligible. The initial configurations for every run have been created in order to maximize the
sampled substrate surface. Knowing the average length and width of the path covered by the slider
center of mass during one simulation, we divided the substrate surface in almost equal subsections,
in order to make the smallest overlap between different trajectories. Once the single subsection
has been identified, we restarted by the slider, for each new run, at the basis of each area with
a procedure of minimization of the total energy implemented in LAMMPS (further details about
the procedure can be found in [48]). In this way, the planar slider adapts to the surface of gold
before the beginning of the simulation.
4.1.1 Analysis of some steady-state friction-related quantities
We first studied the behavior of some mesoscopic quantities that are going to give us a useful
interpretation of the dynamics.
The first quantity is the Center of Mass (CM) trajectory: this quantity gives us an insight on the
mesoscopic dynamics of the system. Figure 4.2 shows a stick-skip behavior with relatively long
sticking periods. During the sticking, the motion in the XY plane is somehow viscous. No stick-slip
regularity is present, reflecting the substrate roughness. In Figure 4.2 the projection of the CM
path on the XY plane is shown, together with a straight line representing the path the island would
have followed in a perfect lubric regime. We notice just occasional deviations in angle with respect
to the tip direction of motion, which probably reflect the necessity of a small rotation when the
island meets a standing block. One possibility is that the deviations in angle with respect to the
tip direction of motion might be due to moire´ patterns (see Section 3.3 for further details) that
create in the whole island or in parts of it due to its interaction with the substrate, in a similar
way to the analysis of the 2D Frenkel-Kontorova model. The most plausible possibility is that the
island “stumbles” on an asperity, and rotations help to override it.
Figure 4.3 shows the velocity of the center of mass. This is another key quantity in the study of
friction. In fact, the stick-slip behavior, together with the duration of sticking times, can be im-
mediately identified from this observable. Figure 4.3 clearly shows the main peaks corresponding
to slip events: the X coordinate of the center of mass has been superimposed to the velocity (the
offset of the CM position is arbitrary) in order to show the correspondence between the main peaks
and the slip events. In our analysis we identify slip events from the peaks of vCM : we assume an
event has occurred whenever vCM ≥ 0.07 A˚/ps. The black arrows indicate the events that have
been taken into account in the analysis, while the red ones indicate the slip events that occurred
but were not detected. The first peak of vCM around ∼ 420 ps has not been detected correctly,
even if above the threshold, as we have neglected an initial time of 500 ps to avoid the first stick
which is longer than the subsequent ones, due to the initial transient of time needed to overcome
static friction, and to the initial elongation of the driving spring. Moreover, in order not to count
multiple close slips that belong to a single slip event as separated, we distinguished slip events
delayed at least 150 ps. For example, around 6000 ps in Figure 4.3, we detect one slip event out of
two peaks. Few other slip events have not been detected along the dynamics, but we can conclude
that the failed detections are far less than the one correctly identified.
In Figure 4.4 the spring drag force in the XY plane, computed as ~F = K~r in the direction of
drag (where ~r is the vector distance between the tip coordinate and the island center of mass),
is shown, together with θ, the orientation angle of the island (computed as the angle between a
chosen diameter of the island and the X axis). The spring force is a key quantity in nanotribology,
revealing the fundamental frictional response, as it represents the direct connection between the
driving and the system. The force is negative in certain periods of time, which means that there
are some overshoots that occasionally launch the island slide further than the tip, as suggested by
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Figure 4.2: Representative results for a stick-slip run. Left: center of mass trajectory as a function
of time, for the x and y. Steps indicating stick-slip dynamics can be identified. Right: center
of mass trajectory projection in the XY plane, compared with tip position, or with superlubric
sliding. Bottom: center of mass trajectory a a function of time, in the off-surface z direction.
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Figure 4.3: Center of mass velocity, together with the X coordinate of the center of mass trajectory
(the offset of the CM position is arbitrary, taken from the same simulation concerning the velocity
profile). A slip has been chosen as an event with vCM ≥ 0.07 A˚/ps. The black arrows indicate the
events that have been taken into account in the analysis, while the red ones indicate the slip events
that occurred but were not detected. Note that in this plot the velocity is always positive, because
we have performed a running average on 10 ps. The instantaneous velocity assume positive and
negative values, instead.
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the visual inspection of some of the trajectories. Moreover, slip events are often anticipated by ro-
tations of the island, responsible for unlocking the graphene from the gold substrate, as illustrated
by the almost perfect correlation is present between the changes in the island orientation and the
slip events in Figure 4.4.
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Figure 4.4: Spring force between the tip and the center of mass of the island, together with the angle
orientation θ of the island (θ has been computed as the angle between a generic chosen diameter
of the island and the X axis). An almost perfect correlation is present between the changes in the
island orientation and the slip events. This corroborates our hypothesis that rotations open the
way to slip events. The black arrows indicate the events that have been taken into account in the
analysis, while the red ones indicate the slip events that occurred but were not detected.
We then analyzed the behavior, over time, of the spring harmonic energy, the internal carbon-
carbon energy of the flake and the interaction energy between flake and the substrate; in Figure 4.5
we show their deviation with respect to the average value. Slip events correlate with main changes
in energy. Moreover, the variation in elastic energy is balanced to the one in interaction energy.
The last two quantities that we are going to introduce are different from the ones we have analyzed
before: the slip dissipation energy and the waiting time between slip events are studied as distri-
butions. From visual inspection of the simulations, we noticed that the dynamics of the graphene
slider is similar to a seismic event, with accumulation of potential energy and subsequent sudden
releases. Because of this, we guessed that the probability distributions of some quantities like the
waiting time between slips or the dissipated energy might follow the Gutenberg-Richter law, as in
Equation 4.1. The role of the magnitude M in the equation is going to be assumed by the waiting
time or the dissipated energies, fitting each time the constants α and β. Figure 4.6 shows the
fraction of the number of occurrences against the waiting time tw between slips, in log-log scale.
We find constants αtw = 0 and βtw ∼ 0.0029 ps-1.
In a way similar to the case of waiting times, we find a similar behavior also for the distribution
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Figure 4.5: Potential energies (deviation from average). From top to bottom: pulling spring energy,
internal elastic energy of the flake, interaction energy between the flake and the substrate. We
remind to the reader that the main contribution to the energy is given by the elastic energy of the
graphene flake, with average ∼ 11140 eV, followed by the interaction energy between the flake and
the gold substrate, with average ∼ 110 eV, and the harmonic energy with average 5 eV.
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Figure 4.6: Fraction of number of occurrences vs. waiting time between slips, log-log scale. For the
waiting time we have found constants αtw = 0 and βtw ∼ 0.002 ps-1 (see Equation 4.1 for details).
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Figure 4.7: Fraction of number of occurrences vs. dissipation energy, log-log scale. For the
dissipation energy Ediss we have found constants αEdiss ∼ 0.87 and βEdiss ∼ 0.94 eV-1 (see
Equation 4.1 for details). The points have been fit with Gutenberg-Richter law in the range from
0 to 8 eV.
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of the dissipated energy (computed as the product F · vCM ), see Figure 4.7, in log-log scale. We
obtain constants αEdiss ∼ 0.87 and βEdiss ∼ 0.94 eV-1. For the dissipation energies, the points
have been fit with Gutenberg-Richter law in Equation 4.1 in the range from 0 to 8 eV.
4.2 Markov State Modeling
So far we analyzed the steady-state sliding of the graphene island. We are now going to present
the MSM analysis, to learn about the study of the dynamics. The system described in this section
is more realistic than the FK model, with a dynamics characterized by abrupt slips in a way that
reminds much more of seismic behaviors than of the sliding of two perfect lattices. Moreover, the
rough nature of the substrate pushes the application of the MSM procedure defined so far to its
limits, in terms of the definition of the metric, of the decimation of the initial dataset for the
clustering analysis, and of the interpretation of the results.
4.2.1 Choice of phase space metric
The 350 simulations of length 6 ns each produce the positions of all the atoms at each time step.
In the previous chapter, we have chosen the metric in the most unprejudiced and blind possible
manner. The particle positions have been sufficient to describe both the 1D and the 2D periodic
Frenkel-Kontorova model, but a similar choice for the system we are describing now is unfeasible.
In fact, due to the rough nature of the gold substrate, this time we are not allowed to adopt a metric
in which we take advantage of the substrate periodicities. The areas of the substrate sampled by
the flake are never identical to each other, and no geometrical references can be found to identify
a unit cell that repeats over the surface, on which the configurations can be mapped back.
Because of this issue, the quantities we have chosen are not absolute, but internal of the flake: the
first one is devoted to the description of the slider deformation in the out-of-plane direction, while
the second has a close connection with the interaction between the carbon and the gold atoms.
From each of the MD configurations, we have computed for each carbon atom l of the slider two
microscopic quantities: the strain Sl
t = zl
t − 〈Z〉l, defined as the deformation with respect to the
average 〈Z〉l of the Z coordinate (labeling the out-of-plane direction), for all the configurations
sampled in all the simulations, and the distance from the carbon atom to the closest gold atom of
the substrate, namely δl
t = min
j∈Au
|rlj t|, with rlj the vector distance between the two atoms.
However, defining the strain and the C-Au distance on an atomistic scale would have created
a metric with ∼ 3000 degrees of freedom, far too many. For this reason, the metric has been
defined on a two-dimensional mesh of 44 points with triangular symmetry, shown in Figure 4.8,
on the right. The mesh of points is defined coherently with the direction of drag: the red arrow in
Figure 4.8 (right) shows the drag direction on the mesh. In order to superimpose the mesh to the
configuration given by the positions of the carbon atoms of the flake in the correct way, we have
first aligned the centers of mass of both the flake and the mesh. Subsequently, the configuration
and the mesh are rotated in such a way that the drag directions coincide. In this way, we have
been able to find, for each of the points p of the mesh, the atoms l in their proximity. For each
point p of the mesh, we compute a gaussian average, weighted with the distance from the point p
to the position of the carbon atom l. For an observable O:
O¯p =
∑
l
N (xl,xp, σ)Ol∑
l
N (xl,xp, σ) , (4.2)
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where Ol the value of a generic quantity of the metric for the atom carbon l, and the gaussian
weight is the following:
N (xl,xp, σ) = 1√
2piσ2
exp
[
−(xl − xp)2
2σ2
]
. (4.3)
The distance xl−xp is computed in-plane (not for the Z coordinate), while σ is set at the distance
between two nearest-neighbor points of the mesh.
Figure 4.8: On the left, the graphene flake used as a slider. On the right, the mesh of 44 points
with triangular symmetry that has been used to create a coarse-grained metric. Considering a
point of the mesh, for each carbon atom in its neighborhood we have exploited a gaussian average
of the value of every quantity constituting the metric. The Gaussians are centered in the different
points of the mesh and have a value of σ equal to the distance between two points of the mesh.
Once the gaussian averages for each of the points of the metric have been computed, the distance
between two configurations s and t has the following form:
dst =
[
44∑
p=1
(
S¯sp − S¯tp
)]2
+
[
44∑
p=1
(
δ¯sp − δ¯tp
)]2
, (4.4)
where S¯p and δ¯p are the gaussian averages of the out-of-plane strain and the carbon-gold
distance, as defined in Equation 4.2, one value for each of the 44 points of the mesh.
In conclusion, this first coarse-graining has allowed us to pass from ∼ 3000 degrees of freedom for
each configuration, to a much more manageable metric, defined by the 44 values of the strain in
Z direction, together with the 44 values of the distance from the closest gold atom, one for each
point of the mesh.
4.2.2 Clustering analysis
As previously stated, we analyzed 350 independent simulations of 6 ns each, dt = 0.001 ps. We
used just a subset of the whole data set in order to find the phase space clusters. In fact, in
order for PAk algorithm to work, the quantities analyzed have to be uncorrelated. If they are
too correlated, such as when the clusters are formed between configurations close in time, the
algorithm is affected by large systematic errors. For this reason, decimation has been a key issue
in our analysis, and in the end we have kept one configuration out every 400 ns. Such a dramatic
decimation, healthy as it is, required a huge statistics, and many different simulations. The data
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Figure 4.9: Profile of the out-of-plane strain, for the centers of the most populated clusters. The
arrow pointing up is indicating the drag direction of the tip. The strain in the Z direction identifies
macroscopic movements of the graphene island.
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Figure 4.10: Profile of the distance from nearest gold atom, for the centers of the most populated
clusters. The arrow pointing up is indicating the drag direction of the tip. With respect to the
out-of-plain strain profile in Figure 4.9, this quantity displays patterns with variations on a more
local scale on the mesh.
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points that have not been used for the definition of the clusters due to the decimation have been
reassigned to the closest cluster, using the metric defined above.
For the clustering analysis we have employed the DPA (see Section 2.2.4) clustering algorithm for
the identification of the microstates. Thanks to the ability of PAk to recognize the minima of the
free energy, we have obtained ∼ 10 clusters.
We describe the states identified by the clustering algorithm. Figure 4.9 shows the profile of the
out-of-plane strain for the centers of the most populated clusters. It is important to notice that all
these states show macroscopic patterns of corrugation over the 44 points of the mesh. This means
that the microstates identified by the method are not related to movements concentrated on a small
number of atoms (if that would be the case, every point of the mesh would assume a completely
different value for the quantity studied), but to global changes in the island corrugation. These
corrugations, exhibiting a bimodal front-back or left-right dynamics, as well as more complicated
patterns on the mesh, reflect the main symmetries of the graphene flake. The other quantity
included in the mesh is the distance from the nearest gold atom. Figure 4.10 shows its value on
the 44 points of the mesh, for the centers of the most populated clusters. These profiles show
more local variations on the mesh with respect to the corrugation profiles in Figure 4.9. However,
from a visual inspection of the MD trajectories, one can see that the slip events are frequently
correlated with the depinning of some of the borders part of the island, preceding the subsequent
slipping of the graphene island. We conclude that the distance from nearest gold atom reflects this
phenomena, leading the way to the sliding. The value of the parameter σ in the Lennard-Jones
interaction for the C-Au and H-Au interaction has been set to 2.74 A˚. However, this figure shows
values always larger than σ, because the gold surface is rough with a non-flat profile in the z
direction. This means that the real contact between the graphene flake and the substrate takes
places in small areas of the slider, while the rest of the island is suspended. This is the reason why
the average value of the distance from the nearest gold atom for each point of the mesh is always
larger than σ.
4.2.3 Transition Matrix evaluation
Once the algorithm has assigned a cluster index to all the configurations of the decimated sample,
the core-set analysis is performed. PAk provides the density (or, analogously, the free-energy) for
all the points in the dataset. It is then possible to define a threshold for the free-energy, and include
in every cluster i just the data that differ in free-energy from the cluster center (minimum of the
free-energy) less than the threshold value. In this way, the microstates are more reliable, since
they contain just points around the minimum. The points that have been disregarded are later
reassigned to the last core set visited, following the same procedure introduced in the previous
chapter. In this way it is possible to avoid counting a lot of recrossings around the saddle-points
of the free-energy, and to eliminate a big bias in the evaluation of the time scales of the dynamics.
As shown before in Figure 4.3, slip events are rapid and dramatic. From the simulations we noticed
that slips are characterized by a rotation of the island, able to depin the slider from the surface
and to give it the possibility to slip. These abrupt events push the island to rearrange in a new
place far from the one visited before the slip event, and thus change completely its configuration.
While “sticks” are long and easy to sample, “slips” are fast and poorly sampled. For this reason
we have introduced an additional artificial microstate, that we will name “slip state”: this allows
to include a fundamental dynamical quantity as the center of mass velocity in the description of
the microstates. Once the island experiences a slip event, in the dynamics between microstates, it
enters the slip state. We assume that, once the system exits the slip state, it loses memory of the
configuration visited before.
Once all the configurations have been assigned to a microstate, it is possible to build-up the
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transition matrix, counting the jumps between clusters. Once normalized, the matrix Παβ gives
us the probability of the transition from cluster α to cluster β. Timescales can be found from
ti = −τ/ log(λi), where τ is the lag time between two successive configurations, and λi are the
eigenvalues of the transition matrix. Figure 4.11, at the top, shows the 4 slowest finite time scales
as a function of the time lag τ . For the finite time scales we find τ2 ∼ 800 ps and τ3 ∼ 500
ps. There is a gap between the first finite eigenvalue and the successive ones. On the bottom of
Figure 4.11 we show the timescales for the chosen lag time τ = 150 ps.
4.2.4 Observables
We analyze the gi functions (see Equation 3.3) of some relevant physical observables of this frictional
system, in order to characterize the long-lived states we have identified. We stress that, as in the
previous cases, the gi for i ≥ 1 describe excitations on top of the steady state, and are defined
regardless of a normalization constant and up to a sign. The study of the excited states highlights
the slowest, therefore most important, deviations with respect to the steady-state distribution,
associated with the slow relaxation times highlighted by our analysis.
In-plane strain
Even though not present in the definition of the metric, we can still study the deformation that the
graphene is experiencing in the XY direction. These deformations are a consequence of the out of
plane corrugation, that we are going to show later. In Figure 4.12, from the top to the bottom, we
show the four excitations gi, i ≥ 1. The colored arrows represent the direction of the deformation,
while the large black arrow shows the drag direction.
The steady-state probability is not shown. Indeed, as expected from the fact that the strain is
computed regarding the average of all the configurations of the data set, the steady-state distribu-
tion must assume very small values that are very close to zero.
Interesting patterns appear looking at the excitations gi. The first correction g1 exhibits a dipole
mode, in which the island is expanding with an evident symmetry axis that we have highlighted
with a light green dashed line. This line is oriented 30°anticlockwise with respect to the drag
direction (pointing up), and it identifies one of the main symmetry diagonals of the graphene flake.
g2 shows also a dipole compression, with a symmetry underlined by the dark-green dashed line
rotated by 60°with respect to the one in g1, and it corresponds to another symmetry diagonal of
the slider. g3 introduces a more complicated deformation: this time a quadrupole appears, with
both an up-down and a right-left shear. The symmetry directions are both the one present in g1
and the one present in g2. Finally, g4 shows an intricate deformation, with an expansion in the
front, and a compression in the tail. The entire mode, is rotated 30°clockwise with respect to the
drag direction.
Out-of-plane strain
Figure 4.13 show the difference from the average configuration in the Z direction. This strain
is included in the metric. From the top to the bottom, we show: the steady state probability
distribution and the corrections gi, i ≥ 1. We describe this quantity by a color map. Again, for
every plot, the large black arrow shows the drag direction.
The excitations gi, i ≥ 1, must be compared with the ones for XY direction in Figure 4.12. The
dipole expansion in g1 is correlated with a left-right movement with respect to the drag direction
(pointing up). One can imagine this mode as if the island was pivoting in order to proceed, lifting
one “leg”, while leaving the other attached to the substrate. A similar movement is present in
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Figure 4.11: On the left, the first four excitation times as a function of the lag time τ : a gap is
present between the first and the other four time scales. On the right, the complete time-scale
spectrum for the chosen lag time τ = 150 ps.
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Figure 4.12: In-plane strain deformations, gaussian average over the points of the mesh shown in
Figure 4.8. The steady-state is shown. Below, the first four excited-state corrections are shown.
The arrow pointing up is indicating the drag direction of the tip, while the dashed light and
dark-green lines underline the symmetry direction along which the strain deformation take place.
Symmetries are the one typical of graphene.
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g2, for the Z coordinate; this time, however, the direction of the deformation perpendicular to the
substrate coincides with the one in Figure 4.12 for g2. The deformation g3 exhibits again a dipolar
behavior as g2. Finally, the intricate movement described by g4 is correlated to a depletion in the
central/front part of the island, together with a detachment in the left and right lateral parts, and
in the tail.
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Figure 4.13: Out-of-plane strain deformations, gaussian average over the points of the mesh shown
in Figure 4.8. The first four excited-state corrections to the steady-state are shown. The arrow
pointing up is indicating the drag direction of the tip.
Distance from nearest gold atom
We then consider the distance from the carbon atom to the closest gold atom of the substrate,
another quantity included in the metric. This quantity gives us information regarding the interac-
tion between the slider and the substrate. Differently from the strain, this quantity has not been
computed from a difference to a reference configuration, but as an absolute value. From the top to
the bottom, in Figure 4.14 we show the steady state probability distribution and the corrections
gi, i ≥ 1. We describe this quantity with the same convention of Figure 4.13. For every plot, the
large black arrow shows the drag direction.
The steady-state probability reflects the behavior of a finite island: the borders, less constrained
from the harmonic interaction, are free to pin to the substrate and remain trapped. The center of
the island, on the contrary, interacts less with the substrate and is more bound to the rest of the
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flake. Note that the front border of the island is more attached to the substrate, as it is the one
that encounters all the gold asperities in the first place. Finally, it is important to highlight that
the range of the values of the carbon-gold distance in Figure 4.14, for the steady-state, exhibits
variations of 1% maximum.
The corrections gi show more local variations for this quantity with respect to the ones regarding
the strain. Probably this is due to the fact that the variance of this quantity is smaller with re-
spect to the out-of-plane strain. For this reason, the strain plays the prevalent role in the metric.
Anyway, in all the gi we can identify some areas, normally small and delimited, in which the island
detaches from the substrate, hinting to a probable successive slip.
4.2.5 Conclusions and comments
We have shown in this chapter how a method developed for the study of a 1D Frenkel-Kontorova
model is able to describe a realistic system made by a graphene island sliding on a rough gold
substrate. This realistic system is clearly much more complicated than the one of our early analyses.
For this reason, some expedients have been used.
In fact, the metric has not been defined using the raw positions of the atoms, but with two
fundamental frictional quantities such as the strain and the distance between the graphene atoms
and the substrate. The choice of these quantities is natural in a frictional environment. Moreover,
the identification of a mesh to give a first coarse-graining has been dictated by the need to reduce
the number of the degrees of freedom, but it could allow a first generalization of the description
also in future applications.
It is always fundamental to describe a frictional dynamics in terms of slips, the crucial events in
frictional sliding. However, the impossibility to include the velocity of the center of mass directly
in the metric, together with the realization of the seismic behavior of our system, has lead us to the
definition of an additional “motion state”. The dynamics arrives in that state if a slip event occurs;
once the system exits the slip state, it will have lost any memory of the configuration visited before.
Another possible way would have been considering the slip or stick state as a further label to the
∼ 10 states found from the clustering analysis, but this choice would have doubled the number of
the microstates.
We have obtained roughly 10 states able to describe the motion of the island in terms of vibrations
and oscillations, needed to navigate in the non-periodic gold landscape. We have discovered that
the variations in the out-of-plane corrugation of the flake follow the symmetries of the graphene,
and we have described how this off-plane excitation affect the in-plane disposition of the carbon
atoms. We have been able to uncover the time scales of the movements concerning the island;
the flake we have simulated has proven to be large enough to experience a macroscopic, non-local
motion with low frequency, but not too large. With a really large island, in fact, the slow modes
would have been characterized by far longer times, and our simulations would have been too short.
A key issue has been the decimation of the data, caused by the inherent difficulty of sampling the
phase space in the case of a non-periodic substrate like the one here simulated.
Warning the reader on the difficulties one may encounter in the analysis of a realistic model with
our method, we describe how to overcome the problems it may encounter, and we suggest the use
of the procedure developed for further investigations.
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Figure 4.14: Distance from next gold substrate, gaussian average over the points of the mesh shown
in Figure 4.8. On top, the steady-state is shown. Below, the first four excited-state corrections are
shown. The arrow pointing up is indicating the drag direction of the tip.
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Conclusions
I have presented, discussed, and developed a statistically-based method for the study of the mi-
croscopic dynamics of frictional systems. It derives from the classical MSM, but with fundamental
differences.
First, it analyzes non-equilibrium systems for which detailed balance does not hold. The resulting
non-symmetric-ness of the probability transition matrix is fortunately known to be relatively weak.
Second, the driving typical of frictional sliding implies a continuously growing phase space - making
the required clustering in phase space additionally problematic. In this thesis work, this second
difficulty was addressed with different strategies for the sliding on a periodic or a non-periodic
substrate. In the first case, describing a 1D and mostly 2D Frenkel-Kontorova island sliding on a
periodic potential, I adopted a metric in which the positions of the particles have been considered
modulo 2 substrate lattice spacings, taking advantage of the substrate periodicity. In the second,
and more realistic case represented by the sliding of a 2D graphene island on a randomly roughened
gold surface I have identified a slip event as the point in which the system loses memory of the
preceding dynamics.
A fundamental and to a large extent arbitrary choice for all the different applications of MSM of
sliding friction described by the MSM method developed in this thesis has been the definition of the
phase space metric. The metric defines the distance of two configurations in phase space, crucial to
measure the similarity between them. One must strive to use the less prejudiced metric possible:
for periodic systems, this choice is satisfied with the description of the configurations in terms of
particle positions. For the non-periodic system of the graphene slider on a rough substrate of gold,
a similar choice is impossible. Here, the metric includes the coordinates of the atoms via frictional
quantities like the corrugation of the flake or the distance between gold and carbon atoms. In
principle, the extended phase space including particle velocities as well as positions should also
be considered. Simply in order to avoid the resulting phase space doubling, this was provisionally
avoided by isolating slip events, where velocity is temporarily very large, in a separate artificial
category.
A key role in our method is represented by the phase space coarse-graining algorithm. The first
version of MSM of sliding friction employed DP clustering [47], with a large number of microstates
and the necessity of a further reduction of their number using special techniques like PCCA+. I
used instead the more recent unsupervised and non-parametric PAk method [46], which is able to
recognize the main minima of free energy. It has improved and speeded up the analysis, helping
the automatic recognition of a manageably small number of relevant Markov states.
The same method has been able to describe correctly the 1D and 2D FK model systems, as well
as the realistic graphene flake sliding on the rough gold surface.
Finally, the main outcome of this thesis is to provide, starting from a well-sampled steady-state
sliding simulation, a relatively unbiased and quantitative description of the slowest excitations –
in the form of transition matrix eigenstates and eigenvectors – which represent the slowest and
dominant phenomena dominating the steady-state frictional evolution. Based on these ingredients,
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the time evolution of diverse physical quantities – of which we describe only a few – will be feasible
a posteriori.
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