Abstract. We introduce some determinantal ideals of the generalized Laplacian matrix associated to a digraph G, that we call critical ideals of G. Critical ideals generalize the critical group and the characteristic polynomials of the adjacency and Laplacian matrices of a digraph. The main results of this article are the determination of some minimal generator sets and the reduced Gröbner basis for the critical ideals of the complete graphs, the cycles and the paths. Also, we establish a bound between the number of trivial critical ideals and the stability and clique numbers of a graph.
Introduction
Let G = (V, E) be a digraph with n vertices, m (u,v) the number of directed arcs from u to v, and A(G) be the adjacency matrix of G given by A(G) u,v = m (u,v) . The Laplacian matrix of G is given by
where D + (G) is the diagonal matrix with the out-degrees of the vertices of G in the diagonal entries. Note that the Laplacian matrix is insensitive to loops in the digraph. If X G = {x u | u ∈ V (G)} is the set of variables indexed by the vertices of the digraph G, then the generalized Laplacian matrix of G, denoted by L(G, X G ), is given by
Godsil and Royle in [10, 13.9] give a similar way to define a generalized Laplacian matrix. Furthermore, if P is a commutative ring with identity, P[X G ] is the polynomial ring over P in the variables X G and 1 ≤ i ≤ n, then the i-critical ideal of G is the determinantal ideal given by
where minors i (L(G, X G )) is the set of determinants of all the i-square submatrices of L(G, X G ). Note that we can define (without any technical issue) the critical ideals of an n × n matrix M with entries in P as I i (M, X) = minors i (L(M, X)) ⊆ P[X] for all i = 1, . . . , n, where
In [5] was defined a binomial ideal, called the toppling ideal, associated to the Laplacian matrix of a graph, this ideal encodes the topplings of the abelian sandpile model. When G is a simple connected graph, its critical group, denoted by K(G), is defined as the torsion subgroup of the cokernel of L(G); for instance see [12] . That is,
Wagner in [14] defined the critical group for a digraph. Also, in [9] it was defined the critical group for simplicial complexes.
As the reader can imagine, the critical ideals and the critical group of a graph are closely related, for instance the reader can see Propositions 3.6 and 3.7. Moreover, critical ideals of a graph are very useful to get a better understanding of its critical group. In Section 3, we will show that the critical ideals are better behaved than the critical group. For instance, if γ P (G) is the number of critical ideals over the base ring P that are trivial, then Theorem 3.13 asserts that γ P (G) ≤ 2(|V (G)| − α(G)) and γ P (G) ≤ 2(|V (G)| − ω(G)) + 1, where α(G) is the stability number and ω(G) is the clique number of the graph. That is; the invariant γ P is closely related to the combinatorics of the graph. Also, if H is an induced subdigraph of G, then γ P (H) ≤ γ P (G) in contrast with the behavior of the number of invariant factors equal to one of the critical group of induced subdigraphs, see Section 3.1.
The main goal of this article is the study of the critical ideals of graphs. The main results of this article are contained in Sections 3 and 4. Section 3 contains the basic properties of the critical ideals and we define the invariant γ P as the number of the critical ideals that are trivial. Also, in this section we get the reduced Gröbner basis of the complete graph. Finally, we explore the relationship of the critical ideals of a graph with the characteristic polynomial of its adjacency and Laplacian matrices. The reduced Gröbner basis of the critical ideals of the cycles and some combinatorial expression for the minors of the generalized Laplacian matrix of a digraph are presented in Section 4.
Preliminaries
A graph G is a pair (V, E), where V is a finite set and E is a collection of unordered pairs of elements of V . The elements of V are called vertices and the elements of E are called edges. For simplicity, sometimes an edge e = {x, y} will be denoted by xy. The sets of two or more edges with the same ends are called multiple edges. A loop is an edge incident to a unique vertex. A multigraph is a graph with multiple edges and no loops.
A digraph D is a pair (V, E), where V is a finite set and E is a set of ordered pairs of elements of V . The elements of V and E are called vertices and arcs, respectively. Given an arc e = (x, y), we say that x is the initial vertex of e and y is the terminal vertex of e. Sometimes for simplicity an arc (u, v) will be denoted by −→ uv . In this article, any digraph may contain multiple arcs and loops, unless otherwise is specified.
The number of arcs with initial vertex x and terminal vertex y will be denoted by m (x,y) . The outdegree of a vertex x of a digraph D, denoted by d formed by rows i 1 , . . . , i r and columns j 1 , . . . , j s is denoted by M [I; J]. On the other hand, the submatrix obtained from M by deleting rows i 1 , . . . , i r and columns j 1 , . . . , j s will be denoted by M (I; J). That is, M (I; J) = M [I c ; J c ]. If |I| = |J| = r, then M [I; J] is called an r-square submatrix or a square submatrix of size r of M . An r-minor is the determinant of an r-square submatrix. The set of i-minors of a matrix M will be denoted by minors i (M ). We say that M, N ∈ M n (P) are equivalent, denoted by N ∼ M , if there exist invertible matrices P, Q ∈ GL n (P) such that N = P M Q. It is not difficult to see that if
To finish this section, we will recall some useful results on Gröbner basis.
2.1. Gröbner Basis. Usually the theory of Gröbner basis deals with ideals in a polynomial ring over a field. However, in this paper we deal with ideals in a polynomial ring over the integers. There exists a theory of Gröbner basis over almost any kind of rings. We recall some basic concepts on Gröbner basis, for more details see [1] . First, an order term in the polynomial ring R = P[x 1 , . . . , x n ] is a total order ≺ in the set of monomials of R such that
n . Now, given an order term ≺ and p ∈ P[X], let lt(p), lp(p), and lc(p) be the leading term, the leading power, and the leading coefficient of p, respectively. Given a subset S of P[X] its leading term ideal of S is the ideal
A finite set of nonzero polynomials B = {b 1 , . . . , b s } of an ideal I is called a Gröbner basis of I with respect to an order term ≺ if Lt(B) = Lt(I). Moreover, it is called reduced if lc(b i ) = 1 for all 1 ≤ i ≤ s and no nonzero term in b i is divisible by any lp(b j ) for all 1 ≤ i = j ≤ s.
A good characterization of Gröbner basis is given in terms of S-polynomials.
Definition 2.1. Let f , f ′ be polynomials in P[X] and B be a set of polynomials in P[X]. We say that f reduces strongly to f ′ modulo B if
Moreover, if f * ∈ P[X] can be obtained from f in a finite number of reductions, we write f → B f * .
The critical ideals of graphs
In this section, we introduce the main concept of this article: the critical ideals of a digraph G. We will begin this section by defining the critical ideals of a digraph, presenting some examples and discussing some of their basic properties. In general terms, the i-th critical ideal is the determinantal ideal of i-minors of the generalized Laplacian matrix associated to G. The critical ideals of G generalize the critical group of G (see Proposition 3.6) and the characteristic polynomials of the adjacency matrix and the Laplacian matrix associated to G (see Section 3.3). Moreover, with some additional requirements over G we can get a stronger correspondence between the critical ideals of G and the critical group of G, see Proposition 3.7.
Afterwards, in Section 3.1 we introduce the number of critical ideals that are trivial as an invariant of the digraph. In the case of graphs, we will establish a bound between this invariant and the stability and clique numbers of the graph. Also, in Section 3.2 we present a minimal set of generators and a reduced Gröbner basis for the critical ideals of the complete graphs. As a byproduct we will get expressions for the critical groups for a complete graph minus a star. Finally, we will explore the relation between the critical ideals of a graph and the characteristic polynomial of its adjacency and Laplacian matrix.
Definition 3.1. Given a digraph G with n vertices and 1 ≤ i ≤ n, let
be the i-th critical ideal of G.
Note that in general the critical ideals depend on the base ring P, in this article we are mainly interested when P = Z. By convention, I i (G, X) = 1 if i ≤ 0 and I i (G, X) = 0 if i > n. Clearly I n (G, X) is a principal ideal generated by the determinant of the generalized Laplacian matrix. Now, we present an example that illustrates the concept of critical ideal.
Example 3.2. Let H be the complete graph with six vertices minus the perfect matching formed by the edges Figure 1 (a)) and P = Z. Then,
Using any algebraic system, for instance Macaulay 2, it is not difficult to see that I i (H, X) = 1 for i = 1, 2 and
where
, and {i, j} ∩ {k, l} = ∅},
T (H) are the triangles of H, and p (r,s,k,l) = (x r + x s )(
Note that the expressions of the critical ideals of H depend heavily on their combinatorics.
Now, let us turn our attention to one of the most basic properties of the critical ideals.
Proposition 3.3. If G is a digraph with n vertices, then
Proof. Let M be a (k+1)×(k+1) matrix with entries on
If the digraph is not connected, then we can express its critical ideals as a function of the critical ideals of its connected components. 
Let T v be the trivial graph composed by the vertex v. Since I 1 (T v ) = x v , applying Proposition 3.4, we get the critical ideals of the trivial graph with n vertices.
Corollary 3.5. If n ≥ 1 and T n is the graph with n isolated vertices, then
Now, we will establish some basic relationships between the critical ideals and the critical group. Before doing this, we will introduce some notation. Given a digraph G with n vertices and
Proposition 3.6. Let P = Z and G be a digraph (possibly with multiple edges) with n vertices. If
On the other hand, if v is a vertex of G and L(G, v) is the reduced Laplacian matrix, the matrix obtained from L(G) by removing the row and column v, then we have the following strong version of Proposition 3.6: Proposition 3.7. Let P = Z, G be a connected digraph (possibly with multiple edges) with n vertices, and v a vertex of G. If G is Eulerian (that is, d
(the reduced Laplacian matrix of G), by Proposition 3.6 we only need to prove that
and we get the result.
Remark 3.8. Note that, in general, Proposition 3.7 is not valid for digraphs. However, we can get a similar result for matrices in M n×n with entries in a principal ideal domain and such that M 1 = 0 and 1M = 0.
The next example shows how Proposition 3.7 can be used to recover the critical group of a graph from its critical ideals. In this sense, critical ideals generalize the critical group of a graph.
Example 3.9. Let H be the complete graph with six vertices minus a perfect matching as in Figure 1(a) . and G be a graph such that H = G \ v for some vertex v of G. Thus, applying Proposition 3.7 we can get the critical group of G as an evaluation of the critical ideals of H. For instance, if G 1 is the graph obtained from H (see Figure 1 . Moreover, using the critical ideals of H calculated in Example 3.2, we get that f i = 1 for all i ≤ 4, f 5 = 20, f 6 = 140; that is,
On the other hand, if we only know the critical ideals of induced subgraphs of G that are different to G \ v, then we cannot reconstruct completely the critical group of G. For instance, if G 2 is the graph obtained by adding the vertices v 5 , v 6 and the edges v 5 v 1 , v 5 v 2 , v 6 v 2 , v 6 v 3 , v 6 v 4 to the complete graph with four vertices (see Figure 1(c) ), then it is not difficult to see using any algebraic system that f i (G 2 ) = 1 for 1 ≤ i ≤ 4 and f 5 (G 2 ) = 185. However, when we apply Proposition 3.7 to the critical ideals of the induced subgraph by the vertices v 1 , v 2 , v 3 , and v 4 of G 2 (isomorphic to K 4 ) we can only obtain that
3.1. The invariant γ. In this subsection, we will present an invariant that will play an important role on the study of the critical ideals of a digraph. Definition 3.10. Given a digraph G and a commutative ring with identity P, let
Using the canonical homomorphisms f :
. Also, there exists a close relation between γ Z (G) and the number of invariant factors of the critical group of G that are equal to 1. For instance, if IF 1 (G) denote the number of invariant factors of the critical group of G that are equal to 1, then γ Z (G) ≤ IF 1 (G). We found that γ P (G) behaves better than the number of invariant factors of the critical group of a digraph that are one. For instance, it is not difficult to see from the definition and Proposition 3.3 that if H is an induced subdigraph of G, then γ P (H) ≤ γ P (G). However, if n ≥ 3, G = K 2,n is a complete bipartite graph, and
Now, we present a relation between γ P (G) and the stability and the clique numbers of G. Before doing this, we will define the stability and the clique numbers of a graph. A subset S of the vertices of a graph G is called stable or independent if there is no edge of G with ends in S. A stable set is called maximal if it is under the inclusion of sets. The stability number of G, denoted by α(G), is given by
In a similar way, a subset C of the vertices of a graph G is called a clique if all the pairs of vertices in C are joined by an edge of G. A clique set is called maximal if it is under the inclusion of sets. The clique number of G, denoted by ω(G), is given by
Lemma 3.11. If G is a digraph (possibly with multiple edges) and v is a vertex of G, then
Proof. We begin with a simple relation between the critical ideals of G and G \ v.
Claim 3.12. If G is a digraph (possibly with multiple edges) with V (G) = {v 1 , . . . , v n }, then
Finally, the result follows because
Since γ P (T m ) = 0 and γ P (K n+1 ) = 1 for all m, n ≥ 1, then using Lemma 3.11 we have the following result: Theorem 3.13. If G is a digraph (possibly with multiple edges) with n vertices, then
Proof. The result follows by using that γ P (T α(G) ) = 0 (Corollary 3.5), γ P (K ω(G) ) = 1 (Theorem 3.16) and the fact that
This result is interesting when the stability or the clique number is almost the number of vertices of the graph. For instance, if G is the complete graph (ω(G) = n), then γ P (G) ≤ 1. Theorem 3.16 proves that this bound is tight. Similarly to Theorem 3.13, in [12] an upper bound for the number of invariant factors different to one of the critical group of a graph G in terms of the number of independent cycles of G was found.
In [11] a similar result to the obtained in the proof of Theorem 3.13 was obtained. Namely in [11] it was shown that if G is a simple graph and e ∈ E(G), then the number of invariant factors different to 1 of G and G \ e differ by at most 1.
Clearly, a simple graph G has γ P (G) = 0 if and only if G is the trivial graph. Moreover, in [2] it was shown that a simple graph G has γ Z (G) = 1 if and only if G is the complete graph. Also, all the simple graphs with γ Z equal to 2 were characterized in [2] .
It is not difficult to prove that the bound γ P (G) ≤ 2(n − α(G)) is tight. For instance, it is easy to prove that if P 2n+1 is an odd path (see Corollary 4.10), then α(P 2n+1 ) = n + 1 and γ P (P 2n+1 ) = 2n = 2(2n + 1 − (n + 1)). Moreover, in [6] it was shown that if T is a tree, then γ Z (T ) is equal to its 2-matching number. This result proves that the bound γ P (G) ≤ 2(n − α(G)) is tight for any value of the stability number and the number of vertices of the graph. An interesting open question is the characterization of the simple graphs that satisfy the bounds given in Theorem 3.13.
Next example shows a graph G with γ Z (G) = 5 such that L(G, X) has no 5-minor equal to 1.
Example 3.14. Let G be the cone of H (obtained from H when we add a new vertex v and all the edges between the vertex v and the vertices of H), see Figure 2 . Figure 2 . A graph H with six vertices and the generalized Laplacian matrix of its cone.
However, it is not difficult to check that no 5-minor of L(G, X) is equal to one or another integer. Now, we turn our attention to the critical ideals of the complete graph.
3.2.
The critical ideals of the complete graphs. We begin this subsection with an expression for the determinant of the complete graph.
Proposition 3.15. If K n is the complete graph with n ≥ 1 vertices, then
Proof. We will use induction on n. For n = 1, it is clear that det(L(K n , X)) = x 1 = (x 1 + 1) − 1. Now, assume that n ≥ 2. Expanding the determinant of L(K n+1 , X) by the last column and using induction hypothesis
The next result gives us a description of a reduced Gröbner basis of the critical ideals of the complete graph.
Theorem 3.16. If K n is the complete graph with n ≥ 2 vertices and 1 ≤ m ≤ n − 1, then
is a reduced Gröbner basis of I m (K n , X) with respect to the graded lexicographic order.
Proof. First, we will prove that B m generates I m (K n , X). If M is a square submatrix of L(K n , X) of size m, then there exist I ⊂ [n] with |I| = m and J ⊆ I such that M is equal to
Finally, we will prove that B m is a reduced Gröbner basis of I m (K n , X) for all 1 ≤ m ≤ n − 1. Let
. It is not difficult to see that lt(p I ) = i∈I x i and
and S(p I 1 , p I 2 ) → Bm 0. Therefore, B m is a reduced Gröbner basis of I i (K n , X).
Remark 3.17. Note that, since ∅ = 1, I 1 (K n , X) = 1 and therefore γ(K n ) = 1.
Using the expression for the critical ideals of the complete graph given in Theorem 3.16, we can get the primary decomposition of the critical ideals of the complete graph.
Corollary 3.18. If K n is the complete graph with n ≥ 2 vertices and 1 ≤ m ≤ n − 1, then
As an application of Theorem 3.16, we find the critical group of all the graphs with ω(G) = |V (G)| − 1. 
Proof. Let v n+1 be the vertex of K n+1 \ S m of degree n − m. Thus
when m ≤ ⌊n/2⌋, and
when m ≥ ⌊n/2⌋. Finally, applying Proposition 3.7 we get the result.
To the authors knowledge, the critical group of these graphs had not been calculated before. We finish this section by exploring a relation between the critical ideals and the characteristic polynomial of the adjacency matrix of a graph. . In this subsection, we will present the relation that exists between the critical ideals and the characteristic polynomial of the adjacency matrix of a graph. If G is loopless and we take x i = t for all 1 ≤ i ≤ n, then det(L (G, X) ) is equal to the characteristic polynomial p G (t) of the adjacency matrix of G and the critical ideals of G are ideals in
Therefore, the critical ideals of a graph are a generalization of the characteristic polynomial the adjacency matrix and the Laplacian matrix of G. For instance, if G is the complete graph with six vertices minus a perfect matching (as in Example 3.2) and P = Q, then
Note that in general the t-critical ideals depend on the base ring. For instance, if P = Z, then
The critical ideals are a stronger invariant than the adjacency spectrum of the graph. For instance, if Figure 3 . The graphs G 1 and G 2 have the same characteristic polynomial. P = Z, G 1 and G 2 are the graphs given in Figure 3 , then they are cospectral, but
and
Critical ideals of the cycle
The main goal of this section is to get a minimal set of generators and the reduced Gröbner basis of the critical ideals of the cycle. Before of doing this, we will get some combinatorial expressions for the minors of the generalized Laplacian matrix of a digraph. These expressions will be very useful in order to get some algebraic relations between the generators of the critical ideals of the cycle.
We begin with some concepts of digraphs. Given a digraph D, a subdigraph C of D is called a directed 1-factor if and only if d
The number of connected components of C will be denoted by c(C). Next we will present an example of the use of Theorem 4.1. Figure 4 ) and When G is a tree, the determinant of the generalized Laplacian matrix given in Theorem 4.1, only depends on its matchings. Therefore, in this case we can get an explicit combinatorial expression for the determinant of the generalized Laplacian. Given a set of edges µ, let V (µ) be the set of vertices of the induced subgraph by µ.
Proof. It follows from Theorem 4.1 and the fact that if S is a forest, then det(A(S)) = (−1) |µ| if µ is a perfect matching of S, and 0 otherwise.
Moreover, Theorem 4.1 and Lemma 4.4 can be used to get combinatorial expressions for the determinants of the generalized Laplacian matrices of graphs.
Corollary 4.5. Let n be a natural number, K n be the complete graph with n vertices, P n be the path with n vertices, and C n the cycle with n vertices. Then
where V 1 (G) is the set of matchings of G.
Proof. 
We will show that every minor of a generalized Laplacian of a digraph is equal to an evaluation of the determinant of the generalized Laplacian of some digraph.
Given a digraph (or a graph) D and u = v two vertices of D, let D(u; v) be the digraph obtained from D by deleting the arcs leaving u and entering v (remember that each edge of a graph is considered as two arcs in both directions) and identifying the vertices u and v in a new vertex, denoted by u
Example 4.6. If P n is the path with n vertices (simple graph), then
Now, given two matrices M, N ∈ M m×m (P), we say that M and N are strongly equivalent, denoted by N ≈ M , if there exist P and Q permutation matrices such that N = P M Q. Also, given U = {u 1 , . . . , u s } and V = {v 1 , . . . , v s } ordered subsets of V (D) with s ≥ 2 , we define
Proof. It follows from the construction of D(U ; V ).
Remark 4.8. Clearly, D(U ; V ) and L(D(U ; V ), X) depend on the order of the elements of the subsets U and V . However, if σ ∈ S s is a permutation, then
..,s} does not depend on the order of the elements of the subsets U and V . 
On the other hand, if we change the order of the elements in U , then D(U ; V ) is given by the graph in Figure 5 (b).
(a) (b) Figure 5 . Digraphs with four vertices.
It is not difficult to see that
In a similar way, we can define the digraph D[U ; V ] that satisfies that
In the next results, we calculate the invariant γ for the path using the previous results on the minors of a generalized Laplacian matrix.
Corollary 4.10. Let P n be the path with n vertices, then γ P (P n ) = n − 1.
Proof. It follows because det(L(P n , X)(1; n)) = 1.
Corollary 4.11. Let G be a simple graph with P n as an induced graph, then γ P (G) ≥ n − 1.
Proof. It follows directly from Proposition 3.3 and Corollary 4.10.
Moreover, in [6] was proved that if T is a tree, then γ Z (T ) is equal to the 2-matching number of the tree, which is a generalization of an induced path.
A crucial open question discussed in [13, Section 4] and [14, Section 4] states that the critical group is cyclic for almost all simple graphs. However, after computing the critical ideals of all simple graphs with less or equal to 9 vertices, we conjecture that the only simple graph with γ P (G) = n − 1 is the path with n vertices.
Conjecture 4.12. Let G be a simple graph with n vertices and Z ⊆ P, then γ P (G) = n − 1 if and only if G = P n .
4.1.
The critical ideals of the cycle. In this subsection, we will calculate the critical ideals of the cycle with n vertices. Let C n be the cycle with n vertices and let V (C) = {v 1 , v 2 , . . . , v n } be its vertex set. To simplify the notation, we consider the vertices of C n as the classes modulo n. That is, for instance, the (n + 1)-th vertex of C n is the vertex v 1 . Clearly, I n (C n , X) is generated by the determinant of L(C n , X). In Corollary 4.5, the determinant of the generalized Laplacian of C n was calculated. Therefore, the critical ideals of C n , when 1 ≤ i ≤ n − 1, are the only ones that remain to calculate. In order to simplify the notation, we will write det(G, X) instead of det(L(G, X)).
First we will prove that almost all the critical ideals of C n are trivial, except for i equal to n − 1 and n. Also, we will give a minimal set of generators for I n−1 (C n , X), and after that, we will give a reduced Gröbner basis for it. Theorem 4.13. If C n is the cycle with n vertices, then I i (C n , X) = 1 for all 1 ≤ i ≤ n − 2. Moreover,
for all 1 ≤ k ≤ n is a minimal set of generators for I n−1 (C n , X).
Proof. Firstly, we will prove that I i (C n , X) = 1 for all 1 ≤ i ≤ n − 2. Let D be the digraph obtained from the cycle C n−2 with n − 2 vertices, when we delete the arcs
By applying Theorem 4.1 to the digraph D, we have that |det(L(C n , X)({1, n}; {n − 1, n}))| = 1 and therefore I i (C n , X) = 1 for all 1 ≤ i ≤ n − 2. Now, we turn our attention to the (n − 1)-th critical ideal of C n . For all 1 ≤ i, j ≤ n, let Q i,j = L(C n , X)(i; j) and
Since L(C n , X) is symmetric, Q i,j ≈ Q j,i and q i,j = q j,i . Clearly, the ideal I n−1 (C n , X) is generated by the n 2 minors of size n − 1 of L(C n , X).
On the other hand, for all 1 ≤ i ≤ n and 0 ≤ s ≤ n − 1, let P s i be the induced path with s vertices of C n consisting of the vertices v i , v i+1 , . . . , v i+s−1 . For instance, in C 6 we have that P 4 5 consists of the vertices v 5 , v 6 , v 1 , and v 2 . Note that, if s = 0, then P s i is the empty graph. Definition 4.14. For all 1 ≤ i ≤ n and 2 ≤ s ≤ n, let p i,s = det(P s−1 i , X). For technical convenience we will adopt the convention that p i,1 = 1 for all 1 ≤ i ≤ n and p i,s = −p i+s,−s for all s ≤ 0.
Note that, by taking s = 0 we get that p i,−0 = −p i,0 and therefore p i,0 = 0 for all 1 ≤ i ≤ n. Also, taking s = −1, we get that p i,−1 = −p i−1,1 = −1. Finally, note that lt(p i,s ) = x i x i+1 · · · x i+s−2 for all s ≥ 2 and deg(p i,s ) = s − 1 for all s ≥ 1. The rest of this article relies heavily in several identities that involved the q i,j 's and the p i,s 's. In order to do more understandable the meaning of these identities it will be very helpful to think the polynomial q i,j as a polynomial associated to the edge v i v j (see Figure 6 ). The first one of these identities is the following:
where D is the digraph obtained from C n by deleting the arcs
v j+1 v j and identifying the vertices i and j. Since D has only two directed cycles containing the vertex v i • v j , then by applying Theorem 4.1 we get the result.
From Claim 4.15 can be interpreted that q i,j is equal to the sum of the determinants of the generalized Laplacian matrices of the two paths obtained when we delete the vertices v i and v j to C n . The next algebraic identity will be key for the rest of the article. For instance, it will be useful to find a minimal set of generators for I n−1 (C n , X).
That is, {q i,t } n t=1 = q i,i+j , q i,i+j−1 .
Proof. Note that by Definition 4.14, the Equation 4.1 we can be written as
The result is trivial for s = 0 and s = −1. We divide the proof in two cases: when s ≥ 0 and s ≤ −1. For both cases we will use induction on s. Figure 6 .
A cycle C n with n vertices illustrating the identity q i,i+j+s = −p i+j+s+1,−s−1 · q i,i+j + p i+j+s+1,−s · q i,i+j−1 , on the q i,j 's and p i,s 's polynomials given in claim 4.16.
We begin with the case when s ≥ 0. If s = 1, then expanding the determinant of L(P j i+1 , X) and L(P n−j i+j , X) we have that p i+1,j+1 = x i+j ·p i+1,j −p i+1,j−1 and p i+j,n−j+1 = x i+j ·p i+j+1,n−j −p i+j+2,n−j−1 . Therefore
Now, assume that s ≥ 2. Using induction hypothesis we get
Similar arguments can be used when s ≤ −1.
Note that Claim 4.16 gives us two different expression for q i,i . Namely,
Thinking the q i,j 's polynomials as a polynomial associated to the edge v i v j , we have that Claim 4.16 says us that the polynomial associated to any edge adjacent to v i can be expressed as a polynomial combination of the two polynomial associated to two consecutive edges adjacent to v i . Thus, if we fix i and j (with i = j, j + 1), then for all 1 ≤ t ≤ n, q i,t can be generated by q i,j and q i,j+1 . That is, {q i,t } n t=1 = q i,j , q i,j+1 for all 1 ≤ i, j ≤ n with i = j, j + 1. Therefore, it is not difficult to see that
Next example presents how claim 4.16 can be used.
Example 4.17. For the cycle with 6 vertices we have that
It is not difficult to see that
Before to present a Gröbner basis for I n−1 (C n , X), we present an identity between the q i,j 's. These identities will be useful to reduce the S-polynomials of the q i,j 's.
Proposition 4.18. Let n ≥ 6, 0 ≤ i, s ≤ n, and 2 ≤ j, t ≤ n − 2.
(ii): If j ≤ s ≤ n, then (see Figure 7 (ii))
Proof. (i) By using Claim 4.16 when 0 ≤ s ≤ j − 1, we have that
and q i+s,i = p i+s+t,n−s−t+1 · q i+s,i+s+t − p i+s+t+1,n−s−t · q i+s,i+s+t−1 .
By using the fact that q i,j = q j,i in the first identity, we get that (ii) In a similar way, if j ≤ s ≤ n, then by Claim 4.16
By using the fact that q i,j = q j,i in the second identity we get that
Remark 4.19. Note that the two identities in Proposition 4.18 are equivalents in the sense that only differ by a rotation on the labels of the vertices. Now, we are ready to find a Gröbner basis for I n−1 (C n , X). In general, Gröbner basis is very useful, see for instance [7] . For instance, almost all the information about an ideal can be extracted from its Gröbner basis. We divide this into odd and even cases. 
Then B 1 is a reduced Gröbner basis for I n−1 (C n , X) with respect to any graded lexicographic order.
Proof. First, since q i,i+m and q i,i+m+1 are in B 1 for all 1 ≤ i ≤ n, then it is not difficult to see that I n−1 (C n , X) = B 1 . On the other hand, by Claim 4.15, lt(q i,i+m+1 ) = lt(p i+1,m+1 ) = x i+1 · · · x i+m . Thus deg(q i,i+m+1 ) = m and lt(q i,i+m+1 ) ∤ lt(q i ′ ,i ′ +m+1 ) for all 1 ≤ i < i ′ ≤ n. Moreover, deg(q i,i+m+1 − lt(q i,i+m+1 )) = m − 1 for all 1 ≤ i ≤ n. Therefore, if B 1 is a Gröbner basis for I n−1 (C n , X), then it is reduced.
In order to prove that B 1 is a Gröbner basis for I n−1 (C n , X), we need to show that all the S-polynomials of the elements on B 1 can be reduced to 0 by elements on B 1 . Let 1 ≤ i ≤ n and 1 ≤ r ≤ n − 1, it is not difficult to see (Figure 8 ) that
By Proposition 4.18 with j = t = m + 1 and s = m + r + 1 in the second identity and j = t = m + 1, Figure 8 . The S-polynomial of q i,j and q i ′ ,j ′ . s = i + m + r + 1 in the first identity we get that
where red(p) = p − lt(p) for any polynomial p. Since q i,i+m+1 , q i+r,i+m+r+1 , q i,i+m , q i+r+1,i+m+r+1 , q i+1,i+m+1 , q i+r,i+m+r ∈ B 1 for all 1 ≤ i ≤ n and 1 ≤ r ≤ n − 1, then in order to prove that S(q i,i+m+1 , q i+r,i+m+r+1 ) → B 1 0, it only remains to prove that the leading terms of the summands of previous identity are different. Since lt(p i+m+1,r+1
If n = 3, then C n is the complete graph with three vertices. Now we will present the case of the cycle with five vertices. 
Moreover, since
The even case is slightly different. 
Moreover, since deg(red(q i,i+m )) = m−1, deg(red(q i+m,i+1 )) = m−2 and lt(red(q i,i+m )) = lt(p i+m+1,m ) = x i+m+1 · · · x i−1 , when B 0 is a Gröbner basis for I n−1 (C n , X), then it is reduced.
In a similar way to the proof of Theorem 4.20, we need to show that all the S-polynomials of the elements on B 0 can be reduced to 0 by elements on B 0 . At difference to the proof of Theorem 4.20, in this case we have three types of S-polynomials of elements of B 0 . First
for all 0 ≤ i ≤ m − 2 and 1 ≤ s ≤ m − i − 1. Applying Proposition 4.18 (ii) with j, t = m and s = m + s we get that S(q i+m,i+1 , q i+m+s,i+s+1 ) = (x i+1 · · · x i+s ) · q i+m,i+1 − (x i+m+1 · · · x i+m+s ) · q i+m+s,i+s+1 = lt(p i+1,s+1 ) · q i+m,i+1 − lt(p i+m+1,s+1 ) · q i+m+s,i+s+1
for all 0 ≤ i ≤ m − 3 and 1 ≤ s ≤ m − i − 2. By Proposition 4.18 (i) with i = i + s + 1, s = m − s − 1, and t, j = m − 1 we get that p i+1,s+1 · q i+m,i+1 − p i+m+1,s+1 · q i+m+s,i+s+1 = p i+2,s · q i+m,i − p i+m+1,s · q i+m+s+1,i+s+1
Thus S(q i+m,i+1 , q i+m+s,i+s+1 ) = −red(p i+1,s+1 ) · q i+m,i+1 + red(p i+m+1,s+1 ) · q i+m+s,i+s+1 +p i+2,s · q i+m,i − p i+m+1,s · q i+m+s+1,i+s+1
for all 0 ≤ i ≤ m − 3 and 1 ≤ s ≤ m − i − 2. Therefore, S(q i+m,i+1 , q i+m+s,i+s+1 ) → B 0 0. We finish with the S-polynomials of a third type.
for all 0 ≤ i ≤ m − 1 and 0 ≤ i ′ ≤ m − 2. As in the previous cases, by Proposition 4.18 we get that
Finally, in a similar way as in the previous types of S-polynomials, it is not difficult to see that using these identities that S(q i,i+m , q i ′ +m,i ′ +1 ) can be reduced to zero by B 0 for all 0 ≤ i ≤ m − 1 and 0 ≤ i ′ ≤ m − 2. For instance, if i = i ′ , i ′ + 1, then S(q i,i+m , q i ′ +m,i ′ +1 ) = red(p i,i+m+1 ) · q i ′ +m,i ′ +1 − red(p i ′ +m,i ′ +2 ) · q i,i+m .
Remark 4.23. Note that Theorems 4.20 and 4.22 are independent of the base ring.
We present the case of the cycle with four vertices.
Example 4.24. Let n = 4 = 2m and B 0 as in Theorem 4.22. It is not difficult to compute that q 1,3 = x 2 + x 4 , q 2,4 = x 1 + x 3 , q 1,2 = x 3 x 4 , and S(q 1,3 , q 2,4 ) = x 4 · q 2,4 − x 3 · q 1,3 with lt(x 4 · q 2,4 ) = x 1 x 4 = x 2 x 3 = lt(x 3 · q 1,3 ), S(q 1,3 , q 1,2 ) = x 4 · q 1,2 , and S(q 2,4 , q 1,2 ) = x 3 · q 1,2 .
Therefore B 0 is a Gröbner basis for I 3 (C 4 ).
Now, we present the cycle with six vertices.
Example 4.25. Let n = 2m = 2(3) = 6, then the polynomials q 6,3 = x 1 x 2 + x 4 x 5 − 2, q 1,4 = x 2 x 3 + x 5 x 6 − 2, q 2,5 = x 3 x 4 + x 1 x 6 − 2, q 3,1 = x 4 x 5 x 6 − x 4 − x 6 + x 2 , q 4,2 = x 1 x 5 x 6 − x 1 − x 5 + x 3 (the leading terms are underlined) form a Gröbner basis for I 5 (C 6 , X) with respect to the graded lexicographic order with x 2 > x 3 > x 4 > x 5 > x 6 > x 1 . For instance, taking i = 0 and s = m − 1 = 2 it is not difficult to see that S(q 6,3 , q 2,5 ) = x 3 x 4 · q 6,3 − x 1 x 2 · q 2,5 = (x 4 x 5 − 2) · q 2,5 − (x 5 x 6 − 2) · q 3,6 . Also, taking i = 1 and s = 1 we get that S(q 1,4 , q 2,5 ) = x 4 · q 1,4 − x 2 · q 2,5 = x 4 x 5 x 6 − 2x 4 − x 2 x 1 x 6 + 2x 2 = q 3,1 − q 3,5 = 2q 3,1 − x 6 · q 6,3 .
In order to finish this article we present a simple application of Theorem 4.13, see Remark 6.8 in [13] for a similar result for graphs. It is not easy to determine when the critical group of G is cyclic because we need to evaluate a set of polynomials and after to compute its greatest common divisor.
