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Shared-Control for a Rear-Wheel Drive Car: Dynamic Environments
and Disturbance Rejection
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Abstract—This paper studies the shared-control problem for
the kinematic model of a group of rear-wheel drive cars in a
(possibly) dynamic (i.e. time-varying) environment. The design
of the shared-controller is based on measurements of distances
to obstacles, angle differences and the human input. The shared-
controller is used to guarantee the safety of the car when the
driver behaves “dangerously”. Formal properties of the closed-
loop-system with the shared-controller are presented through a
Lyapunov-like analysis. In addition, we consider uncertainties
in the dynamics and prove that the shared-controller is able
to help the driver drive the car safely even in the presence of
disturbances. Finally, the effectiveness of the controller is verified
by two case studies: traffic at a junction and at a roundabout.
NOMENCLATURE
 a sufficiently small positive constant
θ heading angle of the car
θe difference between the heading angle and
the reference angle
θr reference heading angle
φ steering angle, i.e. the wheeling angle
between the front-wheel and the heading
direction of the car
φr reference steering angle
Ωs,Ωh Ω-limit set of the s-closed-loop system, h-
closed-loop system
ΠRs(Ωh) projection of Ωh into the set Rs
D distance to the obstacle along the current
forward direction
d1 distance to the obstacle along the direction
of the reference forward velocity
d2l, d2r distance to the obstacles on the left-hand
side, right-hand side, orthogonal to the
direction of the reference forward velocity
dd1, dd2 reference trajectory for the states d1, d2
dr1, dr2 feasible reference trajectory for the state d1,
d2
dˆ1, dˆ2 minimum value of d1, d2, to guarantee that
the car operates in “safe” conditions
dx, dy, dθ, dφ disturbance on the dynamics of states x, y,
θ, φ
d¯1, d¯2, d¯3, d¯4 bound of the variable dx, dy, dθ, dφ
e tracking error
k sharing function
l the distance between the middle of the rear-
axle and that of the front-axle
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p = [x, y]T Cartesian coordinates of the middle of the
rear-axle
Pa admissible Cartesian configuration set
Rs “safe” set
Rh “hysteresis” set
Rd “dangerous” set
uf feedback control inputs
uh driver inputs
us shared-control inputs
vr reference forward velocity
w distance between the center of the two rear
wheels
Index Terms—Shared-control, Control constraints, Nonlinear
control, Driver assistance
I. INTRODUCTION
Automobile has become the most popular means of transport
since the 20th century. Nowadays, even though we have several
modes of transport, such as high-speed rails, undergrounds
and aircrafts, cars are still the core means to transport human
beings and goods from one place to another, especially for
short journeys. According to the latest report, more than
70 million cars have been sold worldwide in 2015 and the
market increases year by year [1]. Unfortunately, along with
the increase use of the automobile, the road traffic accidents
caused by cars are the major cause of fatality [2]. Over
one million people are killed by traffic accidents every year.
Therefore, the enhancement of road safety becomes a critical
issue not only for governments but also for car producers and
researchers.
There are two ways to increase the safety of the vehicle. One
is named as “passive safety”: it relies on the use of seat belts,
air bags and passenger safety cells. These equipments are used
to reduce the effects of accidents. The other safety system
is termed as “active safety”: this helps avoid accidents (for
example the anti-lock braking system). It is obvious that active
safety systems are preferable and more desirable. However,
they are more difficult to design and implement. That is why
the design of an “active safe” controller for cars has attracted
researchers’ attentions in recent years.
[3] has used a decentralized H∞ controller to minimize energy
consumption within a bounded tracking error and to avoid
obstacles, while [4] has provided a comparison of different
control methods based on PI and MPC (Model Predictive
Control) and highlighted the key advantages and disadvantages
for each method. Another auto-driving scheme is made up of
two steps: finding out the pool of all safe behaviours and
then picking the most appropriate one from that pool [5].
These control designs are all based on the solution of an
optimization problem, in which the choice of the optimization
time horizon is crucial. Other control methods, such as sliding
mode [6], [7], [8], machine learning [9], [10] and fuzzy logics
[11], [12], [13], have also been explored and implemented. In
addition, [14] has proposed a navigation algorithm based on 9
subsystems generated from step responses in various operating
conditions.
The situation becomes even more complicated when taking
human driver into consideration. As stated in [15] there are
various ways for the human to interact with the system.
In some systems the human generates the strategy to be
performed and then passes it to the system to be executed
automatically. For example, planetary robots designed for
exploration are able to execute the “command” (such as move
5 meters forward) sent by the ground controller automatically.
Another popular class of systems with humans in the control
loop are modern aircrafts. They are mainly controlled by the
pilot during taking off and landing. But the control authority
is passed to the “autopilot” if the aircraft is flying smoothly
until unexpected situations happen, when the control authority
is regained by the pilot. Besides airplanes, “Google car” is
another example which aims to liberate the driver from the
control loop but allows him/her to take charge in emergencies
or “bad” situations. However, our approach which describes
how human driver interacts with the car is opposite to “Google
Cars”. The control authority is held by the human driver
most of the time to let him/her enjoy the “fun” of driving
and it is gained by the feedback controller only if the driver
behaves “dangerously”. Furthermore, [16] has introduced a
shared controller, based on the “active area” where the vehicle
is allowed to drive, to combine the driver and the local
controller. The method is based on a constrain optimization
scheme which minimizes the deviation from the given rider
input. Another common way to deal with the shared-control
problem is to let the human operator supervise the operation
and take critical decisions in high-risk situations [17], [18].
Furthermore, [19] has introduced the concept of “capture set”
in which brakes should be used to avoid collisions. Based on
the calculation of this set, the feedback controller is active and
overrides the human’s command only to prevent collisions.
Therefore the idea of the shared-control algorithm is similar
to the one presented in this paper. Yet, we control not only
the forward velocity (longitudinal control) but also the angular
velocity of the front wheels. In addition, significant research
has been done to model human behaviours [20], [21], [22].
However, due to the complexity of human being, more work
is still needed to model it. In order to get rid of this, [23]
provides a shared-controller based on the judgment of the
current situation and proves that the established shared-control
law for the kinematic model of a car works for any human
input: if the human behaves “dangerously” then the feedback
controller is active and seizes the control authority; if the
human behaves “safely” then the car responds only to the
human behaviour. Furthermore, the car with the shared-control
is able to reach any bound of the feasible region safely given
that the set of feasible Cartesian positions is defined by a
group of linear inequalities. This paper extends the results
given in [23] to cases in which disturbances are considered. In
addition, it studies the shared-control problem for the car in
a non-predefined and possibly dynamic environment. Formal
mathematical proof have been given to highlight that the safety
of the car is guaranteed with the established shared-control
law.
This paper is organized as follows. Section II describes the
model we study and formulates the shared-control problem.
This is followed by some assumptions and definitions which
are used in the rest of the paper. The design of the shared-
controller for the kinematic model of a rear-wheel drive
car in a time-varying environment without measurements of
absolute positions is given in Section III, in which formal
properties of the closed-loop system are presented. To deal
with uncertainties in system modeling, Section IV studies the
shared-control for the kinematic model of a car in the presence
of bounded disturbances. Section V gives two case studies
to illustrate how the shared-control algorithm works. Finally,
some conclusions and suggestions for the future work are
given in Section VI.
II. PROBLEM STATEMENT
The paper studies the kinematic model of a rear-wheel driving
car, the dynamics of which can be described by the equations
x˙ = vs cos θ,
y˙ = vs sin θ,
θ˙ =
vs tanφ
l
,
φ˙ = ωs,
(1)
where vs and ωs are the shared-control inputs, describing the
linear velocity of the car and the angular velocity of the front-
wheels, respectively.
Definition 1: The shared-control input us = [vs, ωs]T is a
combination of human input uh = [vh, ωh]T , denoted as
h-control, and the feedback control input uf = [vf , ωf ]T ,
denoted as f-control. It is defined as
vs = (1− k)vf + kvh,
ωs = (1− k)ωf + kωh,
(2)
where k, denoted as sharing function, quantifies how the
control authority is shared between the driver and the feedback
controller. In addition, we use the name s-closed-loop and h-
closed-loop to denote the closed-loop system described by (1)-
(2) with k ∈ [0, 1] and k = 1, respectively.
We study the system with either full state feedback or output
feedback. In the cases in which state feedback is available
we assume that absolute positions are measurable. On the
other hand, in the cases with output feedback we assume that
our measurements include the distance to the obstacle along
the direction of the current forward velocity D, the angular
difference between the actual and the reference heading angle
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Fig. 1: Definitions of d1, d2l, d2r, θe and φ (shadowed region:
unfeasible region, vr: reference forward velocity, θr: reference
forward angle, vs: actual forward velocity)
θe, the steering angle φ and the distances to the obstacles along
and orthogonal to the reference forward direction d1 and
d2 =

d2l if | log d2l − dˆ2
dr2l − dˆ2
| ≤ | log d2r − dˆ2
dr2r − dˆ2
|,
d2r if | log d2l − dˆ2
dr2l − dˆ2
| > | log d2r − dˆ2
dr2r − dˆ2
|,
where d2l and d2r denote the distances to the obstacles on
the left-hand side and the right-hand side orthogonal to the
direction of the reference forward velocity, respectively (see
Figure 1). Note that d2 is defined as above to guarantee the
continuity of the variable z2, defined in (5), when switching
between d2 = d2l and d2 = d2r. In addition, dˆ2 is defined as
the minimum value of the variable d2 to guarantee the “safety”
of the car.
Definition 2: The definition of omega limit set, denoted as Ω-
limit set, is given as follows. In trajectory tracking cases the
definition of Ω-limit set is the same as that given in [24]. On
the other hand, in cases in which there is no given reference
signal to track, let x = Φ(t, x0, u(t)) be the solution of the
differential equation x˙ = f(x, u(t)) with initial state x = x0,
where f ∈ Ck(M,Rn), with k ≥ 1 and M an open subset
of Rn. Consider x0 ∈ M . The omega limit set of x with the
given initial state x0, denoted as Ω(x), is the set of points
y ∈M such that Φ(t, x0, u(t)) = y.
Suppose Pa(t) ⊂ R2 is a closed and compact set describing
the admissible Cartesian configurations (i.e. (x(t), y(t)) ∈
Pa(t) for all t ≥ 0) for the system (1) and uh = [vh, ωh]T is a
given h-control. The shared-control problem for the kinematic
model of a rear-wheel driving car can be formulated as follows.
Given the system (1), an h-control and an admissible con-
figuration set Pa(t) which is such that the initial condition
(x(0), y(0)) ∈ Pa, find (if possible)
• an f-control uf ;
• a sharing function k;
• a safe set Rs(vh, t) , Pa(t)×Hs ×As ⊂ Pa(t)×H×
A , R(vh, t);
where H (Hs) and A (As) are the sets of heading angles (safe
heading angles) and wheeling angles (safe wheeling angles),
respectively, such that the s-closed-loop system (1)-(2) has the
following properties.
P1) The set R(vh, t) is forward invariant, i.e.(x(t), y(t)) ∈
Pa for all t ≥ 0.
P2)
Ωs =
Ωh if Ωh ⊂ Rs(vh, t),ΠRs(Ωh) if Ωh 6⊂ Rs(vh, t),
where ΠRs(Ωh) will be defined in Section III-A and IV-A
without and with measurements of absolute positions,
respectively.
P3) us(t) = uh(t) for all positive t such that the state of the
system belongs to Rs(vh, t).
An intuitive description of the sets Hs and As is given as
follows. For any fixed vh and any (x, y) ∈ Pa, the sets Hs(t)
and As(t) are the sets of all possible heading angles and front-
wheel angles such that the car cannot hit the boundary of Pa
within a short period of time. In other words, the car will not
hit any obstacles within a short period of time as long as the
system states belong to Rs(vh, t) at time the instant t.
If disturbances are considered, modification should be made
to P2) as follows:Ωs = Ωh, if Ωh ⊂ Rs(vh, t),||Ωs − Ωh||2 is bounded, if Ωh 6⊂ Rs(vh, t),
Assumption 1: The projection of the car in the (x, y)-plane is
a rectangle with length l and width w.
Assumption 2: The admissible Cartesian configuration set for
the car is always non-empty, i.e. Pa(t) 6= ∅, ∀t ≥ 0.
Definition 3: The function h(y(t), x(t), t) = atg(y(t), x(t), t)
is a continuous function defined as
atg(y(t), x(t), t) = atan(y(t), x(t)) + 2c(t)pi,
where atan is the standard four quadrant arctan function,
c(0) = 0 and
c(t) =
 c(t− δt) + 1, if a = −2pic(t− δt)− 1, if a = 2pi
c(t− δt), else
with a = lim
δt→0+
atan(y(t), x(t)) − atan(y(t − δt), x(t − δt))
for all t > 0.
Note that the definition of the function atg(y(t), x(t), t) is
close to that of the standard four quadrant arctan function
atan(y(t), x(t)) except that atg()˙ is a continuous function and
the range of it equals (−∞,+∞) instead of [−pi, pi).
III. DESIGN OF THE SHARED-CONTROL WITHOUT
MEASUREMENTS OF ABSOLUTE POSITIONS
Paper [23] presents a shared-control algorithm for a rear-wheel
drive car based on the measurements of absolute positions.
However, absolute positioning is not always available. This
section gives a solution to the shared-control problem stated
in Section II without measurements of absolute positions.
This contains two steps: design of the feedback controller,
in Section III-A, and definition of how the control authority
is shared between the driver and the feedback controller, in
Section III-B.
A. Design of the Feedback Controller
According to the definition, d2 = d2l or d2 = d2r. If d2 = d2l,
then the dynamics of the closed-loop system controlled by the
feedback controller can be described by the equations
d˙1 =− vf cos θe,
d˙2 =− vf sin θe,
θ˙e =
vf tanφ− vr tanφr
l
,
φ˙ = ωf .
(3)
On the other hand, if d2 = d2r, then the dynamics of the
closed-loop system with the feedback control uf is similar to
(3) except that
d˙2 = vf sin θe,
i.e. d˙2 has the opposite sign to the case in which d2 = d2l.
Without loss of generality we only study the case in which
d2 = d2l. As stated in Assumption 1, the car can be regarded
as a rectangle with sides length l and m. Therefore, the
position constraints (x(t), y(t)) ∈ Pa(t) can be rewritten as
di(t) ≥ dˆi (4)
where dˆi is a positive constant for all i ∈ {1, 2}. One choice
for dˆ1 and dˆ2 is dˆ1 = dˆ2 =
√
l2 + (w2 )
2.
Assumption 3: The function dd(t) = [dd1(t); dd2(t)]T , rep-
resenting the desired distances to the relative obstacles (the
obstacles along and orthogonal to the reference forward direc-
tion), is continuous.
Define the variable z = [z1, z2]T as
zi = log
di − dˆi
dri − dˆi
,∀i ∈ {1, 2}, (5)
where dr1 and dr2 describe the reference trajectory for the
state d1 and d2, respectively, and are defined as
dri =

ddi , if ddi ≥ (1−
√
2
2 )r + + dˆi,
+ dˆi, if ddi ≤ (1−
√
2)r + + dˆi,
mi, otherwise ,
(6)
for i ∈ {1, 2}, with mi = r +  + dˆi −√
r2 − [(√2− 1)r − + ddi − dˆi]2 and a sufficiently
ddi
dri
dri = + dˆi
(1−√2)r
++ dˆi
(1−
√
2
2 )r
++ dˆi
45◦
Fig. 2: Graph of the function dri given by (6) for both i ∈
{1, 2}.
small positive constant . Note that the variable dri , instead
of ddi , is used in the definition of zi because ddi may
be unfeasible, i.e. there may exist a positive t such that
di(t) < dˆi. However, according to the definition of dri given
in (6), the inequality dri(t) > dˆi holds for all t ≥ 0. In
addition, (6) guarantees that dr is a smooth signal.
Figure 2 illustrates the definition of dri , from which it is easy
to conclude that dri is a smooth function for i ∈ {1, 2}.
Therefore, d˙r1 exists and
vr = −d˙r1 . (7)
Consider any point (dd1 , dd2 , θd, φd) in the Ω-limit set of
the h-closed-loop system, i.e. (dd1 , dd2 , θd, φd) ∈ Ωh, the
projection of it into the safe subset Rs is defined as
ΠRs(dd1 , dd2 , θd, φd) = (dr1 , dr2 , θd, φd),
where dr1 and dr2 are defined by (6). Hence, the projection
of Ωh into the set Rs is defined by
ΠRs(Ωh) =
{
s ∈ Rs
∣∣∣∣ s = ΠRs(dd1 , dd2 , θd, φd),∀(dd1 , dd2 , θd, φd) ∈ Ωh
}
.
Using the variable z, system (3) can be written as
z˙1 =
vr
dr1 − dˆ1
− vf cos θe
d1 − dˆ1
,
z˙2 =− vf sin θe
d2 − dˆ2
,
θ˙e =
vf tanφ− vr tanφr
l
,
φ˙ = ωf .
Rs(vh) =
{
(d1, d2, θe, φ) ∈ R+ × R+ × S× S : vh ≤ 1
b2 −D −
1
b2
if D ≤ b2
}
Rh(vh) =

(d1, d2, θe, φ) ∈ R+ × R+ × S× S : 1
b2 −D −
1
b2
< vh <
1
b1 −D −
1
b1
and D ≤ b1
or vh >
1
b2 −D −
1
b2
and b1 ≤ D ≤ b2
 (12)
Rd(vh) =
{
(d1, d2, θe, φ) ∈ R+ × R+ × S× S : vh ≥ 1
b1 −D −
1
b1
and 0 ≤ D ≤ b1
}
Let1
θ∗e = atg(γ2(d2 − dˆ2)z2, (d1 − dˆ1)(
vr
dr1 − dˆ1
+ γ1z1)),
α =
√
(γ2(d2 − dˆ2)z2)2 + [(d1 − dˆ1)( vr
dr1 − dˆ1
+ γ1z1)]
2,
φ∗ = atg

lz2
d2 − dˆ2
cos
θe + θ
∗
e
2
sinc
θe − θ∗e
2
− lz1
d1 − dˆ1
sin
θe + θ
∗
e
2
sinc
θe − θ∗e
2
+
vr tanφr
α
+
lθ˙∗e
α
, 1
 ,
(8)
where γ1 > 0, γ2 > 0.
Consider the Lyapunov function candidate
L(z1, z2, θe, φ, t) =
1
2
{
z21 + z
2
2 + (θe − θ∗e)2
+(tanφ− tanφ∗)2
}
, (9)
and select vf and ωf such that L˙(t) < 0 for all t ≥ 0 and
(z1, z2, θe, tanφ) 6= (0, 0, θ∗e , tanφ∗). One such a choice is
given by
vf =α,
ωf = cos
2 φ
 φ˙∗cos2 φ∗ − v(θe − θ∗e)l
−γ3(tanφ− tanφ∗)
 , (10)
where γ3 > 0, yielding
L˙ = −γ1z21 − γ2z22 − γ3(tanφ− tanφ∗)2 ≤ 0.
Lemma 1: Consider the closed-loop system (3) controlled by
the feedback controller (5)-(8)-(10) with dr and vr given by
(6) and (7), respectively. Assume the initial position of the car
is feasible, i.e. (x(0), y(0)) ∈ Pa, d1(0) > dˆ1 and d2(0) > dˆ2.
Then the closed-loop system has the following properties.
• d1(t) > dˆ1, d2(t) > dˆ2 for all t ≥ 0;
• lim
t→∞(d1(t)− dr1(t)) = limt→∞(d2(t)− dr2(t)) = 0;
• |φ(t)| < pi
2
for all t ≥ 0.
Proof: The first statement is a trivial consequence of the
definition of z given in (5).
1The function ‘atg’ is defined in Definition 3.
Consider the Lyapunov function (9) and note that L˙(t) ≤ 0. In
addition, L˙ ≡ 0 implies (z1, z2, θe, tanφ) = (0, 0, θ∗e , tanφ∗).
Even though there may be switches between d2 = d2l and
d2 = d2r, the overall Lyapunov function is continuous due to
the definition of d2. Hence,
lim
t→∞(d1(t)− dr1(t)) = limt→∞(d2(t)− dr2(t)) = 0.
Finally, the third property is proved by contradiction. Suppose
that there exists a t¯ ≥ 0 such that φ(t¯) = pi
2
or φ(t¯) = −pi
2
.
Then the Lyapunov function at time instant t¯ has a value of
+∞, i.e.
lim
t→t¯
L(t) = +∞. (11)
However, L(0) is bounded and L(t) is decreasing, which
implies that L(t) < L(0). This contradicts (11), hence the
claim.
B. Shared Control Theorem
For any given human input vh, the safe, hysteresis and
dangerous subsets, Rs, Rh and Rd, are defined by equations
(12) given at the top of this page, where D is the distance
to the obstacle along the direction of vh and b2 > b1 > 0
are constants selected by the user. The intuition for the set
definition is similar to that given in [25]: the situation is “safe”
if the car drives towards the obstacle with a bounded top speed
(the top speed is a function of the distance to the obstacle);
the situation is “dangerous” if (and only if) the car is “close”
(i.e. D ≤ b1) to the obstacle and the car drives towards the
obstacle with a speed larger than a predefined value (this value
is not a constant, but varying with the distance).
The sharing function k can then be defined as
k(D, vh) =

1, (d1, d2, θe, φ) ∈ Rs(vh),
g, (d1, d2, θe, φ) ∈ Rh(vh),
0, (d1, d2, θe, φ) ∈ Rd(vh),
(13)
where
g =
{
1, if (d1, d2, θe, φ) enters Rh(vh) from Rs(vh),
0, if (d1, d2, θe, φ) enters Rh(vh) from Rd(vh).
Finally, the overall shared-control input us = [vs, ωs]T is
given by
us = (1− k(D, vh))uf (d, dr, θe, φ, vr) + k(D, vh)uh. (14)
Theorem 1: Consider the kinematic model of a rear-wheel
driving car (1) with the shared-control input given by (5)-
(8)-(10)-(13)-(14). Assume the initial condition is feasible, i.e.
(x(0), y(0)) ∈ Pa(0), d1(0) > dˆ1 and d2(0) > dˆ2, and uh is
a given h-control. Then there exists γi > 0, for i ∈ {1, 2, 3},
such that the closed-loop system has the following properties.
1) d1(t) > dˆ1 and d2(t) > dˆ2 for all t ≥ 0;
2) Ωs = ΠRs(Ωh);
3) us(t) = uh(t) for all t ≥ 0 such that
(d1(t), d(t), θe(t), φ(t)) ∈ Rs.
Proof: To begin with, as detailed in Section III-A, the
feedback control input uf is such that the configuration of the
system stays in the admissible region Pa(t) for all t ≥ 0. In
addition, the definition of Rd indicates that if the state of the
system does not belong to the feasible set at the time instant
t = t0, i.e. (d1(t0), d2(t0), θe(t0), φ(t0) 6∈ R(vh, t0)), then
there exists 0 < t¯ < t0 such that (d1(t¯), d2(t¯), θe(t¯), φ(t¯) ∈
Rd(vh, t¯). In other words, any trajectory leaving the feasible
set R should enter the dangerous subset where uf is active.
Therefore, the set R is forward invariant and the first property
holds.
If Ωh ⊂ Rs, then the second claim is a consequence of the
general results in [26], and of the fact that Ωh is the Ω-limit
set of both the h-closed-loop and system (3) (by assumption,
the former, and by equations (5)-(9), the latter). Otherwise, if
Ωh 6⊂ Rs, Lemma 1 indicates that the Ω-limit set of system
(3) is ΠRs(Ωh). Furthermore, equation (12) indicates that
the trajectory of the system enters Rd where the feedback
controller is active, hence driving the states of the system back
toRs, before leaving the admissible setR. Therefore, property
2) holds.
Finally, Property 3) is a direct consequence of the definition
of us.
Remark 1: With dˆ1 = dˆ2 =
√
l2 + (w2 )
2, the car is unable to
stop just next to the boundary of its admissible configuration
set. However, this issue can easily be solved by changing
values dˆ1 and dˆ2 to l and w2 , respectively when θe is close to
0.
Remark 2: According to the shared-control law (12)-(13)-
(14), the feedback controller is active only if the car is
“close” to an obstacle. Therefore, di can be modified by
dˆi = min(di,B), for i ∈ {1, 2}, where B is a positive constant
selected by the user.
As a result we need to design the feedback controller only
for the cases in which di ≤ B. This is very useful in applica-
tions, especially in the cases in which the obstacle is exactly
parallel or perpendicular to the required direction, i.e. d1 or
d2 equals to infinity. Note that the feedback control design
and the shared-control algorithm are based on instantaneous
measurements. The safe set at the time instant t is found by
calculating all reachable states in the unconstrained space and
ensure that there is no collision within a given time horizon.
IV. DISTURBANCE REJECTION
Until now the model we have studied does not include any
uncertainty. To make the model more realistic, we include
additive disturbances to the system dynamics, which can
therefore be written as
x˙ = vs cos θ + dx,
y˙ = vs sin θ + dy,
θ˙ =
vs tanφ
l
+ dθ,
φ˙ = ωs + dφ,
(15)
where dx, dy , dθ and dφ are disturbances on the dynamics of
x, y, θ and φ, respectively.
The non-empty constant admissible configuration set of the
car is defined by a group of linear inequalities given by
Pa = {p ∈ R2 |Sp+ T ≤ 0}, (16)
where p = [x, y]T , S = [sT1 , s
T
2 , . . . , s
T
n ]
T ∈ Rn×2 and T =
[t1, t2, . . . , tn]
T ∈ Rm.
Assumption 4: If m > 2 then the matrices S and T are such
that
rank(
 sr1...
srl
) < rank(
 sr1 tr1... ...
srl trl
),
for all l ∈ [3,m] and r1, r2, . . . , rl ∈ {1, 2, . . . ,m}.
Assumption 5: The disturbances are bounded, i.e. |dx| ≤ d¯1,
|dy| ≤ d¯2, |dθ| ≤ d¯3 and |dφ| ≤ d¯4, where d1, d2, d3 and d4
are positive constants known by the users.
We assume that the above assumptions hold for the rest of this
section.
A. Design of the Feedback Controller with the Existence of
Disturbances
Lemma 2: Consider the set Pa given by (16) and assume
Assumption 4 holds. Then no more than two constraints are
active2 at any time instant.
Proof: If n ≤ 2 then the claim trivially holds. Otherwise,
if n > 2, we prove the lemma by contradiction. Suppose
that, for any fixed x, y, vh and θ, three constraints are active.
Without loss of generality we assume that these are the
first three constraints. Then [sT1 , s
T
2 , s
T
3 ]
T [x + kvh cos θ, y +
kvh sin θ]
T + [t1, t2, t3]
T = 0. By Assumption 4 the above
equation does not have any solutions, hence the claim.
Lemma 2 indicates that the n different constraints can be
partitioned into Nc groups and each group contains two
2For each position (x, y) with velocity vh and heading angle θ, the jth
constraint is active if
∃k > 0 : sj [x+ kvh cos θ, y + kvh sin θ]T + tj = 0.
constraints. Note that in general Nc ≤
(
n
2
)
. If two constraints
are active at any time instant t, then there is only one group of
active constraints. However, if only one constraint is active at
the time instant t, there could be η different groups of active
constraints, where 1 ≤ η ≤ (n−1). For the ith group of active
constraints
mi = [mi1,m
i
2]
T = Sip+ T i ≤ 0,
where T i ∈ R2 and Si = [si1T , si2T ]T ∈ R2×2 is an invertible
square matrix with si1 = [s
i
11, s
i
12], s
i
2 = [s
i
21, s
i
22], we define
the variable zi = [zi1, z
i
2]
T based on the Cartesian position of
the car as
zij = log
mij
mirj
,∀j ∈ {1, 2}, (17)
where mir = [m
i
r1 ,m
i
r2 ]
T is the reference signal relative to
mi with mirj defined by
mirj =

midj , if m
i
dj
≤ (
√
2
2 − 1)r − 
−, if midj ≥ (
√
2− 1)r − ,
bij , otherwise,
(18)
where γ > 0, midj = s
i
jpd + t
i
j , b
i
j =√
r2 − [(√2− 1)r − −midj ]2 − r − ,  is a sufficiently
small positive constant and pd denotes the reference
configuration for the variable p = [x, y]T . In the trajectory
tracking case, the feedback controller and the driver share
the same information on the reference trajectory, i.e. pd is
known to the feedback controller. On the other hand, in the
free-driving case in which there is no given trajectory to
track, pd(t) is calculated from uh(t). In other words, the
human behaviour is regarded as the reference behaviour by
the feedback controller. Note that the mapping midj → mirj
given by (18) is similar to the mapping ddi → dri defined
by (6). In addition, mirj is a smooth function with all values
less than zero for j = 1 and j = 2. Therefore m˙ir exists
and (Si)−1m˙ir = [v
i
r cos θ
i
r, v
i
r sin θ
i
r]
T . Define the variable
qi = [qi1, q
i
2]
T as
qi = (Si)−1m˙ir.
Then the reference signals vir, θ
i
r, φ
i
r and ω
i
r can be calculated
as [
xir, y
i
r
]T
= (Si)−1(mir − T i), θir = atg(qi2, qi1),
vir =
√
(qi1)
2 + (qi2)
2, φir = atg(
θ˙irl
vir
, 1),
ωir = φ˙
i
r.
(19)
Suppose (xd, yd, θd, φd) is a point of the Ω−limit set for
the h-closed-loop system, then we define the projection of
(xd, yd, θd, φd) into the safe subsetRs relative to the ith group
of constraints as
ΠiRs(xd, yd, θd, φd) = (x
i
r, y
i
r, θ
i
r, φ
i
r),
where xir, y
i
r, θ
i
r and φ
i
r are given by (19). Therefore, the
projection of Ωh intoRs relative to the ith group of constraints
x
f(x)
β
2k ln
β+1
β−1
− β2k ln β+1β−1
1
−1
β
−β
Fig. 3: Graph of the function f(x) given by Definition 4.
is defined by
ΠiRs(Ωh) =
{
s ∈ Rs
∣∣∣∣ s = ΠiRs(xd, yd, θd, φd),∀(xd, yd, θd, φd) ∈ Ωh
}
.
We use the new variable zi given by (17) to remove constraints
on mi. With the use of zi, system (15) with the feedback
controller uif = [v
i
f , ω
i
f ]
T can be rewritten as
z˙i1 =
si11(v
i
f cos θ + dx) + s
i
12(v
i
f sin θ + dy)
ez
i
1mir1
− m˙
i
r1
mir1
,
z˙i2 =
si21(v
i
f cos θ + dx) + s
i
22(v
i
f sin θ + dy)
ez
i
2mir2
− m˙
i
r2
mir2
,
θ˙ =
vif tanφ
l
+ dθ,
φ˙ =ωif + dφ.
(20)
Definition 4: The function f is defined as f(x) =
β tanh(
gx
β
), where g > 0 and β > 1 are user selected
parameters.
According to Definition 4, f is a monotonous odd function
(displayed in Figure 3) with f(
β
2k
ln
β + 1
β − 1) = 1. Note that
β
2g
ln
β + 1
β − 1 > 0 and this can be made sufficiently small
by selecting β and k. In addition, limx→∞ f(x) = β and
limx→−∞ f(x) = −β.
The back-stepping method is used to find the values of vif and
ωif . The details are explained as follows. Let
tanφi∗ =
l
vif

θ˙i∗ + f(θ − θi∗)d3 − γ3(θ − θi∗)
+
zi1v
i
fs
i
11
mir1e
zi1
sin
θ + θi∗
2
sinc
θ + θi∗
2
−z
i
1v
i
fs
i
12
mir1e
zi1
cos
θ + θi∗
2
sinc
θ + θi∗
2
+
zi2v
i
fs
i
21
mir2e
zi2
sin
θ + θi∗
2
sinc
θ + θi∗
2
−z
i
2v
i
fs
i
22
mir2e
zi2
cos
θ + θi∗
2
sinc
θ + θi∗
2

,
(21a)[
si11f(s
i
11z
i
1)d1 + s
i
12f(s
i
12z
i
1)d2 + e
zi1(m˙ir1 − γ1mir1zi1)
si21f(s
i
21z
i
2)d1 + s
i
22f(s
i
12z
i
2)d2 + e
zi2(m˙ir2 − γ2mir2zi2)
]
,
= Si
[
vif cos θ
i∗
vif sin θ
i∗
]
=
[
α
ζ
]
(21b)
where γ1, γ2 and γ3 are three positive constants, the value of
which is chosen by the user. Since Si is invertible, we define
[qi1, q
i
2]
T = (Si)−1[α, ζ]T . Then it is trivial to calculate vif as
vif =
√
(qi1)
2 + (qi2)
2, θi∗ = atg(qi2, q
i
1). (22)
Consider the Lyapunov function candidate relative to the ith
group of constraints given by
Li(zi1, z
i
2, θ, φ) =
1
2
{
zi1
2
+ zi2
2
+ (θ − θi∗)2
+(tanφ− tanφi∗)2
}
, (23)
with tanφi∗ and θi∗ given by (21a) and (22), respectively.
Then the time derivative of Li along the trajectories of the
system is calculated as
L˙i =
zi1
mir1
(
g11 + g12
ez
i
1
− m˙ir1) +
zi2
mir2
(
g21 + g22
ez
i
2
− m˙ir2)
+
zi1v
i
fs
i
11
mir1e
zi1
(cos θ − cos θi∗) + z
i
1v
i
fs
i
12
mir1e
zi1
(sin θ − sin θi∗)
+
zi2v
i
fs
i
21
mir2e
zi2
(cos θ − cos θi∗) + z
i
2v
i
fs
i
22
mir2e
zi2
(sin θ − sin θi∗)
+ (θ − θi∗)(v
i
f tanφ
l
+ dθ − θ˙i∗) +A+B
+ (tanφ− tanφi∗)(ω
i
f + dφ
cos2 φ
− φ˙
i∗
cos2 φi∗
)
=− γ1(zi1)2 − γ2(zi2)2 − γ3(θ − θi∗)2 +A+B + C
+ (tanφ− tanφi∗)[ω
i
f + dφ
cos2 φ
− φ˙
i∗
cos2 φi∗
+
vif
l
(θ − θi∗)]
≤(tanφ− tanφi∗)

ωif + sign(tanφ− tanφi∗)d4
cos2 φ
− φ˙
i∗
cos2 φi∗
+
vif
l
(θ − θi∗)

+
γ1(z
i
1)
2
mir1
+
γ2(z
i
2)
2
mir2
− γ3(θ − θi∗)2 +A+B + C,
where
A =
si11z
i
1
mir1e
zi1
[dx + f(s
i
11z
i
1)d¯1] +
si12z
i
1
mir1e
zi1
[dy + f(s
i
12z
i
1)d¯2],
B =
si21z
i
2
mir2e
zi2
[dx + f(s
i
21z
i
1)d¯1] +
si22z
i
2
mir2e
zi2
[dy + f(s
i
22z
i
1)d¯2],
C =(θ − θi∗)[dθ − f(θ − θi∗)d¯3],
g11 =s
i
11[v
i
f cos θ
i∗ − f(si11zi1)d¯1],
g12 =s
i
12[v
i
f sin θ
i∗ − f(si12zi1)d¯2],
g21 =s
i
21[v
i
f cos θ
i∗ − f(si21zi2)d¯1],
g22 =s
i
22[v
i
f sin θ
i∗ − f(si22zi2)d¯2].
Select ωif such that
(tanφ− tanφi∗)
 ω
i
f + sign(tanφ− tanφi∗)d¯4
cos2 φ
− φ˙i∗cos2 φi∗ +
vif
l (θ − θi∗)
 < 0,
for all tanφ 6= tanφi∗. One such a choice is given by
ωif = cos
2 φ[
φ˙i∗
cos2 φi∗
− γ4(tanφ− tanφi∗)−
vif
l
(θ − θi∗)]
− sign(tanφ− tanφi∗)d¯4,
(24)
where γ4 > 0, which yields
L˙i ≤− γ1(zi1)2 − γ2(zi2)2 − γ3(θ − θi∗)2
− γ4(tanφ− tanφi∗)2 +A+B + C.
(25)
The next step is to prove that the terms A,B and C are upper
bounded, which is done as follows. If |si11zi1| ≥
β
2k
ln
β + 1
β − 1 ,
then
si11z
i
1
mir1e
zi1
[dx + f(s
i
11z
i
1)d¯1] ≤ 0. Otherwise,
si11z
i
1
mir1e
zi1
[dx + f(s
i
11z
i
1)d¯1] ≤
si11z
i
1
mir1e
zi1
dx
≤ −|s
i
11|
mir1
β
2k|si11|
ln
β + 1
β − 1
β − 1
β + 1
e
β
2k|si11|
d¯1
< − βd¯1
2kmri1
ln
β + 1
β − 1e
−
β
2k|si11| ,
Therefore
A ≤− β
2kmir1
ln
β + 1
β − 1(d¯1e
−
β
2k|si11| + d¯2e
−
β
2k|si12| ) = M1,
B ≤− β
2kmir2
ln
β + 1
β − 1(d¯1e
−
β
2k|si21| + d¯2e
−
β
2k|si22| ) = M2,
C ≤βd3
2k
ln
β + 1
β − 1 = M3.
R˜is(vh) =
{
(mi, θi, φi) ∈ Qia × S× A : (sij [cos θi, sin θi]T vh) ≤
1
mij + b2
− 1
b2
if mij ≥ −b2 for all j ∈ {1, 2}
}
R˜ih(vh) =

(mi, θi, φi) ∈ Qia × S× A : ∃j ∈ {1, 2} such that (sij [cos θi, sin θi]T vh) >
1
mij + b2
− 1
b2
and mij ≥ −b2
and (sik[cos θ
i, sin θi]T vh) <
1
mik + b1
− 1
b1
if mik ≥ −b1
for all k ∈ {1, 2}

(27)
R˜id(vh) =

(mi, θi, φi) ∈ Qia × S× A : ∃j ∈ {1, 2} such that (sij [cos θi, sin θi]T vh) ≥
1
mij + b1
− 1
b1
,
−b1 ≤ mij < 0
or ∃j ∈ {1, 2} such that (sij [cos θi, sin θi]T vh) >
1
mij + b1
− 1
b1
,
mij = 0
or ∀j ∈ {1, 2} such that mij = (sij [cos θi, sin θi]T vh) = 0

Let M = M1 +M2 +M3, then (25) indicates that
L˙i ≤− γ1(zi1)2 − γ2(zi2)2 − γ3(θ − θi∗)2
− γ4(tanφ− tanφi∗)2 +M.
Let γ = min{γ1, γ2, γ3, γ4}, then
L˙i ≤− γ[(zi1)2 + (zi2)2 + (θ − θi∗)2 + (tanφ− tanφi∗)2]
+M
=− γ(Li − M
γ
),
yielding limt→∞(Li − Mγ ) = 0. Therefore
lim
t→∞ |z
i
2| ≤
√
M
γγ2
, lim
t→∞ | tanφ− tanφ
i∗| <
√
M
γγ4
,
lim
t→∞ |z
i
1| ≤
√
M
γγ1
, lim
t→∞ |θ − θ
i∗| <
√
M
γγ3
.
(26)
The discussion in this section is summarized in the following
statement.
Proposition 1: Consider the system (15) controlled by the
feedback controller (22)-(24) with mir, θ
i∗ and tanφi∗ given
by (18), (22) and (21a), respectively. Suppose the admissible
Cartesian configuration set of the car Pa is described by (16)
and (x(0), y(0)) ∈ Pa. Then the closed-loop system has the
following properties.
• (x(t), y(t)) ∈ Pa for all t ≥ 0.
• Define the tracking errors as ei(t) = [ei1(t), e
i
2(t)]
T with
ei1(t) =
∣∣∣∣| mi1(t)mir1(t) | − 1
∣∣∣∣ , ei2(t) = ∣∣∣∣| mi2(t)mir2(t) | − 1
∣∣∣∣ .
Then lim
t→∞ e
i(t) is bounded. In addition, the bound can be
controlled by tuning the parameters γ1, γ2, γ3, γ4, β and
k of the feedback controller.
Proof: According to the definition of zi given by (17),
mij(t) < 0 for all t ≥ 0 and j ∈ {1, 2}. This implies the first
claim.
Consider the Lyapunov function (23) and note that (26) holds
with the help of the feedback controller (22)-(24). This implies
e
−
√√√√ M
γγ1 ≤ m
i
1
mir1
≤ e
√√√√ M
γγ1 ,
yielding
ei1(t) ≤ min

∣∣∣∣∣∣∣∣∣e
√
M
γγ1 − 1
∣∣∣∣∣∣∣∣∣ ,
∣∣∣∣∣∣∣∣∣1− e
−
√
M
γγ1
∣∣∣∣∣∣∣∣∣
 .
Hence, the second statement holds.
B. Robust Shared-Control Algorithm
Similarly to the previous section we need to determine the safe
subset Rs before providing the shared-control law. Relative to
each human input and the ith group of constraints, the overall
set can be partitioned into three subsets: the safe subset R˜s, the
hysteresis subset R˜h and the dangerous subset R˜d as described
by equation (27) at the top of this page, where Qia = SiPa +
T i, and b2 > b1 > 0. The intuition of this definition is similar
to that for (12). Note that the definition of three subsets defined
by (26) is given in the (mi, θi, φi) coordinates and can be
transfered into the (x, y, θ, φ) coordinates by
Ris(vh) = diag(Si
−1
, I)(R˜is − col(Ti, 0)),
Rih(vh) = diag(Si
−1
, I)(R˜ih − col(Ti, 0)),
Rid(vh) = diag(Si
−1
, I)(R˜id − col(Ti, 0)),
where col(Ti, 0) is a column vector obtained by stacking the
zero vector under the vector T i.
Note that in the cases in which two constraints are active,
there is only one group of active constraints. However, if only
one constraint is active, there could be nc groups of active
constraints, where nc ≤ m − 1. Therefore, the activation of
the ith group of constraints is not equivalent to the activation
of the ith feedback controller uif . Suppose I1, I2, . . . , Inc
groups of constraints are active at the time instant t, where
Ii ∈ {1, 2, . . . , Nc} for all i ∈ {1, 2, . . . , nc} and Lj is defined
in equation (23). Then the sharing function ki relative to the
ith group of constraints is defined as
ki(p, θ, vh, t) =

0, (p, θ, φ) ∈ Rid and Li =
Inc
min
j=I1
Lj ,
gi, (p, θ, φ) ∈ Rih,
1, otherwise,
(28)
where
gi =
{
0, if ki(t−) = 0,
1, if ki(t−) = 1.
On the basis of three subsets, the shared-control algorithm is
given as
us(p, θ, φ, vh) =
Nc∑
i=1
[(1− ki(p, θ, vh))uif (p, θ, φ, pr, θr, αr)]
+
Nc
min
i=1
ki(p, θ, vh) uh.
(29)
Proposition 2: Consider the kinematic model of a rear-wheel
drive car with disturbances given in equation (15) and con-
trolled by the shared-controller (22)-(24)-(28)-(29). Suppose
the admissible configuration set of the car Pa is a non-empty
and compact set defined by (16) and (x(0), y(0)) ∈ Pa. Let
uh be a given h-control such that the h-closed-loop system
is stable. Then there exist positive constants γ1, γ2, γ3 and
b2 > b1 > 0 such that the s-closed-loop system has the
following properties.
1) (x(t), y(t)) ∈ Pa for all t ≥ 0.
2) The tracking error for the s-closed-loop system is
bounded.
3) us(t) = uh(t) for all (p(t), θ(t), φ(t)) ∈ Rs(vh(t)) \
Rd(vh(t)) and t ≥ 0.
Proof: The proof is similar to that of Theorem 1, hence
omitted.
V. CASE STUDY
This section discusses two case studies: traffic at a five-way
junction and at a roundabout, to demonstrate the effectiveness
of the shared-control algorithm. Further examples, such as
emergency braking and overtaking on highways, can be found
in [27], [28]. We assume the projection of the car in (x, y)-
plane is a rectangle with size 1m× 1.5m.
A. Traffic at a Five-Way Junction
In the case study we use the name SE-Road, N-Road and
W(E)-Road to denote the road heading to the South-east, the
North and the West (East), respectively. Note that the N-Road
is a one-way road and the SE-Road is a side road while all
the other roads are main roads. We assume that the traffic on
the N-Road has a higher priority over that on the W(E)-Road.
The scenario is simulated by MATLAB SIMULINK and the
results show that the safety of the car with shared-controller
is guaranteed even if the driver behaves dangerously.
Simulation results are displayed in Fig. 4, which show a
sequence of snapshots at the junction. There are 6 cars with
three different colors, representing different priorities, in Fig. 4
(a). The three green cars have the highest priority. The one
on the W(E)-Road is going to turn left at the junction and
the other two on the N-Road keep driving straight when they
approach the junction. The two blue cars have the second
highest priority and they are heading to the East and West,
respectively. The yellow car has the lowest priority and is
driven to the side road, the SE-Road. After a while the
feedback controller for the blue car heading to the West is
active and gives way to the green cars on the N-Road as
indicated by sub-figure (b) of Fig. 4: the color of the car
changes to red. Then the feedback controllers for the blue car
heading to the East and the yellow car are active one after the
other as shown in Fig. 4 (c) and (d). The control authorities of
the car are passed to the drivers of the blue cars when the two
green cars on the N-Road pass the junction, while the yellow
car should wait until all the other cars pass the junction, since
it has the lowest priority as displayed in Fig. 4 (e) to (g). In
conclusion, six cars negotiate the junction safely with the help
of the shared-controller as indicated by Fig. 4. Note that the
feedback controller is active not only to stop the car but also
to assist steering (ωs is used to control the steering angle).
B. Traffic at a Roundabout
This case studies the traffic at a roundabout where the car
should give way to vehicles coming from the right-hand side.
We use the name N-Exit, E-Exit, S-Exit and W-Exit to denote
the exit at the North, the East, the South and the West of the
roundabout, respectively. We assume that the controlled car is
coming from the S-Exit and aims to turn right to leave the
roundabout from the E-Exit. Simulation results are displayed
in Fig. 5, in which 4 snapshots are given to show how the
traffic moves at the roundabout. Before the controlled car
entering the roundabout, one blue car is leaving the E-Exit
and heading to the N-Exit as shown in Fig. 5 (a). However,
the driver of the controlled car does not recognize it and keeps
driving to the roundabout. Hence, the feedback controller is
active (represented by the red rectangle in Fig. 5 (b)) to stop
the car. When the right of the controlled car is clear, the
driver regains the control authority and enters the roundabout.
However, the driver does not turn properly. Therefore the
feedback controller is active again to assist the driver and to
make sure that the car goes to the right lane as displayed in
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 4: Snapshots at the junction displaying paths of the cars with the shared-control in the (x, y)-plane for the set Pa represented
by the white area. Green cars: the controlled cars (the feedback controller is not active) with the highest priority. Blue dotted
cars: the controlled cars (the feedback controller is not active) with the second highest priority. Yellow backslashed car: the
controlled car (the feedback controller is not active) with the lowest priority. Red slashed cars: the controlled cars (the feedback
controller is active).
Fig. 5 (c). Finally, when the car is safe the control authority
is passed back to the driver.
Note that the simulation results refers to the case when
the human driver behaves “dangerously” and the feedback
controllers are active, indicated by red colors. This ‘red’ signal
is fed back to the human driver, implying that he/she does not
operate safely. The control authority can be regained by the
driver if he/she operates properly.
VI. CONCLUSIONS
We have developed a solution to the shared-control problem
for the kinematic model of a rear-wheel driving car without
measurements of absolute positions. The solution can be used
to deal with static and dynamic feasible Cartesian position
sets of the car. We have added disturbances to the dynamics
and prove that if all the disturbances are bounded then the
(x, y)-trajectory of the car is able to track a feasible reference
with bounded errors. The shared-control algorithm integrates
the human input and the feedback control input based on a
hysteresis switch and the control authority is held by the driver
most of the time but it is gained by the feedback controller
in “dangerous” situations. Since the feedback controller is not
active all the time, there is no need to model and predict the
human behaviour. Instead, we measure and monitor human
inputs all the time and the feedback controller is active only
if system states belong to the dangerous subset Rd. The case
studies given in Section V demonstrates the effectiveness of
the shared-control law. Future work will focus on systems with
measurement errors and cooperations among controlled cars.
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