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A CHARACTERIZATION OF NICHOLS ALGEBRAS OF
DIAGONAL TYPE WHICH ARE FREE ALGEBRAS
I. HECKENBERGER AND Y. ZHENG
Abstract. This paper is devoted to explore the freeness of Nichols
algebras of diagonal type and to determine the dimension of the
kernel of the shuffle map considered as an operator acting on the
free algebra. Our proof is based on an inequality for the number
of Lyndon words and on an identity for the shuffle map. For a
particular family of examples, the freeness of the Nichols algebra
is characterized in terms of solutions of a quadratic diophantine
equation.
Keywords : Nichols algebras, free algebras, shuffle map, Lyndon
words
1. Introduction
Since their introduction in the late 70ies by W. Nichols [8], the theory
of Nichols algebras enjoyed increasing interest because of its deep inter-
relation to different research areas. For an overview we refer to [2]. The
strongest results have been obtained for finite-dimensional Nichols al-
gebras of diagonal type, mainly due to the existence of the root system
which was introduced in [4], based on deep results of V. Kharchenko [7]
on the structure of certain Hopf algebras generated by group-like and
skew-primitive elements.
A general, very difficult question is, what are the roots and their
multiplicities of a given Nichols algebra of diagonal type. In the case
of finite-dimensional Nichols algebras the answer is known: The roots
are the real roots with respect to the action of the Weyl groupoid,
and their multiplicity is one. The other extreme case is the one of
the free algebra, where the root vectors are parametrized by Lyndon
words and appropriate powers of them. Roots of the form mα1 + α2
with m ≥ 0 are determined using Rosso’s lemma [9]. Roots of the form
mα1+2α2 and their multiplicities have been determined by the authors
in [6]. In this paper we address the question when the multiplicity of
a root is smaller than in the tensor algebra. In particular, we provide
a criterion to decide whether a given Nichols algebra of diagonal type
The second named author was supported by China Scholarship Council.
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is a free algebra in terms of polynomial equations for the entries of the
braiding matrix.
The defining ideal of a Nichols algebra is spanned by the kernels
of the braided symmetrizer [11], which decomposes into a product of
shuffle maps. In [3], the authors study identities involving shuffle maps.
We use these identities to study the freeness of Nichols algebras of
diagonal type and to determine the dimension of the kernel of the
shuffle map. With our results we relate the freeness of Nichols algebras
of diagonal type with braiding matrix (qmij )1≤i,j≤n, mij ∈ Z for all i, j,
to solutions of a diophantine equation.
In Section 2 we define a family (Pm)m∈Nn0 ,|m|≥2 of elements in the
polynomial ring Z[pij | 1 ≤ i, j ≤ n], where |(m1, . . . , mn)| =
∑n
i=1mi.
Let now B(V ) be a Nichols algebra of diagonal type of rank n with
braiding matrix q = (qij)1≤i,j≤n ∈ (k
×)n×n, where k is a field.
Theorem 1.1. (see Theorem 4.3) We have B(V ) = T (V ) if and only
if Pm(q) 6= 0 for all m ∈ N
n
0 with |m| ≥ 2.
Assume that k has characteristic 0. If Pm(q) = 0 for some m ∈ N
n
0 ,
then in Section 5 two numbers n1(q), n2(q) ∈ N0 are defined.
Theorem 1.2. (see Theorem 6.2) Assume that k has characteristic
0. Let m = (m1, . . . , mn) ∈ N
n
0 and m =
∑n
i=1mi such that m ≥ 2,
Pm(q) = 0, and Pl(q) 6= 0 for all l < m. Then
dim(ker(ρm(S1,m−1)|Vm)) = n1(q)− n2(q).
The organization of the paper is as follows. In Section 2, we recall
some basic notions about Lyndon words and introduce notations. We
also recall the inequalities on the number of Lyndon words, which the
paper is based on. In Section 3, we discuss the notion of a free pre-
braided module over a commutative ring and compute the determinant
of the shuffle map. In Section 4, we formulate and prove our first main
theorem. In Section 5, we determine an upper bound for the dimen-
sion of the kernel of shuffle map. In Section 6, we prove that this upper
bound is a lower bound.
The paper was written during the visit of the second named author
to Marburg University supported by China Scholarship Council. The
second named author thanks the department of FB Mathematik and
Informatik of Marburg University for hospitality.
2. Basic Definitions and properties
Throughout this paper we write N and Z for the set of positive
integers and the set of integers, respectively. Let N0 = N ∪ {0}.
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We start with recalling necklaces and Lyndon words, and collect
some notations.
Let n ∈ N. For anym = (m1, . . . , mn) ∈ N
n
0 we write |m| =
∑n
i=1mi.
If additionally m 6= 0, then let gcd(m) be the greatest common divisor
of m1, . . . , mn, and if |m| ≥ 2, then let
N(m) = gcd{mi(mi − 1), mjmk | 1 ≤ i, j, k ≤ n, j < k}.
For any 1 ≤ i ≤ n let ei = (δij)1≤j≤n ∈ N
n
0 , and for any k ∈ N0 and
any m = (m1, . . . , mn) ∈ N
n
0 \ {0} let m/k = (m1/k,m2/k, . . . , mn/k).
There is a partial ordering on Nn0 denoted by ≤: m ≤ l if and only
if mi ≤ li for all 1 ≤ i ≤ n.
Let B be a set (called the alphabet) of n elements denoted by
b1, b2, . . . , bn, and let B and B
× be the set of words and non-empty
words, respectively, with letters in B. For w = bi1bi2 · · · bis ∈ B, in
which bj occursmj times, 1 ≤ j ≤ n, we write degw = (m1, m2, . . . , mn)
and call degw the degree of w.
We fix a total order ≤ on B. There is a total order ≤lex on B induced
by ≤, called the lexicographic order: For u, v ∈ B, one lets u ≤lex v if
and only if either v = uw for some w ∈ B, or there exist w, u′, v′ ∈ B
and x, y ∈ B such that u = wxu′, v = wyv′, x ≤ y, and x 6= y.
A word w ∈ B× is called a necklace if for any decomposition w = uv
with u, v ∈ B×, w ≤lex vu. A word w ∈ B
× is Lyndon if for any
decomposition w = uv, u, v ∈ B×, w ≤lex v. For any m ∈ N
n
0 let Nm
and ℓm denote the number of necklaces and Lyndon words, respectively,
of degree m.
Remark 2.1. Any Lyndon word is a necklace, and for any necklace w
there is a unique pair (v, k) ∈ B×N such that v is Lyndon and w = vk.
Thus, for any m ∈ Nn0 \ {0},
Nm =
∑
d|gcd(m)
ℓm/d.(1)
Remark 2.2. In [5] and [10] one can find explicit formulas for Nm and
ℓm for any m ∈ N
n
0 . In particular,
ℓei+kej = 1, for all k ∈ N0;(2)
ℓkej = δk,1, for all k ∈ N0.(3)
In the remaining part of this section we will introduce and study
some polynomials, which are crucial for the paper. For any ring R and
any q ∈ R let (0)q = 0 and (m)q = 1 + q + · · ·+ q
m−1 for any m ∈ N.
Definition 2.3. For any m = (m1, m2, . . . , mn) ∈ N
n
0 with |m| ≥ 2 let
Pm ∈ Z[pij | 1 ≤ i, j ≤ n] be as follows:
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(1) If m = miei, where 1 ≤ i ≤ n, and mi ∈ N, let
Pm = (mi)pii ;
(2) If m = ei +mjej, where 1 ≤ i, j ≤ n, i 6= j, mj ∈ N, let
Pm = 1− p
mj−1
jj pijpji;
(3) If m = 2ei +mjej, where 1 ≤ i, j ≤ n, i 6= j, mj ∈ N, let
Pm = 1 + p
mj(mj−1)/2
jj (−pijpji)
mjpii;
(4) If m = 3ei + 3ej, where 1 ≤ i, j ≤ n, i 6= j, let
Pm = (3)p2ii(pijpji)3p2jj ;
(5) If m = 3ei + 4ej, where 1 ≤ i, j ≤ n, i 6= j, let
Pm = (1− p
2
ii(pijpij)
4p4jj)(3)pii(pijpji)2p2jj ;
(6) If m = 3ei + 6ej, where 1 ≤ i, j ≤ n, i 6= j, let
Pm = (1− pii(pijpji)
3p5jj)(3)p2ii(pijpji)6p10jj ;
(7) If m = 4ei + 4ej, where 1 ≤ i, j ≤ n, i 6= j, let
Pm = (1 + p
3
ii(pijpji)
4p3jj)(1 + p
6
ii(pijpji)
8p6jj);
(8) Otherwise, let
Pm = 1−
∏
1≤i≤n
p
mi(mi−1)
ii
∏
1≤i<j≤n
(pijpji)
mimj .
Moreover, let
Qm =
∏
1≤i≤n
p
mi(mi−1)/N(m)
ii
∏
1≤i<j≤n
(pijpji)
mimj/N(m).
Remark 2.4. Let m ∈ Nn0 with |m| ≥ 2. By definition of N(m), Qm
is a well-defined non-constant monomial in Z[pij | 1 ≤ i, j ≤ n], and
Qm is not a non-trivial power of any other monomial. Moreover, Pm
divides 1 − Q
N(m)
m . In particular, Pm = 1 − Q
N(m)
m in the last case of
Definition 2.3.
For any i ∈ N let Φi ∈ Z[x] denote the i-th cyclotomic polynomial,
that is, the minimal polynomial of any primitive i-th root of 1 in the
complex numbers. Clearly, xk − 1 =
∏
i|k Φi for any k ∈ N.
Next we describe the irreducible factors of the polynomials Pm.
Lemma 2.5. Let D be a Euclidean domain, let m = (m1, . . . , mn) be
a non-zero vector in Dn, and let d = gcd(m1, . . . , mn). Then there is
a matrix M ∈ Dn×n with m as its first row and determinant d.
NICHOLS ALGEBRAS WHICH ARE FREE ALGEBRAS 5
Proof. Viewm as a 1×n-matrix. Choose a composition f of elementary
column transformations which maps m to the vector (d, 0, . . . , 0). Let
M ′ be the diagonal matrix with diagonal entries (d, 1, . . . , 1). Then
M = f−1(M ′) satisfies the desired properties. 
Remark 2.6. 1 Lemma2.5 also holds for principal ideal domains D.
On the other hand, let D = k[x, y] for some field k and let m = (x, y).
Then gcd(m) = 1, but there are no a, b ∈ D with xb − ya = 1. Hence
Lemma 2.5 does not hold for this D.
Lemma 2.7. Let m = (m1, . . . , mn) be a non-zero vector in Z
n with
gcd(m1, . . . , mn) = 1. Then there is a ring automorphism ϕ of the
Laurent polynomial ring Z[x±11 , . . . , x
±1
n ] with ϕ(x1) = x
m1
1 · · ·x
mn
n .
Proof. By Lemma 2.5 there is a matrixM ∈ Zn×n withm as its first row
and with determinant 1. Then ϕ(xi) = x
mi1
1 x
mi2
2 · · ·x
min
n for 1 ≤ i ≤ n
defines a ring automorphism of Z[x±11 , . . . , x
±1
n ] as desired. 
Lemma 2.8. For any k ∈ N and any m ∈ Nn0 with |m| ≥ 2, the poly-
nomial Φk(Qm) ∈ Z[pij | 1 ≤ i, j ≤ n] is irreducible. In particular,
Qkm − 1 =
∏
i|k Φi(Qm) is the unique factorization of Q
k
m − 1 into ir-
reducibles, and each irreducible factor of Pm is of the form Φl(Qm) for
some l | N(m).
Proof. Let k ∈ N and m ∈ Nn0 with |m| ≥ 2. For any 1 ≤ i, j, l ≤ n let
mii = mi(mi − 1)/N(m), mjl = mjml/N(m).
Then gcd(mij | 1 ≤ i, j ≤ n) = 1 and Qm =
∏
1≤i,j≤n p
mij
ij by con-
struction. By Lemma 2.7 there is a ring automorphism ϕ of the
Laurent polynomial ring Z[p±1ij | 1 ≤ i, j ≤ n] with ϕ(p11) = Qm.
Thus Φk(Qm) = ϕ(Φk(p11)) is irreducible in Z[p
±1
ij | 1 ≤ i, j ≤ n].
Since Φk(Qm) is not divisible in Z[pij | 1 ≤ i, j ≤ n] by any pij with
1 ≤ i, j ≤ n, the polynomial Φk(Qm) is irreducible. 
Lemma 2.9. Let m, l ∈ Nn0 with |l| ≥ 2. Suppose that there exist
1 ≤ i < j ≤ n such that mi, mj 6= 0. Then Pm and Pl are relatively
prime if and only if m 6= l. In particular, Pm and Pl are relatively
prime whenever l < m.
Proof. Recall that Pm is not constant. Thus, if Pm and Pl are relatively
prime, then m 6= l.
Conversely, suppose that Pm and Pl are not relatively prime. Then,
by Remark 2.4, Q
N(m)
m −1 and Q
N(l)
l −1 are not relatively prime. Let f
1Thanks to Ben Anthes for this remark.
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be a non-constant common factor ofQ
N(m)
m −1 andQ
N(l)
l −2. Lemma 2.8
implies that there exist non-constant monic polynomials p1, p2 ∈ Z[x]
with f = p1(Qm) = p2(Ql). In particular, Qm = Ql. Let 1 ≤ i < j ≤ n
with mi, mj 6= 0. Then li, lj 6= 0, and the following equations hold:
mi(mi − 1)
N(m)
=
li(li − 1)
N(l)
,(4)
mj(mj − 1)
N(m)
=
lj(lj − 1)
N(l)
,(5)
mimj
N(m)
=
lilj
N(l)
.(6)
From Equation (4) and (6), one gets
ljmi − limj = lj −mj .
Similarly, using Equation (5) and (6), one gets
ljmi − limj = mi − li.(7)
Thus mi +mj = li + lj . Let t = mi +mj = li + lj . Replacing mj with
t −mi and lj with t − li in Equation (7), we get t(mi − li) = mi − li,
and hence mi = li because of t > 1. Thus mj = lj . It follows that
m = l. 
Now we pass to another family of polynomials, which are the main
reason for our interest in the family (Pm)m∈Nn0 ,|m|≥2.
Definition 2.10. For any m = (m1, m2, . . . , mn) ∈ N
n
0 , |m| ≥ 2, let
Am =
∏
i:mi>0
∏
k|gcd(m−ei)
(1−Q
N(m)/k
m )
ℓ(m−ei)/k∏
k|gcd(m)(1−Q
N(m)/k
m )ℓm/k
.
Note that any k with k | gcd(m − ei) divides mi − 1 and any mj ,
j 6= i, and hence k | N(m). Similarly, k | gcd(m) implies that k | N(m).
Therefore the numerator and the denominator of Am are polynomials.
If m = miei for some 1 ≤ i ≤ n and mi ≥ 2, then Qm = pii and
Amiei =
1−Q
N(m)/(mi−1)
m
1−Q
N(m)/mi
m
=
1−Qmim
1−Qmi−1m
=
(mi)pii
(mi − 1)pii
.(8)
In order to show that every other Am is a polynomial, we use some
results in [5] about the number of Lyndon words. Using Equation (1),
these can be restated as follows.
Theorem 2.11. ( [5, Lemma 4.1, 4.2, Theorem 1.2]) Let m ∈ Nn0 .
Assume that ms, mt 6= 0 for some 1 ≤ s < t ≤ n. Then,
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(1) ∑
k|gcd(m)
ℓm/k ≤
∑
1≤i≤n,mi>0
ℓm−ei .
(2) ∑
k|gcd(m)
ℓm/k =
∑
1≤i≤n,mi>0
ℓm−ei(9)
if and only if m is one of the cases (2),(3),(4),(5),(6),(7) in
Definition 2.3 different from m = es + et.
Lemma 2.12. Let m = (m1, m2, . . . , mn) ∈ N
n
0 . If there exist i, j ∈
{1, 2, . . . , n}, i 6= j, such that mi 6= 0, mj 6= 0, then Am is a polynomial
in Z[pij , 1 ≤ i, j ≤ n].
Proof. The numerator of Am is a multiple of
∏
i:mi>0
(1 − Q
N(m)
m )ℓm−ei
and the denumerator of Am is a divisor of
∏
k|gcd(m)(1 − Q
N(m)
m )ℓm/k .
Thus the claim follows from Theorem 2.11(1). 
Proposition 2.13. Let m = (m1, m2, . . . , mn) ∈ N
n
0 with ms, mt > 0
for some 1 ≤ s < t ≤ n. Then Pm is the product of the irreducible
factors of Am.
Proof. We follow Definition 2.3 case by case to compare Am and Pm.
Then the claim follows directly from Lemma 2.8.
(1) If m = miei for some 1 ≤ i ≤ n, mi ≥ 2, then the assumptions
of the lemma are not fulfilled.
(2) Assume that m = ei +mjej, 1 ≤ i, j ≤ n, i 6= j, mj > 0. Then
N(m) = mj, Qm = pijpjip
mj−1
jj , and
Am =
(1−Q
mj
m )
ℓei+(mj−1)ej
∏
k|mj
(1−Q
mj/k
m )
ℓmjej/k
(1−Q
mj
m )ℓm
=
(1−Q
mj
m )(1−Qm)
1−Q
mj
m
= 1−Qm = 1− pijpjip
mj−1
jj = Pm,
where we used Equations (2) and (3).
(3) Assume that m = 2ei +mjej, 1 ≤ i, j ≤ n, i 6= j, mj > 0. Then
N(m) = 2 and Qm = pii(pijpji)
mjp
mj(mj−1)/2
jj . Moreover,
Am =
(1−Q
N(m)
m )ℓm−ei
∏
k|gcd(2,mj−1)
(1−Q
N(m)/k
m )
ℓ(m−ej)/k∏
k|gcd(2,mj)
(1−Q
N(m)/k
m )ℓm/k
.
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If mj is even, then ℓm/2+ℓm = ℓm−ei+ℓm−ej by Theorem 2.11(2). Thus
Am =
(1−Q2m)
ℓm−ei (1−Q2m)
ℓm−ej
(1−Q2m)
ℓm(1−Qm)
ℓm/2
= 1 +Qm = Pm
by Equation (2).
If mj is odd, then ℓ(m−ei)+ ℓ(m−ej) = ℓm by Theorem 2.11(2). There-
fore
Am =
(1−Q2m)
ℓm−ei (1−Q2m)
ℓm−ej (1−Qm)
ℓ(m−ej)/2
(1−Q2m)
ℓm
= 1−Qm = Pm
by Equation (2).
(4) Assume that m = 3ei+3ej with 1 ≤ i < j ≤ n. Then N(m) = 3,
Qm = p
2
ii(pijpji)
3p2jj, and ℓ(1,1)+ℓ(3,3) = ℓ(2,3)+ℓ(3,2) by Theorem 2.11(2).
Thus
Am =
∏
k|gcd(2,3)(1−Q
3/k
m )ℓ(2,3)/k
∏
k|gcd(3,2)(1−Q
3/k
m )ℓ(3,2)/k∏
k|gcd(3,3)(1−Q
3/k
m )ℓ(3,3)/k
=
(1−Q3m)
ℓ(2,3)+ℓ(3,2)
(1−Q3m)
ℓ(3,3)(1−Qm)
ℓ(1,1)
=
(1−Q3m)
ℓ(1,1)
(1−Qm)
ℓ(1,1)
= (3)Qm = Pm.
(5) If m = 3ei + 4ej with 1 ≤ i, j ≤ n, i 6= j, then N(m) = 6,
Qm = pii(pijpji)
2p2jj, and ℓ(3,4) = ℓ(2,4) + ℓ(3,3). Thus
Am =
∏
k|gcd(2,4)(1−Q
6/k
m )ℓ(2,4)/k
∏
k|gcd(3,3)(1−Q
6/k
m )ℓ(3,3)/k∏
k|gcd(3,4)(1−Q
6/k
m )ℓ(3,4)/k
=
(1−Q6m)
ℓ(2,4)(1−Q3m)
ℓ(1,2)(1−Q6m)
ℓ(3,3)(1−Q2m)
ℓ(1,1)
(1−Q6m)
ℓ(3,4)
= (1−Q2m)(1−Q
3
m) = (1−Qm)
2(1 +Qm)(3)Qm = (1−Qm)Pm.
(6) If m = 3ei + 6ej with 1 ≤ i, j ≤ n, i 6= j, then N(m) = 6,
Qm = pii(pijpji)
3p5jj, and ℓ(3,6) + ℓ(1,2) = ℓ(2,6) + ℓ(3,5). Thus
Am =
∏
k|gcd(2,6)(1−Q
6/k
m )ℓ(2,6)/k
∏
k|gcd(3,5)(1−Q
6/k
m )ℓ(3,5)/k∏
k|gcd(3,6)(1−Q
6/k
m )ℓ(3,6)/k
=
(1−Q6m)
ℓ(2,6)(1−Q3m)
ℓ(1,3)(1−Q6m)
ℓ(3,5)
(1−Q6m)
ℓ(3,6)(1−Q2m)
ℓ(1,2)
=
(1−Q6m)(1−Q
3
m)
1−Q2m
= (1−Qm)(3)
2
Qm(3)−Qm = (3)QmPm.
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(7) If m = 4ei + 4ej with 1 ≤ i, j ≤ n, i 6= j, then N(m) = 4,
Qm = p
3
ii(pijpji)
4p3jj, and ℓ(1,1) + ℓ(2,2) + ℓ(4,4) = ℓ(3,4) + ℓ(4,3). Thus
Am =
∏
k|gcd(3,4)(1−Q
4/k
m )ℓ(3,4)/k
∏
k|gcd(4,3)(1−Q
4/k
m )ℓ(4,3)/k∏
k|gcd(4,4)(1−Q
4/k
m )ℓ(4,4)/k
=
(1−Q4m)
ℓ(3,4)(1−Q4m)
ℓ(4,3)
(1−Q4m)
ℓ(4,4)(1−Q2m)
ℓ(2,2)(1−Qm)
ℓ(1,1)
=
(1−Q4m)
2
(1−Q2m)(1−Qm)
= (1 +Q2m)
2(1 +Qm) = (1 +Q
2
m)Pm
since ℓ(2,2) = 1.
(8) Now we suppose m is not equal to any of the above cases. By
following the proof of Lemma 2.12 and using Theorem 2.11 we conclude
that Q
N(m)
m − 1 divides Am. Moreover, every irreducible factor of Am
is a factor of Pm = 1 − Q
N(m)
m . Since Pm is a product of pairwise
non-associated irreducible factors, we conclude that Pm contains every
irreducible factor of Am precisely once.
Thus the proof is completed. 
Corollary 2.14. Let m, l ∈ Nn0 be different from mei for all m ≥ 0
and 1 ≤ i ≤ n. Then Am and Al are relatively prime if and only if
m 6= l. In particular, Am and Al are relatively prime whenever l < m.
Proof. The claim follows from Lemma 2.9 and Proposition 2.13. 
3. The shuffle map over commutative rings
In this section let R be a unital commutative ring. We calculate the
determinant of the shuffle map over R.
Definition 3.1. Let V be a finitely generated free module over R and
let c¯ : V ⊗R V → V ⊗R V be an R-module endomorphism of V ⊗R V .
We say that (V , c¯) is a free prebraided module of diagonal type over R,
if there exist a basis x1, x2, . . . , xn of V and (qij)1≤i,j≤n ∈ R
n×n with
c¯(xi ⊗ xj) = qijxj ⊗ xi for all i, j.
Let n ∈ N and let (V , c) be a free prebraided module of diagonal
type with basis x1, . . . , xn. Let I = {1, 2, . . . , n} and (qij)i,j∈I ∈ R
n×n.
Assume that
c(xi ⊗ xj) = qijxj ⊗ xi
for all i, j ∈ I. Let V
⊗k
denote the k-fold tensor product of V over R
and let T (V ) =
⊕∞
k=0 V
⊗k
. Note that V
⊗k
is a free module over R for
all k ∈ N.
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For any m ∈ Nn let Xm denote the set of words over I of degree m.
Let α1, α2, . . . , αn be the standard basis of Z
n. Then T (V ) admits a Zn-
grading given by deg xi = αi, for all i ∈ I. Thus for any i1i2 · · · il ∈ Xm,
the degree of xi1xi2 · · ·xil is
∑l
j=1 αij , and we write deg x for the degree
of any homogeneous element x of T (V ). For any m ∈ Nn0 let V m denote
the Zn-homogeneous component of T (V ) of degree m.
For any k ≥ 2, let Bk denote the monoid which is generated by
generators σ1, σ2, . . . σk−1 and relations
(1) σiσj = σjσi for i, j ∈ {1, 2, . . . , k − 1} with |i− j| ≥ 2, and
(2) σiσi+1σi = σi+1σiσi+1 for 1 ≤ i ≤ k − 2.
Let S1,0 = 1 ∈ Bk, and for any 1 ≤ m < k let
S1,m = 1 + σ1 + σ2σ1 + · · ·+ σmσm−1 · · ·σ1.
A variant of the following equation appeared already in [3, Lemma 6.12].
Lemma 3.2. For any k > m ≥ 1 the following equation holds in Bk.
(1− σm · · ·σ2σ1)S1,m = S1,m−1(1− σm · · ·σ2σ
2
1).
Proof. It is easy to check that
(σmσm−1 · · ·σ2σ1)σi = σi−1(σmσm−1 · · ·σ2σ1)
for all 2 ≤ i ≤ m < k. Thus
σm · · ·σ2σ1S1,m
=
m∑
t=1
σm · · ·σ2σ1σtσt−1 · · ·σ2σ1 + σm · · ·σ2σ1
=
m−1∑
t=1
σtσt−1 · · ·σ2σ1(σm · · ·σ2σ1)σ1 + σm · · ·σ2σ
2
1 + σm · · ·σ2σ1
= S1,m−1(σm · · ·σ2σ
2
1) + σm · · ·σ2σ1.
Hence,
(1− σm · · ·σ2σ1)S1,m
= S1,m − S1,m−1(σm · · ·σ2σ
2
1)− σm · · ·σ2σ1
= S1,m−1 − S1,m−1(σm · · ·σ2σ
2
1)
= S1,m−1(1− σm · · ·σ2σ
2
1).
This proves the lemma. 
For any m ≥ 2 let RBm denote the monoid ring of Bm over R and let
ρm : RBm → EndR(V
⊗m
) be the ring homomorphism such that ρm(σi)
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is the prebraiding c applied to the i-th and i + 1-th tensor factors of
V
⊗m
.
Let f : Z[pij | i, j ∈ I]→ R be the ring homomorphism such that
f(pij) = qij for all i, j ∈ I.
Lemma 3.3. For any m ∈ Nn0 with m 6= 0 and m = |m| we have
det(ρm(1− σm−1 · · ·σ2σ1)
∣∣V m) = ∏
k|gcd(m)
(1− f(Qm)
N(m)/k)ℓm/k .
Moreover, if R is a field, d = ord(f(Qm)), and d | N(m), then
dim(ker(ρm(1− σm−1 · · ·σ2σ1)
∣∣V m)) = ∑
k|gcd(m),k|N(m)/d
ℓm/k.
Proof. Consider the action of Z on Xm given by
1 · i1 · · · im = i2 · · · imi1.
In any Z-orbit of Xm there is a unique element v
k, where v is a Lyndon
word and k ∈ N with k|mi for each 1 ≤ i ≤ n.
To any Z-orbit O of Xm we attach the submodule V O of V m gener-
ated by xi1xi2 · · ·xim with i1i2 · · · im ∈ O. Then
V m =
⊕
O
V O.(10)
Let O be a Z-orbit and let k ≥ 1 and v = i1i2 · · · il be the Lyndon word
such that vk ∈ O. Then l = m/k. Let v˜ = xi1xi2 · · ·xil ∈ T (V ). Then
xitxit+1 · · ·xil v˜
k−1xi1 · · ·xit−1 , 1 ≤ t ≤ l,(11)
is a basis of V O, where xi1 · · ·xi0 = 1. Moreover, for all 1 ≤ t ≤ l,
ρm(1− σm−1 · · ·σ2σ1)(xit · · ·xil v˜
k−1xi1 · · ·xit−1)
= xit · · ·xil v˜
k−1xi1 · · ·xit−1 − λtxit+1 · · ·xil v˜
k−1xi1 · · ·xit ,
where λt = q
k
iti1
qkiti2 · · · q
k
itit−1
qk−1itit q
k
itit+1
· · · qkitil and xit+1 · · ·xit = 1.
We obtain that the matrix of ρm(1−σm−1 · · ·σ2σ1)
∣∣V O with respect
to the basis (11) is A = (ast)1≤s,t≤l, where
ast =


1 if s = t,
−λt if s = t+ 1, 1 ≤ t ≤ l − 1,
−λl if s = 1, t = l,
0 otherwise.
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Therefore,
det(ρm(1− σm−1 · · ·σ2σ1)
∣∣V O)
= 1 + (−1)l+1(−1)lλ1λ2 · · ·λl
= 1−
∏
1≤t≤l
qk−1itit
∏
1≤t<s≤l
(qitisqisit)
k
= 1−
∏
1≤t≤n
q
mt(mt−1)/k
tt
∏
1≤t<s≤n
(qstqts)
mtms/k
= 1− f(Qm)
N(m)/k.
Hence
det(ρm(1− σm−1 · · ·σ2σ1)
∣∣V m) = ∏
k|gcd(m)
(1− f(Qm)
N(m)/k)ℓm/k
because of the decomposition of V m in (10).
If R is a field, then the matrix A above has corank 0 or 1. Moreover,
A has corank 1 if and only if f(Qm)
N(m)/k = 1, that is, if and only if
d | N(m)/k, where d = ord(f(Qm)). This implies the last claim. 
Lemma 3.4. For any m ∈ Nn0 with m = |m| ≥ 2 we have
det(ρm(1− σm−1 · · ·σ2σ
2
1)
∣∣V m)
=
∏
i:mi>0
∏
k|gcd(m−ei)
(1− f(Qm)
N(m)/k)ℓ(m−ei)/k .
Moreover, if R is a field, d = ord(f(Qm)), and d | N(m), then
dim(ker(ρm(1− σm−1 · · ·σ2σ
2
1)
∣∣V m)) = ∑
i:mi>0
∑
k|gcd(m−ei),k|N(m)/d
ℓ(m−ei)/k.
Proof. Let us consider the Z-action on Xm given by
1 · i1i2 · · · im = i1i3i4 · · · imi2.
Then (m − 1) · i1i2 · · · im = i1i2 · · · im. In any Z-orbit of Xm there is
a unique element jvk, where j ∈ I, v is a Lyndon word, and k ≥ 1.
Moreover, then k | mj − 1 and k | mt for each 1 ≤ t ≤ n with t 6= j.
Again, to any Z-orbit O we attach the submodule V O of V m gener-
ated by the monomials xi1 · · ·xim , where i1 · · · im ∈ O. Then
V m =
⊕
O
V O.(12)
Let v = i1i2 · · · il be a Lyndon word, j ∈ {1, . . . , n}, and k ≥ 1. Assume
that deg jvk = m. Then l = (m − 1)/k. Let v˜ = xi1 · · ·xil ∈ T (V ).
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Then the monomials
xjxitxit+1 · · ·xil v˜
k−1xi1 · · ·xit−1 , 1 ≤ t ≤ l,(13)
form a basis of V O for the Z-orbit O of jv
k, where xi1 · · ·xi0 = 1.
For any 1 ≤ t ≤ l one obtains that
ρm(1− σm−1 · · ·σ2σ
2
1)(xjxit · · ·xil v˜
k−1xi1 · · ·xit−1)
= xjxit · · ·xil v˜
k−1xi1 · · ·xit−1 − qjitqitjλtxjxit+1 · · ·xil v˜
k−1xi1 · · ·xit ,
where xil+1 · · ·xil = 1 and λt = q
k
iti1q
k
iti2 · · · q
k
itit−1q
k−1
itit q
k
itit+1 · · · q
k
itil
for
all 1 ≤ t ≤ l. Thus the matrix of ρm(1−σm−1 · · ·σ2σ
2
1)|V O with respect
to the basis (13) is B = (bst)1≤s,t≤l, where
bst =


1 if s = t,
−qjitqitjλt if s = t+ 1, 1 ≤ t ≤ l − 1,
−qjilqiljλl if s = 1, t = l,
0 otherwise.
Hence,
det(ρm(1− σm−1 · · ·σ2σ
2
1)
∣∣V O)
= 1 + (−1)l+1(−1)lqji1qi1j · · · qjilqiljλ1λ2 · · ·λl
= 1−
∏
1≤t≤l
(qjitqitj)
∏
1≤t≤l
qk−1itit
∏
1≤t<s≤l
(qitisqisit)
k
= 1−
∏
1≤t≤n
q
mt(mt−1)/k
tt
∏
1≤t<s≤n
(qstqts)
mtms/k
= 1− f(Qm)
N(m)/k.
This implies the first claim.
If R is a field, then the matrix B above has corank 0 or 1. Moreover,
B has corank 1 if and only if f(Qm)
N(m)/k = 1, that is, if and only if
d | N(m)/k, where d = ord(f(Qm)). This implies the last claim. 
Lemma 3.5. Let m ∈ Nn0 with m = |m| ≥ 2. Then
det(ρm(S1,m−1)|V m)
∏
k|gcd(m)
(1− f(Qm)
N(m)/k)ℓm/k
=
∏
i:mi>0
(
det(ρm−1(S1,m−2)|V m−ei)
∏
k|gcd(m−ei)
(1− f(Qm)
N(m)/k)ℓ(m−ei)/k
)
.
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Proof. From Lemma 3.2 we conclude that
det(ρm(S1,m−1)|V m) det(ρm(1− σm−1 · · ·σ2σ1)|V m)
= det(ρm(S1,m−2)|V m) det(ρm(1− σm−1 · · ·σ2σ
2
1)|V m).
Because of Lemma 3.3 and 3.4 the above equality is equivalent to
det(ρm(S1,m−1)|V m)
∏
k|gcd(m)
(1− f(Qm)
N(m)/k)ℓm/k
= det(ρm(S1,m−2)|V m)
∏
i:mi>0
∏
k|gcd(m−ei)
(1− f(Qm)
N(m)/k)ℓ(m−ei)/k .
This implies the lemma. 
Proposition 3.6. Let m = (m1, . . . , mn) ∈ N
n
0 with m = |m| ≥ 2.
(1) If m = miei with 1 ≤ i ≤ n then ρm(S1,m−1)|V m = (mi)qiiid.
(2) If there exist 1 ≤ i < j ≤ n with mi, mj 6= 0, then
det(ρm(S1,m−1)|V m) = f(Am)
∏
i:mi>0
det(ρm−1(S1,m−2)|V m−ei).(14)
Proof. Claim (1) follows directly from the definition of S1,m−1.
In order to prove part (2) of the Proposition it suffices to consider
R = Z[pij | 1 ≤ i, j ≤ n] and f = id. In this case the claim follows
from Lemma 3.5 and Lemma 2.12. 
4. Nichols algebras which are free algebras
In the remaining part of this paper let k be a field, let k× = k\{0},
and let (V, c) be an n-dimensional braided vector space of diagonal
type with basis x1, x2, . . . , xn and braiding matrix q ∈ (k
×)n×n. Let
T (V ) and B(V ) denote the tensor algebra and the Nichols algebra of
V , respectively.
For the basic theory of Nichols algebras we refer to [1].
In this section we determine when B(V ) is a free algebra, that is,
B(V ) = T (V ).
For all k ≥ 2 there is a unique group homomorphism τ : Bk → Bk+1
with τ(σi) = σi+1 for all 1 ≤ i < k. We also write τ for the induced
algebra maps kBk → kBk+1.
For all m ≥ 2 let ρm : kBm −→ End(V
⊗m) be the representation of
kBm introduced in Section 3 as ρm, and let
Sm = S1,m−1τ(S1,m−2)τ
2(S1,m−3) · · · τ
m−2(S1,1) ∈ kBm.
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Then, by [11],
B(V ) = k⊕ V ⊕
∞⊕
m=2
V ⊗m/ ker(ρm(Sm)).(15)
Lemma 4.1. Let m ∈ Nn0 with m = |m| ≥ 2.
(1) If Pm(q) = 0, then det(ρm(S1,m−1)|Vm) = 0.
(2) If det(ρm(S1,m−2)|Vm) 6= 0 and det(ρm(S1,m−1)|Vm) = 0 then
Pm(q) = 0.
Proof. If m = miei for some 1 ≤ i ≤ n, mi ∈ N, then the claim holds
because of Proposition 3.6(1).
Assume now that there exist 1 ≤ i < j ≤ n with mi, mj 6= 0. Then
Proposition 2.13 implies that Am(q) = 0 if and only if Pm(q) = 0.
Hence the lemma follows from Proposition 3.6(2). 
Proposition 4.2. Let m ∈ Nn0 with m = |m| ≥ 2.
(1) If Pm(q) = 0, then there is a non-trivial relation in B(V ) of
degree m.
(2) If Pl(q) 6= 0 for all l ≤ m with |l| ≥ 2, then there is no non-
trivial relation in B(V ) of degree m.
Proof. (1) Assume that Pm(q) = 0. Then det(ρm(S1,m−1)|Vm) = 0 by
Lemma 4.1(1). Thus det(ρm(Sm)|Vm) = 0 by the definition of Sm, and
the claim follows from Equation (15).
(2) Assume that the Nichols algebra B(V ) has a non-trivial relation
in degree m. Let l ≤ m be such that B(V ) has a non-trivial relation
in degree l and no non-trivial relation in any degree < l. Let l = |l|.
Then l ≥ 2, ker(ρl(S1,l−2)|Vl) = 0, and ker(ρl(S1,l−1)|Vl) 6= 0 by (15)
and by the definition of Sl. Hence Pl(q) = 0 by Lemma 4.1(2). This
proves (2). 
Based on the above proposition we obtain our first main Theorem
as follows.
Theorem 4.3. We have B(V ) = T (V ) if and only if Pm(q) 6= 0 for
all m ∈ Nn with |m| ≥ 2.
Proof. The claim follows immediately from Proposition 4.2. 
Example 4.4. (Diophantine equation) Assume that the characteristic
of k is neither 2 nor 3 and that q = (qaij )i,j∈I with q ∈ k
× not a root
of 1 and (aij)i,j∈I ∈ Z
n×n. For any m = (m1, . . . , mn) ∈ N
n
0 let
K(m) =
n∑
i,j=1
aijmimj , λ(m) =
n∑
i=1
aiimi.
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Then Pm(q) 6= 0 in the following cases:
(1) m = mei, m ≥ 2, 1 ≤ i ≤ n,
(2) m = 2ei + 2mej , m ≥ 1, i, j ∈ I, i 6= j,
(3) m = 3ei + 3ej or m = 4ei + 4ej , i, j ∈ I, i 6= j.
Moreover, for any other m ∈ Nn0 with |m| ≥ 2,
Pm(q) = 0 if and only if K(m) = λ(m).
Hence, by Theorem 4.3, B(V ) = T (V ) if and only if there is no solution
of the diophantine equation K(m) = λ(m) with m ∈ Nn0 , |m| ≥ 2, m /∈
{mei | m ≥ 2}∪{2ei+2mej , 3ei+3ej, 4ei+4ej | m ≥ 1, i, j ∈ I, i 6= j}.
We now provide concrete examples of Nichols algebras of diagonal
type which are identified by this example as a free algebra. Let n = 2
and let a, b be positive integers with a > b. Let q ∈ k× be not a root
of 1 and let q = (qij)1≤i,j≤2 with q11 = q22 = q
a and q12, q21 ∈ q
Z with
q12q21 = q
−b. For any m = (m1, m2) ∈ N
2
0 with |m| ≥ 2 we have
K(m) = am21 − bm1m2 + am
2
2, λ(m) = am1 + am2
and hence
K(m)− λ(m) = am21 − bm1m2 + am
2
2 − (am1 + am2)
= a(m1 −m2)(m1 −m2 − 1) + (2a− b)m2
(
m1 − 2 +
2(a− b)
2a− b
)
.
Assume that K(m) = λ(m) and m1, m2 > 0. By symmetry of m1, m2,
without loss of generality we may assume that m1 ≥ m2. Then
2(m1 −m2)(m1 −m2 − 1) ≥ 0, m2 > 0,
and m1 − 2 +
2(a−b)
2a−b
> m1 − 2 ≥ 0 for m1 ≥ 2 since a > b. Hence
K(m) = λ(m) implies that m1 = 1 and hence m2 = 1. However,
K(1, 1) − λ(1, 1) = −b 6= 0. Therefore K(m) 6= λ(m) for all pairs
m = (m1, m2) with m1, m2 > 0. Thus B(V ) = T (V ).
5. An upper bound on the dimension of the kernel of the
shuffle map
Let n ∈ N, I = {1, 2, . . . , n}, and let R = Z[q¯±1ij | i, j ∈ I]. Let
(V , c) be the free prebraided module of diagonal type over R with
basis x¯1, x¯2, . . . , x¯n and braiding matrix q¯ = (q¯ij)i,j∈I such that
c(x¯i ⊗ x¯j) = q¯ij x¯j ⊗ x¯i.
Assume that char(k) = 0. Let (V, c) be an n-dimensional braided
vector space over k with braiding matrix q = (qij)i,j∈I and with basis
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x1, x2, . . . , xn such that
c(xi ⊗ xj) = qijxj ⊗ xi for all i, j ∈ I.
There are unique ring homomorphisms
η : R→ k,
η′ : Z[pij | 1 ≤ i, j ≤ n]→ R,
η′′ = ηη′ : Z[pij | 1 ≤ i, j ≤ n]→ k
with η(q¯ij) = qij, η
′(pij) = q¯ij for all i, j ∈ I. We view them as
evaluation at q, q¯, and q, respectively. Correspondingly, we write
η(p¯) = p¯(q), η′(p) = p(q¯), η′′(p) = p(q)
for any p ∈ Z[pij | 1 ≤ i, j ≤ n] and any p¯ ∈ R.
Let (αij)i,j∈I be a basis of Z
n×n. For any α =
∑
i,j∈I aijαij let
q¯α =
∏
i,j∈I
q¯
aij
ij ∈ R, qα = q¯α(q) =
∏
i,j∈I
q
aij
ij ∈ k
×.
Lemma 5.1. Let m ∈ Nn0 with |m| ≥ 2. Let η1 : k[t, t
−1] → k be the
ring homomorphism given by
η1(t) = Qm(q).
Then there exists a ring homomorphism η2 : R→ k[t, t
−1] such that
η2(Qm(q¯)) = t, η1η2 = η.
Proof. By Remark 2.4 and Lemma 2.7, there exists a ring automor-
phism ϕ of R with
ϕ(q¯11) =
n∏
i=1
q¯
mi(mi−1)
ii
∏
1≤i<j≤n
(q¯ij q¯ji)
mimj .
Let η′2 : R → k[t, t
−1] be the ring homomorphism with η′2(q¯11) = t,
η′2(q¯ij) = ϕ(q¯ij)(q) for all i, j ∈ I with (i, j) 6= (1, 1). Then
η2 = η
′
2ϕ
−1 : R→ k[t, t−1]
is a ring homomorphism and
η2(Qm(q¯)) = η
′
2ϕ
−1ϕ(q¯11) = t,
η1η2(ϕ(q¯11)) = η1η2(Qm(q¯)) = η1(t) = Qm(q),
η1η2(ϕ(q¯ij)) = η1η
′
2(q¯ij) = η1(ϕ(q¯ij)(q)) = ϕ(q¯ij)(q)
for all i, j ∈ I with (i, j) 6= (1, 1). Thus η1η2 = η. 
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Lemma 5.2. Let m ∈ Nn0 with |m| ≥ 2. Assume that Pm(q) = 0.
Then Qm(q)
N(m) = 1. Let d = ord(Qm(q)). Then Φd(Qm) is the
unique irreducible factor f of Pm ∈ Z[pij |i, j ∈ I] such that f(q) = 0.
Proof. The claim follows directly from Remark 2.4 and Lemma 2.8. 
Lemma 5.3. Let m ∈ Nn0 with m = |m| ≥ 2. Assume that Pm(q) = 0.
Let d = ord(Qm(q)) and d
′ = N(m)/d. Then
(1) Φd(Qm(q¯)) does not appear in the prime decomposition of the
polynomial det(ρm(S1,m−2)|V m) ∈ R, and
(2) Φd(Qm(q¯)) appears n1(q)− n2(q) times in the prime decompo-
sition of det(ρm(S1,m−1)|V m), where
n1(q) =
∑
i:mi>0
∑
k|gcd(m−ei),k|d
′
ℓ(m−ei)/k,
and
n2(q) =
∑
k|gcd(m),k|d′
ℓm/k.
Proof. Assume first that m = mei for some i ∈ I. Then Qm = pii,
Pm = (m)pii, N(m) = m(m − 1), qii 6= 1, and d | m, d > 1. Hence
gcd(m− 1, d′) = m− 1, gcd(m, d′) = m/d, and therefore
det(ρm(S1,m−1)|V m) = (m)q¯ii, n1(q) = 1, n2(q) = 0
by Proposition 3.6(1) and Remark 2.2. Thus (2) holds in this case.
Moreover, (1) is valid since det(ρm(S1,m−2)|V m) = (m − 1)q¯ii and d
does not divide m− 1.
Assume that there exists 1 ≤ i < j ≤ n with mi, mj 6= 0. Since
Pkei = det(ρk(S1,k−1)|V kei) for all k ≥ 2 and i ∈ I, Propositions 3.6(2)
and 2.13 imply that any irreducible factor of det(ρm−1(S1,m−2)|V m) is
an irreducible factor of some Pl with l < m. Thus, by Proposition 2.13
and Lemma 2.9, Φd(Qm(q¯)) and det(ρm−1(S1,m−2)|V m) are relatively
prime, which proves (1). By Proposition 3.6(2), for the proof of (2) it
remains to determine the multiplicity of the irreducible factor Φd(Qm)
in Am. Let k ∈ N with k|N(m). By Lemma 2.8, Φd(Qm) has multiplic-
ity 0 in QN(m)/k−1, except when k | d′, in which case it has multiplicity
1. By Definition 2.10, there are
n1(q) =
∑
i:mi>0
∑
k|gcd(m−ei),k|d
′
ℓ(m−ei)/k
factors Φd(Qm) in the numerator of Am and
n2(q) =
∑
k|gcd(m),k|d′
ℓm/k
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factors Φd(Qm) in the denominator of Am. This proves the lemma. 
Lemma 5.4. Let m ∈ Nn0 with m = |m| ≥ 2. Suppose that Pm(q) = 0
and Pl(q) 6= 0 for all l < m. Let η1 : k[t, t
−1]→ k and η2 : R→ k[t, t
−1]
be ring homomorphisms as in Lemma 5.1. Then the following hold.
(1) η1η2(det(ρm(S1,m−2)|V m)) 6= 0 in k,
(2) the polynomials t−Qm(q) and η2(det(ρm(S1,m−2)|V m)) are rel-
atively prime in k[t, t−1], and
(3) the factor t−Qm(q) ∈ k[t, t
−1] appears n1(q)− n2(q) times in
the prime decomposition of η2(det(ρm(S1,m−1)|V m)).
Proof. (1) By Lemma 5.1, we have
η1η2(det(ρm(S1,m−2)|V m)) =η(det(ρm(S1,m−2)|V m))
=det(ρm(S1,m−2)|Vm).
As Pl(q) 6= 0 for all l < m, we get det(ρm(S1,m−2)|Vm) ∈ k
× because of
Proposition 4.2.
(2) By definition, η1(t−Qm(q)) = 0. Thus (2) follows from (1).
(3) Assume first that m = mei for some i ∈ I. Then Qm = pii,
ρm(S1,m−1)|V m = (m)q¯iiid by Proposition 3.6(1), and hence
η2(det(ρm(S1,m−1)|V m)) = (m)t.
Since (m)qii = 0 in k and char(k) = 0, the irreducible factor t − qii
appears once in (m)t. Moreover, n1(q) = 1 and n2(q) = 0, see the first
part of the proof of Lemma 5.3.
Assume now that there exist 1 ≤ i < j ≤ n with mi, mj 6= 0.
By (1), t − Qm(q) does not appear in the prime decomposition of
η2(det(ρm(S1,m−2)|V m)). Hence, by Proposition 3.6(2), we have to de-
termine the multiplicity M of t − Qm(q) in the prime decomposition
of η2(Am(q¯)). By the definition of Am and by Lemma 2.12, η2(Am(q¯))
is a non-zero polynomial in k[t, t−1]. By Remark 2.4 and by Propo-
sition 2.13, Am is a product of polynomials of the form Φk(Qm) with
k | N(m). Hence η2(Am(q¯)) is a product of polynomials of the form
Φk(t) with k | N(m), and the multiplicity of Φk(t) with k | N(m)
in η2(Am(q¯)) is the same as the multiplicity of Φk(Qm) in Am. Let
d = ord(Qm(q)). Then t − Qm(q) divides Φk(t) if and only if k = d.
Hence M is the multiplicity of Φd(Qm) in Am. Therefore, by Proposi-
tion 3.6(2) and by Lemma 5.3, M is the multiplicity of Φd(Qm(q¯)) in
det(ρm(S1,m−1)|V m), that is, M = n1(q)− n2(q). 
Proposition 5.5. Let m ∈ Nn0 with m = |m| ≥ 2. Suppose that
Pm(q) = 0 and that Pl(q) 6= 0 for all l < m with |l| ≥ 2. Then
dim(ker(ρm(S1,m−1)|Vm)) ≤ n1(q)− n2(q).
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Proof. Let η1 : k[t, t
−1] → k and η2 : R → k[t, t
−1] be ring ho-
momorphisms as in Lemma 5.1. Let M be the Smith normal form
of η2(ρm(S1,m−1)|V m), which is a diagonal matrix. Then det(M) =
det(η2(ρm(S1,m−1)|V m)) 6= 0 by Lemma 5.4(3), and hence there is no
zero on the diagonal ofM . Again by Lemma 5.4(3), t−Qm(q) appears
n1(q) − n2(q) times in the prime decomposition of det(M). Hence
t − Qm(q) appears in at most n1(q) − n2(q) diagonal entries of M as
an irreducible factor. Then
dim(ker(ρm(S1,m−1)|Vm)) = dim(ker(η1η2(ρm(S1,m−1)|V m)))
= dim(ker(η1(M)) ≤ n1(q)− n2(q)).
Hence the proposition holds. 
6. The dimension of the kernel of shuffle map
We use some notation and conventions from the previous section.
So let us assume that char(k) = 0. Let n ∈ N, let q = (qij)1≤i,j≤n ∈
(k×)n×n, and let (V, c) be a braided vector space of diagonal type with
basis x1, . . . , xn such that c(xi ⊗ xj) = qijxj ⊗ xi for all 1 ≤ i, j ≤ n.
For each m ∈ Nn0 with |m| ≥ 2 let n1(q), n2(q) ≥ 0 be the integers
defined in Lemma 5.3(2).
In this section we determine the dimension of the kernel of the shuffle
map ρ|m|(S1,|m|−1)|Vm for those m ∈ N
n
0 with |m| ≥ 2, Pm(q) = 0, and
Pl(q) 6= 0 for all l < m with |l| ≥ 2.
Proposition 6.1. Let m ∈ Nn0 with m = |m| ≥ 2. Suppose that
Pm(q) = 0 and Pl(q) 6= 0 for all l < m with |l| ≥ 2. Then
dim(ker(ρm(S1,m−1)|Vm)) ≥ n1(q)− n2(q),
Proof. Since Pl(q) 6= 0 for all l < m with |l| ≥ 2, it follows from
Proposition 4.2 that ρm(S1,m−2)|Vm is injective. Hence
ker(ρm(1− σm−1 · · ·σ2σ1)ρm(S1,m−1)|Vm)
= ker(ρm(1− σm−1 · · ·σ2σ
2
1)|Vm)
because of Lemma 3.2. Therefore
dim(ker(ρm(S1,m−1)|Vm)) + dim(ker(ρm(1− σm−1 · · ·σ2σ1)|Vm))
≥ dim(ker(ρm(1− σm−1 · · ·σ2σ
2
1)|Vm)),
that is,
dim(ker(ρm(S1,m−1)|Vm)) + n2(q) ≥ n1(q)
because of Lemmas 3.3 and 3.4. This proves the Proposition. 
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Theorem 6.2. Let m ∈ Nn0 with m = |m| ≥ 2. Assume that Pm(q) = 0
and Pl(q) 6= 0 for all l < m with |l| ≥ 2. Then
dim(ker(ρm(S1,m−1)|Vm)) = n1(q)− n2(q).
Proof. The theorem follows immediately from Propositions 5.5 and
Proposition 6.1. 
Remark 6.3. Letm ∈ Nn0 withm = |m| ≥ 2. Assume ker(ρk(Sk)|Vl) =
0 for all l < m with k = |l| ≥ 2. Then ker(ρk(S1,k−1)|Vl) = 0 for all
l < m with k = |l| ≥ 2 by the definition of Sk. Moreover, Pl(q) 6= 0
for all l < m with |l| ≥ 2 by Proposition 4.2(1). Assume now that
dim(ker(ρm(Sm)|Vm)) > 0. Then Pm(q) = 0 by Proposition 4.2(2).
Thus
dim(ker(ρm(Sm)|Vm)) = n1(q)− n2(q)
by Theorem 6.2 and by the bijectivity of the maps ρk(S1,k−1)|Vl for
l < m with k = |l| ≥ 2.
Example 6.4. Here we give an example of a Nichols algebra of diagonal
type where in some degree one has two defining relations.
Let (V, c) be the two-dimensional braided vector space of diagonal
type with basis x1, x2 and braiding matrix q = (qij)1≤i,j≤2 ∈ (k
×)2,
such that
c(xi ⊗ xj) = qijxj ⊗ xi
and q11 = q22 = q12q21 = q, where q ∈ k
× is a primitive fifth root of
unity.
Let m = 3e1 + 4e2. Then N(m) = gcd(6, 12, 12) = 6 and
Qm = p11(p12p21)
2p222, Qm(q) = q
5 = 1.
Thus d = ord(Qm) = 1 and d
′ = N(m)/d = 6.
Let us check that Pl(q) 6= 0 for all l < m with |l| ≥ 2.
P(3,3)(q) = (3)q211(q12q21)3q222 = (3)q7 = (3)q(3)−q;
P(3,2)(q) = P(2,3)(q) = 1− q11(q12q21)
3q322 = 1− q
7 = 1− q2;
P(3,1)(q) = P(1,3)(q) = 1− q12q21q
2
22 = 1− q
3;
P(1,2)(q) = P(2,1)(q) = 1− q11q12q21 = 1− q
2;
P(1,1)(q) = 1− q11 = 1− q;
P(2,4)(q) = 1− q
6
22(q12q21)
4q11 = 1− q
11 = 1− q;
P(1,4)(q) = 1− q
3
22q12q21 = 1− q
4;
P(2,2)(q) = 1 + q22(q12q21)
2q11 = 1 + q
4;
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Moreover, P(m,0)(q), P(0,m)(q) 6= 0 for m ∈ {2, 3, 4} since (4)
!
q 6= 0.
Hence Pl(q) 6= 0 for all l < m with |l| ≥ 2.
We now calculate n1(q) and n2(q). By definition,
n1(q) =
∑
k| gcd(2,4),k|6
ℓ(2,4)/k +
∑
k| gcd(3,3),k|6
ℓ(3,3)/k
= ℓ(2,4) + ℓ(1,2) + ℓ(3,3) + ℓ(1,1) = 7
since ℓ(2,4) = 2, ℓ(3,3) = 3, ℓ(1,2) = ℓ(1,1) = 1.
n2(q) =
∑
k| gcd(3,4),k|6
ℓ(3,4)/k = ℓ(3,4) = 5.
Hence dim(ker(ρ7(S1,6)|V(3,4))) = n1(q)− n2(q) = 2.
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