Recently the sampling theory for certain parametric signals based on rate of innovation has been extended to all sampling kernels that satisfy the Strang-Fix conditions, thus including many attractive choices with finite support. We propose a new sampling scheme in which samples are taken simultaneously at the outputs of multiple channels. This new scheme is closely related to previously known cases, but provides a successive approximation property that can be used for detecting undermodeling. We also draw connections to splines and multi-scale sampling of signals.
INTRODUCTION
Recent work has shown that it is possible to obtain perfect reconstruction of certain signals with a finite number of degrees of freedom per unit time Finite Rate of Innovation (FRI) upon filtering and uniform sampling at close to the rate of innovation [1] . This extends elementary sampling theory to parametric signal classes, removing the importance of Fourier bandwidth. For example, consider the class of signals described by X(t) = E ck sinc(t/T -k), (Ck) C e2 (7) .
Because of properties of the sinc function, we know that this is the set of bandlimited functions in L2 (R) that have Nyquist rate of 1/T samples per second. Heuristically, we can observe that the signal is described by one ck per T seconds, so the ability to reconstruct from samples does not depend on the sinc function or Fourier bandwidth. Rate of innovation is the formalization of this intuition. Now consider the class of signals given by K-1 X(t) = E CO(t -tk) (1 k=O This work was supported in part by the Texas Instruments Leadership University Consortium Program.
These signals are not bandlimited. However, any signal can be fully specified by K pairs of coefficients (ck, tk) . It was shown that in the exact, noiseless case it is possible to obtain exact reconstruction via N > 2K samples of the filtered signal taken at t = nT by computing the K pairs of coefficients (ck, tk). Let the sampling kernel be p(t) and the samples obtained from uniformly sampling be yn:
Simply speaking, we require that the sampling kernel p(t) allows us to compute {(ck, tk)} from observations {Yn n .
We say that we have aliasing of an FRI signal when we have undermodeling of the signal.
Almost all of the research in sampling FRI signals relies on solving the following system of equations, called the powersum series:
Given a set of observations {wn}, we wish to find {ak, Uk}.
One method of solution in the exact, noiseless case is called the annihilatingfilter in the signal processing community [2] and was first used to find frequencies of complex harmonics in whichuk = exp(jwk). The other known method of solution is called the rotational invariance technique, which is derived by taking advantage of the special structure of Vandermonde matrices [3] . Both methods first solve for {Uk}, and then solves the linear system for {ak}. The system of equation (2) can also be solved for non-contiguous indices of n, as long as there are enough distinct observations available.
For the case when K = 1 and N = 2, we have a system of equations with 2 unknowns. Then we can quickly solve ao = w0, io = wl/ao. This is the only instance we know of in which there is a closed-form solution, and one that gives ak before u,. We will take advantage of the relative simplicity of the lower order problems.
In this paper we first review the state-of-the-art of FRI sampling schemes giving local reconstruction, which rely on solving powersums, and then propose new schemes that take samples simultaneously at the outputs of different channels.
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The channels are generated via transformations of the original signal. This is a departure from the previous method of uniform sampling in time.
The work of Vetterli et al. [1] considered the use of sinc, Gaussian, and box kernels. More recently this class of sampling theorems has been extended by Dragotti et al. [4, 5] to include functions that which satisfy the Strang-Fix conditions [6] , which were first considered in the context of interpolation.
Multi-channel sampling, generalized sampling, and other sampling and reconstruction methods based on linear projections have been considered by many authors [7] [8] [9] [10] . However, they only considered filtered versions of the original signal, and drew connections to forming a Riesz basis from the filters. In our work we consider a more general form of transformations, and in departure from the work listed above we consider nonlinear reconstruction methods. Throughout this paper we will focus on a specialized model of (1) This is again a powersum series (2), and we can find the unknown terms from a sufficient number of observations. To finish the proof, in the case that x(t) contains infinitely many Diracs, we can reconstruct it exactly if there is only at most K of them within a compact interval of length KCT.
SAMPLING USING MULTIPLE CHANNELS
All the previous research in FRI is based on the idea of sampling uniformly in time; we now propose two schemes that take samples at the output of multiple channels, each of which contain signals that are transformed versions of the original. A trivial modification to the scheme of Dragotti et al. is to parallelize the sampling operation. After all, given a sampling kernel p(t), filtering and uniform sampling in time is simply computing a sequence of observations (x(t), (t -nT)). Ob- taining the N samples at the output can be done by simultaneously sampling the output of N filters Fn (t) in parallel, given by Fn (t) = (t-nT). Following Dragotti's paper, one possible choice of io is the B-spline. Recall that a B-spline can reproduce polynomials up to its order by taking linear combinations of its shifted versions.
Sampling using integrals
Consider the following set of signals, which are obtained through successive integration:
We are given samples of these signals at time T, denoted as ye = xe (T). Then the samples can be written as:
While it can be seen that a set of L > 2K measurements will form a full-rank set of equations, it is difficult to solve this computational problem except for the most trivial case K = 1, L = 2 as we showed above. However, (3) is a powersum series of the form (2); hence we can solve for {tk} and {Ck}. We call the proposed approach the integral sampling system. We summarize our result in the following theorem. Then it is possible to perfectly reconstruct x(t) from {LY}f I-o as long as L > 2K. The algorithm can also be applied to non-contiguous integral powers ofx(t).
Let se(t) = (1 -t)1[o,l). Then we can rewrite the above sampling scheme as a filter-and-sample scheme using the filters {se(t /T)}I -l . The above operation can be implemented by using a chain of integrators xc (t) [4t -I (T) dT and xo(t) = x(t x(T) dT. It is also trivial to extend this scheme to an infinite-length signal by segmenting, as we obtain measurement from local portions of the signal. In fact, it is easy to vary the lengths of the different segments with different numbers of Diracs in different segments of the signal. Moreover, the sampling scheme proposed above has a successive refinement property. Suppose that we know that there is a finite but unknown number K* of Diracs within an interval [0, T). We can start by taking 2 samples and reconstructing 1 Dirac, and compare the results with that obtained by taking another 2 samples and and reconstructing 2 Diracs. If the results are consistent, then we stop the sampling operation. Otherwise, having reconstructed K Diracs from 2K samples we take another 2 samples and compare the reconstruction with that for K + 1 Diracs from the larger set of 2K + 2 samples. We stop when K = K* + 1 and the result is consistent with that of the previous reconstruction. In the presence of noise or model mismatch, a stopping criteria other than exact reconstruction can be defined.
Sampling using B-splines
The previous part is related to the idea of using splines for sampling. Let 0i (t) be the 0-th order box B-spline, defined as
(t) = u(t)-u(t-1), where u(t) is the usual step function.
The higher-order B-splines can be generated recursively as k+1 = k * 0-Consider the following set of observations:
Since the first segment of a B-spline is a monomial of the order of the spline, sufficiency is achieved when L > 2K just like in the previous case. It is important to note that the samples above are taken all at the same time, but across different splines scales. This is different from the spline interpolation scheme which takes samples within one spline scale but at different, uniformly spaced time instances. Similarly, the B-spline sampling scheme also has a successive refinement property. The system proposed above can be implemented by a chain of 0i filters, similar to the chain of integrators of the previous part. The sampling scheme proposed above can also be applied to signals with different numbers of Diracs at different segments, allowing for lower-order local reconstruction of the signal. However, the knots of the splines are at integer multiples of T, and hence the segments must all have the same length.
Generalizing sampling based on powersums
In order to relate our new sampling schemes to the Dragotti et al. scheme we write the previous work in a new notation:
where w C CM, y C CN, C C CMXN, and N > M. In the above, yn = (x(t), Fn(t)). Clearly, the Dragotti scheme is obtained by settting Fn (t) = po(t -nT), and the coefficients Cn,m are the same as the ones prescribed by the Strang-Fix conditions. Basically the coefficients are there so that for x(t) in the class of signals composed of K Diracs within an interval [0, T) we will obtain the powersum series (2) . In their case the choice of Fn is constrained to be of a particular form that represents uniform sampling in time. In general, for example in the cross-scale sampling scheme described above, this constraint is not imposed. The notation above can be used to combine outputs of different kernels sampled at different times, or scales. The integral-based sampling scheme can be written in this form with Cm,n = 6m,n and Yn = ( (t), Sn(t/T)). Because
Yn already looks like the powersum of (2) for this choice of sampling kernel, we do not have to do further processing. Of course, we can elect to if we like. We can take linear combinations of the entries of y and C correspondingly to obtain new sampling kernels Fn (t).
DETECTING UNDERMODELING AND SUCCESSIVE REFINEMENT VIA MULTICHANNEL SAMPLING
We have seen that reconstructing 1 Dirac in a finite interval using integral-based sampling can be done using a comparatively simple computation. detect aliasing in any of the P segments by taking one additional sample from a higher-order integral of the signal.
The theorem follows immediately from Lemma 4. The lemma also suggests that we can "recycle" the samples already taken from sytem A for reconstruction based on samples taken from system B, which admits a less restrictive signal model. Finally, we note that these properties also apply to sampling with B-splines.
CONCLUSION
We have shown that it is possible to perfectly reconstruct signals consisting of a sum of Diracs across multiple channels, for example using simple operations such as integrate-anddump and using a chain of simple filters. These schemes have a successive refinement property, which can be used in the case where we have an unknown, but finite number of Diracs within a finite interval. Further, we showed that it is possible to detect aliasing in certain cases. This is especially useful because more restrictive signal models in which there is only one Dirac in a given segment can be solved easily compared to the more general model in which there are many Diracs in a given finite interval.
