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Re´sume´
L’administration d’une application est une taˆche de plus en plus complexe et couˆ-
teuse en ressources humaines et mate´rielles. Nous nous inte´ressons dans cette the`se
a` l’administration dans un contexte de grande e´chelle. Dans ce contexte particulier,
nous disposons ge´ne´ralement de plusieurs entite´s logicielles qui doivent eˆtre de´ploye´es
et ge´re´es sur une infrastructure mate´rielle de type grille compose´e de nombreuses
machines ge´ographiquement disperse´es. L’administration sur ce type d’infrastruc-
ture pose de multiples proble`mes d’expressivite´ lie´s a` la description des e´le´ments
a` administrer, de performance lie´s a` la charge des processus d’administration et
la re´partition ge´ographique des sites de la grille, d’he´te´roge´ne´ite´ mate´rielle et lo-
gicielle, et de dynamicite´ (panne, coupure de lien re´seau, etc.). Nos contributions
portent essentiellement sur les proble`mes pre´ce´demment cite´s. Un formalisme de des-
cription tenant compte du facteur d’e´chelle est propose´ pour de´crire l’infrastructure
mate´rielle et logicielle. Nous proposons la re´partition de la charge et la diminution du
couˆt de l’administration en utilisant plusieurs syste`mes d’administration et en per-
sonnalisant la phase d’installation du de´ploiement. Enfin nous proposons une gestion
de l’he´te´roge´ne´ite´ mate´rielle et logicielle. Le travail de cette the`se s’inscrit dans le
cadre du projet TUNe. Nous proposons donc une application et une implantation
de ces contributions au syste`me TUNe afin de valider notre approche dans le cadre
d’une expe´rimentation en vraie grandeur...
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Abstract
Administration of distributed systems is a task increasingly complex and expen-
sive. It consists in to carry out two main activities : deployment and management
of application in the process of running. The activity of the deployment is subdi-
vided into several activities : description of hardware and software, configuration,
installation and starting the application. This thesis work focuses on large-scale ad-
ministration which consists to deploy and manage a distributed legacy application
composed of several thousands of software entities on physical infrastructure grid
made up of hundreds or thousands of machines. The administration of this type of
infrastructure creates many problems of expressiveness, performance, heterogeneity
and dynamicity (breakdown of machine, network, ...). These problems are gene-
rally caused to the scale and geographical distribution of the sites (set of clusters).
This thesis contributes to resolve the problems previously cited. Therefore, we pro-
pose higher-level descriptions formalisms to describe the structure of hardware and
software infrastructures. To reduce the load and increase the performance of the
administration, we propose to distribute the deployment system in a hierarchical
way in order to distribute the load. The work of this thesis comes the scope of the
TUNe (autonomic management system) project. Therefore, we propose to hierar-
chize TUNe in order to adapt in the context of large-scale administration. We show
how to describe the hierarchy of systems. We also show how to take into account
the specificity of the hardware infrastructure at the time of deployment notably the
topology, characteristics and types of machine. We define a process langage allo-
wing to describe the process installation which allow managers to define thier own
installation constraints, according to their needs and preferences. We explore the
management of heterogeneity during deployment. Finaly our prototype is validated
by an implementation and in the context of a real experimentation.
viii
Table des matie`res
1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
I Proble´matique et contexte 4
2 Position du proble`me 6
2.1 Contexte d’e´tude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Les environnements informatiques . . . . . . . . . . . . . . . . 7
2.1.2.1 Cluster . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2.2 Grille informatique . . . . . . . . . . . . . . . . . . . 8
2.2 Administration d’un environnement informatique . . . . . . . . . . . 10
2.2.1 De´finition ge´ne´rale de l’administration . . . . . . . . . . . . . 10
2.2.2 L’administration autonome . . . . . . . . . . . . . . . . . . . . 10
2.2.3 De´ploiement d’une application . . . . . . . . . . . . . . . . . . 11
2.2.4 Reconfiguration . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 Facteur d’e´chelle . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.1.1 Performance . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1.2 He´te´roge´ne´ite´ . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1.3 Expressivite´ . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Facteur dynamique . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Contexte 20
3.1 Contexte applicatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.1 DIET (Distributed Interactive Engineering Toolbox) . . . . . 20
3.1.2 LogService . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Contexte du projet . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
II Etat de l’art 38
4 Plates formes d’administration a` grande e´chelle 40
4.1 Syste`mes de de´ploiement . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1.1 ADAGE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1.2 ORYA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1.3 GoDIET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1.4 SmartFrog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.5 Software Dock . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.1.6 Taktuk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Syste`mes autonomes . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2.1 DeployWare . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.2 JADE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Etat de l’art : Synthe`se . . . . . . . . . . . . . . . . . . . . . . . . . . 66
III Contributions 71
5 Expressivite´ : Description de l’infrastructure logicielle 76
5.1 Rappel du proble`me . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Expression en intension et pattern d’architecture . . . . . . . . . . . . 78
5.2.1 Principe ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2.2 Application a` TUNe . . . . . . . . . . . . . . . . . . . . . . . 78
5.2.3 Mise en œuvre dans le syste`me TUNe . . . . . . . . . . . . . . 80
6 Performance : De´centralisation de l’administration et personnali-
sation de l’installation 86
6.1 Rappel du proble`me . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2 De´centralisation de l’administration . . . . . . . . . . . . . . . . . . . 88
6.2.1 Principe ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.2.2 Application a` TUNe . . . . . . . . . . . . . . . . . . . . . . . 90
6.2.3 Mise en œuvre dans le syste`me TUNe . . . . . . . . . . . . . . 97
6.2.3.1 Re´partition des niveaux d’exe´cution : SR et patrimonial 97
6.3 Personnalisation de la phase d’installation . . . . . . . . . . . . . . . 102
6.3.1 Principe ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3.2 Application a` TUNe . . . . . . . . . . . . . . . . . . . . . . . 104
6.3.3 Mise en œuvre dans le syste`me TUNe . . . . . . . . . . . . . . 105
7 He´te´roge´ne´ite´ : Gestion de l’he´te´roge´ne´ite´ 110
7.1 Rappel du proble`me . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2 L’approche de gestion de l’he´te´roge´ne´ite´ . . . . . . . . . . . . . . . . 111
7.2.1 Principe ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2.2 Application au syste`me TUNe . . . . . . . . . . . . . . . . . . 112
7.3 Re´sume´ des contributions . . . . . . . . . . . . . . . . . . . . . . . . 116
8 Validation 118
8.1 Expe´rimentation sur Grid5000 . . . . . . . . . . . . . . . . . . . . . . 119
8.2 Expe´rience a` grande e´chelle . . . . . . . . . . . . . . . . . . . . . . . 120
8.2.1 Re´servation des machines . . . . . . . . . . . . . . . . . . . . 120
8.2.2 Architecture de l’application administre´e . . . . . . . . . . . . 122
8.2.3 Administration . . . . . . . . . . . . . . . . . . . . . . . . . . 122
8.3 De´ploiement de´centralise´ et hie´rarchique : variation du nombre de TUNe125
8.4 Reconfiguration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
x
9 Conclusion et perspectives 135
9.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
9.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
9.2.1 Tole´rance aux pannes . . . . . . . . . . . . . . . . . . . . . . . 137
9.2.2 La me´ta mode´lisation . . . . . . . . . . . . . . . . . . . . . . . 138
IV Annexe 139
A De´ploiement manuel d’une architecture DIET 141
A.1 Intrduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
A.1.1 De´ploiement de serveur de nom : omniNames . . . . . . . . . 141
A.1.2 De´ploiement et configuration des agents DIET : MA, LA . . . 142
A.1.3 De´ploiement des serveurs : SeD . . . . . . . . . . . . . . . . . 144
A.1.4 De´ploiement de LeWYS . . . . . . . . . . . . . . . . . . . . . 145
xi
Chapitre 1
Introduction
1.1 Introduction
Le calcul haute performance consiste a` re´soudre des proble`mes ne´cessitant de
grandes capacite´s de calcul. Ce sont par exemple les simulations cosmologiques, les
pre´dictions me´te´orologiques, la de´termination de formes de prote´ines, etc. Histori-
quement ces calculs ont e´te´ re´alise´s sur des ordinateurs massivement paralle`les, puis
l’e´mergence des re´seaux hautes performances a permis l’agre´gation de ressources de
calcul homoge`nes en grappes, puis de ressources he´te´roge`nes fortement distribue´es
en grilles.
Une grille est forme´e d’un tre`s grand nombre de ressources de calculs et de
stockages. Le de´ploiement de re´seau a` tre`s haut de´bit dans l’internet a permis la
construction de ce genre d’infrastructures informatiques distribue´es. The´oriquement,
au sein d’une grille informatique, il est possible d’acce´der a` la puissance de calcul
de manie`re analogue a` la puissance e´lectrique. En effet le terme grille (grid en an-
glais) provient de l’analogie avec les re´seaux e´lectriques (electrical power grid) qui
produisent sans cesse de l’e´nergie e´lectrique qui est fournie, a` la demande, a` l’usa-
ger qui en a besoin. L’ide´e des grilles est semblable a` cela a` la diffe´rence que les
ressources fournies aux consommateurs ne sont plus de l’e´lectricite´ mais de la puis-
sance de calcul, de l’espace de stockage informatique, etc. Cette analogie signifie
qu’une grille doit eˆtre aussi facile a` utiliser qu’un re´seau e´lectrique. L’infrastructure
grille est de nature he´te´roge`ne tant du point de vue machines que du point de vue
re´seaux de communication, disperse´e ge´ographiquement dans les sites e´loigne´s, dy-
namique (des machines qui disparaissent pour des raisons de pannes ou apparaissent
re´gulie`rement). La complexite´ d’utilisation d’une telle infrastructure nous rame`ne a`
re´pondre a` une question : comment administrer une application re´partie sur
une infrastructure de type grille ?
Administrer une application revient a` la de´ployer sur une infrastructure mate´-
rielle et se charger de sa gestion en cours d’exe´cution. Le processus de de´ploiement
1.1. INTRODUCTION 2
d’une application s’e´tend de sa description jusqu’a` son exe´cution effective et sa ter-
minaison. La description de l’application consiste a` de´crire, dans un formalisme
convenu, les parame`tres de configuration de chaque entite´ logicielle de l’application
ainsi que son architecture globale. La gestion d’une application permet de la modi-
fier en cours d’exe´cution ou d’effectuer des ope´rations de maintenance pour satisfaire
les besoins de leurs utilisateurs ou pour prendre en compte la modification de leur
environnement d’exe´cution. Ces diffe´rents processus s’ave`rent difficiles notamment
dans un contexte de grande e´chelle et peuvent engendrer des multiples proble`mes.
Les proble`mes de l’administration d’applications re´parties sur une grille de ma-
chines proviennent en grande partie des caracte´ristiques meˆme de la grille. En effet
l’utilisation de la grille s’ave`re eˆtre complique´e, meˆme pour les spe´cialistes du do-
maine. Ceci est duˆ a` l’e´chelle car une grille est compose´e de plusieurs milliers de
ressources he´te´roge`nes et re´parties au sein de sites ge´ographiquement distants. Ces
sites font partie de multiples organisations, empeˆchant toute gestion des ressources a`
l’e´chelle globale. Administrer des applications distribue´es sur de telles infrastructures
requiert beaucoup d’efforts de la part des administrateurs pour de´couvrir et se´lec-
tionner les ressources, installer et configurer les programmes, transfe´rer les donne´es,
lancer les calculs, surveiller l’exe´cution puis, enfin, re´cupe´rer les re´sultats. Aujour-
d’hui, les applications re´parties sont encore principalement administre´es manuel-
lement. Des outils pour simplifier le processus d’administration existent [LPP05],
[CCD06], [FDDM08], mais restent incomplets : certains sont spe´cifiques a` un type
d’application [LPP05], [CCD06] et effectuent l’administration de fac¸on centralise´e
(toutes les ope´rations d’administration sont exe´cute´e a` partir d’une seule machine),
d’autres effectuent seulement du de´ploiement [FDDM08]. Les grilles e´tant des envi-
ronnements complexes, dynamiques et he´te´roge`nes, il est ne´cessaire de proposer des
outils simples et efficaces permettant de simplifier l’administration des applications
a` ses utilisateurs. Cette the`se s’inscrit dans le cadre du projet TUNe qui propose
un formalisme de haut niveau pour la spe´cification des politiques d’administration
autonome. Dans cette the`se, nous nous inte´ressons a` la mise en œuvre d’un syste`me
tel que TUNe dans un contexte grille.
Ce document est structure´ de la manie`re suivante. Le chapitre 2 dresse, apre`s
avoir pre´sente´ la de´finition des termes et les notions utilise´es dans ce manuscrit,
les proble´matiques d’administration d’applications re´parties dans un contexte de
grande e´chelle. Le chapitre 3 introduit le contexte de notre e´tude. Il pre´sente les
applications utilise´es pour les expe´rimentations (DIET et LogService) ainsi que l’en-
vironnement d’administration utilise´ pour la mise en œuvre des contributions de
cette the`se. Le chapitre 4 brosse un tour d’horizon des diffe´rents outils de de´ploie-
ment et d’administration autonome (E´tat de l’art). A partir de cette e´tude de
l’existant, nous identifions les lacunes a` combler dans ces outils. Dans les chapitres
(5, 6 et 7), nous pre´sentons nos diffe´rentes contributions portant sur l’expressivite´,
la performance et la gestion de l’he´te´roge´ne´ite´. Nous expliquons le concept ge´ne´ral
de chaque contribution puis nous pre´sentons une mise en œuvre et une implanta-
tion dans le syste`me d’administration TUNe. Le chapitre 8 pre´sente la validation
Administration d’applications re´parties a` grande e´chelle
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des contributions. Cette validation passe par des expe´rimentations en utilisant une
infrastructure de type grille Grid’5000. Enfin le dernier chapitre 9 pre´sente une
conclusion qui retrace les points essentiels de la the`se, et pre´sente plusieurs pistes de
recherches prospectives dans le prolongement de nos travaux.
Administration d’applications re´parties a` grande e´chelle
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Proble´matique et contexte
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2.1 Contexte d’e´tude
2.1.1 De´finitions
Pour supprimer toute ambigu¨ıte´ sur les termes que nous utilisons dans ce docu-
ment, nous les de´finissons dans cette section.
De´finition 2.1.1 : Nœud - C’est une machine physique permettant d’exe´cuter
des taˆches. Cela peut eˆtre une station de travail, ou un simple PC. Un nœud est
traditionnellement utilise´ a` l’aide d’un syste`me d’exploitation qu’il exe´cute.
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De´finition 2.1.2 : Taˆche - Une taˆche est une suite d’ope´rations qui re´sultent de
l’exe´cution d’un programme informatique.
De´finition 2.1.3 : Entite´ logicielle - Une entite´ logicielle est un e´le´ment de base
d’une application. C’est une unite´ logicielle offrant des services spe´cifiques d’une ap-
plication. Par exemple pour une application J2EE, Tomcat, MySQL sont des entite´s
logicielles.
De´finition 2.1.4 : Application patrimoniale - Une application est dite patri-
moniale lorsqu’elle n’est disponible que sous forme binaire. Le code source de l’ap-
plication n’est pas accessible.
De´finition 2.1.5 : Ressource - Une ressource peut eˆtre de´finie comme les moyens
dont dispose un nœud pour effectuer les calculs. Les processeurs, la quantite´ de me´-
moire, les cartes re´seau sont conside´re´s comme des ressources d’un nœud.
2.1.2 Les environnements informatiques
Les travaux de recherche scientifiques s’inte´ressent de plus en plus aux grilles
informatiques. Les orientations diffe´rent selon le domaine. Chaque domaine a sa
propre de´finition. Nous commenc¸ons dans cette section, par de´finir la notion du
cluster qui est un ensemble de machines homoge`nes localise´es ge´ne´ralement dans
une meˆme localite´. A partir de cette de´finition, nous pre´sentons la notion des grilles
qui est une ge´ne´ralisation de la notion de cluster.
2.1.2.1 Cluster
Le terme de cluster signifie grappe en franc¸ais. Dans sa forme la plus simple, un
cluster est un ensemble de deux ordinateurs ou plus, appele´s nœud, qui travaillent
ensemble pour fournir un service. Le concept de cluster est apparu pour re´soudre
les proble`mes ne´cessitant une capacite´ de calculs de plusieurs machines. Il permet
d’assembler la puissance des ordinateurs pour diviser le temps d’exe´cution d’un
programme ou, a` travers la redondance, obtenir plus grande fiabilite´. Un cluster
utilise donc plusieurs machines pour fournir un environnement informatique plus
performant en vu de re´aliser des calculs paralle`les ou distribue´s [Buy99].
On sein d’un cluster, on peut distinguer plusieurs types de nœuds :
– Nœud de calculs : C’est un nœud qui est charge´ de l’exe´cution des taˆches au
sein du cluster. Le choix du type de mate´riel est tre`s important pour ce type de
nœud. Les performances de´pendent bien e´videmment du type de processeurs
et de la quantite´ me´moire, mais aussi de la carte re´seau ;
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– Nœud utilisateur : Les nœuds d’un cluster sont ge´ne´ralement sur un sous re´seau
prive´ qui ne peut eˆtre acce´de´ directement depuis l’exte´rieur pour des raisons
de se´curite´. Un nœud utilisateur permet de fournir aux utilisateurs un acce`s
(qui peut eˆtre externe) aux nœuds de calculs du cluster pour soumettre un
nouveau job (exe´cution d’une application, d’un script etc.) ou re´cupe´rer les
re´sultats d’une taˆche pre´ce´demment effectue´e ;
– Nœud de management : Ce type de nœud est charge´ de la gestion des autres
nœuds. Il permet de modifier leur configuration, de corriger un proble`me. Il
ge`re les alarmes ou les e´ve`nements provenant du cluster ;
– Nœud d’installation : Les nœuds de calculs peuvent eˆtre re´gulie`rement mis a`
jour, reconfigure´s ou re´installe´s. Un nœud d’installation permet de faire cette
taˆche de manie`re simple en fournissant une image unique a` tous les nœuds ;
– Nœud de controˆle : Le nœud de controˆle fournit les services ne´cessaires aux
autres nœuds pour assurer leur cohe´sion. Il joue ge´ne´ralement le roˆle de serveur
DHCP ou NFS au sein du cluster.
La notion de cluster peut eˆtre e´tendue pour donner des sites. Un site est forme´
par un ou plusieurs clusters relie´s par un re´seau de communication (par exemple un
LAN) qui sont localise´s ge´ographiquement dans le meˆme institut, campus universi-
taire, centre de calcul, entreprise ou chez un individu, et qui forment un domaine
d’administration commun, uniforme et coordonne´.
2.1.2.2 Grille informatique
Le terme Grille [LPP04b] [KF98b] a e´te´ introduit pour la premie`re fois aux
Etat Unis durant les anne´es 1990 pour de´crire une infrastructure de calcul distribue´,
utilise´e dans les projets de recherche scientifiques et industriels [Kie04] [GTLAG05].
Une grille mutualise un ensemble de machines ge´ographiquement distribue´es sur
plusieurs sites. Un site peut eˆtre vu comme un ensemble de clusters, compose´ d’un
ensemble de machines situe´es ge´ne´ralement a` la meˆme localite´ et qui forment un
domaine d’administration local, uniforme et coordonne´.
La notion de grille s’inspire fortement de la grille d’e´lectricite´ (Power Grid). En
effet, une grille peut eˆtre vue comme un instrument qui fournit de la puissance de
calculs et/ou de la capacite´ de stockage de la meˆme manie`re que le re´seau e´lectrique
fournit de la puissance e´lectrique. La vision des inventeurs de ce terme est qu’il
sera possible, a` terme, de se brancher sur une grille informatique pour obtenir de
la puissance de calcul et/ou de stockage de donne´es sans savoir ni ou` ni comment
cette puissance est fournie, a` l’image de ce qui se passe pour l’e´lectricite´. Cependant
la mise en œuvre de cette transparence n’est pas triviale vue les caracte´ristiques
spe´cifiques aux grilles.
Une grille est caracte´rise´e par sa re´partition sur diffe´rents sites qui ne sont pas
sous administration commune. Cela conduit a` une grande he´te´roge´ne´ite´ tant au ni-
veau mate´riel que de l’environnement logiciel. Chaque site d’une grille admet sa
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propre politique d’administration, son propre protocole d’acce`s et d’authentifica-
tion. Les politiques de se´curite´ peuvent aussi eˆtre diffe´rentes d’un site a` l’autre. Les
sites ne partagent pas non plus un meˆme syste`me de fichiers. La grille n’a pas une
structure statique. Que ce soit du fait de pannes mate´rielles, de remplacements ou
d’ajouts, des ressources peuvent apparaˆıtre ou disparaˆıtre a` tout instant. Une grille
peut comporter une grande varie´te´ de technologies d’interconnexion re´seau, et toute
une hie´rarchie de re´seaux en termes d’e´tendue ge´ographique, et en termes de per-
formances des communications (de´bit, latence, etc.). Des re´seaux longue distance
(Wide-Area Network,WAN) relient les sites de la grille. Les nœuds a` l’inte´rieur de
chaque site peuvent eˆtre inter-connecte´s par des re´seaux locaux (LAN) ou par des
re´seaux haute performance (SAN) au sein d’un cluster. La figure 2.1 montre un
exemple d’une grille pour l’infrastructure Grid5000 [CCD+05a].
Figure 2.1 – Exemple d’une grille informatique (Grid5000)
Il existe de nombreux travaux autour des grilles et des environnements distri-
bue´s a` grande e´chelle. La majorite´ [ADZ00], [FFG+01], [JCC+03], [CIG+03] traite
plutoˆt le de´ploiement ou l’aspect gestion de ressources. Dans ce qui suit, nous nous
inte´ressons aux diffe´rents proble`mes lie´s a` l’administration d’applications re´parties
a` grande e´chelle. Ces proble`mes sont ge´ne´ralement lie´s aux facteurs d’e´chelles.
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2.2 Administration d’un environnement informa-
tique
2.2.1 De´finition ge´ne´rale de l’administration
L’administration d’un environnement informatique consiste a` ge´rer les infrastruc-
tures mate´rielles et logicielles de cet environnement. Selon [Kle88], les fonctions
d’administrations sont compose´es de plusieurs sous fonctions d’administration :
– La gestion du de´ploiement : Cette fonction est subdivise´e en plusieurs taˆches a`
savoir : la configuration, l’installation, le de´marrage, la de´sinstallation et l’arreˆt
d’un logiciel. Nous reviendrons plus en de´tails sur le de´ploiement dans cette
section ;
– La gestion de performance : Cette fonction consiste a` assurer une certaine qua-
lite´ de service. L’environnement a` administrer doit eˆtre adapte´ aux diffe´rentes
variations de performance et aux pics de charge. Cela peut eˆtre, par exemple
dans le cas d’un serveur web, la diminution du temps de re´ponse du serveur
ou l’augmentation du nombre de clients pouvant eˆtre connecte´s ;
– La gestion des pannes : Les pannes sont tre`s fre´quentes dans un environnement
compose´ de centaines voire de milliers de machines et d’entite´s logicielles. Il
existe deux types de panne : panne mate´rielle et panne logicielle. La gestion des
pannes consiste a` de´tecter la de´faillance d’une machine ou d’un logiciel en vue
de permettre aux administrateurs de ramener le syste`me dans un e´tat ope´ra-
tionnel. La gestion des pannes est une taˆche primordiale dans l’administration
d’un syste`me logiciel ;
– La gestion de la se´curite´ : Les utilisateurs d’un environnement informatique
n’ont pas les meˆmes droits d’acce`s aux ressources installe´es. Certaines don-
ne´es sont sensibles et ne doivent pas eˆtre accessibles a` tout le monde. Il est
donc ne´cessaire de donner un droit d’acce`s a` chaque utilisateur et mettre des
me´canismes de ve´rification d’acce`s aux ressources.
2.2.2 L’administration autonome
L’administration autonome est une approche propose´e par IBM [Hor01] [Mur04]
[Kep05] afin de donner la possibilite´ a` un syste`me de s’auto-administrer c’est-a`-dire
administrer lui-meˆme les e´le´ments qui le composent sans intervention humaine afin
d’assurer son bon fonctionnement. Cela inclut l’auto-configuration (configuration
automatique suivant des re`gles pre´de´finies), l’auto-optimisation (le syste`me de´tecte
les proble`mes de performance et entreprend lui-meˆme les mesures ne´cessaires pour y
reme´dier), l’auto-re´paration (le syste`me est capable de de´tecter et re´parer la panne
d’un ou plusieurs de ses e´le´ments) et l’auto-protection (prise des mesures ne´ces-
saires pour se prote´ger des attaques malveillantes et savoir se de´fendre contre ces
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attaques). Ainsi on parle de syste`mes autonomes c’est-a`-dire de syste`mes capables
de s’auto-ge´rer. L’objectif de cette approche est de diminuer l’intervention d’un
administrateur, e´ventuellement le remplacer partout ou cela est possible. Le roˆle
de l’administrateur est alors re´duit a` la de´finition des politiques d’administration
qu’il souhaite voir applique´es au syste`me dont il a la charge, tandis que le syste`me
autonome prend lui-meˆme en charge la mise en application et le maintien de ces
politiques, quoi qu’il arrive et sans ne´cessiter une intervention humaine.
Notre objectif est de fournir des solutions permettant de passer a` l’e´chelle lors
de l’administration. Dans la suite de cette section, nous pre´sentons plus en de´tail
l’activite´ du de´ploiement et la reconfiguration.
2.2.3 De´ploiement d’une application
Le de´ploiement est un ensemble d’activite´s faisant partie du cycle de vie d’une
application [CFH+98]. Cet ensemble d’activite´s concerne : l’allocation des ressources
ne´cessaires au de´ploiement, la description des diffe´rents parame`tres de configuration
ainsi que l’architecture logicielle de l’application a` de´ployer, l’installation, la confi-
guration, le de´marrage, la de´sinstallation de l’application et l’arreˆt du processus de
de´ploiement. Nous pre´sentons plus en de´taille chacune de ces activite´s :
– Allocation des ressources : Cette activite´ consiste a` re´server les machines ne´ces-
saires a` l’exe´cution de l’application a` de´ployer en utilisant des outils spe´cifiques
a` l’infrastructure mate´rielle. Certaines applications peuvent ne´cessiter des ma-
chines bien particulie`res au niveau de la puissance de calcul, la quantite´ de
me´moire disponible, etc. Pour cela, des crite`res peuvent eˆtre pre´cise´s lors de la
re´servation. Cette re´servation peut e´galement eˆtre effectue´e sans crite`re parti-
culier c’est-a`-dire en pre´cisant juste le nombre de machine ne´cessaire. Il existe
des outils de re´servation notamment OAR [CCG+05] pour les infrastructures
mate´rielles de type grappes et OARGRID [OAR0x] pour les grilles ;
– Description : La description d’une application consiste a` exprimer dans un lan-
gage, les configurations des diffe´rentes entite´s logicielles ainsi que l’architecture
logicielle de l’application ;
– Installation : La phase d’installation du de´ploiement d’une application a pour
objectif de pre´parer l’environnement de l’application. Elle permet de mettre en
place les ressources ne´cessaires au fonctionnement de l’application (transfert
des paquetages, des libraires, etc.) ;
– Le de´marrage : Cette activite´ consiste a` lancer l’application sur les machines
physiques. Par ailleurs, il peut exister une de´pendance de de´marrage entre les
entite´s logicielles de l’application. Il faut a` cet effet pouvoir exprimer, dans un
formalisme, l’enchainement des actions de de´marrage afin de respecter cette
de´pendance ;
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– De´sinstallation : Elle correspond a` l’ope´ration inverse d’installation. Elle consiste
a` supprimer toutes les traces laisse´es par l’activite´ d’installation (suppression
des fichiers, des re´pertoires, etc.) ;
– Arreˆt : Cette dernie`re e´tape correspond a` l’arreˆt du syste`me de de´ploiement.
Cela peut eˆtre effectue´ au fur et a` mesure qu’on de´sinstalle l’application.
L’e´tape se termine ge´ne´ralement lorsque le syste`me de de´ploiement rend la
main au syste`me d’exploitation qui l’a de´marre´.
Dans le cas d’une application patrimoniale, la phase d’installation du de´ploie-
ment est subdivise´e en plusieurs sous activite´s. Elle commence par la mise en place
des ressources logicielles sur les machines. Cela peut eˆtre par exemple la cre´ation
des re´pertoires d’installation,transfert des paquetages et e´ventuellement la ge´ne´ra-
tion des fichiers de configuration de l’application. L’installation se poursuit par le
de´marrage des diffe´rentes entite´s logicielles de l’application (voir figure 2.2).
Figure 2.2 – Processus de de´ploiement d’une application patrimoniale
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2.2.4 Reconfiguration
La reconfiguration fait re´fe´rence aux diffe´rentes modifications que peut subir
une application en cours d’exe´cution. Cela peut eˆtre la suppression, l’ajout ou le
remplacement d’une entite´ logicielle, la re´paration d’une panne ou simplement le
changement des parame`tres de configuration. Nous distinguons deux types de recon-
figuration :
– La reconfiguration non fonctionnelle : Elle peut consister a` modifier les para-
me`tres de configuration d’une entite´ logicielle afin d’ajuster son comportement
convenablement. Il peut s’agir de la modification de l’architecture de l’ap-
plication sans modifier sa fonction initiale. Ce type de reconfiguration peut
s’imposer par exemple lors du changement de contexte de l’application. En
effet le contexte d’une application peut changer au fil du temps. Certains de
ces changements peuvent rendre l’application dans un e´tat qui ne re´pond plus
au cahier des charges. Pour cette raison, l’application doit eˆtre reconfigure´e
pour prendre en compte les nouvelles conditions de son contexte d’exe´cution.
Il faut par ailleurs noter qu’une reconfiguration non fonctionnelle peut ne´ces-
siter l’arreˆt et le rede´marrage partiel ou total de l’application selon l’impact
de l’ope´ration de reconfiguration effectue´e ;
– La reconfiguration fonctionnelle. Elle correspond a` la modification de la struc-
ture interne du logiciel par l’ajout/suppression d’une nouvelle entite´ ou la
modification des de´pendances entre ces entite´s. Il peut s’agir, dans le cas des
applications a` composant, d’une modification de l’implantation d’un compo-
sant, ou la modification de l’interface d’un composant, etc. La conse´quence
d’une reconfiguration fonctionnelle est la modification de la fonction de l’ap-
plication (e´tendue ou diminue´e). Ce type de reconfiguration peut ne´cessiter
plusieurs ope´rations. Par exemple pour l’ajout d’une nouvelle entite´ logicielle,
il faut la cre´er, la configurer, mettre a` jour les donne´es et les de´pendances et
enfin la de´marrer.
Le roˆle de la reconfiguration est d’augmenter la qualite´ des services d’une ap-
plication, faire e´voluer, adapter une application en tenant compte des changements
au niveau de l’infrastructure mate´rielle ou logicielle. Dans ce manuscrit, nous nous
inte´ressons au type de reconfiguration non fonctionnelle.
2.3 Proble´matique
L’usage des grilles informatiques est indispensable pour la re´solution des pro-
ble`mes qui demandent beaucoup plus de capacite´s de calcul. Cet usage passe par
l’utilisation des applications re´parties telles que les applications scientifiques qui ne´-
cessitent de l’administration (installation, configuration, de´marrage, reconfiguration,
etc.).
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Construire une grille de calcul, revient a` faire en sorte que des machines, de nature
he´te´roge`ne, situe´es dans des sites distants puissent apparaˆıtre comme une unique
ressource. Au dela` de la simple connexion re´seau ne´cessaire pour relier ces machines
entre elles il faut rajouter un syste`me dont le roˆle est d’assurer l’administration
des applications utilisant cette grille. Ce syste`me a pour but de simplifier et d’au-
tomatiser les diffe´rentes taˆches d’administration des applications. Administrer une
application sur une infrastructure aussi complexe n’est pas une taˆche facile. Il faut en
effet de´ployer (installer, configurer, de´marrer les entite´s logicielles) et se charger de
la gestion de l’application en cours d’exe´cution (la re´paration des pannes, la gestion
des variations de performances, la gestion des ressources et la gestion de la se´curite´).
L’administration fait l’objet de nombreux projets de recherche et engendre plu-
sieurs proble`mes que nous allons de´crire dans cette section. Ces proble`mes sont
ge´ne´ralement lie´s a` deux facteurs :
– Le facteur d’e´chelle : Ici la notion de facteur d’e´chelle recouvre a` la fois
le nombre d’entite´s logicielles a` administrer et la dimension du re´seau c’est-
a`-dire le nombre de nœuds caracte´risant les clusters de la grille. Administrer
de centaines voire de milliers de logiciels et de nœuds pose ge´ne´ralement de
proble`mes d’e´chelle. La proble´matique lie´e au facteur d’e´chelle est subdivise´e
en trois sous proble`mes : la performance, l’he´te´roge´ne´ite´ et l’expressivite´. En
effet administrer des multiples entite´s logicielles et mate´rielles a` partir d’une
seule machine peut avoir un effet sur la performance de l’administration (temps
de de´ploiement, temps de re´action, etc.). La grille est de nature he´te´roge`ne au
niveau re´seau, mate´riel (architecture processeur, des machines de 32 ou 64 bits,
etc.) et logiciel. Cette he´te´roge´ne´ite´ engendre des proble`mes car il faut de´ployer
pour chaque machine la version de l’application qui lui est compatible selon
ses caracte´ristiques mate´rielles et logicielles. Le de´ploiement d’une application
ne´cessite la description de son architecture et ses parame`tres de configuration
ainsi que l’infrastructure mate´rielle sur laquelle on l’administre. Le proble`me
d’expressivite´ est lie´ au formalisme propose´ pour effectuer cette description ;
– Le facteur Dynamique : Une grille est caracte´rise´e par sa dynamicite´ : panne
de machine, coupure de lien de re´seau, modification de la charge, variation
de performance, etc. Nous distinguons plusieurs types de pannes : la panne
mate´rielle lie´e aux ressources mate´rielles de la grille ; la panne logicielle lie´e
aux applications installe´es sur les nœuds ; la de´connexion d’une machine ; etc.
2.3.1 Facteur d’e´chelle
Nous pre´sentons dans cette section la proble´matique lie´e au facteur d’e´chelle.
Comme e´voque´ pre´ce´demment, cette proble´matique est subdivise´e en trois sous pro-
ble`mes : la performance, l’he´te´roge´ne´ite´ et l’expressivite´.
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2.3.1.1 Performance
L’administration d’une application re´partie a` grande e´chelle est difficile compte
tenu de la dimension de l’application en terme du nombre d’entite´s logicielles qui la
compose, et le nombre de nœuds de l’infrastructure mate´rielle grille. En effet une
application re´partie a` grande e´chelle est compose´e de centaines voire de milliers d’en-
tite´s logicielles. Une grille est constitue´e de plusieurs milliers ou plusieurs dizaines
de milliers de nœuds qui peuvent eˆtre re´partis dans plusieurs re´gions et pays. La
difficulte´ de l’administration est due a` cette quantite´ d’information qui augmente
le nombre de taˆches d’administration a` effectuer. Une taˆche d’administration peut
eˆtre par exemple la copie des paquetages sur les nœuds, la configuration, le de´mar-
rage d’une entite´ logicielle, etc. L’exe´cution d’une taˆche d’administration ne´cessite
ge´ne´ralement la cre´ation de plusieurs processus sur la machine locale (qui exe´cute
les taˆches d’administration) et distante (sur laquelle l’entite´ logicielle est adminis-
tre´e). Chaque taˆche d’administration a un couˆt et repre´sente une charge pour la
machine qui administre. Cette charge peut avoir une influence sur la performance
de l’administration (temps de de´ploiement, temps de re´activite´, etc.)
Pour savoir la provenance de la charge de l’administration, nous allons exami-
ner les taˆches du de´ploiement lors de l’administration d’une application. En effet le
processus de de´ploiement fait re´fe´rence a` une multitude de taˆches notamment l’ins-
tallation (pre´paration de l’environnement mate´riel, transfert des fichiers), la confi-
guration, le de´marrage de l’application. Ces taˆches peuvent demander beaucoup
de ressources en terme de puissance de processeur ou de la quantite´ de me´moire.
Le transfert des fichiers ainsi que le de´marrage de l’application (cre´ation de pro-
cessus permettant le de´marrage d’une entite´ logicielle) ne´cessitent de nombreuses
connexions sur les nœuds distants. Ces diffe´rentes connexions repre´sentent une lourde
charge pour le nœud qui administre. Pour des raisons e´voque´es pre´ce´demment, effec-
tuer l’administration a` partir d’une seule machine peut poser de proble`mes lors du
passage a` l’e´chelle. L’utilisation de cette approche qu’on appelle approche centralise´e
peut de´grader la performance du syste`me d’administration.
En re´sume´, l’administration des applications re´parties sur un grand nombre de
nœuds ge´ographiquement disperse´s peut s’ave´rer couˆteuse en ressources. Beaucoup
d’approches reposent sur une approche centralise´e ou` le passage a` l’e´chelle est com-
promis par le risque de limiter la performance en terme du temps d’exe´cution des
diffe´rentes taˆches d’administration et le temps de re´action en re´ponse a` des e´ve´-
nements. Pour des raisons de performances, les syste`mes d’administration doivent
eˆtre de´centralise´s afin que les taˆches d’administration soient exe´cute´es a` partir de
plusieurs machines.
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2.3.1.2 He´te´roge´ne´ite´
L’he´te´roge´ne´ite´ d’une grille peut eˆtre situe´e sur plusieurs niveaux. Le premier
niveau est la puissance de calcul. En termes de puissance de calcul, on peut aussi
bien trouver des mono processeurs, multiprocesseurs que des ordinateurs de bureau
(PC), des serveurs d’exe´cution, des stations de travail, etc. Le deuxie`me niveau est
l’architecture des machines. En termes d’architecture mate´rielle, les nœuds peuvent
eˆtre e´quipe´s de diffe´rents types de processeurs : PowerPC, compatibles i386, des
Alphas, des Mips, etc. Le troisie`me niveau est l’he´te´roge´ne´ite´ des logiciels. En termes
d’installation logicielle, les nœuds peuvent avoir diffe´rents syste`mes d’exploitation
avec une version pre´cise (AIX 5.3, IRIX 6.5, Solaris 9, Linux 2.6.10, Windows XP,
Windows vista etc.). Les logiciels disponibles et leurs versions peuvent e´galement eˆtre
diffe´rents et installe´s a` des endroits varie´s (compilateurs, bibliothe`ques de calcul,
etc.). Le quatrie`me niveau est le re´seaux. En termes de re´seaux d’interconnexion
entre les machines, les liens de communication peuvent avoir des de´bits, latences,
taux de pertes diffe´rents. La topologie du re´seau peut eˆtre diffe´rente d’un cluster a` un
autre. Des clusters de la grille peuvent avoir des serveurs NFS/SMABA installe´s afin
de partager les donne´es entre les nœuds. Enfin le dernier niveau est l’he´te´roge´ne´ite´
des politiques d’acce`s aux ressources. Chaque site d’une grille est administre´ de fac¸on
locale et inde´pendante avec des politiques d’authentification diffe´rentes (TELNET,
SSH, etc.), et e´ventuellement des algorithmes de chiffrement diffe´rents.
L’administration d’une application passe par une phase de de´ploiement dans
laquelle des paquetages logiciels sont se´lectionne´s et installe´s sur les machines. Ces
paquetages peuvent exister en plusieurs versions de´pendantes du syste`me d’exploita-
tion, du type de processeur, de la quantite´ de me´moire disponible, de la carte re´seau
ou encore du support de stockage, etc. Compte tenu de l’he´te´roge´ne´ite´ des machines
et les paquetages, le syste`me d’administration doit se´lectionner pour chaque ma-
chine, la version du paquetage de l’application qu’il lui est compatible. Par ailleurs,
l’administrateur peut imposer des contraintes sur les machines a` utiliser pour admi-
nistrer son application lors de cette se´lection. En effet un administrateur peut vouloir
a` ce qu’une entite´ logicielle soit administre´e sur des nœuds ayant une puissance de
calcul e´leve´e, avec une quantite´ de me´moire donne´e. Il peut aussi exiger un nombre
minimum de processeurs, ou demander la proximite´ (le nœud le plus proche en terme
de connexion re´seau) sans autant spe´cifier les noms des machines.
2.3.1.3 Expressivite´
L’une des proble´matiques de l’administration est la description de l’infrastructure
mate´rielle et logicielle. Cette description est d’autant plus complexe que l’adminis-
tration s’effectue dans un contexte de grande e´chelle. En effet dans un contexte de
grande e´chelle, le nombre d’entite´s logicielles et de machines a` de´crire est multiple.
L’objectif ici est de proposer un langage de description base´ sur un formalisme com-
mode, intuitif et adapte´ tenant compte de ce facteur d’e´chelle. La reconfiguration
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d’une application peut ne´cessiter un formalisme de description des actions a` en-
treprendre et leurs enchainements. Ce formalisme doit e´galement tenir compte du
facteur d’e´chelle.
Les langages de description d’une application ont pour objectif de de´finir les para-
me`tres de configuration, les de´pendances et l’architecture logicielle de l’application.
Ils sont base´s sur des concepts tels que les composants qui repre´sentent les entite´s
logicielles d’une application ; les connecteurs qui de´finissent les types d’interaction
entre les entite´s.
Les langages de description de l’infrastructure mate´rielle grille ont pour but de
de´crire les caracte´ristiques mate´rielles et logicielles des machines ainsi que la topo-
logie re´seau de la grille. Parmi les caracte´ristiques, on peut citer : le nombre et type
de processeur, espace disque libre, me´moire vive, les serveurs installe´s, le protocole
d’acce`s aux machines, etc. La topologie de la grille donne sa vue structurelle en
terme de connexion re´seau ainsi que les relations entre les clusters qui la compose.
La de´finition d’un langage de reconfiguration permet de se´parer la logique de
reconfiguration de sa mise en œuvre. Ce langage de´crit les actions a` exe´cuter pour
reconfigurer une application et doit eˆtre a` la fois facile d’utilisation et ge´ne´rique.
Cette facilite´ peut passer par la re´duction des possibilite´s de reconfiguration en limi-
tant les symboles du langage, ou bien au contraire d’e´tendre le langage en autorisant
l’introspection de l’environnement et la cre´ation de nouveaux symboles.
2.3.2 Facteur dynamique
La grande e´chelle induit ine´luctablement de nombreux ajouts ou retraits de
nœuds. Ce comportement dynamique peut eˆtre duˆ a` des de´faillances des nœuds
[MCBS03] [LGWT06] ou a` des ruptures de liens re´seaux. Il peut e´galement eˆtre duˆ
a` des de´connexions volontaires, dans le cas par exemple ou` un administrateur sou-
haite effectuer une mise a` jour du syste`me d’exploitation ou encore dans le cas ou`
les nœuds sont partage´s seulement une partie de la journe´e comme dans les re´seaux
de stations de travail.
Dans le cas d’un application a` grande e´chelle, l’application peut potentiellement
eˆtre victime de la de´faillance d’un nombre arbitraire d’entite´s et de nœuds, d’autant
plus que le nombre de nœuds est tre`s e´leve´, la probabilite´ de de´connexion des ma-
chines, coupure des liens re´seau ou de panne des machines est non ne´gligeable. Ce
comportement dynamique doit eˆtre pris en compte par les syste`mes d’administration.
Face a` cette proble´matique, une approche prometteuse consiste a` fournir un sys-
te`me d’administration autonome permettant de ge´rer automatiquement les taˆches
d’administration. Ainsi les pannes mate´rielles et logicielles sont automatiquement
de´tecte´es et re´pare´es. En effet l’administration autonome apporte une meilleure re´-
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activite´ en effectuant des ope´rations d’administration (re´glage, optimisation, re´para-
tion) dynamiquement, en re´ponse a` des observations et sans intervention humaine.
Parmi les diffe´rents aspects que recouvre l’administration, un e´le´ment central et
indispensable est la re´paration des pannes. L’objectif est de fournir aux syste`mes
d’administration la capacite´ de re´parer les pannes mate´rielles et logicielles. Le sys-
te`me d’administration doit pouvoir, d’une part de´tecter les de´faillances et, d’autre
part, de´cider d’une action a` entreprendre pour ramener le fonctionnement a` un mode
normal. Enfin, il doit disposer de moyens d’action sur l’application administre´e afin
d’agir sur son e´tat aux vues de son diagnostic. Dans le cas d’une administration
autonome, cette re´paration des pannes est effectue´e de fac¸on autonome.
Ce chapitre a de´fini ce que nous entendons par cluster, grilles de calcul et adminis-
tration (une de´finition ge´ne´rale et l’administration autonome), et a mis en exergue la
proble´matique d’une administration d’applications re´parties a` grande e´chelle. Parmi
les multiples de´finitions possibles d’une grille de calcul, nous avons choisi de retenir
celle qui la pre´sente comme un ensemble des sites ge´ographiquement disperse´s et qui
sont pas sous administration commune. Les principales caracte´ristiques des grilles
de calcul sont :
– l’he´te´roge´ne´ite´ des ressources mate´rielles (architectures et puissance des ordi-
nateurs, topologies et performances des re´seaux de communication, etc.) et
logicielles (syste`mes d’exploitation, bibliothe`ques installe´es, etc.) ;
– l’e´chelle tant en terme de distribution ge´ographique (les sites d’une grille sont
localise´s d’un pays a` un autre, d’un continent a` un autre) qu’en terme du
nombre de nœuds ;
– structure dynamique, la grille n’a pas une structure statique. Que ce soit du
fait de pannes mate´rielles, de remplacements ou d’ajouts, des nœuds peuvent
apparaˆıtre ou disparaˆıtre a` tout instant ;
– manque d’administration commune : contrairement aux clusters, une grille de
calcul n’a pas une seule politique d’administration. Il faut en effet fe´de´rer les
diffe´rentes politiques d’administration des sites qui la constitue.
La premie`re proble´matique de l’administration d’applications re´parties a` grande
e´chelle que nous avons aborde´e est lie´e aux caracte´ristiques de la grille en occurrence
le facteur d’e´chelle (performance, he´te´roge´ne´ite´, expressivite´ ). La seconde proble´ma-
tique est lie´e au facteur dynamique. Il s’agit ici des pannes mate´rielles et logicielles
qui sont tre`s fre´quentes dans le contexte de grille de calcul. Cette proble´matique
nous a montre´ la ne´cessite´ de l’administration autonome qui permet de de´tecter
automatiquement une de´faillance et de la re´parer sans intervention humaine.
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3.1 Contexte applicatif
Dans ce chapitre, nous pre´sentons deux applications DIET et LogServce utilise´es
pour nos expe´rimentations. Ensuite nous pre´sentons le projet TUNe dans lequel nous
avons implante´ les contributions de cette the`se. DIET est un ordonnanceur compose´
d’un ensemble hie´rarchique d’agents pour l’e´laboration d’applications base´es sur des
serveurs de calculs. LogService est un logiciel de ge´ne´ration de fichier de traces
(fichier de log) de´veloppe´ pour un environnement distribue´ tel que DIET. Ce logiciel
que nous avons utilise´ pour de´tecter les pannes des agents DIET, permet de suivre,
par e´change de fichiers texte, les traces d’exe´cution des agents DIET. TUNe est
syste`me d’administration qui propose un niveau d’abstraction plus e´leve´ pour de´crire
l’encapsulation des logiciels dans des composants, le de´ploiement de l’architecture
et les politiques de reconfiguration a` appliquer automatiquement. A la fin de ce
chapitre, nous e´tudions les proble`mes du passage a` l’e´chelle dans le syste`me TUNe.
3.1.1 DIET (Distributed Interactive Engineering Toolbox)
DIET [CLQS02] [CD06] est un ordonnanceur de´veloppe´ au sein du projet IN-
RIA GRAAL, conjointement au LIP (a` l’ENS Lyon) et au LIFC (a` l’Universite´ de
Franche-Comte´). Il permet de de´ployer un ensemble de serveurs de calculs sur des
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clusters et d’en offrir l’acce`s a` des clients re´partis sur le re´seau. La localisation de
ressources et l’e´quilibrage de charges entre les serveurs se font graˆce a` un ensemble
d’ordonnanceurs appele´s agent eux-meˆmes repartis sur le re´seau. Les agents sont
de trois types et organise´s de fac¸on arborescente : MA (Master Agent), LA (Local
Agent) et SeD (Server Daemon). La figure 3.1 montre l’architecture arborescente
de DIET.
Figure 3.1 – Architecture de Diet
L’agent MA est directement relie´ aux clients. Il rec¸oit des requeˆtes de calculs
des clients et choisit un ou plusieurs SeD ayant la capacite´ de re´soudre le proble`me.
Il a une vue globale sur toute l’architecture de´ploye´e.
L’agent LA constitue un niveau interme´diaire dans l’arborescence DIET. Il peut
eˆtre le lien entre un MA et un SeD, entre un autre LA et un SeD ou entre deux
LA. Son but est de diffuser les requeˆtes et les informations entre le MA et les SeD.
Il tient a` jour une liste des requeˆtes en cours de traitement et, pour chacun de ses
sous-arbres, le nombre de serveurs pouvant re´soudre un proble`me donne´, ainsi que
des informations lie´es aux donne´es.
Un SeD est le point d’entre´e d’un serveur de calculs. Il ge`re l’ensemble des res-
sources qui lui sont alloue´es. Il peut aussi s’agir d’un processeur que d’un cluster. Il
tient a` jour une liste des donne´es disponibles sur un serveur, une liste des proble`mes
qui peuvent y eˆtre re´solus, et toutes les informations concernant sa charge (charge
CPU, me´moire disponible, taille du disque, etc.). Les SeD sont essentiellement char-
ge´s d’effectuer une sous-partie du calcul global en vue de la re´solution du proble`me
soumis par un client.
Un client est une application qui utilise DIET pour re´soudre des proble`mes.
Diffe´rents types de clients sont en mesure de se connecter a` DIET a` travers un MA
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depuis une page web, un environnement de re´solution de proble`me tel que Matlab
ou directement depuis un programme e´crit en C ou en Fortran.
Pour soumettre un calcul, un client de DIET doit se connecter au Master Agent
le plus approprie´ ou plus proche. Une fois que son Master Agent est identifie´, le
client peut lui soumettre un proble`me. Pour choisir le serveur le plus approprie´ pour
re´soudre ce proble`me, le Master Agent propage une requeˆte dans ses sous-arbres
afin de trouver a` la fois les donne´es implique´es et les serveurs capables d’effectuer
l’ope´ration demande´e (produit matriciel, somme matricielle, etc.). Ensuite, le Master
Agent renvoie l’adresse du serveur choisi au client et effectue le transfert des donne´es
persistantes implique´es dans le calcul. Le client communique ses donne´es locales au
serveur et alors la re´solution du calcul peut eˆtre effectue´e. Les re´sultats pourront
eˆtre renvoye´s au client en fonction du proble`me.
Le de´ploiement d’une application DIET ne´cessite un service de nommage CORBA
(omniNames). Ce service doit eˆtre impe´rativement de´marre´ avant les autres agents
DIET (MA, LA, SeD), afin que ceux-ci puissent s’enregistrer aupre`s de lui sous une
re´fe´rence. Cet enregistrement permet par exemple a` un client de retrouver un MA
et a` un LA de retrouver son pe`re dans l’arborescence (qui peut eˆtre un MA ou
LA). Apre`s le de´marrage du service de nommage, l’agent MA peut eˆtre de´marre´.
L’agent localise le service de nommage et s’enregistre. Par la meˆme proce´dure, les
LA puis les SeD sont de´marre´s dans l’ordre approprie´. Chaque agent s’enregistre
dans l’annuaire du service de nommage et utilise ce dernier pour localiser son pe`re
dans l’arborescence.
3.1.2 LogService
LogService [gra0xa] est un syste`me de surveillance qui relaye les messages et les
informations qui surviennent dans une plate-forme distribue´e. Il s’agit d’un syste`me
ge´ne´rique qui doit eˆtre interface´ avec l’application a` surveiller. Pour cela chaque
e´le´ment a` surveiller se voit attacher un gestionnaire spe´cifique (LogComponent), qui
relate les e´ve`nements a` un autre gestionnaire centralise´ (LogCentral). LogCentral
stocke l’information ou la transmet a` des outils qui auront la charge de la traiter : les
LogTools. Dans le cadre de la plate forme DIET, le LogService peut eˆtre utilise´ pour
de´tecter une sortie anormale des agents de DIET. Lorsqu’il de´tecte la panne d’un
agent, il marque son e´tat de´fectueux comme e´tant confus et attend une e´ventuelle
intervention de l’administrateur ou un programme approprie´ pour entreprendre les
diagnostics de la panne.
3.2 Contexte du projet
Syste`me d’administration autonome TUNe : Toulouse University Network
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TUNe [BSB+08], [BHS+08] est un syste`me autonome fonde´ sur un mode`le a` com-
posants. Il a e´te´ de´ve´loppe´ dans la the`se de L.Broto [Bro08] et offre une vision uni-
forme d’un environnement logiciel compose´ de diffe´rents types de logiciels. Chaque
logiciel administre´ est encapsule´ dans un composant et l’environnement logiciel est
abstrait sous la forme d’une architecture a` composants. Le mode`le a` composants
utilise´ pour l’implantation de TUNe est Fractal. La section suivante pre´sente les
principales caracte´ristiques de ce mode`le.
Le mode`le a` composants Fractal
Le mode`le a` composants Fractal est base´ sur les notions de composants, inter-
faces (avec interfaces de controˆle) et liaisons [BCL+06b]. Un composant est une
entite´ exe´cutable conforme au mode`le Fractal. Ce mode`le distingue deux types de
composants : les composants primitifs et les composants composites. Les composants
primitifs encapsulent une unite´ de calcul de´crite dans un langage de programmation.
Les composants composites encapsulent un groupe de composants primitifs et/ou
d’autres composites. Une interface est un point d’acce`s au composant. Une interface
implante un type d’interface qui spe´cifie les ope´rations supporte´es par cette dernie`re.
Il existe deux cate´gories d’interfaces :
– les interfaces serveur qui sont des points d’acce`s acceptant des appels de me´-
thodes. Elles correspondent donc aux services fournis par le composant ;
– les interfaces client qui sont des points d’acce`s e´mettant des appels de me´-
thodes. Elles correspondent aux services requis par le composant.
La partie de controˆle expose les interfaces du composant et comporte des objets
controˆleurs et intercepteurs. Le mode`le Fractal ne contraint pas la nature des controˆ-
leurs contenus dans la partie de controˆle. Il est ainsi possible d’exercer un controˆle
adapte´ sur les composants. La librairie Fractal fournit quatre controˆleurs :
– Le controˆleur d’attributs permet de modifier les attributs primitifs d’un com-
posant. Ces attributs incluent les types primitifs (boole´ens, entiers, etc.) et les
chaˆınes de caracte`res ;
– Le controˆleur de liaisons permet d’e´tablir ou de rompre une liaison primitive
entre les interfaces client du composant qui posse`de le controˆleur, et une ou
plusieurs interfaces serveurs d’autres composants ;
– Le controˆleur de contenu pour les composites permet d’ajouter et de retrancher
des sous-composants a` un composant composite ;
– Le controˆleur de cycle de vie permet de controˆler le cycle de vie du composant
qui posse`de le controˆleur. Le cycle de vie d’un composant est repre´sente´ par
un automate a` deux e´tats : started (le composant est dans un e´tat de´marre´)
et stopped (le composant est dans un e´tat d’arreˆt). Le controˆleur permet de
passer d’un e´tat a` l’autre.
Une liaison est un canal de communication e´tabli entre les composants Fractal.
Cette communication est uniquement possible si les interfaces (client/serveur) de
Administration d’applications re´parties a` grande e´chelle
3.2. CONTEXTE DU PROJET 24
ces composants sont lie´es. La figure 3.2 de´crit les diffe´rentes entite´s mises en jeu
dans une architecture de type Fractal. Le rectangle noir repre´sente le controˆle du
composant alors que l’inte´rieur du rectangle repre´sente le contenu du composant.
Les fle`ches correspondent aux liaisons tandis que les formes en T attache´es aux
rectangles correspondent aux interfaces du composant. Les interfaces de controˆle sont
repre´sente´es par les lettres telles que le controˆleur de composant (c), le controˆleur
de cycle de vie (lc), le controˆleur de liaisons (bc), le controˆleur de contenu pour le
composant composite (cc) ou le controˆleur d’attributs (ac).
Figure 3.2 – Composant client/serveur
L’application de´crite dans la figure 3.2 se compose de deux composants primitifs :
Client et Server. Ces composants sont lie´s contractuellement par une interface
Service nomme´e s. Celle-ci est une interface cliente pour le composant Client et elle
est serveur pour le composant Server.
Tout logiciel ge´re´ par TUNe est encapsule´ dans un composant Fractal qui four-
nit une interface permettant son administration. Ainsi, le mode`le a` composants est
utilise´ pour implanter une couche d’administration qu’on appelle SR (System Repre-
sentation)(Figure 3.3) au dessus de la couche patrimoniale (compose´e des logiciels
administre´s).
La couche SR contient la repre´sentation a` composants de l’application et de
l’infrastructure mate´rielle. Ces composants sont base´s sur le mode`le Fractal et four-
nissent une interface d’administration pour les logiciels encapsule´s dont le compor-
tement est spe´cifique au logiciel. Cette interface permet ainsi de controˆler l’e´tat du
composant de manie`re homoge`ne en e´vitant des interfaces de configuration com-
plexes et proprie´taires. La couche patrimoniale, est la couche ou` s’exe´cute l’ap-
plication patrimoniale. Elle est re´partie sur plusieurs nœuds sous forme de de´mon.
Lors du de´ploiement de l’application patrimoniale, TUNe va en premie`re approxi-
mation de´poser sur chaque nœud un morceau de l’application, le configurer puis
le de´marrer suivant un ordre de´crit par l’administrateur. Pour cela, l’administra-
teur dispose d’une interface lui permettant de de´crire les diffe´rents e´le´ments et le
processus d’administration. Une vue ge´ne´rale de cette interface est illustre´e sur la
Figure 3.4.
– Profils UML : L’approche TUNe introduit un profil UML pour de´crire gra-
phiquement le de´ploiement. L’un des avantages est qu’UML est plus intuitif
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Figure 3.3 – Couche d’administration dans TUNe
Figure 3.4 – Interface d’administration de TUNe
que le langage de description d’architecture base´ sur des formalismes tels que
XML.
– Langage de wrapping : Un Langage de Description de Wrapper WDL
(Wrapper Description Language) permet de de´crire le comportement des wrap-
pers d’un logiciel. Ce langage permet de de´crire les fonctions d’administration
telles que la configuration, le de´marrage et l’arreˆt d’un logiciel. Ces diffe´rentes
fonctions sont exe´cute´es par TUNe lors de l’administration du logiciel.
– Reconfiguration : Un autre profil UML est introduit pour spe´cifier les re`gles
de reconfiguration graˆce a` un diagramme d’e´tat-transition. Ces diagrammes
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sont utilise´s pour de´finir le workflow des ope´rations qui doivent eˆtre exe´cute´es
pour reconfigurer l’environnement administre´.
Nous pre´sentons dans la suite de cette section l’utilisation ge´ne´rale et le fonc-
tionnement du syste`me TUNe. Nous de´crivons en de´tail les diffe´rents diagrammes
et le langage d’encapsulation des logiciels ainsi que les e´tapes a` suivre pour de´ployer
une application avec TUNe.
1. Description de l’infrastructure mate´rielle
Dans le cas de l’administration avec TUNe, les applications sont de´crites en
utilisant les profils UML. A cet effet un profil UML est introduit afin de spe´cifier
le diagramme de description de la grille. Ce diagramme a pour roˆle de donner
une description de l’infrastructure mate´rielle. Une grille est repre´sente´e par
un ensemble de clusters. Chaque cluster est repre´sente´ par une classe UML.
Les caracte´ristiques d’un cluster sont de´finies sous forme d’attributs et sont
communes aux nœuds du cluster. Un exemple de caracte´ristique peut eˆtre : le
chemin d’installation de java, protocole de connexion a` distance utilisable (ssh,
ftp...) etc. La figure 3.5 montre la description d’une infrastructure mate´rielle
compose´e de trois clusters (toulouse, bordeaux et lyon). Dans un souci de
lisibilite´, certaines caracte´ristiques ne sont mentionne´es sur la figure. Parmi les
caracte´ristiques primordiales d’un cluster, on peut citer :
– user [ OPTIONNEL ]. Cet attribut contient le login de l’utilisateur pour
se connecter au nœud distant. S’il n’est pas de´fini, l’utilisateur courant est
utilise´ ;
– dirlocal [ OBLIGATOIRE ]. Cet attribut contient le nom du re´pertoire ou`
le de´ploiement s’effectuera sur le nœud distant. Il correspond au re´pertoire
d’installation des paquetages et les librairies du logiciel ;
– javahome [ OBLIGATOIRE ]. Cet attribut contient l’emplacement sur le
nœud distant de la machine virtuelle java ne´cessaire a` l’exe´cution des de´mons
de TUNe ;
– protocole [ OPTIONNEL ]. Cet attribut indique le protocole de connexions
sur les nœuds d’un cluster. Il peut prendre comme valeur ssh ou oarsh (pro-
tocole de connexion utilise´ sur Grid 5000, proche de ssh) et sera le protocole
de copie du logiciel patrimonial et d’exe´cution a` distance des de´mons sur le
nœud distant. S’il n’est pas de´fini, le protocole ssh est choisi par de´faut ;
– allocator [ OBLIGATOIRE ]. Cet attribut donne le nom d’un fichier qui
va contenir un ensemble de politiques d’allocation qu’on peut utiliser pour
allouer les nœuds du cluster aux entite´s logicielles ;
– allocator-policy [ OBLIGATOIRE ]. Cet attribut donne le nom de la poli-
tique d’allocation courante a` utiliser parmi celle de´crites dans le fichier de´fini
par l’attribut allocator ;
– nodefile [ OBLIGATOIRE ]. Cet attribut repre´sente le nom d’un fichier qui
contient les noms des nœuds du cluster.
2. Description du diagramme de configuration
Pour de´ployer une application avec TUNe, il faut de´crire son architecture en
utilisant le formalisme UML. Un profil UML qu’on appelle dans la suite dia-
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Figure 3.5 – Diagramme de description de l’infrastructure mate´rielle
gramme de configuration est introduit pour configurer chaque entite´ logicielle
et l’architecture logicielle de l’application. Lors du de´ploiement, ce diagramme
est interpre´te´ pour de´ployer une architecture a` composants. Chaque e´le´ment
(boˆıte) correspond a` une entite´ logicielle et les associations entre les e´le´ments
correspondent aux de´pendances entre les entite´s logicielles. Pour une applica-
tion DIET, la configuration des trois entite´s MA, LA, SeD est repre´sente´e a` la
figure 3.6. Dans ce diagramme, chaque e´le´ment repre´sente un agent DIET. Ce
diagramme permet de de´ployer une application DIET compose´e d’1 MA, d’1
LA et 2 SeD.
Des attributs sont de´finis dans chaque e´le´ment. Une partie de ces attributs est
pre´de´finie et l’utilisateur doit en donner les valeurs, une autre partie est aussi
pre´de´finie mais TUNe affecte les valeurs et enfin une partie est a` la discre´tion
de l’utilisateur lui permettant de de´crire les parame`tres de configuration d’une
entite´ logicielle. Les attributs pre´de´finis a` remplir par l’utilisateur sont les
suivants :
– wrapper [ OBLIGATOIRE ]. Cet attribut doit avoir comme valeur par de´faut
le nom du fichier wrapper qui de´finit les actions applicables a` ce type de
composant (voir la section suivante pour plus de de´tails) ;
– software [ OPTIONNEL ]. Cet attribut doit avoir comme valeur par de´faut
le nom du fichier tgz (TAR Gunzip, un format d’archivage compresse´) qui
contient l’application patrimoniale a` de´ployer pour ce type de composant ;
– host-family [ OBLIGATOIRE ]. Cet attribut permet de de´clarer sur quelle
famille de nœud les composants de ce type doivent eˆtre de´ploye´s. Ces noms
correspondent aux noms des clusters du diagramme de nœuds.
Les attributs pre´de´finis et remplis par TUNe sont les suivants :
– nodeName. Cet attribut repre´sente le nom du nœud sur lequel le logiciel
patrimonial a e´te´ de´ploye´. Le nœud est alloue´ par un allocateur de nœuds ;
– tubeAddr. Cet attribut indique le nom d’un tube de communication inter-
processus qui permet une instance logicielle notamment les sondes, d’envoyer
des notifications a` TUNe ;
Administration d’applications re´parties a` grande e´chelle
3.2. CONTEXTE DU PROJET 28
Figure 3.6 – Exemple d’un profil UML pour une architecture DIET
– srname. Cet attribut de´signe le nom unique du composant au sein du SR. Ce
attribut peut eˆtre utilise´ lors de la reconfiguration pour identifier de fac¸on
unique une entite´ logicielle.
3. De´finition des wrappers
Comme e´voque´ pre´ce´demment, chaque entite´ logicielle du diagramme de confi-
guration posse`de un wrapper spe´cifie´ par l’attribut wrapper. Ce wrapper re-
pre´sente l’encapsulation de l’entite´ permettant ainsi d’interagir avec elle (les
ope´rations de configuration, reconfiguration, de´marrage etc.). L’encapsulation
consiste a` de´finir l’interface de controˆle de l’application. Cette interface de
controˆle de´finit les me´thodes pouvant eˆtre appele´es depuis les diagrammes
de (re)configuration. Un wrapper va donc contenir : les me´thodes avec les
parame`tres d’appel, les classes java qui implantent ces me´thodes. Il faut dis-
tinguer deux parties : une partie spe´cification de´crite dans un langage WDL
(Wrapping Description Language) et une partie code java qui implante
les me´thodes correspondantes aux fonctions d’administration d’une entite´ lo-
gicielle.
La partie spe´cification du langage WDL permet de de´crire les fonctions d’admi-
nistration sous forme de me´thode avec des parame`tres passe´s a` ces me´thodes.
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C’est un langage qui posse`de une syntaxe XML et qui utilise seulement trois
balises :
– wrapper avec l’attribut name qui de´finit le nom du wrapper ;
– method avec les attributs :
– name qui sera le nom de la me´thode donne´ dans les e´tats d’action des
diagrammes de reconfiguration ;
– key qui est le nom de la classe qui inclut le code la me´thode ;
– method qui est le nom de la me´thode java dans la classe key.
– param qui sont les parame`tres a` passer a` la me´thode.
L’inte´reˆt du WDL est d’utiliser la notation pointe´e dans la balise param en
vue de naviguer dans le SR et passer des arguments aux me´thodes java. Ainsi,
dans la balise param, une chaˆıne
– qui commence par $ signifie qu’un attribut doit eˆtre re´cupe´re´ dans le SR.
Tous les attributs pre´de´finis ou de´finis par l’utilisateur peuvent eˆtre utili-
se´s. Cette chaˆıne aura comme composant source le composant sur lequel la
me´thode doit s’appliquer ;
– qui ne commence pas par $ sera passe´e telle quelle a` la me´thode java.
Pour naviguer dans le SR, on part du composant courant comme source de la
navigation. Ainsi, $C1.attribut ira chercher l’attribut attribut dans le compo-
sant C1 relie´ au composant courant. Si plusieurs composants C1 sont relie´s,
les attributs seront re´cupe´re´s et se´pare´s par des ”;”. Pour une architecture
DIET, LA.MA.nodeName ira chercher a` partir d’un composant SeD, le nom
de la machine (attribut nodeName) sur laquelle s’exe´cute l’entite´ logicielle MA
qui est relie´e au LA qui est a` son tour relie´ au SeD courant. Cette navigation
est effectue´e en suivant les liaisons Fractal entre les composants wrappers des
instances logicielles du SR.
Le mot cle´ node est ajoute´ a` ce langage WDL pour pouvoir acce´der au nœud
sur lequel le composant est de´ploye´. La figure 3.7 illustre nos propos.
Le fichier WDL pre´sente´ figure 3.8 de´finit 4 me´thodes pouvant eˆtre appele´es
depuis les diagrammes de reconfiguration : start, stop, configureOmni et confi-
gure.
La figure 3.8 montre un exemple de spe´cification WDL qui encapsule un ser-
veur de calcul DIET (SeD). On retrouve dans cet exemple la de´finition des
me´thodes start et stop qui sont appele´es pour lancer ou arreˆter le SeD. Une
me´thode de configuration est aussi de´finie permettant de refle´ter l’e´tat du com-
posant SeD (ses attributs de configuration) dans son fichier de configuration.
Une de´finition de me´thode inclut la description des parame`tres a` passer a` la
me´thode quand cette me´thode est appele´e. Ces parame`tres peuvent eˆtre des
chaˆınes de caracte`res constantes, des valeurs d’attributs ou une combinaison
des deux. Tous les attributs de´finis dans le diagramme de configuration peuvent
eˆtre utilise´s comme parame`tres de me´thode.
Inte´ressons nous a` l’action start. Elle est de´finie dans la classe extension.GenericStart
et se nomme start cmd dans cette classe. Le premier parame`tre correspond a`
la ligne de commande qu’il faut exe´cuter pour de´marrer le serveur. Les autres
parame`tres sont passe´s comme deuxie`me et troisie`me parame`tre a` la me´thode
et sont des variables d’environnement ne´cessaires a` l’exe´cution du serveur.
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Figure 3.7 – Spe´cification d’un fichier WDL
4. De´finition du diagramme de de´marrage et de reconfiguration de l’ap-
plication
Un diagramme e´tat-transition d’UML spe´cifique nomme´ startchart est intro-
duit afin de donner l’ordre de de´marrage des entite´s logicielles de l’application.
Il permet de spe´cifier une suite d’actions a` effectuer, l’ordre de ces actions et
le niveau de paralle´lisations souhaite´ entre elles. Des e´tats particuliers sont
utilise´s pour paralle´liser, attendre, de´buter et finir ces actions. Un e´tat du dia-
gramme est compose´ d’une entite´ de´finie dans le diagramme de configuration
et l’action a` effectuer sur cette dernie`re. Chaque action correspond a` une me´-
thode de´finie dans le wrapper de l’entite´ concerne´e. L’action SeD.start applique
l’action start sur les deux entite´s logicielles SeD. Cette action est de´finie dans
le wrapper de l’entite´ logicielle SeD. Un exemple du diagramme de de´marrage
est pre´sente´ sur la figure 3.9.
Le diagramme de de´marrage de la figure 3.9 permet tout d’abord de confi-
gurer de fac¸on paralle`le les entite´s logicielles de l’application en appliquant la
me´thode configure sur chacune d’elle (MA, LA, SeD0, SeD1). Apre`s cette confi-
guration, l’application est de´marre´e en utilisant la me´thode start de chaque
entite´ logicielle (MA, LA, les 2 SeD en paralle`le).
Dans un environnement autonome, des sondes sont conc¸ues pour surveiller les
applications et e´mettre des notifications. Un syste`me d’administration auto-
nome doit entreprendre l’exe´cution des ope´rations de´finies par l’administrateur
afin de re´agir a` ces notifications. Dans le cas du syste`me TUNe, les sondes ou
d’autres applications peuvent e´mettre des notifications graˆce a` un tube de
communication(tel que les pipes UNIX). En effet chaque fois qu’un compo-
sant wrapper d’une entite´ logicielle est instancie´ au niveau SR, un tube de
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<?xml version=’1.0’ encoding=’ISO-8859-1’ ?>
<wrapper name=’sed’>
<method name="start" key="appli.wrapper.util.GenericStart"
method="start_with_pid_linux" >
<param value="$dirLocal/$progName $dirLocal/$srname-cfg $arguments"/>
<param value="LD_LIBRARY_PATH=$dirLocal"/>
</method>
<method name="configure" key="appli.wrapper.util.ConfigurePlainText"
method="configure">
<param value="$dirLocal/$srname-cfg"/>
<param value=" = "/>
<param value="traceLevel:$traceLevel" />
<param value="parentName:$LA.srname"/>
<param value="name:$srname"/>
<param value="lsOutbuffersize:$lsOutbuffersize"/>
<param value="lsFlushinterval:$lsFlushinterval"/>
</method>
<method name="configureOmni" key="extension.GenericConfigurePlainText" method="configure">
<param value="$dirLocal/$omni.srname-cfg"/>
<param value=" = "/>
<param value="InitRef:NameService=corbaname::$omni.nodeName:$omni.port" />
<param value="DefaultInitRef:corbaloc::$omni.nodeName" />
</method>
<method name="stop" key="appli.wrapper.util.GenericStop"
method="stop_with_pid_linux" >
<param value="$PID"/>
</method>
</wrapper>
Figure 3.8 – Wrapper d’un SeD
communication est cre´e´ au niveau patrimonial permettant a` cette entite´ logi-
cielle d’envoyer des notification a` TUNe a` travers ce tube. Ces notifications
posse`dent une syntaxe particulie`re permettant le passage de parame`tre. On
notera que l’utilisation de tubes permet a` n’importe quel logiciel e´crit dans
n’importe quel langage de ge´ne´rer des notifications.
Une notification envoye´e dans le tube associe´ au composant wrapper est trans-
mise au nœud d’administration de TUNe (ou` s’exe´cute le SR) ou` un programme
de reconfiguration peut alors eˆtre exe´cute´. Une notification est de´finie par un
type, le nom du composant qui l’a ge´ne´re´e et un argument (tous de type chaˆıne
de caracte`re). Pour de´finir les re´actions aux e´ve`nements, nous avons introduit
un profil UML qui permet de spe´cifier les reconfigurations comme des dia-
grammes d’e´tat. Ces diagrammes de´finissent les ope´rations (et leur enchaine-
ment) qui doivent eˆtre applique´es en re´action a` une notification. Conside´rons
une sonde qui surveille re´gulie`rement un agent LA (si le PID existe sur le
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Figure 3.9 – Diagramme d’e´tat-transition de de´marrage d’une architecture DIET
nœud). Le diagramme de la figure 3.10, qui est la re´action a` la notification
correspondant a` l’arreˆt inopine´ d’un LA dans Diet. Lorsque le PID du LA
disparaˆıt avec par exemple la commande kill ; la sonde notifie cette disparition
en demandant a` TUNe d’exe´cuter un diagramme de reconfiguration. Cette
demande est effectue´e par la sonde en e´crivant dans le tube : le nom du dia-
gramme a` exe´cuter (fixLA), la variable this qui indique la sonde elle-meˆme et
le nom de l’instance LA a` rede´marrer indique´ par la variable arg.
Ainsi :
– this.stop appelle la me´thode stop de la sonde pour e´viter la ge´ne´ration
d’autres notifications ;
– arg.start appelle la me´thode start sur le LA pour le rede´marrer. C’est la
re´paration proprement dite du LA ;
– arg.SeD.stop appelle la me´thode stop des SeDs relie´s au LA fautif. Ceci est
ne´cessaire parce que dans Diet, le rede´marrage d’un LA ne´cessite le rede´-
marrage de tous ses SeDs fils pour qu’ils se re´initialisent et se reconnectent
a` leur LA pe`re ;
– arg.SeD.start appelle la me´thode start des SeDs relie´s au LA fautif afin de
rede´marrer tous les SeD.
– this.start rede´marre la sonde du LA.
5. De´ploiement de l’application
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Figure 3.10 – Diagramme de re´paration d’un LA
Apre`s avoir de´crit les wrappers des entite´s logicielles ainsi que le diagramme de
configuration et le diagramme d’e´tat-transition permettant de de´marrer l’ap-
plication, le de´ploiement proprement dit peut de´buter. Pour cela, TUNe est
exe´cute´ sur un nœud central. Ce nœud peut eˆtre situe´ sur un cluster quel-
conque de la grille. Ainsi toutes les taˆches d’administration sont effectue´es sur
ce dernier. A partir de ce nœud, TUNe commence par faire une projections
entre le diagramme de de´ploiement et celui qui de´crit la grille. Chaque entite´
est de´ploye´e sur son host-family. Ainsi l’entite´ MA et SeD1 sont de´ploye´es sur
le cluster bordeaux, l’entite´ LA sur toulouse et SeD0 sur le cluster lyon. La
figure 3.11 montre la projections effectue´e par TUNe lors du de´ploiement.
6. Lancement de TUNe
TUNe est lance´ avec comme parame`tre le fichier UML contenant les diffe´rents
diagrammes (diagramme de configuration, de nœuds, de reconfiguration) au
format XML ge´ne´re´. Lors du lancement de l’application, le fichier UML est
parse´ graˆce a` un parseur XML SAX (Simple API for XML). Ce parseur per-
met d’extraire les diagrammes pour ge´ne´rer l’architecture a` composants dans le
cas du diagramme de configuration et de nœuds. Dans la suite de cette section,
nous de´crivons le de´roulement de la ge´ne´ration du SR (Syste`m Representation).
Dans un premier temps, nous pre´sentons la ge´ne´ration de l’architecture a` com-
posants de la partie application puis nous terminons par la partie concernant
la repre´sentation a` composants de la grille.
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Figure 3.11 – Projection entre le diagramme de de´ploiement et l’infrastructure
mate´rielle
La partie application : Lorsque TUNe parse le fichier UML, il ge´ne`re auto-
matiquement l’architecture a` composants de l’application. Pour le diagramme
de configuration, il existe des re`gles de passage de l’architecture de l’application
en formalisme UML vers l’architecture du mode`le a` composants Fractal :
– un e´le´ment correspond a` un composant Fractal,
– une association entre deux e´le´ments donnera une liaison entre les deux com-
posants Fractal,
– un attribut d’e´le´ment correspond a` un attribut de composant.
Chaque composant est cre´e´ avec un controˆleur d’attribut ge´ne´rique qui permet
de re´cupe´rer n’importe quel attribut graˆce a` un get ou un set, un controˆleur de
liaison et un controˆleur de cycle de vie. La figure 3.12 montre un exemple de
ge´ne´ration de SR pour le diagramme de configuration d’une application DIET.
Ce diagramme est compose´ d’un MA, un LA et deux SeD (SeD0, SeD1).
La partie nœud : Les re`gles de passage pour ce diagramme sont plus simples
car chaque e´le´ment qui repre´sente un cluster donne un seul composant Fractal
et peut eˆtre vu comme un allocateur de nœuds. Chaque nœud du cluster est
encapsule´ dans un composant Fractal (Node). Lors de la ge´ne´ration du SR,
chaque composant d’une entite´ logicielle est relie´ au composant cluster (donc
a` son allocateur de nœuds) pour pouvoir allouer un nœud. Le composant d’un
nœud alloue´ a` une entite´ logicielle est e´galement relie´ au composant de cette
entite´ logicielle lui permettant d’acce´der aux caracte´ristiques de son nœud
d’administration (le nœud sur lequel l’entite´ logicielle est administre´e).
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Figure 3.12 – ge´ne´ration du Syste`m Representation (SR)
Synthe`se :
Nous avons pre´sente´ dans cette section les applications DIET et LogService
utilise´es pour nos expe´rimentations, ainsi que le projet TUNe auquel nos contribu-
tions sont implante´es.
DIET est un ensemble hie´rarchique d’agents pour l’e´laboration d’applications
base´es sur des serveurs de calculs qu’on appelle SeD. Les serveurs de calculs sont
charge´s d’exe´cuter des requeˆtes soumises par un client. Le client DIET, a pour fonc-
tion de soumettre les requeˆtes aux agents (MA, LA), puis de re´cupe´rer le serveur
choisi par ces agents afin d’effectuer le calcul. Les agents ont la charge de localiser
le ou les serveurs les plus adapte´s a` la requeˆte (type de proble`me, capacite´ des res-
sources, disponibilite´ du serveur, etc.) et de retourner cette information au client
DIET.
LogService est une application de ge´ne´ration de fichier de log pour un environ-
nement distribue´ tel que DIET. Il a e´te´ utilise´ dans cette the`se pour surveiller l’e´tat
des agents de DIET. En cas de de´faillance d’un agent, le LogService est capable de
la de´tecter.
TUNe est un syste`me autonome base´ sur un formalisme de haut niveau. Il
propose un profil UML (diagramme de configuration) pour de´crire l’architecture lo-
gicielle et les parame`tres de configuration de l’application. Un autre profil UML est
utilise´ pour de´crire les caracte´ristiques des diffe´rents clusters de la grille (diagramme
de nœud). Chaque e´le´ment du diagramme de configuration est une entite´ logicielle
avec comme attributs ses parame`tres de configuration. L’association UML est cre´e´e
entre les entite´s logicielles afin de de´crire les de´pendances entre les entite´s logicielles
de l’application. Un e´le´ment du diagramme de nœuds repre´sente un cluster avec
comme attribut les caracte´ristiques mate´rielles ou logicielles des nœuds du cluster.
Des diagrammes d’e´tat-transition sont propose´s pour de´crire l’enchainement des ope´-
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rations a` exe´cuter lors de la reconfiguration d’une application. Ces diagrammes sont
e´galement utilise´s pour de´crire le processus et l’ordre de de´marrage d’une application
(startchart). Ces ope´rations sont de´crites dans un fichier WDL (Wrapper Description
Language). Ce fichier WDL contient un langage de´rive´ de XML et qui permet de
de´crire les ope´rations d’administration telles que configure, start, stop, etc. pouvant
eˆtre effectue´es sur une entite´ logicielle de´crite dans le diagramme de configuration.
Les proble`mes du passage a` l’e´chelle dans TUNe
Pour conclure cette section, nous pre´sentons les proble`mes du passage a` l’e´chelle
dans le syste`me TUNe. Des expe´riences a` grande e´chelle ont e´te´ mene´es avec le
syste`me TUNe en utilisant l’application DIET afin de montrer les proble`mes du
passage a` l’e´chelle. Durant ces expe´riences, les proble`mes souligne´s sont :
– Administration centralise´e : Toutes les taˆches d’administration sont or-
chestre´es et exe´cute´es par TUNe a` partir d’une machine centrale. Ainsi les
taˆches e´le´mentaires du de´ploiement (cre´ation du re´pertoire d’installation, copie
des ressources logicielles et e´ventuellement ge´ne´ration des fichiers de configu-
ration) sont exe´cute´es depuis le nœud d’administration. Dans un contexte de
grande e´chelle, cela peut engendrer un proble`me de performance et constitue
un goulot d’e´tranglement (la panne du nœud d’administration entraˆıne le dys-
fonctionnement total du processus d’administration). En effet l’administration
d’une application peut demander beaucoup de ressources en terme de proces-
sus (pour l’exe´cution des taˆches sur les machines distantes) et de connexions
re´seau. L’utilisation de ces ressources croˆıt en fonction du nombre de nœuds
sur lequel l’administration est effectue´e et le nombre d’instances d’entite´s lo-
gicielles a` administrer. Or le nombre de nœuds et d’entite´s logicielles est im-
portant dans un contexte de grande e´chelle et les ressources d’une machine
sont limite´es. Une seule machine ne peut donc pas se charger de l’exe´cution de
toutes les taˆches d’administration ;
– Installation : Le processus d’installation est implante´ en dur dans le code
source de TUNe. Le de´ploiement d’une application commence automatique-
ment par l’enchainement des processus de cre´ation de re´pertoire d’installation,
copie des fichiers binaires et librairies, etc. L’administrateur n’a aucun controˆle
sur l’exe´cution de ces processus. Le controˆle de la phase d’installation peut eˆtre
utilise´ par exemple pour augmenter la performance lors de l’administration en
personnalisant les taˆches d’installation (diminuer le nombre de copies, utiliser
les paquetages existants sur les machines, etc.). Il peut e´galement eˆtre utile
pour tenir compte de l’environnement d’exe´cution notamment la topologie re´-
seau (utilisation de NFS,...) ;
– Gestion de l’he´te´roge´ne´ite´ : La gestion de l’he´te´roge´ne´ite´ logicielle est
effectue´e par l’administrateur. Lors de la description de l’application, l’admi-
nistrateur associe pour chaque entite´ logicielle, un paquetage sous forme tgz
contenant les fichiers archives binaires et les librairies. Chaque entite´ logicielle
posse`de e´galement un attribut host-family qui indique la famille de machines
sur laquelle elle est administre´e. Ainsi le paquetage associe´ a` l’entite´ logicielle
lors de sa description doit eˆtre compatible aux machines de son host-family.
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Cette contrainte doit eˆtre ve´rifie´e par l’administrateur afin de s’assurer du bon
de´roulement de l’administration. Une grille de machines est de´crite par TUNe
sous forme d’un ensemble de classes de machines. Les classe sont inde´pendantes
et posse`dent chacune des caracte´ristiques repre´sente´es par des attributs. Ces
caracte´ristiques sont communes aux machines de la classe. Cette description
donne peu d’informations sur l’he´te´roge´ne´ite´ de la grille et se limite a` la des-
cription des clusters de la grille de fac¸on inde´pendante. Par exemple, on ne
peut pas exprimer la structure hie´rarchique d’une grille, ni la notion de sous
cluster (la composition entre les clusters).
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Introduction
Le domaine de recherche de l’administration d’applications re´parties est tre`s
vaste. Il existe de nombreux travaux et des domaines de recherche qui peuvent avoir
plus ou moins de liens avec l’administration de fac¸on ge´ne´rale (description, instal-
lation, configuration, reconfiguration, gestion d’he´te´roge´ne´ite´, etc.). L’objectif de ce
chapitre est de pre´senter certains de ces travaux sur l’administration de logiciels en
insistant plus particulie`rement sur leurs liens avec le facteur d’e´chelle.
Le processus de de´ploiement d’une application s’e´tend de la description des pa-
rame`tres de configuration et de l’architecture logicielle de l’application jusqu’a` son
exe´cution effective et sa terminaison. La description consiste a` exprimer, dans un
formalisme convenu, la configuration de chaque entite´ logicielle de l’application, leur
assemblage, leurs de´pendances vis-a`-vis de librairies ainsi que leurs de´pendances
par rapport a` d’autres entite´s logicielles. La gestion d’une application permet de la
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modifier en cours d’exe´cution ou d’effectuer des ope´rations de maintenance pour sa-
tisfaire aux besoins de ses utilisateurs ou pour prendre en compte la modification de
leur environnement d’exe´cution. Cette phase d’administration est effectue´e par des
administrateurs au travers d’une infrastructure de controˆle charge´e d’exe´cuter les
proce´dures d’administration (de´ploiement et reconfiguration). Ces proce´dures d’ad-
ministration s’ave`rent complexes dans un contexte de grande e´chelle comme la grille
et posent des multiples proble`mes. Ces diffe´rents proble`mes sont ge´ne´ralement dus
d’une part au nombre de machines de l’infrastructure mate´rielle et d’autre part au
nombre d’entite´s logicielles qu’on administre. Dans ce qui suit, nous rappelons les
diffe´rents proble`mes lie´s a` l’administration d’applications re´parties dans un contexte
de grande e´chelle :
– le facteur d’e´chelle , tant en terme de distribution ge´ographique (les sites
d’une grille sont localise´s d’un pays a` un autre, d’un continent a` un autre)
qu’en terme du nombre de nœuds et d’entite´s logicielles (des centaines des
milliers de machines et d’entite´s logicielles). Cette proble´matique engendre des
proble`mes de :
– expressivite´ lie´s a` la description des e´le´ments qui interviennent dans le pro-
cessus d’administration (mate´riels et logiciels, processus de de´ploiement,
etc.). En effet l’une des proble´matiques du de´ploiement est la description
de l’infrastructure mate´rielle, de l’architecture logicielle et les parame`tres de
configuration de l’application. Cette description est d’autant plus complexe
que le nombre d’entite´s logicielles et de ressources mate´rielles est grand.
L’objectif ici est de proposer un langage commode, intuitif et adapte´, tenant
compte du facteur d’e´chelle ;
– performance lie´s a` la charge et le couˆt du processus d’administration. L’ad-
ministration d’une application re´partie dans un contexte de grande e´chelle a
un couˆt et demande beaucoup de ressources pour l’exe´cution des taˆches du
de´ploiement et de maintenance de l’application. En terme d’e´chelle, il s’agit
d’une grille de machines constitue´e de plusieurs dizaines de milliers de nœuds
qui peuvent eˆtre re´partis dans plusieurs re´gions et pays. Il s’agit e´galement
d’un nombre important d’entite´s logicielles a` administrer. Administrer ces
innombrables ressources mate´rielles et logicielles a` partir d’une machine cen-
tralise´e paraˆıt difficile et peut e´ventuellement influencer la performance du
syste`me d’administration (temps de de´ploiement, temps de re´action, etc.) ;
– he´te´roge´ne´ite´ des ressources mate´rielles (architectures et puissance des or-
dinateurs, topologies et performances des re´seaux de communication, etc.)
et logicielles (syste`mes d’exploitation, bibliothe`ques installe´es, etc.) pose de
proble`mes lors de l’administration. La prise en compte de cette he´te´roge´ne´ite´
de la grille est ne´cessaire pour le bon fonctionnement du processus d’admi-
nistration. Le syste`me d’administration doit pouvoir de´ployer une version de
l’application ade´quate et compatible selon les caracte´ristiques mate´rielles et
logicielles de chaque machine.
– structure dynamique (la dynamicite´) : l’une des caracte´ristiques de la
grille est sa structure dynamique c’est-a`-dire de nombreux ajouts ou retraits de
nœuds. Ce comportement dynamique peut eˆtre duˆ a` des de´faillances de nœuds
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ou a` des ruptures de liens re´seau ou simplement a` des de´connexions volontaires
(dans le cas par exemple ou` un administrateur souhaite effectuer une mise a`
jour du syste`me d’exploitation). La de´faillance d’un nœud entraˆıne la perte de
toutes les entite´s logicielles s’exe´cutant sur ce dernier. La panne d’une entite´
logicielle ou la coupure du lien re´seau peut entraˆıner le dysfonctionnement
partiel ou total de l’application.
La premie`re proble´matique de l’administration d’applications re´parties a` grande
e´chelle que nous avons aborde´e est lie´e aux caracte´ristiques de la grille en l’occurrence
le facteur d’e´chelle (performance, he´te´roge´ne´ite´, expressivite´). L’une des approches
pour reme´dier au proble`me de performance est de diminuer la charge du gestionnaire
charge´ de l’administration de l’application. En effet, le de´ploiement de multiples en-
tite´s logicielles sur des milliers de machines a un couˆt et peut ne´cessiter beaucoup de
charges et de ressources. En diminuant cette charge, la re´activite´ augmente tout en
diminuant le temps de de´ploiement permettant ainsi d’augmenter la performance du
syste`me d’administration. L’he´te´roge´ne´ite´ ne´cessite un gestionnaire de de´ploiement
permettant de se´lectionner pour un nœud donne´ la bonne version de l’application qui
lui est compatible au niveau du syste`me d’exploitation, d’architecture processeur,
etc. Le proble`me d’expressivite´ est lie´ a` la description de l’infrastructure mate´rielle
et logicielle. Le syste`me d’administration doit proposer un formalisme simple d’uti-
lisation, intuitif et tenant compte du facteur d’e´chelle. La dernie`re proble´matique
est lie´e au comportement dynamique de la grille. Il s’agit ici de de´connexion ale´a-
toire de machine, rupture du lien re´seau, des pannes mate´rielles et logicielles qui
sont tre`s fre´quentes dans le contexte de grille. Cette proble´matique peut eˆtre re´solue
par l’approche base´e sur l’administration autonome qui permet de de´tecter automa-
tiquement ces diffe´rents types de de´faillances et de proposer des re´parations sans
intervention humaine.
Dans ce chapitre d’e´tat de l’art, nous mettons l’accent sur les outils d’adminis-
tration. Ainsi, nous avons divise´ les outils en deux cate´gories : la premie`re cate´gorie
concerne les syste`me de de´ploiement. Nous e´tudions ces syste`mes en insistant plus
particulie`rement sur la mise en œuvre du processus de de´ploiement. La seconde ca-
te´gorie porte sur les syste`mes d’administration autonome. Ces syste`mes effectuent
l’administration d’une application de fac¸on autonome (donc sans intervention hu-
maine).
Pour chaque syste`me, nous pre´sentons :
– Une description ge´ne´rale : Nous introduisons dans cette partie, une bre`ve
pre´sentation de l’architecture et les composants principaux du syste`me ;
– L’expressivite´ : Dans cette partie, nous pre´sentons les formalismes mis en
œuvre pour de´crire l’infrastructure mate´rielle et logicielle, e´ventuellement le
processus de de´ploiement ;
– Le de´ploiement : Pour e´tudier la performance d’un syste`me, nous insistons
sur la re´partition de charges du de´ploiement pour les syste`mes de de´ploiement
et de l’administration (le de´ploiement et l’auto-reconfiguration) pour les sys-
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te`mes autonomes. Ainsi, nous pre´sentons pour chaque syste`me, l’architecture et
l’approche mise en œuvre pour effectuer le de´ploiement/l’administration (cen-
tralise´e ou de´centralise´e) afin d’e´tudier la performance et le passage a` l’e´chelle ;
– Gestion de l’he´te´roge´ne´ite´ : Dans le contexte de grande e´chelle, l’envi-
ronnement peut eˆtre compose´ de divers ressources mate´rielles et logicielle he´-
te´roge`nes. Nous pre´sentons les approches mises en œuvre pour reme´dier au
proble`me d’he´te´roge´ne´ite´ ;
– Tole´rance aux pannes : Pour finir, nous e´tudions pour chaque syste`me,
les solutions mises en œuvre pour tole´rer les pannes pendant le de´ploiement,
pour les syste`mes de de´ploiement, et pendant le de´ploiement et l’exe´cution de
l’application, pour les syste`mes d’administration autonome.
4.1 Syste`mes de de´ploiement
Dans cette section, nous pre´sentons plus en de´tail les outils faisant partie de la
the´matique du de´ploiement d’applications sur un environnement de type grille ou
grappe de machines : ADAGE [LPP05] [Lac05], ORYA [MB04] [CLM05], Soft-
ware Dock [HHW99], GoDiet [CCD06],Taktuk [MR03]. Le premier syste`me ADAGE
est un syste`me de de´ploiement d’applications paralle`les de type MPI. ORYA est un
environnement ouvert base´ sur les outils de de´ploiement existant permettant d’au-
tomatiser les diffe´rentes activite´s du de´ploiement. Software Dock [HHW99] est
un outil conc¸u pour de´ployer des applications de type client/serveur. SmartFrog
[GGL+03] [Sab06] est un canevas distribue´, de´die´ au de´ploiement d’applications re´-
parties sur des grappes de machines. GoDiet [CCD06] est une infrastructure de´die´e
au de´ploiement d’applications paralle`les multiparame´triques base´es sur la plateforme
d’exe´cution distribue´e DIET [CLQS02]. Enfin Taktuk [MR03] est un outil de de´-
ploiement hie´rarchique de´die´ aux grilles de calcul.
4.1.1 ADAGE
Description ge´ne´rale
ADAGE (Automatic Deployment of Applications in a Grid Environment)
[LPP05] [LPP04b] [Lac05] est un syste`me de de´ploiement ge´ne´rique pour applications
paralle`les et distribue´es, de´veloppe´ par l’e´quipe PARIS de l’IRISA Rennes. Il permet
d’automatiser le de´ploiement d’une architecture logicielle. Afin de de´ployer une ap-
plication, ADAGE ne´cessite plusieurs informations : la description spe´cifique dans
un formalisme propre a` l’application, une description des ressources, une description
des parame`tres lie´s au de´ploiement appele´e parame`tres de controˆle. Les parame`tres
de controˆle permettent de de´clarer des contraintes relatives au de´ploiement, telles
que les latences et bandes-passantes requises et la politique de de´ploiement a` utiliser.
La description spe´cifique de l’application est traduite en une description ge´ne´rique
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(GADe : Generic Application Description) par un programme : convertisseur de
description spe´cifique. A partir de ces informations, ADAGE ge´ne`re un plan de
de´ploiement. Ce plan contient une mise en correspondance entre les demandes de
l’application et la description des ressources. Les ressources sont automatiquement
se´lectionne´es. Ensuite le de´ploiement est re´alise´ en transfe´rant les fichiers requis, puis
l’application est configure´e et de´marre´e. L’architecture est pre´sente´e par la figure 4.1.
Figure 4.1 – Vue ge´ne´rale d’ADAGE
Expressivite´
Pour expe´rimenter le de´ploiement avec le syste`me ADAGE, les auteurs ont
utilise´ des applications du type MPI [WGR96] et GridCCM [PPR02]. A` ce jour,
il n’existe pas de formalisme standard pour de´crire ces applications. A cet effet,
ADAGE prend en compte l’existence de descriptions spe´cifiques a` chaque type
d’application qu’on veut de´ployer. Chaque description spe´cifique est re´dige´e dans un
formalisme qui est propre au type de l’application. L’un des objectifs d’ADAGE est
d’utiliser des formalismes existants de description spe´cifique d’une application. Cela
permet aux administrateurs d’utiliser ces formalismes e´vitant ainsi l’apprentissage
d’un nouveau formalisme. Cette description spe´cifique est e´crite par les de´velop-
peurs qui ont conc¸u l’application, et non par l’utilisateur ou l’administrateur qui
veut la de´ployer. Elle (la description spe´cifique) doit eˆtre inde´pendante de tout en-
vironnement particulier afin de permettre facilement un de´ploiement dans d’autres
environnements sans la modifier. Il s’agit ici par exemple d’une de´pendance lie´e
aux adresses IP, aux noms de machines. En plus de la description spe´cifique de
l’application, ADAGE ne´cessite une description des ressources. Cette description
de´finit l’ensemble des ressources pouvant eˆtre utilise´es lors de la phase de plani-
fication. La description propose´e par ADAGE permet d’exprimer de nombreuses
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caracte´ristiques sur les ressources. Elles portent sur le mate´riel (processeurs, me´-
moire, disques, re´seaux) et sur le logiciel (syste`me d’exploitation, bibliothe`ques).
Les caracte´ristiques des ressources mate´rielles sont de´crites dans un format spe´ci-
fique a` ADAGE. Elles sont regroupe´es par appartenance a` un meˆme sous-re´seau,
ce qui permet de factoriser l’information et de passer a` l’e´chelle. Cette description
de ressources est effectue´e en utilisant le formalisme XML et passe´e comme para-
me`tre a` ADAGE lors du de´ploiement d’une application. Pour pouvoir parame´trer
le syste`me de de´ploiement ADAGE, les auteurs proposent un fichier de description
base´ aussi sur le formalisme XML. Cette description appele´e parame`tre de controˆle,
va contenir les parame`tres de configuration d’ADAGE. Elle permet d’exprimer des
contraintes fournies par l’utilisateur sur une exe´cution particulie`re de l’application.
Ces contraintes peuvent donner des informations sur la qualite´ de service de´sire´e
pour ce de´ploiement, sur les caracte´ristiques des ressources pouvant eˆtre utilise´es ou
encore privile´gier un algorithme de de´ploiement plutoˆt qu’un autre.
De´ploiement
Le gestionnaire de de´ploiement pour ADAGE est entie`rement centralise´. Toutes
les taˆches de de´ploiement sont effectue´es a` partir de la machine sur laquelle ADAGE
est lance´. Le gestionnaire est charge´ de l’exe´cution du processus de de´ploiement
appele´ plan de de´ploiement. Cette exe´cution comprend le transfert des fichiers vers les
ressources cibles, le lancement des processus de l’application et la re´cupe´ration d’un
identifiant de taˆche (pour surveiller ou terminer ulte´rieurement l’exe´cution d’une
taˆche). Apre`s l’exe´cution du plan de de´ploiement, ADAGE ge´ne`re un rapport de
de´ploiement contenant notamment des informations sur le placement des processus
et leurs identifiants.
Gestion de l’he´te´roge´ne´ite´
Le gestionnaire du de´ploiement est responsable de se´lectionner les imple´menta-
tions des programmes qui sont compatibles avec les syste`mes d’exploitation et les
architectures mate´rielles des ressources. Les besoins d’une application sont exprime´s
sous forme de contraintes. Lors de la description spe´cifique d’une application, des
contraintes sont spe´cifie´es notamment sur le syste`me d’exploitation, sur l’architec-
ture processeur compatible a` l’application, etc. Ces contraintes peuvent eˆtre de´crites
dans le fichier de parame`tre de controˆle. Le gestionnaire re´sout ces contraints lors de
l’exe´cution du de´ploiement. Il tient compte des besoins exprime´s par les applications.
Tole´rance aux pannes
ADAGE donne la possibilite´ de surveiller une application en cours d’exe´cution.
Cette surveillance peut eˆtre utilise´e pour ge´rer les pannes logicielles de fac¸on ad-hoc.
Synthe`se
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Le de´ploiement d’une application avec ADAGE ne´cessite un fichier XML qui
contient ce qu’on appelle le parame`tre de controˆle. Ce fichier de´crit des informations
indispensables a` l’exe´cution du de´ploiement notamment les contraintes sur les ma-
chines qu’on peut utiliser, le login sur ces machines, les algorithmes a` utiliser pour
planifier le de´ploiement, etc. Une description spe´cifique de l’application est de´finie
ainsi qu’une description des caracte´ristiques des ressources mate´rielles. ADAGE
utilise une description ge´ne´rique de l’application de´finie au format XML ge´ne´re´e a`
partir de sa description spe´cifique par un programme appele´ convertisseur de des-
cription spe´cifique. Ces diffe´rentes descriptions sont utilise´es pour produire un plan
de de´ploiement. L’exe´cution de ce plan effectue le de´ploiement proprement dit.
ADAGE est un prototype qui pre´sente quelques limites. Il ne dispose pas de
l’expressivite´ ne´cessaire pour de´crire les applications n’ayant pas de formalisme de
description spe´cifique. Cette lacune limite sa ge´ne´ricite´. La notion de convertisseur
de descripteur limite l’utilisation du syste`me. En effet, il faut un convertisseur de
description spe´cifique pour chaque type d’application, ce qui pre´sente de contraintes
pe´nibles pour un administrateur. Enfin le de´ploiement est effectue´ de fac¸on centra-
lise´e, ce qui limite le passage a` l’e´chelle.
4.1.2 ORYA
Description ge´ne´rale
ORYA (Open enviRonment to deploY Applications)[MB04] [LB03] [CLM05]
est un outil de de´ploiement d’applications pour les entreprises de taille moyenne. Il
est de´veloppe´ au sein du laboratoire LISTIC et du LSR/ADELE. Il est base´ sur l’uti-
lisation d’outils de de´ploiement existants. L’objectif de ces travaux est de proposer
un canevas permettant d’offrir un support qui automatise les diffe´rentes taˆches de
gestion du cycle de vie du de´ploiement. Le me´canisme de de´ploiement d’un logiciel
consiste a` se´lectionner une entite´ logicielle, a` l’installer et a` la de´sinstaller. L’ap-
proche adopte´e par ORYA est une approche dirige´e par les mode`les. Les concepts
de de´ploiement sont donc de´crits par un me´ta-mode`le. Le me´ta-mode`le d’ORYA
propose de formalismes de description de l’environnement de l’entreprise, des ma-
chines cibles et les applications a` de´ployer. Ce me´ta-mode`le vise a` repre´senter les
concepts communs au de´ploiement et s’abstraire de toute notion spe´cifique. Enfin,
un plan de de´ploiement est cre´e´ pour re´aliser toutes les e´tapes du de´ploiement.
ORYA de´ploie des logiciels au sein d’une entreprise. Une vue ge´ne´rale de son
architecture est repre´sente´e par la figure 4.2.
La figure 4.2 montre qu’ORYA est compose´ de trois serveurs : serveur d’appli-
cations qui produit l’application a` de´ployer et la met a` la disposition des clients (les
entreprises) ; Serveur d’entreprise qui a la connaissance du re´seau d’entreprise, il sait
quelles versions de quelles applications sont installe´es sur chacune des machines ; Ser-
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Figure 4.2 – Architecture de l’environnement ORYA
veur de de´ploiement ge`re le processus de de´ploiement. Des de´mons appele´s sites sont
installe´s sur les machines du re´seau afin d’acce´der aux caracte´ristiques mate´rielles
et logicielles lors du de´ploiement.
Expressivite´
ORYA propose un me´ta mode`le [Bra0x] pour de´finir un format de description.
Ce format permet de donner une description de l’infrastructure mate´rielle ainsi que
les applications a` de´ployer. Le me´ta mode`le permet de de´finir trois types de mode`le
dans le cas du de´ploiement au sein d’une entreprise : le mode`le de l’entreprise, le
mode`le du site cible et le mode`le du produit. Le mode`le de l’entreprise donne la
description de la structure hie´rarchique de l’entreprise compose´e de groupes d’entite´s
et de sous groupes (organisation des machines par de´partement, par fonction, etc.).
Le mode`le du site cible de´crit les machines physiques ne´cessaires au de´ploiement
avec les caracte´ristiques mate´rielles et logicielles. Les caracte´ristiques mate´rielles sont
de´crites par des proprie´te´s comme la taille me´moire, l’espace disque, le processeur,
etc. Les caracte´ristiques logicielles de´crivent l’ensemble des unite´s de´ploye´es sur une
machine. Les proprie´te´s permettent de de´crire les caracte´ristiques logicielles comme
les parame`tres de configuration. Enfin le mode`le du produit de´crit les diffe´rentes
entite´s qu’on de´ploie avec les contraintes et les de´pendances. La description de chaque
machine est donne´e dans un fichier XML repre´sentant le mode`le de site disponible
au pre´alable sur chaque machine.
De´ploiement
Les activite´s du de´ploiement d’une application se re´sument aux processus sui-
vants : la se´lection des composants logiciels, l’installation et la de´sinstallation. ORYA
s’appuie sur certaines technologies dites des proce´de´s et de fe´de´ration de´veloppe´es par
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les meˆmes e´quipes. Ces diffe´rentes technologies permettent de donner une descrip-
tion de diffe´rents processus de de´ploiement. Un e´diteur est propose´ qui va permettre
de de´crire graphiquement ces processus. L’exe´cution du processus de de´ploiement
s’effectue de fac¸on centralise´e par un gestionnaire de de´ploiement. Ce dernier inter-
agit en mode client/serveur avec des nœuds serveurs d’applications pour rapatrier les
applications approprie´es vers les nœuds cibles selon leurs caracte´ristiques mate´rielles
et logicielles.
Gestion de l’he´te´roge´ne´ite´
Pour reme´dier au proble`me d’he´te´roge´ne´ite´, ORYA se base sur la notion de fa-
mille de logiciels. Une famille de logiciels correspond a` un ensemble de versions d’une
meˆme entite´ logicielle qui peut eˆtre de´ploye´ sur les meˆmes types d’environnement.
Le processus de de´ploiement dans ORYA passe par une phase dite de se´lection.
Cette phase consiste a` cre´er les familles de logiciels (par exemple une compilation de
DIET pour le meˆme type de processeur, syste`me d’exploitation, etc.). Par composi-
tion de ces familles, on peut construire une application (ex composition de LA, MA,
SeD forme une application DIET). Apre`s la construction de l’application, la phase
d’installation peut de´buter. Pour trouver une version d’application compatible avec
une machine, la description de cette dernie`re est utilise´e. La description est utilise´e
pour ve´rifier qu’une application peut eˆtre installe´e sur la machine. En effet, toute ap-
plication ne´cessite une configuration mate´rielle minimale pour pouvoir s’installer ou
s’exe´cuter sur une machine. Cette configuration est compare´e avec la configuration
de la machine pour valider le de´ploiement. Par ailleurs le choix de la configuration
de l’application peut eˆtre e´tabli a` partir de la configuration d’une machine. La des-
cription mate´rielle est donc utilise´e soit pour e´tablir la configuration souhaite´e, soit
pour valider la compatibilite´ d’une application avec une machine.
Tole´rance aux pannes
ORYA dispose de capacite´s de synchronisation en cas de proble`mes lors du
de´ploiement. Ainsi en cas de panne, par exemple en cas de de´connexion impromptue
d’une machine du re´seau, ORYA est capable de re´tablir l’e´tat de la machine avant
la panne. Dans le contexte du de´ploiement a` grande e´chelle un tel comportement est
important.
Synthe`se
ORYA est un bon outil de de´ploiement d’applications au sein d’une entreprise.
Il fournit un excellent support pour la gestion du de´ploiement. Son approche permet
de structurer et d’automatiser les diffe´rentes e´tapes du de´ploiement. Il permet e´ga-
lement de lier les concepts des diffe´rents domaines utilise´s dans le de´ploiement. Il a
par ailleurs ses limites : le de´ploiement est effectue´ a` partir d’une machine centrale ce
qui peut engendrer un proble`me de passage a` l’e´chelle. Le processus de de´ploiement
dans ORYA n’est pas fige´. L’administrateur peut de´crire ses propres ope´rations a`
exe´cuter pour de´ployer son application.
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4.1.3 GoDIET
Description ge´ne´rale
GoDIET [CCD06] est un outil de de´ploiement de l’application DIET et des
services associe´s sur la grille. Il a e´te´ de´veloppe´ par l’e´quipe GRAAL a` l’ENS de
Lyon. Rappelons que DIET (Distributed Interactive Engineering Toolbox) est une
application distribue´e compose´e de deux types d’agents : MA (Master Agent), LA
(Local Agent) et des serveurs : SeD (Server Daemon). Les agents sont organise´s de
manie`re arborescente. Les MA sont au sommet de l’arbre suivis des LA et SeD. Pour
de´ployer une application DIET, GoDIET prend en entre´e un fichier XML contenant
a` la fois la description de l’infrastructure mate´rielle, l’emplacement des binaires et
bibliothe`ques sur les nœuds, ainsi que la description en extension de la hie´rarchie
DIET a` de´ployer. Il ne re´alise pas le transfert des binaires et librairies, mais configure
et lance de fac¸on ordonne´e la hie´rarchie. Les caracte´ristiques vise´es par cet outil sont
la portabilite´, l’extensibilite´. Une interface console ou graphique peut eˆtre utilise´e
pour de´ployer. Pour assurer la portabilite´, GoDIET a e´te´ implante´ en java.
Expressivite´
Pour de´ployer une architecture DIET, GoDIET propose de de´crire les agents
dans un fichier base´ sur le formalisme XML (figure 4.3).
Ce fichier de description est constitue´ de trois parties principales. La premie`re
partie, ressources, pre´sente la description de l’infrastructure mate´rielle. Elle contient
la description des machines hoˆtes utilise´es pour le de´ploiement, et leur protocole
d’acce`s. La deuxie`me partie, diet services, contient les informations pour le de´ploie-
ment des services de base comme le service de nommage de corba, mais aussi des
agents de journalisation, charge´s de collecter les informations sur l’application. La
troisie`me partie, diet hierarchy, permet d’affecter, pour chaque agent (MA, LA ou
SeD), la machine hoˆte sur laquelle il est de´ploye´, et le cas e´che´ant l’exe´cutable a`
lancer.
De´ploiement
GoDIET s’exe´cute sur une machine centrale et se charge d’effectuer les taˆches
de de´ploiement sur les machines distantes. Le de´ploiement consiste juste a` ge´ne´rer les
fichiers de configuration des entite´s (agents) et de les lancer selon un ordre approprie´.
Les fichiers binaires sont pre´alablement installe´s sur les machines. Le transfert des
binaires n’est donc pas effectue´ par GoDIET.
Gestion de l’he´te´roge´ne´ite´
La gestion de l’he´te´roge´ne´ite´ n’est pas prise en compte. Comme e´voque´ pre´ce´-
demment, les fichiers binaires avec les libraires sont pre´alablement installe´s sur les
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Figure 4.3 – Extrait d’un fichier de description de GoDIET
nœuds avant meˆme que GoDIET n’entame le de´ploiement. L’administrateur est
donc charge´ d’installer les bons binaires compatibles aux nœuds avant d’utiliser
GoDIET pour effectuer le lancement.
Tole´rance aux pannes
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Pour surveiller les entite´s logicielles de´ploye´es, GoDIET propose une approche
base´e sur la ge´ne´ration des fichiers de logs (traces) en utilisant le syste`me LogSer-
vice (Figure 4.4). Cela consiste a` re´cupe´rer les sorties standard et erreurs qui sont
ge´ne´re´es par les agents DIET (MA,LA SeD). Ces diffe´rentes sorties peuvent eˆtre uti-
lise´es pour de´tecter les pannes et re´parer les e´ventuelles erreurs lors du de´ploiement.
Rappelons que LogService est un syste`me de surveillance qui relaye les messages
et les informations qui surviennent dans une plate-forme distribue´e. Il s’agit d’un
syste`me relativement ge´ne´rique qui doit eˆtre interface´ avec l’application a` surveiller.
Pour cela chaque e´le´ment a` surveiller se voit attache´ un gestionnaire spe´cifique a`
LogService, qui relate les e´ve`nements a` un autre gestionnaire centralise´. Celui-ci
re´cupe`re tous les messages d’erreurs produits par les agents.
Lorsqu’une panne survient au cours du de´ploiement d’une architecture DIET,
GoDIET suspend le de´ploiement de tout e´le´ment infe´rieur a` l’entite´ de´fectueuse
dans la hie´rarchie. Cela a pour objectif d’e´viter d’autres erreurs probables. Apre`s
la suspension de l’entite´ de´fectueuse, son e´tat est marque´ comme e´tant en panne et
GoDIET attend une intervention de l’administrateur afin de savoir si le de´ploiement
de toute la hie´rarchie est en danger ou non. Par ailleurs, lorsqu’une panne survient en
cours d’exe´cution d’une application, LogService est charge´ simplement de de´tecter
la panne sans possibilite´ d’entreprendre une re´paration. Cette taˆche est re´serve´e a`
l’administrateur qui doit re´parer manuellement l’entite´ de´faillante (par exemple la
rede´ployer).
Figure 4.4 – Architecture de GoDIET avec le LogService
Synthe`se
GoDIET est conc¸u exclusivement pour de´ployer une architecture DIET. Il confi-
gure et lance la hie´rarchie de DIET de fac¸on ordonne´e sans effectuer le transfert de
paquetages. Il propose un formalisme base´ sur le langage XML pour la description
des agents et l’infrastructure mate´rielle. La hie´rarchie de DIET, les parame`tres de
configuration de chaque agent de la hie´rarchie, les machines utilise´es pour le de´-
ploiement sont tous de´crits dans un seul et un unique fichier XML. Cela engendre
un proble`me de modification permanente de la description lorsqu’on change d’en-
vironnement de de´ploiement. En effet, le fichier de description contient a` la fois la
description mate´rielle et logicielle. A cet effet, quand on change d’environnement de
de´ploiement il est ne´cessaire de modifier le fichier de description. Or en se´parant les
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deux descriptions (mate´rielles et logicielles), le changement d’environnement ne´ces-
site juste la modification de la description de l’infrastructure mate´rielle. Le fichier
de description pose e´galement un proble`me de passage a` l’e´chelle. Par exemple le
de´ploiement de 1000 SeD ne´cessite un fichier de description de plus de 3000 lignes.
Il faut noter par ailleurs qu’un utilitaire graphique XMLGoDIETGenerator
[gra0xb] simplifie la ge´ne´ration de la description de l’application en ne demandant
qu’un minimum d’informations pour de´ployer une architecture DIET.
4.1.4 SmartFrog
Description ge´ne´rale
SmartFrog (Smart Framework for object groups) [GGL+03] [Sab06] est un fra-
mework conc¸u pour le de´ploiement et la gestion d’applications re´parties s’exe´cutant
sur une grappe de machines. Il a e´te´ de´veloppe´ par HP Labs a` Bristol. L’objectif de
cet outil est la gestion du cycle de vie d’une application. Pour rendre le de´ploiement
plus souple, l’application est de´crite en utilisant un ADL (Architecture Desciption
Language) spe´cifique. Pour effectuer le de´ploiement d’un composant, celui-ci doit
respecter un mode`le bien pre´cis spe´cifie´ par SmartFrog. Pour les applications pa-
trimoniales, elles doivent eˆtre encapsule´es dans des composants suivant le mode`le
SmartFrog. Les machines utilise´es par SmartFrog pour le de´ploiement doivent
he´berger au pre´alable un de´mon spe´cifique.
Expressivite´
SmartFrog ne dispose pas de formalisme de description des caracte´ristiques
et de la topologie de l’environnement mate´riel. Cependant il dispose d’un langage
de´claratif pour la description de l’application. Il permet de de´crire l’architecture
du syste`me a` de´ployer. Un syste`me est constitue´ de plusieurs composants. Chaque
composant de l’application est de´crit avec les parame`tres de configuration et le nœud
de de´ploiement. En associant a` chaque composant lors de la description, cre´e une
de´pendance entre la description de l’application et l’environnement de de´ploiement.
Le changement d’environnement de de´ploiement ne´cessite une modification de la
description de l’application.
SmartFrog dispose d’un formalisme pour de´crire les e´tapes du de´ploiement et
des primitives pour effectuer le de´ploiement de fac¸on se´quentielle ou paralle`le.
La figure 4.5 suivante montre la description d’un syste`me compose´ de deux ser-
veurs web et une base de donne´es.
Les composants qui sont a` gauche de la figure (4.5) sont appele´s des templates.
Ceux-ci permettent de de´finir une description ge´ne´rique des composants pouvant
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Figure 4.5 – Description d’une application smarFrog
eˆtre utilise´e ensuite dans la description de la structure du syste`me final. La descrip-
tion d’une entite´ logicielle peut he´riter des caracte´ristiques d’un template. Cela peut
simplifier la taˆche de description aux administrateurs.
De´ploiement
Pour de´ployer une application, smarFrog utilise un programme principal qui
s’exe´cute sur une machine centrale et de plusieurs de´mons distribue´s sur les nœuds
de l’infrastructure mate´rielle. Tout le processus de de´ploiement est orchestre´ de fa-
c¸on centralise´e. Les de´mons sont charge´s de l’exe´cution effective des taˆches sur les
machines et de fournir un environnement de de´ploiement et d’exe´cution des diffe´-
rents composants SmartFrog. Le gestionnaire du de´ploiement dans SmartFrog
est de´nomme´ SFInstaller. Ce dernier est charge´ de de´ploiement de de´mons ainsi que
les copies des ressources en utilisant le protocole scp ou ftp. Pour faire interagir les
de´mons entre eux, un autre de´mon bien spe´cifique appele´ coordinateur est de´signe´.
Le coordinateur est charge´ de coordonner la communication entre les de´mons.
SmartFrog fournit des interfaces pour interagir avec un composant logiciel lors
du de´ploiement. Trois ope´rations sont expose´es : Deploy, Start et Terminate. La seule
interaction avec les composants logiciels se limite a` ces trois ope´rations. La figure
4.6 contient deux sche´mas : le premier sche´ma montre un composant SmartFrog ;
le deuxie`me explique le cycle de vie d’un composant SmartFrog et l’interface de
programmation que ces composants doivent fournir.
Gestion de l’he´te´roge´ne´ite´
La gestion d’he´te´roge´ne´ite´ n’est pas effectue´e automatiquement. En effet l’admi-
nistrateur est charge´ d’associer manuellement lors de la description de l’application,
les nœuds aux fichiers binaires de l’application qui vont eˆtre exe´cute´s sur ces der-
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Figure 4.6 – Mode`le de composant SmartFrog et son cycle de vie
niers. Le gestionnaire du de´ploiement est charge´ de re´cupe´rer les logiciels dans un
entrepoˆt puis entamer les proce´dures d’installation.
Tole´rance aux pannes
Il existe un me´canisme permettant la tole´rance aux fautes. Les de´mons sont ca-
pables de de´tecter les pannes. Lorsqu’un nœud tombe en panne, SmartFrog l’exclut
alors du groupe et permet juste le rede´ploiement des applications qui s’exe´cutaient
sur le nœud fautif. Cela est rendu possible graˆce a` la connaissance partage´e de la
description de l’application et de ce qui existe effectivement sur les diffe´rentes ma-
chines.
Synthe`se
SmartFrog est un outil de de´ploiement distribue´. Il dispose d’un ensemble de
de´mons re´partis pour exe´cuter les taˆches de de´ploiement sur les machines physiques
et un programme (SFInstaller) pour exe´cuter les ope´rations distantes. SmartFrog
dispose d’un formalisme qui permet de de´crire d’une part les parame`tres de configu-
ration d’une application et l’interconnexion entre ses entite´s logicielles. La de´tection
de pannes mate´rielles est confie´e aux de´mons. Ces derniers s’exe´cutent sur les nœuds
durant tout le cycle de vie de l’application. Ainsi en cas de panne d’un nœud, il est
exclu du groupe de de´mons (le de´mon qui tournait sur le nœud fautif). L’adminis-
trateur peut de´cider ou pas de rede´ployer les entite´s contenues sur le nœud fautif.
La gestion d’he´te´roge´ne´ite´ est effectue´e manuellement par l’administrateur qui se
charge d’associer lors de la description a` chaque nœud la version de l’application qui
lui est compatible. SmartFrog comporte quelques inconve´nients. Les fonctions de
reconfiguration sont limite´es aux ope´rations : Deploy, Start et Terminate. Le couˆt
de la communication entre les de´mons peut eˆtre exponentiel. Cela peut poser un
proble`me de passage a` l’e´chelle. SmartFrog ne propose pas de formalisme pour
de´crire la topologie et les caracte´ristiques de l’infrastructure mate´rielle. Malgre´ la
re´partition des de´mons, toutes les taˆches distantes sont orchestre´es et exe´cute´es par
le programme SFInstaller.
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4.1.5 Software Dock
Description ge´ne´rale
Software Dock (SD) [HHW99] [Hal99] est un outil de de´ploiement permettant
d’installer et d’administrer les applications de type client/serveur. Il est le re´sultat
d’un travail de recherche effectue´ a` l’universite´ du Colorado. Dans Software Dock,
il y a 2 concepts importants : les Docks, qui mode´lisent les clients/serveurs et les
fichiers DSD (Deployable Software Description), qui de´crivent les applications dans
un formalisme base´ sur XML. L’approche de SD est base´e sur un syste`me multi-
agents. Les agents sont charge´s de re´aliser les diffe´rentes taˆches de de´ploiement. SD
effectue le de´ploiement des logiciels d’une entreprise en introduisant trois niveaux
d’exe´cution : site qui regroupe un ensemble de machines utilise´es par les meˆmes types
de clients ou d’utilisateurs (machines pour le service de comptabilite´, d’achat, etc.) ;
producteur qui produit le logiciel et orchestre son de´ploiement ; entreprise forme´e par
un ensemble de sites. Nous retrouvons trois types de Docks s’exe´cutant sur les trois
niveaux d’exe´cution pre´ce´demment cite´s : FieldDock , ReleaseDock, InterDock
.
Figure 4.7 – Architecture de Software Dock
FieldDock : Il s’exe´cute au niveau des sites sur lesquels les applications seront
de´ploye´es. Ce Dock permet de retrouver des informations sur le site lui-meˆme (ca-
racte´ristiques mate´rielles) et sur les applications de´ja` de´ploye´es. Chaque FieldDock
(il y en a un par site) est charge´ de ge´rer (via des agents) les modifications impose´es
par l’environnement, comme l’installation ou la suppression d’une application.
ReleaseDock : Il s’exe´cute au niveau du producteur logiciel. Il peut eˆtre consi-
de´re´ a` la fois comme un gestionnaire de de´poˆts de logiciels et du processus de de´ploie-
ment. Il permet a` l’environnement d’avoir connaissance des diffe´rentes applications
disponibles pour le de´ploiement. C’est lui qui est charge´ de re´aliser les diffe´rentes
activite´s du de´ploiement (installation, configuration, etc.) via ses agents.
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InterDock : Il re´side dans une entreprise regroupant un ensemble de sites clients.
Il sert d’interme´diaire entre FieldDock et ReleaseDock. Il comporte un certain
nombre d’informations permettant d’avoir une vue globale de l’entreprise notamment
les fichiers de description des applications et de l’environnement.
Ces trois Docks sont mis en relation graˆce a` un service d’e´ve´nement Event
Service charge´ de jouer le roˆle de me´diateur.
Expressivite´
Pour de´crire la structure et la configuration de l’application a` de´ployer, Soft-
ware Dock utilise le formalisme DSD base´ sur le langage XML. Ce formalisme
permet de de´crire une application et ses relations avec d’autres applications. Une
application est de´crite en terme de proprie´te´s repre´sentant ses parame`tres de confi-
guration, de contraintes qui de´crivent par exemple le syste`me d’exploitation et le
type d’architecture mate´rielle compatible a` l’application, et les fichiers ne´cessaires
au fonctionnement de l’application.
Software Dock ne propose pas de de´crire la structure et l’architecture d’une ap-
plication. Cependant graˆce aux contraintes, on peut spe´cifier les de´pendances d’une
application. Cela a une limite car pour de´ployer une application avec plusieurs en-
tite´s, il faut de´ployer chaque entite´ inde´pendamment puis spe´cifier ses de´pendances
sous forme des contraintes dans son fichier de description. Cette approche cache
e´galement la structure globale de l’application.
Software Dock offre un formalisme pour de´crire les sites. Il ne propose cepen-
dant pas une description de la structure globale de l’infrastructure mate´rielle.
De´ploiement
C’est le ReleaseDock qui est charge´ d’orchestrer le processus de de´ploiement
de fac¸on centralise´e. Il repre´sente le cœur du Software Dock. Il propose des agents
pour exe´cuter les ope´rations de de´ploiement. En effet ReleaseDock dispose de plu-
sieurs agents qui sont utilise´s lors du de´ploiement pour l’exe´cution effective des taˆches
sur les nœuds physiques. Par exemple pour installer un logiciel sur le site d’un uti-
lisateur, un agent est envoye´ sur ce dernier. Cet agent a pour roˆle de collecter les
informations sur les configurations mate´rielles et logicielles. Il installe d’abord le ges-
tionnaire FieldDock. Ce dernier permet d’acce´der aux informations des ressources
d’un site (caracte´ristiques mate´rielles) et sur les applications de´ja` de´ploye´es. Ensuite,
l’agent utilise FieldDock pour collecter les informations. Selon les informations col-
lecte´es, le logiciel compatible est se´lectionne´ puis installe´ sur le site.
Gestion de l’he´te´roge´ne´ite´
Pour ge´rer l’he´te´roge´ne´ite´, chaque application de´crit les configurations mate´rielles
ne´cessaires a` son fonctionnement sous forme de contraintes. En effet une application
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est de´crite en termes de proprie´te´s et de contraintes. Les proprie´te´s permettent de
de´crire l’application elle-meˆme (nume´ro de version, nom de l’application, etc.). Les
contraintes correspondent aux exigences (mate´rielles et logicielles) de l’application
afin de pouvoir fonctionner correctement. Ainsi pour de´ployer une application sur un
site, Software Dock la configure selon les caracte´ristiques mate´rielles et logicielles
fournies par le descripteur du site.
Tole´rance aux pannes
Une fois l’application installe´e, Software Dock offre des outils de gestion qui
permettent de ge´rer les diffe´rentes applications pre´sentes sur un site et de ge´rer les
diffe´rentes machines de l’entreprise. Cette gestion implique la mise a` jour, l’installa-
tion, la reconfiguration et la de´sinstallation. Pour cela Software Dock enregistre la
structure de chaque application pre´sente sur le site. Ainsi en cas de proble`me (panne
logicielle) il est possible de s’en apercevoir et de re´tablir la cohe´rence de l’application.
Synthe`se
Software Dock fournit une solution qui s’adresse a` l’ensemble du cycle de vie
du de´ploiement. Son architecture est distribue´e et compose´e de trois gestionnaires
principaux (ReleaseDock, FieldDock et InterDock) et un gestionnaire d’e´ve´-
nements (Event Service) pour faire communiquer les trois autres gestionnaires.
Le gestionnaire ReleaseDock orchestre le processus de de´ploiement et FieldDock
permet de collecter les informations de l’infrastructure mate´rielle. ReleaseDock
utilise des agents pour exe´cuter les taˆches du de´ploiement sur les nœuds physiques.
Pour de´crire la configuration de l’application a` de´ployer, Software Dock utilise le
langage DSD base´ sur XML. Le choix d’une application pour un site est effectue´ en
fonction de la description de ce dernier. Cela permet au Software Dock de reme´dier
au proble`me d’he´te´roge´ne´ite´. Cependant Software Dock a des points faibles. En
effet, il ne permet pas une description de l’architecture logicielle d’une application
et propose un processus de de´ploiement fige´ et non modifiable, ce qui empeˆche de
l’adapter aux diffe´rents contextes de de´ploiement. Malgre´ la re´partition des gestion-
naires sur plusieurs sites, le cœur du Software Dock est base´ sur ReleaseDock
qui orchestre le processus de de´ploiement de fac¸on centralise´e.
4.1.6 Taktuk
Description ge´ne´rale
Taktuk [MR03] [Mar04] [CHR09] est un outil de de´ploiement d’applications
paralle`les pour les clusters de grande taille. Il a e´te´ de´veloppe´ en France au laboratoire
LIG (Laboratoire d’Informatique de Grenoble). Il peut eˆtre utilise´ pour effectuer
des ope´rations d’administration en fournissant uniquement un service d’exe´cution
distante paralle`le, hie´rarchique et performante. L’administration est limite´e a` une
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simple exe´cution de commandes ou de scripts. L’exe´cution distante dans Taktuk est
inde´pendante du protocole (rsh, ssh, ssf, rexec, etc...) utilise´. Taktuk est capable
de traiter des plateformes aux configurations he´te´roge`nes, utilisant des protocoles
d’exe´cution distante diffe´rents suivant les nœuds cibles.
Expressivite´
Taktuk propose un service d’exe´cution de commandes/scripts sur un ensemble
de machines de fac¸on hie´rarchique. A cet effet, il ne propose ni un formalisme de
description d’applications ni un formalisme pour de´crire l’infrastructure mate´rielle.
De´ploiement
Le de´ploiement dans Taktuk est effectue´ de manie`re hie´rarchique. Son approche
est base´e sur la participation d’un ensemble de nœuds au de´ploiement. Pour assurer
le passage a` l’e´chelle, l’administrateur a la possibilite´ de de´signer plusieurs nœuds
qui peuvent participer au de´ploiement permettant ainsi de distribuer les taˆches. Pour
chaque nœud qui participe au de´ploiement (appelons nœud de´ployeur), on donne une
liste de nœuds sur lesquels le nœud de´ployeur est charge´ d’effectuer le de´ploiement.
Tout nouveau nœud de´ployeur atteint par le de´ploiement participe a` son tour au
de´ploiement sur sa liste de nœud. Cela permet de distribuer le travail total (nombre
total des appels distants ne´cessaires) sur plusieurs nœuds. Il re´sulte de ce de´ploiement
re´cursif un arbre de de´ploiement couvrant l’ensemble des nœuds cibles. La topologie
de cet arbre est tre`s importante pour les performances du de´ploiement, car elle
correspond a` l’ordonnancement des diffe´rents appels distants. La figure 4.8 montre
le de´ploiement d’un programme sur plusieurs nœuds. Le nœud de nom host1 est
charge´ d’exe´cuter le programme sur les nœuds (host1-1, host1-2,. . . host1-m). Le
nœud de nom host2 est charge´ d’exe´cuter sur les nœuds (host2-1, host2-2,. . . host2-
n). Ainsi de suite jusqu’au nœud host3 qui ne participe pas au de´ploiement.
Figure 4.8 – De´ploiement hie´rarchique avec Taktuk
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Gestion de l’he´te´roge´ne´ite´
La gestion d’he´te´roge´ne´ite´ est effectue´e manuellement par l’utilisateur. Pour
qu’une commande soit exe´cute´e correctement sur une machine, il faut que cette
dernie`re soit conforme par exemple au type du syste`me d’exploitation de la ma-
chine. Un exemple concret est la mise en place d’une variable d’environnement qui
varie selon le type du syste`me d’exploitation de la machine (set pour WINDOWS,
export ou setenv sur un syste`me de type UNIX/LINUX).
Tole´rance aux pannes
Le me´canisme de tole´rance aux pannes se limite a` la de´tection de nœuds non
atteignables lors du processus de de´ploiement. L’approche de Taktuk est base´e sur
un temps de tentative de connexion qui ne doit pas eˆtre de´passe´. Cela consiste a`
limiter le temps d’attente de re´ponse si le nœud n’est pas atteignable. Tout nœud
non atteint a` l’issue du temps d’attente est conside´re´ comme de´faillant. Le choix du
temps est de´terminant pour cette approche. Un temps petit permet une de´tection
de panne tre`s rapide (au risque de conside´rer a` tort des nœuds comme de´faillants).
A l’inverse un temps e´leve´ donne un comportement plus lent mais plus soucieux
de l’e´tat re´el des nœuds (garantissant une forte confiance lorsqu’une de´faillance est
suspecte´e).
Synthe`se
TakTuk est un outil de de´ploiement a` grande e´chelle conc¸u principalement pour
l’exe´cution des commandes de fac¸on hie´rarchique sur plusieurs centaines voire des
milliers de machines. Il utilise une combinaison de paralle´lisation (pour une efficacite´
maximale) et de re´partition des taˆches pour passer a` l’e´chelle. Cela permet de de´-
ployer l’exe´cution d’une commande en un temps raisonnable. Cependant les services
de de´ploiement sont tre`s limite´s. Taktuk offre uniquement un service d’exe´cution
de commandes et de scripts.
4.2 Syste`mes autonomes
Dans la section pre´ce´dente, nous avons pre´sente´ les outils de de´ploiement. Parmi
ces outils notamment SmartForg, Software Dock. l’intervention d’un administra-
teur est indispensable pour le bon fonctionnement de l’administration d’une appli-
cation. Une grande partie des taˆches d’administration n’est pas formalise´e et de´pend
plutoˆt du savoir-faire de l’administrateur et de son expe´rience. Avec la complexite´
croissante des syste`mes et des applications, le couˆt de l’administration devient de plus
en plus conside´rable et les difficulte´s de l’administration commencent a` de´passer les
capacite´s de traitement par des humains. Par conse´quent, une nouvelle tendance est
apparue qui consiste a` rendre les fonctions d’administration autonomes permettant
une auto-administration. Cela inclut l’auto-configuration (configuration automatique
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suivant des re`gles pre´de´finies), l’auto-optimisation (controˆle et adaptation du sys-
te`me pour assurer un certain niveau de performance), l’auto-re´paration (de´tection de
pannes et correction automatique) et l’auto-protection (prise de mesures ne´cessaires
pour se prote´ger des attaques malveillantes et savoir se de´fendre contre ces attaques).
C’est l’objectif de l’autonomic computing [GC03]. Dans cette section nous pre´sentons
deux outils d’administration autonome. DeployWare [FDDM08] est une approche
qui est spe´cialise´e dans l’administration d’applications patrimoniales et qui repose
sur le mode`le a` composants Fractal [BCL+06a]. JADE [BBH+05] est un canevas
d’administration autonome d’applications re´parties qui est base´, comme Deploy-
Ware, sur le mode`le a` composants Fractal.
4.2.1 DeployWare
Description ge´ne´rale
DeployWare [FDDM08] [FM06] [DFDM08] aussi connu sous le nom de FDF
(Fractal Deployment Framework) est un canevas ge´ne´rique de´veloppe´ au LIFL a`
Lille en France en 2005. L’objectif principal de cet outil est l’administration des
syste`mes distribue´s autonomiques. Ce travail de recherche re´cent, abstrait chaque
notion du processus d’administration sous la forme d’un composant et fournit une
manie`re d’exe´cuter le de´ploiement. Des composants autonomes peuvent eˆtre de´finis
pour effectuer une administration autonome. DeployWare repose sur le mode`le a`
composants Fractal et propose l’administration des logiciels sur divers types d’infra-
structures mate´rielles telle que la grille. Il propose e´galement un langage spe´cifique
au domaine du de´ploiement (un DSL pour le de´ploiement) reposant sur un me´ta-
mode`le capturant les concepts abstraits d’administration et une machine virtuelle
pour ce langage, une bibliothe`que de composants proposant des services pour le
de´ploiement, la reconfiguration et une console graphique d’administration appele´e
Deployware eXplorer.
DeployWare de´finit trois roˆles dans l’administration d’un logiciel : expert logiciel
est charge´ de de´finir le processus de de´ploiement, c’est le spe´cialiste de la technolo-
gie du logiciel a` de´ployer ; administrateur syste`me donne les configurations re´seaux
(description de l’infrastructure mate´rielle de de´ploiement) ; utilisateur final utilise
la console graphique d’administration (DeployWare eXplorer) pour administrer
son application.
Expressivite´
Comme e´voque´ pre´ce´demment, Deployware propose un langage spe´cifique pour
le de´ploiement (un DSL) et une machine virtuelle pour ce langage. Le langage De-
ployWare est de´fini par un me´ta-mode`le, et propose une notation graphique sous
la forme d’un profil UML. Ce langage permet de de´crire les entite´s logicielles d’une
application et sera interpre´te´ par la machine virtuelle FDF. FDF est implante´ sous
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la forme de composants Fractal re´ifiant les logiciels a` de´ployer et l’infrastructure
mate´rielle. Pour de´ployer un logiciel, il doit eˆtre wrappe´ dans un composant Fractal.
Un formalisme est utilise´ pour de´crire ces wrappers. Les auteurs proposent un forma-
lisme base´ sur une extension de Fractal ADL. La syntaxe XML de Fractal ADL est
abandonne´e au profit d’une syntaxe de´clarative moins verbeuse. Ce langage a pour
roˆle de cacher les notions Fractal permettant ainsi aux administrateurs d’administrer
leurs logiciels sans avoir connaissance du mode`le a` composants Fractal. La figue 4.9
montre une transformation d’un composant Fractal en langage DeployWare.
Par ailleurs, il est possible de de´crire le ope´rations a` effectuer pour de´ployer une
application. Cela permet a` un administrateur de controˆler le processus de de´ploie-
ment de son application.
Figure 4.9 – Transformation d’un fichier Fractal ADL en langage DeployWare
Pour introduire une description en intension, les auteurs ont introduit le construc-
teur foreach [RM07b] de l’extension de Fractal ADL. L’objectif est de pouvoir de´-
ployer une meˆme entite´ logicielle sur plusieurs nœuds.
De´ploiement
Pour effectuer le de´ploiement, les auteurs proposent une machine virtuelle. Cette
machine repre´sente le gestionnaire de de´ploiement d’un logiciel. Elle prend en entre´e
un descripteur de de´ploiement et utilise les composants wrappers des entite´s logi-
cielles de l’application pour exe´cuter le processus de de´ploiement sur les machines
physiques.
DeployWare utilise un nombre important de composants Fractal pendant l’exe´-
cution du processus de de´ploiement. En effet les machines de l’infrastructure ma-
te´rielle, les caracte´ristiques machines (exemple le login, le nom de la machine, pro-
tocole, etc.), sont encapsule´es dans des composants Fractal. L’instanciation de ces
multiples composants repre´sente une charge pour la machine qui effectue le de´ploie-
ment. Cela pose un proble`me de passage a` l’e´chelle vu que le nombre de machines
est important dans le contexte de grande e´chelle et chaque machine peut avoir un
nombre quelconque de caracte´ristiques.
Pour reme´dier a` ce proble`me de passage a` l’e´chelle, les auteurs proposent de
mettre en place un me´canisme de distribution de la machine virtuelle FDF. Cette
approche permet de de´centraliser le de´ploiement. Des gestionnaires de de´ploiement
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interme´diaires sont introduits. L’approche est base´e sur un ensemble de serveurs
FDF de´ploye´s par FDF (auto-de´ploiement). Ces serveurs sont charge´s d’exe´cuter
le processus d’administration. Un gestionnaire de´nomme´ DeployWare Master (DW
Master) repre´sente le serveur principal. D’autres gestionnaires appele´s DeployWare
Server (DW Server) repre´sentent des serveurs auxiliaires et sont charge´s pour exe´cu-
ter les taˆches de de´ploiement de´le´gue´es par DW Master. Pour commencer le de´ploie-
ment, DeployWare Master de´ploie tout d’abord les serveurs auxiliaires DW Server
puis il de´le`gue a` ces serveurs les taˆches d’administration.
Gestion de l’he´te´roge´ne´ite´
Pour administrer une application avec DeployWare, l’administrateur fournit
dans le fichier de description de chaque entite´ logicielle, son paquetage et le nœud
de de´ploiement. L’administrateur doit donc avoir une connaissance du type de pa-
quetage compatible avec un nœud. La gestion de l’he´te´roge´ne´ite´ n’est en effet, pas
automatiquement prise en compte. L’administrateur doit s’assurer de la compatibi-
lite´ entre le paquetage d’une entite´ logicielle et son nœud de de´ploiement pour le
bon fonctionnement du processus d’administration.
Tole´rance aux pannes
Le proble`me de panne est re´solu graˆce a` l’administration autonome. En effet les
auteurs proposent des solutions logicielles spe´cifiques capables de prendre en charge
l’exe´cution de boucles de controˆle. Ces boucles de controˆle permettent d’adapter la
machine virtuelle aux e´ventuelles pannes logicielles et mate´rielles. Ils sont exprime´es
a` l’aide du paradigme Eve´nement-Condition-Action ([CC95]) peuvent eˆtre injecte´es
dans le logiciel qui ge`re un ensemble de composants pre´de´finis dans DeployWare
(Personnalite´, composants d’acce`s aux machines hoˆtes etc.). Il est capable d’e´couter
des e´ve´nements, de tester si ces e´ve´nements de´clenchent l’une des boucles de controˆle,
et le cas e´che´ant, lance l’exe´cution de la reconfiguration ade´quate.
Synthe`se
DeployWare est un outil permettant d’effectuer l’administration a` grande e´chelle
d’applications re´parties. Une machine virtuelle et une console graphique sont propo-
se´es pour exprimer graphiquement le de´ploiement des logiciels. Cela facilite beaucoup
les taˆches d’administration pour les utilisateurs non expe´rimente´s. DeploWare pro-
pose d’encapsuler tout en composant Fractal du simple parame`tre d’un logiciel au
nœud sur lequel le de´ploiement de l’application est effectue´. Par exemple un nœud
est repre´sente´ par un composite Fractal constitue´ de plusieurs composants primitifs
(shell, protocol, hostname, user, etc.). Chaque composant primitif est responsable
d’une taˆche permettant d’acce´der au nœud et d’exe´cuter les commandes sur ce der-
nier. Pour connaˆıtre le type du shell d’un nœud, il faut s’adresser au composant
primitif shell du composite nœud. L’exe´cution d’une commande sur le nœud passe
par le composant protocol. Le nom du nœud est e´galement encapsule´ dans un compo-
sant hostname, et le nom de connexion (i.e. le login) est contenu dans le composant
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user. Toutes les caracte´ristiques d’un nœud sont encapsule´es dans des composants
primitifs contenus dans le composite host (nœud) encapsulant la machine physique.
Cet ensemble de composants repre´sente une charge pour le nœud qui de´ploie et peut
diminuer la performance du syste`me lorsqu’on passe a` l’e´chelle (plusieurs nœuds
et plusieurs parame`tres de configuration de nœuds donc des multiples composants
a` instancier pendant l’administration). Une solution a e´te´ propose´e pour re´soudre
ce proble`me. Cette solution est base´e sur la re´partition de la machine virtuelle sur
plusieurs machines.
La solution propose´e pour passer a` l’e´chelle pre´sente quelques inconve´nients. En
effet tout passe par le DW Master du coup il repre´sente un goulot d’e´tranglement.
Le langage DeployWare ne se´pare pas la description des machines et des appli-
cations. La gestion d’he´te´roge´ne´ite´ logicielle est effectue´e manuellement. L’adminis-
trateur doit associer la bonne version du paquetage au nœud d’une entite´ logicielle.
4.2.2 JADE
Description ge´ne´rale
JADE [BBH+05] [SBDP08] [TBDP+06] [TBD+06] est une plate forme de´velop-
pe´e a` l’INRIA a` Grenoble en France en 2004 pour l’administration autonome d’infra-
structures logicielles patrimoniales. Le terme patrimoniale de´signe ici une applica-
tion vue comme une boˆıte noire, uniquement accessible via son interface applicative.
JADE est essentiellement compose´ de deux parties : un canevas pour l’encapsulation
des ressources administre´es, qui leur donne une interface d’administration uniforme,
et un canevas de construction de gestionnaires autonomes, qui administrent a` l’exe´-
cution un ensemble de ressources suivant une politique particulie`re. On distingue
trois grandes composantes qui orchestrent l’administration :
La repre´sentation du syste`me permet essentiellement de conserver une co-
pie de l’architecture du syste`me. Cette copie contient l’ensemble du syste`me : les
ressources administre´es ainsi que l’application a` administrer. La repre´sentation du
syste`me et le syste`me administre´ sont maintenus en cohe´rence, toute action ou chan-
gement d’e´tat de l’un e´tant re´percute´ sur l’autre, et re´ciproquement.
Le syste`me administre´ est compose´ d’un ensemble d’entite´s logicielles qui
constituent l’application patrimoniale. Pour avoir une vision homoge`ne de l’environ-
nement, les entite´s logicielles sont encapsule´es dans des composants Fractal.
Un gestionnaire fournit l’automatisation d’un aspect de l’administration. Il
existe un gestionnaire prenant en charge le de´ploiement, un autre qui prend en
charge les aspects d’allocation des machines. Il existe aussi des gestionnaires dits
autonomes. Un gestionnaire autonome fournit un comportement autonome pour la
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gestion de la ressource dont il a la charge. Le principe ge´ne´ral de ces gestionnaires
est de re´troagir sur le syste`me a` partir d’informations pre´leve´es. Ce principe est
commune´ment appele´ : boucle de controˆle. Un exemple de gestionnaire autonome
est le gestionnaire de fautes. Les gestionnaires fournis par JADE sont optionnels.
Leur usage de´pend du besoin particulier des applications et de leurs contextes d’uti-
lisation. L’approche a` composants permet d’obtenir une extreˆme souplesse dans les
possibilite´s d’adaptation et d’extension de JADE. Chaque gestionnaire peut eˆtre
ajoute´ ou enleve´ de fac¸on inde´pendante ou bien reconfigure´ afin d’implanter telle ou
telle autre politique de gestion de ressource.
La figure 4.10 montre une vision globale de JADE. Les trois grandes compo-
santes sont identifiables dans l’architecture de JADE. Nous pouvons distinguer la
repre´sentation du syste`me, le syste`me administre´ et l’ensemble des gestion-
naires.
Figure 4.10 – Architecture de JADE
Expressivite´
La description de l’infrastructure mate´rielle et logicielle est effectue´e en utilisant
le langage Fractal ADL. En effet le mode`le a` composants Fractal fournit un langage
de description d’architecture appele´ Fractal ADL. C’est un langage de´claratif qui
permet la description de la structure de l’application construite a` partir des compo-
sants Fractal. La base du langage est minimale : Fractal ADL fournit uniquement
des constructions de base pour e´nume´rer des composants, des interfaces, des liaisons
et des attributs et laisse les concepteurs e´tendre le langage pour inte´grer d’autres
informations spe´cifiques a` leur cadre d’utilisation. La syntaxe du langage Fractal
ADL est base´e sur XML. La figure 4.11 illustre un exemple de description d’archi-
tecture pour une application simple contenant un composant client qui appelle des
ope´rations sur un composant serveur.
Pour faciliter la description d’architecture, Fractal ADL donne la possibilite´ de
re´partir dans plusieurs fichiers la description d’une architecture. Les relations entre
ces fichiers peuvent prendre des formes diffe´rentes. Par exemple une de´finition peut
en e´tendre une autre en y rajoutant certains e´le´ments ou en surchargeant certaines
proprie´te´s.
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Figure 4.11 – Description de l’application client/serveur avec Fractal ADL
De´ploiement
Le gestionnaire d’administration est compose´ de plusieurs gestionnaires auto-
nomes (Autonomic Manager ou AM). L’administration dans JADE repose sur la
re´partition des de´mons ayant la charge d’exe´cuter les taˆches e´le´mentaires d’adminis-
tration sur le nœud physique. Ces de´mons sont de´nomme´s e´le´ments administrables
(Managed Element ou ME). Ces diffe´rents e´le´ments d’administration (ME et AM)
sont des composants primitifs Fractal. Pour de´ployer une application avec JADE,
l’administrateur de´crit dans un ou plusieurs fichiers ADL, les parame`tres de confi-
guration de chaque instance d’entite´ logicielle et l’architecture logicielle de l’applica-
tion. Un gestionnaire de de´ploiement centralise´ transforme cette description en une
architecture a` composants (ME) distribue´e sur les machines cibles en utilisant le me´-
canisme de de´ploiement inte´gre´ a` Fractal. Ces composants vont agir localement sur
les entite´s logicielles patrimoniales. Un de´poˆt des paquetages contenant les paque-
tages disponibles pour installation est utilise´. Un programme de´clenche le processus
de de´ploiement en appelant les interfaces approprie´es sur les composants au niveau
des machines cibles.
Gestion de l’he´te´roge´ne´ite´
Pour ge´rer l’he´te´roge´ne´ite´ des machines dans la version initiale de JADE, les
auteurs proposent de disposer pour chaque cluster, d’une version de l’application qui
lui est compatible. Ces diffe´rentes versions sont mises dans un de´poˆt (repository) et
donc accessibles a` partir de ce dernier. Le de´poˆt indique pour chaque entite´ logicielle
et pour chaque cluster, la localisation (accessible par NFS) de la livraison binaire
de ce logiciel exe´cutable sur ce cluster. Le contenu du de´poˆt est stocke´ dans un
fichier. L’administrateur doit disposer de diffe´rentes versions et tester les logiciels
sur chaque cluster, en ge´ne´rant diffe´rentes images binaires si ne´cessaire, et mettre a`
jour le fichier de de´poˆt en conse´quence pour chaque cluster.
Tole´rance aux pannes
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La plate-forme JADE inte`gre divers gestionnaires ciblant des aspects d’adminis-
tration autonome tels que l’auto-adaptation, face a` des de´faillances (auto-re´paration)
[SBDP08] [TBS+08] ou a` des variations de charge (auto-optimisation) [TBD+06].
Pour reme´dier au proble`me de panne logicielle ou mate´rielle, le gestionnaire d’auto-
re´paration s’appuie sur des sondes permettant de de´tecter les pannes de composants
logiciels ou mate´riels du syste`me administre´ ; et sur des actionneurs permettant de
rede´ployer et de remplacer les composants de´fectueux du syste`me pour le rendre a`
nouveau ope´rationnel.
Synthe`se
Le principe de repre´sentation de l’architecture du syste`me sous forme de com-
posants Fractal constitue une approche efficace et novatrice. Elle permet d’abstraire
la notion d’application, pour la repre´senter sous forme de composants en interac-
tion. Le choix du mode`le Fractal pour les composants est doublement judicieux.
Les composants Fractal sont le´gers en terme d’exe´cution, et offrent des me´canismes
de reconfiguration dynamique. L’architecture de composants offre un me´canisme de
re´flexivite´ pour l’administration des applications re´parties.
L’expressivite´ dans JADE est base´e sur le formalisme Fractal ADL. Ce forma-
lisme est base´ sur le langage XML et permet de de´crire les parame`tres de confi-
guration d’une application ainsi que son architecture. L’architecture de JADE est
distribue´e. Cependant le processus d’administration est orchestre´ par un gestionnaire
centralise´ contenant la repre´sentation a` composants de l’application. La gestion de
pannes est prise en compte graˆce aux sondes/actionneurs qui permettent de de´tec-
ter et re´parer automatiquement une panne. Le proble`me d’he´te´roge´ne´ite´ est re´solu
graˆce au gestionnaire de de´poˆt. Ce dernier associe a` chaque cluster, la version de
l’application compatible aux machines.
Ne´anmoins, l’utilisation de JADE n’est pas une taˆche facile. L’utilisateur doit
assimiler les concepts d’architecture a` composants, en plus des concepts spe´cifiques
de Fractal, pour administrer son application. Le manque de description en intension
engendre le proble`me de passage a` l’e´chelle lors de la description de l’application.
En effet le de´ploiement d’une architecture incluant un nombre important d’instances
logicielles peut ne´cessiter un fichier de description XML de plusieurs lignes. Certes
la notion d’he´ritage peut diminuer la taille de cette description mais elle ne re´sout
pas le proble`me d’instances a` de´crire.
4.3 Etat de l’art : Synthe`se
L’e´tat de l’art pre´sente´ dans ce chapitre aborde diffe´rentes techniques pour l’ad-
ministration d’applications re´parties a` grande e´chelle. L’administration d’une appli-
cation peut eˆtre de´compose´e en plusieurs phases. Premie`rement, de´ployer le ou les
entite´s logicielles de l’application sur les machines cibles. Cette phase est de´com-
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pose´e en plusieurs sous taˆches. Il faut tout d’abord de´crire l’architecture logicielle
et les parame`tres de configuration de l’application. Ensuite installer les ressources
ne´cessaires au de´marrage de l’application (te´le´chargement du code binaire des enti-
te´s logicielles, les librairies). Une fois les ressources te´le´charge´es et installe´es, il faut
re´aliser toutes les ope´rations de configuration que l’application requiert pour son
bon fonctionnement. Il faut ensuite de´marrer l’exe´cution de l’ensemble des entite´s
logicielles installe´es dans l’ordre approprie´.
Ce chapitre nous a pre´sente´ plusieurs outils et techniques d´administration uti-
lise´s dans diffe´rents domaines. Les diffe´rentes techniques sont plus ou moins bien
adapte´es suivant le type de logiciel que l’on souhaite administrer. Dans un premier
temps, nous avons e´tudie´ un ensemble de syste`mes qui sont plutoˆt oriente´s vers le
de´ploiement. Ces syste`mes font e´galement quelques taˆches d’administration. Dans
un second temps nous avons pre´sente´ les syste`mes d’administration autonome qui
effectuent les taˆches d’dministration sans intervention humaine.
Nous retrouvons des syste`mes ne disposant pas de notion d’architecture logi-
cielle lors de la description de l’application notamment Software Dock, ORYA,
ADAGE. Des syste`mes comme JADE et GoDIET permettent la description de
l’architecture logicielle et les parame`tres de configuration de l’application. Avec De-
ployWare, l’administrateur peut de´crire les parame`tres de configuration des entite´s
logicielles et e´nume´rer leurs de´pendances. Cependant, les auteurs ne proposent pas
une description de l’architecture logicielle d’une application.
Nous remarquons que la description en intension est quasi inexistante dans
les syste`mes e´tudie´s. Le de´ploiement avec JADE, GoDIET ne´cessite une descrip-
tion de chaque instance d’entite´ logicielle a` de´ployer. DeployWare propose une
primitive permettant de de´ployer plusieurs instances d’une meˆme entite´ logicielle.
Nous remarquons e´galement qu’hormis le syste`me ADAGE, aucun autre sys-
te`me ne propose la description de la structure et la topologie d’une grille .
Les syste`mes e´tudie´s proposent ge´ne´ralement la description des clusters sans e´tablir
la relation entre ces derniers. JADE propose un fichier ADL fractal pour de´crire
l’ensemble des clusters utilise´s lors de l’administration. DeployWare propose e´ga-
lement un fichier ADL d’une extension Fractal qui contient a` la fois la description
des wrappers des entite´s logicielles a` de´ployer et les clusters a` utiliser.
Seuls DeployWare, ORYA et SmartForg permettent une description du pro-
cessus de de´ploiement. Ces trois syste`mes donnent la possibilite´ de de´crire les ope´-
rations de de´ploiement d’une application. En effet le processus de de´ploiement est
implante´ en dur dans le code source de la plus part des outils de de´ploiement que nous
avons e´tudie´s. Cela engendre une limitation importante, car l’administrateur n’aura
pas la possibilite´ de personnaliser l’enchainement des ope´rations de de´ploiement afin
de tenir compte du contexte d’environnement. On ne peut donc pas modifier la
politique de de´ploiement de ces outils, sans reconcevoir l’outil dans son ensemble.
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Excepte´ DeployWare et Taktuk, nous remarquons que les outils que nous avons
pre´sente´s orchestrent les diffe´rents processus d’administration (ou simplement du de´-
ploiement) de fac¸on centralise´e . Cependant certains outils utilisent des de´mons
distribue´s sur les machines pour de´le´guer l’exe´cution effective des taˆches d’adminis-
tration sur les nœuds physiques. Cela ne diminue pas la charge de connexions et de
copies distantes sur les machines. Nous remarquons e´galement que certains outils
n’effectuent pas toutes les taˆches du de´ploiement en l’occurrence le transfert des
paquetages binaires. Parmi ces outils, nous pouvons citer GoDiet. En effet l’empla-
cement des binaires est pre´cise´ pour chaque nœud dans le fichier de description de
GoDIET. Ainsi GoDIET n’effectue que le de´marrage des agents et serveurs DIET.
Parmi les syste`mes e´tudie´s, la gestion de l’he´te´roge´ne´ite´ est ge´ne´ralement a`
la charge de l’administrateur. Des syste`mes notamment ADAGE, Software Dock
utilisent la notion de contraintes pour reme´dier au proble`me d’he´te´roge´ne´ite´. En ef-
fet les besoins d’une application sont exprime´s sous forme de contraintes. Lors de la
description d’une application, des contraintes sont spe´cifie´es notamment le type de
syste`me d’exploitation sur lequel l’application peut eˆtre exe´cute´e, l’architecture pro-
cesseur compatible, etc. Le syste`me ORYA adopte l’approche base´e sur les familles
de logiciels. Une famille de logiciels correspond a` un ensemble des versions d’une
meˆme entite´ logicielle qui peut eˆtre de´ploye´e sur les meˆmes types d’environnements.
JADE utilise un de´poˆt de logiciels. Il propose de disposer pour chaque cluster, d’une
version de l’application qui lui est compatible.
Pour les syste`mes autonomes DeployWare et JADE, la tole´rance aux pannes
est prise en compte par les composants autonomes. Le principe fondateur des sys-
te`mes base´s sur l’approche autonomic computing est l’autogestion. Les pannes sont
automatiquement de´tecte´es par les sondes et re´pare´es par les actionneurs sans au-
cune intervention de l’administrateur. GoDIET se limite a` une de´tection de panne
d’un agent/serveur DIET. L’administrateur peut de´cider de rede´ployer l’agent/ser-
veur fautif. SmartFROG permet de de´tecter et re´parer les pannes d’un nœud.
Lorsqu’un nœud tombe en panne, SmartFROG permet le rede´ploiement des ap-
plications qui s’exe´cutaient sur ce nœud.
L’analyse des diffe´rents travaux pre´sente´s dans ce chapitre sur l’e´tat de l’art nous
a permis d’identifier des concepts e´mergents dans le contexte de l’administration a`
grande e´chelle :
1. Architecture logicielle : la capacite´ de de´crire l’architecture logicielle d’une
application en vue de l’administrer.
2. Description en intension : la possibilite´ de de´crire plusieurs instances d’en-
tite´s logicielles sans donner la description de chaque instance qu’on veut ad-
ministrer.
3. Description de la topologie de l’infrastructure mate´rielle : proposition
d’un formalisme pour de´crire la spe´cificite´ et la structure globale de l’environ-
nement d’exe´cution de l’application.
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4. Personnalisation du processus d’installation : donner la possibilite´ aux
administrateurs de personnaliser, controˆler l’installation de leurs applications.
Cela peut passer par la proposition d’un formalisme de description du processus
d’installation.
5. De´centralisation de l’administration ou du de´ploiement : Ce concept
correspond a` la mise en œuvre d’une approche pour re´partir la charge de l’ad-
ministration ou du de´ploiement sur plusieurs nœuds. Cela consiste a` exe´cuter
les diffe´rentes taˆches d’administration a` partir de plusieurs machines. Ainsi
nous parlons de la re´partition ou de la de´centralisation des taˆches d’adminis-
tration entre plusieurs syste`mes d’administration. Il faut a` cet effet distinguer
la re´partition des de´mons pour l’exe´cution effective des taˆches sur les nœuds
(comme dans le cas de JADE, et SmartForg) et la re´partition des syste`mes
d’administration qui consiste a` de´ployer plusieurs syste`mes d’administration
afin d’administrer l’application.
6. Gestion de l’he´te´roge´ne´ite´ : tenir compte de l’he´te´roge´ne´ite´ logicielle et
mate´rielle lors du de´ploiement.
7. Tole´rance aux pannes : la mise en œuvre d’un me´canisme de tole´rance
aux pannes lors du de´ploiement ou pendant l’exe´cution d’une application ad-
ministre´e. Cela peut eˆtre la de´tection de pannes mate´rielles ou logicielles, la
de´tection du dysfonctionnement de l’exe´cution du processus de de´ploiement,
etc.
Le tableau 4.1 re´capitule les caracte´ristiques des travaux pre´sente´s sous les axes
de´finis ci-dessus.
L’objectif de nos travaux est donc de fournir un syste`me d’administration per-
mettant de reme´dier a` l’ensemble des insuffisances vues dans cet e´tat de l’art. Nos
propositions vont se porter sur l’administration a` grande e´chelle, sur la personnali-
sation du processus d’installation et la gestion de l’he´te´roge´ne´ite´.
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Table 4.1 – Tableau comparatif synthe´tisant les caracte´ristiques des syste`mes
e´tudie´s. Les lignes correspondent aux concepts e´nume´re´s ci-dessus. (x) indique
la pre´sence d’un concept alors que (-) indique son absence.
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Introduction
Rappel de la proble´matique
Nous rappelons dans cette section les proble´matiques e´voque´es dans le chapitre
2 auxquels nous apportons des contributions. Nous commenc¸ons par pre´senter brie`-
vement le contexte de la the`se. Ensuite chaque proble`me est re´sume´ sous forme de
rappel.
Contexte : On s’inte´resse dans cette the`se a` l’administration d’applications re´-
parties dans un contexte de grande e´chelle tel que la grille. Une grille est un en-
vironnement complexe : ses ressources sont he´te´roge`nes (ordinateurs et re´seaux de
communication), et distribue´es ge´ographiquement a` grande e´chelle entre plusieurs lo-
calite´s qu’on appelle site. Administrer des applications dans ce type d’environnement
est une taˆche ardue et couˆteuse en ressources humaines, mate´rielles et logicielles. Ad-
ministrer une application revient tout d’abord a` de´crire dans un formalisme les pa-
rame`tres de configuration et son architecture. Ensuite l’application est de´ploye´e puis
ge´re´e pendant son exe´cution. L’administration dans un contexte de grande e´chelle
engendre des multiples proble`mes a` savoir :
Expressivite´ : Ce proble`me porte sur le formalisme de description de l’applica-
tion. Dans un environnement grande e´chelle tel qu’une grille de machines, l’applica-
tion a` administrer peut eˆtre compose´e de nombreuses instances d’entite´s logicielles.
De´crire la configuration de chacune de ces instances et leurs interactions s’ave`re une
taˆche difficile et peut engendrer des multiples erreurs de configuration. Il est ne´ces-
saire de fournir un formalisme ade´quat permettant de faciliter cette taˆche en tenant
compte du facteur d’e´chelle.
Performance : L’administration d’une application re´partie sur une infrastruc-
ture mate´rielle grille a un couˆt et repre´sente une charge en terme de ressources
mate´rielles et logicielles (me´moire, disque dur, nombre de connexions, socket, etc.).
Cette charge est proportionnelle au nombre de nœuds et provient essentiellement
des ope´rations de de´ploiement (copie des fichiers, ge´ne´ration des fichier de configu-
ration, de´marrage, etc.) et de maintenance (gestion de pannes, reconfiguration, etc.).
Par exemple pour effectuer une ope´ration de de´marrage d’une entite´ logicielle sur
des milliers de machines, il faut se connecter sur chaque machine pour exe´cuter le
programme de de´marrage. En plus, le de´marrage de chaque programme ne´cessite la
cre´ation d’un ou plusieurs processus sur la machine qui administre et l’utilisation
des ressources re´seaux pour les connexions sur les machines distantes. Une approche
qui consiste a` administrer toutes les entite´s logicielles a` partir d’une seule machine
qu’on appelle administration centralise´e, peut engendrer plusieurs proble`mes. La
machine qui administre donc qui exe´cute les multiples ope´rations d’administration
verra sa consommation des ressources augmenter due : aux couˆts de la communica-
tion entre la machine qui administre et les machines sur lesquelles on administre ;
a` la cre´ation des processus pour l’exe´cution des ope´rations d’administration. Cela
peut entraˆıner une de´gradation de la performances du syste`me d’administration.
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He´te´roge´ne´ite´ : L’administration a` grande e´chelle d’une application re´partie
conside`re de milliers de machines distribue´es sur des sites tre`s he´te´roge`nes. Par
exemple les machines des sites peuvent fonctionner sous Windows (XP ou Vista)
avec une architecture processeur de 32bits, d’autres sous Linux (Ubuntu, Debian,
SUSE, etc.) avec une architecture processeur de 64 et 32bits, certaines peuvent avoir
une faible capacite´ de me´moire, etc. Le syste`me d’administration doit tenir compte
de cette caracte´ristique d’he´te´roge´ne´ite´ lors de l’administration de l’application.
Contributions
Nous pre´sentons dans cette section un aperc¸u de nos diffe´rentes propositions
pour palier aux proble`mes pre´ce´demment pre´sente´s : expressivite´ , performance
et he´te´roge´ne´ite´ .
La premie`re contribution porte sur l’expressivite´ du formalise de description
des parame`tres de configuration et de l’architecture de l’application. L’objectif ici est
de proposer un formalisme ade´quat tenant compte du facteur d’e´chelle. Pour cela,
nous proposons une approche de description en intension base´e sur un formalisme
graphique. Cette approche permet la configuration de nombreuses instances d’entite´s
logicielles et de l’architecture globale de l’application avec beaucoup plus de facilite´
et moins de verbosite´. Ainsi un administrateur n’a plus besoin de de´crire chaque
instance logicielle a` administrer et l’interaction entre chacune de ces instances. Il
suffit qu’il de´crive de fac¸on intensionnelle l’architecture de son application. Pour une
application de type client/serveur, l’administrateur peut de´crire de fac¸on intension-
nelle la configuration de 500 clients et 50 serveurs dont 10 clients par serveur donc 1
serveur est interconnecte´ avec 10 clients. Contrairement a` l’approche de description
en extension qui ne´cessite pour cet exemple, 500 configuration pour les clients et
50 pour les serveurs, notre approche ne ne´cessite qu’une configuration des clients et
une configuration des serveurs.
La deuxie`me contribution porte sur la performance de l’administration. L’ide´e
de base consiste a` re´partir le couˆt et la charge de l’administration sur plusieurs ma-
chines afin d’ame´liorer la performance en terme de consommation de ressources. L’un
des objectifs de cette re´partition est de diminuer le temps de de´ploiement et le temps
de re´action (de´tection de panne, reconfiguration, etc.) permettant ainsi d’augmenter
la performance du syste`me d’administration. On parle alors de la de´centralisation
de l’administration. Nous proposons e´galement la personnalisation de la phase
d’installation. En effet le couˆt du de´ploiement est principalement duˆ a` l’installa-
tion de l’application sur les machines distantes. Personnaliser cette phase permet de
diminuer le couˆt de l’installation. Par exemple l’administrateur peut mettre des stra-
te´gies d’installation en place lie´es a` l’environnement de de´ploiement : la proximite´
des clusters, l’installation d’un serveur SAMBA/NFS sur un site, etc.
Enfin la dernie`re contribution apporte une solution au proble`me d’he´te´roge´-
ne´ite´ . Cette contribution est scinde´e en deux parties. La premie`re partie permet
de de´crire l’infrastructure mate´rielle afin d’exprimer sa topologie, ses caracte´-
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ristiques et sa structure he´te´roge`ne. Dans la deuxie`me partie, un gestionnaire de
l’he´te´roge´ne´ite´ utilise cette description pour se´lectionner et installer le paquetage
compatible pour chaque machine selon les caracte´ristiques mate´rielles et logicielles.
Dans la suite de cette partie, nous pre´sentons plus en de´tail dans trois chapitres
les contributions pre´ce´demment re´sume´es. Pour chaque chapitre, nous commenc¸ons
par un bref rappel des proble`mes auxquels la contribution tente de re´pondre. En-
suite une description ge´ne´rale de la contribution est pre´sente´e. Le contexte de nos
travaux porte essentiellement sur le syste`me TUNe. Ainsi nous montrons comment
ces contributions sont applique´es puis implante´es dans le syste`me TUNe.
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5.1 Rappel du proble`me
L’administration d’une application ne´cessite un langage de description des entite´s
logicielles et de l’architecture logicielle de l’application. Dans un contexte de grande
e´chelle, le nombre d’entite´s logicielle est multiple, il est donc plus commode d’uti-
liser un langage tenant compte de ce facteur d’e´chelle. Les langages de description
d’architecture logicielle ont pour objectif de fournir une vue structure´e de l’applica-
tion dans l’optique de l’administrer sur une infrastructure mate´rielle. Ils sont base´s
sur des concepts commune´ment accepte´s : les composants de´finissent les entite´s de
base d’une application ; les connecteurs de´finissent les types d’interaction entre les
composants ; la configuration de´finit le parame´trage des composants. La multiplicite´
d’instances logicielles dans un contexte de grande e´chelle engendre un proble`me lors
de la description de l’application. Dans la suite de cette section, nous e´voquons ces
proble`mes dans les syste`mes : TUNe, JADE et GoDIET.
TUNe : Le syste`me d’administration TUNe propose l’utilisation du formalise
UML pour de´crire l’architecture et les parame`tres de configuration d’une applica-
tion. Cette description est effectue´e dans un diagramme de´nomme´ diagramme de
configuration. Chaque entite´ logicielle est de´crite dans un e´le´ment UML. Les pa-
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rame`tres de configuration sont repre´sente´s par les attributs. L’administration d’une
architecture DIET de 10 SeD ne´cessite 10 e´le´ments UML dans le diagramme de confi-
guration. Cette approche ne passe pas a` l’e´chelle car chaque instance logicielle doit
eˆtre de´crite. On se retrouve dans le diagramme de configuration autant d’e´le´ments
UML que d’instances logicielles a` administrer.
JADE : Le framework JADE utilise le langage Fractal ADL pour de´crire l’archi-
tecture logicielle et la configuration d’une application. Fractal ADL est un langage
de´claratif qui permet de de´crire des architectures logicielles a` base de composants
Fractal. La syntaxe du langage est base´e sur XML. L’administration avec JADE ne´-
cessite la description de chaque instance logicielle sous forme d’un composant primitif
Fractal. Les parame`tres de configuration sont repre´sente´s par des attributs compo-
sants. Les de´pendances entre les instances logicielles sont exprime´es par des liaisons
Fractal. Pour de´ployer une application DIET de 5 LA et 100 SeD dont chaque LA
est relie´ a` 20 SeD, chaque instance SeD, LA doit eˆtre de´crite (une description de 105
composants Fractal). Ensuite, il faut exprimer la liaison de chaque instance LA aux
20 SeD correspondants. Nous nous retrouvons a` la fin de cette ope´ration avec 100
lignes de code XML pour juste effectuer les liaisons entre les LA et les SeD.
GoDIET : Le langage de description utilise´ par ce syste`me de de´ploiement de
DIET est e´galement base´ sur le formalisme XML. Pour de´ployer une architecture
DIET, chaque instance d’agents (MA et LA) et chaque instance de serveurs SeD est
de´crite dans un fichier XML propre a` GoDIET. Une composition de balise XML est
utilise´e pour de´crire les de´pendances entre les agents. Par exemple, pour exprimer
qu’un agent MA est lie´ (interpre´tation du fils dans la structure arborescente de
DIET) a` un LA, il faut exprimer dans la description de l’agent MA, celle du LA.
Cette approche est a` la fois verbeuse et ne permet pas le passage a` l’e´chelle vu que
chaque agent ou de serveur doit explicitement eˆtre de´crit.
L’administration d’une application passe par une phase de description des para-
me`tres de configuration et de l’architecture logicielle. Cette phase a pour but d’ex-
primer dans un formalisme, l’architecture logicielle et la description des parame`tres
de configuration de l’application. Cela peut engendrer de proble`mes d’expressivi-
te´s lorsque le nombre d’instances logicielles devient important. Dans ce cas, il faut
de´crire les parame`tres de chaque instance ainsi que la connectivite´ sous forme de
de´pendances entre les instances d’entite´s logicielles. Cette approche que nous appe-
lons expression en extension ne passe a` l’e´chelle vu le nombre d’instances logicielles
a` administrer.
Dans la suite de ce chapitre, nous pre´sentons la contribution apporte´e au ni-
veau de l’expressivite´ particulie`rement sur la description de l’architecture logicielle
et les parame`tres de configuration d’une application. Nous commenc¸ons par intro-
duire, dans la premie`re section, le principe ge´ne´ral de la contribution. Puis nous
appliquons cette contribution au syste`me TUNe. Nous terminons par l’implantation
d’ un algorithme appele´ algorithme de liaison qui va permettre la construction de
pattern d’architecture logicielle.
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5.2 Expression en intension et pattern d’architec-
ture
5.2.1 Principe ge´ne´ral
L’objectif principal de cette contribution sur l’expressivite´ est de proposer
un formalisme permettant de de´crire plusieurs instances logicielles tout en tenant
compte du facteur d’e´chelle. Le formalisme propose´ doit eˆtre moins verbeux et per-
mettre la description de nombreuses instances logicielles. Nous proposons pour cela :
la description en intension. Le concept de description en intension permet de
de´crire les entite´s logicielles par classe sans de´crire chaque instance de cette classe.
Pour une application DIET, on peut de´crire une classe MA compose´e de 5 ins-
tances, une classe de 100 LA, une classe de SeD compose´e de 500 instances serveurs.
Il suffit juste de de´crire les proprie´te´s de la classe comme parame`tres de configura-
tion communs aux instances de cette classe. Au lieu d’effectuer une description de
plus 600 instances logicielles (5 MA + 100 LA + 500 SeD), l’administrateur de´crit
seulement 3 classes (la classe des MA, LA et SeD) d’entite´s logicielles.
Question : comment exprimer la de´pendance entres les instances des classes ?
Par exemple comment exprimer le fait que :
– chaque instance de MA est relie´e a` 20 LA (ou a` au moins/maximum 20 LA) ;
– chaque instance LA est relie´e a` une instance de MA ;
– chaque instance LA est relie´e a` 5 SeD (ou a` au moins/maximum 5 SeD) ;
– chaque instance de SeD est relie´e a` une seule instance de LA.
Pour re´pondre a` cette question, nous proposons la construction de pattern d’archi-
tecture. Apre`s la description en intension de chaque classe logicielle, les de´pendances
entre les instances des classes sont e´galement exprime´es. Un algorithme que nous de´-
taillons dans la partie implantation va construire l’architecture globale en extension a`
partir de la description en intension des classes et l’expression de leurs de´pendances.
Un exemple d’expression de pattern d’architecture : description de 50 LA et 100
SeD dont chaque instance LA est relie´e a` 2 SeD et chaque instance SeD
est relie´e a` une instance LA.
5.2.2 Application a` TUNe
La description de l’architecture d’une application peut eˆtre effectue´e en utilisant
des langages textuels (ADL) mais aussi des langages graphiques. Ainsi un certain
nombre de travaux s’orientent sur l’utilisation de la syntaxe et du vocabulaire d’UML
pour la conception non seulement des applications, mais e´galement des architectures
logicielles dans l’optique de les de´ployer. Il s’agit donc d’utiliser UML comme un
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ADL. En effet la notation UML, depuis sa nouvelle version 2.0, introduit la notion
de composants et de diagrammes structurels facilitant la mode´lisation d’architec-
tures. L’approche dans TUNe consiste a` utiliser les concepts UML pour de´crire les
diffe´rentes configurations et l’architecture de l’application. Ce langage graphique et
intuitif facilite la description de tout type d’application.
Un profil UML est introduit pour de´crire graphiquement l’architecture logicielle
et les parame`tres de configuration de l’application a` administrer. Les entite´s logi-
cielles sont de´crites dans des e´le´ments UML. Les de´pendances sont exprime´es par la
notion d’association. Le premier avantage est que UML est plus intuitif que le lan-
gage de description d’architecture base´ sur XML et ne ne´cessite pas un apprentissage
supple´mentaire aux administrateurs. Un exemple de description d’une architecture
DIET est pre´sente´ sur la figure 5.1. Cet exemple est compose´ d’un MA, de 3 LA et
5 SeD dont chaque LA est relie´ au minimum a` 1 SeD et au maximum a` 2 SeD. Tous
les SeD sont relie´s a` 1 seul LA. Tous les LA sont relie´s au MA. Pour des raisons de
lisibilite´, nous avons omis les parame`tres de configuration.
Figure 5.1 – Description d’une architecture DIET
Nous proposons d’utiliser des classes UML pour de´crire les instances d’une entite´
logicielle de fac¸on intensionnelle. Cette notion de classe permet la description des
instances logicielles qu’on veut de´ployer. Pour cela, nous introduisons un attribut
spe´cifique initial qui indique le nombre initial d’instances logicielles a` administrer.
Ainsi chaque classe du profil UML correspond a` un type d’entite´s logicielles qui peut
eˆtre instancie´ en plusieurs re´plicas selon la valeur de l’attribut initial. Un exemple
de description en intension est illustre´ par la figure 5.2. Cet exemple montre la des-
cription de 500 serveurs SeD d’une application DIET avec illustration de ge´ne´ration
du SR e´quivalent.
Une de´pendance entre deux classes d’entite´s logicielles est repre´sente´e par une
association au sens UML. Cette association dispose des ports (ou cardinalite´s) qui
repre´sentent des contraintes sur la de´pendance entre les instances de deux classes
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Figure 5.2 – Description en intension de 500 serveurs SeD (sedMatSUM des
serveurs qui effectuent de sommes matricielles)
associe´es. Un lien entre deux instances ge´ne`re une liaison entre les composants wrap-
pers Fractal instancie´s depuis ces deux instances. Un exemple est pre´sente´ par la
figure 5.3 ou` une architecture DIET compose´e d’une instance MA, de 3 instances
LA et de 5 instances SeD. L’instance MA doit eˆtre relie´e a` toutes les instances (* )
LA et chaque instance LA doit eˆtre relie´e a` une seule instance (1 ) de MA. Chaque
instance LA doit eˆtre relie´e a` au minimum, une instance et au maximum 2 instances
(1..2 ) de SeD. Chaque instance SeD doit eˆtre relie´e a` une seule instance (1 ) LA.
Figure 5.3 – Utilisation de ports pour exprimer la de´pendance entre les instances
de classe
5.2.3 Mise en œuvre dans le syste`me TUNe
Comme e´voque´ pre´ce´demment, on peut remarquer qu’une cardinalite´ est asso-
cie´e a` chaque liaison (association). Nous proposons dans cette section la mise en
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œuvre d’un algorithme de construction d’architecture logicielle en extension a` partir
de la description en intension. L’algorithme prend en entre´e la description en inten-
sion avec les contraintes de cardinalite´ sur les associations. Nous commenc¸ons par
expliquer la se´mantique des cardinalite´ sur les associations. Selon le sche´ma de la
figure 5.4, soient A (initA) et B (initB) deux classes d’entite´s logicielles relie´es ou`
initA est la valeur de l’attribut initial de la classe du logiciel A et initB celle du
logiciel B.
Figure 5.4 – Sche´ma expliquant la se´mantique des cardinalite´s
La se´mantique est alors la suivante : A (initA) minA..maxA—minB..maxB
B (initB) : chaque instance du logiciel A doit eˆtre relie´e au minimum a` minB ins-
tances du logiciel B et au plus a` maxB instances du logiciel B. Chaque instance du
logiciel B doit eˆtre relie´e au minimum a` minA instances du logiciel A et au maxi-
mum maxA instances du logiciel A. Ainsi il doit y avoir au minimum minA×initB
instances de A (initA ≥ minA×initB) et minB×initA instances de B (initB
≥ minB×initA)
Quelques exemples de valeurs de minA, maxA, minB, maxB :
– A (initA) 1—1 B (initB) : chaque instance du logiciel A doit eˆtre relie´e a` une
instance du logiciel B et chaque instance du logiciel B a` une instance du logiciel
A. Ainsi, il doit y avoir autant de logiciels A que de logiciels B et donc initB
= initA. Cette cardinalite´ est par exemple utilise´e pour associer une sonde a`
chaque logiciel. Dans ce cas particulier minA = maxA = 1 et minB = maxB
= 1 ;
– A (initA) 1—u B (initB) : chaque instance du logiciel A doit eˆtre relie´e a`
u instances du logiciel B et chaque instance du logiciel B doit eˆtre relie´e a`
une seule instance du logiciel A. Ainsi, nous devons avoir initA×u logiciels B
et initB = initA×u. Cette cardinalite´ est par exemple utilise´e pour faire des
de´ploiements en arbre, comme pour DIET.
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L’objectif ici est de proposer un algorithme afin d’effectuer les liaisons selon la
valeur des cardinalite´s. L’algorithme doit eˆtre capable de construire une architecture
logicielle en extension tout en respectant les contraintes sur les cardinalite´s. Selon
le sche´ma de la figure 5.4, l’exe´cution de l’algorithme doit lier chaque instance de
l’entite´ A au minimum a` minB de l’entite´ B et au maximum au maxB de l’entite´
B. Cette meˆme contrainte doit eˆtre ve´rifie´e pour l’entite´ B. Nous proposons un al-
gorithme appele´ algorithme de liaison permettant la ge´ne´ration de l’architecture
a` composants et d’effectuer les liaisons de fac¸on cohe´rente entre ces composants lo-
giciels. A partir de la figure 5.4, nous de´crivons le principe ge´ne´ral de l’algorithme.
L’ide´e principale de l’algorithme est de supposer au pre´alable que toutes les instances
de deux entite´s logicielles sont lie´es les unes aux autres. Ensuite les liaisons sont de´-
faites (casse´es) jusqu’a` ce que les contraintes sur les associations soient satisfaites.
La figure 5.5 illustre nos propos.
Figure 5.5 – Exe´cution de l’algorithme de liaison sur une exemple simple
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1. initA repre´sente le nombre d’instances de l’entite´ logicielle A (respectivement initB pour l’entite´ B) qui
doit initialement eˆtre de´ploye´.
2. minA est le nombre minimum d’instances de l’entite´ A qui doit eˆtre lie´ a` une seule instances de l’entite´ B.
maxA est le nombre maximum d’instances de l’entite´ A qui doit eˆtre lie´ a` une seule instance de l’entite´ B.
3. minB est le nombre minimum d’instances de l’entite´ B qui doit eˆtre lie´ a` une seule instance de l’entite´ A.
maxB est le nombre maximum d’instances de l’entite´ B qui doit eˆtre lie´ a` une seule instance de l’entite´ A.
4. liaison de chaque instance de l’entite´ A a` toutes les instances de l’entite´ B. A la fin de cette ope´ration, toutes
les instances sont lie´es les unes aux autres.
5. Si maxA > maxB, on fait un parcours des instances de l’entite´ A sinon B
6. On suppose que maxA > maxB donc on parcourt l’ensemble des instances de l’entite´ A :
Trouver : bool ;
Tant que (il existe une instance de l’entite´ A, note´e At, telle que le nombre
d’instances de B lie´es a` At > maxB) faire
Pour (Toute instance de l’entite´ A, note´e Ai) faire
Trouver ← faux ;
Si (nombre d’instances de B lie´es a` Ai > maxB) Alors
Pour (Toute instance de B lie´e a` Ai, note´e Bj) faire
Si (nombre d’instances de A lie´es a` Bj > maxA ET
¬(Bj marque´)) Alors
Marquer l’instance Bj ;
de´faire la liaison entre Ai et Bj ;
Trouver ← vrai ;
Quitter la boucle Pour ;
Fin Si
Fin Pour
Si ( ¬(Trouver)) Alors
Pour (Toute instance de B lie´e a` Ai, note´e Bj) faire
Si (nombre d’instances de A lie´es a` Bj > minA ET
¬(Bj marque´)) Alors
Marquer l’instance Bj ;
de´faire la liaison entre Ai et Bj ;
Quitter la boucle Pour ;
Fin Si
Fin Pour
Fin Si
Fin Si
Fin Pour
De´marquer toutes les instances de B ;
Fin Tant que
Algorithme 1: Algorithme de liaison
La figure 5.6 suivante donne un exemple de patterns d’architecture pour une
application DIET.
Synthe`se : Nous avons propose´ dans cette contribution une approche base´e
sur la description en intension. Avec cette description intensionnelle, nous
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Figure 5.6 – Exemple d’architecture logicielle a` grande e´chelle pour une application
DIET
pouvons de´crire plusieurs instances logicielles avec un minimum de verbosite´s. La
relation de de´pendance entre les entite´s logicielles est repre´sente´e par une association.
Les cardinalite´s de l’association repre´sentent la relation entre instances d’entite´s
logicielles. Un algorithme de liaison est propose´ pour construire l’architecture
logicielle en extension. Cet algorithme utilise la description en intension et la relation
de de´pendance entre les entite´s logicielles pour construire la description en extension
correspondante.
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6.1 Rappel du proble`me
Comme l’a mis en e´vidence le chapitre 2, les grilles de calculs sont constitue´es
d’un ensemble de clusters situe´s ge´ographiquement sur des sites diffe´rents. Un cluster
est compose´ d’un ensemble de machines homoge`nes. Nous nous inte´ressons plus
particulie`rement ici au couˆt que peut engendrer le processus d’administration sur la
machine qui administre (la machine d’administration). Ce couˆt va de´pendre a` la fois
du couˆt de la communication entre les machines et la consommation de ressources
par la machine d’administration. Il existe plusieurs ordre de grandeur pour le couˆt
de la communication :
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– entre deux threads d’un processus ou entre deux processus d’une meˆme ma-
chine ;
– entre deux machines relie´es par un re´seau haute performance d’un cluster
(SAN) ;
– entre deux clusters dans un meˆme re´seau local (LAN) ;
– entre deux sites d’un meˆme e´tat (WAN continental) ;
– et entre deux continents distincts (WAN intercontinental).
Nous nous inte´ressons a` la connexion entre deux machines pour analyser le couˆt
de la communication. Cette connexion utilise des protocoles de communications pour
acce´der a` une machine. Ces protocoles permettent d’effectuer une ope´ration (exe´-
cution d’un programme, copie des fichiers, etc.) sur une machine distante. Les plus
utilise´s sont rsh et ssh. Du point de vue technique, ces protocoles utilisent plusieurs
e´changes lors de l’exe´cution d’un programme sur la machine distante et pre´sentent
donc une charge pour la machine qui administre. Ces e´changes consistent en : (i)
la cre´ation d’un processus sur la machine distante, (ii) l’e´tablissement d’une liaison
TCP permettant d’interagir avec le processus distant et (iii) la mise en place e´ven-
tuelle sur un nœud distant d’un processus de controˆle (redirection des entre´es/sorties
et des signaux de controˆle du processus distant).
En plus du couˆt de communication re´seau duˆ a` la connexion sur les machines
pour l’exe´cution des taˆches d’administration, il y a des ressources consomme´es par
les processus d’administration. En effet le processus d’administration passe par une
phase d’installation. Cette phase consiste ge´ne´ralement a` exe´cuter plusieurs ope´ra-
tions notamment les copies des paquetages et des librairies des entite´s logicielles,
configuration de l’application, de´marrage des diffe´rentes entite´s logicielles sur les
machines distantes, etc. Toutes ces ope´rations ne´cessitent la cre´ation de plusieurs
processus sur la machine qui administre donc une consommation de ressources de
cette machine (me´moire, disque, etc.).
Le couˆt et la consommation de ressources est d’autant plus e´leve´ que l’administra-
tion s’effectue dans un contexte de grande e´chelle et que les taˆches d’administration
sont exe´cute´es par une seule machine (administration centralise´e). En effet les res-
sources d’une machine sont limite´es notamment le nombre de connexions distantes
autorise´es (1024 sous Linux) ou le nombre de processus maximum pour un utilisateur
(254 sous Linux). Nous proposons donc une approche de´centralise´e qui consiste a` ef-
fectuer l’administration a` partir de plusieurs machines. Cette approche va permettre
de contourner les limites de l’approche centralise´e car les couˆts et la consomma-
tion de ressources sont re´partis entre les machines qui administrent permettant ainsi
d’augmenter la performance du syste`me d’administration.
Comme e´voque´ pre´ce´demment, le couˆt de l’administration est duˆ essentielle-
ment a` la communication re´seau (entre la machine qui administre et les machines
administre´es) et l’exe´cution des ope´rations d’administration notamment le proces-
sus d’installation. Ce processus est caracte´rise´ par un enchaˆınement de plusieurs
ope´rations, ge´ne´ralement code´es en dur dans le code source des syste`mes d’adminis-
tration. L’exe´cution de ces ope´rations est automatiquement effectue´e par le syste`me
Administration d’applications re´parties a` grande e´chelle
6.2. DE´CENTRALISATION DE L’ADMINISTRATION 88
d’administration lors de l’installation d’une application. Il est donc impossible de
personnaliser cette exe´cution afin par exemple de maitriser la copie des paquetages
ou tenir compte de la spe´cificite´ de l’environnement d’exe´cution (des paquetages de´ja`
installe´s sur les machines, existence d’un serveur SAMBA/NFS sur une partie de la
grille, etc.)
Synthe`se :
La premie`re proble´matique que nous avons aborde´e dans cette section est l’ana-
lyse du couˆt et la charge de l’administration. En effet l’administration d’une ap-
plication a un couˆt marginal a` une petite e´chelle comme sur un cluster et un couˆt
important a` une grande e´chelle comme sur la grille. Ce couˆt provient essentielle-
ment des diffe´rentes taˆches du de´ploiement (installation des paquetages, configu-
ration, de´marrage) et de reconfiguration (de´tection de panne, re´paration, etc.). La
deuxie`me proble´matique pre´sente´e porte sur les processus d’installation. Cette phase
du de´ploiement est ge´ne´ralement implante´e en dur dans le code source des syste`mes
d’administration. Dans ce cas, les processus d’installation sont automatiquement
exe´cute´s sans possibilite´ de controˆle.
Dans la suite, nous pre´sentons dans une premie`re partie l’approche base´e sur la
de´centralisation de l’administration afin de distribuer le couˆt et la charge. La person-
nalisation de la phase d’installation est pre´sente´e en vue de donner la possibilite´ aux
administrateurs d’une part de tenir compte du contexte et de la spe´cificite´ de l’infra-
structure mate´rielle lors de l’administration ; d’autre part de pouvoir mettre en place
des strate´gies d’installation de leurs applications afin d’augmenter la performance.
6.2 De´centralisation de l’administration
6.2.1 Principe ge´ne´ral
Comme nous avons vu dans la section pre´ce´dente, l’approche centralise´e ne passe
pas a` l’e´chelle. Dans cette approche, une seule machine est charge´e d’effectuer tous
les appels distants ne´cessaires au de´ploiement et a` la gestion de l’application. L’ad-
ministration devient difficile lorsque l’application est compose´e de plusieurs milliers
d’entite´s logicielles qui doivent eˆtre de´ploye´es et ge´re´es sur un ensemble de sites
distribue´s. L’augmentation du nombre de participants (nœuds et entite´s logicielles)
entraˆıne une augmentation du couˆt et de la charge de l’administration.
Une solution simple permettant de contourner ces limites est de de´centraliser
l’administration [TH09] [TSHB10]. Cela consiste a` re´partir l’exe´cution des taˆches
d’administration sur plusieurs machines. Ainsi le couˆt et la charge sont re´partis
entre plusieurs nœuds. Pour cela nous proposons de de´ployer plusieurs syste`mes
d’administration. Chaque syste`me d’administration de´ploye´ va se charger de l’ad-
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ministration une partie de l’application, donc se voir de´le´guer une partie des taˆches
d’administration.
Question : comment proce´der au de´ploiement des syste`mes d’administration ?
Pour re´pondre a` la question, nous conside´rons un syste`me d’administration comme
une application. Cette application peut donc eˆtre de´ploye´e par le syste`me d’admi-
nistration. Autrement dit le syste`me d’administration va s’auto-de´ployer. L’objectif
est de faire participer un syste`me d’administration au de´ploiement de ses instances.
Question : comment spe´cifier les syste`mes d’administration a` de´ployer ? Com-
ment de´terminer le nombre de syste`mes d’administration a` de´ployer ?
Pour spe´cifier les syste`mes d’administration a` de´ployer, nous proposons, pour
des raisons de performances et de souplesses que l’architecture des syste`mes d’ad-
ministration a` de´ployer soit de´crite de fac¸on arborescente par l’administrateur. Cela
va permettre a` un administrateur d’une part de spe´cifier l’ensemble de syste`mes
qu’il veut de´ployer ; d’autre part d’exprimer comment le de´ploiement de ces sys-
te`mes doit eˆtre effectue´. Chaque nœud de cette arborescence repre´sente un syste`me
d’administration a` de´ployer. La se´mantique de lien entre pe`re et fils de l’arbre est
le de´ploiement. Chaque nœud de l’arbre va de´ployer ses fils. Ainsi nous obtenons
un de´ploiement de´centralise´ et hie´rarchique des syste`mes d’administration. Le pro-
ble`me qui se pose, est le de´ploiement de la racine de l’arbre vu que chaque fils est
de´ploye´ par son pe`re. Pour cela nous proposons que le syste`me racine soit lance´
par l’administrateur. Ce syste`me racine est alors responsable de poursuivre le de´-
ploiement des autres syste`mes d’administration en occurrence ses fils. Une fois que
tous les syste`mes d’administration sont de´ploye´s, l’administration proprement dite
de l’application peut de´buter.
Question : comment les taˆches d’administration sont de´le´gue´es entre les sys-
te`mes d’administration ? Ou comment spe´cifier a` un syste`me d’administrer telle
partie de l’application ?
Apre`s le de´ploiement des syste`mes d’administration, ceux-ci sont charge´s d’ad-
ministrer une partie de l’application. Cette information (la partie de l’application
qu’un syste`me doit administrer) est de´termine´e lors de la description des syste`mes.
En effet, nous proposons de parame´trer les syste`mes d’administration. Ainsi plu-
sieurs parame`tres de configuration sont introduits afin de spe´cifier : les parties de
l’application a` administrer, le nœud ou le cluster sur lequel le syste`me est de´ploye´,
etc.
Notre approche vise a` re´partir les taˆches d’administration sur plusieurs nœuds.
Le seul syste`me d’administration qui effectue l’administration, dans le cas d’une
approche centralise´e, est remplace´ par un ensemble de syste`mes d’administration
organise´ de fac¸on hie´rarchique favorisant l’efficacite´ de l’administration. Cette ap-
proche offre divers avantages :
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– une meilleure re´partition de la charge entre les diffe´rents syste`mes d’adminis-
tration ;
– une plus grande stabilite´ du syste`me (si un des syste`mes d’administration
tombe en panne, les autres syste`mes d’administration peuvent se re´organiser
pour le re´parer) ;
– une gestion simplifie´e et autonome de chaque syste`me d’administration (par
exemple dans le cas d’une grille, on peut de´ployer un syste`me d’administration
par cluster. Chaque syste`me d’administration est responsable des applications
de´ploye´es sur son cluster).
La figure 6.1 suivante re´sume le processus d’administration de´centralise´e.
Selon la figure 6.1, les modifications a` effectuer par rapport a` une administration
centralise´e sont : (i) la description de la hie´rarchie et les parame`tres de configuration
des syste`mes d’administration ; (ii) le de´ploiement des syste`mes d’administration
(le premier syste`me qui est la racine de l’arbre est de´ploye´ par l’administrateur) ;
(iii) de´clenchement du processus d’administration par les syste`mes pre´ce´demment
de´ploye´s.
En re´sume´, nous avons pre´sente´ dans cette section la de´centralisation de l’ad-
ministration afin de re´partir la charge et le couˆt de l’administration sur plusieurs
machines. Les syste`mes d’administration sont de´crits sous forme arborescente et de´-
ploye´s de fac¸on hie´rarchique. Chaque syste`me d’administration (chaque nœud) de
l’arbre de´ploie ses fils (de´ploiement des fils par le pe`re). La racine de la hie´rarchie
est de´ploye´e par l’administrateur. Les syste`mes d’administration sont parame´tre´s
pour par exemples de´terminer : les taˆches d’administration a` effectuer, le nœud ou
le cluster d’administration.
6.2.2 Application a` TUNe
Dans cette section, nous montrons comment appliquer l’approche de de´centralisa-
tion au syste`me TUNe. Nous commenc¸ons par pre´senter le de´ploiement hie´rarchique
de TUNe. Comme e´voque´ dans la section pre´ce´dente, la hie´rarchisation ne´cessite
un formalisme permettant de l’exprimer. Nous pre´sentons donc un formalisme pour
exprimer cette hie´rarchie des TUNe a` de´ployer. Nous pre´sentons e´galement plus en
de´tails la de´le´gation des taˆches entre les TUNe. Enfin nous abordons un aperc¸u sur
la mise en œuvre (implantation) dans le syste`me TUNe.
De´ploiement hie´rarchique des TUNe
L’objectif ici est de de´ployer plusieurs TUNe de fac¸on hie´rarchique. Les TUNe
de´ploye´s forment un arbre dont la racine est de´ploye´e par l’administrateur. Chaque
nœud (sauf la racine) de l’arbre est de´ploye´ par son pe`re. Chaque TUNe de´ploye´ est
charge´ d’administrer une partie de l’application de fac¸on autonome.
Administration d’applications re´parties a` grande e´chelle
6.2. DE´CENTRALISATION DE L’ADMINISTRATION 91
Figure 6.1 – Processus d’administration de´centralise´e pour les applications patri-
moniales
Pour de´ployer une hie´rarchie de TUNe, l’administrateur doit de´crire la structure
et les parame`tres de configuration de chaque TUNe de la hie´rarchie. Pour cela nous
proposons d’introduire un nouveau diagramme pour exprimer cette description. Ce
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diagramme que nous appelons diagramme d’administration est utilise´ pour de´-
finir l’architecture de la hie´rarchie ainsi que les diffe´rentes configurations des TUNe
a` de´ployer. La figure 6.2 montre l’exemple d’un diagramme d’administration.
Figure 6.2 – Exemple d’un diagramme d’administration
Dans l’exemple de la figure, TUNeToulouse est de´ploye´ par l’administrateur.
TUNeToulouse se charge d’interpre´ter le diagramme afin de connaˆıtre ses fils qu’il
doit de´ployer et poursuit le de´ploiement des TUNe : TUNeBordeaux et TUNe-
Lyon.
Avec cette hie´rarchisation, les taˆches d’administration sont re´parties entre les
TUNe. Chaque TUNe est charge´ de l’exe´cution d’une partie des taˆches d’adminis-
tration. Par ailleurs, les TUNe pe`re et fils peuvent se de´le´guer de taˆches. Cette
de´le´gation de taˆches est ne´cessaire lorsqu’un TUNe veut par exemple, effectuer une
ope´ration d’administration (exemple rede´marrer) sur une instance d’entite´ logicielle
qui n’est pas sous son controˆle. La de´le´gation de taˆches entre les TUNe s’effectue
par le protocole RMI. Nous reviendrons plus en de´tail sur ce dernier point dans la
partie mise en œuvre.
Question : Comment de´le´guer une taˆche d’administration a` TUNe ? comment
exprimer, de´terminer qu’un TUNe doit administrer une telle partie de l’application ?
De´le´gation de taˆches d’administration entre les TUNe
Nous avons vu dans le chapitre 5 (contribution portant sur l’expressivite´) que
chaque entite´ logicielle est parame´tre´e par un attribut spe´cifique host-family qui
indique le cluster sur lequel ses instances doivent eˆtre administre´es. La valeur de l’at-
tribut host-family est un cluster de´fini dans le diagramme de nœud. Le diagramme
de nœud de´finit les clusters sur lesquels les entite´s logicielles de l’application vont
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eˆtre administre´es. Les TUNe sont e´galement parame´tre´s par le meˆme attribut host-
family. Nous utilisons ces informations pour de´le´guer les taˆches d’administration
aux TUNe.
Le parame`tre de configuration host-family d’un TUNe va de´finir a` la foi le
cluster sur lequel il est de´ploye´ (donc sur une machine du cluster) et les entite´s
logicielles qu’il administre. Autrement dit, un TUNe administre les entite´s logicielles
de son cluster.
Lors du processus d’administration, une projection entre le diagramme qui de´crit
l’infrastructure mate´rielle (diagramme de nœud) et celui qui de´crit les l’archi-
tecture de TUNe (diagramme d’administration) est effectue´e. Cette projection
permet d’affecter (en fonction du host-family) a` chaque TUNe les entite´s logicielles
qu’il administre.
Administration de l’application par les TUNe
L’administration d’une application commence par le de´ploiement des TUNe. En-
suite chaque TUNe entame l’administration d’une partie de l’application selon la
valeur de son (host-family). L’administrateur lance TUNe avec la description des
diffe´rents e´le´ments (diagramme d’administration, diagramme de configuration, dia-
gramme de description de l’infrastructure mate´rielle, diagrammes d’e´tat-transition
de configuration...). Ce premier TUNe de´ploye´ correspond au TUNe racine qui se
charge de de´ployer ses fils. La figure 6.6 montre l’enchaˆınement du processus d’admi-
nistration de´centralise´e avec les diffe´rents diagrammes repre´sente´s sur les figures( 6.3,
6.4, 6.5)
Figure 6.3 – Diagramme de configuration
La figure 6.6 montre un exemple d’administration d’une architecture DIET com-
pose´e de huit entite´s logicielles (omni, MA, LAT, LAS, LAM, SeDT, SeDS et
SeDM ). L’application est de´ploye´e par trois TUNe. Le de´ploiement commence par
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Figure 6.4 – Diagramme d’administration
Figure 6.5 – Diagramme de grid
Figure 6.6 – Processus d’administration de´centralise´e
celui de TUNe racine (TUNeT ). Ce TUNe est de´ploye´ par l’administrateur sur le
cluster C0 (e´tape 1 ). TUNeT se charge a` son tour de de´ployer les deux TUNe TUNeS
et TUNeM (e´tape 2 ). Apre`s le de´ploiement de la hie´rarchie des TUNe, chaque TUNe
entame le processus de de´ploiement de la partie de l’application qui lui est de´le´gue´e.
Ainsi TUNeT de´ploie les entite´s de son host-family (toutes les instances d’omni,
MA, LAT et SeDT ), TUNeS de´ploie (LAS, SeDS ) et TUNeM de´ploye les instances
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de l’entite´ LAM et SeDM (e´tape 3 ). Ce processus se termine par le de´marrage des
diffe´rentes instances de l’application sur les nœuds physiques.
Apre`s le de´ploiement des TUNe et l’installation de la partie de l’application de´-
le´gue´e a` chaque TUNe, le proble`me de synchronisation du de´marrage des diffe´rentes
entite´s logicielles de l’application s’impose. Pour clarifier nos propos, nous prenons
un exemple sur une architecture DIET compose´e d’une instance MA, d’une instance
LA (LA1 ) relie´e au MA et de deux types SeD de plusieurs instances (SeD1 de n
instances, SeD2 de m instances). Supposons que les taˆches d’administration du MA,
SeD1 soient de´le´gue´es a` un TUNe T1 et LA1, SeD2 au TUNe T2. Pour une ar-
chitecture DIET le MA doit eˆtre de´marre´ avant les LA qui doivent a` leur tour eˆtre
de´marre´s avant les SeD donc T2 ne peut pas de´marrer les entite´s logicielles (LA1,
SeD2 ) sans que TI ait de´marre´ le MA. Il faut respecter l’ordre de de´marrage glo-
bal de l’application et synchroniser ce de´marrage. Dans notre exemple, une solution
consiste a` faire de´marrer le MA par TUNe T1. Ensuite T1 effectue une demande de
de´marrage de LA1 a` T2 et attend que ce dernier termine ce de´marrage. T2 rec¸oit
cette demande et entame l’exe´cution du processus de de´marrage du LA1. Apre`s le
de´marrage du LA1 par T2 et un retour de confirmation de terminaison, T1 peut de´-
marrer toutes les n instances du serveur SeD1 puis effectue a` nouveau une demande
de de´marrage des m instances du serveur SeD2 a` TUNe T2. Nous constatons dans
cet exemple que le processus de de´marrage est orchestre´ par un TUNe (T1 ). Dans
le cas du syste`me TUNe, le processus de de´marrage est de´finit dans le diagramme
d’e´tat-transition startchart. Nous proposons donc de faire exe´cuter ce diagramme
par TUNe racine de la hie´rarchie. Ce dernier va se charger de la synchronisation en
effectuant des appels aux autres TUNe.
Nous avons donc de´le´gue´ la taˆche d’exe´cution du diagramme de de´marrage au
TUNe racine. Cependant tout appel de me´thode (par exemple le de´marrage d’une
entite´ logicielle) a` partir du diagramme startchart sur une entite´ non administre´e
par TUNe racine est transmis au TUNe ayant la charge d’administrer cette entite´.
Cet appel de me´thode pre´cise le nom de l’entite´ concerne´e et le nom de la provenance
de l’appel (nom du TUNe). Lors de la re´ception d’un appel par un TUNe, celui-ci
tente d’exe´cuter la me´thode sur toutes les instances de l’entite´. En cas d’e´chec,
l’appel de me´thode est soit transmis a` ses fils, apre`s avoir ve´rifie´ l’existence d’un
fils qui administre l’entite´ concerne´e, soit transmis au pe`re si l’appel ne provient
pas de ce dernier. Cela permet de limiter la transmission d’appel de me´thodes entre
les TUNe. La figure 6.8 suivante re´sume le processus d’administration de´centralise´e
avec le diagramme de de´marrage repre´sente´ sur la figure 6.7.
Pour illustrer nos propos, nous expliquons l’exe´cution du diagramme startchart
(figure 6.8) correspondant a` l’application de la figure 6.6. Ce diagramme est exe´-
cute´ par TUNeT (TUNe racine). L’exe´cution commence par le de´marrage des en-
tite´s omni et MA. Cela consiste a` exe´cuter omni.start suivi de MA.start. Cette
se´quence d’exe´cution de´clenche le de´marrage des instances d’omni et MA en effec-
tuant les appels de me´thode start sur ces dernie`res. Les deux entite´s omni et MA
sont sous l’administration de TUNeT (de host-family C0), par conse´quence les
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Figure 6.7 – Le diagramme de de´marrage startchart de l’architecture DIET de la
figure ??
exe´cutions pre´ce´dentes sont effectue´es par TUNeT. TUNeT poursuit l’exe´cution
du diagramme par le de´marrage des LA (LAT.start, LAS.start, LAM.start) de fac¸on
paralle`le. Il exe´cute l’appel de me´thode start sur les instances de LAT sous son admi-
nistration. Cependant les deux autres appels (LAS.start, LAM.start), sont transmis
aux fils. TUNeT envoie LAS.start au TUNeS et LAM.start au TUNeM. Lors de
la re´ception de cet appel par les deux TUNe, chacun exe´cute la me´thode start sur
les instances de l’entite´ indique´e dans l’appel. Une attente de synchronisation est ef-
fectue´e afin que le de´marrage des LA soit termine´ avant d’entamer celui des SeD. La
suite de l’exe´cution est le de´marrage des SeD (SeDT.start, SeDS.start, SeDM.start).
TUNeT exe´cute SeDT.start et transmet les appels de me´thodes SeDS.start et
SeDM.start a` ses fils ayant la charge de l’administration de SeDS et SeDM. Ces
derniers sont charge´s d’effectuer le de´marrage des serveurs(SeDS, SeDM ) de fac¸on
locale.
En re´sume´, le processus d’administration de´centralise´e s’effectue comme suit :
– L’administrateur de´ploie le premier TUNe ( la racine de la hie´rarchie) ;
– Chaque TUNe de la hie´rarchie de´ploie ses fils ;
– Les TUNe de´ploye´s entament le de´ploiement de l’application proprement dit ;
– Enfin le de´marrage de l’application est effectue´ par TUNe racine qui se charge
de l’exe´cution du diagramme d’e´tat-transition (startchart) et la de´le´gation
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Figure 6.8 – De´le´gation de la taˆche de de´marrage des instances logicielles d’une
application
des taˆches de de´marrage de chaque entite´ logicielle aux TUNe approprie´s
(charge´ de l’administration de l’entite´ logicielle).
6.2.3 Mise en œuvre dans le syste`me TUNe
Nous avons vu dans le chapitre 3 sur la pre´sentation de TUNe qu’il y a deux
niveaux d’exe´cution. Le premier est le niveau du Syste`m Representation (SR) et le
second est le niveau patrimonial. Nous pre´sentons dans cette section les modifica-
tions effectue´es sur le code source de TUNe afin de re´partir le niveau patrimonial
et sauvegarder le niveau SR. Nous pre´sentons ensuite comment les TUNe commu-
niquent afin de de´le´guer les taˆches d’administration (demande de de´marrage d’une
entite´ logicielle, reconfiguration d’une instance d’entite´ logicielle etc.)
6.2.3.1 Re´partition des niveaux d’exe´cution : SR et patrimonial
Comme e´voque´ pre´ce´demment, TUNe a deux niveaux d’exe´cution (figure 3.3 du
chapitre 3 contexte applicatif). Le niveau System Representation SR qui est la re-
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pre´sentation sous forme des composants Fractal de l’architecture de l’application. Ce
niveau s’exe´cute sur la machine de TUNe (la machine d’administration). Le second
est le niveau patrimonial qui est la repre´sentation du SR sur les machines physiques
donc re´parti sur plusieurs machines. Un composant wrapper d’une instance logicielle
du niveau SR permet d’orchestrer le processus d’administration de cette instance lo-
gicielle au niveau patrimonial. Par exemple, pour une architecture DIET compose´e
d’une instance MA relie´e a` une instance LA, TUNe cre´e deux composants wrapper
Fractal relie´s par une liaison Fractal qui se chargent du processus d’administration.
Cette architecture Fractal correspond au SR. Si on effectue par exemple un appel
du type MA.start, le composant wrapper Fractal va se charger de de´marrer l’entite´
MA sur la machine physique alloue´e au MA.
Question : Dans le cas de plusieurs TUNe, faut-il dupliquer ou fragmenter le
SR au niveau des TUNe ?
Nous pre´sentons dans la suite, comment les deux niveaux (SR et patrimonial)
sont re´partis dans l’extension de TUNe (de´centralise´).
Introduction des wrappers proxy et re´els
Pour distinguer les wrappers des entite´s logicielles administre´es par un TUNe
et ceux qui ne les sont pas, nous avons introduit la notion de composant wrapper
re´el et proxy. Dans TUNe hie´rarchise´, nous disposons de deux types de composant
wrapper au niveau SR a` savoir :
– Composant wrapper re´el : qui repre´sente le composant wrapper d’une entite´
logicielle administre´e par TUNe local ;
– Composant wrapper proxy : utilise´ comme un repre´sentant d’un composant
wrapper re´el administre´ par un autre TUNe (donc pas sous l’administration
du TUNe local).
Un composant wrapper proxy d’un TUNe a pour fonction de relayer les requeˆtes
de demande de service entre les composants wrappers re´els de ce TUNe et ceux
des autres TUNe. Un service d’un composant wrapper re´el local a` un TUNe (donc
administre´ par TUNe local) peut appeler un service d’un autre composant wrapper
re´el distant (administre´ par un autre TUNe) comme si celui-ci e´tait fourni par un
wrapper re´el local (i.e. l’interface d’administration n’est pas modifie´e). Le wrapper
proxy fournit les meˆmes services que le wrapper re´el. Ne´anmoins, les services fonc-
tionnels ne sont pas exe´cute´s sur ce wrapper. Chaque composant wrapper re´el admet
au sein du SR d’un autre TUNe le composant wrapper proxy qui le pre´sente. Ainsi,
lorsqu’un composant wrapper re´el d’une entite´ logicielle demande un service a` un
composant wrapper proxy, cette demande est transmise par TUNe local au TUNe
ayant la charge d’administrer cette entite´ logicielle. Le re´sultat est ensuite re´cupe´re´
par le TUNe distant et transmis au TUNe local. Dans l’exemple de la figure 6.9, le
composant wrapper du LA1 de TUNe1 peut lire un parame`tre de configuration du
composant MA (par exemple le parame`tre $this.MA.nodeName : le nom de la ma-
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chine d’administration du MA, this pour de´signer le composant wrapper re´el LA1 )
en passant par le wrapper proxy du MA. Ce composant proxy s’adresse a` TUNe1
qui se charge de transmettre la requeˆte de lecture a` TUNe0. TUNe0 re´cupe`re le pa-
rame`tre de configuration (nodeName) du composant wrapper re´el MA et transmet
le re´sultat a` TUNe1.
Au niveau patrimonial, seuls les composants wrappers re´els sont repre´sente´s.
En effet les wrappers proxy ne sont pas administre´s, il n’est donc pas ne´cessaire
qu’ils soient repre´sente´s au niveau patrimonial. La figure 6.9 illustre nos propos.
Pour TUNe0, seules les entite´s logicielles MA, LA2 et SeD2 qu’il administre sont
repre´sente´es au niveau patrimonial. TUNe1 repre´sente au niveau patrimonial les
entite´s LA1 et SeD1 qui sont sous son controˆle.
Figure 6.9 – Re´partition des niveaux
Nous avons vu que la communication entre les composants wrappers re´els et
proxy passent la communication entre les TUNe.
Question : comment les TUNe communiquent ?
Communication entre les TUNe
Pour qu’un wrapper proxy d’un TUNe local demande un service (par exemple la
lecture d’un parame`tre de configuration) avec un wrapper re´el d’un TUNe distant,
le wrapper proxy passe par TUNe local. TUNe local se charge de transmettre la
demande (de lecture) au TUNe disant. Pour e´tablir cette transmission, il est ne´ces-
saire de faire communiquer les TUNe. La communication entre les TUNe est base´e
sur le protocole RMI. En effet chaque TUNe dispose d’un serveur e´ventuellement de
plusieurs clients RMI permettant la communication inter-TUNe (entre les TUNe).
L’interface de ce serveur RMI permet d’acce´der aux composants wrappers re´els d’un
TUNe (acce´der aux parame`tres de configuration, exe´cuter une me´thode sur une en-
tite´ logicielle, etc.). La figure 6.10 suivante illustre nos propos.
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Figure 6.10 – Communication entre les TUNe
L’architecture DIET de la figure 6.10 est administre´e par deux TUNe. Le premier
TUNe (TUNe0) de´ploie les agents (MA, LA2 ) et les instances du serveur SeD2.
Le deuxie`me TUNe va administrer l’agent LA1 et le groupe de serveurs (SeD1 ).
TUNe0 peut de´le´guer le de´marrage des serveurs SeD1 (SeD1.start) a` TUNe1.
Pour cela, il utilise la re´fe´rence du serveur RMI de TUNe1 (Ref TUNe1 ) pour
appeler la me´thode execute (figure 6.11).
En re´sume´, le de´roulement du processus d’administration de´centralise´e est le
suivant :
– L’administrateur de´ploie le premier TUNe (la racine de la hie´rarchie) ;
– Chaque TUNe de la hie´rarchie de´ploie ses fils ;
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public interface TuneIt extends Remote
{
public void execute ( S t r ing source , S t r ing softwareName , S t r ing targetName ,
Object [ ] a rgs ) throws RemoteException ;
. . . .
}
Figure 6.11 – Interface d’un TUNe
– Apre`s le de´ploiement d’un TUNe, celui-ci commence par le de´marrage de son
serveur RMI et l’enregistrement de la re´fe´rence dans RMI registry (qui s’exe´-
cute sur son nœud) ;
– Chaque TUNe (ayant au moins un fils) re´cupe`re les re´fe´rences des serveurs
RMI de ses fils ainsi que les noms des entite´s logicielles de´ploye´es par toute la
hie´rarchie ;
– Chaque TUNe (sauf la racine) re´cupe`re la re´fe´rence du serveur RMI de son
pe`re ;
– La ge´ne´ration de l’architecture Fractal est effectue´e ;
– Les TUNe de´ploye´s entament le de´ploiement de l’application proprement dit ;
– Enfin, le de´marrage de l’application est effectue´ par TUNe racine qui se charge
de l’exe´cution du diagramme d’e´tat-transition (startchart) et de la de´le´gation
des taˆches de de´marrage d’une entite´ logicielle aux TUNe approprie´s (charge´
de l’administration de l’entite´ logicielle).
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6.3 Personnalisation de la phase d’installation
Apre`s avoir pre´sente´ nos contributions sur la de´centralisation du processus d’ad-
ministration, nous montrons comment permettre une personnalisation de la phase
d’installation afin de tenir compte de la spe´cificite´ de l’environnement d’administra-
tion. L’objectif de cette section est de pre´senter notre approche pour personnaliser le
processus d’installation. L’approche est base´e sur la description des ope´rations d’ins-
tallation et leurs enchaˆınements. Avec cette description, l’administrateur personna-
lise le processus d’installation de son application. Nous commenc¸ons par pre´senter
notre approche de fac¸on ge´ne´rale. Ensuite nous expliquons comment appliquer cette
approche au syste`me d’administration TUNe.
6.3.1 Principe ge´ne´ral
Le processus d’installation d’une application est compose´e d’un ensemble d’acti-
vite´s. Ces activite´s sont exe´cute´es par le syste`me d’administration et varient ge´ne´-
ralement en fonction du contexte d’administration. L’installation d’une application
consiste a` mettre en place un environnement d’administration en cre´ant par exemple
des re´pertoires d’installation sur les nœuds distants ou en effectuant des transferts
des paquetages. L’objectif ici est de personnaliser ces diffe´rentes activite´s.
Question : comment un administrateur peut personnaliser le processus d’instal-
lation ? Cette personnalisation de´vient difficile lorsque le processus d’installation est
caˆble´ dans le syste`me d’administration.
Pour illustrer la ne´cessite´ de personnaliser l’installation d’une application, nous
de´crivons dans la suite de cette section, le processus d’installation d’une application
DIET implante´ dans le syste`me d’administration TUNe. Nous montrons ensuite un
exemple de de´ploiement d’une architecture DIET qui ne´cessite une personnalisation
de la phase d’installation. Enfin nous pre´sentons notre approche de personnalisation
du processus d’installation.
Processus d’installation d’une architecture DIET
Comme e´voque´ pre´ce´demment, le processus d’installation est caˆble´ dans le code
source de la plus part des syste`mes d’administration notamment dans le syste`me
TUNe. Par exemple pour installer des serveurs SeD, TUNe exe´cute les pe´rations
suivantes :
– cre´ation du re´pertoire d’installation sur le nœud alloue´ a` l’entite´ logicielle ;
– cre´ation des de´mons sur les nœuds. Ces de´mons sont charge´s de l’exe´cution
effective des taˆches de de´ploiement ;
– copie des fichiers binaires et les librairies dans le re´pertoire d’installation.
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Ces ope´rations ge´ne´ralement code´es en dur sont automatiquement exe´cute´es par
le syste`me d’administration lors du processus de de´ploiement. L’administrateur n’a
donc aucun controˆle sur les ope´rations d’installation. Par exemple, lorsqu’un serveur
NFS est installe´, la copie des paquetages sur tous les nœuds n’est plus ne´cessaire. Il
suffit en effet d’effectuer une seule copie des fichiers binaires dans le re´pertoire NFS.
Pour illustrer nos propos, nous allons de´crire un contexte de de´ploiement d’une
application DIET qui ne´cessite la personnalisation du processus d’installation. Nous
disposons d’un re´pertoire NFS contenant les paquetages (fichiers binaires, libraires)
de toutes les entite´s logicielles (OMNI, MA, LA, SeD). Ce re´pertoire est accessible
a` partir des nœuds sur lesquels l’application est administre´e. Il n’est donc plus ne´-
cessaire de cre´er de re´pertoire d’installation ou de copier des fichiers binaires sur les
nœuds physiques. Des re´pertoires locaux sont cre´es sur chaque machine pour la ge´-
ne´ration des fichiers de configuration et le stockage de fichiers de log. Le processus de
de´ploiement pre´ce´dent ne nous permet pas d’effectuer l’installation dans ce contexte
particulier vu que les ope´rations d’installation et l’enchaˆınement de ces ope´rations
sont pre´de´finis par le syste`me. Pour reme´dier a` ce proble`me, nous proposons une
personnalisation de la phase d’installation.
Notre proposition est base´e sur un langage de description des processus d’ins-
tallation. L’utilisation d’un langage pour de´crire les processus d’installation permet
essentiellement aux administrateurs de de´crire donc personnaliser l’installation se-
lon leurs besoins. Ce langage fournit une se´quence de primitives basiques permettant
d’effectuer la cre´ation de re´pertoires, faire de transfert de fichiers ou plus ge´ne´ra-
lement exe´cuter de commandes pour installer une application. De meˆme il est in-
te´ressant de pouvoir de´finir des primitives pour exe´cuter des ope´rations de fac¸on
paralle`le ou se´quentielle (copie se´quentielle ou paralle`le). Ainsi l’administrateur de´-
crit les processus d’installation de son application. Cette description est interpre´te´e
par le syste`me d’administration pour de´clencher l’exe´cution des ope´rations d’instal-
lations sur les machines physiques.
Pour ce type de langage, il est inte´ressant de pre´voir les traitements a` effectuer
en cas d’erreur lors de l’exe´cution des ope´rations d’installation. Cette proble´matique
n’est pas traite´e dans cette the`se. Un choix peut eˆtre de revenir a` l’e´tat initial
en de´faisant l’ope´ration de´ja` exe´cute´e [HHW99]. Cela impose d’associer a` chaque
ope´ration, une autre ope´ration permettant de la de´faire. Un autre choix peut eˆtre
de revenir a` un e´tat cohe´rent pre´de´fini.
Nous avons vu dans cette section la ne´cessite´ de pouvoir personnaliser la phase
d’installation et comment donner la possibilite´ aux administrateurs de personnaliser
cette phase du de´ploiement. Nous avons propose´ d’introduire un langage de des-
cription des ope´rations d’installation. Le syste`me d’administration interpre`te cette
description puis exe´cute les ope´rations qui la contient.
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6.3.2 Application a` TUNe
Processus d’installation dans le syste`me TUNe
Le de´ploiement d’une application dans TUNe commence par l’exe´cution d’une
se´quence d’ope´rations qui se de´clenche par le de´marrage des composants wrappers
Fractal des toutes les instances d’entite´s logicielles. Les ope´rations exe´cute´es par ces
composants sont :
– allocation d’un nœud au sein de la famille de nœuds host-family ;
– cre´ation du re´pertoire d’installation sur le nœud pre´ce´demment alloue´ ;
– copie du Runtime de TUNe dans le re´pertoire d’installation ;
– copie du fichier archive contenu dans l’attribut software de la classe UML de
l’entite´ logicielle ;
– de´compression de l’archive sur le nœud distant ;
– de´marrage du de´mon de TUNe sur le nœud alloue´ ;
– cre´ation d’une liaison RMI entre le composant wrapper de l’entite´ logicielle et le
de´mon de TUNe pre´ce´demment cre´e´ afin de faire communiquer les composants
wrappers de la couche SR et les de´mons de la couche patrimoniale ;
– requeˆtes ping : envoi d’un paquet de donne´es sur le re´seau et attente de l’accuse´
de re´ception sur le de´mon jusqu’a` obtenir une re´ponse signifiant que la cre´ation
du s’est bien de´roule´e.
Une fois que l’exe´cution de toutes ces ope´rations sont termine´es, TUNe entame
le de´marrage et la configuration de l’application en exe´cutant le diagramme de re-
configuration nomme´ startchart.
Notre objectif est d’utiliser un formalisme pour de´crire ces ope´rations afin de
permettre d’utiliser des ope´rations personnalise´es, modifier la se´quence d’exe´cution.
Pour y parvenir, nous proposons comme formalisme d’installation, les diagrammes
e´tat-transition qui sont utilise´s par TUNe pour (re)configurer et de´marrer une appli-
cation. Les diagrammes d’e´tat-transition permettent de spe´cifier une suite d’actions
a` effectuer, l’ordre de ces actions et le niveau de paralle´lisation souhaite´ entre elles.
Cela a pour avantage l’utilisation des concepts existants dans TUNe permettant
ainsi de minimiser les modifications a` effectuer au niveau du code source. Nous
introduisons donc un nouveau diagramme de´nomme´ diagramme d’installation.
Les ope´rations du diagramme d’installation doivent principalement eˆtre effec-
tue´es sur les nœuds. Pour pouvoir effectuer des ope´rations sur les nœuds depuis
le diagramme d’e´tat-transition et homoge´ne´iser ainsi l’environnement d’administra-
tion, nous proposons d’introduire de wrapper pour les nœuds physiques. Ces wrap-
pers vont permettre a` un administrateur d’interagir sur les nœuds au niveau patri-
monial depuis le diagramme de reconfiguration du niveau SR. Les nœuds vont donc
eˆtre administre´s comme les entite´s logicielles. Cela fait l’objet de la section mise en
œuvre.
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6.3.3 Mise en œuvre dans le syste`me TUNe
Administration des nœuds
L’objectif ici est de pouvoir appeler depuis le diagramme d’installation, l’exe´cu-
tion d’une ope´ration d’installation sur un nœud. Nous proposons pour cela, d’intro-
duire un wrapper pour les nœuds. Ce wrapper est de´crit dans le formalisme WDL
comme les wrappers des entite´s logicielles et va contenir les ope´rations d’installation.
Les ope´rations d’installation les plus utilise´es sont pre´de´finies par de´faut notamment
(cp : copie des ressources logicielles sur une machine, mkdir : cre´ation d’un re´pertoire,
etc.).
Au niveau SR de TUNe, nous introduisons un attribut supple´mentaire wrapper
pour les clusters de´finis dans le diagramme de nœuds. Cet attribut indique le fichier
WDL associe´ aux nœuds du cluster. Le fichier WDL va permettre l’encapsulation
des nœuds du cluster dans des composants Fractal que nous appelons wrapper node.
Au meˆme titre que les composants wrappers des entite´s logicielles, ces composants
fournissent une interface uniforme de´finie par le wrapper du fichier WDL du clus-
ter. Cette interface peut fournir diverses ope´rations : copie de ressources, cre´ation
ou suppression d’un re´pertoire ou plus ge´ne´ralement l’exe´cution d’un script shell
ne´cessaire pour l’installation d’une application, etc.
Au niveau patrimonial, la gestion des nœuds est assure´e par un autre de´mon
diffe´rent de celui qui ge`re les entite´s logicielles (DEL : de´mon entite´ logicielle). Ce
de´mon que nous appelons DN : de´mon node, est exe´cute´ sur tous les nœuds adminis-
tre´s. Lorsque TUNe alloue un nœud a` une instance d’entite´ logicielle, le wrapper node
correspondant a` ce nœud au niveau SR de´marre un de´mon sur ce dernier au niveau
patrimonial et une liaison RMI est cre´e´e entre le de´mon et son composant wrap-
per node. Cette liaison RMI permet la communication entre le composant wrapper
node qui s’exe´cute au niveau SR et son de´mon du niveau patrimonial. Pour exe´cuter
une ope´ration de´finie dans WDL du cluster d’un nœud depuis le SR, le composant
wrapper node utilise la liaison RMI pour de´le´guer l’ope´ration au de´mon au niveau
patrimonial. Le de´mon va se charger de l’exe´cution effective de l’ope´ration sur le
nœud physique. La figure 6.12 montre l’encapsulation des nœuds et la re´partition
des de´mons correspondants.
La figure 6.12 montre une architecture logicielle compose´e de plusieurs instances
d’entite´s logicielles de´ploye´es sur 6 nœuds. Nous remarquons sur la figure que des
composants wrappers node sont instancie´s au niveau SR afin d’administrer les nœuds
au niveau patrimonial a` travers les de´mons. Nous remarquons e´galement que plu-
sieurs instances d’entite´s logicielles peuvent eˆtre de´ploye´es sur le meˆme nœud. Ce-
pendant un seul de´mon node est cre´e sur un nœud.
Plusieurs mots cle´s sont introduits :
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Figure 6.12 – Introduction de wrapper pour les nœuds
– Le mot cle´ node a e´te´ introduit pour acce´der au(x) nœud(s) d’une ou plusieurs
instances logicielles. Ce mot cle´ permet d’effectuer une ope´ration d’installation
sur un nœud d’une entite´ logicielle. Par exemple LA.node.mkdir (« /tmp » )
permet de cre´er sur les nœuds des toutes les instances LA le re´pertoire /tmp.
LA.node est applique´ a` une classe LA donc retourne un ensemble de nœuds
(le nœud de chaque instance de LA) :
– s’il n’existe qu’une seule instance LA, LA.node retourne un seul nœud ;
– si plusieurs instances LA partagent le meˆme nœud, la redondance est sup-
prime´e.
– Pour dire qu’on s’adresse au diagramme de nœuds (mot cle´ grid). L’ope´ration
grid.toulouse.mkdir (« /tmp ») cre´e le re´pertoire /tmp sur tous les nœuds du
cluster toulouse ;
– Pour dire qu’on s’adresse au diagramme de configuration (le mot cle´ config).
Par exemple pour une architecture DIET, l’ope´ration config.MA.LA.SeD.configure
est e´quivalente a` l’ope´ration SeD.configure (la configuration des toutes les ins-
tances SeD). L’ope´ration config.*.configure permet de configurer toutes les
entite´s logicielles (symbole * ) du diagramme de configuration.
Quelques ope´rations sont de´finies par de´faut dans TUNe notamment :
– mkdir : cette primitive est applique´e aux nœuds et permet de cre´er un re´-
pertoire. Elle prend en parame`tre le chemin absolu du re´pertoire a` cre´er.
L’exe´cution de SeDSUM.node.mkDir (« /tmp/dirConfig ») cre´e le re´pertoire
/tmp/dirConfig sur tous les nœuds de toutes les instances de l’entite´ SeDSUM.
L’exe´cution commence tout d’abord par collecter les nœuds des instances de
Administration d’applications re´parties a` grande e´chelle
6.3. PERSONNALISATION DE LA PHASE D’INSTALLATION 107
l’entite´ SeDSUM. Ensuite le re´pertoire est cre´e sur chaque instance nœud de
la collection ;
– cp : cette primitive est e´galement applique´e aux nœuds. Elle prend deux pa-
rame`tres. Le premier parame`tre indique le nom de la ressource a` copier. Le
deuxie`me parame`tre indique le re´pertoire dans lequel la ressource est copie´e.
L’exe´cution de SeDSUM.node.cp (« sed.tgz », « /tmp/dirBin ») copie dans le
re´pertoire /tmp/dirBin les fichiers binaires des serveurs de DIET sur les nœuds
de toutes les instances de l’entite´ SeDSUM ;
– rmdir : cette primitive permet de supprimer un re´pertoire. Elle a le compor-
tement inverse de la primitive mkdir ;
– deploy : cette primitive applique l’algorithme d’installation de´fini par de´faut
par TUNe. Elle s’applique a` une entite´ logicielle. Elle peut prendre un para-
me`tre qui indique le re´pertoire d’installation. Elle commence par cre´er soit le
re´pertoire d’installation indique´ dans le parame`tre de configuration (dirLocal)
soit celui passe´ comme parame`tre. Ensuite le paquetage (la valeur du para-
me`tre software) de toutes les instances de l’entite´ d’appelle est copie´ dans
le re´pertoire cre´e pre´ce´demment. L’exemple SeDSUM.deploy cre´e le re´pertoire
d’installation sur tous les nœuds de toutes les instances de l’entite´ SeDSUM.
Le paquetage (sed.tgz ) est ensuite copie´ dans le re´pertoire dirLocal.
La figure 6.13 montre un exemple d’un diagramme d’installation pour une archi-
tecture DIET. Sur cette figure, l’architecture DIET a` installer est compose´e d’une
seule instance MA, de 50 LA et de 500 SeD dont 10 SeD par LA. Toutes les enti-
te´s logicielles seront installe´es sur les machines du cluster toulouse. Ce cluster a un
serveur NFS (Network File System) accessible aux autres nœuds. Les fichiers de
configuration de chaque agent est ge´ne´re´ localement. L’installation de l’architecture
DIET commence par la cre´ation d’un re´pertoire dans le re´pertoire NFS pour copier
les fichiers binaires de DIET (il faut noter que MA.node retourne un seul nœud car
il n’existe qu’une seule instance de MA). Le processus se poursuit par la cre´ation des
re´pertoires locaux pour la ge´ne´ration des fichiers de configuration sur les nœuds de
chaque agent. Ensuite, les fichiers binaires compresse´s (tgz ) sont copie´s et de´com-
presse´s par l’ope´ration unzip de´finie par l’administrateur dans le fichier WDL du
cluster toulouse contrairement aux autres ope´rations qui sont pre´de´finies par TUNe
(mkdir, cp, etc.).
Synthe`se : Cette partie contribution porte sur la performance du syste`me
d’administration. Nous avons propose´ une approche base´e sur la de´centralisation
de l’administration et la personnalisation de la phase d’installation du de´-
ploiement. La de´centralisation permet de re´partir le couˆt et la charge du processus
d’administration. La personnalisation permet de mettre des strate´gies d’installa-
tion et de tenir compte de la spe´cificite´ de l’environnement d’administration afin
d’augmenter la performance (un exemple significatif est la diminution du nombre
de copies a` effectuer en utilisant l’installation d’un serveur SAMBA ou NFS sur
les clusters). Un formalisme est propose´ pour de´crire l’architecture hie´rarchique des
syste`mes d’administration a` de´ployer ainsi que la re´partition des taˆches entre ces der-
niers. Cette description est effectue´e dans un diagramme supple´mentaire introduit
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Figure 6.13 – Exemple d’un diagramme d’installation
de´nomme´ diagramme d’administration. Le de´ploiement des syste`mes d’adminis-
tration est effectue´ de fac¸on hie´rarchique. Un autre diagramme d’e´tat-transition est
introduit afin d’exprimer le processus d’installation (diagramme d’installation).
L’administrateur de´crit dans ce diagramme, l’enchaˆınement des ope´rations a` exe´cu-
ter pour installer son application. Cela va lui permettre de personnaliser, adapter le
processus d’installation selon ses besoins.
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Chapitre 7
He´te´roge´ne´ite´ : Gestion de
l’he´te´roge´ne´ite´
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7.1 Rappel du proble`me
Proble`me d’he´te´roge´ne´ite´ de la grille
On a vu pre´ce´demment qu’un des proble`mes d’une grille de machines est l’he´te´-
roge´ne´ite´. Une grille est compose´e d’un ensemble de clusters distribue´s sur plusieurs
sites inde´pendants. Les administrateurs de chaque site ont la liberte´ de choisir les
syste`mes d’exploitation, les types de mate´riels en particulier l’architecture processeur
des machines, et les politiques de se´curite´ applique´es aux machines. Les machines
d’une grille sont de type divers et sont en grand nombre et physiquement disperse´es
sur une vaste aire ge´ographique. Elles sont mate´riellement he´te´roge`nes, en particu-
lier les familles de processeurs et les re´seaux d’interconnexions a` haute performance.
Elles sont e´galement he´te´roge`nes en terme de logiciels, en particulier les syste`mes
d’exploitation, les bibliothe`ques de programmation, et les environnements d’exe´cu-
tions installe´s. Elles ont des capacite´s et des performances he´te´roge`nes et variables
dans le temps. Cette caracte´ristique d’he´te´roge´ne´ite´ peut engendrer de proble`mes
lors de l’administration d’une application. Une application peut exister en plusieurs
versions qui peuvent eˆtre de´pendantes du syste`me d’exploitation, de l’architecture
processeur, de la quantite´ me´moire, du disque dur, etc. Le syste`me d’administration
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doit installer sur chaque machine, la version de l’application qui lui est compatible
selon ses caracte´ristiques mate´rielles et logicielles.
Dans la suite de cette partie, nous commenc¸ons par faire un bref rappel sur la
description de la grille dans TUNe. Ensuite nous pre´sentons une nouvelle description
de la grille afin d’exprimer son he´te´roge´ne´ite´ (la structure organisationnelle, la com-
position de la grille en sous cluster, la proximite´ des clusters, la spe´cificite´ de certains
nœuds au sein d’un cluster, etc.). Enfin nous pre´sentons notre approche de gestion
de l’he´te´roge´ne´ite´ lors du de´ploiement d’une application ainsi que l’application de
cette approche et l’implantation au syste`me TUNe.
7.2 L’approche de gestion de l’he´te´roge´ne´ite´
7.2.1 Principe ge´ne´ral
TUNe est un syste`me d’administration autonome oriente´ vers les environnements
homoge`nes de type cluster. Le proble`me d’he´te´roge´ne´ite´s ne se pose pas dans ce type
d’environnement vu que toutes les machines ont les meˆmes caracte´ristiques mate´-
rielles et logicielles. Cependant lorsqu’on s’oriente vers un environnement de type
grille, le proble`me d’he´te´roge´ne´ite´s se pose. En effet un environnement de type grille
est compose´ de plusieurs clusters ayant des caracte´ristiques diffe´rentes, intercon-
necte´s par des re´seaux diffe´rents. Cette caracte´ristique particulie`re lie´e aux grilles
engendre de proble`mes d’he´te´roge´ne´ite´s. Pour reme´dier a` ce proble`me, nous propo-
sons d’une part une nouvelle description de l’infrastructure mate´rielle afin d’exprimer
sa structure he´te´roge`ne. D’autre part nous introduisons la notion de famille de logi-
ciels. La description de l’infrastructure mate´rielle va nous permettre de regrouper les
machines selon les caracte´ristiques communes. Cette description peut eˆtre utilise´e
par le syste`me d’administration lors de l’installation des paquetages.
Une famille de logiciels est un ensemble de logiciels destine´ a` eˆtre installe´ sur
les meˆmes types de machines. Elle est caracte´rise´e par un ensemble d’informations
ne´cessaires au bon fonctionnement des logiciels qui la constitue. Parmi ces infor-
mations, nous pouvons citer : le syste`me d’exploitation ; le type du processeur (x86
et x86-64, Itanium, Power, PowerPC, Sparc, Alpha, etc.). Par exemple, on peut
compiler une application DIET pour les machines ayant un syste`me d’exploitation
Linux (Ubuntu) et un type de processeurs x86. Cette compilation constitue une fa-
mille de logiciels pouvant eˆtre de´ploye´e sur un cluster compose´ que des machines qui
s’exe´cutent sous Ubuntu et ayant des processeurs de type x86.
Comme e´voque´ pre´ce´demment une grille de calculs est compose´e d’un ensemble
de clusters disperse´ sur plusieurs sites. Un cluster est compose´ d’un ensemble de
nœuds homoge`nes localise´s ge´ographiquement dans une meˆme localite´ (campus uni-
versitaire, centre de calcul, entreprise ou chez un individu). La description de la
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grille va mettre en e´vidence l’homoge´ne´ite´ des machines. En utilisant cette homoge´-
ne´ite´, nous proposons de disposer d’une famille de logiciels par groupe de machines
homoge`nes ou simplement par cluster.
En plus de cette notion de famille de logiciels, nous introduisons la notion de
de´poˆt (repository). Un de´poˆt de logiciels (software repository), souvent abre´ge´ en
de´poˆt, est une sorte de base de donne´es ou` les familles de logiciels sont stocke´es
en vue de leur de´ploiement par les outils d’administration. Par exemple la plupart
des distributions Linux utilisent des de´poˆts accessibles sur Internet, officiels et non-
officiels, permettant aux utilisateurs de te´le´charger et de mettre a` jour des logiciels
sous forme de paquets. Un de´poˆt a un protocole d’acce`s. Il peut eˆtre situe´ sur une
machine locale auquel cas son acce`s est effectue´ localement. Il peut e´galement eˆtre
situe´ sur une machine distante auquel cas il est acce´de´ par un protocole d’acce`s
spe´cifique (ssh, http, svn, etc.). Nous proposons de de´crire les de´poˆts de logiciels en
indiquant les paquetages qu’ils contiennent, les protocoles utilise´s pour acce´der a` ces
paquetages. Chaque paquetage est identifie´ par un nom symbolique avec une URL
pour y acce´der. Ces noms symboliques sont utilise´s dans la description des entite´s
logicielles pour identifier le nom de leur paquetage. Nous affectons par ailleurs a`
chaque cluster (comme parame`tre de description), un descripteur des de´poˆts logiciels
lors de la description de l’infrastructure mate´rielle afin d’indiquer le point d’acce`s
ou` les paquetages (compatibles avec les nœuds du cluster) peuvent eˆtre te´le´charge´s
et installe´s sur ce cluster.
Pour installer le paquetage d’une entite´ logicielle, le syste`me d’administration :
– identifie le nom symbolique note´ NP du paquetage associe´ a` l’entite´ logicielle ;
– identifie le cluster note´ C sur lequel l’entite´ logicielle doit eˆtre administre´e ;
– lit le descripteur du de´poˆt du cluster C pour retrouver le paquetage NP et
l’URL correspondante ;
– utilise l’URL pre´ce´demment identifie´e pour te´le´charger et installer le paquetage
NP sur la machine de TUNe (pour la gestion de caches et e´viter le te´le´charge-
ment lors du prochain acce`s) puis vers la machine cible.
7.2.2 Application au syste`me TUNe
Description de la grille dans TUNe
Comme e´voque´ dans le chapitre 3 sur le contexte applicatif, TUNe repre´sente
la grille comme un ensemble de clusters. Chaque cluster est repre´sente´ par une
classe UML avec des caracte´ristiques sous forme d’attributs. Ces caracte´ristiques sont
communes aux nœuds du cluster. Aucune relation de de´pendances n’est exprime´e
entre les clusters.
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Question : Comment peut-on exprimer par exemple que le cluster de toulouse
est compose´ de deux sous clusters ou qu’un nœud d’un cluster est un serveur LDAP
donc particulier au sein du cluster ?
Pour re´pondre a` cette question, il est ne´cessaire de proposer une nouvelle ap-
proche de description de la grille afin de pouvoir exprimer sa topologie et sa structure
he´te´roge`ne.
Description de la structure he´te´roge`ne de la grille
Une grille est par de´finition compose´e de plusieurs clusters. Un cluster peut
e´ventuellement eˆtre compose´ des sous clusters dont les nœuds ont certaines carac-
te´ristiques communes notamment : le chemin d’installation de java, protocole de
connexions a` distance utilisable (ssh, oarsh...) etc. Nous proposons d’introduire la
notion de composition dans la description de la grille. Une relation d’association est
introduite pour exprimer l’appartenance d’un nœud spe´cifique au sein d’un cluster.
Cette relation est cre´e´e entre le nœud spe´cifique et le cluster auquel il appartient.
La notion d’he´ritage est e´galement introduite. En effet les caracte´ristiques com-
munes entre les sous clusters qui composent un cluster vont eˆtre de´finies au niveau
des caracte´ristiques du cluster composant. Ainsi parmi les caracte´ristiques d’un sous
cluster, seules celles qui lui sont spe´cifiques sont a` de´finir. La figure 7.1 montre la des-
cription d’une infrastructure mate´rielle grille compose´e de trois clusters (toulouse,
bordeaux et lyon). Le cluster de toulouse est compose´ de deux sous clusters :
site irit et site enseeiht. Deux nœuds du cluster de bordeaux ont e´te´ nomme´s
(nodeLog et nodeRepository). Les caracte´ristiques communes aux trois clusters
sont de´finies par la grille. Tous les clusters he´ritent des caracte´ristiques de la grille.
Cette repre´sentation est simple et garde une cohe´rence entre la de´finition d’une grille
(composition de clusters) et sa description en profil UML.
Notre approche de description de l’infrastructure mate´rielle donne une abstrac-
tion de la grille mais pas le de´tail des interconnexions entre les machines, et montre
quelles sont les caracte´ristiques communes aux machines du meˆme sous cluster. Cette
information de plus haut niveau et plus synthe´tique est plus facilement et directe-
ment exploitable par le gestionnaire du de´ploiement.
Gestion de l’he´te´roge´ne´ite´ lors du de´ploiement
Au sein d’un cluster, les machines partagent ge´ne´ralement les meˆmes architec-
tures mate´rielles (processeur) et le meˆme type de syste`me d’exploitation. Ainsi pour
ge´rer l’he´te´roge´ne´ite´, nous avons introduit un nouvel attribut sourceList aux ca-
racte´ristiques pre´de´finies d’un cluster. Cet attribut indique (pour un cluster donne´)
le nom du fichier qui contient l’adresse des de´poˆts des paquetages compatibles aux
nœuds. Chaque ligne du fichier repre´sente l’acce`s a` un paquetage d’une entite´ lo-
gicielle de´finie dans le diagramme de configuration de l’application. Lors de la des-
cription d’une entite´ logicielle, un attribut software est de´fini qui indique le nom
de son paquetage (les fichiers binaires et les librairies ne´cessaires au fonctionnement
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Figure 7.1 – Description de la structure he´te´roge`ne de la grille
du logiciel). Ce nom est simplement symbolique et associe´ a` une URL dans le fichier
sourceList du cluster. Cette URL va permettre le te´le´chargement du paquetage ; du
de´poˆt vers le nœud de l’instance de l’entite´ logicielle correspondante. La figure 7.2
montre un exemple du contenu d’un fichier sourceList. Dans ce fichier, les lignes
sont du type :
nom symbolique du paquetage protocole :URL
Figure 7.2 – Exemple d’un fichier de de´poˆt
Pour de´ployer une instance logicielle :
– un nœud lui est alloue´ au sein de son host-family ;
– la se´lection du paquetage compatible au nœud est effectue´e a` partir de la valeur
de l’attribut software du logiciel (le nom symbolique) et l’adresse de ce dernier
dans le fichier indique´ par l’attribut sourceList de son host-family ;
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– le paquetage de l’entite´ est te´le´charge´ selon le protocole indique´ ou simplement
acce´de´ a` partir d’un re´pertoire local (protocole file). Le paquetage est ensuite
transfe´re´ dans un re´pertoire local a` TUNe permettant ainsi de ge´rer les caches.
Avant tout te´le´chargement d’un paquetage, TUNe consulte d’abord le cache
afin de ve´rifier si le paquetage a` te´le´charger n’est pas pre´sent dans le cache. Si le
fichier se trouve dans le cache, un transfert est effectue´ a` partir du re´pertoire
de cache vers le re´pertoire d’installation du logiciel. Sinon le paquetage est
te´le´charge´ selon l’adresse indique´e dans le fichier sourceList. L’approche qui
consiste a` ge´rer les caches limite le nombre d’acce`s au de´poˆt. Ainsi l’acce`s n’est
effectue´ que si ne´cessaire. Le sche´ma de la figure 7.3 illustre nos propos.
Figure 7.3 – Utilisation d’un de´poˆt
Synthe`se : Nous avons pre´sente´ une contribution sur la gestion de l’he´te´roge´-
ne´ite´s. Notre approche est base´e sur la description de la structure he´te´roge`ne
de la grille et l’introduction d’un de´poˆt logiciel (repository). Pour appliquer
cette contribution a` TUNe, nous avons introduit un attribut au niveau de la des-
cription des clusters qui va indiquer le fichier de de´poˆts logiciels. Ce fichier contient
l’adresse sous forme URL des paquetages compatibles aux machines du cluster. Nous
associons aux entite´s logicielles, le nom de leur paquetage et la famille de machines
sur laquelle elles doivent eˆtre installe´es. Pour installer une application sur les nœuds
de la grille, le syste`me d’administration utilise a` la fois la description de la grille et
le de´poˆt logiciel des clusters. Les paquetages sont te´le´charge´s selon l’adresse URL et
le nom symbolique puis automatiquement installe´s sur chaque machine administre´e.
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7.3 Re´sume´ des contributions
Nous avons pre´sente´ dans cette partie nos diffe´rentes contributions portant sur :
L’expressivite´ : Nous avons propose´ la description en intension qui permet
de de´crire plusieurs instances logicielles avec un minimum de verbosite´s. Des classes
UML sont utilise´es pour de´crire les classes de logiciels avec la relation d’association
pour spe´cifier les de´pendances entre les entite´s logicielles. Une association peut avoir
des cardinalite´s afin de spe´cifier la relation de de´pendance entre les instances de
classe. Un algorithme de liaison est propose´ pour construire l’architecture logi-
cielle en extension. Cet algorithme utilise la description en intension et la relation de
de´pendances entre les entite´s logicielles pour construire la description en extension
correspondante.
La performance : Nous proposons pour cette contribution de de´centraliser l’exe´-
cution des ope´rations d’administration et de pouvoir personnaliser le processus
d’installation d’une application. La de´centralisation permet de re´partir le couˆt et
la charge du processus d’administration. La personnalisation du processus d’instal-
lation permet de tenir compte de la spe´cificite´ de l’environnement d’administration
(la proximite´ entre les clusters, l’installation d’un serveur SAMBA ou NFS sur les
clusters). Cette spe´cificite´ peut eˆtre utilise´e pour par exemple diminuer le nombre
de copies et augmenter donc la performance du syste`me d’administration.
L’he´te´roge´ne´ite´ : Notre approche de gestion de l’he´te´roge´ne´ite´ est base´e sur la
description de la grille afin de spe´cifier sa structure he´te´roge`ne et l’introduction
d’un de´poˆt logiciel (repository). Ce de´poˆt est utilise´ lors de l’installation d’une
application pour se´lectionner les paquetages compatibles aux machines d’un cluster.
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Nous pre´sentons dans ce chapitre les diffe´rentes expe´riences effectue´es pour la
validation et l’e´valuation de nos contributions. Dans un premier temps, nous de´-
crivons le contexte de re´alisation de nos expe´rimentations en pre´sentant le projet
grid5000 [CCD+05a]. Les re´sultats obtenus sont ensuite pre´sente´s et analyse´s. Nous
avons re´alise´ trois types d’expe´rimentations sur la plate-forme grid5000 afin de va-
lider le passage a` l’e´chelle de notre prototype. Le but de la premie`re expe´rience est
d’administrer une architecture DIET sur un nombre significatif de machines et de
valider le passage a` l’e´chelle du formalisme de description que nous avons propose´.
La deuxie`me expe´rience porte sur la de´centralisation de l’administration. L’objectif
de cette expe´rience est de comparer le de´ploiement effectue´ par un nombre variable
de TUNe afin d’e´tudier le nombre de syste`mes d’administration ade´quat pour ad-
ministrer une application. La dernie`re expe´rience porte sur la de´centralisation de la
reconfiguration. L’objectif est de comparer la reconfiguration locale et distante. Une
reconfiguration locale est effectue´e localement a` un cluster c’est-a`-dire l’application
a` reconfigurer et le syste`me d’administration s’exe´cutent sur le meˆme cluster. Une
reconfiguration distante consiste a` reconfigurer une application installe´e sur un clus-
ter (note´ C ) par un syste`me d’administration qui s’exe´cute sur une machine d’un
autre cluster (diffe´rent de C ).
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Dans la suite de cette section, nous commenc¸ons par pre´senter le projet grid5000
utilise´ pour nos expe´rimentations. Ensuite chaque expe´rience est pre´sente´e avec une
analyse des re´sultats obtenus.
8.1 Expe´rimentation sur Grid5000
Grid5000 est un projet de grille de calculs dont les clusters sont re´partis sur les
neuf sites suivants : Bordeaux, Grenoble, Lille, Lyon, Nancy, Orsay, Rennes, Sophia
et Toulouse. Chaque site comprend un ou plusieurs clusters. Actuellement, Grid5000
dispose d’un total de 1586 nœuds, chacun compose´ de deux a` quatre cœurs (la plu-
part des nœuds sont bi processeurs, certains processeurs contenant jusqu’a` deux
cœurs). Au total, il y a donc environ 4384 cœurs. A` l’exception d’un des clusters de
Grenoble encore en 32 bits, tous les processeurs fonctionnent en 64 bits. On trouve
ainsi des processeurs reposant sur l’architecture X86-64 (AMD OPTERON, INTEL
XEON), mais aussi sur IBM POWERPC et INTEL ITANIUM2. La connexion re´-
seau entre les clusters est assure´e par RENATER. Initialement, les clusters e´taient
connecte´s entre eux en 1Gbit/s, mais disposent actuellement d’un de´bit allant jusqu’a`
10Gbit/s. Les machines composant Grid’5000 utilisent GNU/LINUX. La plupart des
outils utilise´s sont standards. La figure 8.1 montre la re´partition des clusters entre
les diffe´rents sites.
Figure 8.1 – Re´partition des sites de Grid’5000
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Un syste`me NFS est propose´ sur chaque site de la grille. Il permet de conserver
des donne´es entre deux utilisations de la plate-forme. Le NFS d’un site est accessible
a` partir de toutes les ressources appartenant a` ce site. Cette particularite´ permet
notamment, lors du de´ploiement d’une application sur un meˆme site, de ne pas
transfe´rer explicitement les programmes et les donne´es sur les ressources. Il est en
effet possible d’atteindre un fichier en utilisant son adresse unique dans l’arbre du
syste`me de fichiers. En revanche, l’espace NFS d’un site est difficilement accessible
a` partir de ressources localise´es sur un site diffe´rent.
La plateforme Grid5000 est partage´e par plusieurs e´quipes de recherches qui ont
mis en commun un ensemble de ressources constituant la grille. Elle est accessible
par plusieurs centaines d’utilisateurs qui peuvent lancer des applications sur la grille
(ou une partie) simultane´ment. La politique d’utilisation actuelle de la plateforme
est base´e sur la re´servation pre´alable des ressources. En effet un utilisateur de la
grille commence tout par re´server des nœuds sur les diffe´rents sites qu’il souhaite
utiliser. Cela est effectue´ par un l’outil OAR ou OARGRID. L’utilisateur programme
ses re´servations en fonction des nœuds restants disponibles ; le crite`re d’attribution
est « premier arrive´, premier servi »
Toutes nos expe´riences ont e´te´ effectue´es sur la plate forme grid5000.
8.2 Expe´rience a` grande e´chelle
L’objectif ici est d’effectuer une expe´rience a` grande e´chelle afin de valider notre
prototype sur un nombre significatif de machines avec plusieurs entite´s logicielles a`
administrer. Une architecture DIET a` grande e´chelle (compose´e de nombreux agents
et serveurs) est administre´e sur de centaines de machines de grid5000.
Dans la suite de cette section, nous pre´sentons la re´servation des machines avec
l’outil OARGRID de la plate forme grid5000. Nous de´crivons ensuite l’infrastructure
mate´rielle ainsi que la description de l’architecture et les parame`tres de configura-
tion de l’application DIET. Cette description de l’application que nous proposons
est compare´e a` celle du syste`me GoDIET. Enfin nous effectuons une comparaison
entre l’administration de´centralise´e et centralise´e afin de montrer les performances
de l’approche de´centralise´e.
8.2.1 Re´servation des machines
L’objectif de cette expe´rience est de tester notre prototype dans un contexte re´a-
liste a` grande e´chelle, il fallait a` cet effet re´server plusieurs centaines de machines.
Pour cela, nous avons utilise´ l’outil OARGRID pour re´server des nœuds sur grid5000.
OARGRID est un syste`me de re´servations open source, de´veloppe´ spe´cialement pour
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la plate forme grid5000. Il permet aux utilisateurs de faire des re´servations des ma-
chines a` l’avance sur plusieurs clusters a` la fois. Nous avons pu re´server plus de 700
machines sur diffe´rents sites. La figure 8.2 montre la sortie de l’outil OARGRID
apre`s la re´servation.
Figure 8.2 – Sortie de l’outil OARGRID apre`s une re´servation
En tout, 7 clusters ont e´te´ utilise´s dont :
– 150 nœuds sur le cluster de Sophia
– 150 nœuds sur le cluster de Nancy
– 150 nœuds sur le cluster d’Orsay
– 50 nœuds sur le cluster de Lyon
– 80 nœuds sur le cluster de Lille
– 50 nœuds sur le cluster de Toulouse
– 150 nœuds sur le cluster de Bordeaux
La description de cette infrastructure mate´rielle est pre´sente´e sur la figure 8.3.
Pour des raisons de lisibilite´, les caracte´ristiques ont e´te´ omises. Nous avons regroupe´
les clusters par site. Les clusters qui sont localise´s ge´ographiquement au nord (selon
la disposition des clusters sur la carte de France) sont regroupe´s et forment siteNord
(Nancy, Lille, Orsay) et ceux qui sont localise´s au sud forment siteSud (Bordeaux,
Toulouse, Sophia). Le cluster de Lyon, qui est relativement au centre, est isole´.
Nous constatons que notre formalisme permet parfaitement de de´crire la topo-
logie et la structure de l’infrastructure mate´rielle. Les clusters sont regroupe´s par
proximite´ ge´ographique ; ce qui n’e´tait pas possible avec la description de la grille
propose´e par TUNe.
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Figure 8.3 – Description de la grille d’expe´rimentation
8.2.2 Architecture de l’application administre´e
Pour expe´rimenter, nous avons utilise´ une application DIET compose´e de 800
SeD, 40 LA, 1 MA et 1 omniNames. L’entite´ MA est relie´e aux 40 agents locaux
(LA). Chaque LA est relie´ a` 20 SeD. Pour de´ployer cette application, il faut tout
d’abord de´crire l’architecture logicielle et les parame`tres de configuration de chaque
entite´ logicielle. Ainsi graˆce a` la description en intension et l’algorithme de liaisons,
nous avons utilise´ que 5 classes UML pour effectuer la description de l’application. La
figure 8.4 montre cette description. Pour des raisons de lisibilite´, tous les parame`tres
de configuration ne sont pas mentionne´s.
Pour montrer l’efficacite´ et la simplicite´ de notre approche, nous avons compare´
notre description a` celle utilise´e par GoDIET. La figure 8.5 montre le contenu du
fichier de description de GoDIET compose´ de plus de 10.000 lignes pour de´crire la
meˆme application.
8.2.3 Administration
Pour administrer l’architecture DIET pre´ce´demment de´crite, 3 TUNe ont e´te´
utilise´s. Le premier TUNe se charge de l’administration des agents (MA et LA) et
d’omniNames. Les deux autres TUNe sont charge´s d’administrer les serveurs avec
chacun un site (siteNord et siteSud dont 400 SeD par site). La figure 8.6 montre la
hie´rarchie des TUNe de´plye´s.
Pour mesurer la performance de notre prototype en terme du temps de de´ploie-
ment, nous avons mesure´ le temps mis par trois TUNe et le temps mis par un seul
TUNe pour de´ployer l’architecture DIET. Pour les 3 TUNe, le temps de de´ploiement
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Figure 8.4 – Description de l’infrastructure logicielle
est estime´ a` 110 secondes (moins de 2 minutes). Tandis qu’avec un seul TUNe, le
temps du de´ploiement est estime´ a` plus de 350 secondes (plus de 5 minutes).
Synthe`se : L’expe´rience a` grande e´chelle mene´e dans cette section nous a mon-
tre´ la facilite´ et la simplicite´ au niveau de l’expressivite´ ainsi que la performance
de notre approche d’administration de´centralise´e. Nous avons pu de´crire une ar-
chitecture DIET compose´e de plus de 840 entite´s logicielles. Contrairement a` des
outils comme GoDIET qui demande des milliers de lignes XML pour de´crire cette
architecture DIET, notre prototype ne demande que 5 classes UML pour de´crire
l’architecture logicielle. Nous avons e´galement montre´ la performance de TUNe hie´-
rarchise´ pour un de´ploiement a` grande e´chelle. Avec trois TUNe, nous constatons un
gain de plus de 50% sur le temps de de´ploiement par rapport au de´ploiement d’un
seul TUNe sur plus de 700 machines.
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<d i e t s e r v i c e s >
<!−− Desc r ip t i on d ’ omniNames−−>
</ d i e t s e r v i c e s >
<d i e t h i e r a r c h y>
<!−− Les agents et l e s s e r v e u r s Diet . −−>
<master agent l a b e l =”MA” useDie tSta t s =”1”>
<c o n f i g s e r v e r =”host1 ”
t r a c e l e v e l =”1”
useLogServ ice =”1”
l s O u t b u f f e r s i z e =”10000”
remote binary=”dietAgent ”/>
< l o c a l a g e n t l a b e l =”LA 0” useDie tSta t s =”0”>
<c o n f i g s e r v e r =”host2 ”
t r a c e l e v e l =”1”
useLogServ ice =”1”
l s O u t b u f f e r s i z e =”10000”
remote binary=”dietAgent ”/>
<SeD l a b e l =”SeDS 0”>
<c o n f i g s e r v e r =”s i t eSud hos t2 ”
remote binary=”s e r v e r ”/>
<parameters s t r i n g =”MatSUM”/>
</SeD>
.
.
.
.
< l o c a l a g e n t l a b e l =”LA 39 ” useDie tSta t s =”0”>
<c o n f i g s e r v e r =”lyon host50 ”
t r a c e l e v e l =”1”
useLogServ ice =”1”
l s O u t b u f f e r s i z e =”10000”
remote binary=”dietAgent ”/>
. . .
<SeD l a b e l =”SeDN 399”>
<c o n f i g s e r v e r =”s i t eNord hos t340 ”
remote binary=”s e r v e r ”/>
<parameters s t r i n g =”MatPROD”/>
</SeD>
</ l o ca l ag en t>
</master agent>
</d i e t h i e r a r c h y>
Figure 8.5 – Description de l’application par GDIET
Administration d’applications re´parties a` grande e´chelle
8.3. DE´PLOIEMENT DE´CENTRALISE´ ET HIE´RARCHIQUE : VARIATION
DU NOMBRE DE TUNE 125
Figure 8.6 – Hie´rarchie des TUNe utilise´e pour l’expe´rimentation
8.3 De´ploiement de´centralise´ et hie´rarchique : va-
riation du nombre de TUNe
Nous avons pre´ce´demment mene´ une premie`re expe´rience afin de montrer l’effi-
cacite´ de la hie´rarchisation de TUNe. Nous e´tudions dans cette section dans une pre-
mie`re expe´rience, le nombre de TUNe ne´cessaires pour administrer une application.
Graˆce au diagramme d’installation introduit pour de´crire le processus d’installation,
une deuxie`me expe´rience a e´te´ mene´e afin de prendre en compte la spe´cificite´ de la
grille (installation de serveurs NFS sur les clusters.). Nous avons vu que la phase
d’installation demande beaucoup de ressources a` la machine qui administre, l’objec-
tif de cette deuxie`me expe´rience est de connaˆıtre l’influence des copies sur le temps
de de´ploiement. Le contexte de l’expe´rience est compose´ de plus de 320 nœuds dont :
– 110 sur le cluster de Nancy (cluster Grelon),
– 50 sur le cluster de Sophia (cluster Azur),
– 40 sur le cluster de Lyon (cluster Sagitaire),
– 48 sur le cluster de Bordeaux (cluster Bordeplage),
– 79 sur le cluster de Bordeaux (cluster Bordereau).
La description de l’infrastructure mate´rielle est repre´sente´e par la figure 8.7
Une application DIET compose´e d’1 omniNames, d’1 MA, 4 LA et 320 SeD
dont chaque LA est relie´ a` 80 SeD. La figure 8.8 montre les re´sultats obtenus sans
utilisation de NFS. La figure 8.10 montre le re´sultat de l’expe´rience obtenu en tenant
compte de la spe´cificite´ des clusters (installation de serveur NSF sur les clusters).
Nous nous sommes inte´resse´s a` l’e´valuation de la performance du de´ploiement
hie´rarchique. Le re´sultat de l’expe´rience montre le gain de notre approche en terme
du temps de de´ploiement. Le passage d’un TUNe a` deux, divise le temps de de´ploie-
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Figure 8.7 – Description de la grille
Figure 8.8 – Temps du de´ploiement en fonction du nombre TUNe de´ploye´s
ment par deux (plus de 50% de gain). A partir d’une hie´rarchie de 5 TUNe, nous
observons que le temps de de´ploiement a le´ge`rement augmente´. Cette augmentation
est due au nombre de TUNe disproportionne´ par rapport au nombre de nœuds et
le nombre d’instances logicielles a` administrer. Il est donc plus commode de limiter
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le nombre de TUNe selon le nombre de nœuds ou le nombre d’instances d’entite´s
logicielles a` de´ployer.
Nous avons e´galement effectue´ une expe´rience en tenant compte de l’installation
d’un serveur NFS sur les clusters. Dans ce contexte, le nombre de copies des fichiers
binaires est limite´ au nombre de serveurs NFS. Nous avons donc tenu compte de
la spe´cificite´ de l’environnement d’administration. La figure 8.9 suivante montre le
diagramme d’installation utilise´ pour cette expe´rience.
Figure 8.9 – Diagramme d’installation
La spe´cificite´ de l’environnement est la suivante : tous les clusters ont un serveur
NFS, et certains sites notamment sagitaire, azur, bordeaux (bordeplage et bordereau)
ont au pre´alable le re´pertoire d’installation et les fichiers (binaires et libraires) de
DIET installe´s sur leurs machines. Excepte´ le cluster grelon, le re´pertoire d’instal-
lation existe sur chaque cluster ainsi qu’une copie des binaires et des librairies de
l’application DIET. Il est donc inutile d’effectuer la cre´ation du re´pertoire d’instal-
lation des binaires et la copie des binaires pour les machines de ces clusters. Pour
le cluster grelon, le diagramme d’installation de la figure 8.9 commence par cre´er
le re´pertoire d’installation dans le re´pertoire NFS en utilisant le nœud spe´cifique
nodeMaster (ce nœud repre´sente un point d’acce`s au cluster). Ensuite une copie
du paquetage DIET (diet.tgz ) est effectue´e dans le re´pertoire cre´e pre´ce´demment.
Il ne reste plus qu’a` de´compresser ce fichier tgz avec la primitive unzip. Les fichiers
de configuration seront ge´ne´re´s dans les re´pertoires locaux afin de ne pas surchar-
ger le serveur NFS. La suite de l’ope´ration d’installation va cre´er le re´pertoire local
(dirlocal) sur chaque nœud des instances de toutes les entite´s logicielles (d’ou` l’uti-
lisation du mot cle´ config). Enfin toutes les instances logicielles sont configure´es.
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Cette dernie`re ope´ration a pour effet de ge´ne´rer les fichiers de configuration dans les
re´pertoires locaux. La figure 8.10 montre les re´sultats obtenus. Nous observons un
gain de plus 60% sur le temps de de´ploiement le passage d’un TUNe a` une hie´rarchie
compose´e de 4 TUNe. Ce gain est duˆ a` la fois a` la de´centralisation de l’administration
et a` la prise en compte de l’installation d’un serveur NFS qui a diminue´ le nombre
de copies a` effectuer.
Nombre de TUNe Temps d’exe´cution du de´ploiement (seconde)
1 TUNe 63
4 TUNe 25
Figure 8.10 – De´ploiement avec NFS
8.4 Reconfiguration
Pour les expe´rimentations sur la reconfiguration, nous avons de´ploye´ une archi-
tecture DIET compose´e d’un LogService (logCentral et logTool), un MA, un LA et
un ensemble de serveurs SeD. Une sonde pour l’agent LA utilise le logService pour
de´tecter les pannes et estimer le temps de re´parations. Deux types de SeD ont e´te´
utilise´s : le premier type fait de sommes matricielles (SeDS ) et le second effectue de
produits matriciels (SeDM ). Nous avons re´serve´ une centaine de machines (pre´cise´-
ment 115) sur trois clusters diffe´rents :
– 30 machines sur le cluster de Lille
– 50 machines sur le cluster de Nancy
– 35 sur le cluster de Bordeaux.
Les agents LA et MA sont de´ploye´s sur le cluster de Bordeaux. Chaque type
de serveurs SeD est de´ploye´ sur un cluster. Ainsi toutes les instances SeDS sont
de´ploye´es sur le cluster Nancy et les serveurs SeDM sont de´ploye´s sur le cluster
Lille. La figure 8.11 montre l’architecture de l’application utilise´e. Nous avons omis
les parame`tres de configuration pour des raisons de lisibilite´s.
Pour une architecture DIET, lorsqu’une panne survient (par exemple la panne
d’un LA), TUNe est charge´ de re´parer cette panne. Pour expliquer comment par
exemple une panne d’un LA doit eˆtre re´pare´e, nous rappelons le processus de de´-
marrage d’une architecture DIET.
Une architecture DIET est de´marre´e en suivant une hie´rarchie, chaque agent est
connecte´ a` son pe`re. Chaque agent s’enregistre dans l’annuaire d’omniNames afin
qu’il soit retrouve´ par les autres agents (a` travers son nom). Le MA est le premier
agent de´marre´ apre`s le de´marrage du service de nommages. Il est alors en attente
de la connexion d’un agent ou de requeˆtes en provenance des clients. Ensuite les LA
sont de´marre´s et vont s’inscrire aupre`s du MA. Deux types d’agents peuvent alors
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Figure 8.11 – Les diagrammes (reconfiguration et d’administration) utilise´s pour
expe´rimenter la reconfiguration
eˆtre connecte´s aux LA : soit des SeD soit d’autres LA pour ajouter un niveau de
hie´rarchie a` la branche.
Avec cette architecture hie´rarchique, lorsqu’un LA tombe en panne, il faut le
rede´marrer et rede´marrer toute la hie´rarchie de serveurs SeD en dessous (du LA).
Cela est ne´cessaire afin que chaque SeD puisse se re´enregistrer au pre`s de leur LA.
Afin de pouvoir tester une reconfiguration locale et distante, nous avons effectue´
deux expe´riences. La premie`re expe´rience, nous avons de´ploye´ 1 TUNe sur le cluster
de Bordeaux qui est charge´ d’administrer toute l’architecture DIET avec une sonde
pour surveiller l’agent LA. Si l’agent LA tombe en panne, la sonde va de´tecter
cette panne et lance une notification a` TUNe afin qu’il exe´cute un diagramme de
reconfiguration de re´paration. La figure 8.12 montre ce diagramme de re´paration
nomme´ repairLA. Pour simuler une panne, nous avons tue´ le processus du LA.
Ce diagramme commence par arreˆter la sonde (this.stop) afin qu’elle ge´ne`re
plus d’autres notifications. L’agent LA va eˆtre de´marre´ (LA.start). Les serveurs
SeD lie´s au LA vont tous eˆtre rede´marre´s. Cela consiste a` stopper tous les serveurs
(SeDS.stop, SeDM.stop) puis les de´marrer (SeDS.start, SeDM.start). Ce
type de reconfiguration est appele´ la reconfiguration distante. En effet TUNe installe´
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Figure 8.12 – Diagramme de re´paration d’un LA
sur une machine du cluster Bordeaux effectue un appel distant de rede´marrage des
serveurs situe´s sur les deux autres clusters (Nancy et Lille) (voir figure 8.13).
Figure 8.13 – Reconfiguration distante
Pour la deuxie`me expe´rience, nous avons de´ploye´ une hie´rarchie de 3 TUNe.
Chaque TUNe est de´ploye´ sur un cluster diffe´rent (Bordeaux, Lille et Nancy). Dans
ce cas si LA tombe en panne, la sonde va de´tecter la panne et va s’adresser au
TUNe qui l’administre (TUNeT) afin d’exe´cuter le diagramme de reconfiguration
pour re´parer la panne. TUNeT commence l’exe´cution du diagramme par l’arreˆt
de la sonde (this.stop). La sonde e´tant administre´e par TUNeT, l’action this.stop
est exe´cute´ par ce dernier. L’action suivante (LA.stop) est e´galement exe´cute´e par
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TUNeT. Cependant TUNeT transmet par un appel RMI les deux autres actions
SeDS.stop et SeDM.stop aux TUNeS et TUNeM afin que chacun stoppe ses serveurs.
Pour le de´marrage, un autre appel RMI est effectue´ par TUNeT pour demander aux
autres TUNe (TUNeS et TUNeM) de de´marrer leurs serveurs.. Cela entraˆıne une
reconfiguration locale. Les appels de rede´marrage (stop et start) des serveurs sont
effectue´s localement. La figure 8.14 montre la reconfiguration locale.
Figure 8.14 – Reconfiguration locale
Pour la reconfiguration locale, 2 appels RMI sont effectue´s par TUNeT au TUNeS
afin qu’il rede´marre les serveurs SeDS de fac¸on locale sur le cluster de Lille. Le
premier appel de´clenche l’arreˆt des SeDS par TUNeS. Le second appel effectue le
de´marrage des serveurs. Le meˆme processus est exe´cute´ par TUNeM sur le cluster de
Nancy. Ce dernier rec¸oit les deux appels RMI de TUNeT et se charge de l’exe´cution
des ope´rations stop et start sur les instances SeDM. L’exe´cution est effectue´e de
fac¸on locale par TUNeM sur le cluster Nancy.
Les latences de ces deux types de reconfigurations de´pendent du temps d’aller-
retour d’un paquet entre deux machines. Dans [SLAS07], des mesures (figure 8.15)
re´pe´te´es ont montre´ une latence de connexions intra cluster de la grille grid5000 (i.e.,
entre les nœuds d’un meˆme cluster) de l’ordre de 0,05 ms, ainsi qu’une la latence de
connexions inter cluster variant de 6 a` 20 ms suivant les villes (voir figure 8.15). Ces
mesures pratiquement constantes font ressortir un rapport de l’ordre de 102 entre
les latences inter-cluster et intra-cluster.
Les re´sultats obtenus pour les reconfigurations sont repre´sente´s sur la figure 8.16.
Le temps de reconfiguration de´pend du nombre de SeD relie´s au LA. Nous consta-
tons que pour TUNe centralise´ (un seul TUNe qui administre l’application), le temps
de reconfiguration devient explosif lorsque le nombre de SeD commence a` de´passer
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Figure 8.15 – Latences moyenne entre les clusters de Grid5000[SLAS07]
Figure 8.16 – Mesure du temps de reconfiguration en fonction du nombre de ser-
veurs (SeD)
1000 instances. Pour TUNe hie´rarchise´, le temps de reconfiguration augmente lente-
ment. Lorsque le nombre de serveurs atteint 1000, nous constatons un gain de 50%
sur le temps de reconfiguration par rapport au TUNe centralise´.
Synthe`se : Nous avons pre´sente´ dans ce chapitre les diffe´rentes expe´rimentations
pour valider notre prototype. Trois types d’expe´rimentations sont effectue´es :
– Une architecture DIET compose´e de plus 800 serveurs SeD, 40 LA et d’1
MA a e´te´ de´ploye´e sur 700 machines re´parties sur 7 sites de l’infrastructure
grid5000. L’objectif de cette expe´rience est d’utiliser un nombre significatif de
machines et d’instances logicielles. Nous avons montre´ que la description de
l’architecture DIET de´ploye´e a e´te´ effectue´e avec un minimum de verbosite´s
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contrairement au syste`me GoDIET qui ne´cessite un fichier de description de
plus 10.000 lignes. Avec l’utilisation de 3 TUNe pour de´ployer l’application,
le temps de de´ploiement est estime´ a` 110 secondes. Tandis qu’avec un seul
TUNe, le temps de de´ploiement est estime´ a` 350 secondes (plus de 50% de
gains) ;
– L’objectif du deuxie`me type d’expe´rimentation est d’e´tudier le nombre de
TUNe ade´quats pour administrer une application selon le nombre d’instances
d’entite´s logicielles et le nombre de machines a` administrer. Nous avons de´ploye´
une application DIET en faisant varier le nombre de TUNe. Cette variation
nous a permis de conclure que la performance de l’administration de´centrali-
se´e de´pend a` la fois du nombre de machines utilise´es et le nombre d’instances
d’entite´s logicielles de l’application administre´e ;
– Le dernier type d’expe´rimentation porte sur la reconfiguration. Nous avons
compare´ deux types de reconfigurations : la reconfiguration locale et la re-
configuration distante. 1 TUNe a e´te´ utilise´ sur le cluster de Bordeaux pour
administrer une architecture DIET sur les machines de 3 clusters : Bordeaux,
Lille, Nancy. La panne d’un LA ne´cessite le rede´marrage de plusieurs SeD
de´ploye´s sur deux autres clusters Lille et Nancy. Nous avons constate´ que le
temps mis par TUNe pour re´parer la panne s’explose lorsque le nombre de
SeD de´passe 1000. Lorsque 3 TUNe sont de´ploye´s avec un TUNe par cluster
(Bordeaux, Lille, Nancy), le temps de re´paration devient stable duˆ a` la recon-
figuration locale (rede´marrage local de SeD) effectue´e par les TUNe de´ploye´s
sur les clusters Lille, Nancy.
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9.1 Conclusion
Le calcul intensif est un champ d’application de l’informatique qui croˆıt sans
cesse et qui est largement utilise´ dans de nombreux domaines scientifiques. Afin de
simuler des phe´nome`nes toujours plus complexes (par exemple la me´te´o) et de dis-
poser de re´sultats d’une pre´cision croissante, d’importants moyens de calculs doivent
eˆtre utilise´s. Parmi les moyens de calculs utilise´s, on peut citer les grilles. Une grille
est compose´e d’un ensemble de clusters. Un cluster regroupe de machines homoge`nes
situe´es dans le meˆme endroit ge´ographique. Les grilles de calcul sont une cible de
choix pour les applications de simulation nume´rique compte-tenu de la puissance de
calcul qu’elles offrent. Cependant, il est ne´cessaire d’avoir des outils approprie´s qui se
chargent de l’administration (de´ploiement, observation, adaptation a` l’exe´cution) de
telles applications. Toutefois les ressources d’une grille sont plus complexes a` utiliser
que les stations de travail ou les clusters de machines. Cela est duˆ a` la dynamicite´ des
nœuds, a` leurs he´te´roge´ne´ite´s et a` l’e´chelle qui empeˆche les administrateurs d’avoir
une connaissance globale de l’environnement d’administration. De nombreux projets
ont e´te´ mene´s dans le contexte d’administration a` grande e´chelle. L’e´tude mene´e dans
l’e´tat de l’art de cette the`se a montre´ que les propositions sont incomple`tes et souvent
spe´cifiques a` des types d’applications. Nous avons propose´ des solutions ge´ne´riques,
qui tiennent compte du contexte d’e´chelle. Le travail de cette the`se s’inscrit dans le
cadre du projet TUNe,un syste`me d’administration autonome d’applications re´par-
ties. Notre objectif est d’e´tendre TUNe pour le faire passer a` l’e´chelle. Les solutions
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propose´es sont donc e´value´es avec le syste`me TUNe. Nous avons propose´ quatre
contributions organise´es dans trois chapitres sur les proble`mes : d’expressivite´s, de
performances et d’he´te´roge´ne´ite´s.
La premie`re contribution porte sur l’expressivite´s. Une approche base´e sur la
description en intension est propose´e permettant de tenir compte du contexte
d’e´chelle. Cela nous a permis de de´crire la configuration de centaines d’entite´s logi-
cielles avec un minimum de verbosite´s. Nous avons e´galement propose´ un algorithme
de´nomme´ algorithme de liaison pour instancier des patterns d’architectures logi-
cielles. L’administrateur de´crit l’architecture de l’application en intension avec des
contraintes sur les cardinalite´s. L’algorithme ge´ne`re l’architecture en extension. Cette
architecture est ensuite utilise´e par TUNe pour construire le SR compose´ que des
composants Fractal.
Nous avons propose´ la de´centralisation de l’administration et la personna-
lisation du processus d’installation comme deuxie`me contribution pour reme´dier
au proble`me de performances lors de l’administration d’une application. La de´cen-
tralisation de l’administration re´partit la charge et le couˆt que peut engendrer
le processus d’administration. Avec la personnalisation de la phase d’installations,
l’administrateur peut mettre des strate´gies en place pour ame´liorer la performance
car c’est la phase la plus couteuse (connexion, copie, etc.) lors du de´ploiement d’une
application. Nous avons pre´sente´ un de´ploiement hie´rarchique de TUNe. La hie´-
rarchie de TUNe est de´crite sous forme arborescente (diagramme d’administra-
tion). Chaque nœud de cette arborescence repre´sente un TUNe. Chaque TUNe va se
charger d’une part du de´ploiement de ses fils (des TUNe), d’autre part de l’adminis-
tration d’une partie de l’application. Nous avons introduit la notion de wrapper pour
les nœuds afin de pouvoir les administrer. Le processus d’installation est de´crit dans
un diagramme d’installation. Ce diagramme contient la se´quence d’ope´rations a`
exe´cuter pour installer l’application.
Enfin la dernie`re contribution porte sur la gestion d’he´te´roge´ne´ite´s de l’infrastruc-
ture mate´rielle et logicielle lors du de´ploiement. Nous avons propose´ une description
de la topologie de l’infrastructure mate´rielle, qui permet de de´crire des envi-
ronnements complexes. Ce mode`le de description permet de repre´senter la structure
he´te´roge`ne d’une grille. Une grille est repre´sente´e par une composition de clusters.
Un cluster peut eˆtre compose´ par des sous clusters. Nous avons e´galement propose´
de de´crire des nœuds spe´cifiques d’un cluster. Cela permet aux administrateurs de
de´signer et nommer des nœuds au sein d’un cluster afin de les utiliser par exemple
dans les diagrammes de reconfiguration. Pour ge´rer l’he´te´roge´ne´ite´ lors de l’instal-
lation d’une application, nous avons introduit la notion de de´poˆt qui va contenir les
diffe´rentes versions des entite´s logicielles. Un nouvel attribut (sourceList) est ajoute´
aux caracte´ristiques d’un cluster dont la valeur indique le nom du fichier contenant
l’adresse des de´poˆts des entite´s logicielles compatibles avec les nœuds du cluster.
Lors du de´ploiement d’une instance logicielle (note´e IEL), le fichier sourceList du
host-family de IEL est utilie´ afin de se´lectionner son paquetage et l’installer sur
son nœud de de´ploiement.
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Nous avons mene´ des expe´riences pour valider nos contributions. Trois types d’ex-
pe´rimentations ont e´te´ mene´es pour valider le passage a` l’e´chelle de notre prototype.
La premie`re expe´rience a pour objectif d’effectuer l’administration d’une application
de grande taille (compose´e de nombreuses entite´s logicielles) sur un nombre impor-
tant de machines. Ainsi nous avons re´serve´ plus de 700 nœuds sur l’infrastructure
Grid5000. Une application DIET compose´e de plus de 800 instances d’entite´s lo-
gicielles a e´te´ de´crite et administre´e. Cette expe´rience nous a permis de conclure
que notre prototype passe a` l’e´chelle au niveau d’expressivite´s et de performances.
Nous avons effectue´ une deuxie`me expe´rience afin d’e´tudier le nombre ade´quat de
TUNe a` de´ployer pour administrer une application et de valider la personnalisation
du processus d’installation. Graˆce a` la personnalisation du de´ploiement, nous avons
pu effectuer l’installation d’une architecture DIET en tenant compte de serveurs
NFS sur les clusters. Cela a permis de diminuer de fac¸on significative le temps de
de´ploiement. Le but de la dernie`re expe´rience est de montrer ce qu’apporte la de´cen-
tralisation de l’administration au niveau de la reconfiguration. Nous avons compare´
la reconfiguration effectue´e a` distance (un TUNe de´ploye´ sur une machine d’un clus-
ter C reconfigure une entite´ logicielle installe´e sur un autre cluster diffe´rent de C )
et la reconfiguration locale effectue´e au sein du meˆme cluster.
9.2 Perspectives
Dans la continuation des travaux pre´sente´s, deux aspects majeurs peuvent eˆtre
poursuivis.
9.2.1 Tole´rance aux pannes
– Tole´rance aux pannes des TUNe : Le de´ploiement de plusieurs TUNe
augmente la probabilite´ de pannes des syste`mes d’administration. Lorsqu’un
TUNe tombe en panne, l’administration de toutes les entite´s logicielles devient
non fonctionnelle. Il est donc ne´cessaire de proposer de solutions pour reme´dier
au proble`me de pannes de TUNe. Une solution consiste a` introduire la notion
de sonde au syste`me TUNe et faire surveiller un nœuds dans la hie´rarchie des
TUNe par son pe`re (la racine e´tant surveille´e par l’un de ses fils). Avec cette
approche lorsqu’un TUNe tombe en panne, son pe`re (ou son fils ) met en place
des diagnostics pour le re´parer.
– Tole´rance aux pannes lors du de´ploiement : Parmi nos contributions,
nous avons mis en œuvre la personnalisation du processus d’installation. L’exe´-
cution de ce processus peut engendrer des erreurs donc du dysfonctionnement
du processus de de´ploiement. Il est a` cet effet ne´cessaire de tenir compte des
de´faillances ou des erreurs qui surviennent durant le processus de de´ploie-
ment. Dans ce cas de de´faillances lors du de´ploiement d’une application TUNe
peut par exemple eˆtre amene´ a` de´faire les ope´rations d’installation effectue´es
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(rollback) et signaler les erreurs produites, e´ventuellement consigner dans un
rapport la re´ussite ou l’e´chec de l’installation. En cas d’e´chec, les raisons de
l’e´chec sont explicite´es : fichier source absent, protocole inaccessible, impos-
sible de placer le fichier a` destination (manque d’espace disque, permissions
insuffisantes), etc.
9.2.2 La me´ta mode´lisation
Le formalisme de description utilise´ par TUNe est base´ sur le langage UML. Ce
langage est initialement conc¸u pour repre´senter, spe´cifier et concevoir un syste`me lo-
giciel. L’utilisation du langage UML pour de´finir les politiques d’administration dans
TUNe de´tourne l’usage premier du langage UML. Il apparaˆıt donc plus judicieux de
conside´rer que les langages permettant la de´finition de politiques d’administration
dans TUNe sont des langages de´die´s (des Domain Specific Languages ou DSL) a`
l’administration d’infrastructures logicielles. Il est alors possible de de´finir les me´ta-
mode`les de ces DSL, ce qui permet de de´finir pre´cise´ment et formellement la syntaxe
et la se´mantique de ces langages. De plus, la de´finition de ces me´ta-mode`les permet de
construire des outils d’e´dition spe´cialise´s graˆce auxquels nous pourrons commencer
la validation des diagrammes avant meˆme le lancement de TUNe. Une proposition
de me´ta-mode`le a e´te´ publie´e dans l’article suivant [CBTH08].
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Annexe A
De´ploiement manuel d’une
architecture DIET
A.1 Intrduction
Nous pre´sentons dans cette annexe, comment de´ployer manuellement une archi-
tecture DIET. Les fichiers de configuration de chaque agent DIET est pre´sente´ avec
une capture d’e´cran de lancement en ligne de commande. L’architecture DIET de´-
ploye´e est compose´e d’un omniNames (le serveur de nom), d’un MA (un Master
Agent appele´ MA1) relie´ a` un LA (un Local Agent appele´ LA1) qui est relie´ a` un
serveur SeD (Sever Daemon). Le re´sultat d’une dernie`re expe´rience de de´ploiement
d’un syste`me de monitoring (LeWYS) avec TUNe hie´rarchise´ est pre´sente´ a` la fin
de cette annexe.
A.1.1 De´ploiement de serveur de nom : omniNames
La plate forme DIET est distribue´e et compose´e de plusieurs agents(MA, LA,
SeD). Toutes les communications internes sont assure´es par un serveur de nom base´
sur le bus CORBA. Ainsi tout le me´canisme de DIET repose sur lui, en particulier,
les dialogues entres les agents (maˆıtres ou locaux). Pour utiliser DIET, il faut au
pre´alable lancer l’exe´cutable du serveur de nom de´nomme´ omniNames. Ce dernier
ne´cessite un fichier de configuration et deux variables d’environnement. L’exemple
d’un fichier de configuration est repre´sente´ par la figure A.1.
La premie`re variable d’environnement (LD LIBRARY PATH) va indiquer le
re´pertoire des librairies ne´cessaire au de´marrage d’omniNames. La seconde variable
(OMNIORB CONFIG) indique le fichier de configuration. La figure A.2 montre
le de´marrage du serveur de nom.
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Figure A.1 – Fichier de configuration d’omniNames
Figure A.2 – De´marrage du serveur de nom omniNames
A pre´sent, le service de nommage e´coute sur le port par de´faut (port 2809) et
attend la connexion e´ventuelle d’un agent ou d’un client DIET.
A.1.2 De´ploiement et configuration des agents DIET : MA,
LA
Un fichier de configuration est ne´cessaire au lancement d’une entite´ DIET. On y
trouve entre autre :
– le niveau de trac¸abilite´ ;
– le nom de l’agent maˆıtre ;
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– le nom de l’agent local ;
– le lien avec un agent maˆıtre (s’il s’agit d’un agent local) ;
– le port d’e´coute utilise´ par les agents et les services DIET (port 2809).
Le de´marrage d’un agent (MA ou LA) demande d’un fichier de configuration
et les deux variables d’environnement pre´ce´demment de´crites. Le figure suivantes
montrent les fichier de configuration des agents DIET et une capture d’e´cran de
de´marrage d’un MA et d’un LA.
Figure A.3 – Fichier de configuration d’un Master Agent MA
Figure A.4 – De´marrage d’un agent MA
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Figure A.5 – Fichier de configuration d’un Local Agent LA
Figure A.6 – De´marrage d’un agent LA
A.1.3 De´ploiement des serveurs : SeD
Pour lancer un serveur DIET(SeD) il faut exe´cuter un programme serveur qui ira
s’enregistrer aupre`s de l’architecture d’omniNames. Des exemples de calcul matriciel
sont fournis avec DIET. Pour les tests on a utilise´ l’exemple dmat-manips qui contient
entre autre le binaire server et des binaires clients. Pour lancer le SeD il faut lui passer
en parame`tre un fichier de configuration dont un exemple est pre´sente sur la figure
suivante.
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Figure A.7 – Fichier de configuration d’un SeD
A.1.4 De´ploiement de LeWYS
Monitoring is at the heart of cluster or grid management. Instrumentation data
is used to schedule tasks, load-balance devices and services, notify administrators
of hardware and software failures, and generally monitor the health and usage of a
system.
LeWYS (LeWYS is Watching Your System) [CELQ04] is a component-based
framework for distributed system monitoring and aimed at monitoring grid. It relies
on the use of monitor daemons (Probe) and observers. A Probe, running on every
monitored node, probes a fixed set of hardware resources at a fixed sample rate and
multicasts the values on the network observers. observers collects data from multiple
LeWYS Monitoring Probe sources and saves all data in files.
Figure A.9 gives the results on 1032 grid nodes for 1, 2 and 5 TUNe. It shows
that use of 5 TUNe to deploy 1200 probes on 1032 nodes of Grid’5000 has deceased
the deployement execution time.
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Figure A.8 – De´marrage d’un serveur qui effectue la somme matricielle
Figure A.9 – Hierarchical deployment result whith LeWYS
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