Abstract. By adapting the technique of David, Koukoulopoulos and Smith for computing sums of Euler products, and using their interpretation of results of Schoof à la Gekeler, we determine the average number of subgroups (or cyclic subgroups) of an elliptic curve over a fixed finite field of prime size. This is in line with previous works computing the average number of (cyclic) subgroups of finite abelian groups of rank at most 2. A required input is a good estimate for the divisor function in both short interval and arithmetic progressions, that we obtain by combining ideas of Ivić-Zhai and Blomer. With the same tools, an asymptotic for the average of the number of divisors of the number of rational points could also be given.
1. Introduction 1.1. Counting subgroups. Given a nontrivial finite group G, we let spGq and cpGq be its number of subgroups, resp. cyclic subgroups.
We have the trivial bounds 2 ď spGq ď 2 |G| , 1 ď cpGq ď |G|, and Borovik-Pyber-Shalev [BPS96, Corollary 1.6] have shown the general upper bound spGq ď expˆp log |G|q 2 log 2ˆ1 4`o p1q˙˙.
For certain groups, such as finite abelian groups, explicit formulas for spGq and cpGq are well-known (see e.g. [Ste92, Tă10] or (6) and Propositions 5.1, 6.1 below).
1.2.
Counting subgroups on average. Given a finite family of finite groups G, it may be interesting to understand the average
when h P ts, cu, i.e. the average number of (cyclic) subgroups.
1.2.1. Finite abelian groups of rank at most 2. When G is the set of finite abelian groups of rank at most 2 and size at most x, Bhowmik and Menzer [BM97] determined that the average (2) for h " s is given by A 1 xplog xq 2`A 2 xplog xq`A 3 x`Opx 31{43`ε q ř rďx τ prq , " A 1 log x`A 2`o p1q
as x Ñ`8, where A 1 , A 2 , A 3 are effective constants. The error term was later improved by other authors (see e.g. [Ivi97] ).
1.3. Elliptic curves. Herein, we want to study the family G " Ellpqq of (rational) isomorphism classes of elliptic curves defined over a finite field F q . Since curves are usually weighted by their number of automorphisms, we define a weighted version of (2) by
where h P ts, cu. We recall that AutpEq P t2, 4, 6u if the characteristic is at least 5, and 1 q ÿ EPEllpqq 1 | AutpEq| " 1.
Our main result is the following: pďx spEllppqq for x ď 2423 (black points) and of the least-squares fit y " 1.053 log x (gray line).
Remark 1.2. The second Euler product can be given explicitly, without the error terms (cf. Proposition 2.16 later on); each local factor is a weighted sum of matrix densities at the given prime.
Remark 1.3. The case of finite fields of higher degrees could be treated by extending the results of David-Koukoulopoulos-Smith (Proposition 2.2 below), as in the generalizations by Achter-Gordon [AG17] or Kaplan-Petrow [KP17] of the work of Gekeler [Gek03] .
1.3.1. Order of magnitude. If E P Ellppq, the Hasse-Weil bound shows that |EpF p q| " p`1`Op ? pq, and EpF p q is a finite abelian group of rank at most 2, so one can expect from (3) that spEllppqq is of order of magnitude log p.
Indeed, averaging Theorem 1.1 over p, we find: Proposition 1.4. For h P ts, cu, we have 1 πpxq ÿ pďx hpEllppqq " pC h`o p1qq logpx`1q as x Ñ 8, for some constant C h ě 1.
Pointwise, we find the following upper and lower bounds: Proposition 1.5. For h P ts, cu and ε ą 0, hpEllppqq ! ε plog pq 1`e γ`ε plog 2 pq minˆplog pq 4 , τ ppp´1q 2 q σpp´1q p´1˙, spEllppqq " ε ÿ
Remark 1.6. This is to be compared with the upper bound spEllppqq ! expˆp log pq 2 log 2ˆ1 4`o p1q˙ṫ
hat follows from the Hasse-Weil bound and the general result (1) of BorovikPyber-Shalev, and to the bounds
that are readily obtained from (6) below.
1.3.2. Number of divisors of |EpF p q|. Using the very same tools and ideas, one could also give an explicit formula (as in Theorem 1.1) for
i.e. the average number of divisors of the number of rational points, and an average of this quantity over primes p ď x (as in Proposition 1.4), of the order of x log x as x Ñ 8. Since this is easier than Theorem 1.1 and that we plan to go back to averages of the type (5) in future work, we do not give further details here.
1.4. Ideas and organization of the paper. The idea of the proof of Theorem 1.1 is roughly the following:
(1) Condition the sum (4) on the F p -rational group structure, and use an explicit expression for the number of elliptic curves over F p having a given F p -rational group structure, obtained by David-KouloulopoulosSmith [DKS17] . Actually, their work translates a result of Schoof [Sch87] into a product of local densities over the primes, as in the very insightful work of Gekeler [Gek03] ; (2) Adapt ideas from [DKS17] to compute the weighted sums of Euler products that arise, under the condition that h is well-distributed in some arithmetic progression in short intervals. Under additional assumptions, the main term can itself be given as a sum of Euler products with explicit local factors; (3) Show that those conditions hold for h " ts, cu, using a known explicit expression of h as a convolution of arithmetic functions including Euler's totient, the divisor function, and the Möbius function. For example, we have (see Proposition 5.1 below):
To control the error in the third step, we will in particular prove the following result, on the mean square error of the approximation of the divisor function in short intervals and arithmetic progression (see Section 4 for the notations):
A, and ε ą 0. We have
This is obtained by combining ideas from Blomer [Blo07] (for the arithmetic progression aspect) and Ivić-Zhai [IZ14] (for the short interval aspect) 1.4.1. Structure of the paper. In Section 2, we give the general strategy to compute averages of the form (4), and obtain a result (Theorem 2.18) for a certain class of functions h. The proofs are then given in Section 3.
The remaining of the text focuses on the particular cases h " s, c. Section 4 is dedicated to proving the estimate (7). In Section 5, we deduce Theorem 1.1 for h " s from Theorem 2.18, and the same is done for h " c in Section 6.
1.4.2. Notations. Throughout, we will employ the usual convention that ε denotes a positive number a small as desired, whose exact size may change from one line to the next. Unless otherwise mentioned, the implied constants may depend on ε. For an integer n, we let radpnq be the product of its prime factors without multiplicity, P`pnq its largest prime factor, ωpnq its number of distinct prime factors, and τ pnq (resp. σpnq) the number (resp. sum) of its divisors. For m ě 1, the notation log m stands for the mth iterated natural logarithm.
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General strategy
In this section, we consider a real-valued function h on isomorphism classes of finite abelian groups of rank at most 2, and we aim to compute the weighted average hpEllpdefined in (4). We recall that the proofs of the following results will be given in Section 3.
For integers d 1 , d 2 ě 1, we use the abbreviation
and for any group H, we define
2.1. Conditioning on the group structure. For q a prime power, we start with an alternative expression for hpEllpqqq.
Proposition 2.1. We have
where q˘:" p ? q˘1q 2 .
2.2. Probability of having a given group of rational points. Let us from now on assume that q " p is prime (but see Remark 1.3). Expressing a result of Schoof [Sch87, Lemma 4.8, Theorem 4.9] using ideas of Gekeler [Gek03] , David, Koukoulopoulos and Smith gave the probability (8) as:
where ℓ runs over primes and
, .
-ˇˇˇˇˇľ 2r p1´1{ℓ 2 q ,
We record the following important information about the asymptotic matrix densities f ℓ : Proposition 2.3 ([DKS17, Theorem 3.2]).
(1) The limit as r Ñ 8 defining f ℓ pd 1 , d 2 , pq stabilizes when r ą v ℓ pD d 2 1 d 2 ,p q, where we let
(4) For p large enough, we have 
where
2.3.1. 
, asymptotically when X Ñ 8, with δ ℓ paq, w a P C satisfying certain properties, such as:
(1) For primes ℓ small enough (with respect to X) and integers r ě 1, there exists ∆ ℓ r : Z{ℓ r Ñ C such that δ ℓ paq " ∆ ℓ r pa pmod ℓ rfor "most" a P A; (2) The parameter set A is well-distributed modulo small enough q ě 2, with respect to the weights w a , i.e. for all b P pZ{qq d . In [DKS17] , the set A essentially parametrizes primes in some intervals, and statistics on elliptic curves over F p are obtained on average over primes p ď X. Condition (2) then amounts to studying the distribution of primes in (short) arithmetic progressions.
However, Theorems 4.1 and 4.2 of ibid. are not directly applicable to our situation, since the condition (1) above ((4) or (4') in ibid.) does not hold: the matrix density in the limit defining f ℓ pd 1 , d 2 , pq is periodic with respect to d 2 , but not with respect to d 1 . Moreover, the distribution of h in arithmetic progressions may be complicated, as we will see.
Nonetheless, we can still use the ideas and some of the results of DavidKoukoulopoulos-Smith towards our goal, as we describe in the remaining of this section. If the local densities f ℓ pd 1 , d 2 , pq behave independently at each prime ℓ, then the expectation in (15) becomes
This independence can be approximated by truncating the Euler product (16), as in [DKS17, pp. 37-38], using a result of Elliott:
Proposition 2.5. For any ε ą 0, α ě 1 and Z ě expp a logp4pqq,
where z " plog Zq 8α 2 and
The implied constants depend only on ε and α. If there are no Siegel zeros, we may assume that E pBq h,p " 0.
The second error term will be discussed in more details in Lemma 3.5.
Computation of local factors.
The starting point to compute (17) or (19) is to note that each f ℓ pd 1 , d 2 , pq is given, according to Proposition 2.3, by a limit as r Ñ`8 that stabilizes at r " v ℓ pD d 2 1 d 2 ,p q`1, and that depends only on v ℓ pd 1 q and d 2 1 d 2 . Splitting the sums defining the expected values according to v ℓ pD d 2 1 d 2 ,p q yields the following:
Proposition 2.7. For n ě 1,
and
Remark 2.8. The map ∆ q exists since δ q pd 1 , d 2 , pq depends only on a " d 2 1 d 2 pmodand v ℓ pd 1 q.
2.3.4.
Distribution of w h,p in arithmetic progressions. To understand w h,p , we start by applying Abel's summation formula to the smooth factor f 8 .
Lemma 2.9.
For all q ě 1 and a P Z{q, we may expect that
1 , a,P R depending only on the variables in the arguments, assuming at least that the modulus is not too large (q ď 2y{d 2 1 ) and that the interval is large enough (y ě d 2 1 {2).
Proposition 2.10. If (25) holds, then the main term of (19) is
E pP q h,p pzq :"
2.4. The main term as an Euler product. At this point, one may want to use the multiplicative properties of ∆ q with respect to q to recover an Euler product from (26). However, we need to deal with the additional factor C h,p pa, d 1 ,that may depend on a, and that may not be multiplicative in q. Note that in [DKS17] , the analogue of this factors depends neither on the class a nor on the modulus q.
To overcome this, we now make the additional assumption that when q P Qpd 1 , zq, we have
for some m ě 1, where
1 , a,P R, the sums and the product have finite support, and
h,p and ∆ q then allows to express the main term of (19) as a sum of (truncated) Euler products: Proposition 2.11. If (29) holds, then the main term of (19) is given by
with the local factors
2.5. Computation of the local factors. Under further natural assumptions, the local factors P h,p can be rewritten as limits of weighted matrix densities:
Then, the local factor at ℓ is
Remark 2.13. Concerning (32), note that it is natural that C h,p pa, d 1 , ℓ r q in (25) depends only mildly on a, for example only on v ℓ paq.
Example 2.14. In the case h P ts, cu, we will have m " 3, v " pu, k, iq P N 3
1 {u, and
for c k the Ramanujan sum modulo k (see Sections 5-6). In Proposition 5.4, we will see that this implies that (31)-(32) hold with r ℓ,v,d 1 " v ℓ pd 2 1 qδ i"1 maxp0, v ℓ pkq´1q.
2.5.1. Computation of the local densities. Using the computations of Gekeler [Gek03] and David-Koukoulopoulos-Smith [DKS17] , explicit and asymptotic expressions for the densities g p pw, v, ℓ r q can be given:
Definition 2.15. For w ě 2v, a ě 1 integers and ℓ a prime, let
Proposition 2.16. For R large enough with respect to ℓ, v and w, we have, assuming ℓ v | p´1 and w ě v ℓ pd 2 1 q,
Combining the previous sections together, we obtain:
Theorem 2.18. Let ε ą 0, α ě 1, and Z ě expp a logp4pqq. If (29), (31), (32) and
The implied constants depend only on ε and α.
Remark 2.19. The error terms account for (B)ad conductors and (G)ood conductors (in Proposition 2.5), distribution of h in arithmetic (P)rogressions (in Proposition 2.10), and completion of the (T)runcated products (in Theorem 2.18).
Index of notations. For convenience, we provide a index of the most important quantities defined above.
Notation
Reference/page Description 
, E is supersingular, the limit stabilizes at r " 2, and
3.1. Truncating the Euler product.
Proposition 3.1. If α ě 1, ε, δ ą 0, and log Z ě a logp4pq, then
The implied constants depend only on α, δ, ε.
Proof. This is similar to [DKS17, pp. 37-38], but we give the argument because we need different expressions for the errors. 
On the other hand, if condpχ d 1 ,d 2 ,p q P E α pZq, let us write
for z 1 ě exppZ δ q ě exppcondpχ d 1 ,d 2 ,p q δ q. As above, we get that this is
, with the implied constant depending only on δ.
If p is large enough, then z 1 ě p and we get by (13) that
giving the desired expression.
3.1.1. Error terms in the truncation.
Lemma
Proof. The bound for characters of good conductors follows from Abel's summation formula (see Lemma 2.9).
For characters of bad conductors, we start by noting that if
The number of solutions x, y P Z to this last diophantine equation is ! 1 (with no dependency on p). Indeed, the number of representations of 4p by nonequivalent primitive positive-definite binary quadratic forms, up to the ď 6 automorphisms, is
Hence, the number of possible values for u, d 1 , d 2 is ! 1, and
3.1.2. Proof of Proposition 2.5. The latter now follows from Proposition 3.1 and Lemma 3.2.
Computation of the main term in (19).
3.2.1. Preliminary lemmas.
Lemma 3.3. For α ą 0, we have
Lemma 3.4. For q ě 2, we have |Hpqq| ď a q radpqq. Moreover, if Hpqq is not empty, then radpqq, q{ radpqq ! p.
Proof. We have
(see e.g. [KP17, Lemma 10] for the second inequality), so |Hpqq| ď radpqq a q{ radpqq. The last statement follows from the fact that |D a,p | ď 4p.
Proof of Proposition 2.7. The expected value is given by
The limit over r defining δ ℓ pd 1 , d 2 , pq then stabilizes at r " v ℓ pqq and the above is
3.2.3. Proof of Proposition 2.10. First, we note that if there exists a P Hpqq with pd 2 1 ,| a, then v ℓ pqq ą v ℓ pd 2 1 q for all ℓ | q. Indeed, assume that r " v ℓ pqq ď v ℓ pd 2 1 q and that a is as described. Since D a,p " pp´1q 2`a p2pp`1q´aq and v ℓ paq ě r, we have
a contradiction. Thus, we can assume that q P Qpd 1 , zq.
By Lemma 2.9 and (25), w h,p pd 1 , a,is given by
To estimate the total error, we note that, by Proposition 2.3,
since v ℓ pqq ą v ℓ pd 2 1 q. Hence, by Proposition 2.7, the main term of (19) is as claimed.
The main term as an Euler product.
3.3.1. Proof of Proposition 2.11. This is clear.
Proof of Proposition 2.12. If (31) holds, then
where the last equality follows from the fact that the number of solutions to pp`1´aq 2 " 4p pmod ℓ R q in a is ! ℓ R{2 and max aPZ{ℓ R |C p2q h,p pa, v, d 1 , ℓ R q∆ ℓ R pa, d 1 , pq| is bounded independently from R.
If (32) holds, then this is
using that D a,p " pp´1q 2`a p2a´2pp`1qq. The limit is
Proof of Proposition 2.16.
(1) According to [DKS17, Lemma 3.2(d)], with Cp¨,¨,¨,¨q defined on [DKS17, (3.2)] and v " v ℓ pd 1 q, the matrix density g p pw, v, ℓ R q is given by
More precisely, using [DKS17, Lemma 3.2], g p pw, v, ℓ R q is equal to
Applying [Gek03, Theorem 4.4] yields the expression in the statement of the lemma.
by [LW07, Lemma 2] and Hensel's Lemma.
3.4. Bounding the errors. Finally, we give some general bounds on the errors appearing in Theorem 2.18 that will be useful later on.
3.4.1. Bound on E pGq h,p . Applying (29) with q " 1, the following is clear:
Lemma 3.5. If (29) holds, then
Definition 3.6. For µ P r0, 1s 3 , ν P r0, 1s 5 , we let
, and for δ P p0, 1s, β P r0, 1{2sˆr0, 1s 3 , we let E pSq h,p pz, δq :"
h,p pz, β, δq :"
Proposition 3.7. For any ε ą 0, δ P p0, 1s and β P r0, 1{2sˆr0, 1s 3 , we have
h,p p1{2q ! 1{p 1{4´ε . The most delicate contribution to understand will be E pSq h,p , which is a sum of the error term for hpd 1 ,¨q in short intervals and arithmetic progressions, both of admissible sizes.
Proof of Proposition 3.7. We split E pP q h,p into three parts, according to the ranges of y, q and d 1 :
(1) Small enough moduli and large enough intervals: q ď p2y{d 2 1 q δ ; (2) Large moduli and large enough intervals: q ą p2y{d 2 1 q δ and 2y{d 2 1 ą 1; (3) Small intervals:
for some constant c ě 1, using Lemma 3.4. Since ÿ q!p 2 P`pqqďz c ωpqq radpqq ! plog zq Op1q expp a log pq Op1q , the first summand yields the first part of E pL1q h,p . Then, we start noting that, by Lemma 3.4,
Thus, the second summand is
where we let q 1 " q{ radpqq. Since either q 1 " py{d 2 1 q δ{2 or n " py{d 2 1 q δ{2 , this is
By Lemma 3.3, the first summand is
which gives the remaining of E pL1q h,p . Similarly, the second summand is
which gives the second part of E pL2q h,p .
To estimate F h,p , we see directly from the decomposition of C h,p that:
Divisor function in arithmetic progressions and short intervals
To apply Theorem 2.18 to h P ts, cu, in order to show that (25) holds, we will need to understand ÿ AănďB n"a pmodτ pnq,
where 1 ď q ď A, a P Z{q and rA, Bs is a short interval (i.e. of length opAq).
The sum (37) should be asymptotically equal to DpB, a, qq´DpA, a, qq, where
with c k paq the Ramanujan sum modulo k given by
Definition 4.1. For 1 ď q ď A ă B and a P Z{q, we let ∆pB, a,:" ÿ nďB n"a pmodτ pnq´DpB, a, qq, ∆pBq :" ∆pB, 0, 1q, ∆pA, B, a,:" ∆pB, a, qq´∆pA, a,∆pA, Bq :" ∆pA, B, 0, 1q.
For C ą 0, we will also use the abbreviation ∆pA¯C, a,for ∆pA´C, AC , a, qq.
Combining ideas from [Blo07] (for the arithmetic progression aspect) and [IZ14] (for the short interval aspect), we will prove the following mean square result on the divisor function in arithmetic progressions and short intervals simultaneously:
Remark 4.3. The range we will need is A " B, B´A ď ? B and q ď A 1{2 . The first part of theorem then gives that |∆pA, B, a, qq| 2 is at most pqBq ε a ApB´Aq{q on average over a.
Remark 4.4. With an additional average over A when rA, Bs " rA, A`U s with U fixed, the result could probably be improved as in Jutila's results (see (42) below). We also mention a recent preprint of Kerr and Shparlinski [KS18] combining Blomer's technique with bounds on bilinear sums of Kloosterman sums.
4.1. Some existing results. Up to smoothing the sum, the Voronoi summation formula (see [IK04, Section 4]) gives an explicit expression for ∆pB, a, qq, from which one readily gets that if pa," 1, then for any ε ą 0 ∆pB, a,! pqBq
and showed that this also holds when pa,ą 1.
We also mention their result [PV18] on average over q and a, improving on Motohashi (here in a weakened form):
or 1 ď Q ă B and θ P p0, 1q. Improving significantly on previous results of Banks-Heath-Brown-Shparlinski [BHBS05], Blomer [Blo07] showed that for any ε ą 0
which gives a better result on average than (39) if B ! q 2´ε .
4.1.1. Short intervals. Let us assume that q " 1 and let ε ą 0. Using (39), we get |∆pA, Bq| ! B 1{3`ε , which can be nontrivial only when B´A " B 1{3 . The exponent can be reduced to 131{416`ε using the latest result of Huxley on ∆pBq, and conjecturally to 1{4`ε, for any ε ą 0. Exploiting the short interval aspect, Ivić and Zhai [IZ14, Section 3] recently obtained that
when pν 1 , ν 2 , ν 3 q " p1{4`ε, 1{4, 3{5q or p2{9`ε, 1{3, 2{3q, for any ε ą 0. A conjecture of Jutila (see [Jut84] , [IZ14, Conjecture 3]) asserts that (41) holds with pν 1 , ν 2 , ν 3 q " pδ, 1{2, 1{2´δq if δ P p0, 1{4q and B´A ě A δ . This is supported by average results over A for certain ranges: for example
4.2. Proof of Theorem 4.2. We start by a truncated Voronoi formula in arithmetic progressions:
Lemma 4.5. For any ε ą 0, X ě 1, q ě 1, a P Z{q and N ě 1 such that 1{X ď N {q 2 ď X, we have
W " K, and
for W P tY, Ku, with Y (resp. K) the Bessel (resp. modified Bessel) functions of the second kind.
Proof. By Voronoi's summation formula [IK04, (4.49)], if g P C 8 c pR`q and pb," 1, we have
By the orthogonality relations,
Using (43), this is equal to
For 0 ď X 1 ! X, let g " g X,X 1 be supported on r0, X`X 1 s, identically equal to 1 on r0, Xs, and such that ||g piq || 8 ! 1{X i 1 for all i ě 0. Then
where ρpX, X 1 , a," |tn P rX, X`X 1 s X N : n " a pmod qqu|, and for W P tY, Ku,
For any j ě 1, we have from the decay of g and W 0 that (see [Blo07, (9-10)])ˇˇˇż
Thus, for any integer j ě 2 and ε ą 0, using the bound
we havẽ
1 N j{2´3{4´ε¸. The results follows from taking j large enough and choosing
which is admissible under the conditions on N .
It follows from Lemma 4.5 and the Cauchy-Schwarz inequality that for
we have
(45)
Then, we open the square and exploit cancellation among Kloosterman sums:
Lemma 4.6. For W P tY, Ku, k | q and any positive Z P CprA, Bsq, we have
Proof. By Cauchy-Schwarz, the squareˇˇrF W pX, a, kqs
The second integral is
By orthogonality and the alternative expression (38) for the Ramanujan sum,
Finally, we compute the right-hand side of the expression in Lemma 4.6 by approximating the Bessel functions. (and similarly for sin), we get
n 1´? n`B´A ? nA¯:
n ă n 1 ,
If moreover B´A ! ? AB, this is
Similarly, S K,Z pn, n 1 , kq is equal to, taking Zpvq " v´1 {4 as well,
If q ď ? A, then the first summand is _ .
The number of subgroups (h " s)
In this section, we finally prove the first part of Theorem 1.1. It remains to check that the hypotheses of Theorem 2.18 hold and to bound the errors. Again, all implied constants may depend on a parameter ε ą 0. , where A a,u,q " 0 pmod d 2 1 {uq and uA a,u,q " a pmod qq.
Remark 5.3. The variable u | d 1 in v comes from the sum in the explicit expression for s (Proposition 5.1), k | d 2 1 {u comes from the sum in the main term for τ in arithmetic progressions, and i P t0, 1u comes from two different cases in the evaluation of the Ramanujan sums. 
Estimation of the error E
pP q s,p . We use Proposition 3.7 to estimate the former from E pL1q s,p , E pL2q s,p and E pSq s,p . Accordingly, let ε ą 0, δ P p0, 1s and β P r0, 1{2sˆr0, 1s 3 .
We make the following definition, so that ś ℓďz p1`ℓ´νq ! f pz, νq Op1q :
Definition 5.6. For z ě 1 and ν P r0, 1s, we let f pz, νq " # log z ν " 1 exp´z 1´ν log z¯ν ă 1.
We will show: Remark 5.8. At the end, we will choose z " plog pq A with A ě 1 large. If we want f pz, νq " Opp ε q and ν ă 1, we must pick ν ě 1´1{A. 
