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Abstract. In order to analyse surveillance video, we need to eﬃciently
explore large datasets containing videos of walking humans. At survei
llance-image resolution, the human walk (their gait) can be determined
automatically, and more readily than other features such as the face.
Eﬀective analysis of such data relies on retrieval of video data which has
been enriched using semantic annotations. A manual annotation process
is time-consuming and prone to error due to subject bias. We explore the
content-based retrieval of videos containing walking subjects, using se-
mantic queries. We evaluate current biometric research using gait, unique
in its eﬀectiveness at recognising people at a distance. We introduce
a set of semantic traits discernible by humans at a distance, outlining
their psychological validity. Working under the premise that similarity
of the chosen gait signature implies similarity of certain semantic traits
we perform a set of semantic retrieval experiments using popular latent
semantic analysis techniques from the information retrieval community.
1 Introduction
In 2006 it was reported that around 4 million CCTV cameras were installed
in the UK[4]. This results in 1Mb of video data per second per camera, us-
ing relatively conservative estimates1 . Analysis of this huge volume of data
has motivated the development of a host of interesting automated techniques,
as summarised in[7][16], whose aim is to facilitate eﬀective use of these large
quantities of surveillance data. Most techniques primarily concentrate on the
description of human behaviour and activities. Some approaches concentrate on
low level action features, such as trajectory and direction, whilst others include
detection of more complex concepts such as actor goals and scenario detection.
Eﬀorts have also been developed which analyse non human elements including
automatic detection of exits and entrances, vehicle monitoring, etc.
Eﬃcient use of large collections of images and videos by humans, such as
CCTV footage, can be achieved more readily if media items are meaningfully
semantically transcoded or annotated. Semantic and natural language descrip-
tion has been discussed [16] [41] as an open area of interest in surveillance. This
1 25 frames per second using 352 × 288 CIF images compressed using MPEG4
(http://www.info4security.com/story.asp?storyCode=3093501)
D. Duke et al. (Eds.): SAMT 2008, LNCS 5392, pp. 105–120, 2008.
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includes a mapping between behaviours and the semantic concepts which encap-
sulate them. In essence, automated techniques suﬀer from issues presented by
the multimedia semantic gap[44], between semantic queries which users readily
express and which systems cannot answer.
Although some eﬀorts have attempted to bridge this gap for behavioural de-
scriptions, an area which has received little attention is semantic appearance de-
scriptions, especially in surveillance. Semantic whole body descriptions (Height,
Figure etc.) and global descriptions (Sex, Ethnicity, Age, etc.) are a natural
way to describe individuals. Their use is abundant in character description in
narrative, helping readers put characters in a richer context with a few key
words such as slender or stout. In a more practical capacity, stable physical de-
scriptions are of key importance in eyewitness crime reports, a scenario where
h u m a nd e s c r i p t i o n sa r ep a r a m o u n ta sh i g hd e t a i li m a g e so fa s s a i l a n t sa r en o t
always available. Many important semantic features are readily discernible from
surveillance videos by humans, and yet are challenging to extract and analyse au-
tomatically. Unfortunately, the manual annotation of videos is a laborious[7][16]
process, too slow for eﬀective use in real time CCTV footage and vulnerable to
various sources of human error (subject variables, anchoring etc.). Automatic
analysis of the way people walk[29] (their gait) is an eﬃcient and eﬀective ap-
proach to describing human features at a distance. Yet automatic gait analysis
techniques do not necessarily generate signatures which are immediately com-
prehensible by humans. We show that Latent Semantic Analysis techniques, as
used successfully by the image retrieval community, can be used to associate
semantic physical descriptions with automatically extracted gait features. In do-
ing so, we contend that retrieval tasks involving semantic physical descriptions
could be readily facilitated.
The rest of this paper is organised in the following way. In Section 2 we de-
scribe Latent Semantic Analysis, the technique chosen to bridge the gap between
semantic physical descriptions and gait signatures. In Section 3 we introduce the
semantic physical traits and their associated terms; justifying their psychological
validity. In Section 4 we brieﬂy summarise modern gait analysis techniques and
the gait signature chosen for our experiments. In Section 5 we outline the source
of our experiment’s description data, using it in Section 6 where we outline the
testing methodology and show that our novel approach allows for content-based
video retrieval based on gait. Finally in Section 7 we discuss the ﬁnal results and
future work.
2 Latent Semantic Analysis
2.1 The Singular Value Decomposition
In text retrieval, Cross Language Latent Semantic indexing (CL-LSI) [20], itself
an extension of LSI [9], is a technique which statistically relates contextual-usage
of terms in large corpuses of text documents. In our approach, LSI is used to
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within which documents and terms sharing similar meaning also have similar
spacial location.
We start by constructing an occurrence matrix O whose values represent the
presence of terms in documents (columns represent documents and rows repre-
sent terms). In our scenario documents are videos. Semantic features and auto-
matic features are considered terms. The “occurrence” of an automatic feature
signiﬁes the magnitude of that portion of the automatic feature vector while the
“occurrence” of a semantic term signiﬁes its semantic relevance to the subject
in the video. Our goal is the production of a rank reduced factorisation of the
observation matrix consisting of a term matrix T and document matrix D,s u c h
that:
O ≈ TD. (1)
Where the vectors in T and D represent the location of individual terms and
documents respectively within some shared space.
T and D can be eﬃciently calculated using the singular value decomposition
(SVD) which is deﬁned as:
O = UΣV
T (2)
Such that T = U and D = ΣV
T,a n dt h er o w so fU represent positions of terms
and the columns of ΣVT represent the position of documents. The diagonal
entries of Σ are equal to the singular values of O.T h ec o l u m n so fU and V
are, respectively, left- and right-singular vectors for the corresponding singular
values in Σ. The singular values of any m × n matrix O are deﬁned as values
{σ1,..,σr} such that :
Ovi = σiui, (3)
and
OTui = σivi (4)
Where vi and ui are deﬁned as the right and left singular vectors respectively.
In can be shown that vi and ui are in fact the eigenvectors with correspond-
ing eigenvalues {λ1 = σ2
1,..,λr = σ2
r} of the square symmetric matrices OTO
and OO
T respectively, referred to as the co-occurrence matrices. The matrix U
contains all the eigenvectors of OO
T as its rows while V contains all the eigen-
vectors of OTO its rows and Σ contains all the eigenvalues along its diagonal.
Subsequently:
O
TO = VΣTUTUΣVT = VΣ
TΣV
T, (5)
OOT = UΣVTVΣTUT = UΣΣTUT. (6)
To appreciate the importance of SVD and the eigenvector matrices V and
U for information retrieval purposes, consider the meaning of the respective
co-occurrence matrices.
Tco = OO
T, (7)
Dco = OTO. (8)108 S. Samangooei and M.S. Nixon
The magnitude of the values in Tco relate to how often a particular term ap-
pears with every other term throughout all documents, therefore some concept
of the “relatedness” of terms. The values in Dco relate to how many terms ev-
ery document shares with every other document, therefore the “relatedness” of
documents.
By deﬁnition the matrix of eigenvectors U and V of the two matrices Tco and
Dco respectively form two basis for the co-occurrence spaces, i.e. the combination
of terms (or documents) which the entire space of term co-occurrence can be
projected into without information loss.
In a similar strategy to Principal Components Analysis (PCA), LSA works on
the premise that the eigenvectors represent underlying latent concepts encoded
by the co-occurrence matrix and by extension the original data. It is helpful
to think of these latent concepts as mixtures (or weightings) of terms or doc-
uments. Making such an assumption allows for some interesting mathematical
conclusions. Firstly, the eigenvectors with the largest corresponding eigenvalues
can be thought of the most representative latent concepts of the space. This
means by using only the most relevant components of T and D (as ordered by
the singular values), less meaningful underlying concepts can be ignored and
higher accuracy achieved. Also as both the document and term co-occurrence
matrices represent the same data, their latent concepts must be identical and
subsequently comparable2. Therefore the position of every term or document
projected into the latent space are similar if the terms and documents in fact
share similar meaning.
2.2 Using SVD
With this insight, our tasks becomes the choice of semantic and visual terms to be
observed from each subject for the generation of an observation matrix. Once this
matrix is generated, content-based retrieval by semantic query of unannotated
documents can be achieved by exploiting the projection of partially observed
vectors into the eigenspace represented by either T or D.
Assume we have two subject-video collections, a fully annotated training col-
lection and a test collection, lacking semantic annotations. A matrix Otrain is
constructed such that training documents are held in its columns. Both visual
and semantic terms are fully observed for each training document, i.e. a term is
set to a non-zero value encoding its existence or relevance to a particular video.
Using the process described in Section 2.1 we can obtain Ttrain and Dtrain for
the training matrix Otrain .
Content-Based Retrieval. To retrieve the set of unannotated subjects based
on their visual gait components alone, a new partially observed document matrix
Otest is constructed such that visual gait terms are prescribed and semantic
terms are set to zero. For retrieval by semantic terms, a query document matrix
is constructed where all visual and non-relevant semantic terms are set to zero
2 It can also be shown that the two sets of eigenvectors are in fact in the same vector
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while relevant semantic terms are given a non-zero value (usually 1.0), this query
matrix is Oquery . The query and test matrix are projected in the latent space
in following manner:
Dtest = TT
trainOtest, (9)
Dquery = TT
trainOquery. (10)
Projected test documents held in Dtest are simply ordered according to their co-
sine distance from query documents in Dquery for retrieval. This process readily
allows for automatic annotation, though exploration in this area is beyond the
scope of this report. We postulate that annotation could be achieved by ﬁnding
the distance of Dtest to each term in Ttrain . A document is annotated with
a term if that term is the closest compared to others belonging to the same
physical trait (discussed in more detail in Section 3).
We show results for retrieval experiments in Section 6.
3 Human Physical Descriptions
The description of humans based on their physical features has been explored
for several purposes including medicine[34], eyewitness analysis and human iden-
tiﬁcation 3. Descriptions chosen diﬀer in levels of granularity and include fea-
tures both visibly measurable but also those only measurable through use of
specialised tools. One of the ﬁrst attempts to systematically describe people
for identiﬁcation based on their physical traits was the anthropometric system
developed by Bertillon [5] in 1896. His system used eleven precisely measured
traits of the human body including height, length of right ear and width of
cheeks. This system was quickly surpassed by other forms of forensic analysis
such as ﬁngerprints. More recently, physical descriptions have also been used in
biometric techniques as an ancillary data source where they are referred to as
soft biometrics[28], as opposed to primary biometric sources such as iris, face
or gait. In behaviour analysis, several model based techniques[1] attempt the
automatic extraction of individual body components as a source of behavioural
information. Though the information about the individual components is not
used directly, these techniques provide some insight into the level of granularity
at which body features are still discernible at a distance.
When choosing the features that should be considered for semantic retrieval
of surveillance media, two major questions must be answered. Firstly, which
human traits should be described and secondly, how should these traits be rep-
resented. The following sections outline and justify the traits chosen and outline
the semantic terms chosen for each physical trait.
Physical Traits
To match the advantages of automatic surveillance media, one of our primary
concerns was to choose traits that are discernible by humans at a distance. To
3 Interpol. Disaster Victim Identiﬁcation Form (Yellow). booklet, 2008.110 S. Samangooei and M.S. Nixon
do so we must ﬁrstly ask which traits individuals can consistently and accurately
notice in each other at a distance. Three independent traits - Age, Race and Sex,
are agreed to be of primary signiﬁcance in cognitive psychology. For gait, humans
have been shown to successfully perceive such categories using generated point
light experiments [39] with limited visual cues. Other factors such as the target’s
perceived somatotype [26] (build or physique attributes) are also prominent in
cognition.
In the eyewitness testimony research community there is a relatively mature
idea of which concepts witnesses are most likely to recall when describing in-
dividuals [42]. Koppen and Lochun [19] provide an investigation into witness
descriptions in archival crime reports. Not surprisingly, the most accurate and
highly mentioned traits were Sex (95% mention 100% accuracy), Height (70%
mention 52% accuracy), Race (64% mention 60% accuracy) and Skin Colour
(56% mention, accuracy not discussed). Detailed head and face traits such as Eye
Shape and Nose Shape are not mentioned as often and when they are mentioned,
they appear to be inaccurate. More prominent head traits such as Hair Colour
and Length are mentioned more consistently, a result also noted by Yarmey and
Yarmey [43]. Descriptive features which are visually prominent yet less perma-
nent (e.g. clothing) often vary with time and are of less interest than other more
permanent physical traits.
Traitsregardingbuildareofparticularinterest,havingaclearrelationshipwith
gait while still being reliably recalled by eyewitnesses at a distance. Few studies
thus far have attempted to explore build in any amount of detail beyond the brief
mentionofHeightandWeight. MacLeodet al. [25] performeda unique analysison
whole body descriptions using bipolar scales to deﬁne traits. Initially, whole body
traits often described by people in freeform annotations experiments were gauged
using a set of moving and stationary subjects. From an initial list of 1238 descrip-
tors, 23 were identiﬁed as unique and formulated as ﬁve-point bipolar scales. The
reliabilityanddescriptivecapabilityofthesefeaturesweregaugedinaseparateex-
perimentinvolvingsubjectswalkingataregularpacearoundaroom.Annotations
made using these 23 features were assessedusing product moment correlationand
their underlying similarity was assessed using a principal components analysis.
The 13 most reliable terms and most representative of the principle components
have been incorporated into our ﬁnal set of traits.
Jain et al. [17] outline a set of key characteristics which determine a physical
trait’s suitability for use in biometric identiﬁcation, a comparable task to mul-
timedia retrieval. These include: Universality, Distinctiveness, Permanence and
Collectability.
The choice of our physiological traits keeps these tenets in mind. Our semantic
descriptions are universal in that we have chosen factors which everyone has. We
have selected a set of subjects who appeared to be semantically distinct in order
to conﬁrm that these semantic attributes can be used. The descriptions are
relatively permanent: overall Skin Colour naturally changes with tanning, but
our description of Skin Colour has racial overtones and these are perceived to
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selected for being easily discernible at a distance by humans. However much care
has been taken over procedure and deﬁnition to ensure consistency of acquisition
(see Section 5).
Using a combination of the studies in cognitive science, witness descriptions
and the work by MacLeod et al. [25] we generated a list of visual semantic traits
which is given in Table 1.
Semantic Terms
Having outlined which physical traits should allowed for, the next question is
how these traits should be represented. Soft biometric techniques use a mixture
of categoricalmetrics (e.g. Ethnicity) and value metrics (e.g. Height) to represent
their traits. Humans are generally less consistent when making value judgements
in comparison to category judgements. Subsequently, in our approach we formu-
late all traits with sets of mutually exclusive semantic terms rather than using
value metrics. This approach is more representative of the categorical nature
of human cognition [38] [26] [39]. This is naturally achieved for certain traits,
primarily when no applicable underlying value order exists (Sex, Hair Colour
etc.). For other traits representable with intuitive value metrics (Age, Lengths,
Sizes etc.) bipolar scales representing concepts from Small to Large are used as
semantic terms. This approach closely matches human categorical perception.
Annotations obtained from such approaches have been shown to correlate with
measured numerical values [8]. Perhaps the most diﬃcult trait for which to ﬁnd a
limited set of terms was Ethnicity. There is a large corpus of work [12] [33] [2] ex-
ploring ethnic classiﬁcation, each outlining diﬀerent ethnic terms; ranging from
the use of 3 to 200, with non necessarily convergent. Our ethnic terms encompass
the three categories mentioned most often and an extra two categories (Indian
and Middle Eastern) matching the UK census4.
4 Automatic Gait Descriptions
In the medical, psychological and biometric community, automatic gait recogni-
tion has enjoyed considerable attention in recent years. Psychological signiﬁcance
in human identiﬁcation has been demonstrated by various experiments [39] [18];
it is clear that the way a person walks and their overall structure hold a sig-
niﬁcant amount of information used by humans when identifying each other.
Inherently, gait recognition has several attractive advantages as a biometric. It
is unobtrusive, meaning people are more likely to accept gait analysis over other,
more accurate, yet more invasive biometrics such as ﬁnger print recognition or
iris scans. Also gait is one of the few biometrics which has been shown to identify
individuals eﬀectively at large distances and low resolutions. However this ﬂexi-
bility also gives rise to various challenges in the use of gait as a biometric. Gait
is (in part) a behavioural biometric and as such is aﬀected by a large variety of
4 http://www.statistics.gov.uk/about/Classifications/
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Table 1. Physical traits and associated semantic terms
Body Shape
1. Arm Length [Very Short, Short, Average,
Long, Very Long]
2. Arm Thick-
ness
[Very Thin, Thin, Average,
Thick, Very Thick]
3. Chest [Very Slim, Slim, Average, Large,
Very Large]
4. Figure [Very Small, Small, Average,
Large, Very Large]
5. Height [Very Short, Short, Average,
Tall, Very Tall]
6. Hips [Very Narrow, Narrow, Average,
Broad, Very Broad]
7. Leg Length [Very Short, Short, Average,
Long, Very Long]
8. Leg Shape [Very Straight, Straight, Aver-
age, Bow, Very Bowed]
9. Leg Thickness [Very Thin, Thin, Average,
Thick, Very Thick]
10. Muscle
Build
[Very Lean, Lean, Average, Mus-
cly, Very Muscly]
11. Proportions [Average, Unusual]
12. Shoulder
Shape
[Very Square, Square, Average,
Rounded, Very Rounded]
13. Weight [Very Thin, Thin, Average, Fat,
Very Fat]
Global
14. Age [Infant, Pre Adolescence, Adoles-
cence, Young Adult, Adult, Mid-
dle Aged, Senior]
15. Ethnicity [Other, European, Middle East-
ern, Far Eastern, Black, Mixed]
16. Sex [Female, Male]
17. Skin Colour [White, Tanned, Oriental, Black]
Head
18. Facial Hair
Colour
[None, Black, Brown, Blond,
Red, Grey]
19. Facial Hair
Length
[None, Stubble, Moustache, Goa-
tee, Full Beard]
20. Hair Colour [Black, Brown, Blond, Grey, Red,
Dyed]
21. Hair Length [None, Shaven, Short, Medium,
Long]
22. Neck Length [Very Short, Short, Average,
Long, Very Long]
23. Neck Thick-
ness
[Very
Thin,Thin,Average,Thick,Very
Thick]
co-variates including mood, fatigue, clothing etc. all of which can result in large
within-subject (intra-class) variance.
Over the past 20 years there has been a considerable amount of work dedicated
to eﬀective automatic analysis of gait with the use of marker-less machine vision
techniques attempting to match the capabilities of human gait perception[30].
Broadly speaking, these techniques can be separated into model based techniques
and holistic statistical techniques.
The latter approaches tend to analyse the human silhouette and its temporal
variation without making any assumptions as to how humans tend to move. An
early example of such an approach was performed by Little and Boyd [23] who
extract optic ﬂow “blobs” between frames of a gait video which they use to ﬁt an
ellipsoids to describe predominant axis of motion. Murase and Sakai [27] analyse
gait videos by projecting each frame’s silhouettes into the eigenspace separately
and using the trajectory formed by all of an individual’s separate frames in the
eigenspace as their signature. Combining each frame silhouette and averaging by
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holistic approach. It provides relatively promising results and is comparatively
simple to implement and as such is often used as a baseline algorithm.
Model based techniques start with some assumption of how humans move or
a model for human body structure, usually restricted to one view point, though
some tackle the problem in 3D. Values for model parameters are estimated which
most faithfully represent the sensed video data. An elegant early approachby [31]
stacked individual silhouettes in an x-y-time (XYT) space, ﬁtting a helix to
the distinctive pattern caused by human legs at individual XT slices. The helix
perimeters are used to deﬁne the parameters for a ﬁve-part stick model. Another,
more recent approach by BenAbdelkader et al. [3] uses a structural model and
attempts to gather evidence for subject height and cadence.
Modelbasedtechniquesmakeseveralassumptionsandexplicitlyextractcertain
information from subject videos. Though this would be useful for speciﬁc struc-
tural semanticterms (Height, Arm/Legdimensions etc.), the model could feasibly
ignore global semantic terms (Sex, Ethnicity etc.) evidence for which could exist
in the holistic information[21]. Subsequently we choose the simple yet powerful
averagesilhouette operation for our automatic gait signature both for purposes of
simplicity and to increasethe likelihood of correlationwith global semantic terms.
5 Semantic and Automatic Data Source
In this section we describe the procedures undertaken to extract automatic and
manual data sources describing our gait videos. Our videos are of 115 individ-
ual subjects each with a minimum of 6 video samples from the Southampton
University Gait Database [36] [36]. In our experiments, the videos used are
from camera set-up “a” during which subjects walk at a natural pace side on
to the plane of the camera view and walking either towards the left or right.
Each subject has been annotated by at least two separate annotators, though 10
have been annotated with 40 annotators as part of a previous, more rigourous,
though smaller scale experiment [35].
Semantic Features
Semantic annotations were collected using the GaitAnnotate system; a web based
application designed to show arbitrary biometric data sources to users for an-
notation, as shown in Fig. 1. This interface allows annotators to view all video
samples of a subject as many times as they require. Annotators were asked
to describe subjects by selecting semantic terms for each physical trait. They
were instructed to label every trait for every subject and that each trait should
be completed with the annotator’s own notions of what the trait meant. Guide-
lines were provided to avoid common confusions e.g. that Height of an individual
should be assigned absolutely in compared to a perceived global “Average”where
traits such as Arm Length could be annotated in comparison to the subject’s
overall physique. This annotation data was also gathered from some subjects
present in the video set, as well as from subjects not present (e.g. a class of
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To gauge an upper limit for the quality of semantic retrieval, we strive to
assure the semantic data is of optimal quality. The annotation gathering process
was designed to carefully avoid (or allow the future study of) inherent weaknesses
and inaccuracies present in human generated descriptions. The error factors that
the system accommodates include:
– Memory[10] - Passage of time may aﬀect a witness’ recall of a subject’s
traits. Memory is aﬀected by variety of factors e.g. the construction and
utterance of featural descriptions rather than more accurate (but indescrib-
able) holistic descriptions. Such attempts often alter memory to match the
featural descriptions.
– Defaulting[22] - Features may be left out of descriptions in free recall.
This is often not because the witness failed to remember the feature, but
rather that the feature has some default value. Race may be omitted if the
crime occurs in a racially homogenous area, Sex may be omitted if suspects
are traditionally Male.
– Observer Variables[11][32] - A person’s own physical features, namely
their self perception and mental state, may aﬀect recall of physical variables.
For example, tall people have a skewed ability to recognise other tall people
but will have less ability when it comes to the description shorter individuals,
not knowing whether they are average or very short.
– Anchoring[6] - When a person is asked a question and is initially presented
with some default value or even seemingly unrelated information, the replies
given are often weighted around those initial values. This is especially likely
when people are asked for answers which have some natural ordering (e.g.
measures of magnitude)
We have designed our semantic data gathering procedure to account for all
these factors. Memory issues are addressed by allowing annotators to view videos
of subjects as many times as they please, also allowing them to repeat a partic-
ular video if necessary. Defaulting is avoided by explicitly asking individuals for
each trait outlined in Table 1, this means that even values for apparently obvious
traits are ﬁlled in and captured. This style of interrogative description, where
constrained responses are explicitly requested, is more complete than free-form
narrative recall but may suﬀer from inaccuracy, though not to a signiﬁcant de-
gree [43]. Subject variables can never be completely removed so instead we allow
the study of diﬀering physical traits across various annotators. Users are asked
to self annotate based on self perception, also certain subjects being annotated
are themselves annotators. This allows for some concept of the annotator’s own
appearance to be taken into consideration when studying their descriptions of
other subjects. Anchoring can occur at various points of the data capture pro-
cess. We have accounted for anchoring of terms gathered for individual traits by
setting the default term of a trait to a neutral “Unsure” rather than any concept
of “Average”.
To allow for inclusion of semantic terms of each trait in the LSA observation
matrix, each semantic term is represented by its occurrence for each subject.
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Fig.1. Example of GAnn interface
made a judgement of a particular term for a particular subject. Each of the n
annotators produces the the ith annotation assigning the jth term for the kth
subject, producing a response rijk ∈ [0,1]. The value for each term tjk for jth
for the kth subject is calculated such that:
tjk =
1
n
n 
i=0
rij (11)
This results in a single annotation for each subject for each term which is a value
between 0.0 and 1.0 which deﬁnes how relevant a particular semantic term is to
a particular subject, i.e. its occurrence (see Section 2).
If an annotator responds as with “Unsure” for each trait, or does not provide
the annotations at all, their response is set to the mode of that trait across all an-
notators across that particular subject. This results in a complete 113x115 (113
semantic terms, 115 subjects) matrix which is concatenated with the automatic
feature matrix described in the following section.
Automatic Gait Features
The automatic feature vector used for these experiments were the average sil-
houette gait signatures. For each gait video, ﬁrstly the subject is extracted from
the scene with a median background subtraction and transformed into a binary
silhouette. This binary silhouette is resized to a 64x64 image to make the signa-
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summation of all these binary silhouettes across one gait cycle. For simplicity
the gait signature’s intensity values are use directly, although there have been
several attempts made to ﬁnd signiﬁcant features in such feature vectors, using
ANOVA or PCA [40] and also a Fourier Decomposition [15].
This results in 4096 (64x64) automatic feature components which describe
each sample video of each of the 115 subjects. The ﬁnal observation matrix O
is constructed by concatenating each sample feature vector with its subject’s
annotation feature vector as described in the previous section. This complete set
of automatically and semantically observed subjects is manipulated in Section 6
to generate Otrain and Otest as described in Section 2.
6 Experiments
For the retrieval experiment it was required to construct a training matrix
Otrain , for which visual features and semantic features are fully observed, and
Otest matrix such that the semantic features are set to zero. The retrieval task
attempts to order the documents in Otest against some semantic queries.
The documents in the training stage are the samples (and associated semantic
annotations) of a randomly selected set of half of the 115 subjects, the test
documents are the other subjects with their semantic terms set to zero. For
analysis, 10 such sets are generated and latent semantic spaces ( Ttrain and
Dtrain ) are generated for each.
6.1 Semantic Query Retrieval Results
We test the retrieval ability of our approach by testing each semantic term in
isolation (e.g. Sex Male, Height Tall etc.). A few example retrieval queries can
be seen in Fig. 3. Here, the Male subjects have been retrieved successfully as
have the Female subjects. In Pre-Adolescence, the system selects two children
but one adult, incorrectly. The Hair Length retrieval is consistently correct. To
put our results in context we also measure the standard mean average precision
(mAP) metric as calculated by TREC-Eval. The mAP of each semantic term
is taken from the mAP of a random ordering for each query. To generate the
random mAP we generate 100 random orderings for each semantic query and
average their mAP.Fig. 2 shows the sum of the random order diﬀerence of each
semantic terms for each trait. These results give some idea of which traits our
approach is most capable of performing queries against, and which it is not.
Our results show some merit and produce both success and failure, as ex-
pected. It has been shown in previous work for example that Sex (mAP=0.12)
is decipherable from average silhouettes alone [21], achieved by analysing the
separate parts of the human silhouette. It is also expected that physical metrics
of mass such as Weight (mAP=0.043), Figure (mAP=0.041) and Leg Thickness
(mAP=0.044) were also likely to be relatively successful as the average silhou-
ette maintains a linear representation of these values in the overall intensity of
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Fig.2. Bar-graph showing the mean average precision improvement for each semantic
trait. Each trait is the weighted sum of its substituent semantic terms.
Sex: Male
Sex: Female
Age: Pre Adolescence
Age: Young Adult
Hair Length: Long
Hair Length: Short
Fig.3. Some Retrieval Results
average silhouette features have removed this feature by normalising silhouettes,
making them the same height for comparison. Only a latent concept of Height
in terms of the aspect ratio is maintained.118 S. Samangooei and M.S. Nixon
Perhaps most surprising is the relative success of Hair Colour (mAP=0.047)
metric as, on ﬁrst inspection it seems as though silhouette images maintain no
colour information. However, the construction of binary silhouettes is undoubt-
edly aﬀected by hair colour when compared to background, and as such the av-
erage silhouette images retain hair colour as brightness in the head region. Veres
et al. [40] noted that this region was the most useful portion of the silhouette
for recognition. It is also likely that this Hair Colour holds some signiﬁcant rela-
tionship with another semantic feature, for example Sex, as most of our Female
participants were indeed of East Asian origin and subsequently had Black Hair.
In future work we discuss an exploration into other such points of interest.
A t-test was also performed to gauge the signiﬁcance of each mAP diﬀerence
from random in relation to the mAP standard deviation. A small p-value indi-
cates higher signiﬁcance. The p-value of each mAP diﬀerence shows that many
of our retrieval precision rates were signiﬁcant5. Sex, Hair Colour/Length and
Age each shared a p-value of 10−5 where Facial Hair features had p-values > 0.2.
This further demonstrates the merit of our approach. It should be noted that
there is a correlation with traits that performed poorly and those reported by
annotators to be confusing and diﬃcult to decipher.
7 Conclusions and Further Work
We have introduced the use of semantic human descriptions as queries in content-
based retrieval against human gait signatures. We carefully selected a set of phys-
ical traits and successfully used them return an ordered list of un-annotated sub-
jectsbasedontheirgaitsignaturealone.Ourresultsconﬁrmtheresultsofprevious
work with regards to traits such as Sex and we also note the capability of retrieval
using other traits, previously unexplored, such as Age and some build attributes.
There are several interesting avenues of research suggested by this work. A fur-
ther exploration into other important semantic features would no doubt uncover
a large range of useful terms for discovery of surveillance video. An exploration
into other gait signatures would also improve the recall of certain semantic fea-
tures. Using model based techniques to more directly extract Height and limb
attributes would no doubt improve their retrieval rates.
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