INTRODUCTION:
Feature selection (FS) is a pre-processing technique that has been proven to significantly impact the performance of the data mining techniques (e.g. classification) [1] in terms either the quality of the extracted patterns or the running time required to analyze the complete dataset. FS aims to improve the classification accuracy by eliminating the redundant, irrelevant and noisy data from the original dataset. FS methods are categorized (based on the evaluation criteria of the selected subset) into filters and wrappers [2] . While the wrapper approaches conceders a learning algorithm (e.g. classification) in the evaluation of the feature subset, filters depend on the data itself to evaluate the feature subset using designated methods (e.g. information gain) [3] .
Searching an optimal subset of features is a big challenge when solving feature selection problems. The main objective when selecting feature is to find a set of M features from an original set of N where M < N without information loose. Therefore, generating all possible subsets is an impractical solution to this problem. If the dataset incldes N features, then there will be 2 N subsets to be generated and evaluated, which is considered as a computationally expensive task [4] .
In literature, many feature selection methods adopted metaheuristic algorithms to search for the optimal subset. An Ant Lion Optimizer (ALO) [5] that mimics the behavior of antlions in hunting prey is employed as a wrapper FS method in [6] . Grey Wolf Optimizer (GWO) is a recent algorithm [7] that has been successfully employed for solving feature selection problems in [8, 9] . Another recent wrapper was proposed in [10] , in which the main algorithm is Moth-flame Optimization algorithm [11] Genetic Algorithm (GA) [12] is an evolution-based algorithm that shows a good performance in solving non-linear and complex problems [13] . Different genetic algorithm approaches have been proposed to tackle the feature selection [13] [14] [15] [16] [17] . Another feature selection approach that based on Scatter Search (SSAR) is proposed by Jue et al. in [18] . The Particle Swarm Optimization algorithm (PSO), proposed by Kennedy and Eberhart [19] , was used in feature selection approaches as in [20] [21] [22] [23] . Based on the biological behaviour of bees, Karaboga [24] proposed an optimisation approach called the Artificial Bee Colony (ABC) algorithm. A feature selection for intrusion detection systems using binary ABC is proposed in [25] .
The main objective of this paper is to propose a wrapper feature selection approach that uses the recent BDA algorithm as a search strategy and the KNearest Neighborhood (KNN) classifier as an evaluator. The rest of the paper is organized as follows: section 2 describes the BDA algorithm. In section 3, the details of the proposed approach are discussed. The experimental results are presented in section 4 while the conclusions and future are outlined in section 5.
II.
DRAGONFLY ALGORITHM As the name shows, the DA algorithm has been inspired from dragonflies [26] .This algorithm can be considered as a swarm intelligence technique to estimate the global optimum of a given optimization problem. The swarming behavior of dragonflies and the mathematical models to implement it are given below: [27] :
• Separation refers to the mechanism that individuals follow to avoid collision with other neighbor individuals. This behavior is mathematically modelled as in Eq. (1).
where X represents the current individual's position, Xj represents the j-th neighboring individual of the X position, and N is the neighborhood size. 
• where Vj represents the j-th neighborhood individual's velocity and N is the neighborhood size.
• Cohesion refers to the individuals' tendency the neighborhood's center of mass. This behavior is mathematically modelled as in Eq. (3).
where X represents the current individual's position, Xj represents the j-th neighboring individual of the X position, and N is the neighborhood size.
Attraction towards the food source and escaping from enemies are other two key behaviors that each individual behaves to survive. The attraction towards the food is modelled as in Eq. (4). (4) where represents the position of the food source and represents the current individual's position. (5) where represents the enemy's position and represents the current individual's position.
DA utilized two vectors to solve optimization problems: step vector and position vector. These two vectors are defined. The step vector is defined as follows: (6) where s represents the separation weight, Si shows the separation of the i-th individual, a is the alignment weight, Ai is the alignment of i-th individual, c indicates the cohesion weight, Ci is the cohesion of the i-th individual, f is the food factor, Fi is the food source of the i-th individual, e is the enemy factor, Ei is the position of enemy of the i-th individual, w is the inertia weight, and t is the iteration number. In a continuous search space, the position of dragonflies is updated by adding the step vector to the previous position. In a binary search space, however, the following equations should be used:
where r is a random number in the range [0, 1], is calculated as in Eq. (8).
The pseudocode of BDA algorithm is given in Algorithm 1. THE PROPOSED BDA ALGORITHM FS is considered as a binary optimization problem, where solutions are restricted to the binary {0, 1} values. Therefore, the binary version of the DA algorithm is suitable to be used to solve this problem. In this work, a vector of zeros and ones is used to represent the solution of the problem, where the zero element indicates that the corresponding feature does not selected and the one element mean that this feature is selected. The length of the solution vector is the number of features in the original dataset.
Initialize the population Xi
In this work, a wrapper feature selection method that based on the DA algorithm is proposed. The KNN classifier is used to evaluate the selected feature subsets. FS is considered as a multi-objective problem, where two contradictory objectives are to be achieved; to maximize the classification accuracy while trying to minimize the number of selected features. Therefore, the cardinality of the reduct is considered in the objective function besides the classification error rate. Eq. (9) represents the objective function. (9) where represents the classification error rate of a given classier (the K-nearest neighbor (KNN) classifier is used here). Furthermore, is the cardinality of the selected subset and |C| is the total number of features in the dataset, and are two parameters corresponding to the importance of classification quality and subset length, and =(1 -) adopted from [6] . Table I shows the details of the 18 datasets that we used to assess the performance of the proposed algorithm. They are well known benchmark datasets taken from the UCI data repository [28] . A wrapper approach-based on the KNN classifier (where K = 5 [6] ) with the Euclidean distance metric is used to generate the best reduct.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Data sets and Parameters
In the proposed approach, each dataset is divided into three parts:
• The first part is used to train the classifier through optimization and at the final evaluation.
• The second part is for assessing the performance of the classifier at the optimization time.
• The third part is to evaluate the best selected features given the trained classifier [10] .
In K-fold cross-validation, K -1 folds are used for training and validation and the remaining fold is used for testing. This process is repeated M times. Hence, individual optimizer is evaluated K*M times for each data set. The training and validation data are equally sized. In all experiments, the parameters are set as follows: The maximum number of iterations is 100 and the population size is 10. Furthermore, each algorithm is run 20 times with random seed on an Intel Core i5 machine, 2.2 GHz CPU and 4 GB of RAM. Please note that the parameters of SA are identical to those used in the previous subsection. To assess the performance of the proposed algorithm, two state-of-the-art FS methods (PSO and GA) are used for comparison purposes, and all algorithms are compared to the performance gained by using all features. The parameter setting for the these different optimization algorithms is obtained from [10] . Different evaluation criteria are used as follows:
• The mean classification accuracy obtained from the 20 runs. From each run, the accuracy of the best solution is considered.
• The average selection size from the 20 runs. In each run, the cardinality of the best solution is considered.
• Different statistics (mean, min and max) for fitness values obtained from each approach are reported.
• Statistical standard deviation (std) is reported compare for all approaches to indicate the stability and robustness of the optimizer. Table II shows the average classification accuracy gained when using all features in the classification process, besides the results obtained by using the selected features by the different FS algorithms. We can remark that the wrapper-feature selection approaches, in general, proved their capability in the FS problem. Inspecting the results in Table II , it is evident that BDA is better than other approaches since it obtained better results in most of the datasets.
B. Results and discussion
In Table III , the kept feature ratio to the total number of features using BDA and other approaches are reported. BDA shows much better performance than other approaches on most of the datasets.
The good performance of BDA algorithm proves its ability to adaptively search the feature space for the most informative features and avoid premature convergence that may be caused by falling in local minima. In addition to proving its capability to balance between the exploration and exploitation during optimization. In Tables IV, V and VI, simple statistical analysis is conducted to assess the performance of the proposed algorithm on average. First, it is obvious that the fitness values achieved obtained when using all features are the worst ever.it is also apparent from the tables that BDA has competitive results compared with other methods. 
V. CONCLUSION
This paper proposed a new wrapper feature selection using the dragonfly algorithm. The main goal of the proposed FS approach was to identify the minimal reduct that could obtain a higher accuracy than using all features in the dataset. A set of well-known FS datasets from UCI data repository are used to evaluate the proposed approach, and the results are compared with the GA and PSO algorithms. The experimental results show a superior performance for the BDA approach compared to other approaches.
As a future work, it is worth to employ different transfer functions and see how BDA behaves accordingly.
