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ABSTRACT. – We consider the linear parabolic problem: ∂t u = Lu, u(0) = φ, where L is a uniformly
elliptic operator, on a bounded domain Ω of RN , with Dirichlet boundary conditions. If the initial data φ
is not compatible with the Dirichlet condition, i.e., if there exists x0 ∈ ∂Ω such that φ(x0) 6= 0, then the
solution u is not continuous on [0, T ] ×Ω .
In the present paper, we give a precise description of the discontinuities of the solution occuring from
such initial data. We present two kinds of optimal pointwise estimates on u(t, x) in two different regions
of the space-time domain (‘near’ the boundary and ‘far’ from the boundary). We also provide estimates for
the solution of the related inhomogeneous problem.
The proofs are based on the construction of suitable sub- and supersolutions for auxiliary inhomogeneous
problems in balls and annuli and on some monotonicity and localization arguments. Ó 2000 Éditions
scientifiques et médicales Elsevier SAS
RÉSUMÉ. – On considère l’équation parabolique linéaire ∂t u = Lu, u(0) = φ, où L est un opérateur
uniformément elliptique, dans un domaine borné Ω de RN , avec conditions de Dirichlet au bord. Si la
donnée initiale φ n’est pas compatible avec la condition de Dirichlet, c’est-à-dire s’il existe x0 ∈ ∂Ω tel que
φ(x0) 6= 0, alors la solution u n’est pas continue sur [0, T ] ×Ω .
Dans le présent article, on donne une description précise des discontinuités de la solution résultant de
telles données initiales. On présente deux types d’estimations ponctuelles optimales sur u(t, x) dans deux
régions différentes du domaine espace-temps (‘proche’ de la frontière et ‘loin’ de la frontière). On donne
aussi des estimations pour la solution du problème inhomogène associé.
Les démonstrations reposent sur la construction de sur- et sous-solutions appropriées pour des problèmes
auxiliaires inhomogènes dans des boules et des anneaux, et sur des arguments de monotonie et de
localisation. Ó 2000 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction
We consider the linear parabolic problem:{
∂tu= Lu, 0< t < T, x ∈Ω,
u(t, x)= 0, 0< t < T, x ∈ ∂Ω,
u(0, x)= φ(x), x ∈Ω,
(1.1)
where Ω is a suitably smooth bounded domain in RN , and L is a uniformly elliptic operator,
with variable coefficients possibly depending on x and t .
If the initial data φ is continuous inΩ , and compatible with the Dirichlet boundary conditions,
in the sense that φ(x) = 0 for all x ∈ ∂Ω , then it is well-known that the solution u of (1.1) is
continuous on D = [0, T ) × Ω (under suitable assumptions on L and Ω , see, e.g., [3]). On
the contrary, if there exists x0 ∈ ∂Ω such that φ(x0) 6= 0 (even still assuming φ ∈ C(Ω )),
then u cannot be continuous at the “cornerpoint” (0, x0) of the parabolic boundary since
limt→0+ u(t, x0)= 0 6= u(0, x0).
The first motivation of this paper is to give a precise description of the discontinuities occuring
from such non-compatible initial data. Such a description should be based on sharp estimates of
u(t, x) for (t, x) in a neighborhood of (0, x0).
Let us first state our typical estimates in the simple case φ ≡ 1. Denote by U the solution
of (1.1) corresponding to φ ≡ 1. Denote by d(x)= dist(x, ∂Ω). Suppose thatΩ satisfies suitable
uniform interior and exterior sphere conditions (see Section 2 for a more precise statement). We
give two kinds of optimal estimates in two different regions of the space-time domain.
If 0< t < τ, x ∈Ω , and d(x)6√t , then:
C1
d(x)√
t
6U(t, x)6 C2
d(x)√
t
,(1.2)
for some constants C1, C2 > 0 depending only on the operator L, and some τ > 0.
If t > 0, x ∈Ω , and d(x)>√t then:
ect
(
1−C3 t
d2(x)
)
6U(t, x)6 ect ,(1.3)
where the constants C3 > 0, c and c depend only on the operator L. We note that we could
consider instead the two regions d(x) 6 C
√
t and d(x) > C
√
t , for any constant C > 0 (see
Remark 2).
As a corollary of these estimates, we obtain the following properties:
lim
t→0, d(x)→0
d(x)/
√
t→0
U(t, x)= 0(1.4a)
and
lim
t→0, d(x)→0
d(x)/
√
t→∞
U(t, x)= 1.(1.4b)
These properties mean that the limit of u is determined either by the boundary conditions, or by
the initial conditions, according to whether the cornerpoints are approached along paths which
are “superparabolic” or “subparabolic” (i.e., d(x)/√t→ 0 or∞).
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Estimates (1.2) and (1.3) are typical examples of much more general results proven in this
paper. Our main results, stated in Section 2, concern initial data φ in L∞(Ω), and provide local
estimates of u(t, x) in terms of limx0φ and limx0φ.
In the region d(x)6
√
t , for example, we obtain:
C1
d(x)√
t
limx0φ 6 u(t, x)6C2
d(x)√
t
limx0φ,(1.5)
provided that limx0φ > 0, for t small and x close to x0 (see Theorem 1).
We also provide estimates of the same kind for the related inhomogeneous problem:{
∂t v = Lv + f, 0< t < T, x ∈Ω,
v(t, x)= 0, 0< t < T, x ∈ ∂Ω,
v(0, x)= 0, x ∈Ω,
(1.6)
with f ∈L∞(QT ) (see Theorem 5).
As far as we know, the left-hand sides of (1.2) and (1.5), giving lower estimates in the region
d(x) 6
√
t have not been previously known. Lower estimates in the region d(x) >
√
t , such
as the left-hand part of (1.3), and their local analogues for φ ∈ L∞(Ω), as well as their direct
consequence in (1.4b), also seem to be new.
On the other hand, the right-hand side estimates in (1.2) and (1.5) are not really new. Actually,
they can be derived from Gaussian bounds on derivatives of fundamental solutions of the operator
∂t−L (see Remark 5 below). However, our approach to prove the upper (and the lower) estimates
on u is much more simple and direct, and requires milder assumptions on Ω and L.
The physical motivation of the problem under consideration in this paper is to describe
precisely the singularities which occur when an abrupt change of temperature is imposed on
the boundary of the domain at t = 0.
In the case of nonsmooth domains, when Ω coincides locally with a cone and L = 1,
some asymptotic expansions of the solution induced by an abrupt change of temperature on
the boundary can be found in [4] (see also the references therein). We refer also to [5] for related
results concerning the thermoelasticity system.
The proofs of our estimates in the region d(x)6
√
t are based on the construction of suitable
sub- and supersolutions for auxiliary inhomogeneous problems in balls and annuli, and on some
monotonicity and localization arguments. Although the basic strategy is rather simple, the proofs
require several steps and numerous lemmas. To help readers, we therefore give a detailed outline
of proof at the beginning of Section 3. As for the estimate in the region d(x) >
√
t , its proof
relies on the same ingredients, together with an additional rescaling argument (see Lemma 4.1).
One interesting aspect of our methods is that we avoid the use of sophisticated tools such as
Gaussian bounds on fundamental solutions, or Lp regularity theory. Also, let us stress that all our
estimates are a priori ones, and that we do not make use of existence theory for equations (1.1)
or (1.6).
Most of the results presented in this paper were announced in [7], where we treated only
the case L =1, with substantially simplified proofs, and where we omitted all the localization
arguments.
The outline of this paper is as follows. In Section 2, we give some notations and we
state our main estimates, first for the general initial value problem (1.1), next for the general
inhomogeneous problem (1.6), and finally for some simple examples. All the estimates in the
region d(x) 6
√
t (respectively, d(x) > √t ) are proven in Section 3 (respectively, Section 4).
In order not to break the main stream of arguments, we postponed all the necessary localization
lemmas to the Appendix.
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2. Statement of the results
First, we give some notations. Let Ω be any bounded domain of RN and T > 0. We denote
QT = (0, T )×Ω . For any t ∈ (0, T ), let
Lu=
N∑
i,j=1
aij (t, x)∂iju+
N∑
i=1
bi(t, x)∂iu+ c(t, x)u,(2.1)
be an elliptic operator. Throughout this paper, we make the following assumptions on the
coefficients in (2.1):
aij , bi, c ∈L∞(QT ), for all i, j ∈ {1, . . . ,N},(2.2)
and we assume that L is uniformly elliptic on (0, T ), i.e., there exist Λ0, λ0 > 0 such that
λ0|ξ |2 6
N∑
i,j=1
aij (t, x)ξiξj 6Λ0|ξ |2,(2.3)
for all ξ ∈RN , and all (t, x) ∈QT . We denote:
a0 =
∑
i
‖aii‖L∞, b0 =
∑
i
‖bi‖L∞, c= sup
QT
c, c= inf
QT
c, and c0 = ‖c‖L∞ .
When considering problem (1.1), and only in this case, we will make the following additional
assumption:
∂iaij exists in QT and ∂iaij ∈L∞(QT ), for all i, j ∈ {1, . . . ,N}.(2.4)
When (2.4) is satisfied, we may rewrite the operator L under the divergence form:
Lu=
N∑
i,j=1
∂i
(
aij (t, x)∂ju
)+ N∑
i=1
b˜i(t, x)∂iu+ c(t, x)u,(2.5)
where b˜i = bi −∑j ∂j aji ∈ L∞(QT ).
By a solution of (1.1), with φ ∈ L2(Ω), we thus mean a function:
u ∈C([0, T ),L2(Ω))∩C((0, T ),H 10 (Ω))∩C1((0, T ),H−1(Ω))(2.6)
such that
∂tu(t, .)= Lu(t, .) in H−1(Ω), for all t ∈ (0, T ) and u(0)= φ.(2.7)
(Indeed, under assumption (2.4), Lu(t, .) makes sense as an element of H−1(Ω).)
As for problem (1.6), with f ∈ LN+1(QT ), by a solution v, we mean a function
v ∈C(QT )∩W 1,2N+1,loc(QT )(2.8)
such that:
∂tv(t, x)= Lv(t, x)+ f (t, x) a.e. in QT , v|∂Ω = 0 and v(t, .)≡ 0(2.9)
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(see Krylov [6] for the definition of W 1,2N+1,loc).
Since we are primarily interested in noncompatible L∞ data, problem (1.1) definitely cannot
admit solutions u ∈ C(QT ), and in particular one cannot use the classical maximum principle
for nondivergence form operators. This is the reason why we are led to adopt the notion of weak
solution (2.6)–(2.7) with the assumption (2.4). For equation (1.1), we will thus naturally use the
weak maximum principle for divergence form operators.
Let us note that for equation (1.6), an a priori regularity such as (2.8) is natural and that such v
is usually refered to as a strong solution. For equation (1.6), this notion of solution allows one to
apply the Krylov–Tso maximum principle for nondivergence form operators (see [6,10]), which
is the parabolic analogue of the Alexandroff–Bakelman–Pucci principle for elliptic equations.
In all that follows, we make assumptions (2.2) and (2.3) on L and we systematically
assume (2.4) when dealing with solutions of (1.1), even if this is not explicity mentioned in
the statements of our results.
We denote by d(x) the function distance to the boundary:
d(x)=min{|x − y|; y ∈ ∂Ω}, x ∈Ω.
For some results (typically, results in the region d(x)6√t ), we will need regularity assumptions
on the domain Ω . We say that Ω satisfies a uniform interior sphere condition (Hint) of radius
R0 > 0 if:
(Hint) For any ball B ⊂ Ω of radius smaller than R0, there exists a ball B ′ of radius R0,
included in Ω and containing B .
We say that Ω satisfies a uniform exterior sphere condition (Hext) of radius R1 > 0 if:
(Hext) For any point x ∈ ∂Ω , there exists a ball B of radius R1 included in ΩC and such that
x ∈ ∂B .
We will also need local versions of these definitions. We say that Ω satisfies a uniform interior
sphere condition of radius R0 > 0 in the neighborhood of x0 ∈ ∂Ω if:
(H′int) There exists δ > 0 such that for any ball B ⊂Ω ∩B(x0, δ), of radius smaller than R0,
there exists a ball B ′ of radius R0, included in Ω , and containing B .
In the same way, we say that Ω satisfies a uniform exterior sphere condition of radius R1 > 0 in
the neighborhood of x0 ∈ ∂Ω if:
(H′ext) There exists δ > 0 such that for any x ∈ ∂Ω ∩ B(x0, δ), there exists a ball B of radius
R1 included in ΩC , and such that x ∈ ∂B .
2.1. The general initial value problem
We begin with a general local result for the solution of (1.1) with φ ∈L∞(Ω).
THEOREM 1. – (i) Let x0 ∈ ∂Ω and assume that Ω satisfies uniform interior and exterior
sphere conditions in the neighborhood of x0. Let φ ∈ L∞(Ω), and assume that u solves (1.1). If
limx0φ > 0, then we have:
C1
d(x)√
t
limx0φ 6 u(t, x)(2.10)
for all (t, x) ∈QT such that d2(x)6 t and |x−x0|2+ t 6 τ , where the constant C1 > 0 depends
only on Λ0, and τ > 0 depends only on L, Ω and φ. Moreover, if φ > 0 in Ω , then the result
holds without the assumption of local exterior sphere condition.
(ii) Let x0 ∈ ∂Ω and assume that Ω satisfies a uniform exterior sphere condition in the
neighborhood of x0. Let φ ∈ L∞(Ω), and assume that u solves (1.1). If limx0φ > 0, then we
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have:
u(t, x)6 C2
d(x)√
t
limx0φ,(2.11)
for all (t, x) ∈QT such that d2(x)6 t and |x−x0|2+ t 6 τ , where the constant C2 > 0 depends
only on λ0, and τ > 0 depends only on L, Ω and φ.
Remark 1. – If limx0φ < 0 (respectively limx0φ < 0) similar estimates are readily obtained
by changing φ into −φ. Under the assumptions of Theorem 1(ii), if limx0φ = 0, then (2.11) is
replaced with u(t, x)6 εd(x)/
√
t for any ε > 0, with τ also depending on ε.
Remark 2. – We will see in proving Theorem 1, that the results remain valid for all (t, x) such
that d2(x)6 Ct 6 τ where C is any positive number, for possibly different constants C1, C2, τ
depending on C.
As announced in the introduction, we give a second type of estimates.
THEOREM 2. – LetΩ be any bounded domain ofRN . Let x0 ∈ ∂Ω , φ ∈L∞(Ω), and assume
that u solves (1.1). If limx0φ > 0 (respectively limx0φ > 0), then, for all ε ∈ (0,1), we have the
lower (respectively upper) part of the following estimate:
(1− ε)
(
1−C3 t
d2(x)
)
limx0φ 6 u(t, x)6 (1+ ε)limx0φ,
for all (t, x) ∈QT such that t 6 d2(x) and |x−x0|2+ t 6 τε , where the constantC3 > 0 depends
only on L and diam(Ω), and τε > 0 depends only on L, φ, and ε.
Let us note that no regularity condition on Ω is required in Theorem 2. On the other hand,
it does not seem possible to remove the parameter ε in Theorem 2, due to the effect of possible
smaller or larger values of φ in Ω . However, in the special case φ ≡ 1, we have a more precise
result — see Theorem 7 below.
By putting Theorems 1 and 2 together, we obtain properties (2.12)–(2.13) below, which mean
that the limit of u is determined either by the boundary conditions or by the initial conditions,
according to whether the cornerpoints are approached along paths which are “superparabolic” or
“subparabolic” (i.e., d(x)/√t→ 0 or∞).
COROLLARY 3. – Let x0 ∈ ∂Ω and assume that Ω satisfies a uniform exterior sphere
condition in the neighborhood of x0. Let φ ∈ L∞(Ω) be such that limx0 φ exists, and assume
that u solves (1.1). Then:
lim
t→0, x→x0
d(x)/
√
t→0
u(t, x)= 0(2.12)
and
lim
t→0, x→x0
d(x)/
√
t→∞
u(t, x)= limx0 φ.(2.13)
By the line of proof of Theorem 1, we also obtain the following optimal estimate.
THEOREM 4. – Assume that Ω satisfies (Hext), and assume that u solves (1.1), where
φ ∈L∞(Ω). Then we have: ∣∣u(t, x)∣∣6 C2 d(x)√
t
‖φ‖∞,(2.14)
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for all (t, x) ∈QT such that t 6 τ , where C2 > 0 depends only on λ0, and τ > 0 depends only
on L and Ω .
Remark 3. – Of course, the interest of (2.14) is only for d(x)6√t/C2, for one always has
|u(t, x)| 6 ect ‖φ‖∞ by the maximum principle. Estimate (2.14) can thus be recast under the
form: ∣∣u(t, x)∣∣6 ‖φ‖∞ min(ect ,C2 d(x)√
t
)
.
We now state similar results in the case of equations with source and zero initial data.
2.2. The general inhomogeneous problem
THEOREM 5. – Let x0 ∈ ∂Ω . Let f ∈L∞(QT ), and assume that v solves(1.6).
(i) Assume that Ω satisfies a uniform interior (respectively, exterior) sphere condition in the
neighborhood of x0. If lim(0,x0) f > 0 (respectively, lim(0,x0) f > 0), then we have the
lower (respectively, upper) part of the following estimate:
C′1d(x)
√
t lim(0,x0) f 6 v(t, x)6 C
′
2d(x)
√
t lim(0,x0) f,
for all (t, x) ∈QT such that d2(x) 6 t and |x − x0|2 + t 6 τ , where the constants C′1,
C′2 > 0 depend only on Λ0 and λ0 respectively, and τ > 0 depends only on L, Ω and f .
(ii) For any bounded domain Ω of RN , if lim(0,x0) f > 0 (respectively, lim(0,x0) f > 0) then,for any ε ∈ (0,1/2], we have the lower (respectively, upper) part of the following estimate:
(1− ε) t
1+C′3 td2(x)
lim(0,x0) f 6 v(t, x)6 (1+ ε)t lim(0,x0)f
for all (t, x) ∈QT such that t 6 d2(x) and |x − x0|2 + t 6 τε , where the constant C′3 > 0
depends only on L and diam(Ω), and τε > 0 depends only L, f and ε.
2.3. Examples
The next result is a special case of Theorem 1; however we state it as a theorem for its interest
as simple model case.
THEOREM 6. – Assume that Ω satisfies (Hint) (respectively, (Hext)), and assume that U
solves: {
∂tU = LU, 0< t < T, x ∈Ω,
U(t, x)= 0, 0< t < T, x ∈ ∂Ω,
U(0, x)= 1, x ∈Ω.
(2.15)
Then we have the lower (respectively, upper) part of the following estimate:
C1
d(x)√
t
6U(t, x)6C2
d(x)√
t
(2.16)
for all (t, x) ∈QT such that d2(x)6 t 6 τ , where the constants C1,C2 > 0 depend only on Λ0
and λ0 respectively, and τ > 0 depends only on L and Ω .
Theorems 2 and 5(ii) can be improved in the case when φ ≡ 1.
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THEOREM 7. – LetΩ be any bounded domain of RN , and assume that U solves (2.15). Then
we have the estimates:
ect
(
1−C3 t
d2(x)
)
6U(t, x)6 ect ,
for all (t, x) ∈QT , where C3 > 0 depends only on L and diam(Ω).
THEOREM 8. – Assume that V solves:{
∂tV = LV + 1, 0< t < T, x ∈Ω,
V (t, x)= 0, 0< t < T, x ∈ ∂Ω,
V (0, x)= 0, x ∈Ω.
(2.17)
(i) If Ω satisfies (Hint) (respectively, (Hext)), then we have the lower (respectively, upper)
part of the estimate
C′1d(x)
√
t 6 V (t, x)6C′2d(x)
√
t,
for all (t, x) ∈QT such that d2(x)6 t 6 τ , where the constants C′1,C′2 > 0 depend only
on Λ0 and λ0 respectively and τ > 0 depends only on L and Ω .
(ii) For any bounded domain Ω of RN , we have the estimate:
tect
1+C′3 td2(x)
6 V (t, x)6 tect ,
for all (t, x) ∈QT , where the constant C′3 > 0 depends only on L and diam(Ω).
2.4. Remarks
Remark 4. – We know that if φ is continuous on Ω , and compatible (i.e., φ ≡ 0 on ∂Ω), then
u is continuous on QT . The case where φ is compactly supported in Ω is somewhat extreme.
Indeed, in this case, with φ > 0 continuous, φ 6≡ 0, we have the estimate:
e−K1/td(x)6 et1φ 6 e−K2/t d(x),
for d2(x)+ t 6 τ , where τ, K1, K2 > 0 depend only on φ and Ω . (Here we take L = 1 for
definiteness, and et1 denotes the heat semigroup.) For the lower estimate, we refer to [1]. The
upper estimate is obtained easily by comparison with the solution in RN , given by convolution
with the standard heat kernel.
Remark 5. – As mentioned in the Introduction, some of our upper estimates can be recovered
from Gaussian bounds on Green kernels. Indeed, Mora [8], as a direct application of estimates
of Green kernels (see [9,2]) shows that:
∥∥T (t)ϕ∥∥
C1 6
C√
t
‖ϕ‖C,
for all ϕ ∈ C0(Ω) (ϕ continuous and zero on the boundary). This implies (2.14) for all ϕ ∈
C0(Ω). One then easily extends this estimate to any φ ∈ L∞(Ω) by approaching φ in L2 norm
by functions ϕn ∈ C0(Ω).
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Remark 6. – The proofs yield the following admissible values for the multiplicative constants
appearing in the statements of Section 2. (Let us stress that we make no claim about the optimality
of these values.) In Theorems 1, 4 and 6:
C1 = 1260 min
(
Λ
1/2
0 ,Λ
−1/2
0
)
, C2 = 20λ−1/20 .
In Theorems 5(i) and 8(i):
C′1 =
1
10
min
(
1,Λ−1/20
)
, C′2 = 20λ−1/20 .
In Theorems 2 and 7:
C3 = 1600Λ0
(
(N + 1)Λ0 + b0 diam(Ω)
λ0
)2
.
In Theorem 5(ii):
C′3 = 200Λ0
(
N + 1+ b0 diam(Ω)
Λ0
)2
.
In Theorem 8(ii):
C′3 = 200Λ0
(
N + 1+ b0 diam(Ω)
λ0
)2
.
In particular, when there is no convection term (i.e., bi ≡ 0), then C3 and C′3 do not actually
depend on Ω , and one may for instance take C′3 = 200 (N + 1)2Λ0 in Theorem 5(ii). On the
other hand, we note that the lower estimates in Theorems 7 and 8(ii) hold for all t ∈ (0, T ) and
not only for small t . However, if one needs an estimate only for small t in Theorem 8(ii), one can
then take the better constant C′3 of Theorem 5(ii).
By a careful reading of the proofs and a little more work, one could also give more precise
information on the dependence of the times τ, τ1, . . . appearing in the statements of Section 2.
Let us just mention that in Theorems 6 and 4, we can take:
τ = R
2
0
214
min
(
1,Λ−10
) λ20
((N + 1)Λ0 + b0 diam(Ω))2
in the left-hand side estimate, upon replacing C1 with C1ect , and
τ = R
2
1λ0
16((N + 1)Λ0 + b0(R1 + diam(Ω)))2(2.18)
in the right-hand side estimate, upon replacing C2 with C2ect . In Theorem 8(i), we can take:
τ = R
2
0Λ0
64((N + 1)Λ0 + b0 diam(Ω))2
in the left-hand side estimate, upon replacing C′1 with C′1ect , and τ as in (2.18) in the right-hand
side estimate, upon replacing C′2 with C′2ect .
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3. Proofs of estimates in the region d(x)6
√
t
The proof is carried out through several steps. For convenience, we first give an outline of the
proof.
(i) In Lemma 3.1, we construct our basic sub- and supersolutions for the heat equation with
unit source in a ball or in an annulus.
(ii) In Lemma 3.2, we derive useful monotonicity properties — in time and in space — for
the solution of the heat equation with unit initial data, in a ball or in an annulus.
(iii) In Lemma 3.3, by using Lemma 3.1, we deduce the lower (resp., upper) estimates for the
heat equation with unit source in a ball (resp., in an annulus).
(iv) By using these estimates and a monotonicity argument, we then obtain the corresponding
estimates for the heat equation with unit initial data (Lemma 3.4).
(v) In Lemma 3.5, we show that from the functions constructed in step (i), it is possible
to obtain sub- and supersolutions for general parabolic operators, with unit source or
initial data, in a ball or in an annulus. Moreover, these sub- and supersolutions satisfy the
estimates we are looking for.
(vi) From this, we finally deduce the estimates for general source or initial data, by comparing
the solution with one of the above sub- or supersolutions, defined in a suitable inner ball
or outer annulus, tangent to the boundary ofΩ . The comparison is performed by applying
the maximum principle on an auxiliary open set. To do so, one must first get some control
on the solution on the boundary of the auxiliary set. This is done via the use of several
localization lemmas, which are proved in the Appendix.
Let us define ϕ on [0,+∞) by:
ϕ(y)=
{
y(2− y) if 06 y 6 1,
1 if y > 1.(3.1)
Observe that the function ϕ is of class C1 and of class C2 piecewise on [0,+∞).
LEMMA 3.1. – (i) Let R > 0 and K > 0. Set
W1(t, r)= t4ϕ
(
R − r√
Λ0t
)
, for t > 0, 06 r 6R,
and W1(0, r)= 0, for 06 r 6R. Then W1 is a subsolution of:∂tW −Λ0∂rrW −K
∂rW
r
= 1, t > 0, 0< r < R,
∂rW(t,0)=W(t,R)= 0, t > 0,
W(0, r)= 0, 0< r < R,
(3.2)
on (0, τ1), for τ1 =R2 min( 14Λ0 ,
Λ0
16K2 ).(ii) Let R > 0 and K > 0; set
W2(t, r)= tϕ
(
R − r√
Λ0t
)
, for t > 0, 0< r < R
andW2(0, r)= 0, for 0< r < R. ThenW2 is a supersolution of (3.2) on (0, τ2), for τ2 =R2/Λ0.
(iii) Let R2 >R1 > 0 and K > 0; set
W3(t, r)= tϕ
(
r −R1√
λ0t
)
, for t > 0, R1 < r < R2,
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and W3(0, r)= 0, for r ∈ (R1,R2). Then W3 is a supersolution of: ∂tW − λ0∂rrW −K
∂rW
r
= 1, t > 0, R1 < r < R2,
W(t,R1)=W(t,R2)= 0, t > 0,
W(0, r)= 0, R1 < r < R2,
(3.3)
on (0, τ3) where τ3 = R
2
1λ0
4K2 .
Proof. – First, we display the expressions of ϕ′ and ϕ′′:
ϕ′(y)=
{
2(1− y) if 06 y 6 1,
0 if y > 1,
ϕ′′(y)=
{−2 if 06 y < 1,
0 if y > 1.
Let us prove (i). Set 0 < τ 6 R24Λ0 to be chosen later. Denote y = R−r√Λ0t for 0 < r < R and
0< t < τ . We have
∂tW1 = 14
(
ϕ(y)− y
2
ϕ′(y)
)
6 1
4
,
for all y > 0. On the other hand:
−∂rW1
r
=
√
t
Λ0
ϕ′(y)
4r
.
Note that ϕ′(y)= 0 for y > 1, i.e., for R − r >√Λ0t . If, on the contrary, R − r 6√Λ0t then
r >R−√Λ0τ >R/2, so that
−∂rW1
r
6
√
t
R
√
Λ0
.
Finally,
−Λ0∂rrW1 =−14ϕ
′′(y)6 1
2
.
Therefore, we obtain
∂tW1 −Λ0∂rrW1 −K ∂rW1
r
6 3
4
+ K
√
t
R
√
Λ0
6 1,
if we choose also
0< τ 6 R
2Λ0
16K2
.
Observe that since τ 6 R24Λ0 , we have
R√
Λ0t
> 2, hence ∂rW1(t,0) = 0 for 0 < t < τ . Observe
also that W1(t,R) = W1(0, r) = 0. Therefore, W1 is a subsolution of (3.2) on (0, τ1), for
τ1 =R2 min( 14Λ0 ,
Λ0
16K2 ).
Now we prove (ii). Let 0< τ 6 R2
Λ0
. For 0< r < R and 0< t < τ , we still denote y = R−r√
Λ0t
.
We have:
∂tW2 = ϕ(y)− y2ϕ
′(y),
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so that ∂tW2 = y > 0 if 0< y < 1, and ∂tW2 = 1 if y > 1. On the other hand,
−∂rW2
r
=
√
t
Λ0
ϕ′(y)
r
> 0.
Finally,
−Λ0∂rrW2 =−ϕ′′(y)
and so −Λ0∂rrW2 = 2 if 0< y 6 1, and −Λ0∂rrW2 = 0 if y > 1. In both cases, we eventually
obtain:
∂tW2 −Λ0∂rrW2 −K ∂rW2
r
> 1.
Observe finally that since τ 6 R2
Λ0
, ∂rW2(t,0) = 0 for 0 < t < τ and that W2(t,R) =
W2(0, r)= 0. We set τ2 = R2/Λ0 so that W2 is a supersolution of (3.2) on (0, τ2).
We turn to the proof of (iii), which is similar. Let τ3 > 0 to be chosen later. For R1 < r < R2
and 0< t < τ3, let y = r−R1√λ0t . We have:
∂tW3 = ϕ(y)− y2ϕ
′(y),
so that ∂tW3 = y > 0 if 0< y 6 1, and ∂tW3 = 1 if y > 1. On the other hand,
−∂rW3
r
=−
√
t
λ0
ϕ′(y)
r
>− 2
√
t
R1
√
λ0
,
if 0< y 6 1, and
−∂rW3
r
= 0,
if y > 1.
Finally,
−λ0∂rrW3 =−ϕ′′(y),
and so −λ0∂rrW3 = 2 if 0 < y 6 1, and −λ0∂rrW3 = 0 if y > 1. We eventually obtain, for
0< y < 1,
∂tW3 − λ0∂rrW3 −K ∂rW3
r
> 2− 2K
√
t
R1
√
λ0
> 1,
by choosing
τ3 = R
2
1λ0
4K2
;
and for y > 1,
∂tW3 − λ0∂rrW3 −K ∂rW3
r
= 1.
ThusW3 is a supersolution of (3.3) on (0, τ3). 2
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LEMMA 3.2. – (i) Let R > 0 and K > 0. Let Z be the solution of:∂tZ−Λ0∂rrZ−K
∂rZ
r
= 0, t > 0, 0< r < R,
∂rZ(t,0)= Z(t,R)= 0, t > 0,
Z(0, r)= 1, 0< r < R.
(3.4)
Then we have:
06 Z 6 1, ∂tZ 6 0 and ∂rZ 6 0
in (0,∞)× (0,R).
(ii) Let R2 >R1 > 0 and K > 0. Let Z be the solution of: ∂tZ− λ0∂rrZ −K
∂rZ
r
= 0, t > 0, R1 < r < R2,
Z(t,R1)= ∂rZ(t,R2)= 0, t > 0,
Z(0, r)= 1, R1 < r < R2.
(3.5)
Then we have:
06 Z 6 1, ∂tZ 6 0, ∂rZ > 0 and ∂rrZ 6 0
in (0,∞)× (R1,R2).
Remark. – In Lemma 3.2 as well as in the rest of this section and in Section 4, we may assume
for simplicity that K > 0 is such that K/Λ0 (resp. K/λ0) is an integer, so that the existence of
Z,Z, . . . is clear.
Proof. – The fact that 0 6 Z 6 1 follows from the maximum principle, since 0 and 1 are,
respectively, sub- and supersolution of (3.4).
Now we prove that ∂tZ 6 0 on (0,∞) × [0,R]. Let Z˜(t, r) = Z(t, r) for 0 6 r 6 R and
Z˜(t, r) = Z˜(t,−r) for −R 6 r < 0. Observe that Z˜ satisfies the same equation as Z on
(0,∞)× (−R,R), with zero Dirichlet boundary conditions at r =±R. Take any h > 0, and set
zh(t, r)= Z˜(t, r)− Z˜(t+h, r). For t > 0, zh satisfies the same equation as Z˜. On the other hand,
we have zh(0, r)= 1− Z˜(h, r)> 0. By the maximum principle, it follows that zh(t, r)> 0 for
all t > 0 and r ∈ (−R,R). This proves that Z˜ is nonincreasing in time, so that ∂t Z˜ is nonpositive
for t > 0.
To prove that ∂rZ 6 0, let us set γ =K/Λ0 > 0. We have:
∂r (r
γ ∂r Z˜)= rγ
(
∂rrZ˜+ K
Λ0
∂rZ˜
)
= r
γ
Λ0
∂t Z˜ 6 0, for t > 0 and r ∈ [0,R].
Since ∂rZ˜(t,0)= 0, it follows that ∂rZ˜(t, r)6 0, for t > 0 and r ∈ [0,R].
Finally, the proof forZ is similar (∂rrZ 6 0 being a consequence of ∂tZ 6 0 and ∂rZ > 0). 2
In order to obtain estimates on Z and Z, we need first to derive estimates on the solutions of
the corresponding inhomogeneous problems (3.2) and (3.3).
LEMMA 3.3. – (i) Let W be the solution of problem (3.2). Then we have:
c′1(R− r)
√
t 6W(t, r)6 c′2(R − r)
√
t ,
where the lower estimate holds for all (t, r) ∈ (0, τ1)× (0,R) such that (R − r)2 6 t , and the
upper estimate holds for all (t, r) ∈ (0, τ2)× (0,R), with c′1 = 14 min(1,Λ−1/20 ), c′2 = 2Λ−1/20
and τ1, τ2 as defined in Lemma 3.1.
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(ii) Let W be the solution of problem (3.3). Then we have:
W(t, r)6 c2(r −R1)
√
t ,
for all (t, r) ∈ (0, τ3)× (R1,R2), with c2 = 2λ−1/20 and τ3 as defined in Lemma 3.1.
Proof. – Since W1 is a subsolution of (3.2) on (0, τ1), we have
W(t, r)>W1(t, r)
for all 0< t < τ1 and r ∈ (0,R). Note that by construction, ϕ(y)> y for all 06 y 6 1. Therefore,
if (R − r)2 6Λ0t and t < τ1, then
W(t, r)> 1
4
√
Λ0
(R − r)√t .
If Λ0 < 1, this does not give the desired estimate in the whole region (R − r)2 6 t . However,
observe that since ϕ(y)= 1 for y > 1, if Λ0t < (R− r)2 6 t , then we have
W1(t, r)= t4 >
1
4
(R− r)√t,
so that W1(t, r)> c′1(R− r)
√
t , if (R − r)2 6 t 6 τ1, where c′1 = 14 min(1,Λ−1/20 ).
To prove the upper estimate on W , we use W2, which was introduced in Lemma 3.1. For
0< t < τ2, we have:
W(t, r)6W2(t, r)6
2√
Λ0
(R − r)√t,
since ϕ(y)6 2y for any y > 0.
The upper estimate on W is shown by using W3. Let 0< t < τ3, and r ∈ (0,R), we have:
W(t, r)6W3(t, r)6
2√
λ0
(R− r)√t ,
since ϕ(y)6 2y . 2
We can now estimate Z and Z.
LEMMA 3.4. – (i) Let R > 0 and K > 0. Let Z be the solution of (3.4); then
c1
R− r√
t
6 Z(t, r),
for all (t, r) ∈ (0, τ4) × (0,R) such that (R − r)2 6 t , where c1 = 1128 min(Λ1/20 ,Λ−1/20 ) and
τ4 = R21024 min(1,Λ−10 )min(1, ( Λ02K )2).
(ii) Let R2 >R1 > 0 and K > 0. Let Z be the solution of (3.5); then
Z(t, r)6 c2
r −R1√
t
,
for (t, r) ∈ (0, τ3)× (0,R), where c2 = 2λ−1/20 and τ3 is defined in Lemma 3.1.
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Proof. – It follows from the variation of parameters formula that:
W(t)=
t∫
0
Z(s)ds and W(t)=
t∫
0
Z(s)ds for all t > 0.
To prove the lower estimate on Z, we write, for some M > 1 to be fixed later:
W(Mt)−W(t)=
Mt∫
t
Z(s)ds 6 (M − 1)t Z(t),
since Z is nonincreasing in time by Lemma 3.2. On the other hand, by Lemma 3.3, we have:
c′1(R− r)
√
t 6W(t, r)6 c′2(R − r)
√
t ,
such that (R− r)2 6 t , where τ =min(τ1, τ2). It thus follows that
Z(t)>
c′1
√
M − c′2
M − 1
R − r√
t
,
for any (t, r) ∈ (0, τ/M) × (0,R) such that (R − r)2 6 t . We obtain the result by choosing
M = 4(c′2/c′1)2 = 64 max(1,Λ−10 ), and next τ4 =min(τ1, τ2)/M .
For the upper estimate on Z, we again use the monotonicity in time of Z to write:
Z(t)6 1
t
t∫
0
Z(s)ds = W(t)
t
,
and we apply Lemma 3.3(ii). 2
For R > 0 and R2 >R1 > 0 to be fixed later, we now define:
U(t, x)= ectZ(t, |x|), t > 0, |x|6R(3.6)
and
U(t, x)= ectZ(t, |x|), t > 0, R1 6 |x|6R2,(3.7)
with Z (resp., Z) as defined in Lemma 3.2, where K is chosen such that:
K > Λ0
λ0
(
Λ0 + a0 + b0 diam(Ω)
) (
resp., K >Λ0 + a0 + b0
(
R1 + diam(Ω)
))
,(3.8)
with K/Λ0 (resp., K/λ0) integer. Also we define:
V (t, x)= ectW1
(
t, |x|), t > 0, |x|6R,(3.9)
and
V (t, x)= ectW3
(
t, |x|), t > 0, R1 6 |x|6R2,(3.10)
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with W1 (resp., W3) as defined in Lemma 3.1, where K (integer) is chosen such that:
K >Λ0 + a0 + b0 diam(Ω)
(
resp., K >Λ0 + a0 + b0
(
R1 + diam(Ω)
))
,(3.11)
with K/Λ0 (resp., K/Λ0) integer.
The following lemma will be one of the main ingredients of the proofs of Theorems 1 and 5.
It shows that the functions above constitute suitable sub- and supersolutions of (2.15) and (2.17),
which satisfy the lower and upper estimates we are looking for.
LEMMA 3.5. – (i) Let 0<R 6 diam(Ω) and B = B(0,R). Then U is a subsolution of (2.15)
in (0, T )×B , and V is a subsolution of (2.17) in (0, τ1)×B . Moreover, we have the estimates:
U(t, x)> c1ect
R− |x|√
t
for all (t, x) ∈ (0, τ4)×B such that (R − |x|)2 6 t , and:
V (t, x)> c′1ect
(
R − |x|)√t ,
for all (t, x) ∈ (0, τ1) × B such that (R − |x|)2 6 t , where c1, c′1, τ1, τ4 are defined in
Lemmas 3.3 and 3.4.
(ii) Let 0<R1 <R2 6R1+diam(Ω) andA= {x; R1 < |x|<R2}. ThenU is a supersolution
of (2.15) in (0, t)×A, and V is a supersolution of (2.17) in (0, τ3)×A. Moreover, we have the
estimates:
U(t, x)6 c2ect
|x| −R1√
t
and
V (t, x)6 c′2ect
(|x| −R1)√t ,
for all (t, x) ∈ (0, τ3)×A, where c2, c′2, τ3 are defined in Lemmas 3.3 and 3.4.
Proof. – An easy computation shows that:
LU(t, x)= ect
((∑
i,j
aij xixj
|x|2
)
∂rrZ
(
t, |x|)
+
(∑
i
aii
|x| −
∑
i,j
aij xixj
|x|3 +
∑
i
bixi
|x|
)
∂rZ
(
t, |x|)+ cZ(t, |x|)).
Denoting:
λ(t, x)= 1|x|2
N∑
i,j=1
aij (t, x)xixj and h(t, x)=−
N∑
i=1
aii(t, x)+ λ(t, x)−
N∑
i=1
bi(t, x)xi,
it follows that
e−ct (∂tU −LU )= ∂tZ− λ(t, x)∂rrZ+ h(t, x)∂rZ
r
+(c− c(t, x))Z(3.12)
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in (0, T )×B . Since ∂tZ 6 0 by Lemma 3.2, it follows from the definition of Λ0 and c that:
e−ct (∂tU −LU )6 λ(t, x)
Λ0
(∂tZ −Λ0∂rrZ )+ h(t, x)∂rZ
r
.
Using the equation satisfied by Z, ∂rZ 6 0, the definitions of λ0, Λ0, a0, b0, and (3.8), we then
get:
ect (∂tU −LU )6
(
−Kλ(t, x)
Λ0
+ ∣∣h(t, x)∣∣) |∂rZ|
r
6
(−Kλ0
Λ0
+Λ0 + a0 +Rb0
) |∂rZ|
r
6 0.
As for U , we just use ∂rrZ 6 0, ∂rZ > 0 (see Lemma 3.2), the equation satisfied by Z,
and (3.8) to obtain, for all (t, x) ∈ (0, T )×B ,
e−ct
(
∂tU −LU
)= ∂tZ− λ(t, x) ∂rrZ+ h(t, x)∂rZ
r
+(c− c(t, x))Z
>
(
∂tZ− λ0∂rrZ
)+ h(t, x)∂rZ
r
> (K −Λ0 − a0 −R2b0) |∂rZ|
r
> 0.
(ii) In the case of V , since ∂rrW1 6 0 and ∂rW1 6 0, we obtain, for all (t, x) ∈ (0, T )×B ,
e−ct (∂tV −LV )= ∂tW1 − λ(t, x) ∂rrW1 + h(t, x)∂rW1
r
+(c− c(t, x))W1
6 ∂tW1 −Λ0∂rrW1 + h(t, x)∂rW1
r
6 1− (K −Λ0 − a0 −Rb0) |∂rW1|
r
6 1,
where we used (3.11).
As for V , since ∂rrW 3 6 0 and ∂rW 3 > 0, it follows similarly from (3.11) that:
e−ct
(
∂tV −LV
)
> 1
in (0, T )×A. 2
We are now in a position to prove the results of Section 2 concerning the region d(x)6
√
t .
Theorems 6 and 8(i) are consequences of the local results Theorems 1 and 5(i). However, we
first give a direct proof of Theorem 6 (and at the same time of Theorem 4), which is quite simple
at this point. In particular, this proof does not suffer from the technicalities needed for the local
results, which require several localization lemmas from the Appendix. It can be profitably read
before turning to the proofs of Theorems 1 and 5(i).
Proof of Theorem 6, lower estimate. – Let x1 ∈ Ω and define δ = d(x1). If δ > R0 then
we denote by B the ball of center x1 and of radius δ. Otherwise, by (Hint), there exists a
ball B ⊂ Ω , of radius R0, and containing B(x1, δ). In both cases, we obtain a ball B ⊂ Ω ,
of radius R = max(δ,R0) ∈ [R0,diam(Ω)], containing x1 and such that d(x1) = dist(x1, ∂B).
Without loss of generality, we may assume that the center of the ball B is the origin, so that
d(x1)=R− |x1|.
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Since U > 0 on (0, T )× ∂B , by Lemma 3.5 and the maximum principle, we have:
U(t, x)>U(t, x) in (0, T )×B,
where U is defined by (3.6). In particular, we have:
U(t, x1)> ect c1
d(x1)√
t
,
for d2(x1)6 t 6 τ4, 0< t < T , where τ4 is defined in Lemma 3.4.
We deduce that
U(t, x)> ect c1
d(x)√
t
>C1
d(x)√
t
,
for d(x)2 6 t 6 τ , with, e.g., C1 = 1130 min(Λ1/20 ,Λ−1/20 ), and some τ = τ (L,R0,diam(Ω))
> 0.
The upper estimate of Theorem 6 is an immediate consequence of Theorem 4, which we now
prove.
Proof of Theorem 4. – Take x1 ∈Ω , and let x0 ∈ ∂Ω be such that |x1 − x0| = d(x1). By the
hypothesis (Hext), there exists a ball B of radius R1 such that B ⊂ ΩC and x0 ∈ ∂B . Without
loss of generality we may assume that the center of the ball B is the origin. Since Ω is bounded,
Ω is entirely contained in the ball of center 0 and of radius R2 = R1 + diam(Ω). We denote by
A the annulus of center 0 and of radii R1 and R2. Note that Ω ⊂A, and d(x1)= |x1| −R1.
By Lemma 3.5 and the maximum principle applied in (0, T )×Ω , we have:
U(t, x)6 |φ|∞U(t, x) in (0, T )×A.
In particular, we have
U(t, x1)6 c2|φ|∞ect d(x1)√
t
,
for all t 6 τ3, 0 < t < T , where τ3 is defined in Lemma 3.1. The result follows with, e.g.,
C2 = 3λ−1/20 , and some τ = τ (L,R1,diam(Ω)) > 0. 2
A direct proof of Theorem 8(i) could be carried out in the same way. On the other hand,
Theorem 8(i) follows from Theorem 5(i), using a standard covering argument to ∂Ω .
Proof of Theorem 1, lower estimate. –
Step 1 (construction of a suitable inner ball). We claim that for all x1 ∈ Ω satisfying
|x1 − x0|6 δ1, where δ1 > 0 depends only on Ω and φ, there exists a ball B , of radius R = δ1,
such that:
B
(
x1, d(x1)
)⊂ B ⊂Ω, d(x1)= dist(x1,Bc), and φ|B > 12 limx0φ.
To prove the claim, we first pick δ ∈ (0,R0) satisfying (H′int), and such that φ > 12 limx0φ in
Ω∩B(x0, δ). Let x1 ∈Ω be such that |x1−x0|6 δ1 ≡ δ/4. There exists y0 ∈ ∂Ω such that |x1−
y0| = d(x1) 6 δ/4. It follows from the triangle inequality that B(x1, d(x1)) ⊂ B(x0, δ/2) and
|x0 − y0|6 δ/2. By (H′int), there exists a ball B ′ of radius R0 such that B(x1, d(x1))⊂ B ′ ⊂Ω .
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Since y0 ∈ ∂B(x1, d(x1)) ∩ ∂Ω and d(x1)6 δ/4, we can thus find a ball B of radius δ/4, such
that B(x1, d(x1))⊂ B ⊂Ω and d(x1)= d(x1,Bc). Finally, since |y0 − x0|6 δ/2 and y0 ∈ ∂B ,
we get B ⊂ B(x0, δ) and the claim follows.
Without loss of generality, we may assume that B is centered at 0.
Step 2 (comparison with a subsolution in the ball). Let U be the subsolution of (2.15) in
(0, T )×B , given by Lemma 3.5, and set U 2 = 12 (limx0φ)U .
Let us first assume that φ > 0 in Ω . Then u > 0 in Ω and in particular on ∂B , so that U2
is a subsolution of (1.1) in (0, T )× B . We deduce from the maximum principle that u> U2 in
(0, T )×B . By the lower estimate on U in Lemma 3.5, we thus obtain:
u(t, x1)>
c1
2
ect
(
limx0φ
) dist(x1,Bc)√
t
= C1
(
limx0φ
) d(x1)√
t
,
whenever d2(x1) 6 t and |x1 − x0|2 + t 6 τ , where, e.g., C1 = 1300 min(Λ1/20 ,Λ−1/20 ), and
τ = τ (L,Ω,φ) > 0.
If φ > 0 is not satisfied, we proceed as follows. Define U3 in [0, T )×Ω to be the extension
by 0 of U , where U is the subsolution of (2.15) in [0, T )×B as above. We observe that
∂tU3 −LU 3 6 0 in (0, T )×Ω .(3.13)
(This is proved at the end of the Appendix.) Now, we set:
U4 =
1
2
(
limx0φ
)
U3 + |φ|∞ z,
where z is given by Lemma A.4. (Recall that it is here assumed that Ω also satisfies the uniform
exterior sphere condition (H′ext) for R1 and δ.) By (3.13) and Lemma A.4, we clearly have:
∂tU4 −LU4 6 0 in (0, T )×Ω ,
U4 6 0 in (0, T )× ∂Ω .
On the other hand, since B ⊂Ω \B(x0, δ), by the definition of z, we have:
U4(0, x)6
{ 1
2 (limx0φ) in B,−|φ|∞ in Ω \B,
henceU4(0, x)6 φ(x) inΩ . The maximum principle thus yields u>U 4 in (0, T )×B . By using
the estimates in Lemmas 3.5 and A.4, we obtain:
u(t, x1)>
c1
2
ect limx0φ
d(x1)√
t
−C0|φ|∞t d(x1)> C1
(
limx0φ
) d(x1)√
t
,
for any d2(x1) 6 t 6 τ , with, e.g., C1 = 1260 min(Λ1/20 ,Λ−1/20 ), and some τ = τ (L,Ω,
φ) > 0. 2
Proof of Theorem 1, upper estimate. –
Step 1 (construction of a suitable subset ω). Choose R1 > 0 and δ > 0 satisfying (H′ext), and
such that φ 6 2 limx0φ in B(x0, δ)∩Ω . Let B0 = B(x0, δ/2) and ω = B0 ∩Ω . By Lemma A.1,
there exists τ = τ (L, φ, δ) > 0 such that:
u(t, x)6 4 limx0φ, for all (t, x) ∈ [0, τ )× ω.(3.14)
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Step 2 (estimates on the boundary of ω). Let x1 ∈ Ω be such that |x1 − x0| < δ/16. There
exists y0 ∈ ∂Ω such that |x1−y0| = d(x1)6 δ/16. In particular, we have |x0−y0|6 δ/8, so that
y0 ∈ B0. Therefore, by (H′ext) there exists a ball Be , of radius inf(R1, δ/16), such that Be ∩Ω = ∅
and y0 ∈ ∂Be.
LetA= BR2 \Be , where BR2 is a ball of radiusR2 = diam(Ω)+R1+δ, and concentric to Be .
In particular Ω ⊂A. Let U be the supersolution of (2.15) in (0, T )×A, given by Lemma 3.5.
We claim that
U(t, x)> 1/2, for all (t, x) ∈ (0, τ )× (∂B0 ∩Ω).(3.15)
To prove the claim, we first note that for all x ∈ Be, we have |x0−x|6 δ/4, hence dist(∂B0, x)>
δ/4. On the other hand, for all x ∈ (BR2)c, we have |x0 − x| > |x − y0| − |x0 − y0| >
R2 −R1 − δ/8> 3δ/4, hence dist(∂B0, x)> δ/4. It follows that
dist
(
∂B0,Ac
)
> δ/4.
Using formula (3.7) and the continuity of Z at t = 0 away from points r =R1 and r = R2 (Z is
defined in Lemma 3.2), we thus deduce that (3.15) holds, for a possibly smaller τ = τ (L,Ω,φ) ∈
(0, T ).
Step 3 (comparison with a supersolution in Ω). Denote U2 = 8( limx0φ)U . By combining
(3.14), (3.15), U > 0 on ∂Ω ∩B0, and ∂ω= (Ω ∩ ∂B0)∪ (∂Ω ∩B0), we deduce that:
u(t, x)6U2(t, x), for all (t, x) ∈ (0, τ )× ∂ω.
Since we also have u(0, x)= φ(x)6 U2(0, x) in ω, we can compare u with U2 in ω using the
maximum principle in (0, τ )× ω. It follows that u(t, x)6 U2(t, x), for all (t, x) ∈ (0, τ )× ω.
Using d(x1)= dist(x1, ∂Be), the upper estimate on U in Lemma 3.5 then yields:
u(t, x1)6U2(t, x1)6 8c2ect
(
limx0φ
) dist(x1, ∂Be)√
t
6 C2
(
limx0φ
) d(x1)√
t
,
for 0< t 6 τ , with, e.g., C2 = 20λ−1/20 , and some τ = τ (L,Ω,φ) > 0. 2
Proof of Theorem 5(i), lower estimate. –
Step 1 (construction of a suitable inner ball). By Step 1 of the proof of Theorem 1 (lower
estimate) and Lemma A.3, it follows that for all x1 ∈Ω satisfying |x1 − x0|6 δ1, there exists a
ball B , of radius δ1, such that:
B
(
x1, d(x1)
)⊂ B ⊂Ω, d(x1)= d(x1,Bc), and f|(0,τ )×B > 12 lim(0,x0)f
and
v(t, x)> 0 in (0, τ )×B ,
where δ1 > 0 depends only on Ω and f , and τ depends only on Ω, L and f . We may again
assume that B is centered at 0.
Step 2 (comparison with a subsolution in the ball). Let V be the subsolution of (2.17) in the
ball B , given by Lemma 3.5, and set V 2 = 12 (lim(0,x0)f )V . It follows from Step 1 that V 2 is
a subsolution of (1.6) in (0, τ ) × B , and the maximum principle then implies that v > V 2 in
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(0, T )×B . By the lower estimate on V in Lemma 3.5, we deduce that:
v(t, x1)>
c′1
2
ect
(
lim(0,x0)f
) dist(x1,Bc)√
t
> C′1
(
lim(0,x0)f
) d(x1)√
t
,
whenever d2(x1) 6 t and |x1 − x0|2 + t 6 τ , where, e.g., C′1 = 110 min(1,Λ−1/20 ), and τ =
τ (L,Ω,f ) > 0. 2
Proof of Theorem 5(i), upper estimate. – The proof is similar to that of the upper estimate of
Theorem 1.
Step 1 (construction of a suitable subset ω). Choose R1 > 0 and δ > 0 satisfying (H′ext), and
such that
f 6 2 lim(0,x0)f, in B(x0, δ)∩Ω .(3.16)
Let B0 = B(x0, δ/2) and ω= B0 ∩Ω . By Lemma A.2, there exists τ > 0 such that
v(t, x)6 4t
(
lim(0,x0)f
)
, for all (t, x) ∈ [0, τ )×ω.(3.17)
Step 2 (estimates on the boundary of ω). Let x1 ∈ Ω be such that |x1 − x0| < δ/16. Let
y0, Be, R2 andA be as in Step 2 of the proof of Theorem 1, upper estimate. As before, we have:
dist
(
∂B0,Ac
)
> δ/4.(3.18)
Let V be the supersolution of (2.17) in A, given by Lemma 3.5. By definition of V and W3
(see formula (3.10) and Lemma 3.1), we have V (t, x)> tect , for all t > 0 and x ∈A such that
dist(x,Be)>
√
λ0t . It thus follows from (3.18) that:
V (t, x)> t/2, for all (t, x) ∈ (0, τ )× (∂B0 ∩Ω),(3.19)
for a possibly smaller τ (still depending only on L, Ω and φ).
Step 3 (comparison with a supersolution in ω). Denote V 2 = 8( limx0φ)V . By combining
(3.17), (3.19), V > 0 on ∂Ω ∩B0, and ∂ω= (Ω ∩ ∂B0)∪ (∂Ω ∩B0), we deduce:
v(t, x)6 V 2(t, x), for all (t, x) ∈ (0, τ )× ∂ω.
On the other hand (3.16) implies:
∂t v −Lv = f 6 ∂tV 2 −LV 2, in (0, τ )×ω.
Since v(0, x) = V 2(0, x) = 0 in ω, it thus follows from the maximum principle that v(t, x) 6
V 2(t, x), for all (t, x) ∈ (0, τ ) × ω. Using d(x1) = dist(x1, ∂Be), the upper estimate on V in
Lemma 3.5 then yields:
v(t, x1)6 V 2(t, x1)6 8c′2ect
(
lim(0,x0)f
)
dist(x1, ∂Be)
√
t 6 C′2
(
lim(0,x0)f
)
d(x1)
√
t ,
for 0< t 6 τ , with, e.g., C′2 = 20λ−1/20 and some τ = τ (L,Ω,f ) > 0. 2
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4. Proofs of estimates in the region d(x)>
√
t
First, we prove an analogue of Lemma 3.1 with a parameter ε > 0.
LEMMA 4.1. – Let R > 0, K > 0 and ε > 0. Define:
Wε(t, r)= 4ε
1+ 3εW1(t/ε, r)=
t
1+ 3εϕ
(
R − r√
Λ0t/ε
)
,
for t > 0 and 0< r < R. Then, Wε is a subsolution of (3.2) on (0, ετ1), where τ1 is defined in
Lemma 3.1.
Proof. – Take 0 < τ 6 R24Λ0 to be chosen later. We use the calculations made in the proof of
Lemma 3.1. We obtain:
∂tW
ε = 4
1+ 3ε ∂tW1(t/ε, r)6
1
1+ 3ε ,
−∂rW
ε
r
=− 4ε
1+ 3ε
∂rW1(t/ε, r)
r
6 4
√
ε
1+ 3ε
√
t
R
√
Λ0
,
and finally
−Λ0∂rrWε =− 4ε1+ 3ε Λ0∂rrW1(t/ε, r)6
2ε
1+ 3ε .
We deduce:
∂tW
ε −Λ0∂rrWε −K ∂rW
ε
r
6 1,
for 0< t < ετ , provided that
0< τ 6 R
2Λ0
16K2
.
Observe that as in the proof of Lemma 3.1, we have ∂rWε(t,0) = Wε(t,R) = 0, for all
t ∈ (0, ετ1). Therefore,Wε is a subsolution of (3.2) on (0, ετ1). 2
LEMMA 4.2. – Let R > 0 and K > 0. Let W be the solution of (3.2); then
t
1+ c′3 tR2
6W(t,0)6 t,
for all (t, r) ∈ (0,∞)× (0,R), where c′3 = 12Λ0 max(1,4( KΛ0 )2).
Proof. – Let ε > 0 to be chosen later. By the maximum principle and Lemma 4.1, we have
W(t, r)> t
1+ 3εϕ
(
R − r√
Λ0t/ε
)
,
for all 0< t < ετ1 and all r ∈ [0,R]. Fix t = t0 and r = 0 in the preceding formula. We obtain
W(t0,0)>
t0
1+ 3εϕ
(
R√
Λ0t0/ε
)
,
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for ε > t0/τ1. Choose precisely ε = t0/τ1. Recall that τ1 =R2τ0 where
τ0 =min
(
1
4Λ0
,
Λ0
16K2
)
.
Since τ0 6 14Λ0 , we have:
R√
Λ0t0/ε
= 1√
Λ0τ0
> 2;
since ϕ(y)= 1 for y > 1,
W(t0,0)>
t0
1+ 3
τ0
t0
R2
.
Finally, the upper estimate is obvious, since t is a supersolution of (3.2). 2
LEMMA 4.3. – Let 0<R 6 diam(Ω) and B = B(0,R). Define:
V 1(t, x)= ectW
(
t, |x|), 06 t < T , |x|6R,
with W the solution of (3.2), where K is chosen such that:
K > Λ0
λ0
(
Λ0 + a0 + b0 diam(Ω)
)(4.1)
with K/Λ0 integer. Then V 1 is a subsolution of (2.17) in (0, T )×B .
Remark. – The motivation for using W instead of W1 in the definition of V 1 is that it yields a
subsolution on the whole time interval (0, T ) (while W1 would give a subsolution only for small
t). On the other hand, if one is interested in the sharp structural dependence of the estimates upon
the coefficients of the operator L, then W1 only involves the quantity Λ0, whereas W involves
also Λ0
λ0
(see Remark 6).
Proof. – We first note that ∂rW 6 0 (sinceW(t)=
∫ t
0 Z(s)ds and ∂rZ 6 0 — see Lemma 3.2)
and that
Λ0∂rrW + K
r
∂rW = ∂tW − 1=Z − 16 0
in (0, T )×B . Still denoting
λ(t, x)= 1|x|2
N∑
i,j=1
aij (t, x)xixj and h(t, x)=−
N∑
i=1
aii(t, x)+ λ(t, x)−
N∑
i=1
bi(t, x)xi,
we then have:
e−ct (∂tV 1 −LV 1)= ∂tW − λ(t, x)∂rrW + h(t, x)
∂rW
r
+(c− c(t, x))W
in (0, T )×B . It follows that:
e−ct (∂tV 1 −LV 1)6 ∂tW − λ(t, x)
(
∂rrW + K
Λ0r
∂rW
)
+
(
K
Λ0
λ(t, x)+ h(t, x)
)
∂rW
r
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6 ∂tW −Λ0∂rrW − K
r
∂rW +
(
−Kλ0
Λ0
+ ∣∣h(t, x)∣∣) |∂rW |
r
6 1+
(
−Kλ0
Λ0
+Λ0 + a0 +Rb0
) |∂rW |
r
6 1,
in view of (4.1). Therefore V 1 is a subsolution of (2.17) in (0, T )×Ω . 2
LEMMA 4.4. – Let R > 0 and K > 0. Let Z be the solution of (3.4); then
1− c3 t
R2
6 Z(t,0)6 1,
for all (t, r) ∈ (0,∞)× (0,R), where c3 = 4c′3.
Proof. – Recall that
W(t, r)=
t∫
0
Z(s, r)ds,
so that
W(2t, r)−W(t, r)=
2t∫
t
Z(s, r)ds.
Applying this formula for r = 0, Lemma 4.2 and the monotonicity in time ofZ (see Lemma 3.2),
we obtain
t Z(t,0)>
2t∫
t
Z(s,0)ds > 2t
1+ 2c′3 tR2
− t > t
(
1− 4c
′
3t
R2
)
. 2
Proof of Theorem 7. – Let x1 ∈Ω, R = d(x1), and B = B(x1,R). Without loss of generality,
we may assume that x1 is the origin, so that the first estimate to prove is exactly:
ect
(
1−C3 t
R2
)
6U(t,0).
Let U = ectZ be the subsolution of (2.15) in (0, T )× B , given by Lemma 3.5. Since U > 0 in
Ω , hence on ∂B , we infer from the maximum principle that U >U in (0, T )×B , and the lower
estimate of Theorem 7 then follows from Lemma 4.4, with C3 = 800Λ0( (N+1)Λ0+b0 diam(Ω)λ0 )2.
(We choose K 6 2Λ0
λ0
(Λ0 + a0 + b0 diam(Ω)) in the definition of U , which is compatible
with (4.1).)
The upper estimate is clear, since ect is a supersolution of (2.15). 2
Proof of Theorem 8(ii). – The proof of the lower estimate is exactly the same as for
Theorem 2(ii), except that instead ofU and Lemma 4.4, we use the subsolution V 1 of Lemma 4.3
and the lower estimate of Lemma 4.2. The conclusion thus follows with C′3 = C3/4, where C3 is
as in Theorem 7.
For the upper estimate, we consider the supersolution tect . 2
Proof of Theorem 2. – Select δ > 0 such that φ > (1 − ε/4)limx0φ > 0 in Ω ∩ B(x0, δ).
Let ω = Ω ∩ B(x0, δ/2) and let x1 ∈ Ω be such that |x1 − x0| 6 δ/8. Then it is clear that
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R ≡ d(x1) 6 δ/8 and that B = B(x1, d(x1)) ⊂ ω. Without loss of generality, we may assume
that x1 = 0. Let U be the subsolution of (2.15) in (0, T ) × B , given by Lemma 3.5, and set
U2 = (1− ε/4)( limx0φ)U .
By Lemma A.5, we have u(t, x)>−C0|φ|∞t in (0, T )×ω. Let M = C0|φ|∞ and u2(t, x)=
u(t, x)+Mt . Then, we have:
u2 > 0 and ∂tu2 −Lu2 = ∂tu+M −Lu− c(t, x)Mt > 0
in (0, τ ) × B , for τ = min(T ,1/c+). Since u2(0, x) > U2(0, x) in B , it follows from the
maximum principle that u2 >U2 in (0, τ )×B , hence in particular, by Lemma 4.4,
u(t, x1)> (1− ε/4)
(
limx0φ
)
ect Z(t,0)−Mt
> (1− ε/4)( limx0φ) ect (1− c3 td2(x1)
)
−Mt
> (1− ε/2)( limx0φ) ect (1− 2c3 td2(x1)
)
+
(
ε
4
(
limx0φ
)
ect −Mt
)
,
by choosing ε 6 1/2. Now if we choose τε = τε(L, φ, ε), τε ∈ (0, τ ), so small that Mt 6
ε
4 ( limx0φ) e
ct and (1− ε/2)ect > 1− ε on (0, τε), we finally conclude that:
u(t, x1)> (1− ε/2)
(
limx0φ
)
ect
(
1− 2c3 t
d2(x1)
)
> (1− ε)( limx0φ)(1− 2c3 td2(x1)
)
,
for t ∈ (0, τε). This concludes the proof of the lower estimate (note that K can be chosen as in
the proof of Theorem 7).
Finally, the upper estimate is an immediate consequence of Lemma A.1. 2
Proof of Theorem 5(ii). – Select δ > 0 and τ0 > 0 such that f > (1− ε/2)lim(0,x0)f in Q′ =
(0, τ0)× (Ω ∩ B(x0, δ)). Let ω =Ω ∩ B(x0, δ/2) and let x1 ∈Ω be such that |x1 − x0|6 δ/8,
so that d(x1) 6 δ/8 and B = B(x1, d(x1)) ⊂ ω. Assuming again x1 = 0, we let V 1 be the
subsolution of (2.17) in (0, T )×B , given by Lemma 4.3.
By Lemma A.3, we know that v > 0 in (0, τ )×ω, for some τ = τ (L, f, δ) ∈ (0, τ0). It follows
from the maximum principle that:
v(t)> ect (1− ε/2)( lim(0,x0)f )W(t)
in (0, τ )× B . The lower estimate is then a consequence of Lemma 4.2, giving lower estimate
on W .
The upper estimate is an immediate consequence of Lemma A.2. 2
Remark. – With some extra work, using the subsolutions Wε of Lemma 4.1 and arguing as in
the proofs of Lemmas 4.2 and 4.3, one actually obtains the lower estimate of Theorem 5(ii) with
the better constant C′3 = 200Λ0(N + 1+ b0 diam(Ω)λ0 )2.
Appendix. Localization lemmas
In view of the localization lemmas, we need some preliminaries. First, we fix two functions χ
and η ∈ C2(R;R) with the following properties:
χ(r)=
{0 for r 6 1,
1 for r > 2,
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and 06 χ 6 1;
η(r)=
{
r − r2/4 for r 6 1,
1 for r > 2,
with 0 6 η′ 6 1 and η′′ 6 0 for r > 0. The existence of χ and η is clear. Also we denote
M0 =max(|χ |∞, |χ ′|∞, |χ ′′|∞), which is an absolute constant.
Next, for any radial function Z(x)=ψ(|x|), with ψ of class C2 and ψ ′ > 0, we have:
LZ(t, x) =
(∑
i,j
aij xixj
|x|2
)
ψ ′′
(|x|)
+
(∑
i
aii
|x| −
∑
i,j
aij xixj
|x|3 +
∑
i
bixi
|x|
)
ψ ′
(|x|)+ cψ(|x|),(A.1)
hence
LZ(t, x)6Λ0|ψ ′′|∞ + a0
∣∣∣∣ψ ′(r)r
∣∣∣∣∞ + b0|ψ ′|∞ + c0|ψ|∞.(A.2)
LEMMA A.1. – Let u solve (1.1) in QT , and assume that φ ∈ L∞(Ω) and that φ 6 1 in
B(x0, α)∩Ω for some x0 ∈RN, α > 0. Then, for all ε > 0, there exists τ = τ (L, |φ+|∞, α, ε) >
0, such that:
u(t, x)6 1+ ε in ([0, τ ] ×B(x0, α/2))∩QT .
Proof. – Assuming that x0 = 0 without loss of generality, we define χ1(r)= χ( 2rα ) and
z(t, x)= (1+ |φ+|∞ χ1(|x|)) exp(M|φ+|∞t),
where M > 0 is to be fixed. Since χ ′1(r) = 0 for r 6 α/2, we note that |χ
′
1(r)
r
|∞ 6 4M0α−2.
Therefore, by (A.2), it follows that:
Lz(t, .)6 |φ+|∞M0
[
4(Λ0 + a0)α−2 + 2b0α−1 + c0
]
exp
(
M|φ+|∞t
)
.
ChoosingM =M0[4(Λ0 + a0)α−2 + 2b0α−1 + c0], it follows that
∂tz−Lz> 0 in QT .
On the other hand, we have:
z(0, x)>
{1 if |x|6 α,
1+ |φ+|∞ if |x|> α,
hence z(0, x)> φ(x) in Ω . By the maximum principle, we deduce that u(t, x)6 z(t, x) in QT .
By taking τ = log(1+ε)
M|φ+|∞ , since χ1(|x|) = 0 for |x| 6 α/2, we conclude that u(t, x) 6 z(t, x) 6
exp(M|φ+|∞t)6 1+ ε in ([0, τ ] ×B(x0, α/2))∩QT . 2
LEMMA A.2. – Let v solve (1.6) in QT , and assume that f ∈ L∞(QT ) and that f 6 1 in
([0, τ0] × B(x0, α)) ∩QT for some x0 ∈ RN, α > 0 and τ0 ∈ (0, T ). Then for all ε > 0, there
exists τ = τ (L, |f+|∞, α, ε) > 0, such that:
v(t, x)6 (1+ ε)t in ([0, τ ] ×B(x0, α/2))∩Qτ0 .
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Proof. – With χ1 as in the proof of Lemma A.1, and again assuming x0 = 0 without loss of
generality, we define:
z(t, x)= (1+ ε)t(1+ |f+|∞χ1(|x|)).
Similarly as in the proof of Lemma A.1, we have:
Lz(t, .)6 |f+|∞M0
[
4(Λ0 + a0)α−2 + 2b0α−1 + c0
]
(1+ ε)t.
Setting M =M0[4(Λ0 + a0)α−2 + 2b0α−1 + c0], it follows that
∂t z−Lz> (1+ ε)
(
1+ |f+|∞χ
(|x|)−M|f+|∞t).
Let us choose τ = ε(1+ ε)−1(M|f+|∞)−1. Then, for t 6 τ and |x|6 α, we obtain:
∂t z−Lz> (1+ ε)
(
1− ε(1+ ε)−1)= 1
and for t 6 τ and |x|> α,
∂tz−Lz> (1+ ε)
[
1+ |f+|∞ − ε(1+ ε)−1
]
> |f+|∞.
Therefore, we have ∂t z − Lz > f (t, x) in Qτ ∩Qτ0 . By the maximum principle, since z > 0,
we deduce that v(t, x)6 z(t, x) in Qτ . Since χ1(|x|)= 0 for |x|6 α/2, it follows that v(t, x)6
(1+ ε)t in ([0, τ ] ×B(x0, α/2))∩Qτ0 . 2
LEMMA A.3. – Let v solve (1.6) in QT , and assume that f ∈ L∞(QT ) and that f > 1
in ([0, τ0] × B(x0, α)) ∩ QT for some x0 ∈ RN, α > 0, τ0 ∈ (0, T ). Then there exists τ =
τ (L, |f−|∞, α) > 0, such that
v(t, x)> 0 in
([0, τ ] ×B(x0, α/2))∩Qτ0 .
Proof. – With χ1 as in the proof of Lemma A.1, let us define
z(t, x)=−2|f−|∞tχ1
(|x|)
(where x0 = 0 has been again assumed). Similarly as in the proof of Lemma A.1, we have:
Lz6 2|f−|∞M0
[
4(Λ0 + a0)α−2 + 2b0α−1 + c0
]
t .
Setting M =M0[4(Λ0 + a0)α−2 + 2b0α−1 + c0] and choosing τ = (2M(1 + |f−|∞))−1, we
obtain, for all t ∈ (0, τ ),
∂t z−Lz6 2|f−|∞
(
Mt − χ1
(|x|))6 {2|f−|∞Mτ 6 1 if |x|6 α,
2|f−|∞(Mτ − 1)6−|f−|∞ if |x|> α,
hence ∂tz−Lz6 f (t, x) in Qτ ∩Qτ0 .
By the maximum principle, since z 6 0, we deduce that v(t, x) > z(t, x) in Qτ , hence
v(t, x)> 0 in ([0, τ ] ×B(x0, α/2))∩Qτ0 . 2
LEMMA A.4. – Let x0 ∈ ∂Ω , and assume thatΩ satisfies the exterior sphere condition (H′ext)
in the neighborhood of x0, for some R1 > 0, δ > 0. Then for all x1 ∈ B(x0, δ/8), there exists a
(smooth) function z, such that:
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∂tz−Lz6 0 and z6 0, in [0, T )×Ω ,
z(0, x)=−1 in Ω \B(x0, δ),
and such that
z(t, x1)>−C0td(x1) in [0, T ),
where C0 = C0(L, δ,R1) > 0.
Proof. – Take ξ ∈ ∂Ω such that |x1 − ξ | = d(x1), and x such that B(x,R) ∩Ω = {ξ}, where
R =min(R1, δ/16). We note that d(x1)= |x1 − x| −R, and we may assume x = 0 without loss
of generality.
Let us now define, for x such that |x|>R:
Z1(x)= η
(
M
(|x| −R)),
Z2(x)= χ
(
4|x|
δ
)
,
and
z(t, x)=−M1teM2t Z1(x)−Z2(x),
where M, M1, M2 > 0 are to be fixed. First, it is clear that z6 0. We compute:
∂tz−Lz= LZ2 −M1eM2t Z1(x)+M1teM2t
(LZ1 −M2Z1(x)).(A.3)
Using (A.1) and the properties of η, we obtain:
LZ1 6M2λ0η′′
(
M
(|x| −R))+M(a0R−1 + b0)+ c0.
Assume that
M >max
(
4
(
a0R
−1 + b0
)
λ−10 ,2c
1/2
0 λ
−1/2
0
)
.
For all x such that 06M(|x| −R)6 1, it follows that:
LZ1(t, x)6−M2λ0/2+M
(
a0R
−1 + b0
)+ c0 6 0.(A.4)
Next choose
M2 > 2
(
M
(
a0R
−1 + b0
)+ c0).
Then, for all x such that M(|x| −R)> 1, since Z1(x)> 1/2, we obtain:
LZ1(t, x)6M
(
a0R
−1 + b0
)+ c0 6M2Z1(x).(A.5)
From (A.4) and (A.5), we deduce that
LZ1(t, x)−M2Z1(x)6 0, t ∈ (0, T ], |x|>R.(A.6)
Now, if |x|6 δ/4, we have LZ2(t, x)= 0, whereas for |x|> δ/4,
LZ2(t, x)6M0
[
16(Λ0 + a0)δ−2 + 4b0δ−1 + c0
]≡M1.
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Assume in addition that M > 16δ−1, so that M(|x|−R)> 2 whenever |x|> δ/4. Therefore, we
get:
LZ2(t, x)−M1Z1(x)6 0, t ∈ (0, T ], |x|>R.(A.7)
By combining (A.3), (A.6) and (A.7), we infer that ∂t z−Lz6 0 in QT .
On the other hand, we note that |x1 − ξ | 6 |x1 − x0| 6 δ/8 and |x − ξ | 6 R 6 δ/16 imply
that |x0| = |x0 − x|6 δ/2. Therefore, for all x such that |x − x0|> δ, we get |x|> δ/2, hence
M(|x| −R)> 16
δ
δ
4 = 4, so that z(0, x)=−Z2(x)=−1.
Finally, we have |x1 − ξ |6 δ/8, hence |x1|6 δ/4, so that Z2(x1)= 0. Therefore:
z(t, x1)>−M1teM2t η
(
M
(|x1| −R))>−MM1teM2t (|x1| −R)=−MM1teM2t d(x1),
and the lemma follows. 2
LEMMA A.5. – Let Ω be any domain of RN . Let u solve (1.1) in QT , and assume that
φ ∈ L∞(Ω) and that φ 6 0 in B(x0, α) ∩Ω for some x0 ∈ RN and α > 0. Then there exists
C0 = C0(L, α) > 0, such that:
u(t, x)6C0|φ+|∞ t in [0, T ] ×
(
B(x0, α/2)∩Ω
)
.
Proof. – With χ1 as in the proof of Lemma A.1, let us define
z(t, x)=Mt + |φ+|∞ χ1
(|x|)
(where x0 = 0 has been again assumed). Similarly as in the proof of Lemma A.1, we have:
Lz6M0
[
4(Λ0 + a0)α−2 + 2b0α−1 + c0
] |φ+|∞.
Setting M =M0[4(Λ0 + a0)α−2 + 2b0α−1 + c0]|φ+|∞, we obtain ∂tz − Lz > 0 in QT , with
z(0)> φ.
The conclusion then follows easily from the maximum principle. 2
Proof of (3.13). – We have to prove that for all function h ≡ h(x) ∈ H 10 (Ω) with h > 0, it
holds:
A(t)≡ d
dt
∫
Ω
U3h+
∫
Ω
∑
i,j
aij ∂iU3 ∂j h6 0, 0< t < τ.
By definition of U3, we have:
A(t)= d
dt
∫
B
Uh+
∫
B
∑
i,j
aij ∂jU ∂ih.
Note that U , defined by (3.6), is C1 in t and C2 in x in (0, τ )× B . By the divergence theorem
and assumption (2.4), it follows that:
A(t)= d
dt
∫
B
Uh+
∫
∂B
∑
i,j
aij h ∂jU ni dσ −
∫
B
∑
i,j
∂i(aij ∂jU )h
=
∫
B
(
∂tU −LU
)
h+
∫
∂B
∑
i,j
aijh∂jUni dσ,
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where n is the outer normal and dσ is the surface measure of ∂B . On the other hand, for
all t ∈ (0, τ ), U(t, .) is radially symmetric in B , with ∂rU 6 0. Since ∂tU − LU 6 0 in
(0, τ )×B, h> 0, and ni = xi|x| , we deduce that:
A(t)6
∫
∂B
∑
i,j
aij h∂jU ni dσ =
∫
∂B
∑
i,j
aijh
xixj
|x|2 ∂rU dσ 6 0. 2
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