Motivated by Dennis Dams's studies of over-and underapproximation of statetransition systems, we define a logical-relation calculus for Galois-connection building. The calculus lets us define overapproximating Galois connections in terms of lower powersets and underapproximating Galois connections in terms of upper powersets. Using the calculus, we synthesize Dams's most-precise over-and underapproximating transition systems and obtain proofs of their soundness and best precision as corollaries of abstract-interpretation theory. As a bonus, the calculus yields a logic that corresponds to the variant of Hennessy-Milner logic used in Dams's results. Following from a corollary, we have that Dams's most-precise approximations soundly validate the most properties that hold true for the corresponding concrete system. These results bind together abstract interpretation to abstract model checking, as intended by Dams.
defines the relation between a concrete system's states and the abstract states to be used in an abstract system. Dams noted a duality between over-and underapproximation and used it to define an algorithm that constructs overapproximating and underapproximating systems based on the Galois connection. Remarkably, he proved that his "mixed" over-underapproximation preserves the most temporal-logic properties true of the original reactive system ( [15] , Theorem 4.1.2).
Dams's results were impressive, but unfinished, for they did not employ the usual abstract-interpretation theory for synthesizing the abstract system from the concrete one and the Galois connection, nor did they yield their expressivity results from the usual corollaries of abstract-interpretation theory. In this paper, we provide the missing link between Dams's systems and abstract interpretation.
The key is using appropriate powerset domains for abstracting the codomains of the transition functions of a nondeterministic reactive system: We use lower powersets [24, 26, 39] to model overapproximation and upper powersets [24, 26, 39, 46 ] to model underapproximation. We develop the theory within a calculus of logical relations on base types, function tyes, and upper and lower powerset types, which lets us build the over-and underapproximations in small, well understood steps. As a bonus, the logical-relations calculus yields a natural logic that matches the one Dams used in his work, and we obtain his expressivity results for free.
The paper is structured as follows. Section 1 surveys the problem area: It reviews Galois connections and state-transition systems, explains the difficulties in defining underapproximations, and describes an approach based on lower and upper powersets. Transition systems and Dams's mixed-transition systems are reviewed in Sections 2 and 3, and Section 3.1 surveys our approach to proving Dams's results with Galois-connection theory.
The formal development begins in Section 4, where Galois connections are characterized as U-GLB-L-LUB-closed binary relations between concrete and abstract domains. The lower and upper powerset constructions are carefully developed in Section 5, preparing the way in Section 6 for a calculus of logical relations that utilizes powerset types.
Generation and preservation of closure properties within the calculus are proved in Section 7, and Sections 8 and 9 apply the results to synthesizing Dams's most-precise over-and underapproximating analyses. Finally, Section 10 extracts a validation logic from the logical relations and shows that the most-precise approximations preserve the most properties in the logic. 
Galois Connections
Let C be the set of concrete states that appear during execution, and let A be a set of abstract states that model the states in C. A typical static analysis begins from a function, γ : A → IP (C), that maps each a ∈ A to those γ(a) ⊆ C that a models. (We use IP (·) to denote the set-of-all-subsets construction.) To ensure termination of the static analysis [10, 23] , we require that A is a complete lattice and γ is monotone.
It is useful to have an inverse to γ, and a suitable inverse exists when γ is the upper adjoint of a Galois conection: For complete lattices, (P C, ⊆) and (A, ), a pair of monotone maps, α : P C → A and γ : A → P C, define a Galois connection, written P C α, γ A, iff id P C P C→P C γ • α and α • γ A→A id A [9, 16] . γ is the upper adjoint and α is the lower adjoint.
An example of a Galois connection is approximation of sets of numbers by their parity -see Figure 1 , where γ : Parity → IP (N at) is γ(none) = {} γ(even) = {2n | n ∈ N at} γ(any) = N at γ(odd ) = {2n + 1 | n ∈ N at}
The lower adjoint, α o : IP (N at) → Parity, must be defined as
even else if S ⊆ {2n | n ∈ N at} odd else if S ⊆ {2n + 1 | n ∈ N at} any otherwise Galois connections possess many useful properties; the ones used in this paper most often are:
• For a fixed γ : A → P C, there is exactly one lower adjoint: for S ∈ P C, α(S) = {a | S ⊆ γ(a)}. Similarly, every lower adjoint, α, has exactly one upper adjoint, γ(a) = ∪{S | α(S) a}.
• γ is the upper adjoint of a Galois connection iff it preserves meets: for all We write S ρ a to assert that S is (over)approximated by a: S ρ a iff S ⊆ γ(a), and trivially, γ(a) = ∪{S | S ρ a} identifies the largest such set. The previous diagram shows sets that are approximated by even.
Underapproximation as an order-theoretic dual
The traditional way to define an underapproximating Galois connection is to invert the concrete and abstract domains, giving IP (C) op α u , γ A op , where IP (C) op = (IP (C), ⊇) and A op = (A, A ). So, the best underapproximation of f : IP (C) → IP (C) is f = α u • f • γ. Figure 2 presents the dual of the parity example: S ⊆ C is underapproximated by a ∈ A iff S ⊇ γ(a).
Here, even ∈ Parity op asserts that all even numbers are included in the program's outputs -a strong assertion. Also, we may reuse γ : A → IP (C) as the upper adjoint from A op to IP (C) op iff γ preserves joins in (A, A ) -another strong demand.
An unfortunate consequence of the dualization is that the underapproximation interpretation of a language's constants is often "nothing." For example, we might define the semantics of a programming language by means of an inductively defined interpretation function, [[ · ] ] : Expression → Environment → Nat. For constant symbol, 2, we define its concrete semantics, [ [2] ] e = 2; then, we are forced to define the parity-underapproximation interpretation,
Thus, many program phrases are interpreted to nothing as well, e.g., the interpretation of x+2 goes
where e ∈ Environment = V ar → Parity, even though x+2 preserves the parity of x. If we try to repair this example, say by including all constants, n ∈ N at, in Parity op , then to ensure that γ preserves meets, we must expand Parity op into IP (N at) op !
Underapproximation as existential quantification
Fortunately, there is an alternative view of underapproximation: a ∈ A op asserts an existential property -there exists an output with property a. For example, if the overapproximating even ∈ Parity asserts "∀even," then the underapproximating even ∈ Parity op should assert "∃even" -there exists an even number in the program's outputs. That is, the program's output is a set, S, such that S ∩ γ(even) = ∅. Let ρ u ⊆ IP (C) op × A op denote this underapproximation relationship, and for A = Parity we have 
Nat
That is, S ρ u a iff S ∩ γ(a) = ∅. This interpretation permits a nontrivial underapproximation of constants, e.g., [[2] ] e = even, and expressions: [[x + 2]] e = add (e(x), even) = e(x). But we cannot define an upper adjoint, γ u :
op , in the usual way -there is no best, minimal set that contains an even number. Indeed, even's concretization is not a single set -it must be a set of sets:
This suggests we might lift both the concrete and abstract domains by powerset constructions: the concrete domain becomes sets of sets of values, and the abstract domain becomes sets of properties.
Sets of properties and their interpretations
We can generalize over-and underapproximation to multiple properties, e.g., a parity overapproximation analysis might calculate that a program's outputs fall in the set, {even, odd }. This would assert, ∀{even, odd } ≡ ∀(even ∨ odd ) -all the outputs are even-or odd-valued.
When we lift the Parity abstract domain to a powerset, its overapproximating (universal) interpretation appears as in Figure 3 . We use a lower powerset, IP ↓ (Parity) (the elements are down-closed sets, ordered by ⊆), for the abstract domain. The upper adjoint, γ, concretizes each set of abstract values to a set of concrete sets. Frankly, the use of IP ↓ (IP (N at)) in place of IP (N at) gives no new precision to the example, 2 nor do the extra elements in IP ↓ (Parity) give more expressivity. But the dual construction yields something new: When we use sets of abstract values in underapproximation analysis, an outcome like {even, odd } asserts ∃{even, odd } ≡ ∃even ∧ ∃odd -the output set includes an even value and an odd value; see Figure 4 .
{ S | S has even numbers only } { S | S is a subset of
Here, we must use an upper powerset, IP ↑ (Parity) (upwards-closed sets, ordered by ⊇), for the abstract domain. The concrete domain must be lifted to a lower powerset of an upper powerset; the reasons are explained later in the paper.
The examples just developed play a crucial role in giving semantics to nondeterministic state-transition systems.
State-transition systems
A program's semantics is often defined as a state-transition system, (C, R C ), where C is the state set and R C ⊆ C × C is the state-transition relation. (c, c ) ∈ R C is drawn as c → c . See Figure 5 for an example, where a statetransition semantics is given for a two-process, "dining mathematician" program that uses a global variable, n, to compute the Collatz function [13] . (In the example, states of form (think , think , n) are initial.) Though the example is deterministic, state-transition systems readily accommodate nondeterministic and reactive programs [33] .
Overapproximating transitions
Given a Galois connection, IP (C) α, γ A, we can define a state-transition system whose transition relation, R A ⊆ A × A, overapproximates R C . Figure 6 presents an abstraction of Figure 5 by replacing numbers by parities. Only the reachable states are shown; the transition system is nondeterministic.
The abstract states, {(s 0 , s 1 , p) | s 0 , s 1 ∈ {think , eat}, p ∈ {even, odd }}, partition the concrete-state set; when completed into a complete lattice (using ⊥ and ), the abstract-state lattice becomes a partitioning domain [40] .
The formal relationship between the concrete and abstract systems is established by a simulation [13, 32, 33, 37] : Given ρ ⊆ C × A, say that R C is ρ-simulated by R A iff for all c ∈ C, a ∈ A, c ρ a and c → c imply there exists a ∈ A such that a → a and c ρ a .
We call R A may-transitions, because the transitions predict concrete transitions that may happen. This makes R A an overapproximation of R C . It is easy to check that the structure in Figure 5 is ρ γ -simulated by the one in Figure 6 , where (s 0 , s 1 , n) ρ γ (s 0 , s 1 , p) iff n ∈ γ(p), s 0 = s 0 , and s 1 = s 1 .
Given Galois connection IP (C) α, γ A and transition system (C, R C ), Dams ([15] , Definition 3.3.1) showed that one can define the minimal collection of may-transitions, R 0 ⊆ A × A, as follows:
The precise meaning of "minimal collection" is developed later. The relation in Figure 6 is minimal. (To make a non-minimal relation, add any transitions you please -the simulation property still holds.)
Underapproximating transitions
Given the difficulties in devising an appropriate underapproximating Galois connection, it is a welcome surprise that an underapproximating transition relation can be simply defined by means of a dual simulation [13, 32] :
Transition relation R C is ρ-dually simulated by R A iff R A is ρ-simulated by R C , that is, for all c ∈ C, a ∈ A, c ρ a and a → a imply there exists c ∈ C such that c → c and c ρ a .
We call R A must-transitions, because the transitions predict concrete transitions that must appear in the concrete program. This makes R A an underapproximation of R C .
Using the same state sets and relation, ρ γ , as in Figure 6 , Figure 7 presents a transition system that dually simulates the one in Figure 5 .
We can define the maximal collection of must transitions as follows [15, 44] :
The relation in Figure 7 is maximal. (To make a non-maximal relation, remove any transitions you please -the dual-simulation property still holds.)
Although we can readily define from relation R C ⊆ C × C a state-transition function, f R : C → IP (C), as f R (c) = {c | (c, c ) ∈ R}, it is unclear how to define over-and underapproximation transition functions from R A and R Athe problem lies in preserving A's ordering in the functions' codomains so that the functions are well defined and monotone. The solution presented later in the paper uses the lower-and upper-powerset constructions seen earlier.
Kripke structures and logics
Given a transition system, (C, R C ), and set of primitive properties, P rop, we define a labelling function, L C : C → IP (P rop), that indicates the properties possessed by each state. The transition system plus labelling function defines a Kripke structure [8] .
For the system in Figure 5 , we might define P rop = P arity and then define
Here is a temporal logic, a variant of Hennessy-Milner logic [27] , for stating properties of Kripke structures; let p ∈ P rop:
For c ∈ C, the logic's judgements are defined as
c |= Pφ iff for all c such that c → c , c |= φ c |= Qφ iff there exists c such that c → c and c |= φ For example, the judgement (think , think , 4) |= PQeven holds for the system in Figure 5 .
Say that R C is ρ-simulated by R A ; we can define L A (a) = ∩{L C (c) | c ρ a} and apply the above judgement forms to states in A, using |= A to label the judgements. Then, c ρ a and a |= A φ imply c |= φ provided that φ contains no occurrence of Q [32] . (Counterexample: For Figure 6 , (think , eat, 4) ρ γ (think , eat, even) and (think , eat, even) |= A Qodd , but (think , eat, 4) |= Qodd .) Dually, when R C is ρ-dual simulated by R A and L A is defined as before, then c ρ a and a |= A φ imply c |= φ provided that φ contains no occurrence of P [13] . In his thesis [13] and in subsequent work [15] , Dams studied simultaneous over-and underapproximation of state-transition systems, (C, R C ). A mixedtransition system is a triple, (A, Figure 8 shows (the reachable states of) the mixed-transition system assembled from Figures 6 and 7.
For mixed-transition systems, Dams provided a sound semantics for all of Hennessy-Milner logic, where in particular:
a |= A Pφ iff for all a such that (a, a ) ∈ R A , a |= A φ a |= A Qφ iff there exists a such that (a, a ) ∈ R A and a |= A φ Now, when c ρ a and a |= A φ, then c |= φ. For example, from Figure 8 , we can prove (think , eat, even) |= P(Qodd ∨ Qeven), implying that the same property holds for all concrete states of form, (think , eat, 2n), n ≥ 0.
Given a Galois connection, (IP (C), ⊆) α, γ (A, A ), Dams defined the mixed transition system, M 0 = (A, R 0 , R 0 ), where R 0 is the minimal set of maytransitions for A defined earlier, and R 0 is the maximal set of must-transitions for A defined earlier. With impressive work, he also proved best precision ( [15] , Theorem 4.1.2) -M 0 proves the most sound properties of any sound mixed transition system. That is, if we fix A and ρ, then if (C, R C ) is ρ-mixed simulated by some M A = (A, R A , R A ) and a |= M A φ, then a |= M 0 φ holds also.
Can we derive Dams's results within abstract-interpretation theory?
Dams's results are impressive but slightly ad-hoc, in that he relates concrete and abstract states via a Galois connection, yet he does not use the Galois connection to define systematically R 0 and R 0 from R, nor does he employ the usual results from abstract-interpretation theory to show that R 0 and R 0 are the most-precise over-and underapproximations of R. Indeed, it should be possible to construct Dams's results entirely within a framework of higherorder Galois connections and gain new insights in the process. We do so in this paper:
The key is to treat R ⊆ C × C as the function, R :
(An example of a lower powerset constructor is IP ↓ (·), which was used in Figure 3 .) Given Galois connection, IP (C) α τ , γ τ A, for the τ -typed state sets, C and A, we define the usual relation, ρ τ ⊆ C × A, as c ρ τ a iff c ∈ γ τ (a), and we "lift" the Galois connection to
• R A , which is abstract-interpretation soundness; (2) the soundness of the judgement form, a |= A Pφ, follows from Item 1;
which is the abstract-interpretation mostprecise abstraction, preserves the most P-properties and equals R 0 .
) lifts R to operate on sets of states.
We prove similar results for underapproximations, R A , the judgement form for Qφ, and R best : A → IP U (A), where IP U (·) is an upper powerset constructor (of which IP ↑ (·) is an example from Figure 4 ).
Overview of the technical developments
The above-mentioned results follow from a careful reformulation of Galois connections based on a logical-relation calculus and a simplified powerdomain theory:
(1) We show how Galois connections are generated from U-GLB-L-LUBclosed binary relations (cf. [11, 34, 43] ) and show how to incrementally build from an"unclosed" binary approximation relation on primitive type to a U-GLB-L-LUB-closed one on higher type. (2) We define lower and upper powerset constructions, which are weaker forms of powerdomains appropriate for abstraction studies [12, 24, 39] , and we note that the appropriate approximation relations on powersets are exactly the standard lower ("Hoare") and upper ("Smyth") orderings [39] . (3) We insert upper-and lower-powerset types into a family of logical relations, show when the logical relations preserve the closure properties in Item 1, and show that simulations can be constructed with logical relations. We use the logical relations to build U-GLB-L-LUB-closed relations on powerset types, and we prove that Dams's most-precise overand underapproximating state-transition relations are the most-precise abstract-computation functions defined from the concrete computation functions and the Galois connections extracted from the U-GLB-L-LUBclosed relations. (4) We extract validation and refutation logics from the logical relations (cf.
[2]), state their relation to Hennessey-Milner logic [27] , and obtain easy proofs of soundness and best precision of the abstract state-transition functions.
The remainder of the paper provides the technical development.
Closed binary relations generate Galois connections
The following results are assembled from [5, 11, 22, 34, 35, 43, 45] : Let C and A be complete lattices, and let ρ ⊆ C × A, where c ρ a means c is approximated by a.
U-and L-closure ensure the soundness of an approximation relation, ρ, and GLB-and LUB-closure ensure the existence of most precise abstractions and concretizations. PROOF. α ρ and γ ρ are monotone by L-and U-closure, respectively. We
Diagrammed, Proposition 2 looks like this:
Hartmanis and Stearns [22] use the Corollary to assert that ρ αγ defines a pair algebra.
Lemma 4 (1) If ρ is U-GLB-closed, and for all a ∈ T ⊆ A, c ρ a, then c ρ T . (2) If ρ is L-LUB-closed, and for all c ∈ S ⊆ C, c ρ a, then S ρ a.
PROOF.
For (1), we have c ρ {a | c ρ a}, by GLB-closure. Since T ⊆ {a | c ρ a}, {a | c ρ a} T , implying c ρ T , by U-closure. The proof for (2) is similar.
Completing a U-GLB-closed ρ ⊆ C × A
Often one has a discretely ordered set, C, a complete lattice, A, and a natural approximation relation, ρ ⊆ C × A. But there is no Galois connection between C and A, because ρ lacks LUB-closure. We complete C to a powerset:
Proposition 5 For set C, complete lattice A, and ρ ⊆ C × A, define ρ ⊆ IP (C) × A as S ρ a iff for all c ∈ S, c ρ a. Then ρ is L-LUB-closed, and if ρ is U-GLB-closed, then so is ρ.
PROOF. ρ is L-closed because IP (C) is ordered by ⊆; it is LUB-closed because IP (C) is ∪. U-closure of ρ follows immediately from ρ's U-closure. For GLB-closure, we must show S ρ G, where G = {a | S ρ a}. For each c 0 ∈ S, we have c 0 ρ a, for all a ∈ G. By Lemma 4, we have c 0 ρ G; hence, S ρ G.
Galois connection, where γ ρ (a) = {c | c ρ a} and α ρ (S) = {a | S ρ a}.
Note that c ρ a iff c ∈ γ ρ (a) iff α ρ {c} a. The construction defined in Corollary 6 is fundamental to static analysis; Figure 9 shows a typical application.
Let N at be the discretely ordered set of natural numbers.
ρ ⊆ N at × Parity is 2n ρ even 2n + 1 ρ odd n ρ any {2m | m Nat } any none even odd ρ ε P(Nat) Parity ρ is U-GLB-closed but not LUB-closed. It is completed to ρ ⊆ IP (N at)×Parity. There is a less-well known dual completion:
Proposition 7 For partially ordered set C, set A, and ρ ⊆ C × A, define ρ + ⊆ C × IP (A) op as c ρ + T iff for all a ∈ T , c ρ a. Then ρ + is U-GLB-closed, and if ρ is L-LUB-closed, then so is ρ + .
The two completions can be combined to generate the classical polarity Galois connection [17] between IP (C) and IP (A) op :
Corollary 8 For sets C and A and ρ ⊆ C × A, we have that
op defines the Galois connection where α ρ + (S) = {a | for all c ∈ S, c ρ a} and γ ρ + (T ) = {c | for all a ∈ T, c ρ a}.
Powersets
When D is partially ordered, the naive set-of-all-subsets construction will not suffice for the powerset of D. 3 We now introduce the form of powerset we employ:
• (E, E ) is a complete lattice • {| · |}, the singleton operation, is monotone • , the union operation, is monotone, absorptive, commutative, and associative
The definition is weaker than that of Hennessy and Plotkin [26, 39] , who demand that (E, E , E ) form a continuous semi-lattice and for all continuous semi-lattices, where ext(f ) must be uniquely defined. We omit these requirements because we use monotone (rather than Scott-continuous) functions and because they force E to have "too many" elements than what can be practically implemented in a static analysis. (Of course, this makes less precise than true set union, a feature seen in many static analyses.)
Here are examples from Cousot and Cousot [12] of our format of powerset:
defines the Scott closure of S -S is downwards closed and closed under least-upper bounds of chains in D. ext(f ) is defined as just seen.
is defined as before.
Join completions "add new joins" to D; the trivial join completion is triv
, which is order-isomorphic to D, and the most detailed join completion is IP ↓ (D). The Scott-closed-set completion is a join completion. Figure 10 presents an example join completion.
There exists a dual family of powersets based on superset ordering:
The examples demonstrate that our definition of powerset is truly weakany complete lattice can be treated a powerset in terms of its trivial join-or dual-join-completion. This weakness is deliberate, because it lets us develop a dualizable theory of over-and underapproximation that applies to all abstractinterpretation domains and not just to abstract domains generated from a sets-of-all-subsets construction.
Lower and strongly lower powersets
The definition of lower powerset is the starting point for powerdomain theory for continuous functions [39] , but we will see momentarily that in the category of monotone functions, every lower powerset must be strongly lower. The lower powerset ordering is also known as the "Hoare ordering" [39] .
For a set, N , IP (N ) (with subset ordering and the usual singleton and union operations) is a lower powerset; more interesting examples are IP ↓ (Parity) and IP ↓ (IP (N at)) from Figure 3 . Clause 
PROOF.
For IP L (D) = (E, E , {| · |}, ) and S, T ∈ E, say that S T and say that d∈S. By Clause 4 of Proposition 11, {|d|} S T , implying that d∈T .
More surprising, monotonicity and the lower powerset ordering forces a lower powerset's to be its join and forces every lower powerset to be a join completion where∈ is ∈:
Then M is a join completion of D and isomorphic to E, and IP L (D) is isomorphic to ({Mem(S) | S ∈ E}, ⊆, ↓, M ), and∈ is ∈ and M is ∩.
PROOF. Clause (1): For S, T ∈ E, S T is an upper bound of both. To see that it is least, consider any other upper bound, C: By Proposition 11(5), we have S⊆C and T⊆T . This means S C = C and T C = C, implying S T C = C, giving S T⊆C. By Proposition 11(5), we have S T C. 
which is order-isomorphic to (E, E ), where the order isomorphism is Mem(·), which follows from Proposition 11 (3) . This structure is a join completion because we will show that each set, Mem(S) = {d ∈ D | d∈S} is down closed and the sets form a Moore family. Down closure follows from Proposition 11 (4) 4) . This implies {|d|} i∈I S i S j , which implies {|d|} i∈I S i i∈I S i . Next, i∈I S i {|d|} i∈I S i , and by the definition of ∈, we have d∈ i∈I S i , and so then, ∩ i∈I M i ⊆ Mem( i∈I S i ).
For ⊇, say that d ∈ Mem( i∈I S i ), that is, d∈ i∈I S i . Since, for all j ∈ I, d∈ i∈I S i S j , we have d ∈ Mem(S j ), by 11(4). Thus, Mem( i∈I S i ) ⊆ ∩ i∈I Mem(S i ). 
, since E is E , due to Clause (1) of this Theorem. But this follows because M is order-isomorphic to (E, E ).
The first equivalence is immediate; for the second, we have
Theorem 13 lets us generalize Proposition 5 so that it performs completions with lower powersets: Theorem 14 For complete lattices C and A, let ρ ⊆ C × A and let IP L (C) = (E, ⊆, {| · |}, ) be a lower powerset that is a join completion. Recall that ρ ⊆ IP L (C) × A is defined S ρ a iff for all c ∈ S, c ρ a. For any choice of
The resulting Galois connection defines γ ρ (a) = {c | c ρ a}.
PROOF. Clause (1): L-closure follows because E is ⊆.
Clause(2)
PROOF. Since ρ is L-closed, all sets {c | c ρ a} are downwards closed and belong to IP ↓ (C).
Finally, we note that "completing" a relation that already has L-LUB closure maintains the existing precision:
, and a ∈ A, S ρ a iff ( S) ρ a.
PROOF. only if: S ρ a iff for all c ∈ S, c ρ a. Because ρ is L-LUB-closed, Lemma 4 implies Sc ρ a.
if: S ρ a implies c ρ a by L-closure, for all c ∈ S.
The Proposition explains why IP ↓ (IP (N at)) was no more expressive than IP (N at) as the concrete domain in the Galois connections for the parity example in Figure 3 .
From this point onwards, we use the notation, IP L (D), to denote any lower powerset. When a specific instance of a lower powerset is required (e.g., IP ↓ (D) or triv L (D)), we will clearly indicate this.
Upper powersets
Definition 17 Powerset IP U (D) = (E, E , {| · |}, ) is an upper powerset iff (S 1 E S 2 if, for all y∈S 2 , there exists x∈S 1 such that x D y). The extension operation is defined ext(f )(S) = L {f (x) | x∈S}, for monotone f : D → M .
The upper powerset ordering is also known as the "Smyth ordering" [39] .
For a set, N , IP (N )
op (with superset ordering and the usual singleton and union operations) is an upper powerset; a more interesting example is IP ↑ (Parity) in Figure 4 .
The results proved for lower powersets dualize without complication:
Corollary 19
Every upper powerset is strongly upper: for IP U (D) = (E, E ,{| · |}, ) and S 1 , S 2 ∈ E, S 1 E S 2 iff for all y∈S 2 , there exists x∈S 1 such that x D y.
Theorem 20 For every upper powerset, IP U (D) = (E, E , {| · |}, ),
(1) = E ; and (2) let M = ({Mem(S) | S ∈ E}, ⊇), where Mem(S) = {d ∈ D | d∈S}. Then M is a dual-join completion of D and isomorphic to E, and IP U (D) is isomorphic to ({Mem(S) | S ∈ E}, ⊇, ↑, M ), and∈ is ∈ and M is ∩.
Theorem 21
For complete lattices C and A, let ρ ⊆ C × A and let IP U (A) = (E, ⊆, {| · |}, ) be an upper powerset that is a dual-join completion. Define ρ + ⊆ C × IP U (A) as c ρ + T iff for all a ∈ T , c ρ a. For any choice of IP U (A):
The resulting Galois connection defines α ρ + (c) = {a | c ρ a}.
From this point onwards, we use the notation, IP U (D), to denote any upper powerset. When a specific instance of upper powerset is required (e.g., IP ↑ (D) or triv U (D)), we will clearly indicate this.
Logical relations
Approximation relations on higher types are naturally defined by logical relations. We employ base types, function types, lower and upper powerset types, and the "completion type" from Theorem 14:
We use L(τ ) to abbreviate the type, IP L (τ ), and U (τ ) to abbreviate IP U (τ ). Only typing τ is nonstandard; it is a special case of L(τ ) that we retain for convenience, because it appears so often in practice (cf. Figure 9 ).
We attach the typings to concrete and abstract domains, D, as follows:
Here are examples: Both N at and Parity in Figure 9 have the same base type -call it N . Then, IP (N at) in the same Figure has type N . This means domain Parity also has type N .
Next, we see that IP ↓ (Parity) in Figure 3 has type L(N ) and its concrete counterpart, IP ↓ (IP (N at)), has type L(N ) (as well as L(N ) and L(L(N ))). IP ↑ (Parity) in Figure 4 has type U (N ), and IP ↓ (IP (N at) op ), has type U (N ).
The typings are important to defining the family of logical relations,
ρ b is given, for base type b (e.g., ρ N ⊆ Int × Parity in Figure 9 )
S ρ L(τ ) T iff for all c∈S, there exists a∈T such that c ρ τ a S ρ U (τ ) T iff for all a∈T, there exists c∈S such that c ρ τ a S ρ τ a iff for all c ∈ S, c ρ τ a
The definitions read as expected, e.g., f ρ τ 1 →τ 2 f asserts that f is approximated by f because arguments related by approximation map to answers related by approximation.
S ρ L(τ ) T defines an overapproximation relationship: S is overapproximated by T because every element of S has an approximant in T . Dually, S ρ U (τ ) T defines an underapproximation relationship, because every element in T is witnessed by a concrete element in S.
The definition of S ρ τ a uses ∈ (rather than∈) to emphasize that C τ is (a lower powerset treated as) a join completion. Indeed, when
PROOF. We freely use the isomorphism, ↓: A → triv L (A):
⊆: Assume S ρ τ a; then for all c ∈ S, c ρ τ a. This implies S ρ L(τ ) ↓ a.
⊇: Assume S ρ L(τ ) ↓ a; this gives for all c∈S, there exists a ∈↓ a such that c ρ τ a . By U-closure, we have c ρ τ a, hence, S ρ τ a.
Returning to the examples, relation ρ in Figure 9 is more precisely defined as the typed relation, ρ N ⊆ N at × Parity; this makesρ typed as ρ N ⊆ IP (N at) × Parity, which induces the Galois connection, IP (N at) α ρ N , γ ρ N , Parity.
Similarly, underlying γ in Figure 4 is the logical relation, Figure 3 is generated from ρ L(N ) ⊆ IP ↓ (IP (N at)) × IP ↓ (Parity). The details are spelled out in a later section.
Simulations are logical relations
Two state-transition relations are related by a simulation. The standard definition goes as follows:
Definition 23 For ρ ⊆ C × A and transition relations, R ⊆ C × C, R ⊆ A × A, R ρ-simulates R, written R ¡ ρ R , iff for all c, c ∈ C, a ∈ A, c ρ a and (c, c ) ∈ R imply there exists a ∈ A such that (a, a ) ∈ R and c ρ a .
From this definition of simulation, we gain immediately this important result: We have that R ¡ ρ State R .
Similarly, for the underapproximating transition relation in Figure 7 , we have that R ¡ ρ We will employ these characterizations of simulation and dual-simulation to construct optimal over-and underapproximating transition relations from Galois connections generated from closed, logical relations.
Closure properties of logical relations
Many closure properties are preserved by the type constructors, and a few are generated new:
(2) ρ L(τ ) and ρ U (τ ) are U-closed; if ρ τ is U-closed, then so are ρ τ →τ and ρ τ . (3) If ρ τ is U-GLB-closed, then so are ρ τ →τ , ρ L(τ ) , and ρ τ . (4) If ρ τ is L-LUB-closed, then so are ρ τ →τ and ρ U (τ ) .
PROOF.
Clause (1): To show L-closure for ρ L(τ ) , we use IP L (C τ )'s joinclosure representation, due to Theorem 13, where IP L (Cτ ) is ⊆. Given S ⊆ S ρ L(τ ) T , we see that for all c ∈ S , c ∈ S as well, and there exists a∈T such that c ρ τ a. The proof of L-closure for ρ τ , where IP L (C τ ) is also a join completion, is the same.
For ρ U (τ ) , we use IP U (C τ )'s dual-join-closure representation, due to Theorem 20, where IP U (Cτ ) is ⊇. Given S ⊇ S ρ U (τ ) T , we see that for every a∈T , there exists c ∈ S such that c ρ τ a, and c ∈ S as well. 
For every c ∈ S, for each T i ∈ M , there is some a i∈ T i such that c ρ τ a i . By Lemma 4, we have c ρ τ j a j , where j indexes the sets in M .
Since a i∈ T i implies {|a i |} T i , for all T i ∈ M , we have {| j a j |} T i , also. Hence, {| j a j |} M , implying {| j a j |}∈ M , by Proposition 11. The proof for ρ τ is similar.
Clause (4): Similar to (3).
Missing are assurances of LUB-closure preservation for ρ L(τ ) and GLB-closure preservation for ρ U (τ ) , which depend on the specific powersets used. 5 The following subsections explore these issues.
Closurepreservation properties of ρ τ are documented by Theorem 14.
In the case when IP L (A τ ) is an arbitrary lower powerset, one can always employ IP ↓ (C) to obtain LUB-closure:
PROOF. In IP ↓ (C τ ), join is set union, meaning that c ∈ {S | S ρ L(τ ) T } iff there is some S such that c ∈ S and S ρ L(τ ) T .
In the general case, preservation of LUB-closure is delicate. For example, for the lower powerdomain construction,
is not LUB-closed. But we do have:
PROOF. In showing LUB-closure, the only interesting case is when c ∈ S, where S = {S ∈ IP Scott (C) | S ρ L(τ ) T } and c is the least-upper bound of a chain, {c 0 , c 1 , · · · , c i , · · ·} ⊆ ∪S, for T ∈ IP Scott (A).
In this situation, for all i ≥ 0, c i ρ τ a i , for some a i ∈ T . By L-GLB-closure, each c i ρ τ {a j | i ≤ j}, for all i ≥ 0, and the {a j | i ≤ j}'s form a chain, for i ≥ 0. The least-upper bound of this chain falls in T , because it is Scottclosed, and by U-LUB closure (which implies Scott-inclusivity), we have that c is related to this least-upper bound.
Upper powersets:
Here, GLB-closure is not guaranteed, but we have the following:
, is GLB-closed, for all choices of upper powersets, IP U (C).
PROOF. In IP ↑ (A), meet is set union, which gives GLB-closure. 
And as suggested by Proposition 27, if
ρ τ ⊆ C τ × A τ is U-GLB-L-LUB-closed, then ρ U (τ ) ⊆ IP Smyth (C τ ) × IP Smyth (A τ ),
Function spaces:
The following result, crucial to the rest of the paper, equates Galois-connectionbased soundness to the logical relation between functions:
so that there are the Galois connections,
Only if: By definition, for all c ∈ C τ 1 , c ρ τ 1 α τ 1 (c). By assumption, we obtain f (c) ρ τ 2 f (α τ 1 (c)), which by definition, gives α ρτ 2 (f (c)) f (α ρτ 1 (c)).
The remaining equivalence follows from the definition of Galois-connectionbased soundness.
As a corollary, f ρ τ 1 →τ 2 f best , where f best (a) = α ρτ 2 • f • γ ρτ 1 .
Starting again with ρ
. Or, we might generate the relation, α τ 1 (c) ))}. These and other interesting Galois connections generated from relations on functions can be found in [12] .
Synthesizing a most-precise simulation
With the logical-relations machinery in hand, we address Dams's problem of synthesizing a most precise simulation (overapproximation) of a concrete transition relation.
Given the set of concrete states, C, transition relation R ⊆ C × C, and a Galois connection IP (C) α, γ A, Dams [13, 15] proved that the most precise, sound, abstract transition relation
where R ∃∃ (M, N ) holds iff there exist m ∈ M and n ∈ N such that (m, n) ∈ R. Recoded as a function, R 0 : A → IP (A), and simplified, this reads R 0 (a) = {α{c } | ∃c ∈ γ(a), c ∈ R(c)} because the sets, min{S | R ∃∃ (γ(a), S )}, are singletons.
Dams's notions of soundness and best precision were stated in terms of properties in Hennessy-Milner logic: Soundness meant that logical properties true of R 0 also held for R, and best precision meant that R 0 preserved the most properties of all sound abstractions of R.
By using Galois-connection techniques, we can derive soundness and best precision in a logic-independent, model-theoretic sense. Later we introduce the temporal logic and gain Dams's expressivity results for free.
Given U-GLB-closed ρ b ⊆ C × A and transition function R :
, and their corresponding Galois connections,
. These give us the domain and codomain of the abstract transition function, R best : A → IP L (A), which we define by means of abstract interpretation [10] :
, we can prove that the above equals
This is Dams's definition, when one takes into account the partial ordering on A so that operations on IP ↓ (A) are monotone. 6 Appealing to the standard results [10] 
Lifting the concrete domain
In unpublished work [14] , Dams justified his definition of R 0 in terms of the Galois connections synthesized in the previous subsection. But as noted in Sections 1.4 and 3.1, we can justify R 0 with a concrete domain whose elements are sets of sets of states: Given concrete-state set, C, and the transition relation R ⊆ C ×C, we retain the Galois connection, IP (C) α b , γ b A, for the domain of the abstract transition function, but the Galois connection for the codomain is generated from U-GLB-
The diagram reminds us that a set of abstract values, T ∈ IP L (A) concretizes to the set, S, such that for every S ∈ S, S is overapproximated by T . The Galois connection is
showing that R * maps a set of arguments to all subsets of R-successor sets. By calculation, we can show that R best2 equals R best . An example of the construction is seen in Figure 3 .
This redevelopment of R best is notational overkill, but there is an important point: Simulation equivalence is preserved when a concrete transition function is lifted to a function that maps a set of arguments to a set of answer sets:
Then the following are equivalent:
(1) is equivalent to (2) by Proposition 24. Similar equivalences will prove useful with underapproximations.
Synthesizing a most-precise dual simulation
An underapproximation analysis uses an abstract transition function, R : A → IP U (A), and it is tempting to try constructing a Galois connection of the form,
op × IP U (A) be LUB-closed, which is difficult to achieve.
7 Fortunately, we can apply the approach seen in the previous Section and define a sound, overapproximation of underapproximations in terms of We can incrementally construct ρ U (τ ) :
(1) Begin with a U-GLB-closed
The resulting Galois connection,
An example of the construction is seen in Figure 4 .
Recall that Dams proved, for Galois connection IP (C) α, γ A and transition relation R ⊆ C×C, that the most precise, sound, underapproximating abstract transition relation,
where R ∀∃ (M, N ) holds iff for all m ∈ M , there exists n ∈ N such that (m, n) ∈ R. Dams noted, for some a ∈ A, that min{S | R ∀∃ (γ(a), S )} might be empty [15] ; in such a case he decreed that R 0 is undefined, min should be removed, and the following definition should be used instead:
This always yields a sound and most-precise R 1 (but with larger cardinality than R 0 , when the latter exists). We study this anomaly momentarily.
Recoded as a function and simplified, R 1 reads
The Galois-connection machinery gives us the same result: given transition function, R : C → IP (C), we use the Galois connection, IP (C) α b , γ b A, to generate the domain, and we use
, which was derived at the beginning of this section, to generate the codomain of the abstract transition function, R best : A → IP ↑ (A):
That is, R * maps a set of arguments to all supersets of R-successor sets. We simplify R best and obtain
. We now show that R best = R 1 = R 0 (when the last function exists). For a ∈ A, let 
For (ii), we must show D Figure 7 presents R best (that is, R 1 ) for the Collatz function, R, in Figure 5 .
Finally, dual simulation lifts to sets of arguments:
PROOF. Similar to the proof of Proposition 30.
Validation and refutation logics
Hennessy and Milner proved that PQ-propositions (Hennessy-Milner logic) characterize transition relations up to bisimilarity [27] . Loiseaux, et al. [32] , proved that all P-properties true of a sound overapproximating transition relation are preserved in the corresponding concrete transition relation and that when one overapproximating transition relation is more precise than another, then the first preserves all the P-properties of the second. Dams extended this result to underapproximations and Q-properties and proved that his definitions of R best and R best possess the most PQ-propositions of any sound, mixed transition system.
In this section, we manufacture Hennessey-Milner logic from our family of logical relations (cf. [2] ) and obtain the above results as corollaries of abstractinterpretation theory. Recall that these are the typings of the logical relations,
where τ is an instance of L(τ ). For each of the first four typings, we extract a corresponding assertion form that can be validated on elements with the indicated typing. Here is the assertion language:
Primitive assertions, p, are validated on elements of base type. For function f of type τ 1 → τ 2 , f.φ denotes an "application" property that holds for an argument, d, of type τ 1 , exactly when φ holds for the answer, f (d), of type τ 2 . ∀φ holds for set S of type IP L (τ ) when φ holds for each of S's τ -typed elements. The dual property, ∃φ, is validated on IP U (τ )-typed sets.
We formalize these notions: Assume, for all types, τ , that the logical relations, ρ τ ⊆ C τ × A τ , are defined for fixed domains C τ and A τ . Assume also, for all function symbols, f , typed τ 1 → τ 2 , there are interpretations f : C τ 1 → C τ 2 , and f : A τ 1 → A τ 2 , such that f ρ τ 1 →τ 2 f .
Definition 32
The semantics of the assertion language is defined by the following family of well-typed judgements; let D τ denote either a concrete domain, C τ , or an abstract domain, A τ :
At the end of this section, we show how to dispense with |= τ . The judgements for ∀Rφ and ∃Rφ employ R and R , respectively, to validate the assertions, motivating Dams's mixed transition systems.
Soundness of judgements
Definition 33 For type τ , the typed judgement form, |= τ φ, is sound iff for all c ∈ C τ and a ∈ A τ , if c ρ τ a and a |= τ φ holds true, then c |= τ φ holds true.
10
Assume that |= b p is sound for each ρ b ⊆ C b × A b .
11
Theorem 34 For all types, τ , all judgement forms, |= τ φ, are sound.
PROOF. The proof is an easy induction on the structure of τ . For example, for τ = τ 1 → τ 2 , say that c ρ τ 1 a and a |= τ 1 →τ 2 f.φ. Then, f (a) |= τ 2 φ. Since f ρ τ 1 →τ 2 f , we have f (c) ρ τ 2 f (a), and by the induction hypothesis, f (c) |= τ 2 φ.
Best precision of judgements
Say that a judgement form, |= τ φ, is monotone if a |= τ φ and a τ a imply a |= τ φ, for all a, a ∈ A τ .
12
We assume that all base-type judgements, |= b p, are monotone, and from this it follows that all judgement forms are monotone. 13 As a consequence, we have immediately Dams's best-precision result: 10 Judgement form |= τ 1 →τ 2 f.φ shows that τ need not be τ . 11 Example: Use elements a ∈ A b as the base-typed assertions, define c |= b a iff c ρ b a, and then define a |= b a iff for all c ∈ C b , c ρ b a implies c |= b a. 12 The intuition is that
When ρ b is U-closed and also (a |= b p iff for all c ρ b a, c |= b p), then |= b p is monotone.
Similarly, let |= best be the typed-judgement family when R is interpreted by R best and R best .
We must show, whenever a |= 0 τ φ, that a |= best τ φ as well. The result follows by an induction on the structure of τ , and the only interesting case is the judgement form, a |=
, by the definition of Galois connection [10] , and monotonicity tells us R best (a) |= best L(b) φ. Similar reasoning holds for τ = U (b).
Dams's result was proved for a logic with conjunction and disjunction. So, we define the connectives,
The definitions are sound and monotone. To revise Theorem 35 to include the connectives, we must revise the proof so that it proceeds by induction on the structure of the assertions, φ, rather than the types, τ , in |= τ φ. To do so, it is simplest to discard the judgement form, |= τ φ, since Proposition 22 lets us encode the "concrete judgement," S |= τ φ, by S |= L(τ ) ∀φ and encode the "abstract judgement," a |= τ φ, by ↓a |= L(τ ) ∀φ when all base-typed relations, ρ b ⊆ C b × A b , are U-closed and monotone.
Validating ¬φ requires a refutation logic
For c ∈ C, we define c |= τ ¬φ iff c |= τ φ.
The logic developed so far validates properties, and we might have also a logic that refutes them: Read a |= In the refutation logic, the roles of IP L (τ ) and IP U (τ ) are exchanged.
Definition 36 |=
¬ τ φ is sound iff for all c ∈ C τ , a ∈ A τ , c ρ τ a and a |= 14 A corollary of the above is a best-precision theorem, analogous to Theorem 35, for the refutation logic. Indeed, when we add these two (sound and monotone) definitions, unioning the two logics [28, 31] , a |= τ ¬φ iff a |= The Sagiv-Reps-Wilhelm TVLA system simultaneously calculates validation and refutation logics [42] . Indeed, we might combine ρ L(τ ) and ρ U (τ ) into ρ P τ ⊆ IP (C)×(IP L (A)×IP U (A)). This motivates sandwich-and mixed-powerdomains in a theory of over-underapproximation of sets [6, 21, 25, 28, 29] .
Related work
In addition to Dams's work [13, 15] , three other lines of research deserve mention: 14 The intuition is that a |= 11.1 Loiseaux, et al. [32] Loiseaux, et al. showed an equivalence between simulations and Galois connections: For sets C and A, and ρ ⊆ C × A, they note that IP (C) post[ρ],p re[ρ] IP (A) is always a Galois connection.
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For R ⊆ C × C and R ⊆ A × A, the notion of simulation is equivalently defined as R is ρ-simulated by R iff R −1 · ρ ⊆ ρ · (R ) 
Backhouse and Backhouse [5]
Backhouse and Backhouse saw that Galois connections can be characterized within relational algebra, and they reformulated key results of Abramsky [1] : ρ ⊆ C × A is a pair algebra iff there exist α : C → A and γ : A → C such that {(c, a) | α(c) A a} = ρ = {(c, a) | c C γ(a)}.
For the category, C , of partially ordered sets (objects) and binary relations (morphisms), if an endofunctor, σ : C ⇒ C , is also (1) monotonic: for relations, R, S ⊆ C × C , R ⊆ S implies σR ⊆ σS (2) invertible: for all relations, R ⊆ C × C , (σR) −1 = σ(R −1 ), then σ maps pair algebras to pair algebras, that is, σ is a unary type constructor that lifts a Galois connection between C and A to one between σC and σA.
The result generalizes to n-ary functors and applies to the standard functors, τ × τ , τ → τ , List(τ ), etc. But the result does not apply to IP L (τ ) nor IP U (τ ) -invertibility (2) fails.
Ranzato and Tapparo [40]
Ranzato and Tapparo studied the completion of upper closure maps, µ : IP (C) → IP (C). 16 Given a logic, L, of form, φ ::= op i (φ j ) 0<j<|op i | , its semantics, [ Ranzato and Tapparo showed that the coarsest upper closure that is strongly preserving is µ L (S) = ∪{T ⊆ C | for all φ, S |= φ implies T |= φ}. Given an L-preserving µ, Ranzato and Tapparo apply the domain-completion technique of Giacobazzi and Quintarelli [18] to complete µ to its coarsest, strongly preserving form:
where operates in the complete lattice of upper closures, M is the Moore completion, and R F (µ) = {f (x) | f ∈ F, x ∈ µ[IP (C)]
|f | } adds the image points of the logical operations, f i , to the domain.
In subsequent work [41] , Ranzato and Tapparo applied the construction to synthesizing the Paige-Tarjan algorithm for computing the coarsest refinement of a state partition that bisimulates a Kripke structure: A state partition is expressed within a partitioning domain generated by an upper closure map, and the resulting strongly preserving closure preserves the most properties of the original Kripke structure within Hennessy-Milner logic.
This technique can be applied to the present paper to generate strongly preserving, over-and underapproximating Galois connections.
Polytechnique. Tino Cortesi, Patrick Cousot, Dennis Dams, and the referees contributed many useful comments.
