In the first part [9] of this article series, Bourgade, Yau and the author of this paper proved a local version of the circular law up to the finest scale N −1/2+ε for non-Hermitian random matrices at any point z ∈ C with ||z| − 1| > c for any constant c > 0 independent of the size of the matrix. In the second part [10], they extended this result to include the edge case |z| − 1 = o(1), under the main assumption that the third moments of the matrix elements vanish. (Without the vanishing third moment assumption, they proved that the circular law is valid near the spectral edge |z| − 1 = o(1) up to scale N −1/4+ε .) In this paper, we will remove this assumption, i.e. we prove a local version of the circular law up to the finest scale N −1/2+ε for non-Hermitian random matrices at any point z ∈ C.
Introduction and Main result
The circular law in random matrix theory describes the macroscopic limiting spectral measure of normalized non-Hermitian matrices with independent entries. Its origin goes beck to the work of Ginibre [18] , who found the joint density of the eigenvalues of such Gaussian matrices. More precisely, for an N × N matrix with independent entries 1 √ N z ij such that z ij is identically distributed according to the measure µ g = 1 π e −|z| 2 dA(z)
(dA denotes the Lebesgue measure on C), its eigenvalues µ 1 , . . . , µ N have a probability density proportional to
with respect to the Lebesgue measure on C N . These random spectral measures define a determinantal point process with the explicit kernel (see [18] )
with respect to the Lebesgue measure on C. This integrability property allowed Ginibre to derive the circular law for the eigenvalues, i.e., converges to the uniform measure on the unit circle,
This limiting law also holds for real Gaussian entries [14] , for which a more detailed analysis was performed in [8, 17, 28] . For non-Gaussian entries, Girko [19] argued that the macroscopic limiting spectrum is still given by (1.3). His main insight is commonly known as the Hermitization technique, which converts the convergence of complex empirical measures into the convergence of logarithmic transforms of a family of Hermitian matrices. If we denote the original non-Hermitian matrix by X and the eigenvalues of X by µ j , then for any C 2 function F we have the identity
∆F (z) Tr log(X * − z * )(X − z)dA(z).
( 1.4) Due to the logarithmic singularity at 0, it is clear that the small eigenvalues of the Hermitian matrix (X * − z * )(X − z) play a special role. A key question is to estimate the small eigenvalues of (X * − z * )(X − z), or in other words, the small singular values of (X − z). This problem was not treated in [19] , but the gap was remedied in a series of papers. First Bai [3] was able to treat the logarithmic singularity assuming bounded density and bounded high moments for the entries of the matrix (see also [4] ). Lower bounds on the smallest singular values were given in Rudelson, Vershynin [26, 27] , and subsequently Tao, Vu [30] , Pan, Zhou [23] and Götze, Tikhomirov [20] weakened the moments and smoothness assumptions for the circular law, till the optimal L 2 assumption, under which the circular law was proved in [31] . On the other hand, Wood [33] showed that the circular law also holds for sparse random n by n matrices where each entry is nonzero with probability n α−1 where 0 < α 1.
In the first part of this article [9] , Bourgade, Yau and the author of this paper proved a local version of the circular law, up to the optimal scale N −1/2+ε , in the bulk of the spectrum. In the second part [10] , they extended this result to include the edge case, under the assumption that the third moments of the matrix elements vanish. (Without the vanishing third moment assumption, they also proved that the circular law is valid near the spectral edge |z| − 1 = o(1) up to scale N −1/4+ε .) This vanishing third moment condition is also the main assumption in Tao and Vu's work on local circular law [32] . In the current paper, we will remove this assumption, i.e. we prove a local version of the circular law up to the finest scale N −1/2+ε for non-Hermitian random matrices at any point z ∈ C.
More precisely, we considered an N × N matrix X with independent real 1 centered entries with variance N −1 . Let µ j , j ∈ 1, N denote the eigenvalues of X. To state the local circular law, we first define the notion of stochastic domination. Definition 1.1. Let W = W (N ) be a family of random variables and Ψ = Ψ (N ) be a family of deterministic parameters. We say that W is stochastically dominated by Ψ if for any σ > 0 and D > 0 we have
for sufficiently large N . We denote this stochastic domination property by
Furthermore, Let U (N ) be a possibly N-dependent parameter set. We say W (u) is stochastically dominated by Ψ(u) uniformly in u ∈ U (N ) , if for any σ > 0 and D > 0 we have
for uniformly sufficiently large N (may depends on σ and D).
Note: In the most cases of this paper, the U (N ) is chosen as the product of the index sets 1 i, j N and some compact set in C 2 .
In this paper, as in [9] , [10] and [32] , we assume that the probability distributions of the matrix elements satisfy the following uniform subexponential decay property:
for some constant ϑ > 0 independent of N . This condition can of course be weakened to an hypothesis of boundedness on sufficiently high moments, but the error estimates in the following Theorem would be weakened as well. Note: most constants appearing in this work may depend on ϑ, but we will not emphasize this dependence in the proof.
Let f : C → R be a fixed smooth compactly supported function, and f z0 (µ) = N 2s f (N s (µ − z 0 )), where z 0 depends on N , and s is a fixed scaling parameter in [0, 1/2] . Let D denote the unit disk. Theorem 2.2 of [9] and Theorem 1.2 of [10] assert that the following estimate holds: (Note: Here
, s ∈ (0, 1/2], (1.8) [9] if ||z 0 | − 1| > c for some c > 0 independent of N or [10] if the third moments of matrix entries vanish. This implies that the circular law holds after zooming up to scale N −1/2+ε (ε > 0) under these conditions. In particular, there are neither clusters of eigenvalues nor holes in the spectrum at such scales. We note that in [9] and [10] , the scaling parameter was denoted as a, but the letter a will be used as a fixed index in this work.
We aim at understanding the circular law for any z 0 ∈ C without the vanishing third moment assumption. The following theorem is our main result. Theorem 1.2. Local circular law: Let X be an N × N matrix with independent centered entries of variances 1/N . Suppose that the distributions of the matrix elements satisfy the subexponential decay property (1.7). Let f z0 be defined as above (1.8) and D denote the unit disk. Then for any s ∈ (0, 1/2] and any z 0 ∈ C, we have 
Notice that the main new assertion of (1.9) is for the case: |z 0 | − 1 = o(1) and the third moments not vanishing, since the other cases were proved in [9] and [10] , stated in (1.8).
Remark: Shortly after the preprint [9] appeared, a version of local circular law (both in the bulk and near the edge) was proved by Tao and Vu [32] under the assumption that the first three moments of the matrix entries match a Gaussian distribution, i.e., the third moment vanish.
In the next section we will introduce our main strategy and improvements. [9] . Furthermore, it is easy to see that the results in Thm. 1.2 for s = 1/2 follow from the results in for s < 1/2. Hence in this proof, we can assume that
In the edge case, our Thm. 1.2 was proved in the Thm 1.2 of [10] with the vanishing third moment assumption. Hence the goal of this paper is to improve the proof of Thm. 1.2 of [10] . One can easily check that in the proof of Thm. 1.2 of [10] , the condition EX Define the Green function of Y * z Y z and its trace by, where w ∈ C and Im w > 0,
Let m c := m c (w, z) be the unique solution of
with positive imaginary part. As proved in [9] and [10] , for some regions of (w, z) with high probability, m(w, z) converges to m c (w, z) pointwise, as N → ∞. Let ρ c be the measure whose Stieltjes transform is m c . This measure is compactly supported and supp ρ c = [max{0, λ − }, λ + ], where
Note that λ − has the same sign as |z| − 1. It is well-known that ρ c (x, z) can be obtained from its Stieltjes transform m c (x + iη, z) via
(Some basic properties of m c and ρ c were discussed in section 2.2 of [10]) Definition 2.1. φ, χ, I and Z
Let h(x) be a smooth increasing function supported on [1, +∞] with h(x) = 1 for x 2 and h(x) = 0 for x 1. For any ε > 0, define φ on R + by (note: λ + depends on z)
Let χ be a smooth cutoff function supported in [−1, 1] with bounded derivatives and χ(y) = 1 for |y| 1/2. Recall dA denotes the Lebesgue measure on C, for any fixed function g defined on C, we define:
Note: the condition E N −2+2ε was not in the definition of the I used in [10] , but clearly this condition is implied by φ ′ (E) = 0, i.e., our new I does not change the value of Z (g) X,c . One can also easily check:
With these notations and definitions, we claim the following main lemma. It is a stronger version of Lemma 2.13 in [10] , i.e., the one without vanishing third moment condition. Lemma 2.2. Under the assumptions of Theorem 1.2, there exists a constant C > 0 such that for any small enough ε > 0(independent of N ), if ||z 0 | − 1| ε, s ∈ (0, 1/2), then
where c f is a constant depending only on the function f .
As mentioned above, in the proof of Thm. 1.2 of [10] , the vanishing third moment condition was only used in the Lemma 2.13 of [10] . Therefore with the improved Lemma (2.2), one can obtain our main result theorem 1.2 as in [10] .
In the next step, the lemma 2.2 will be reduced to lemma 2.4.
We note that the bounds proved in [10] for G ij 's are not strong enough for our purpose in this paper. Unfortunately we noticed that it seems impossible to improve these bounds in general cases. On the other hand, we found that though the behaviors G's and G's are unstable in the region |m| (N η) −1 , they are very stable in the region |m| ≫ (N η) −1 and many stronger bounds can be derived in this region. Therefore, in the following proof, we separate the Z X,c into two parts: the one comes for the region |m| (N η) −1 and the one comes for the region |m| ≫ (N η) −1 . The first part can be easily bounded, since the m is small, so as its contribution to Z X,c . For the second part, we will apply Green's function comparison method (which was first introduced in [15] for generalized Wigner matrix) and our new stronger bounds in the region |m| ≫ (N η) −1 . On the other hand, the old Green's function comparison method was not enough for our purpose, which is also the reason that in [10] , the authors needed the extra assumption on the third moment of the matrix entries. In this work, we will introduce an improved Green's function comparison method, which provides an extra N −1/2 factor than the previous method. This idea was motivated from the work in [6] . For N × N matrix X, we define
Now we extend the function h defined in Def. 2.1 to the whole real lane, i.e., h(x) = h(−x), but still use the same notation h(x). With these notations, we define:
7)
where z = z 0 + N −s ξ, w = E + iη, φ = φ ε,z and t X = t X (ε, w, z).
Note the only difference between
X,c only comes from the region h(t X ) = 1, i.e, | Re m| 2N ε (N η) −1 . Therefore, by the definitions of φ we have
where we used
Proof of Lemma 2.2: With (2.8), it only remains to prove the following lemma.
Lemma 2.4. Under the assumptions of Theorem 1.2, there exists a constant C > 0 such that for any small enough ε > 0(independent of N ), if ||z 0 | − 1| ε and s ∈ (0, 1/2), then
In the next subsection, we will introduce the basic idea of proving Lemma 2.4. The rigorous proof will start from section 3.
2.1 Basic strategy of proving Lemma 2.4: Before we give the complete proof of this lemma, we introduce the basic idea and main improvement in the remainder of this section. Lemma 2.2 was proved in [10] under the vanishing third moment condition. With (2.8) , that result implies that if X ij 's are Gaussian variables, for all 1 i, j N , then for any fixed p ∈ 2N,
As one can see that A
(f )
X,c is basically a linear functional of m(w, z). Hence as in [10] , we will apply the Green function comparison method to show that for sufficiently large N ,
for any two different ensembles X and X ′ whose matrix elements satisfy the condition of Theorem 1.2. To complete the proof for lemma 2.4, we will choose X ′ to be the Ginibre ensemble, whose matrix elements are Gaussian variables. The X will be the general ensembles in lemma 2.4. Combining (2.9) and (2.10), with Markov inequality, one immediately obtains Lemma 2.4.
In applying the Green function comparison method, we estimate the expectation value of the functionals of
In [10] and most previous applications of Green function comparison method, one can only bound the expectation value of these functionals with their stochastically dominations. For example, in [10] , for i = j and |w| 1/2 ≪ (N η), one has
With this stochastically domain, the authors in [10] obtained that |E(Y G) ij | N σ for any σ > 0. In the present paper, under the condition | Re m| ≫ (ηN ) −1 , i.e., h(t X ) > 0, we will first show an improved bound:
Then using a new idea on Green's function comparison method, we will show that the expectation value of this term will obtain an extra factor N −1/2 , i.e.,
This extra factor N −1/2 plays a key role in our new proof. A similar method was used in the [6] .
We write h(t X )(Y z G) ij as the polynomials of the i−th row/column of X:
where P is a polynomial. By definition, X ik , X ki are independent of G (i,i) and G (i,i) . In this polynomial, we will show that the degrees of every monomials w.r.t. X ik and X ki 's are always odd numbers. Therefore, in taking the expectation value, with assumption EX ij = 0 and |EX
, one will see an extra combination factor N −1/2 . The following simple example will show why the odd powers give an extra factor N −1/2 . Suppose we estimate
and
, the nonzero contributions only come from the terms where
On the other hand, without E, this term can only be bounded without this N −1/2 factor (with large deviation theory).
Note: one will not see this N −1/2 factor if the degree is even number, e.g., E X is G (i,i) st X it . Based on this new idea, the main task of proving lemma 2.4 and (2.11)-type bounds is writing the functionals of Y z 's, G's and G's as the polynomials of X ik , X ki (1 k N ) , G (i,i) and G (i,i) for some 1 i N , (up to negligible error) and counting the degree of each monomial.
Proof of Lemma 2.4
In this section, we apply the Green's function comparison method to prove the Lemma 2.4. We will see the key input of proving Lemma 2.4 is the lemma 3.2. This new lemma is similar to (3.62)-(3.63) of [10] , but without the third moments vanishing assumption. More precisely, the (3.62)-(3.63) of [10] is similar to the (3.4) of this work, and lemma 3.2 is the key step of proving (3.4) . The proof of lemma 3.2 will start from section 4. In [10] , the (3.62)-(3.63) can be easily proved by bounding the expectation value of these terms with their stochastically dominations. In this paper, as introduced in subsection 2.1, we will introduce a new comparison method to show that, for the contribution comes from X ij 's third moment, their expectation values have an extra factor N −1/2 , i.e., lemma 3.2. First of all, we state the following lemma. It will be used to estimate the expectation value of some random variables which are stochastically dominated, but not L ∞ bounded. A n v n , where |A n | N C for some fixed constant C > 0. We also assume that A is independent of v and | A| N C for some C > 0. Then for any fixed p ∈ N and fixed (small) δ > 0,
for large enough N .
Note: Here A or A i 's may depend on v.
Proof of Lemma 3.1: By definition 1.1, the assumption A ≺ 1, and the fact that v has sub exponential decay (1.7), for any fixed δ > 0 and D > 0 there is a probability subset Ω such that P(Ω) 1 − N −D and
for the second inequality, we used Cauchy Schwarz inequality. Choosing large enough D, we complete the proof of lemma 3.1.
Because of this lemma, for any centered random variables v with variance 1/N , satisfying the sub exponential decay (1.7), we define
Now we return to prove Lemma 2.4. Proof of Lemma 2.4: For simplicity, we assume that the matrix entries are real numbers. Let X and X ′ be two ensembles which satisfy the assumption of Theorem 1.2. To prove Lemma 2.4, as we explained in the beginning of subsection 2.1 (near (2.10)), one only needs to show that for any fixed small enough ε > 0, s ∈ (0, 1/2), and p ∈ 2N, if ||z 0 | − 1| ε then
for large enough N . For integer k, 0 k N 2 , define the following matrix X k interpolating between X ′ and X:
Note that X ′ = X 0 and X = X N 2 . As one can see that the difference between X k and X k−1 is just one matrix entry. We denote the index of this entry as (a,
with X k−1 and X k , as in Def. 2.3. We are going to show that if this special matrix entry is in the diagonal line, i.e., a = b then
otherwise, i.e., a = b,
for sufficiently large N (independent of k). Clearly, (3.3) and (3.4) imply (3.2). We are going to compare the these functionals corresponding to X k and X k−1 with a third one, corresponding to the matrix Q hereafter with deterministic (a, b) entry. We define the following N × N matrices (hereafter, Y ℓ = X ℓ − zI, ℓ = k or k − 1):
with Q, as in Def. 2.3. To prove (3.3) and (3.4), we will estimate
First we introduce the notations
We note: with Cauchy's interlace theorem, for some C > 0,
holds for any w and z. It implies |A
, from (2.7), we have 15) where z = z 0 + N −s ξ, w = E + iη, φ = φ ε,z . Recall t X k−1 and t Q are defined with m S and m R respectively.
Applying Taylor's expansion on the term h(
) and letting h (k) be the kth derivative of h, we have
where B n ( Q) (1 n 3) and B 4 (X k−1 , Q) are defined as
where ζ is between t X k−1 and t Q , and only depends on t X k−1 , t Q and h. As one can see that B 1 , B 2 and B 3 are independent of v ab . For the definition of B's, we note that if n 1, then
Therefore, with |h| 1, we obtain the following uniform bounds for B's:
To estimate the m S − m R in (3.16), we study the difference between m S and m R in the parameter set:
Recall in (3.59) of [2] and the discussion below (3.61) of [2] , it was proved that with the notations:
where P 4 (X k−1 , Q) depends on X k−1 and Q, and the P 's can be bounded as
uniformly for (k, z, w) in (3.19) . In [2] , the uniformness was not emphasized, but it can be easily checked. From (3.7)-(3.10) and the definition of P 1,2,3 ( Q), we can see that P 1,2,3 ( Q) only depend on Q and they are independent of v ab . Now we collect some simple bounds on P i 's. For L ∞ norm, by definition, it is easy to prove that the following inequalities always hold:
) and some fixed constant C > 0. Then with the definition in (3.20), we also have that for any (k, z, w) in (3.19) and some constant C > 0
Expanding S around R with the fact:
Let m = 5 in (3.24). Now we take 1 N Re Tr on the both sides of (3.24) and compare it with (3.21). Since
ab e aa , we can see that for 1 l 3, the P l (Q) is the coefficient of the (v ab ) l term in the r.h.s. of 1 N Re Tr (3.24) and
Similarly, using this expansion (m = 5), and the fact:
, we can improve (3.22) to the following one:
We note: this statement shows that (3.22) can hold for different (k, z, w) ∈ (3.19) with the same probability subset. Inserting (3.16) and (3.21) into (3.15), we write A
Q as a polynomial of v ab as follows.
where
Replacing X k−1 with X k , with the same method, we obtain (Here v ab is replaced with u ab )
From (3.18) and (3.26) , it is easy to check that P 1 , P 2 and P 3 ≺ 1 uniformly hold for 1 k N 2 . For L ∞ bound, with (3.23), they are bounded by N C for some C. Similarly, we can obtain that P 4 ≺ 1. With (3.25), we have P 4 (X k−1 , Q) ∈ M C (v ab ) and P 4 (X k , Q) ∈ M C (u ab ). So far, we proved
Now we return to prove (3.3) and (3.4). First we write
We insert the (3.27) and (3.29) into the r.h.s. and write it in the following form
where C p,n (1 n 3) are constants only depends on p. Since the first two moments of v ab and u ab coincide, u ab , v ab are independent of Q, and
Recall the definition of A m and B m from (3.31), for the terms m 4, using (3.30) and Lemma 3.1, we get
Therefore, with A 3 = B 3 ,
Similarly, using (3.30), (3.32), A
and Lemma 3.1, we have
As in [2] -(3.64), using Hölder's inequality and the bound (3.14), we have
Then combining (3.33)-(3.35), we obtain (3.3). (Note: p ∈ 2Z.) To prove (3.4), we claim the following lemma, which provides the stronger bound on the expectation value of the r.h.s. of (3.32). .7), (3.20) , (3.17) and (3.28). (More precisely Q, Q, R in (3.20) and (3.17) will be replaced with X, Y = X − zI and (Y * Y − wI) respectively.) Then
We return to prove (3.33) and prove lemma (3.2) in the next section. Inserting this lemma and (3.32) into (3.33), as in (3.34), we obtain that if a = b, then
Together with (3.33) and (3.35), we obtain (3.4). Clearly, (3.3) and (3.4) imply (3.2), and we complete the proof of lemma 2.4 and lemma 2.2.
Proof of Lemma 3.2 Lemma 3.2 bounds the expectation values of some polynomials of A (f )
X and P 1,2,3 (X). Roughly speaking Lemma 3.2 shows that the expectation value of these polynomials are much less than their stochastic domination by a factor N −1/2 . (Note: a and b appear in the definitions of P 1,2,3 and B 1,2,3 . The P 1,2,3 are defined with P 1,2,3 and B 1,2,3 .) As introduced in the second part of subsection 2.1 (below (2.11)), the main strategy of showing this extra factor is
• writing them as the polynomials (up to negligible error) of X ak 's, X ka 's (1 k N ), G (a,a) and G (a,a) , which are defined as
is the matrix obtained by removing the i−th row and column of Y z .
• showing the degrees of the monomials of X ak 's and X ka 's in above polynomials are always odd (except for X aa ).
First of all, in lemma 4.5 and 4.7, we introduce some polynomials having the properties we need for Lemma 3.2, i.e., their expectation values have an extra factor N −1/2 comparing with their stochastic domination. In the next subsection, we introduce some F sets, whose elements are the "basic" polynomials in our proof, i.e., the bricks of the polynomials in lemma 4.5 and 4.7.
4.1 Basic polynomials and their properties. We first introduce some notations.
Let T, U be some subsets of {1, 2, · · · , N }. Then we define Y (T,U) as the (N − |U|) × (N − |T|) matrix obtained by removing all columns of Y indexed by i ∈ T and all rows of Y indexed by i ∈ U. Notice that we keep the labels of indices of Y when defining Y (T,U) . With the same method, we define X (T,U) with X.
Let y i be the i-th column of Y and y (S) i be the vector obtained by removing y i (j) for all j ∈ S. Similarly we define y i be the i-th row of Y . Define
Since the eigenvalues of Y * Y and Y Y * are the same except the zero eigenvalue, it is easy to check that
For |U| = |T|, we define
There is a crude bound for (m
Definition 4.2. Notations for general sets.
As usual, if x ∈ R or C, and S is a set of random variables then xS denotes the following set as xS := {xs : s ∈ S} For two sets S 1 and S 2 of random variables, we define the following set as
For simplicity, we call s ∈ n S if and only if s can be written as the sum of O(1) elements in S, i.e.,
For fixed indeces a, b and ensemble X in lemma 3.2, we define F 0 as the set of random variables (depending on X) which are stochastically dominated by 1 and independent of any X ak and X ka (1 k N ), i.e., F 0 = {V : V ≺ 1, V is independent of the a−th row and column of X} Note: F 0 depends on a, not b. One example element in F 0 is Tr X − X aa .
For simplicity, we define Next we define F 1 as the union of the set (N 1/2 X aa F 0 ) and the sets of some quadratic forms as follows
Note it is X ka V kl X la or X ak V kl X al in the first line and X ak V kl X la in the second line, and the diagonal terms in the second case is allowed to be larger than the others by a factor N 1/2 .)
Furthermore, we define F as the set of following random variables
n represents the set of the products of n elements in F 1 . For simplicity, sometimes we write F F = F ∅ i.e., with the subscription empty set ∅. Similarly, we define
For fixed k = a, the total number of X ak and X ka (1 k N ), in each monomial of the element in F is always even. On the other hand, this number in F 1/2 · F is always odd. By the definition, it is easy to see that
Uniformness Let F T , T ∈ T N be a family of random variables, where T N is parameter set which may depends on N . We say
are uniform for all T ∈ T N , if the following two uniform conditions hold.
(i) There exist uniform integers m and n independent of N such that for all T ∈ T N , we can write F T as the sum of m elements in (F 0 ∪ (F 1 ) n ), i.e.,
(ii) All of the stochastic domination relations, i.e., ≺, appearing in all F T 's ( T ∈ T N ) hold uniformly.
Similarly, for F 0 , F 1/2 and F 1 , we call
uniformly for all T ∈ T N , if there exist uniform m independent of N such that
and the above uniform condition (ii) holds.
More general, if F α is one of F 0 , F 1/2 , F 1 , F , so as F β , i.e., α, β = 0, 1/2, 1 or ∅, we say
uniformly for all T ∈ T N if there exists uniform m independent of N such that F T can be written as the sum of the m terms in F α · F β , i.e.,
hold uniformly for all T ∈ T N .
Furthermore, with fixed D > 0 and random (or deterministic) variable a T , we say
uniformly for all T ∈ T N if F T can be written as
Now we estimate the expectation values of the elements in
With large deviation theory, we can only obtain
But we will show that the elements in F 1/2 · F may have much smaller expectation value.
Lemma 4.5. For fixed indeces a, b and ensemble X in lemma 3.2, let F 0 and F be two random variables bounded by N C for some C, i.e.,
for any fixed D > 0.
Proof of Lemma 4.5: For simplicity, we assume F ∈ F 1/2 · F (not ∈ n ). The general case can be proved with the same method. Furthermore, by definition, EF 0 F = 0 if F ∈ F 1/2 · F 0 . Hence one only needs to prove the following case: for some fixed m, F ∈ F 1/2 · (F 1 ) m , i.e., F can be written as the product of one element of F 1/2 and m elements of F 1 , i.e.,
can be consider as a polynomials of X ak 's and X ka 's (1 k N ), whose coefficients are independents of the a-th row and column of X. Then, we can decompose F as
= n 2m+1 k1,k2,...,kn s1,...,sn t1,...,tn
where k i 's are all different in the summation, and
and it is independent of the a-th row and column of X. We separate the parameter region into two cases. First case: k i = a for all 1 i n. By definition of F 1 , we have
where the last factor come from the N 1/2 factor in the definition of
Second case: k j = a for some 1 j n. Since the k i 's are all different, hence the other k i 's are not equal to a. Let s j = s, t j = 0, we have
By definition of F 1 and F , we know that for any δ > 0 and D > 0, there exists probability set Ω, which is independent of the a-th row and column of X, such that P(Ω) 1 − N −D , and the ≺'s in (4.7) and (4.8) can be replaced with . More precisely,
With this Ω and |F 0 | + |F | N C , we have
Hence to prove (4.5), we only need to bound E1 Ω F 0 F . For the first case, i.e., k i = a (1 i n), using (4.9), and the fact that F 0 and Ω are independent of the a-th row and column of X, we have
k1,k2,...,kn s1,...,sn t1,...,tn
It is easy to check:
Therefore, for any δ > 0,
Similarly for the second case: without loss of generality, we assume k 1 = a. Then as above, using (4.9), and the fact Ω independent of the a-th row and column of X, we have E n k2,...,kn =a s s2,...,sn t2,...,tn
Combining (4.11) and (4.12), we obtain
Then together with (4.10), we obtain (4.5) and complete the proof of Lemma 4.5.
Now we slightly extend the above lemma. Instead of assuming F ∈ n F 1/2 · F , we assume that
Corollary 4.6. For fixed indeces a, b and ensemble X in lemma 3.2, let F 0 and F be two random variables bounded by N C for some C, i.e.,
and for some fixed D > 0,
Then we have
(4.14)
Proof of Corollary 4.6: Write
Here superscription M and e are for main and error. (Note F M and F e are not assumed to be bounded by N C , otherwise the proof is much simpler.) For simplicity, we assume F M ∈ F 1/2 · F (not ∈ n ) and for some m 0,
Then we repeat the same argument as above, i.e., from (4.6) to (4.9). Then for any (small) δ > 0 and (large) D > 0, there exists probability set Ω, which is independent of the a-th row and column of X, such that P(Ω) 1 − N − D , and (4.9) holds. Next we write
where we used |F 0 | + |F | N C and (4.13).
Now we bound |E 1 Ω F 0 F e |. By the definition of ≺ again, there exists Ω such that P( Ω) 1 − N − D and
With this Ω, and |F 0 | + |F | N C we write
For the last term, we note that by the definition of Ω we can simply bound the term in F which are independent of the a-th row and column of X by N 0.1 . Then using the assumption
Together with Cauchy-Schwarz inequality, and subexponential decay property (1.7), we obtain that
Inserting it into (4.15), choosing large enough D, we obtain (4.14) and complete the proof.
More general, if F T ∈ n F 1/2 · F hold uniformly for T ∈ T , corollary 4.6 can be extended to the following integration version.
Lemma 4.7. For fixed indeces a, b and ensemble X in lemma 3.2, let F T be a family of random variables such that for some deterministic x T and uniform D > 0
hold uniformly for T ∈ T = T N , i.e.,
hold uniformly for T ∈ T = T N . Here we assume that ∪ N T N can be covered by a compact set in R p for some p ∈ N, this compact set and p are independent of N .
We also assume that |x T | + |F T | N C for some uniform C > 0. Let F 0 be a random variable satisfying
Proof of Lemma 4.7: Since F 0 and F T are bounded by N C , one can exchange the order of integration and expectation, i.e.,
Then with the uniformness, one can easily extend the proof of Lemma 4.5 and corollary 4.6, and prove this lemma. 
Proof of
Note: By definition and (4.3), h(t X ) > 0 implies χ a = 1, and for any |U| + |T| = O(1), we have
Lemma 4.9. Recall X (a,a) and m (a,a) defined in Definition (4.1). Under the assumption of Lemma 3.2, for any fixed large D > 0, we have
uniformly hold for a, b : 1 a = b N, z : ||z| − 1| 2ε, and w ∈ I ε .
We postpone the proof of this lemma to the next section. In the remainder of this section, we will prove Lemma 3.2 with Lemma 4.9. First we introduce a simple lemma for the calculation of F sets. Lemma 4.10. Let A and B be two variables stochastically dominated by N C for some C > 0, i.e., |A| + |B| ≺ N C . If for random variable A 0 and B 0 , we have
With |A| + |B| ≺ N C , we obtain (4.22).
Now we return to finish the proof of Lemma 3.2. Proof of Lemma 3.2: For simplicity, we introduce the notation A(w, z) as
First as in (3.30), (3.18) and (3.23), one can see that there exists uniform C > 0, such that
X (a,a) ), we write
Recall the definitions in (2.7), (3.28) and (3.17), for fixed l, with the notation A(w, z) and (4.18), we can write:
. Using (4.23), Lemma 4.9 and Lemma 4.10, for any fixed D > 0, we have
uniformly hold for T ∈ T . Applying Lemma 4.7 by choosing
and T = (I ε × supp f ) l+3 , with (4.24) and (4.24), we obtain
for any fixed D > 0. Then use Holder inequality, we have
Similarly, one can prove
Then it is easy to check that |A (f )
Inserting it into (4.26), we complete the proof of Lemma 3.2.
Polynomialization of Green's functions
As showed in the previous sections, to complete the proof of Theorem 1.2, it only remains to prove Lemma 4.9. In this section, we will prove Lemma 4.9, i.e., write the terms in (4.19) as polynomials in F or F 1/2 · F (up to negligible error). Since the uniformness can be easily checked, we will only focus on the fixed a, b, z, w: a, b : 1 a = b N, z : ||z| − 1| 2ε, and w ∈ I ε .
First we need to write the single matrix elements of G's and G ′ s as this type of polynomials. To do so, we start with deriving some bounds on G's under the condition:
Note: this condition is guaranteed by χ a > 0, h(t X ) > 0 or h(t X (a,a) ) > 0.
Preliminary lemmas.
This subsection summarizes some elementary results from [9] and [10] . Note that all the inequalities in this subsection hold uniformly for bounded z and w. Furthermore, they hold without the condition (5.1).
Recall the definitions of
, y i and y i in the definition 4.1.
Definition 5.2. In the following, E X means the integration with respect to the random variable X. For any T ⊂ 1, N , we introduce the notations
i . Recall by our convention that y i is a N × 1 column vector and y i is a 1 × N row vector. For simplicity we will write
Lemma 5.3 (Identities for G, G, Z and Z). For any T ⊂ 1, N , we have
where, by definition,
Similar results hold for G:
Definition 5.4 ( ζ-High probability events). Define
Let ζ > 0. We say that an N -dependent event Ω holds with ζ-high probability if there is some constant C such that
for large enough N . Furthermore, we say that Ω(u) holds with ζ-high probability uniformly for u ∈ U N , if there is some uniform constant C such that
for uniformly large enough N .
Note: Usually we choose ζ to be 1. By the definition, if some event Ω holds with ζ-high probability for some ζ > 0, then Ω holds with probability larger then 1 − N −D for any D > 0.
Lemma 5.5 (Large deviation estimate). Let X be defined as in Theorem 1.2. For any ζ > 0, there exists Q ζ > 0 such that for T ⊂ 1, N , |T| N/2 the following estimates hold with ζ-high probability uniformly for 1 i, j N , |w| + |z| C:
Im m
Furthermore, for i = j, we have
Lemma 5.6. Let X be defined as in Theorem 1.2. Suppose |w| + |z| C. For any ζ > 0, there exists C ζ such that if the assumption η ϕ
(5.14)
holds then the following estimates hold
with ζ-high probability uniformly for |w| + |z| C.
Improved bounds on G 's.
The next lemma gives the bounds on G, G and m under the condition (5.1). Note: with (4.3), it implies that for any U , T :
Before we give the rigorous proof for the bounds on G, G, we provide a rough picture on the sizes of these terms under the condition (5.1), w ∈ I ε and ||z| − 1| 2ε. We note that the typical size of the G (U,T) kl heavily relies on whether k = l and whether k, l are in U, T.
(ii) If k = l, and k, l / ∈ U ∪ T, the typical size of G
This result follows from the definition, and it worth to emphasize: We note: The m is bounded by (log N ) C |w| −1/2 in (5.18) (no better bound is obtained in this paper), but we believe that it could be much smaller. 
Furthermore, with the symmetry and the definition of G (U,T) and G (T,U) , these bounds also hold under the following exchange
Proof of Lemma 5.7: In the following proof, we only focus on the fixed z, w, i and j, since the uniformness can be easily checked.
We choose ζ = 1. Because ϕ ≪ N ε for any fixed ε > 0 (see (5.8) ) and in this lemma w ∈ I ε , one can easily check that the assumption in this lemma implies the conditions of lemma 5.6 i.e., w ∈ I ε =⇒ (5.14) holds for ∀C ζ (5.33)
Therefore we can use all of the results (with ζ = 1) of lemma 5.6 in the following proof.
1. We first prove (5.21). The condition (5.1) implies that |
5 ε N η with 1 -high probability in Ω. Inserting it into (5.6) with T = i, using G 
holds with 1-high probability in Ω. Together with (5.34), it implies that with 1-high probability in Ω,
Then replacing m (i,i) with m by (4.3), we obtain (5.21).
2. For (5.22), first using (4.3) and (5.21), we have that for any i :
holds with 1-high probability in Ω. Together with the Z version of (5.35):
we obtain (5.22). on Z i , and using ||z| − 1| 2ε and the bounds we just proved on (N η)
ii , we obtain that in Ω 0 ,
Together with |G (∅,i) ii | |5w| −1 and the assumption ||z| − 1| 2ε and |w| ε, we have
Now inserting (5.38) into the identity (5.6) with T = ∅, using |m (∅,i) G | 5, and |w| ε again, we obtain that
Then together with (5.37) and (5.23), in Ω 0 , we have
Combining (5.21) and (4.3), we have
Inserting it into (5.40), we have
It is easy to extend this result to the following one:
holds in a probability set Ω ⊂ Ω such that Ω holds with 1-high probability in Ω. Since m = 1 N i G ii , for small enough ε, with |w| ε and ||z 2 | − 1| 2ε, (5.42) implies that
It completed the proof of (5.24).
We note: combining (4.3), (5.1), (5.21) and (5.24), we have for any |U |, |T | = O(1), 
holds with 1-high probability in Ω. Applying (5.16) on X (i,i) instead of X, we obtain that
jj , we have that 7. For (5.27), from (5.3), we have
On the other hand, (5.6) and (5.13) show that (similar result can be seen in (6.18) of [9] )
, using large deviation lemma (e.g. see Lemma 6.7 [9] ), as in (3.44) of [10] , we have that with 1-high probability,
Inserting this bound, (5.25), (5.26) and (5.43) into (5.47), we have
It implies that
Then with (5.15) and (5.18), it implies
and we obtain (5.27).
8. For (5.28), using (5.4) and (5.20), we have
Using (5.10) and (5.20) again, we can bound
Together with (5.43) and (5.21), we obtain (5.28).
9. For (5.29), using (5.5), (5.12) and (5.13), we obtain that
Furthermore, with (5.7), (5.11), (5.20) and (5.43), we have
Here these two bounds holds with 1-high probability. As in (5.46), applying (5.23) on G (ij,i) jj , with (5.43) we have |G
with 1-high probability in Ω. With (5.25), (5.28), (4.3) and (5.21), we also have 
Then applying (5.25) on G , with (5.43) we obtain that
Inserting these bounds into (5.49) and (5.50), we obtain (5.29).
10. For (5.30), using (5.10) (with T = ∅) and (5.23), (5.43) , we have
holds with 1-high probability in Ω. Together with (5.18), we obtain
Together with (5.25) and (5.18), we have
Then with (2.6), we obtain (5.30).
11. For (5.31), we note that (5.24) implies |m| (log N ) −1 . Then with (5.43), we obtain (5.31).
Polynomialization of Green's functions:
In this subsection, using the bounds we proved in the last subsection, we write the G's and G's as the polynomials in F and F 1/2 · F (with negligible error). We note: In the Lemma 3.2 and 4.9 we assumed X ab = 0, but the bounds we proved in Lemma 5.6 and Lemma 5.7 still hold for this type of X, the similar detailed argument was given in Remark 3.8 of [2] . X , P 1,2,3 (X) would not change if one replaced the G's inside with χ a G's. Therefore, instead of G's, we will write χ a G as the polynomials in F and F 1/2 · F (with negligible error).
Definition 5.9. For simplicity, we define the notations:
We collect some basic properties of these quantities in the the following lemma.
Lemma 5.10. Under the assumption of Lemma 3.2, for z, w: ||z 2 | − 1| 2ε and w ∈ I ε χ a (log N )
hold with 1-high probability.
Proof of Lemma 5.10: We note χ a = 1 implies the condition (5.1). Hence the results in Lemma 5.7 hold with 1-high probability. First from (5.31) and |w| η, we have the first and the third inequalities of (5.54), and the first inequality of (5.55). The second inequality in (5.54) follows from (5.18) and (5.43). It also implies the second inequality of (5.57). Combining the second inequality of (5.54) with (2.6), we obtain the second inequality in (5.55). For (5.56), one can easily check this identity by the definition of β and γ. For the first inequality of (5.57), it follows from (5.21) and (5.43).
Definition 5.11. Under the assumption of Lemma 3.2, for w ∈ I ε , ||z| − 1| 2ε and s, k = a, we define S ks and S sk as random variables which are independent of the a-th row and columns of X and
With (5.5), one can obtain their explicit expressions, e.g.,
Similarly, we define S ks and S sk as random variables which are independent of the a-th row and columns of X and G
As one can see that S, S, S and S have the same behaviors. Here we collect some basic properties of these quantities in the the following lemma.
Lemma 5.12. We assume that ||z| − 1| 2ε, w ∈ I ε , k = a and X satisfies the assumption of Lemma 3.2. For some C > 0, with 1-high probability, we have
so as S, S and S. Recall the definition F 's in Def. 4.3, for some C > 0, we have χ a X aa ∈ n γF , χ a (XSX) aa ∈ n γF , (5.59) and χ a (X T SSX) aa ∈ n N γ 2 F (5.60)
Furthermore, (5.58), (5.59) and (5.60) hold uniformly for ||z| − 1| 2ε, w ∈ I ε and k, s : k, s = a, 1 k, s N .
Note: With (5.59), we also have
Proof of Lemma 5.12: Since the uniformness are easy to be checked, we will only focus on the fixed z, w, s and k.
1. For (5.58), the condition χ a = 1 implies that we can apply Lemma 5.7 on the X (a,a) . Recall: these bounds also hold under the exchange (5.32). Then the bounds (5.25) and (5.26) imply that for s = k, holds with 1-high probability. Then with the explicit expression of S ks in Def. 5.11, we have
holds with 1-high probability. Since X tk 's are independent of G (ak,a) st 's (1 t N ), using large deviation lemma (e.g. see Lemma 6.7 [9] ), as in (3.44) of [10] , we have for
holds with 1-high probability. Applying Lemma 5.7 on the X (a,a) again, from (5.27), we have
with 1-high probability. Together with the first part of (5.62), (5.63) and (5.64), we obtain
with 1-high probability. At last, with (5.18) and (5.43), we obtain (5.58).
2. For (5.59), we recall the definition of F in Def. 4.3, especially the two N 1/2 factors in F . It is easy to see that (5.59) follows from the first inequality of (5.55) and the bounds on S in (5.58).
3. For (5.60), since the (5.58) also holds for S, then with the first inequality of (5.55), we have
with 1-high probability. Together with definition of F , we obtain (5.60).
Now we introduce a method to track and show the dependence of the random variables on the indices. First we give a simple example to show the basic idea. Let A kl , 1 k, l N be a family of random variables:
where X T is the transpose of X. By definition of F and F 0 , we can say,
But the first part of the r.h.s. of (5.66), i.e.,
only depends on the first index k, the second part
only depends on the second index l and the third part is independent of the indices. Therefore, we prefer to write it as
and f 1 (k) only depends on index k, f 2 (l) only depends on index l, and f 3 does not depends on index.
For general case, to show how the variable depends on the indices, we define the following notations.
Definition 5.13. Let A I be a family of random variables where I is indices (vector), not including index a. we write
where I i is a part of I, if and only if there exists f i (I i ) ∈ F αi such that A I = i f i (I i ) and f i (I i ) only depends on the indices in I i .
For the example in (5.66), we write A kl ∈ F
, where I = (k, l), I 1 = (k), I 2 = (l) and I 3 = (∅),
The following lemma shows the G's can be written as the polynomials in F 's.
Lemma 5.14. For simplicity, we introduce the notaion:
0 : f k = X ak g k + X ka h k Let w ∈ I ε and ||z| − 1| 2ε. Under the assumption of Lemma 3.2, for any D > 0, we have
and,
Furthermore, (5.68)-(5.72) hold uniformly for ||z| − 1| 2ε, w ∈ I ε and 1 k, l = a N Proof of Lemma 5.14: Because one can easily check the uniformness, in the following proof we will only focus on the fixed w, z, k and l. Recall (4.18) and (5.33), with the assumption w ∈ I ε and ||z| − 1| 2ε, we know the results in Lemma 5.6 and 5.7 hold under the assumption of this lemma. Furthermore, these results also hold for X (a,a) (instead of X). and α := χ a m (a,a) , we have
From (5.6) and (5.20) with i = a, T = a, we have
Then with (5.22), for any ε, D > 0, there exists C ε,D depending ε and D, such that
holds with 1-high probability. Hence with (5.43) and χ a Z (a) a ∈ n m (a,a) F in (5.75), we obtain that (5.4) , with i = a and T = ∅, for any ε, D > 0, there exists C ε,D depending ε and D such that with 1-high probability,
Now inserting these bounds back to (5.78) and using the relations between α, β and γ in (5.54) and (5.55), we obtain (5.79).
2.b Now we prove (5.80). With (5.83) and
we write
We write this denominator as
With (5.22), (5.43), (5.18), we can bound the first term in the second bracket as follows:
holds with 1-high probability. Together with (5.60) and (5.55), with 1-high probability, we can bound the second bracket of (5.85) as
On the other hand, we claim for some C > 0, the following inequality holds with 1-hight probability. 
Inserting them into (5.10), with (2.6), we have
Now insert (5.88), (5.89) and (5.90) into (5.4), we obtain |G aa | (log N ) C−1 |w| −1/2 for any C > 0, which contradacts (5.15). Therefore, (5.87) must hold for some C > 0.
Recall the denominator of the r.h.s. of (5.84) equals to the sum of the l.h.s. of (5.86),(5.87) (see (5.85)). Then inserting (5.86),(5.87) into (5.85), we have that for any fixed D, there exists C ε,D , such that with 1-high probability,
For the terms in (5.91), we apply (5.75) on (XG (a,a) X T ) aa and Z , apply (5.55) on γ and apply (5.87) on the denominator of (5.91), we obtain
More precisely, here what we used is the G-version of (5.81), (5.82), i.e., χ a (XG (∅,a) ) aa ∈ n βγF and χ a (XG (∅,a) X T ) aa ∈ (α + βγ 2 )F .
They follows from (5.81), (5.82) and the symmetry between G and G. Next using (5.57), we have
For (XG (∅,a) ) ak in (5.95), using (5.2), for k = a we have (note: s can be a)
Together with (5.61), (5.68) and (5.70), it implies that
It follows from (5.73), (note:
Inserting it into (5.96), with Lemma 5.10, we obtain
Together with (5.95), we obtain (5.71).
5. Now we prove (5.72). With (5.97), (5.70) and Lem. 5.10, we have
Together with (5.3), (5.92), (5.68) and (5.56), we can write G kl as follow,
1/2 · F Therefore, together with (5.99), we obtain (5.72).
Next, we write the terms appeared in the Lemma 4.9 as polynomials in F , F 1/2 and F 1/2 · F (with proper coefficients and ignorable error terms). 
Here for the last ∈ n , we used 
Similarly, using (5.72), and Lemma 5.10 we have
Using (5.69), and Lemma 5.10 we have
which completes the proof of (5.106). Now we are ready to prove Lemma 4.9, which is the key lemma in the proof of our main result. where constant C ε,D depends on ε on D, and h (k) is the k − th derivative of h. Using (5.100) and the fact that h is smooth and supported in [1, 2] , we obtain 
