Theory of Quantum Transport at Nanoscale (introduction and contents) by Ryndyk, Dmitry A.
ar
X
iv
:1
81
2.
10
53
1v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
20
 D
ec
 20
18
Dmitry A. Ryndyk
Theory of Quantum Transport
at Nanoscale
introduction and contents
author version
The first edition is published as
Springer Series in Solid-State Sciences 184
(2016)
Preface
This book is an introduction to a rapidly developing field of modern theoretical
physics – the theory of quantum transport at nanoscale. The theoretical methods
considered in the book are in the basis of our understanding of charge, spin and
heat transport in nanostructures and nanostructured materials and are widely used
in nanoelectronics, molecular electronics, spin-dependent electronics (spintronics)
and bio-electronics. Although some of these methods are already 20-25 years old,
it is not so easy to find their systematic and consecutive description in one place.
The main theoretical models and methods are distributed among many original pub-
lications, often written in different style and with different notations. During my
research and teaching activities I had to overcome many obstacles to find required
information. The results of my search I now present to your attention in more or less
ordered form together with some original investigations.
The book is based on the lecture notes I used in the courses for graduate and post-
graduate students the University of Regensburg and Technische Universita¨t Dresden
(TU Dresden). Some basis knowledge of theoretical physics, especially quantum
mechanics, is assumed. But otherwise I tried to make the text self-consistent and
derive all formulas. In some cases I give the references to additional reading.
Since this book grew up from the lecture notes, I hope it will serve as the
advanced-level textbook for Master and PhD students, and can be also interesting to
the experts working in the fields of quantum transport theory and nanoscience. To
this end I tried to combine modern theoretical results with the pedagogical level of
explanations. This book will help to cover, to some extend, the gap between under-
graduate level textbooks and present day theoretical papers and reviews.
The book includes the Introduction and two parts. The first part is devoted to the
basic concepts of quantum transport: Landauer-Bu¨ttiker method and matrix Green
function formalism for coherent transport, Tunneling (Transfer) Hamiltonian and
master equation methods for tunneling, Coulomb blockade, vibrons and polarons.
The results in this part are obtained as possible without sophisticated techniques,
such as nonequilibrium Green functions, which are considered in detail in the sec-
ond part. We give a general introduction into the nonequilibrium Green function
theory. We describe in detail the approach based on the equation-of-motion tech-
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nique, as well as more sophisticated one based on the Dyson-Keldysh diagrammatic
technique. The main attention is paid to the theoretical methods able to describe the
nonequilibrium (at finite voltage) electron transport through interacting nanosys-
tems, specifically the correlation effects due to electron-electron and electron-vibron
interactions. We consider different levels of theoretical treatment, starting from a
few-level model approach, such as a single-level electron-vibron (polaron) model
and Hubbard-Anderson model for Coulomb interaction. The general formalism for
multilevel systems is considered, and some important approximations are derived.
The book is focused on the ideas and techniques of quantum transport theory in
discrete-level systems, as it is discussed in more detail in the Introduction. We do
not consider here explicitly particular applications of the theory to semiconductor
devices or the molecular transport theory based on atomistic, in particular density
functional theory (DFT), methods.
The Introduction includes a comprehensive literature review, but for sure not
full. In the main text I did not try to cite all relevant publications, because it is more
a textbook than a review. Nevertheless, I want to apologize for possibly missed
important references.
Despite of large efforts and time spent to improve the manuscript and to check
it for misprints, the book definitely includes some mistakes, misprints, something is
missed and should be added, as well as something would be better to remove. I’ll
greatly appreciate any comments and suggestions for improvement.
Dresden, Dmitry Ryndyk
July 2015
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Chapter 1
Introduction
1.1 Quantum transport in mesoscopic and nanoscale systems
What systems, models and methods are considered in this book? What is the mean-
ing of the term “nanoscale” and what is its difference from the other known term
“mesoscopic”?
One can note that nanoscale simply assumes nanometer scale spatial dimen-
sions, very often any structure with at least one spatial dimension smaller than 100
nanometer (1 nm = 10−9 m) is considered as a subject of nanoscience. This defini-
tion, however, includes all types of nanostructures independently of their behavior
and physical properties, which can be more or less quantum or even (semi)classical
in the sense of required physical models. Many nanostructures actually can be de-
scribed by well established classical or semiclassical models.
We will focus on quantum transport of charge, spin and heat. Nanoscale in this
respect characterizes not the size, but rather a specific type of systems and effects,
which can be distinguished from both classical systems and mesoscopic quantum
systems.
If you insert the word “nanoscale” into the search line of your internet browser,
you will probably find about 10 times more links than for the word “mesoscopic”.
Nevertheless, about 20 years ago, when the first books about quantum transport
in mesoscopic systems and nanostructures had been published [1–5], almost any
quantum transport was considered as mesoscopic. Actually the term “mesoscopic”
characterized the intermediate size between atomic (microscopic) and bulk (macro-
scopic). On the other hand, the main methods required to describe experiments in
80th years of 20th century, first of all the experiments with semiconductor hetero-
structures with µm sizes in transport directions, were based on the quasiclassical
methods for quantum systems with dense (or even continuous) energy spectrum.
Besides, the theoretical models were not based on discrete-level models and could
be considered in language of real-space propagation paths and phase shifts. As a
result, at present time, mesoscopic is associated with quasiclassical systems with
continuous or dense energy spectrum.
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But in last years, due to development of molecular electronics and computational
methods for direct modeling at the atomic level, the methods specific for discrete-
level systems become more and more important. At present, the nanoscale transport
constitutes its own field of research separated not by hard walls, but by some visible
boundaries from the rest large field of quantum mesoscopic transport. Let’s try to
estimate the parameters responsible for this boundary.
To some extend, the classification can be given based on the characteristic lengths
and times. The most important scales are:
L – the size of the system or characteristic internal length in transport direction;
lp, τp – the elastic scattering length (mean free path) and time;
lε , τε – the inelastic scattering (energy relaxation) length and time;
lϕ , τϕ – the phase-decoherence length and time;
λB – the de Broglie wave length (depends on the kinetic energy, for electrons in
metals is taken at the Fermi surface).
Typically the characteristic lengths go in the following order
λB < lp < lφ < lε .
For example, in semiconductor (GaAs,Si) 2D electron gas at low temperatures the
values can be λF ≈ 0.05 µm = 50 nm, lp ≈ 0.5 µm, lϕ ≈ 1 µm, lε ≈ 3 µm. In metals
the numbers are similar: lϕ ≈ 1 µm in gold at T = 1 K. At room temperatures all
these lengths in metals and semiconductors are very small and transport is described
by semiclassical models. Note that it is not the case for carbon nanostructures like
nanotubes, where even at room temperature both electron and phonon transport can
be quantum.
Two scales from this list: the de Broglie wave length λB and the phase-decoherence
length lϕ are specific for quantum transport (other exist also in the classical limit)
and are most important for classification of transport regimes. In the case
λB ≪ L 6 lϕ
the motion of electrons is phase-coherent and can not be described by classical equa-
tions, but in most cases is still quasiclassical, which means that classical trajectories
can be used as a starting point and quantum effects are included mainly into the
phases of quasiclassical wave functions. This is just a case of mesoscopic system.
Based on the definition of mesoscopic systems as the systems with continuous
energy spectrum, we define nanoscale systems as the systems with essentially dis-
crete energy spectrum in some parts. Usually it means that a discrete-level system
is coupled to infinitely large electrodes (or substrate) with continuous spectrum. For
example, assume that the characteristic size of the central region in transport direc-
tion starts to be comparable with the electron wave length:
L∼ λB.
In this case quantization of the single-particle energy levels starts to be important.
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Of course, we are interested also in other cases when some system is natu-
rally represented by discrete-level models. In particular, molecular junctions are de-
scribed using the basis of atomic or molecular orbitals. One more origin of discrete
many-body energy spectra is Coulomb interaction (the charging energy) in quantum
dots and small grains. Finally, nanostructured low-dimensional materials (e.g. short
nanotubes, graphene flakes, etc.) are described by discrete tight-binding (lattice)
models.
Thus, we suggest a point of view that the boundary between mesoscopic and
nanoscale systems is mainly the boundary between: (i) continuous energy spectrum
and continuous in real space equation for wave functions in mesoscopic case; and
(ii) discrete energy spectrum and discrete basis wave functions in nanosystems. Of
course, there is no strict separation between meso- and nano- transport and very
often people actually mix these two terms. However, to have practical limits in the
extremely wide field of nanoscience, I consider in this book only transport through
quantum nanosystems with discrete energy spectrum, such as metal grains, semicon-
ductor quantum dots and single molecules, coupled to one, two, or larger number of
electrodes.
We do not consider in this book the methods and approaches, which are typical
only for mesoscopic transport and focus instead on specific for nanoscale transport
questions. In particular, the following topics are not included:
- quantum interference of Aharonov-Bohm type;
- weak localization;
- universal conductance fluctuations;
- random matrix theory;
- quantum Hall effect;
- quasiclassical and semiclassical transport.
I refer the readers to numerous special reviews on mesoscopic transport.
Still, there are some topics important for both quasiclassical (mesoscopic) and
pure quantum (nanoscale) systems, for example the Landauer scattering approach.
That is the reason why we start from the “mesoscopic” Landauer-Bu¨ttiker method
in chapter 2. However, in the next chapter 3 we formulate the Landauer approach
for discrete basis using the technique of matrix Green functions, in such a way we
get a nanoscale version of this approach.
There is one other significant peculiarity of nanoscale systems: the enhanced role
of interactions. The theory of mesoscopic transport is based usually on free particles
or weakly interacting particles, the perturbation theory is widely used. At nanoscale,
as we already mentioned, both electron-electron and electron-vibron interactions
may be strong and the Landauer approach can not be used anymore. Fortunately, we
can use the powerful method of Nonequilibrium Green Functions, able to treat the
many-body problems.
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electrode
Scattering
region
Fig. 1.1 Schematic picture of a nanojunction with strong coupling to the electrodes.
1.2 Nanojunctions
We focus on the models describing some central system, placed between two or
many ideal electrodes, which assumed to be noninteracting and being in thermal
equilibrium. On the contrary, the central system can be interacting and can be
nonequilibrium if the finite voltage is applied. One can call such systems nanojunc-
tions. Depending on the ratio between the energy scales associated with electron-
electron or electron-vibron interactions in the central system (the examples of these
energy scales are the effective charging energy and the polaron energy) and coupling
to the leads, nanojunctions can be classified in several groups.
In the case of strong coupling to the electrodes and weak interactions, the elec-
tronic states of the central system are hybridizedwith states in the electrodes, charge
quantization is suppressed, transport is mainly coherent and the conductance is
of the order of the conductance quantum G0 = 2e
2/h. In some cases one can ig-
nore completely the atomistic structure and formulate the model in the continuum
medium approximation (a typical example is nanojunction shown in Fig. 1.1), or use
Left
electrode
Right
electrode
Quantum
dot
Fig. 1.2 Schematic picture of a nanojunction (quantum dot) with weak coupling to the electrodes.
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Fig. 1.3 Schematic picture of a strongly asymmetric nanojunction (STM set-up).
the lattice (tight-binding)model with given parameters. The basic way to understand
quantum coherent transport in noninteracting systems is Landauer-Bu¨ttiker method
(usually formulated for atomistic or lattice systems with Green function formalism).
We consider coherent transport in chapters 2 and 3.
In the case of very weak coupling to the electrodes (Fig. 1.2), the electronic states
of the central system are only weakly disturbed, strong charge quantization and
Coulomb blockade take place and transport is mainly determined by sequential tun-
neling. The central region in this case is often called quantum dot. In this case the
master equation for probabilities of the many-body states is a good starting point.
We consider different examples of sequential tunneling through the systems with
Coulomb blockade and polaron effects in chapters 5 and 6.
Besides, the important limiting case is a strongly asymmetric nanojunction
(Fig. 1.3), when the central region is strongly coupled to one electrode and weakly
coupled to other one. This is a typical situation for STM experiments. The peculiar-
ity of this case is that the central region (quantum dot, molecule) is in equilibrium
or weakly nonequilibrium state even at large voltage, because it keeps the state in
equilibrium with stronger coupled electrode. This type of junctions (as well as any
direct contacts between two electrodes without any central region) can be describe
by so-called Tunneling (or Transfer) Hamiltonian method without use of more so-
phisticated methods. We consider tunneling in chapter 4.
1.3 From basic concepts to advanced methods
The theoretical treatment of transport at the nanoscale (see introduction in [1–12])
requires the combined use of different techniques and approximations.We will con-
sider discrete-level models starting from few-level and tight-binding noninteract-
ing models and going in the direction towards the many-body models with strong
electron-electron and electron-vibron interactions. Let us now outline the main con-
cepts.
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Landauer-Bu¨ttiker method [13–22] establishes the fundamental relation be-
tween the wave functions (scattering amplitudes) of a junction and its conducting
properties. The method can be applied to find the current through a noninteracting
system or through an effectively noninteracting system, for example if the mean-
field description is valid and the inelastic scattering is not essential. Such type of an
electron transport is called coherent, because there is no phase-breaking and quan-
tum interference is preserved during the electron motion across the system. In fact,
coherence is assumed in many ab initio based transport methods based on density-
functional theory and Landauer approach (DFT/Landauer), so that the Landauer-
Bu¨ttiker method is now routinely applied to any basic transport calculation through
nanosystems and single molecules. Besides, it is directly applicable in many semi-
conductor quantum dot systems with weak electron-electron interactions. Due to
simplicity and generality of this method, it is now widely accepted and is in the
base of our understanding of coherent transport.
However, the peculiarity of single-molecule transport is just essential role of
electron-electron and electron-vibron interactions, so that Landauer-Bu¨ttikermethod
is not enough usually to describe essential physics even qualitatively.
The methods required to describe transport in weakly coupled junctions are usu-
ally different from the strong coupling case, because the effects of interactions are
controlled by parametersU/Γ for Coulomb interaction and λ/Γ for electron-vibron
interaction and become larger for tunneling junctions. Here U is the characteristic
Coulomb energy of electron-electron interaction (“Hubbard U”), λ is the electron-
vibron interaction constant, and Γ is the coupling to electrodes.
During last years many new methods were developed to describe transport at
finite voltage, with focus on correlation and inelastic effects, in particular in the
cases when Coulomb blockade, Kondo effect and vibronic effects take place. There
are two main theoretical frameworks that can be used to study quantum transport
with interactions and at finite voltage: quantummaster equation and nonequilibrium
Green function techniques .
Quantum Master Equation (QME) [23,24] is usually formulated in the basis of
the many-body eigenstates of the molecule. It gives a fairly complete description of
sequential tunneling, the main features of Coulomb blockade and even can capture
Kondo physics for temperatures of the order of or larger than the Kondo tempera-
ture [25]. The QME technique leads to more simple “classical” master equations in
the case where (i) the electrode-system coupling can be considered as a weak pertur-
bation, and (ii) off-diagonal elements of the reduced density matrix in the eigenstate
representation (coherences) can be neglected due to very short decoherence times.
Nonequilibrium Green function (NGF) [2, 26–29] formalism is able to deal
with a very broad variety of physical problems related to quantum transport.
The method, which was proposed about 50 years ago [26, 27], then was used
successfully in the theory of nonequilibrium superconductivity [30–34], and later
was proposed as a standard approach in mesoscopic physics and molecular elec-
tronics [35–37]. We consider the general NGF formalism in chapter 7 and the NGF
method for transport through nanosystems in chapter 8. The advantage of the NGF
formalism is that it can be successfully applied to a variety of systems and problems,
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that it is in principle exact, and many powerful approximations can be derived from
it.
It can deal with strong non-equilibrium situations via an extension of the con-
ventional Green Function formalism to the Schwinger-Keldysh contour [27] and
it can also include interaction effects (electron-electron, electron-vibron, etc) in a
systematic way (diagrammatic perturbation theory, equation of motion techniques).
Proposed first time for the mesoscopic structures in the early seventies by Caroli
et al. [38–41], this approach was formulated in an elegant way by Meir, Wingreen
and Jauho [2, 35, 37, 42, 43], who derived exact expression for nonequilibrium cur-
rent through an interacting nanosystem placed between large noninteracting leads
in terms of the nonequilibrium Green functions of the nanosystem. Still, the prob-
lem of calculation of these Green functions is not trivial. We consider some possible
approaches in the case of electron-electron and electron-vibron interactions. More-
over, as we will show later on, it can reproduce results obtained within the master
equation approach in the weak coupling limit to the electrodes (Coulomb blockade),
but it can also go beyond this limit and cover intermediate coupling (Kondo effect)
and strong coupling (Fabry-Perot) domains. It thus offer the possibility of dealing
with different physical regimes in a unified way.
Both approaches, the QME and NGF techniques, can yield formally exact ex-
pressions for many observables. For noninteracting systems, one can even solve an-
alytically many models. However, once interactions are introduced - and these are
the most interesting cases containing a very rich physics - different approximation
schemes have to be introduced to make the problems tractable. We consider some
examples of nonequilibrium problems in chapter 9.
Coulomb interaction is in the origin of such fundamental effects as Coulomb
blockade and Kondo effect. The most convenient and simple enough is the Hubbard-
Anderson model, combining the formulations of Anderson impurity model [44] and
Hubbard many-bodymodel [45–47]. To analyze strongly correlated systems several
complementarymethods can be used: master equation and perturbation in tunneling,
equation-of-motionmethod, self-consistent Green functions, renormalization group
and different numerical methods.
When the coupling to the leads is weak, the electron-electron interaction results
in Coulomb blockade, the sequential tunneling is described by the master equa-
tion method [48–55] and small cotunneling current in the blockaded regime can
be calculated by the next-order perturbation theory [56–59]. This theory was used
successfully to describe electron tunneling via discrete quantum states in quan-
tum dots [60–63]. Recently there were several attempts to apply master equation
to multi-level models of molecules, in particular describing benzene rings [64–67].
To describe consistently cotunneling, level broadening and higher-order (in tun-
neling) processes, more sophisticated methods to calculate the reduced density ma-
trix were developed, based on the Liouville - von Neumann equation [66,68–74] or
real-time diagrammatic technique [25, 75–81]. Different approaches were reviewed
recently in Ref. [82].
The equation-of-motion (EOM) method is one of the basic and powerful ways
to find the Green functions of interacting quantum systems. In spite of its simplic-
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ity it gives the appropriate results for strongly correlated nanosystems, describing
qualitatively and in some cases quantitatively such important transport phenomena
as Coulomb blockade and Kondo effect in quantum dots. The results of the EOM
method could be calibrated with other available calculations, such as the master
equation approach in the case of weak coupling to the leads, and the perturbation
theory in the case of strong coupling to the leads and weak electron-electron inter-
action.
In the case of a single site junction with two (spin-up and spin-down) states and
Coulomb interaction between these states (Anderson impurity model), the linear
conductance properties have been successfully studied by means of the EOM ap-
proach in the cases related to Coulomb blockade [83,84] and the Kondo effect [85].
Later the same method was applied to some two-site models [86–89]. Multi-level
systems were started to be considered only recently [90,91]. Besides, there are some
difficulties in building the lesser GF in the nonequilibrium case (at finite bias volt-
ages) by means of the EOM method [92–94].
The diagrammatic method was also used to analyze the Anderson impurity
model. First of all, the perturbation theory can be used to describe weak electron-
electron interaction and even some features of the Kondo effect [95]. The fam-
ily of nonperturbative current-conserving self-consistent approximations for Green
functions has a long history and goes back to the Schwinger functional derivative
technique, Kadanoff-Baym approximations and Hedin equations in the equilibrium
many-body theory [96–103]. Recently GW approximationwas investigated together
with other methods [104–107]. It was shown that dynamical correlation effects and
self-consistency can be very important at finite bias.
Vibrons (the localized phonons) is the other important ingredient of the models,
describing single molecules because molecules are flexible. The theory of electron-
vibron interaction has a long history, but many questions it implies are not an-
swered up to now. While the isolated electron-vibron model can be solved exactly
by the so-called polaron or Lang-Firsov transformation [108–110], the coupling to
the leads produces a true many-body problem. The inelastic resonant tunneling of
single electrons through the localized state coupled to phonons was considered in
Refs. [111–116]. There the exact solution in the single-particle approximation was
derived, ignoring completely the Fermi sea in the leads. At strong electron-vibron
interaction and weak couplings to the leads the satellites of the main resonant peak
are formed in the spectral function.
The essential progress in calculation of transport properties in the strong electron-
vibron interaction limit has been made with the help of the master equation ap-
proach [117–126]. This method, however, is valid only in the limit of very weak
molecule-to-lead coupling and neglects all spectral effects, which are the most im-
portant at finite coupling to the leads.
At strong coupling to the leads and the finite level width the master equation ap-
proach can no longer be used, and we apply alternatively the nonequilibrium Green
function technique which have been recently developed to treat vibronic effects in a
perturbative or self-consistent way in the cases of weak and intermediate electron-
vibron interaction [127–144].
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The case of intermediate and strong electron-vibron interaction at intermediate
coupling to the leads is the most interesting, but also the most difficult. The existing
approaches are mean-field [145–147], or start from the exact solution for the iso-
lated system and then treat tunneling as a perturbation [148–154]. The fluctuations
beyond mean-field approximations were considered in Refs. [155, 156]
In parallel, the related activity was in the field of single-electron shuttles and
quantum shuttles [157–167]. Finally, based on the Bardeen’s tunneling Hamiltonian
method [168–172] and Tersoff-Hamann approach [173,174], the theory of inelastic
electron tunneling spectroscopy (IETS) was developed [127–130, 175–177].
The recent review of the electron-vibron problem and its relation to the molecular
transport see in Ref. [178].
Finally, we want to mention briefly three important fields of research, that we do
not consider in this book: the theory of Kondo effect [85,179–185], spin-dependent
transport [186–190], and time-dependent transport [37, 191–194].
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