abstract: Although still controversial, estimation of divergence times using molecular data has emerged as a powerful tool to examine the tempo and mode of evolutionary change. Two primary obstacles in improving the accuracy of molecular dating are heterogeneity in DNA substitution rates and accuracy of the fossil record as calibration points. Recent methodological advances have provided powerful methods that estimate relative divergence times in the face of heterogeneity of nucleotide substitution rates among lineages. However, relatively little attention has focused on the accuracy of fossil calibration points that allow one to translate relative divergence times into absolute time. We present a new cross-validation method that identifies inconsistent fossils when multiple fossil calibrations are available for a clade and apply our method to a molecular phylogeny of living turtles with fossil calibration times for 17 of the 22 internal nodes in the tree. Our cross-validation procedure identified seven inconsistent fossils. Using the consistent fossils as calibration points, we found that despite their overall antiquity as a lineage, the most species-rich clades of turtles diversified well within the Cenozoic. Many of the truly ancient lineages of turtles are currently represented by a few, often endangered species that deserve high priority as conservation targets.
The molecular clock hypothesis proposes that genes and gene products evolve as a random Poisson process, and the degree of genetic divergence between any two species is indicative of the time since common ancestry (Zuckerkandl and Pauling 1965) . The molecular clock hypothesis has been the primary basis for methods of molecular dating that attempt to relate the degree of genetic divergence among species or lineages to their time of evolutionary divergence or the age of their most recent common ancestor. Recent work on molecular dating has emphasized the considerable error that may be present in fossil calibration and in reconstructing patterns of DNA sequence evolution (Graur and Martin 2004) , and strategies have been proposed that minimize the impact of these errors. It is now clear that heterogeneity in DNA substitution rates among lineages is virtually ubiquitous (Britten 1986; Bromham and Penny 2003) . In the past several years, many methods have been developed that take into account molecular rate heterogeneity among lineages, allowing molecular dating methods to be applied to these previously intractable groups (Sanderson 1998; Arbogast et al. 2002) . These methods range from those that identify and remove nonclocklike subsets of the data, such as linearized tree and quartet methods (Takezaki et al. 1995; Cooper and Penny 1997) , to methods that include all of the data and attempt to estimate local rates for branches and lineages in the phylogeny using nonparametric, semiparametric, and Bayesian methodologies (Sanderson 1997 (Sanderson , 2002 Thorne et al. 1998) .
Transforming relative into absolute divergence times requires an additional step of fossil calibration, allowing one to compare the rates of evolutionary processes across disparate clades and species (Sanderson 1998; Magallon and Sanderson 2001) . Calibration is usually accomplished by reference to a fossil of known age that can be confidently assigned to a node in a molecular phylogeny; this then serves as a calibration point that is treated as a fixed, minimal age estimate for the lineage (Marshall 1990b; Sanderson 1998) . However, the use of fossils for dating nodes is subject to error, and there are several reasons why a given fossil may incorrectly date a node, leading to in-congruence between age estimates derived from fossils and molecular dating methods (Smith and Peterson 2002; Benton and Ayala 2003; Bromham and Penny 2003) . The incompleteness of the fossil record will consistently lead to an underestimation of the age of any given lineage (Marshall 1990b) , and the magnitude of this error bias will depend on the difference between the fossil age and the actual lineage age (Springer 1995) . Severe but directionally random errors can also result when fossils are placed erroneously into a phylogenetic tree (Lee 1999; Benton and Ayala 2003) , when the phylogeny itself is in error, or when the geological age estimates of fossil-bearing rocks are in error (Conroy and van Tuinen 2003) . Finally, error will occur if minimal age estimates are applied to the crown group that a fossil subtends rather than the appropriate stem lineage in a phylogenetic tree (Doyle and Donoghue 1993; Magallon and Sanderson 2001) .
Proposed solutions to account for error in the fossil record include methods to provide confidence intervals for lower bound age estimates based on the density of a particular taxon or lineage in the fossil record (Strauss and Sadler 1989; Marshall 1990a Marshall , 1990b and strategies for identifying phylogenetically misplaced or otherwise "rogue" fossils based on the consistency between the branching sequence in phylogenetic trees (clade rank) and relative stratigraphic position of fossils. The rationale for these latter methods stems from the observation that if fossils are perfect estimates of lineage ages and they are assigned correctly to nodes in the phylogeny, then there should be a significant correlation between the order of branching events in the phylogenetic tree and their respective fossil ages (Norell and Novacek 1992; Huelsenbeck 1994; Benton 1995) .
The potential errors introduced by erroneous fossil information has resulted in criticism of molecular dating studies that rely on a single fossil calibration point (Alroy 1999; Lee 1999; Conroy and van Tuinen 2003; Graur and Martin 2004) , and several authors have recently advocated the use of multiple fossil calibration points (Smith and Peterson 2002; Soltis et al. 2002; Conroy and van Tuinen 2003) . By using multiple calibration points, a variance in the age estimate for a given node in the phylogeny, using different fossil dates, can potentially be used to calculate confidence intervals around molecular age estimates (Smith and Peterson 2002) . While this approach has merit, it may also be the case that some fossils are so inaccurate that one would be better off eliminating them rather than including them in a multifossil calibration of a molecular phylogeny. However, no general strategy has been developed that allows one to identify calibration points that form an internally consistent, and therefore reliable, age estimate across a tree versus those that are inconsistent and potentially erroneous for any of the reasons discussed above (Lee 1999) . This is a particularly insidious problem since correctly classified fossils are virtually always underestimates of lineage ages. Thus, for the presumably most common sources of error, the distribution of that error will not be normal around a node. Instead, the more erroneous fossil dates will have the effect of biasing the analysis farther from the true date in the direction of artificially young divergence times (Bromham et al. 2000) .
In this study, we present a new method that allows one to identify misleading fossils when multiple calibration points are available for a given clade. We then apply our new method by calibrating a multifossil molecular clock in turtles. Many features of turtles make them an attractive system to examine issues of fossil calibration in molecular divergence time estimation. Turtles exhibit a limited taxonomic diversity that facilitates the estimation of phylogenetic relationships for all major extant lineages, they have a rich fossil record dating to the Triassic, and most fossil taxa can be readily assigned to nodes in the turtle phylogeny using morphological synapomorphies (Gaffney and Meylan 1988; Shaffer et al. 1997) . With the availability of multiple fossil calibration points, we introduce a crossvalidation method that measures the consistency between fossil and molecular age estimates using each of the fossil calibration points separately. We identify fossils that are inconsistent with regard to the degree of deviation between fossil and molecular age estimates, and we assess the effect of removing the inconsistent fossils on the overall differences between molecular and fossil age estimates at all other fossil-calibrated nodes. Through these analyses, we demonstrate that our newly developed methods provide an objective and general approach to identify fossils that may lead to erroneous molecular age estimates. Furthermore, we show that for trees with a dense collection of potential calibration points, one may be better off using fewer but more accurate fossils than all of the available data.
Material and Methods

Molecular Data and Phylogeny Inference
A phylogeny of 23 species representing all of the major lineages of living turtles was inferred from a data set containing 892 base pairs (bp) of the mitochondrial encoded cytochrome b (cytb) gene (Shaffer et al. 1997) , 2,790 bp of the nuclear encoded protein coding recombinase activating gene 1 (RAG-1), and 1,009 bp of the nuclear encoded R35 intron Fujita et al. 2004; Spinks et al. 2004) . Species sampled and GenBank accession numbers can be found in the appendix in the online edition of the American Naturalist. Details regarding the phylogenetic performance of RAG-1 will be presented else- where (J. G. Krenz, G. J. P. Naylor, H. B. Shaffer, and F. J. Jansen, unpublished manuscript). We identified seven separate data partitions from the three codon positions from cytb and RAG-1 and a single partition for the R35 intron. The optimal model of sequence evolution for each data partition was assessed with hierarchical likelihood ratio tests using the computer program Modeltest 3.0 (Posada and Crandall 1998). We conducted a phylogenetic analysis of the combined three gene data set using a partitioned mixed-model Bayesian analysis, with posterior probabilities estimated using Markov chain Monte Carlo (Larget and Simon 1999; Huelsenbeck et al. 2001) . The optimal models of sequence evolution determined for each data partition were used in the computer program MrBayes 3.0 (Ronquist and Huelsenbeck 2003) with the APPLYTO command and appropriate model parameter values estimated for each data partition using UNLINK commands. We ran four chains simultaneously in each analysis and repeated the analysis four separate times. Each MrBayes search was run with generations, pro-6 4 # 10 viding convergence in estimations of the tree topology, branch lengths, and parameter values for the models of DNA sequence evolution and posterior probability of node support. Branch lengths for the estimation of divergence times were estimated as the mean branch lengths of all post-burn-in trees resulting from the partitioned mixedmodel Bayesian analysis, and these were generated using the SUMT command in MrBayes. To confirm that our estimates of phylogenetic relationships were robust, we also ran a parsimony analysis on the full molecular data set in PAUP * (Swofford 2000) using a heuristic tree search with 100 random sequence addition replicates and assessing nodal support with traditional bootstrap scores based on 2,000 pseudoreplicates.
Turtle Fossils and Absolute Age Estimates
We were able to assign a minimal absolute age estimate to 17 of the 22 internal nodes in the turtle phylogeny (fig. A1 in the online edition of the American Naturalist). Placement of fossils on the inferred molecular phylogeny was guided by cladistic analysis of 115 morphological characters presented in earlier studies of turtle phylogenetic relationships (Shaffer et al. 1997) . Minimal age estimates were assigned to stem groups, which are the most inclusive group of taxa that contains all extant and extinct members of the clade (table 1). Stem group age estimates were applied to the most recent common ancestor node between the crown group associated with the stem group and the extant sister group of that crown group (Doyle and Donoghue 1993; Magallon and Sanderson 2001; Near et al. 2003) .
Tests of Rate Heterogeneity and Estimation of Divergence Times
We tested for nucleotide substitution rate heterogeneity among lineages for each of the three sampled gene regions and the concatenated data set using a likelihood ratio test comparing rate-variable and rate-constant models of sequence evolution (Huelsenbeck and Crandall 1997; Near et al. 2003) . The likelihood ratio test statistic was compared to a x 2 distribution with degrees of freedom, where N Ϫ 2 N equals the number of taxa included in the analysis (Huelsenbeck and Crandall 1997) .
Subsequent to the discovery of significant rate heterogeneity, we estimated divergence times using the penalized likelihood method (Sanderson 2002) , as implemented in the computer program r8s (Sanderson 2003) . For each iteration of divergence time estimation, cross-validation determined the optimal smoothing parameter as outlined in Sanderson (2002) and implemented in r8s. The effect of data sampling on divergence time estimates was assessed with bootstrap resampling of the nucleotide data. One hundred bootstrap pseudoreplicates were generated using the seqboot program in the Phylip software package (Felsenstein 1993) , replicates were imported into PAUP * , and branch lengths were calculated on the Bayesian tree using the optimal model of sequence evolution. Confidence intervals of divergence time estimates were determined by calculating the central 95% distribution of bootstrapgenerated divergence time estimates at a given node using the PROFILE command in r8s (Sanderson and Doyle 2001) .
Assessing Consistency of Divergence Time Estimates from Individual Fossil Absolute Age Estimates
We developed a novel cross-validation method to measure the agreement, or consistency, between any one fossil calibration point and other available fossil calibrations. Our goal was to identify the set of fossils that all yield relatively consistent calibrations for a tree, as well as those that yield discordant age calibrations that may result in inaccurate absolute age estimates. Given a tree with multiple fossils in which each provides an independent calibration point, we first calculated, for each potential calibration fossil, the difference between the molecular and observed fossil age estimate for all other fossil-dated nodes on the tree. When the fossil age at node x is used as a single calibration point, and fossil age estimates are available for n nodes in the phylogeny, then we define , where FA i is the fossil age
estimate and MA i is the molecular age estimate for node i using the fossil calibration at node x. We then calculate as
the average D i for all available nodes based on the fossil calibration at node x. In a given iteration of the crossvalidation analysis, the fossil age for a single node (x) was used as the calibration point in penalized likelihood analysis, and the and its standard error were calculated from D x the remaining 16 fossil-dated calibration point nodes. A plot of ( fig. 1, top) We used a three-step procedure to sequentially identify and remove inconsistent fossils from the analysis. First, for each fossil calibration, we calculated SS, which is simply the sum of the squared differences between the molecular (MA) and fossil (FA) age estimates at all other fossil-dated nodes ( fig. 1, bottom) :
We then ranked each calibration point based on the magnitude of its SS score and identified the fossil with the greatest SS score to be the most inconsistent with the other fossils in the analysis. Second, we calculated an average squared deviation of D i values for all 17 fossil calibrations in the analysis (s):
where n is equal to the total number of observations of D i . To determine the overall impact of eliminating fossil calibration points from our analysis, we removed the fossil with the greatest SS and recalculated s based on the remaining 16 fossils. We continued this process until only the two fossil calibration points with the lowest and second lowest SS values remained. We expect s to incrementally decrease by a small constant amount as fossils are removed if all calibration points are approximately equally accurate. However, extreme outliers that provide very inaccurate calibrations with respect to other fossils should show an appreciable drop in s when removed from the analysis, and we visually assessed this effect in figure 2. Finally, in order to determine the effect of fossil calibration removal on the variance of s, we compared the variance of s across n nodes with the variance of s for all nodes ren Ϫ 1 maining after removal of the ith calibration point. The significance of change in variance before and after fossil calibration removal was determined using a one-tailed Ftest based on degrees of freedom. The expectation n Ϫ 1 is that the removal of a very inaccurate fossil calibration point will result in a significantly reduced variance in the differences between molecular and fossil age estimates across all dated nodes in the phylogeny. Removal of these inconsistent fossils should result in a consistent set of fossils that accurately calibrates a molecular phylogeny.
Four of the oldest fossils used as calibration points in our molecular clock analyses are the same age (110 million years ago [mya]), and three of these were recovered from the Santana Formation in Brazil (nodes 3-5; table 1). A potential issue in using these fossil dates as calibration points is that there are two sets of phylogenetically nested nodes that are dated with fossils of the same age (nodes 3 and 4, and nodes 2 and 5; fig. A1 ). In both cases, one of these two redundant calibrations is presumably erroneous, unless the intervals between the diversification events at nodes 3 and 4 and nodes 2 and 5 were tightly spaced in evolutionary time. We thus viewed these as potentially erroneous calibration points before the analysis began.
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Results and Discussion
Phylogenetic Analyses and Tests of Rate Heterogeneity
Likelihood ratio tests identified four different models of DNA substitution for the seven data partitions (table A1 in the online edition of the American Naturalist). Our partitioned mixed-model Bayesian analysis of the same 23 turtle species used in previous analyses (Shaffer et al. 1997) resulted in a well-resolved phylogeny, and the majority of nodes were supported with significant (≥0.95) Bayesian posterior probabilities ( fig. A1) . Maximum parsimony analysis of the concatenated data set resulted in a tree topology very similar to that presented in figure A1 ; the only exception was that Chelydra was the sister taxon of the clade containing Chelonia and Dermochelys. In addition, maximum parsimony bootstrap support was very high for most nodes, with only five nodes recovered in !95% of the bootstrap pseudoreplicates ( fig. A1 ). The tree topology is very similar to previous hypotheses of turtle relationships based on parsimony analyses of mtDNA sequences and morphology (Shaffer et al. 1997) , with one important difference. Previous analyses identified the genera Chelydra and Platysternon as sister taxa, based primarily on the weight of morphological evidence. However, in the current tree, these lineages appear to be distantly related ( fig. A1 ), further calling into question the validity of this hypothesized monophyletic group. Each of the three gene regions, as well as the concatenated nucleotide data set, shows significant nucleotide substitution rate heterogeneity among lineages (table A2 in the online edition of the American Naturalist).
Consistency of Divergence Time Estimates from Individual Fossil Absolute Age Estimates
Cross-validation analysis of individual fossil calibration points revealed a large average deviation between fossil and molecular age estimates for several fossil-dated nodes that were used to calibrate the molecular phylogeny ( fig.  1, top) . Nodes 14-17 were the most recent fossil ages (table  1) , and these nodes produced molecular age estimates for other nodes that were consistently younger than their fossil age estimates, yielding negative values ( fig. 1, top) . This D pattern of much younger molecular age estimates, relative to fossil age estimates at other nodes, indicates that the error for fossil nodes 14-17 cannot be explained by lack of preservation, since they result in molecular ages that are far younger than the fossil dates. In contrast, among the fossil calibrations resulting in positive values, only D node 5 (dated with one of the three Santana Formation fossils) was substantially larger than all others, approaching a mean deviation of 400% with standard error bars that did not overlap those for any other node ( fig. 1, top) .
The ranking of the fossil calibrations using the SS values ( fig. 1, bottom) determined the sequence that the fossil calibrations were removed from the analysis. In figure 2 , we show both the order of removal of nodes (from left to right) and the effect of removing these calibrations on the magnitude of s. The removal of the first four fossil calibration points resulted in a 92% decrease in s from 470 to 40 ( fig. 2 ). There was an additional decrease in s from 40 to 13 when the next three fossil calibration points were removed, and subsequent removal of the remaining seven fossil calibrations had essentially no impact (13-7.5) on the magnitude of s (fig. 2 ). Based on figure 2 alone, it would appear that removing either the first four or first seven fossils results in a large overall decrease in s.
To further explore the contribution of each fossil to a decrease in the variance of s, we conducted sequential onetailed F-tests for the removal of each fossil calibration in figure 2. As expected, several of the first seven fossils with the largest SS (nodes 5, 15, and 16) resulted in a significant decrease in s ( fig. 2) . However, the sequential removal of nodes 17, 9, and 13 based on their rank order of SS value did not individually lead to a significant decrease in s. This can be seen visually in figure 2 , where the removal of fossil 17 leads to a slight but insignificant decrease in s; the same is true for the removal of fossils 9 and 13. Our interpretation of these results hinges on the relationship between SS (which was used to determine the order of removal of fossils) and s. In using SS to evaluate the consistency of individual fossils, we relied on a measure of the absolute difference (in millions of years) between a molecular age estimate and the corresponding real fossil age for node i based on fossil x. We favor this measure because it is based on absolute age estimates and their deviations. However, fossils with large proportional errors in the true age of the node that they date will have large SS values; if these are relatively young fossils, then they will often have correspondingly small effects on s. Other measures of deviation (e.g., ) will change this relationship be-2 [(MA Ϫ FA)/FA] tween SS and s (data not shown) in ways that may be preferable for some clades. We view the comparison of different measures of deviance between molecular and fossil age estimates as an important area for future research. Based on these analyses, we designated the fossil calibrations with the seven highest SS values as inconsistent (nodes 5, 17, 15, 16, 9, 13, and 14) and removed them from the molecular dating analysis. Viewed another way, the 10 remaining fossil calibration points, individually or in combination, never resulted in a significant drop in s, suggesting that they were relatively consistent with each other. Of these 10, three are dated at 110 mya (nodes 2, 3, and 4) and almost certainly cannot all date to a simultaneous time of origin, even though they do not stand out as inconsistent based on figure 2. For example, the date of 110 mya for nodes 3 and 4 is redundant because node 4 is phylogenetically nested within node 3 ( fig. A1 ) and both of these fossils are from the same formation. Because of these potential problems, we took a conservative approach and treated these three fossil calibrations as minimal age constraints. This has the effect in penalized likelihood analysis of constraining the age of the node to be at least 110 mya but permits the estimated age in penalized likelihood analysis to be older than this date.
Thus, we ended up with seven clearly inconsistent fossils that were removed from the analysis, three simultaneously aged fossils that we treated as minimal age constraints, and seven fossil dates that were deemed consistent and used as fixed calibration points. This strategy allows us to use fixed calibration points at both the root node of the turtle phylogeny (node 1) and at more apical nodes as well as minimal age constraints at intermediate nodes in the turtle tree ( fig. 3) .
A Timescale for Diversification of Major Turtle Lineages
Based on the cross-validation analyses and F-tests, we used the set of seven consistent fossils as fixed ages, and three additional minimum-age estimate fossils, for the penalized likelihood analysis to estimate divergence times among the major lineages of turtles. Estimated divergence times and their 95% confidence intervals are provided in table 2. As expected, there was a large difference between the fossil and molecular age for all of the calibration point nodes identified as inconsistent (table 2, last column), and the 95% confidence intervals of all but one of the molecular divergence time estimates did not overlap with the fossil age estimates for the seven inconsistent calibration point nodes (table 2) . In addition, the estimated divergence times for two of the three minimal age constraint fossil calibrations dated at 110 mya were substantially higher than the fossil age (nodes 2 and 3; table 2). Node 4 was treated as a minimal age constraint because its fossil calibration was redundant with the older node 3; however, the molecular age estimate for node 4 is much closer than node 3 to the fossil estimated at 110 mya for both of these nodes (table 2), suggesting that it is reasonably accurate.
We show a time-calibrated phylogeny, or chronogram, fig. 3 ) and differences between molecular and fossil age estimates for inconsistent calibration points (ages in millions of years). NA is not applicable.
in figure 3 based on the seven fixed and three minimal age-constrained calibration points in our analysis. A consistent theme in this chronogram is the antiquity of most of the living families of turtles, with six of nine familylevel stem divergences predating the Cretaceous-Cenozoic boundary ( fig. 3) . The exceptions to this trend include the relatively diverse Kinosternidae (represented here by Staurotypus and Sternotherus: 23 living species), Testudinidae (Geochelone: 60 living species), Geoemydidae (Mauremys and Heosemys: 67 living species), Chelidae (Chelodina, Elseya, Chelus, and Phrynops: 56 living species), and the subfamily Deirochelyinae of Emydidae (Graptemys and Trachemys: 37 living species). All of these relatively species-rich groups diversified within the Cenozoic, and largely within the last 50 million years ( fig. 3) . Together, these four families and one subfamily (of the 14 generally recognized families of living turtles and tortoises) account for approximately 243 of 319, or about 76%, of all the living species of turtles on earth. Thus, while the oft-cited notion of turtles as an "ancient" group is true, the most speciesrich families have all diversified relatively recently, within the last 50 million years.
The Bottom Line: How Do Inconsistent Fossils Affect Molecular Divergence Time Estimates?
Including all 17 fossils in the molecular clock analysis, regardless of their performance in the cross-validation analyses, provides additional insights into the role of unreliable fossils in date estimates. The inclusion of all fossils had little effect on the divergence time estimates in four of the five nodes in the turtle phylogeny not dated with the fossil record (nodes 19-22). However, the divergence time for the remaining undated node (node 18) changed dramatically when the inconsistent nodes were included. It appears that the effect of including unreliable fossils for node 18 constrained its age to be between 100 mya (node 6; see table 1) and 110 mya (node 2). However, treating the Sandownia harrisi fossil at node 2 as a minimal age constraint allowed a much older age estimate of 154.98 mya for node 18. In contrast, the slight effect on divergence time estimates for nodes 19-22 when the inconsistent fossils are included appears to result from their close phylogenetic proximity to a series of reliable fossils (nodes 7, 8, 10, and 12) and their relatively great phylogenetic distance to the closest inconsistent fossil. The key point is that the magnitude of the impact that unreliable or inconsistent fossils will have on divergence time estimates will depend on tree topology and inferred branch lengths in the vicinity of those unreliable or inconsistent fossils.
Conclusions
A recent critique of molecular clock estimates of divergence times (Graur and Martin 2004) highlighted the potential errors inherent in studies based on single calibration points that are assumed to be error-free estimates of divergence times. These authors echo the concerns of others (Alroy 1999; Lee 1999; Conroy and van Tuinen 2003) that both realistic estimates of error for fossil dates and multiple calibration points are necessary next steps in the refinement of molecular dating analyses. Here, we take this caution one step further in recognizing that not all calibration points are equally reliable; due to uncertainties in the fossil record, our inability to date some strata precisely, and phylogenetic uncertainty, some fossil calibration points will almost certainly be "rogue" outliers that inflate rather than add precision to our molecular estimates of divergence times. Our proposed solution is to seek the set of fossils that provides molecular age estimates that closely correspond to fossil age estimates using a novel crossvalidation strategy. Although this involves the often unpopular approach of discarding some (fossil) data in favor of others, it results in a set of calibration points that is internally consistent across a clade with much lower variance of time estimates than would be otherwise possible. Using the set of seven consistent fixed fossil calibration points and three additional fossil-calibrated minimal age constraints, we found that most families and higher taxa of living turtles predate the Cretaceous/Cenozoic boundary, but more than three-quarters of the living species of turtles fall into five families that originated well within the Cenozoic. Thus, while the major living turtle lineages are indeed ancient, most of this antiquity consists of deeply diverged but species-poor lineages with few living representatives. These species-poor clades comprise the most ancient components of the evolutionary history of turtles. Given that many of them are also under extreme pressure from exploitation for food, medicine, and other human activities (Klemens 2000) , our analyses emphasize that they deserve particular attention as conservation targets in the future. Figure A1 : New phylogenetic tree for 23 turtle species representing all major extant lineages (see Shaffer et al. 1997) . The tree was inferred from a Bayesian maximum likelihood analysis of a combined data set that included the mitochondrial-encoded cytochrome b gene and two nuclear genes, an intron from the R35 gene and an exon from RAG-1. Circled numbers at nodes on the cladogram (left) identify all fossil-dated calibration points (table  1) . The phylogram depicting Bayesian estimated branch lengths is on the right. Nodes marked with an asterisk on the phylogram were supported with Bayesian posterior probabilities ≥0.95, and those marked with a B on the cladogram were supported in ≥95% of the maximum parsimony bootstrap pseudoreplicates.
