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Abstract
In practice, measurement error in the covariates is often encountered. Measurement error
has several effects when using ordinary least squares for the regression problems. In this thesis,
we introduce the basic idea of correcting the bias caused by different types of measurement error.
We then focus on the variable selection for partially linear models when some of the covariates are
measured with additive errors. The bias caused by the measurement error is corrected by subtracting
a bias correction term in the squared loss function. Adaptive LASSO is used for the variable selection
procedure. The rate of convergence and the asymptotic normality of the estimators resulted by the
proposed procedure are established. We also proved that, with the correct choice of the rate of the
regularization parameter, the proposed procedure asymptotically performs as well as when the true
model is known in advance. This is the so-called oracle properties.
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In regression problems, measurement error in the covariates is often encountered in many
fields, such as epidemiology, economics and biology. Measurement errors are sometimes hard to
avoid due to the accuracy of instrument and the way that the data are collected. For example, the
National Cancer Institute’s OPEN study by Subar, et al. [14], concerns the relation between cancer
and dietary protein intake. However, the long-term intake, denoted by X, cannot be observed in
practice. Instead, another variable, urinary nitrogen, denoted by W is measured and used in the
analysis. As a surrogate of the true value X, W has a random error against X. If it is used
directly in the regression analysis, it may cause problems in the estimation. Generally speaking,
measurement error in covariates has three effects:
• It causes bias in parameter estimation for statistical models.
• It leads to a loss of power, sometimes profound, for detecting interesting relationships among
variables.
• It masks the features of the data, making graphical model analysis difficult.
The first two are called the double whammy of measurement error, i.e., not only is the slope atten-
uated if ordinary estimation methods are used, but the data are also more noisy, with an increased
error about the regression line. In this article, the following notations are used to describe this
measurement error problem.
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• Y denotes the response in the underlying regression model in terms of predictors X and Z,
which are observed without error.
• X denotes the unobservable true covariate of concern. It cannot be measured exactly and so
is subject to error. It is often called the error-prone predictor or the latent predictor.
• W denotes the observed value of the mismeasured variable X. It may or may not be unbiased
for X.
• Z represents those predictors that for all practical purposes are measured without error. We
will treat them as constant throughout our context, and the analysis will be conditioned on
their values.
• U is the measurement error on X.
We are interested in relating the response Y to the true predictors (X,Z). With the existence of
measurement error, we need to make careful corrections according to different types and nature of
the error, and the sources of data.
Specification of a model is a prerequisite for analyzing a measurement error problem. Here
we give the examples of two fundamental types of measurement error. In the example mentioned
at the beginning of this section, in trying to measure urinary nitrogen repeatedly, there are various
sources of error including simple machine recording error, administration error, time of day and
season of the year. It seems that W has more variability than X and thus it is reasonable to
hypothesize that the structure is additive error model, which we write as
W = X + U , (1.1)
where we assume the error U is independent of X or at least E[U |X] = 0. This model is also said to
be classical error model. The other basic type is called Berkson model. We take the herbicide study
by Rudemo, et al. [12] as an example. In that study, a certain measured amount W of herbicide
was applied to a plant. However, the actual amount X absorbed differed from plant to plant. In
this case, it makes sense that we believe that the true X varies more than W since it is fixed by
design. We write the error model as
X = W + U , (1.2)
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in which the error U is assumed to be independent of the observed value W or at least E[U |W ] = 0.
Determining what error model to use depends on the circumstances and the design of the experi-
ments. We will discuss this more in Chapter 2.
Further overview and systematic survey on this research area can be seen in Fuller [10] and
Carroll, et al. [2]. In this thesis, we will talk about some details of the taxonomy of measurement error
models and the correcting bias methods for linear regression with different types of measurement
error.
1.2 Variable Selection Procedures and the Oracle Properties
Variable selection is an important topic in linear regression analysis. In practice, many
predictors are generally collected and considered in the initial modeling. However, the underlying
model may only have a sparse representation. In this situation, selecting the true variables that
explain the response gives a more accurate model to the problem. Moreover, a large number of
predictors in the regression model causes difficulty in interpretation of the fitted model. Hence
identifying significant predictors is of fundamental interest in statistical learning and analysis.
Ordinary least squares is a widely used method to estimate the parameters in a linear
model. It gives unbiased estimators. However, it never sets coefficients to be exactly zero. It
does not accomplish variable selection. Traditionally, two standard techniques are used for variable
selection: subset selection and stepwise selection. Several criteria are developed and frequently used
such as AIC [1], BIC [13] and RIC [9]. These techniques give interpretable models, but also suffer
from several drawbacks. First, these procedures are discrete methods in the sense that predictors
are either retained or dropped from the model, and hence the resulting estimators can be extremely
variable. As a consequence, a small change in data can produce a very different fitted model. They
also ignore the stochastic errors inherited in the stages of variable selections. To avoid the instability
caused by discontinuity, continuous shrinkage methods are considered.
Several shrinkage estimation procedures, which can simultaneously estimate the parameters
and select variables, have been developed. Fan and Li [7] proposed that a good variable selection
procedure should possess three good properties:
• Unbiasedness: the resulting estimator is nearly unbiased, especially when the true unknown
parameter is large.
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• Sparsity : the resulting estimator is a thresholding rule, which sets some estimated parameters
to be exactly zero to accomplish variable selection requirement.
• Continuity : the resulting estimator should be continuous to avoid the high variability in model
prediction.
Fan and Li [7] also argued that a variable selection procedure is said to have oracle properties if
it asymptotically identifies the correct model and estimates the parameters as if the true model
is known in advance. In other words, the estimator should have some components correctly set
to be zero, and for the other nonzero estimated coefficients, they have consistency and asymptotic
normality.
We assume that the model is
E[Y |X] = Xβ, (1.3)
where Y is the response vector, and X is the n × d design matrix. Without loss of generality, we
assume that the data are centered so that the intercept is not included in the model. Let pλ(|β|) be
the penaly function. A penalized least squares (PLS) is defined as
n∑
i=1




where Xi is the transpose of the row vector in X, so it is a d× 1 vector. The three properties can
be interpreted in terms of the penaly function pλ(|β|) as in Fan and Li [8]:
• Unbiasedness: p′λ(|β|) = 0 for large |β|.
• Sparsity : minβ{|β|+ p′λ(|β|)} > 0.
• Continuity : if and only if arg minβ{|β|+ p′λ(|β|)} = 0.
Tibshirani [15] developed the least absolute shrinkage and selection operator (LASSO)
method. The PLS with LASSO is defined as
n∑
i=1





where λ is a nonnegative regularization parameter. The LASSO is a L1 penalty and it is singular at
the origin. The LASSO continuously shrinks the coefficients toward 0 as λ increases. It automatically
sets some parameters to be exactly 0 when λ is sufficiently large. It has been shown that under
certain conditions, the L1 penalization procedure can identify the right sparse model (Donoho et al.
[6]; Donoho et al. [5]; Donoho [4]). However, it has been shown that the optimal λ for prediction
gives inconsistent variable selection results. Zou [17] proved that the LASSO is consistent only when
the underlying model satisfies some nontrivial conditions. Zou [17] also gave an example showing
that the LASSO is inconsistent in variable selection.
Fan and Li [7] proposed a smoothly clipped absolute deviation (SCAD) penalty and proved
that it has the oracle properties in the nonconcave penalized likelihood. Because the derivative of
the LASSO penalty is a constant, they conjectured that L1 does not have the oracle properties. Set
up the linear regression model as
Y = Xβ + ε, (1.6)
where Y is an n× 1 vector and X is an n× d matrix. In Fan and Li [7], they further assumed that





λ|β|, if 0 ≤ |β| < λ;
− |β|2−2aλ|β|+λ22(a−1) , if λ ≤ |β| < aλ;
(a+1)λ2
2 , if |β| ≥ aλ.
(1.7)
They further suggested using a = 3.7 in (1.7). In Fan and Li [7], set V = (Xi, Yi), i = 1, . . . , n.
V 1, . . . , V n be independent and identically distributed, and suppose each with a density f(V , β).
The penalized likelihood function with SCAD was considered:




where L(β) is the log-likelihood function of the observations V 1, . . . , V n. Without loss of generality,
they denoted the true parameters as









where β02 = 0, and β01 contains all the nonzero components in β0 and its size is s × 1. Under
some regulating conditions, they proved the oracle properties for the nonconcave penalized likelihood
satisfying certain conditions. We state the oracle properties in the following theorem, which is a
combination of Theorem 1 and 2 in Fan and Li [7] specifically for SCAD:
Theorem 1.2.1. If λn → 0 and
√
nλn −→ ∞ as n → ∞, then with probability tending to 1, the







1. Unbiasedness: There exists a local maximizer β̂ of Q(β) such that ‖β̂ − β0‖ = Op(n−
1
2 ).




−1{β̂1 − β01 + (I1(β01) + Σ)−1b} D−→ N{0, I1(β01)},
where I1(β01) = I1(β01,0) is the Fisher information knowing β2 = 0, and
Σ = diag{p′′λn(|β01|), . . . , p′′λn(|β0s|)},
b = (p′λn(|β01|)sgn(β01), . . . , p′λn(|β0s|)sgn(β0s)).
As a consequence, the asymptotic covariance matrix of β̂1 is
1
n
{I1(β01) + Σ}−1I1(β01){I1(β01) + Σ}−1,
which approximately equals 1n [I1(β01)]
−1 for the SCAD thresholding penalties if λn tends to 0.
Based on the conditions required in this theorem, Fan and Li [7] also pointed out that,
since the derivative of L1 penalty is always λn, the root-n consistency requires that λn = Op(n− 12 ).
However, it is also required in Theorem 1.2.1 that
√
nλn → ∞. These two conditions cannot be
satisfied for LASSO simultaneously. They conjectured that the oracle properties do not hold for L1
penalty.
Zou [17] proposed a new version of LASSO, which is called adaptive LASSO. Using the same
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model as (1.6), the penalized least squares with adaptive LASSO is defined as
n∑
i=1
(Yi −XTi β)2 + λn
d∑
j=1
ŵj |βj |. (1.10)
Instead of simply using the absolute value of true parameters as the penalization, adaptive weights




can be chosen as the weight, where β̂j comes from minimizing the least squares without penalty.
By the definition, the weight goes to zero as the corresponding βj is sufficiently large. This fixes
the problem that the original LASSO contradicts the requirement for unbiasedness of a variable
selection procedure. Adaptive LASSO is a convex optimization problem with an L1 constraint, and
it can be solved by the same efficient algorithm used for LASSO. Moreover, Zou [17] also proved
that, by letting λn vary in n and correctly setting the rate of λn, the oracle properties of adaptive
LASSO hold.
Denote the true model by A, in which there are totally s covariates, and the selected model








where C11 is a s × s corresponding to the true nonzero components in the true β. We state the
oracle properties in the following theorem using Zou [17]’s notations. This theorem is the same as
Theorem 2 in Zou [17].
Theorem 1.2.2. Suppose that λn√
n
→ 0, and λn n γ−12 →∞ as n → ∞. Then the adaptive LASSO
estimates satisfy the following:
1. Consistency in variable selection:
lim
n→∞




n(β̂1 − β01) D−→ N(0, σ2 C−111 ),
where β01 is defined as the same as in (1.9) and β̂1 is its corresponding estimator.
This theorem shows that the adaptive LASSO is at least as competitive as other concave
oracle procedures.
1.3 Variable Selection for Measurement Error Data
Most of the regular variable selection procedures are designed for models with observed
predictors. However, with the existence of the measurement error on a covariate, they may not work
properly. Under such circumstances, if the true predictor X is directly replaced by the observed data
W in the ordinary least squares, the resulting estimator will be inconsistent for the true parameter
because the loss function contains the error on the covariates and the expected value of the loss
function is not zero. Hence, the powerful properties of the ordinary least squares may not hold in
the presence of measurement error. Since the regular variable selection procedures are accomplished
by adding a penalty function to the ordinary least squares, they may not work properly either
when ignoring the measurement error. Thus seeking a variable selection method for models with
measurement error is necessary for statisticians interested in models with measurement error. Liang
et al. [11] proposed two variable selection procedures for the additive measurement error on one
covariate in a partially linear regression model. One technique is accomplished by minimizing a
penalized least squares with SCAD. The other one is penalized quantile regression. By choosing the
correct penalty function and the tuning parameter, the oracle properties were also proved in that
paper, which means that asymptotically the procedures work as well as when the true underlying
models is already known. Correction of bias is one of the keys to the success of the two methods.
For the penalized quantile regression, they used orthogonal regression proposed by Cheng et al. [3].
For the penalized least squares technique, a bias correcting term was subtracted from the ordinary
least squares and so the expectation of the loss function without penalty was corrected to zero.
As mentioned in Section 1.2, Zou [17] proposed a new version of LASSO, adaptive LASSO,
and proved its oracle properties. In this thesis, we consider the partially linear model with additive
measurement error on the parametric predictors. We are interested in whether adaptive LASSO
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under these circumstances has the oracle properties. In Chapter 3, we prove that, by correctly




In this chapter, we will define several different types of measurement error models. Details
of bias correction methods for each type will also be discussed. Chapter 3 of Carroll, et al. [2] gives
a thorough description of the methods by using the best linear predictor to correct the bias caused
by measurement error. In our study, we used a different angle to understand the bias correction for
measurement error models, and our way also leads to the same results as in Carroll, et al. [2]. We
will state this approach in detail in this chapter.
2.1 Taxonomy of Measurement Error Models
There are two major ways to classify the measurement error models. One is based on the
properties and the assumptions that can be made upon the unobserved true values Xs. The other
one is determined by the structure and the relation between the observed value W and X. These
two defining characteristics are known as data structure and error structure respectively.
In the first category, if we regard Xs as a sequence of unknown fixed constants or parameters,
then we say the models are classical functional models. If on the other hand, Xs are treated as
random variables, the models are called classical structural models. In Carroll et al. [2], they pointed
out that using maximum likelihood in classical functional models only works in linear regression,
but it fails in any other case. In this thesis, we assume Xs to be random, then there are further
classification for the models. If no or only minimal assumptions are made about the distribution of
Xs, we call this modeling as functional modeling. In this case, the estimation procedures are robust
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even if the distribution of the Xs are miss-specificated. The other type is structural modeling, which
is a parametric approach since we place an assumption on the distribution of the random variables
Xs.
The error structure is fundamental in analyzing a measurement error problem and correcting
bias for it. It exposes how the observed W s are related to the true Xs. There are generally two
types:
• Error models, to which classical error models belong. In analyzing this type of measurement
error, the conditional distribution of W given (X, Z) is modeled.
• Regression calibration models, including Berkson error models. In the study of this type of
models, the conditional distribution of X given (W , Z) is of interest.
A natural question that arises is how one can choose an error model in a practical study. Take
classical error models and Berkson error models as the representatives for each type, i.e., the choice
is only between the two. If the error-prone covariate X is unique for each individual, and the
observed value W can be measured repeatedly, we choose classical error models. If a same observed
value is given to a group, whereas true value X of each individual in the group varies, Berkson error
models will be the choice. For example, in a children’s lung disease study, the NO2 amount in a
family was measured and treated as the amount of intake for every child in the family. However, the
true absorbed value differed from child to child. Then Berkson error model is better in modeling
such circumstances. As pointed out in Chapter 1, the assumption for the classical error model is
that the error U is independent of X or at least E[U |X] = 0, in which case, Var(W ) > Var(X).
On the other hand, Berkson error model assumes that the error U is independent of W or at least
E[U |W ] = 0, so Var(X) > Var(W ).
In this thesis, we consider the variable selection procedure especially for the classical error
model, i.e., the measurement error is additive.
2.2 Nondifferential Error and Differential Error
It is important to make a distinction between differential and nondifferential measurement
error.
Definition 2.2.1. The measurement error is nondifferential if the distribution of Y given (X,Z, W )
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depends only on (X, Z). In other words, W is conditionally independent of Y given (X, Z). In
this case, W is said to be a surrogate of X.
Under the assumption of nondifferential error, W contains no information about the re-
sponse Y other than what is available in X and Z. One can estimate the parameters in the
underlying model for Y even though the true value of the predictors are not observed. On the other
hand, if there is additional information available in W other than that contained in X and Z, the
error is differential. If this occurs, true values of the covariates must be observed for estimating the
parameters in the target underlying model.
2.3 Estimation for Different Types of Measurement Error
Models in Linear Regression
In this section, we focus on the estimation when the underlying regression models are linear,
especially simple linear regression models. Measurement error has effects on many factors: it causes
the attenuation in the estimation of the parameters; it hides the real effects of the true values X;
it sometimes exhibits relationships which are not present when the covariates are measured without
error; the sign of the estimator may even be reversed. These effects caused by measurement error
are determined by the properties of the underlying models: whether the model is simple or multiple,
and whether the error-prone predictors are univariate or multivariate, and by the presence of the
bias in the measurement error. Fuller [10] gives a comprehensive discussion of linear measurement
error models, and some known results are also summarized in Carroll. et al [2].
In this section, we will show the danger of using the naive estimator for classical error
models. We will also briefly discuss the approach in Carroll et al. [2] to adjust the attenuation
caused by measurement error. We will also state another approach in this section.
2.3.1 Naive Estimator and the Idea of Correcting Bias
2.3.1.1 Naive Estimator of Classical Error Models and Berkson Error Models
Suppose the underlying model is a simple linear regression model, written as
Y = β0 + βxX + ε, (2.1)
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where ε is independent of X with E[ε] = 0 and variance σ2ε . The measurement error model is
additive, i.e.,
W = X + U, (2.2)
where the error U is assumed to be independent of X with E[U ] = 0 and variance σ2u. Rewrite the
additive measurement error structure (2.2) as
X = W − U. (2.3)
The naive estimator is the estimator obtained by simply plugging (2.3) into the underlying model
(2.1) and performing the ordinary estimation procedure. After plugging (2.3) into (2.1), we get
Y = β0 + βx(W − U) + ε
= β0 + βxW + ε− βxU (2.4)
Now the error is ε− βxU , which has zero mean. Further assume that U is uncorrelated with ε, then
the error has variance of σ2ε +β2xσ2u, which is larger than σ2ε . This means that (Y, W ) data have more
variability around a line than (Y,X) data. Another more important fact is that, the new covariate
W and the new error ε − βxU are correlated since Cov(W,U) = Cov(X + U,U) = σ2u 6= 0. This is
the main source of the bias in the estimator. Hence, the ordinary least squares cannot be applied
directly to (2.4). Later we will show how to conduct estimation for these models and it can be seen
that there is an attenuation to the null in the estimator.
However, under the Berkson model, the measurement error model is
X = W + U, (2.5)
where U is independent of W with mean zero. If (2.5) is plugged in (2.1), then
Y = β0 + βx(W + U) + ε
= β0 + βxW + ε + βxU. (2.6)
Although the new error is changed to ε+βxU , we can show that under the nondifferential assumption,
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Cov(ε,W ) = 0, then the error in (2.6) is still uncorrelated with the regressor W . Hence the estimator
is unbiased for β0 and βx.
Thus special treatment has to be done in the classical error models. Actually, in classical
error models, by regressing X on W , and replacing X in (2.1) with the best linear predictor, the
classical error models can be transformed to Berkson error models. This is the basic idea of how we
estimate the parameters with the existence of measurement error. Details will be given in Section
2.3.2.
2.3.1.2 Classical Error as Berkson Error
As mentioned before, the basic idea of correcting the bias is to change the classical error
into Berkson error. Suppose the underlying model is still (2.1), and the error structure is
W = X + Uc, (2.7)
where W is assumed to be a surrogate of X, i.e., W is conditionally independent of Y given X (we
don’t have Z in the underlying model). Also assume that E[Uc|X] = 0, then we know that X and


















where ρ denotes the correlation between two random variables. We further assume that (Y, X, W )
is multivariate normal. Define Wblp to be the best linear predictor of X based on W . Assume that
Wblp = γ0 + γwW, (2.10)










So the best linear predictor is
Wblp = µx +
σwx
σ2w
(W − µw), (2.12)
and the prediction error is
U∗ = X −Wblp = X − µx − σwx
σ2w
(W − µw). (2.13)
Note that following from (2.9),
σwx
σ2w
is just ρ2wx, and denote λ = ρ2wx, then since µx = µw, X can be
written as
X = (1− λ)µx + λW + U∗, (2.14)
where the error U∗ has mean zero and variance












The regression error U∗ is also uncorrelated with W because
Cov(W,U∗) = Cov(W,X − µx − σwx
σ2w





Cov(W,W ) = σwx − σwx = 0.
(2.16)
Then we plug (2.14) into the underlying model (2.1),
Y = β0 + βx((1− λ)µx + λW + βxU∗) + ε
= β0 + βx(1− λ)µx + λβxW + ε + βxU∗. (2.17)
What is important is that, after regressing X on W , the new error in (2.17), ε+βxU∗ is uncorrelated
with W . Hence ordinary least squares estimation can be used to estimate the intercept and the slope
and that gives unbiased estimators. Here the new intercept is β0 + βx(1− λ)µx, and the new slope





, so it is always less than 1. Thus ordinary least squares
regression of Y on W produces an estimator of the slope that is attenuated to zero, which is referred
to as the attenuation (to the null). Another effect can be seen in the residual variance of this
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regression of Y on W , which is
Var(Y |W ) = Var(ε + βxU∗|W )
= Var(ε + βxU∗)
= Var(ε) + β2xVar(U
∗)





Thus measurement error causes a double whammy: not only is the slope attenuated, but the data
are more noisy about the line.
This technique is thoroughly summarized in Chapter 3 in Carroll et al. [2] for all types of
measurement error structures.
2.3.2 Bias Correction in Simple Linear Regression with Measurement
Error
In this section, we will discuss how to correct the bias caused by measurement error in
estimation for different types of measurement error. Our approach is slightly different from that in
Carroll et al. [2], however, they are all based on the same idea.
In this section, the underlying regression model is
Y = β0 + β1X + ε, (2.19)
where X and ε are independent and ε has mean zero and variance σ2ε . We further assume that
(Y, X, W ) is multivariate normal.
2.3.2.1 Nondifferential
Now we first look at the general case that the measurement error is nondifferential, i.e., W
is conditionally independent of Y given X. However, the type of the error structure is not specified,
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and W can be either biased or unbiased for X. It is worth noticing that, under such assumption,
Cov(Y, W ) = Cov(β0 + β1X + ε,W )
= β1Cov(X, W ) + Cov(ε,W ), (2.20)
where












0 · E[W |X]] = 0. (2.21)
Hence,
Cov(Y,W ) = β1Cov(X, W ) = β1σxw. (2.22)
Since we only have the data on W , we can look at the model
Y = β∗0 + β
∗
1W + η, (2.23)
where E[η] = 0. We want to estimate the parameters in this model and then study their relationship













Note that β∗0 + β
∗
1W is the best linear predictor of Y based on W . As a result, we also have





residual variance of this regression of Y on W is





















= σ2y − β21
σ2xw
σ2w















(2.27) follows from the multivariate normality assumption. However, actually, as long as the variance
of η is free of W , (2.27) also holds.
The above analysis shows that if W is a surrogate, then the original parameter β1 can be
recovered with knowledge of or estimability of σxw. The residual variance in the regression of Y
based on W is always greater than the original σ2ε since ρ
2
xw < 1. In this sense, W is always less
informative than X.
In the following three types of error models, we assume the measurement error is nondiffer-
ential. Each section deals with one specific error structure.
2.3.2.2 Classical Error Model
The measurement error structure is
W = X + Uc, (2.28)
where Uc is independent of X, and it has mean zero. Then

















From (2.22), we get that
Cov(Y, W ) = β1σxw = β1σ2x. (2.32)





β∗0 = β0 + β1µx − β1
σ2x
σ2x + σ2uc
µx = β0 + β1(1− ρ2xw). (2.34)
The variance of the residual has the same form as (2.27). If the error model is classical, with known
or estimable λ, the bias in the parameters can be removed.
2.3.2.3 Berkson Error Model
The measurement error structure is
X = W + Ub, (2.35)
where the error Ub is independent of W , and has mean zero. Then
µw = µx, σ2w = σ
2
x − σ2ub ; (2.36)
and










From (2.22), we get that
Cov(Y,W ) = β1σxw = β1σ2w = β1(σ
2
x − σ2ub). (2.39)
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β∗0 = β0 + β1µx − β1µw = β0. (2.41)
The variance of the residual has the same form as (2.27). The regression parameters are not biased
for the original parameters. However, the residual variance is still greater than σ2ε .
2.3.2.4 Berkson/Classical Mixture Error Model
We now consider an error model that contains both classical and Berkson error components.
Assume that
X = L + Ub, (2.42)
W = L + Uc, (2.43)
where Ub denotes the Berkson error, and Uc denotes the classical error. They are both independent
of L and have mean zero. We also assume that Ub and Uc are independent. In this special case,
when Ub = 0, then X = L, so the classical error model is obtained as a result. On the other hand,
if Uc = 0, then the error model is Berkson. This error model has features of both the classical and
Berkson error models. Under this error model,























From (2.22), we get that
Cov(Y, W ) = β1σxw = β1σ2l . (2.47)
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Note that if σ2uc > 0, there is bias in the slope of the regression model, as in the classical error model.
The form of the residual variance is still the same, but now ρxw has the effects of both Ub and Uc in
it.
2.3.2.5 Differential
Despite the previous discussion, in this section the error is assumed to be differential. As
defined in Section 2.2, this means that the observed data W contains some additional information
which is not in the true X. In this case, other than the covariance between W and X, the covariance
between W and ε, σwε, is also required to correct the bias in the parameters. The model we are
trying to estimate is still (2.23), but the covariance between Y and W is
Cov(Y,W ) = Cov(β0 + β1X + ε,W ) = β1σxw + σεw. (2.50)



















Since W is not conditionally independent of ε given X, in correcting the bias, σwε is also needed.
Notice that the residual variance is





















The problem is that this variance can be smaller than the original residual σ2ε . This is dangerous
because this means that the data (Y, W ) can be more precise to the wrong model with bias.
2.3.3 Summary of Simple Linear Regression
We summarize all the previous results about different types of measurement error structures
discussed in Section 2.3.2 in the table below. The same table can be found in Carroll et al. [2]. The
order of the error models in Table 2.1 are arranged from most to least problematic in terms of the










































































































































































































































































































































Variable Selection for Partially
Linear Models with Adaptive
LASSO
In this chapter, we will consider the partially linear regression model with the additive error
structure. We prove that unbiasedness, sparsity and asymptotic normality hold for the adaptive
LASSO. We state the relevant results in the following theorems and include the proofs in this
chapter.
3.1 The Model, Assumptions and Notations
Suppose that {(W i, Zi, Yi), i = 1, . . . , n} is a random sample from the partially linear mea-
surement error model:
Y = XT β + v(Z) + ε, (3.1)
W = X + U . (3.2)
In the model, Z is a univariate covariate which is observed error-free. X is a d×1 vector representing
the true unobserved predictor and it is measured subject to an additive error. W is the observed
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surrogate of X, and it is nondifferential, i.e., W is independent of Y given (X, Z). ε is the error
in the underlying model, and it is independent of (X, Z) with a zero mean. U is the measurement
error of X. It is independent of X with a zero mean, and E[U |Z] = 0. In the following, we assume
that U has a known covariance matrix Σuu. Σuu can be singular, so the covariate vector X may
consist of some error-free variables. Under the assumption of nondifferential error, it can be shown
that Cov(ε, U) = 0.
It is worth noticing that, our assumptions on X, Y ,Z and W are weaker than those in
Liang and Li [11]. Liang and Li [11] required that U be independent of (X, Z, Y ). However, we
believe that this assumption is too strong because in the real world, it is rare that we have such
independence conditions. Actually, the nondifferential error assumption is adequate for the oracle
properties to hold in the penalized least squares. We note that W being a surrogate of X does not




{Yi −W Ti β − v(Zi)}2 − nβT Σuuβ. (3.3)
The second term in (3.3) is needed to correct the bias in the squared loss function due to measurement
error. It can be shown that with this term, the expectation of (Y −Xβ)2 is zero. The nonparametric
part in this model is an unknown function of Z, and needs to be estimated. Since E[U |Z] = 0,
E[W |Z] = E[X|Z]. Taking conditional expectation given Z on both sides of (3.1), we have
v(Z) = E[Y |Z]− E[W |Z]T β. (3.4)
Plug (3.4) for v(Z) in the least squares function (3.3) to obtain
n∑
i=1
{(Yi − E[Yi|Zi])− (W i − E[W i|Zi])T β}2 − nβT Σuuβ. (3.5)
The conditional expectations E[Yi|Zi] and E[W i|Zi] can be estimated by local linear regression.
Denote the local linear regression estimators by Ê[Yi|Zi] and Ê[W i|Zi] respectively, and denote
Ỹi = Yi − E[Yi|Zi]; Ŷi = Yi − Ê[Yi|Zi]; (3.6)
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W̃ i = W i − E[W i|Zi]; Ŵ i = W i − Ê[W i|Zi]. (3.7)






i β}2 − nβT Σuuβ. (3.8)







2 − nβT Σuuβ + λn
d∑
j=1
ŵj |βj |, (3.9)





In the original adaptive LASSO, β̂j is the estimator obtained from the ordinary least squares. In
this thesis, with the presence of the measurement error, we use the least squares function with the
bias correction term, l(Σuu, β), to obtain the β̂j , which is also an unbiased estimator. λn is the
regularization parameter in adaptive LASSO penalty, and it varies with n. We use the λn with the
same rate as Zou [17] when we prove the oracle properties of the adaptive LASSO estimator of β.
For γ > 0, we assume that as n →∞,
λn√
n
→ 0 and λn · n(γ−1)/2 → ∞. (3.11)
Without loss of generality, denote the true parameter as








where β02 = (β0(s+1), . . . , β0d)T = 0
T , and β01 is a s×1 vector containing all the nonzero components
in β0.
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3.2 The Oracle Properties of Adaptive LASSO
In this section, the oracle properties of adaptive LASSO estimator for this partially linear
regression model with additive error will be proved. We assume that the regularity conditions hold
through out this section. The penalized least squares function, Lp(Σuu, β) is defined as (3.9), with
the weight and the regularization parameter defined as (3.10) and (3.11) respectively.
3.2.1 Consistency
We first claim the consistency property of the estimator from the penalized least squares.
Theorem 3.2.1. As n → ∞, with probability approaching one, there exists a local minimizer β̂ of
Lp(Σuu, β) such that ‖β̂ − β0‖ = Op(n−
1
2 ).
It is clear from Theorem 3.2.1 that by choosing an appropriate regularization parameter λn,
there exists a root-n consistent adaptive LASSO estimator. To prove Theorem 3.2.1, we need the
following proposition and lemma. They are also stated in Liang et al [11].
Proposition 3.2.2. supz |m̂y(z)−my(z)| = op(n−
1
4 ) and supz |m̂w,j(z)−mw,j(z)| = op(n−
1
4 ).
Lemma 3.2.3. Assume that random variables ai(Wi, Zi, Yi) and ci(Wi, Zi, Yi), denoted by ai and
ci, satisfy ai(Wi, Zi, Yi) ≡ 1 or E[ai] = 0 and max
1≤i≤n






where wi are independent variables with mean zero and finite variance.
Now we prove Theorem 3.2.1.
Proof. Let αn = n−
1
2 . To prove the theorem, we show that, for any given ε > 0, there exists a large





Lp(Σuu, β0 + αnv) > Lp(Σuu, β0)
}
≥ 1− ε. (3.13)
This implies that with probability at least 1−ε, there exists a local minimum in the ball {β0 +αnv :
‖v‖ ≤ C}. Hence, there exists a local minimizer β̂ such that ‖β̂ − β0‖ = Op(n−
1
2 ). The theorem
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then follows. Define
























ŵj (|β0j + αvj | − |β0j |). (3.15)


















T Σuu(β0 + αnv)− βT0 Σuuβ0
}
. (3.16)



























We then calculate the order of the first term in (3.17). Note that the summation in the first

















































































We claim that the order of (3.18) is Op(n
1
2 ). The orders of the first and the fifth terms are calculated






Ŵ i − W̃ i
)T
≤ n · sup
z
|Ŷi − Ỹi| · sup
z
|Ŵij − W̃ij | · JT

















Ŵ i − W̃ i
)T
≤ n · sup
z
|m̂w,j(z)−mw,j(z)| · JT · β0 · sup
z
|m̂w,j(z)−mw,j(z)| · JT






The orders of the second, third, sixth and seventh follow from Lemma 3.2.3. For the second term,









For the third term, let ai = 1, ci = Ŵ i − W̃ i = Ê[W i|Zi] − E[W i|Zi] = op(n− 14 ). Now, since Ỹis
are independent with zero mean, we have
n∑
i=1
Ỹi(Ŵ i − W̃ i)T = op(n 21 ).









i β0(Ŵ i − W̃ i)T = op(n
2
1 ).
In the seventh term, let ai = 1, ci = Ŵ i − W̃ i = Ê[W i|Zi]− E[W i|Zi] = op(n− 14 ), and β0W̃
T
i are
independent with a zero mean, so that
n∑
i=1



































































































































































= −E[UTi β0XTi ] + E[UTi β0UTi ]− E[UTi β0E[Xi|Zi]T ]. (3.20)
Note that U is independent of X, and E[U ] = 0 so that the first term of the RHS of (3.20)
is −E[UTi ]β0E[XTi ] = 0. We also have E[U |Z] = 0, and therefore Cov(U , Z) = E[UZ] =
E
[













= 0. Hence (3.20) becomes
0 + E[UTi β0U
T










0 Σuu] = −βT0 Σuu + βT0 Σuu = 0 (3.21)
Hence, as n goes to infinity, the fourth term goes to 0 in probability, and from the central limit
theorem, it is of the order nOp(n−
1
2 ) = Op(n
1




2 ) = Op(αnn
1
2 ) = Op(n−
1
2 · n 12 ) = Op(1).
Now we consider the second term in (3.17). Note that

































(E[W i|Zi]− Ê[W i|Zi])T (E[W i|Zi]− Ê[W i|Zi]).






i W̃ i. Since W̃ i’s are
iid, by the weak law of large numbers, the first term goes to E[W̃
T
i W̃ i] in probability as n → ∞.
Furthermore, we have the property that supz |E[W i|Zi]− Ê[W i|Zi]| = op(n−
1
4 ). Hence the second




i | = op(n−
1












P−→ 0. This implies that the second term converges in probability to 0. The third
term of (3.22) is 1n n op((n
− 14 )2) = op(n−
1






































































































ŵj(|β0j + αnvj | − |β0j |) ≥ λn
s∑
j=1
ŵj(|β0j + αjvj | − |β0j |)
By Taylor’s expansion, for β0j 6= 0 and n sufficiently large,
|β0j + αnvj | − |β0j | = |β0j |+ αnvj sgn(β0j)− |β0j | = αnvj sgn(β0j).









































Since λ = op(n
1
2 ), the RHS of (3.25) is of order op(1), and is of less order than that of the first term
in (3.17).
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In summarizing the above results, combining (3.15) and (3.17), we have
Dn(v) = Jn(v) + λn
d∑
j=1






























ŵj (|β0j + αvj | − |β0j |). (3.26)
From the above analysis of the order of the three terms of Dn(v), taking ‖v‖ = C, we can rewrite
Dn(v) as
Dn(v) = vT Mv −AT v, (3.27)






, which is a positive definite
matrix. Here A represents the combination of the first term and third term in (3.26), and thus
A = Op(1). Then, to prove (3.13), we only need to show that for any given ε, there exists a large
constant C, such that for all ‖v‖ = C,
P {Lp(Σuu, β0 + αnv) > Lp(Σuu, β0)} = P (Dn(v) > 0)
= P (vT Mv −AT v > 0)
= P (vT Mv > AT v)
≥ 1− ε.
For the random matrix M , if it is positive definite, let λmin denote the smallest eigenvalue of M ,
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then vT Mv ≥ λmin‖v‖2. Also, |AT v| ≤ ‖A‖‖v‖. Hence
P (vT Mv > AT v) = P (vT Mv > AT v, M positive definite)
+ P (vT Mv > AT v, M not positive definite)
≥ P (vT Mv > AT v, M positive definite)
≥ P (λmin‖v‖2 > ‖A‖‖v‖, M positive definite)
= P (λmin‖v‖ > ‖A‖, M positive definite)














, we have λmin
P−→ λ∗min. Hence, as long as λmin > λ
∗
min
2 > 0, M is positive
definite. Then
















Also, since A = Op(1), for this ε > 0, there exists a M (a function of ε) and a N2, s.t. for any
n > N2
P (‖A‖ > M) < ε
2
.
By taking ‖v‖ = C, we have
P
(









‖v‖ , λmin >
λ∗min
2






















, ‖A‖ < M
)
.




















































In conclusion, for any ε, there exists a large constant C, such that
P (Dn(v) > 0) > 1− ε
holds uniformly for all ‖v‖ = C. Thus, we prove the argument that for any ε, there exists a large





Lp(Σuu, β0 + αnv) > Lp(Σuu, β0)
}
≥ 1− ε.
This implies that for the local minimizer β̂,
P
{






We now state the second property of the adaptive LASSO estimator, the sparsity.
Theorem 3.2.4. As n →∞, with probability approaching one, the root n consistent estimator β̂ in
Theorem 3.2.1 satisfies β̂2 = 0.



































where β1 corresponds to the s vector β01 in (3.12), and β2 is the corresponding vector of β02 in
(3.12). C̃ is a constant. It then suffices to show that for any given β1 satisfying ‖β1−β01‖ = Op(n−
1
2 )
and for some small εn = C̃n−
1






> 0, 0 < βj < εn;
< 0, −εn < βj < 0.
(3.29)


















































































(βl − β0l) + λnŵj sgn(βj).
(3.30)
By the argument in the proof of Theorem 3.2.1, the first term in (3.30) is of the order Op(n
1
2 ).
By the assumptions that β1 − β01 = Op(n−
1
2 ), and β2 = O(n−
1






















For j = s + 1, . . . , d, βj = 0, the un-penalized least squares estimator β̂j





















































2 →∞ for any γ > 0, the sign of the derivative is completely determined by that of
βj . Hence equation (3.29) follows.
3.2.3 Asymptotic Normality
In this section, for convenience, we define AAT = A
⊗
2.
Theorem 3.2.5. Further assume that each component in W i and Zi have finite fourth moments.
As n →∞, with probability approaching one, the nonzero part β̂1 of the root n consistent estimator
β̂ in Theorem 3.2.1, has an asymptotic normal distribution
√












T ] = 4E
[(
X̃i1(εi −UTi1β01) + εiU i1 − (U i1UTi1 −Σuu1)β01
)⊗ 2]
.
Denote S∗1 as the elements of S∗ corresponding to β01 for any random variable or function
vector S∗, where β01 denotes the vector that consists of all the nonzero elements in β0. We use the
following theorem (Theorem 5.21 in Van der Vaart [16]) to prove the asymptotical normality.
Theorem 3.2.6. For each θ in an open subset of Euclidean space, let x → ψθ(x) be a measurable
vector-valued function such that, for every θ1 and θ2 in a neighborhood of θ0 and a measurable
function ψ̇ with E[ψ̇] < ∞,
‖ψθ1(x)− ψθ2(x)‖ ≤ ψ̇(x)‖θ1 − θ2‖.
Assume that E[‖ψθ0‖2] < ∞ and that the map θ 7→ E[ψθ] is differentiable at a zero θ0, with nonsin-




i=1 ψθ̂n = op(n
− 12 ), and θ̂n
P→ θ0, then
√






In paticular, the sequence
√
n(θ̂n − θ0) is asymptotically normal with mean zero and covariance





Now we prove Theorem 3.2.5.






















































ŵj |βj |. (3.31)













































































Denote the fourth term inside the brackets in (3.33) by ψi(β1), and all the other sums by H, then



































ψi(β1) is a continuous and differentiable vector-valued function, and its j-th (j = 1, . . . , d) compo-
nent is
[ψi(β1)]j = −2W̃i1j(Ỹi − W̃
T
i1β1)− 2ΣTuu1jβ1,
where Σuu1j denotes the j-th column vector of Σuu1. Then its derivative is
D[ψi(β1)]j = 2W̃i1jW̃ i1 − 2Σuu1j .
For any β(1)1 and β
(2)
1 in the neighborhood of β0 such that
‖β(i)1 − β01‖ ≤ Cn−
1
2 , i = 1, 2;
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we have the Lipschitz continuity condition for each component of ψi(β1),




















‖2W̃i1jW̃ i1 − 2Σuu1j‖
Then
‖ψi(β(1)1 )−ψi(β(2)1 )‖2 =
d∑
j=1






















‖β(1)1 − β(2)1 ‖2
= φ2‖β(1)1 − β(2)1 ‖2.
Taking square root on both sides, we have
‖ψi(β(1)1 )−ψi(β(2)1 )‖ ≤ φ ‖β(1)1 − β(2)1 ‖




























[|Wi1j − E[Wi1j |Zi]|2
] 1
2 E





Since d is finite,
E[φ] < ∞.
We then consider the expectation of ψi(β1). By the calculation of the expectation of the forth term
in equation (3.18) at β0, we showed that (see (3.21)),
E[ψi(β01)] = 0.


































2 · E[‖W̃ i1‖4] 12 + 8‖Σuu1β01‖
< ∞.



















































− 12 ). (3.36)
42











Since β̂1 is a root n consistent estimator of β01, we have β̂1
P−→ β01. The derivative of ψi(β01) is
continuous at β01. Hence by Theorem 3.2.6,
√






where V β01 = E[Dψi(β01)], which is a d × d matrix. It then follows that β̂1 has an asymptotic
normal distribution where
√









T ] = E[ψ(β01)
⊗
2]





= 4E[(εiW̃ i1 −UTi1β01W̃ i1 + Σuu1β01)
⊗
2]
= 4E[(εi(W i1 − E[W i1|Zi])−UTi1β01(W i1 − E[W i1|Zi]) + Σuu1β01)
⊗
2]














= 2Cov(X̃i1 + U i1)− 2Σuu1
= 2Cov(X̃i1) + 2Cov(U i1)− 2Σuu1
= 2Cov(X̃i1).
This asymptotic normality result is very close to that of Liang et al. [11] using SCAD.
However, in their result, there is a bias inherited from SCAD technique. Although the bias eventually
goes to 0 as n → ∞, it still exists for finite samples. Hence,their method only results in a nearly





Appendix A Regularity Conditions
The following regularity conditions are needed for the proof of the theorems. They may not
be the weakest ones.
1. Cov(X̂i1) is a positive definite matrix. E[|ε|3|X, Z] < ∞.
2. The bandwidths in estimating E[X|Z] and E[Y |Z] are of order n− 15 .
3. K(·) is a bounded symmetric density function with compact support and satisfies
∫
K(u) du = 1,
∫
K(u)u du = 0,
∫
u2K(u) du = 1.
4. The density function of Z, fZ(z), and the density function of (Y, Z) are bounded away from 0
and have bounded continuous second derivative.
5. E[X|Z] and E[Y |Z] have bounded and continuous second derivatives.
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