MapReduce has been widely applied in various fields of data and compute intensive applications and also it is important programming model for cloud computing. Hadoop is an open source implementation of MapReduce which operates on terabytes of data using commodity hardware. We have applied this Hadoop MapReduce programming model for analyzing web log files so that we could get hit count of specific web application. This system uses Hadoop file system to store log file and results are evaluated using Map and Reduce function. Experimental results show hit count for each field in log file. Also due to MapReduce runtime parallelization response time is reduced.
INTRODUCTION
Recently the computing world has been undergoing a significant transformation. Many factors have become the motivation for taking interest in cloud computing and these factors are the low cost hardware, storage capacity, increase in computing power and the tremendous growth in data size generating per day. The main challenge in the cloud is how to effectively store, query, analyze, and utilize immense datasets [8] . Some activities requires specialized models in the cloud computing domain in that for processing large data sets in clusters of computers, MapReduce model is used. MapReduce model comes under platform-as-a-service which offers high level of abstraction to make cloud programmable.
Google has successfully implemented data intensive paradigm called MapReduce to solve many large-scale computing problems [1] . The novel way to construct distributed applications for the cloud is to use MapReduce programming Distributed File System is a distributed file system which stores terabytes or petabytes of data; also it provides high 978-1-4799-3064-7/14/$31. 00©20 14 IEEE speed access to the application data. It is highly designed to run on clusters of commodity machines. MapReduce framework is for processing large datasets on compute clusters in distributed way. MapReduce framework handles all complexities and distribution of the data as well as of map and reduce task.
The main point in using Hadoop is to handle large datasets efficiently. In this system, we have applied Hadoop MapReduce model to analyze web application log files. Log files are generated at a record rate as people use these web applications available in different areas such as shopping, banking, etc. Log file is a record of list of actions that have been occurred and also it keeps information about everything that goes in and out of the web server. Log files contain tons of information which is useful for making business decisions and future assessment. In order to analyze customer's behavior, market values for business, how our website is working, we need to process log files. Log file generation rate is nearly in some hundreds of TB's per day. Such massive amount of log data is difficult to store, analyze and utilize.
Hadoop is the best fit in the cloud which can store such large log files and analyze them.
Proposed system uses Hadoop distributed file system to store log file and MapReduce programming model is used to write application for analyzing log file. First, log file is distributed over the nodes in a cluster and MapReduce is applied over them to get the analyzed results. The framework requires user to define two functions, Map and Reduce. MapReduce operates on each record in the log file and generates (key, value) pair as output where key is the field in the log file and value is the hit count for that particular field. Parallelization of MapReduce tasks makes execution faster. Pig queries aggregates MapReduce output from all the nodes in a cluster and then categorizes results according to the different fields in the log file [4] .
All the details of the system are given in upcoming sections.
Background details are presented in the next section. Section 3 provides complete View of proposed system and implementation details and results are shown m Section 4.
Section 5 presents the conclusions.
II. LITERATURE SURVEY
Cloud computing is the enhanced version of grid or cluster.
One of the nitty-gritty of cloud is that it can process with the huge amount of data within fraction of time as compared with the existing processing models. The exponential growth of data has made the world to live into the data age. In today's scenario, everything is going online which results into generating log files very fast. The way logs stores important information about customer's behavior and business, companies started storing their log data on a priority basis. Thus, log data has become big data [15] . In order to get more and more customers, they need to analyze which prior customers are interested, where it is more popular, which kind of service people are interested in, etc. Such kind of analysis helps in improving advertize of less popular services, promote popular services in order to make business scale. To analyze historical log files to make sense of the business for whole
year, we need to store these log files for that we need reliable 
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III. PROPOSED WORK
A. The Workflow of The System
Our proposed system is composed of two phases involving log preprocessing and analysis phase. Block diagram of the system is shown in Figure 1 . Input to the system is web For each occurrence of key it emits (key, '1') pair. If there are n occurrences of key, then it produces n (key, '1 ') pairs.
OutputCollector is the utility provided by MapReduce framework to collect output from mapper and reducer and reporter is to report a progress of application. 3) Pig Query: Pig queries are written in Pig Latin language.
Pig Latin statements are generally organized in the following manner:
A LOAD statement reads data from the Hadoop file system.
A series of "transformation" statements process the data.
A STORE statement writes output to the Hadoop file system. The architecture of the proposed system is a three-tier architecture consisting of user interface, application code and data storage which is shown in Figure 3 . The need of the three tier architecture is as it is the system which consists of distributed client -server design. User interface provides a way to the client to interact with the system. Application code is the middle tier between user interface and data store which performs operations on the client's request and provides results of user query. Third is the data layer which stores business data required by the application.
Architecture is divided into three components as follows: HDFS works well for text files so it is a good fit to store log files in the simple text format.
IV. IMPLEMENTATION

A. Experimantal Setup
Log file used in our experiment is application server log file in simple text format. Experimental log file contains 100, 000 records in it with each log having different fields as URL, date, hit, age, country, state, city. Log file is first preprocessed separating each field in it using separator '#'. Preprocessed log file is shown in Figure 4 . Figure 5 which also shows total time of execution of MapReduce job. Figure 6 shows results of analysis with provision of different charts. Results are provided according to field name in log file also it provides user to view hit count of that particular field in the form of pie chart or bar chart. As there are many fields in log file such as URL, date, hit, age, country, state, city, few outputs are shown in following figures. Figure 7 shows bar chart showing total hits for each city, total hits for quarter of the year in the fonn of pie chart is shown in Figure 8 and bar chart showing total hits for each 
Distribution of log file and MapReduce execution is shown in
