To provide flexibility in deploying new protocols and services, general-purpose processing engines are being placed in the datapath of routers. Such network processors (NPs) are typically simple RISC multiprocessors that perform forwarding and custom application processing of packets. The inherent unpredictability of execution time of arbitrary instruction code poses a significant challenge in providing service guarantees for data flows that compete for such processing resources in the network. However, we show that network processing workloads are highly regular and predictable, which can be exploited for scheduling purposes. We present two such predictive processor scheduling algorithms that aim at providing service guarantees as well as improving the performance of the NP by increasing the instruction data locality. Simulation results show that these algorithms provide significantly better performance than processor scheduling algorithms that do not take packet processing times into consideration.
Introduction
Over the past decade there has been rapid growth in the need for reliable, robust, and highperformance communication networks. This has been driven in large part by the demands of the Internet and general data communications. New protocols, services, standards, and network applications are being developed continuously. However, the ability to deploy these in the current Internet is greatly inhibited by the need for changes in the forwarding paths of routers that, for performance reasons, are usually implemented in custom logic. To overcome this obstacle, it has been proposed placing general-purpose processing engines in the data path of routers. Such network processors (NPs) extend the traditional store-andforward paradigm to store-process-and-forward, an approach that opens vast possibilities for novel networking applications.
Scheduling the use of the multiple processing engines on a given NP is an important element in determining system performance. Through scheduling it is possible to provide fair sharing of the processing resources between competing flows and to provide delay bounds for packets traversing the system. This is crucial since an important goal in networking is the development of network infrastructures that provide quality-of-service (QoS) guarantees.
A second important aspect of scheduling is its impact on the performance of the processing system. Typically, the size of on-chip caches of NPs is very small and instructions for only a single program can be stored. If, in response to the needs of an incoming packet, the scheduler assigns a different program to a processing engine a large number of cache misses are triggered because the new instructions have to be swapped into cache. Our measurements show that this ''cold cache'' behavior can reduce the overall processing performance by as much as 25%. Developing a scheduler that is locality-aware and attempts to reuse currently cached instructions results in lowering the number of cold cache misses that occur.
A large number of scheduling schemes have been proposed for a number of domains in computer science. In particular processor scheduling in operating systems and link scheduling on routers have been studied extensively. However, due to NP system characteristics, neither type of scheduling is applicable to NPs. These characteristics include:
1. For most packets, the cost of context switching exceeds the processing time. 2. The processor execution time associated with a packet arrival is generally unknown since, in the most general case, it is a function of the type of processing to be performed, the packet contents, and the state of the processorÕs cache memory.
The first point indicates that traditional CPU scheduling schemes are not applicable to NPs since they are based on the ability to switch between different processes to ensure fairness. The second point limits the applicability of link scheduling algorithms for this domain. In link scheduling, it is assumed that it can be known beforehand how long a packet occupies the resource. For the case of a link this depends on the packet size and the speed of the link. But for the packet processing associated with NPs, this is not known in advance since the state of the processorÕs cache is generally unknown. Thus the guarantees on fairness and delay bounds associated with link oriented scheduling algorithms do not apply. This lack of deterministic resource usage makes the scheduling problem for NPs particularly hard. This also impacts how explicit or implicit admission control and reservations can be done in such an environment.
Our approach to developing a useful scheduling algorithm in the NP domain uses processing time predictions. We present measurement results that show that typical processing on a NP is regular and the execution time is highly predictable. Thus, the time that a packet occupies a processing engine can be estimated and used for the scheduling decision. Once the processing is completed, the actual processing time is fed back to the scheduler for accurate accounting. With this approach longterm fairness and delay bounds can be ensured, even if occasionally a predicted processing time is inaccurate.
We present two scheduling algorithms, which address the three key challenges in scheduler design. We would like to achieve:
1. Fairness between independent flows. 2. Bounds on packet delay. 3. High system performance.
Estimation-based fair queuing (EFQ) is a scheduling scheme that addresses the first point. Using reservations and admission control, the requirements of each flow are known and the scheduler can enforce fair sharing. In this regime, the NP is typically not overloaded because admission control is in place. As a result, delay bounds on conforming flows can be given. A different situation can occur when the NP is used in a best-effort network, like the current Internet. For this regime, we propose another algorithm, locality-aware predictive (LAP) scheduling, which reduces cold cache misses and results in higher processing rates. For each algorithm, we present simulation results and compare the performance to other algorithms that do not use processing time estimations. The results show that EFQ and LAP can achieve the desired properties of fairness, delay bounds, and high system performance.
Section 2 formalizes the scheduling problem and describes the desired properties of a scheduling algorithm. Section 3 shows measurement results on which the processing time predictions are based. Section 4 introduces EFQ and shows a proof of the fairness and delay bounds as well as simulation results. Section 5 discusses the LAP scheduling algorithm and simulation results that show the performance gains from instruction data reuse. Section 6 describes how EFQ and LAP can be combined in a single system. Related work is discussed in Sections 7 and 8 summarizes and concludes this paper.
Scheduling problem
A router that is equipped with a NP has two types of resources for which scheduling is necessary. One is the link (or the interface to the switching fabric on the input port), the other is the processing resource on the NP. The link scheduling issues have been studied extensively. A less investigated area is the scheduling of the processors in such a system. Since we consider a system where arbitrary code may be processed by the NP, we assume that it is not possible to statically schedule the processing engines (e.g., by limiting the execution time for each packet to less than the interarrival time of packets). This also limits the ability to combine the processor scheduling and the link scheduling into a single scheduler, since packet processing time does not necessarily correlate with packet size. As a result, it is necessary to queue packets and then assign them to processors as they become available. It is this scheduling decision where QoS, fairness and efficient processor operation can be ensured.
The data flow through the NP is illustrated in Fig. 1 . Packets that are queued for processing need to be assigned to processors when these become available. The processor scheduler can choose any one packet from the n queues and assign it to any of the m processing engines if they are idle. After processing, packets are again queued in per-flow queues before the link scheduler assigns them to be transmitted on the link. This system abstraction captures the essence of most current NP architectures, where multiple simple processor engines handle packet processing in parallel [15, 16] . To maintain generality, we do not consider interactions between processing engines (e.g., contention for memory access) as they are specific to particular NP designs.
The processor scheduler can view each processing engine as a separate resource to be scheduled if they individually have capacities exceeding the requirements of any single flow. The scheduler can also consider all the processing engines as a single processing resource, which can be scheduled using multi-server variants of single server scheduling algorithms [3] . In either case, the essential problem reduces to designing an efficient scheduling algorithm for sharing a single processing resource.
The scheduling algorithms can address different goals. For our purpose, we are interested in three key points:
1. Fair sharing of resources: The scheduler should ensure that flows get access to processors evenly. That is the processor scheduler should ensure that no flow exceeds its fair share of processor usage. 2. Low delay: In order to minimize the effect of processing on the data flow, the scheduler should also aim at reducing the overall delay that a packet experiences. This also implies that the delay variation (i.e., jitter) should be minimized. 3. Good performance: The scheduler should be work-conserving. That is if a processor is idle and a packet is available for the processor, the scheduler should not keep the processor idle.
In addition, the scheduler should avoid ''cold'' instruction caches, which reduce the performance of the processing system. This effect is explained in more detail below.
These goals are almost identical for scheduling in the link bandwidth domain. However, there is one key reason, why link oriented scheduling algorithms cannot be simply used for processor scheduling: In theory, processing time of an arbitrary piece of instruction code on a general-purpose processor cannot be determined beforehand (because it is a version of the halting problem for turing machines). Most bandwidth scheduling algorithms rely on knowledge of packet sizes (which corresponds to transmission times on the link resource). Another reason is that transmissions of packets of the same size always take the same time. However in processor scheduling, the processing time of a packet depends on the packet data and the state of the processor as it was left by the previous packet (i.e., the state of the on-chip cache). Therefore it is necessary to consider new scheduling algorithms that take these issues into account.
Despite the theoretically arbitrary processing times for packets, the processing characteristics in real systems show high levels of regularity, which can be exploited for scheduling.
Processing characteristics
The scheduling algorithms presented in this paper are based on the assumption of predictable packet processing times. This section presents some measurement results of processing characteristics in the NP environment.
Predictability of processing times
The nature of packet processing causes the applications to repeatedly execute the same code over the packets that are passed through the processor. This leads to good predictability of processing times as the following results show.
Measurements
The processing time of packets depends on a variety of factors: instruction code (''application''), packet data, processor state, processor configuration, etc. To illustrate the impact of application, packet data, and packet size, we performed measurements of packet processing times. Four applications were considered: encryption, compression, forward error correction (FEC), and IP forwarding. The first three are in the category of ''payload-processing applications'' [27] . IP forwarding is a ''header-processing application''. For the measurements, the Washington University Gigabit Switch [4] enhanced with the single-processor linecard [9] was used. The processor engine in this system is a single 167 MHz Pentium. The software environment for the processing utilized the crossbow/active network node operating system [7, 8] . The static object code size for the applications ranges from 4 kB (IP forwarding) to 34 kB (CAST encryption). Several thousand packets were sent through the programmable router and the overall processing time (from interface to interface) for each packet measured. The interarrival time of packets was large enough to not cause queuing delays. This process was repeated for different packet sizes and applications. Fig. 2 shows the processing time for packets of different sizes using the three applications. The error bars indicate the 95% percentile of processing time. For encryption and FEC, the processing times are very close to the average. For compression, which is a data dependent computation, the variations are slightly higher. Note that we use time as the metric for processing cost. This is done to simplify the description of the scheduling algorithm and its analysis. In a realistic network, processing cost should be translated to processor cycles per second and then adapted to the partic-ular router system, where the packets get processed, as described in [11] .
Processing time approximation
For IP forwarding, the processing time is practically constant for all packet sizes, however, the processing times of the three payload processing applications are clearly dependent on the packet size. The per packet processing time for these applications can be extrapolated for packets of size 0. With these observations, we can define the estimated processing time t e of a packet of length l when processed by application a as
where a a is the per packet processing cost and b a is the per byte processing cost of application a. Thus, the processing requirements of these applications can then be described by two parameters: a a and b a . Using the measurements discussed in the previous section, the average values for these application parameters are given in Table 1 . To simplify notation, t e ðpÞ be the estimated processing time of packet p, which is of length l and uses application a.
Online estimation
The parameters a a and b a in Table 1 have been determined from traces. But it is also possible to determine these parameters online and improve them using simple linear least squares regression techniques. As packets are processed the scheduler can maintain variables denoting the sums, P t e;i ,
e;i l i Þ for each application a. These variables are updated on the arrival of a new ðc nþ1 ; l nþ1 Þ pair and on completion of processing of a packet. The parameters to be used in the estimation can then be computed as regression coefficients:
It should be noted that there are also applications, where the processing time cannot be as nicely correlated to packet size as shown above. An example for such an application is MPEG encoding. For MPEG encoding a whole video frame is required to perform effective compression. With unencoded video frames typically exceeding a packet size, processing can only be performed once several packets of a flow are buffered. In this case the processing time varies significantly between packets, but it can be expected to be more evenly distributed over frames (i.e., I-frame to I-frame). In such a case the parameters should be maintained for the group of packets constituting a single frame, which are always processed together. Even if the processing time cannot be estimated accurately at all, the proposed scheduling algorithms still perform correctly (e.g., EFQ still guarantees fairness) albeit at a cost of lower performance (e.g., increased packet delay).
Cold cache penalty
Typical NPs are equipped with small on-chip caches (16-32 kB) due to die size limitations. These caches can only hold data for the most recently executed program. Data in the instruction cache can be reused by the processor if subsequent packets require the same program. Data cache information containing packet-dependent data can less easily be reused, since it changes with every packet. Changing the program that a NP executes, causes the caches to become cold, which results in an execution time penalty associated with the initial loading of the cache with new application instructions. This can have a significant negative effect on overall NP performance.
With the same measurement setup as above, this effect of ''cold caches'' can also be shown and quantified. These measurements are shown for the encryption application in Fig. 3 . When sending a stream of packets, which require the same application, the first packet encounters a cold cache. For subsequent packets, the processing time is reduced due to locality in the instruction code and the resulting warm cache. The measurements indicate that the cold cache penalty is independent of the packet size. Table 1 shows the average cold cache penalty, p a , for all applications.
The LAP scheduler discussed in Section 5 aims at minimizing this cold cache penalty by assigning packets to processors that just completed processing the same application as required by the packet.
Reservations
A key component of QoS is the definition of the service that is requested by a flow. While this is straightforward and well understood for link resources, reservations for computational resources are not as clearly defined.
Bandwidth expansion
Processing of packets on routers can affect the size of the packets after the processing is completed. For many types of applications (e.g., encryption, routing lookup) the packet size is not changed, but a few applications can significantly change the bandwidth of a flow (e.g., compression, FEC). To take these changes into account, we define an expansion factor, c a , that is the average output bandwidth divided by the input bandwidth. For a single packet, c a is defined as the size of the packet after processing divided by the size of the packet before processing. This factor is also shown in Table 1 . Note that the expansion factor can be dependent on packet size and data as for the compression application.
Admission control
In an environment, where we want to be able to give service guarantees to data flows, it is typically necessary to explicitly reserve resources for that flow. This happens during the flow setup and allows the network to route a new flow in such a fashion that enough bandwidth is available on the chosen path. Now that we have shown that the processing requirements for a stream of data can be described in a simple manner, we can integrate this information into the flow setup process.
A reservation for a flow j with incoming bandwidth B j that is processed by application a needs to reserve c a B j bandwidth on the outgoing link. The amount of processing P j that is required (as fraction of one processor) depends on the bandwidth of the flow, the average size of packets l j , and the application parameters. The fraction B j =l j is the average number of packets per second that a router needs to process. For each, a processing time of t e ða; lÞ (see Eq. (1)) is necessary:
Thus, flow j can be admitted to any router that has P j processing power and c a B j outgoing bandwidth available.
Processing location
When using reservations, it is necessary to determine the path of the flow and the location(s), where processing should happen. Ideally, the allocation of resources should be optimal (e.g., best performance or lowest cost). Determining the best path in a traditional network can easily be done (e.g., shortest path on delay metric). However, with additional processing steps in programmable networks, it is necessary to develop a new approach. By combining the transmission and processing cost in a single metric and by modifying the network graph data structure to consider processing, we have shown that an optimal route can be computed efficiently [6] . The details of this work are beyond the scope of this paper.
The estimations for processing requirements for packets can be used in a scheduling algorithm that enforces the fair sharing of processing resources according to each flows reservation.
Estimation-based fair queuing
For EFQ, it is assumed that the NP operates in a regime, where admission control is performed, flows reserve bandwidth and processing, and the routers are operated below maximum load. EFQ is built upon the class of rate-proportional servers (RPS) having desirable properties that permit processing time estimates to drive the processor scheduling algorithm.
Scheduling algorithm
The EFQ scheduler is a mechanism to give guaranteed bandwidth and computational resources to incoming flows. Guarantees in these two dimensions mean that a flow always gets its reserved shares except when:
• A flow requires computational resources in excess of its reserved capacity and hence only a fraction of the incoming traffic is processed and forwarded to the link scheduler, possibly giving the flow a lesser share of its reserved bandwidth.
• Or equivalently, a flow exceeds its link share resulting in too many packets being queued up at the link scheduler, which forces the processor scheduler not to give the flow its processing share.
In order to do this, we base EFQ on the design methodology of RPS.
4.1.1. Rate proportional servers 4.1.1.1. Definition. RPS are a class of scheduling algorithms designed according to the methodology presented in [24] that allow the designer to trade fairness of the algorithm with implementation complexity. Generally speaking, a RPS is a work-conserving server with the following properties:
• The server has an associated system potential that is updated to reflect the total work done by the server.
• Each flow in the system has an associated potential. When a flow becomes backlogged, its potential is set equal to the system potential. When a flow is already backlogged, its potential is updated to reflect the normalized service received from the server.
By imposing conditions for the potential functions as given in [24] and by serving packets from flows such that at any instant the individual potentials of all backlogged flows are equal, it can be shown that RPS have delay and fairness properties comparable to generalized processor sharing (GPS). WF 2 Q+ [2] is an important example of a scheduler belonging to the RPS class.
We build on this methodology in designing the EFQ processor scheduling algorithm for two important reasons. First, the methodology helps in designing algorithms with delay bounds and fairness comparable to GPS without the complexity of GPS emulation. More importantly, the methodology provides us with enough flexibility to decouple the update of system potential from the exact finish times of the packets in the queues, which addresses the problem of not knowing the exact processing times in advance.
Packet selection policy.
A scheduling algorithm with optimal fairness would have to schedule single processing cycles according to the fluid RPS. However, in NPs, the smallest unit of processing is a complete packet. Context switching between packets is not considered here, because saving and recovering processing state is a relatively expensive operation compared to the short overall processing time for a packet. Thus, to approximate a fluid RPS, packets should be scheduled in order of their finish time with the earliest finish time first. While this works perfectly well for bandwidth schedulers, the lack of the knowledge of the actual execution times of the packets, makes an exact implementation infeasible for processor schedulers.
However, to derive an approximate scheduler of this class, we can generalize the definition of a packet-by-packet RPS. Such a scheduler schedules two packets, j and k, of flows B and C, in the order in which they are more likely to finish processing. That is, if F j b and F k c are random variables representing the finish times of these packets in the fluid RPS, then packet j is scheduled for service before k, if
That is, there is a greater probability of j finishing before k. Hence, it is the knowledge of the distributions of F j b and F k c which determines the accuracy with which schedulers can approximate GPS even if they use the same potential (or virtual time) functions. Also, since the potentials of individual flows are updated according to the normalized service received by the flows from the system, the finish time F j b is
where P b is the potential and R b is the rate of service reserved by flow B. While these are known in advance when determining Start-time fair queuing (SFQ) [14] (with a modified system virtual time) and WF 2 Q+ [2] are scheduling algorithms belonging to this class that represent the extremes with respect to the amount of knowledge of F j b . SFQ does not use any information about the service time of a packet and hence, according to the above policy, SFQ schedules packets in increasing order of P b , which makes it suitable for processor scheduling. WF 2 Q+, on the other hand, assumes that the exact service times of all packets are known in advance and thus determines the right order of servicing packets with probability 1.
4.1.1.3. Misordering delay. Different schedulers using the same potential functions, and ordering packets for execution according to the above defined policy, can give varying delays to flows based on their knowledge of the random variables W j b . To quantify these delays, assume that a scheduler of this class can be characterized by random variables v b j ;c k , which denote the event that the scheduler (with its knowledge of W j b and W k c ) makes a mistake in ordering packets j and k. That is, P ½v b j ;c k ¼ 0 is the probability that the scheduler orders the packets of these two flows correctly, while P ½v b j ;c k ¼ 1 is the probability that the scheduler makes a mistake in the ordering. Then, the average misordering delay, d b , as seen by a packet of flow B is the additional delay caused by the scheduler misordering packets of flow B and flow C, which is
This accounts for the time spent by the server in servicing additional traffic from flow C before processing packets from flow B. It is these additional delays caused by misordering of packets that we intend to reduce using the estimates of the packet execution times we derived in Section 3.1, which improves the schedulers knowledge of W j b .
Estimation-based fair queuing
EFQ is a scheduling discipline designed for processor schedulers that uses the estimates of the packet execution times in ordering packets of various flows for processing. While the packet selection policy of any RPS can be changed to use these estimates, EFQ is derived by modifying WF 2 Q+ which is known to have the tightest delay bounds and low time-complexity among bandwidth schedulers. EFQ, like WF 2 Q+, uses a notion of system virtual time (system potential), defined by
where BðtÞ represents the set of backlogged flows at time t and S i the start-tag associated with flow i as defined below. The above definition of V ðtÞ makes WF 2 Q+ a RPS. It differs from SFQ, in that it has a linear component, which ensures that the delay bounds provided are within one packet servicing time of a corresponding GPS server [2] .
For each flow i in the system, EFQ maintains a start tag, S i (potential of flow i), a finish tag, F i , and an estimated finish time tag, EF i . Consider a packet k of flow i, with a reserved rate r i , that arrives at time a k i . When this packet reaches the head of the queue, S i is updated using
if queue i is empty, else
EF i is updated using
where t e ðp k i Þ is the estimated number of instructions required to process packet k (see Eq. (1)). When the processor finishes processing this packet, the actual finish tag F i is updated using feedback from the processor:
where A k i is the actual number of instructions required to process packet k. This ensures that each flow is correctly charged for processing time, even if the initial estimate was incorrect.
Given these tags, the EFQ scheduler, schedules packets in increasing order of their estimated finish time tags EF i .
Example
The following illustrates the behavior of EFQ and compares it to that of SFQ and WF 2 Q+. Consider a set of flows, all of which send packets of the same length but at different rates and are processed by the same application. Fig. 4 shows six such flows, with flow 1 reserving 50% of the processing resource and the rest of the flows reserving 10% each. The size of a packet in Fig. 4 represents the actual processing time of that packet. Note, however, that the estimates for all packets are the equal, since they all have the same length and are processed by the same application. WF 2 Q+ achieves an optimally fair schedule, because it is assumed the scheduler knows the actual processing times. Thus, the packets of flow 1 and the other flows alternate (due to the rate reservations). Out of flows 2-6, the packet of flow 2 is processed first, because it has the lowest EFQ expects all packets to have the same execution times. Thus, EFQ could pick any order of packets 2-6 to alternate with packets from flow 1. The worst case, which introduces most misordering delay, is shown in Fig. 4 . Here, the packet of flow 2 is processed after packets of flows 6, 5, 4, and 3 are processed, which all use more processing time than expected by scheduler. As a result, the packet from flow 2 experiences an additional delay due to the variation in actual processing times of these packets. However, these variations are much smaller (and bounded, for the applications in consideration) than the total processing times of the packets themselves. In particular, these delays are much smaller than those introduced by SFQ.
As shown in the example, in the worst case SFQ could delay the processing of the first packet of flow 1 until packets from all other flows are processed. This is due to all initial packets having the same start time.
In summary, EFQ processes most packets in the same order as WF 2 Q+. When either a flow reserves a much higher rate than others or has greatly differing processing requirements (due to differing packet sizes or applications), the variations in the actual executions times compared to estimated execution times do not change the scheduling order. Even in the case when the scheduling order of packets in EFQ varies from that of WF 2 Q+, the additional delay that is experienced by a packet is bounded by the variation in execution times as opposed to the total execution times of packets as in SFQ.
Analysis
From the example given above, it can be seen that for N flows, in the worst case, SFQ introduces a misordering delay of
This is obtained by using 8k : v a j ;b k ¼ 1 with the misordered packets being of maximum size and using 8b : P b ¼ P a in Eq. (7) 
but the actual processing times are such that
In the worst case, we get
Hence from Eq. (7), the misordering delay for packet j due to packet k is limited to
and the worst case misordering delay is bounded by
From the above equation we can see that as the number of flows increases, d EFQ only increases with the variations in execution times as opposed to d SFQ which increases with total processing times. Also note that, with a better estimation, e.g., by including higher order moments in characterizing W j a , EFQ can more accurately determine the right scheduling order, resulting in a smaller d EFQ and thus approximating WF 2 Q+.
Evaluation
In this section, we present simulation experiments to demonstrate the improved performance of EFQ as compared to SFQ.
Simulation setup
To compare the delay characteristics of the two schedulers, we use the following simulation setup. First, we use the traces of actual execution times of packets from different flows that are processed by different applications on the programmable router. These traces are then used by a packet generator to feed the two simulated schedulers: SFQ and EFQ. The speed of the processor in the simulator is 2 GHz (about 10 times the speed of the processor on the smart port card [9] on which the actual measurements were made). The system has 32 flows with different packet sizes, which are processed by the four different applications. All the flows reserve the same processing rate and adjust their sending rates to just saturate their share of the processing resource. It is assumed that no queuing delays occur, so the simulation results only consider scheduling delays. Fig. 5 shows the delays of various packets of a flow, which is processed by the forwarding application. The interarrival time of the packets of the flow is approximately 163 ls, which is just enough to saturate the flowÕs share of processing resources. Note the high and bursty delays experienced by the packets of the flow when scheduled by SFQ as shown in Fig. 5(a) . Since SFQ, always schedules packets with the minimum virtual time, a single packet of a flow can be delayed in the worst case by the equivalent of the sum of one packet processing time of all other flows. In the simulation this translates to a worst case misordering delay of 8218 ls. The maximum delay actually observed in Fig. 5(a) is about 6100 ls, implying an observed maximum misordering delay of 6100 À 163 ¼ 5937 ls.
Packet delay
For EFQ, much lower delays can be seen in Fig.  5(b) . This illustrates two things. First, given the small execution time of forwarding as compared to other applications, the finish times of the packets of this flow were so different compared to the finish times of the packets of other flows that the errors in estimates did not change the scheduling order (i.e., Eq. (16) was not satisfied for most comparisons of finish times). Second, the worst case delay that could be experienced by these packets is only 1312 ls which would occur if there were maximum variations in the estimated execution times for packets from all other flows at the same time. In the simulation, the maximum misordering delay observed is about 900 À 163 ¼ 737 ls, which is about one order of magnitude smaller than for SFQ. Fig. 6 shows the delays experienced by a flow being processed by the CAST encryption application, with the average packet size of the flow being 200 bytes and has a higher average processing time per packet compared to the forwarded flow. While the average delays experienced by the packets when scheduled using EFQ is close to the interarrival time of the packets indicating a very low misordering delay, the average delays seen in Fig.  6 (a) are about three times the interarrival time of the packets. Fig. 7 shows the delays experienced by a flow being processed by the FEC application which requires much greater processing time per packet compared to the above flows. Here, the average delays seen by the packets when scheduled by SFQ are actually less than the interarrival time of the packets. This indicates an average negative misordering delay, while delays due to EFQ are just about the interarrival time of the packets. Two important conclusions can be drawn from these plots:
• SFQ gives much higher misordering delay bounds than EFQ.
• Across flows, while the misordering delays due to EFQ are on an average close to zero, they vary from high positive misordering delays (e.g., the delay of about 35 times the interarrival rate seen by the forwarding flow) to low negative misordering delays when scheduled using SFQ.
The second point indicates a bias of SFQ.
Biased delay bounds due to SFQ
The bias of SFQ can be explained by the work conserving nature of the two schedulers. If SFQ gives high positive misordering delays to some flows, there should be flows in the system which get low and in fact negative misordering delays, while EFQ gives low (close to zero) average misordering delays for all flows. We actually show a correlation between the misordering delay experienced by the packets of a flow and the average processing time per packet to reserved processing rate ratio (i.e., t avg e ðp a Þ=R a ). SFQ favors and gives less misordering delays to flows with higher average processing time to reserved rate ratio over flows with a lower ratio. Given a set of flows with the same potential, since SFQ can schedule them in any random order, it is very likely that a packet of a flow with higher average processing time to reserved rate ratio is scheduled before at least a few flows with lower ratios, resulting in lower delays for such flows. EFQ by just using the estimates is able to rightly reverse this order. Fig. 8 shows the average misordering delay introduced by the two schedulers plotted with increasing average packet execution times. Note that all the flows have the same reserved processing rates. This plot clearly shows the above conjectured correlation between average misordering delay and average processing time per packet to reserved rate ratio.
Simulation summary
In summary, the simulation shows three main results. One is that the analytically derived worst case misordering delay is almost reached by the SFQ scheduler as shown in Fig. 5(a) . Second, EFQ shows a much lower and smoother scheduling delay. This is due to the delay depending on the variance of the processing times rather than the absolute processing times as in SFQ. Third, SFQ introduces unfairness by favoring flows with high processing time to reserved rate ratios. This behavior is not shown by EFQ, which provides fairness over a wide range of processing requirements.
Despite the favorable properties of EFQ, it might not be possible to use it in all networks because it requires flow reservations. In a besteffort network, like the current Internet, the requirements of flows are not explicitly expressed. For such an environment, it is desirable to schedule packets in a way to maximize overall system performance and keep up with best-effort services.
Locality-aware predictive scheduling
The LAP scheduling algorithm aims at reducing the cache miss rates that are due to cold caches. For this purpose, the scheduler estimates the processing time of all packets that are queued in the system at the time. Based on the estimates, the scheduler partitions the set of processing engines of the NP into application groups. Packets are then sent to processors that belong to their respective application group. This requires that the scheduler distinguish between the different processing engines and not consider them as one processing resource (as it is done with EFQ).
Scheduling algorithm
The execution time of a packet depends on the state of the cache of the processor when it is processed. A cache is said to be cold if the application required by a newly assigned packet differs from the application just completed. If the cache is warm (i.e., not cold), the processing time is t e ða; pÞ. If the cache is cold, a penalty of p a is added to the processing time t e ða; pÞ. The LAP scheduling algorithm considers this. To compare LAPÕs performance, we also define throughput-optimal (T-Opt), which is optimal in terms of least cold caches, and first-come-first-serve (FCFS), which is optimal in terms of least delay variation (as defined below).
Locality-aware predictive
LAP tries to group processors such that each group processes one application and thus keeps a warm cache for this application. The size of each group is determined by the amount of processing pending for packets in queue memory. We define Q t as the set of packets in queue memory at time t of which the LAP scheduler is aware. For each application a, LAP computes the amount of processing time needed by all packets of this application in Q t . This is expressed as the fraction of processing time for application a over the total processing time of all packets in Q t : f a;t ¼ P p2QjappðpÞ¼a t e ða; pÞ P p2Q t e ða; pÞ ;
where appðpÞ is the application used by packet p. According to these fractions, f a;t , the set of processing engines on the NP are partitioned into application groups. If n processing engines are available in total, LAP will assign f a;t n (rounded to an integer value) of them to process application a. This way the proportions of processing engines matches the processing estimates and the number of cold caches is minimized. The assignment of processors to applications changes dynamically to match the required processing times of packets in Q t as LAP recomputes the partition for each scheduling decision. The effectiveness of LAP is based on the assumption that the processing time for packets is predictable from their size and the application they execute. LAP performance also depends on the number of packets that the scheduler is of and that are available in queue memory. We define this number as jQ t j ¼ q. In the simulation results below, we can see that LAP performance increases with more packets in queue memory (larger q) as LAP can choose from a larger set of packets.
For comparison purposes we define T-Opt as the algorithm that achieves maximum locality (and thus maximum throughput) by being allowed to pick any packet out of the entire packet stream (independent of Q t ). T-Opt executes all packets of one application before it switches the processor to another. Thus, the only cold caches are due to compulsory cache misses for the first packet of an application. This strategy, though not realistic for actual implementation, gives an upper bound on the possible performance.
A naive instance of best-effort scheduling is FCFS. In this scheme, packets are assigned to processors in the order of their arrival. If a processor u becomes available at time t, the oldest packet in queue memory Q t is sent to u: The schedule does not take any locality into account. It is optimal in terms of variation in delay for packets since it does not re-order packets and keeps the delay for each packet in a given flow the same.
Evaluation
In order to evaluate the performance of LAP several performance metrics need to be defined.
Performance metrics
The performance of a scheduler can be defined in several (sometimes conflicting) ways. The performance depends in large part on the order of packet execution and the resulting processing time for the packet set. We define the following performance criteria:
• Throughput: The throughput is defined as the amount of data that is processed in a given amount of time. This is the key performance parameter, since generally NPs are aimed at processing as much data as possible.
• Fraction of cold caches: The fraction of cold caches is the number of times a packet p is assigned to a processor with a cold cache divided by the total number of scheduled packets. This fraction is an indicator of how much locality awareness a scheduling scheme shows. The lower the fraction, the fewer cold cache penalties are incurred.
• Delay variation: The delay variation is a metric similar to the misordering delay in EFQ, but it is measured in terms of the order of packets instead of actual delay. The delay variation is the standard deviation of the variation in the order of packets being processed as compared to their arrival order. The larger the delay variation, the more misordering occurs. While it is necessary to change the order of packet processing to make use of locality in reducing the negative effects from cold caches, the goal is to keep the delay variation low.
Using these performance measurements, LAP scheduling can be compared to naive and optimal scheduling.
Simulation
The evaluation of the scheduling algorithms is done using a trace-driven simulation. Packet traces were obtained from the packet processing time measurements described above. Only the three payload processing applications, FEC, encryption, and compression, are considered. Traces of 100,000 packets are generated having an equal share of bandwidth for each application. To simulate more than three applications, the original traces are replicated with different application identifiers. We assume that a processor can only have one application in its instruction cache at any time, which is reasonable for the small cache sizes considered. These traces are used as input to a discrete event simulator that emulated the behavior of the scheduler and the processors. Simulations are performed over a variety of configurations.
Basic operation and adaptation to workload changes
To illustrate the basic operation of each of the algorithms, we look at the case where we have three applications, 16 processors, and 64 packets in queue memory. The application workload is such that the first 10,000 packets require equal processing. Thus, each application on average should be processed on one third of the processors. After 10,000 packets, the workload changes, such that application 1 requires 80% of the processing and applications 2 and 3 require 10% each (see Fig.  9(a) and (b) ). This is used to illustrate the adaptability of the various algorithms to changes in the workload. Fig. 9(c)-(f) show the FCFS and LAP scheduling algorithms. The lines show how many processors have warm caches for each application (i.e., how many processors process each application at that moment) for packets 8000 through 12,000.
Each change in the number of assigned processors (y-axis) causes a cold cache, which reduces the overall performance. FCFS scheduling shows the expected ''random'' behavior. Since packets are scheduled in the order of arrival, no locality is explicitly exploited and the number of processors executing a given application changes frequently. This behavior leads to a large number of cold caches and low performance. A smooth scheduling behavior is produced by LAP scheduling, because it partitions the processors according to the processing requirements. Fig. 9 (e) and (f) show that the partitioning follows very closely to the offered load as shown in Fig. 9(a) and (b) .
Also, LAP adapts quickly to changes in the workload. LAP reaches a processor assignment that corresponds to the offered load within a few hundred packets of the change in workload (3-4 times the number of packets in queue memory). During this period, packets from before the change are still in queue memory and influence the scheduling decision. Fig. 10 shows a throughput comparison of LAP with FCFS and T-Opt. The number of processors considered is 16 and the number of applications is 30. Since LAP depends on the number of packets in queue memory, this value is varied on the x-axis. FCFS has the lowest throughput of about 85% of T-Opt. This can be expected, since FCFS does not take locality into account. For a very small number of available packets, LAP is close to FCFS, since the number of packets from which the algorithm can select is small and locality can only be maintained for short times. With about 16-64 packets, LAP performs significantly better than FCFS. For large numbers of packets, LAP converges towards the throughput of T-Opt.
Throughput

Cold cache fraction
To illustrate the correlation between the use of locality information and throughput, Fig. 11 shows the cold cache fraction of packets for the same parameters as used in Fig. 10 . The cold cache fraction gives the percentage of packets that are executed with a cold cache (i.e., do not make use of locality). FCFS has the highest rate of cold caches with about 96%. This is due to the random as- signment of packets to processors in FCFS, which causes only 1 in 30 assignments to be to a processor with warm caches (because there are 30 applications).
The cold cache fraction for LAP shows a trend that corresponds to the throughput performance shown in Fig. 10 . For small numbers of available packets, the number of cold caches is close to that of FCFS. As more packets are available, cold caches drop and LAP converges towards T-Opt. Fig. 12 shows the standard deviation of the variation in packet order for FCFS and LAP. The delay variation for T-Opt is arbitrarily large and thus not plotted here. For FCFS, there is no variation, because packets maintain their order.
Delay variation
One can see that LAP shows increasing delay variation for increasing numbers of packets in queue memory. This is expected since the reordering is roughly limited to the number of available packets. The large variation of delay for increasing numbers of packets indicates that there is a tradeoff between achieving more cache locality and delay variation.
In contrast to EFQ, this delay is considerable. For EFQ, the overall misordering delay (see Fig. 8 ) was on average close to zero. For LAP, this can not be achieved anymore, as the scheduler aims at higher system performance (through fewer cold caches) at the cost of higher packet delay variations.
LAP complexity
Finally, the usefulness of these scheduling algorithms depends on how efficiently they can be implemented in hardware. LAP has constant processing cost per packet, making it well suited for high performance systems. The following briefly discusses a possible data structure for LAP that can be implemented in hardware and has Oð1Þ update complexity.
There are four components necessary for LAP scheduling: the current values of the processing time estimation for each application, the application for which each processing engines has a warm cache, and a list of packets pending processing for each application in order of packet age, and a list of all packets in order of packet age. Each of these structures can be updated in constant time when a packet is received or scheduled. The update of the processing time requirements can be done every time a packet is entered into the packet buffer by adding its expected processing time. When a packet is removed, the processing time is subtracted. Similarly, the warm caches can be adjusted by incrementing and decrementing as processors change the applications that they process. An update occurs only when a packet enters or leaves the buffer. Thus, the complexity is Oð1Þ per packet. Maintaining lists of packets for different applications that are sorted by the age of the packets can also be done in constant time. Since the age of packets corresponds to the arrival order, a simple queue can be used. Updates to queues can be done in Oð1Þ time per update. There has been much work done in implementing efficient queuing systems of this sort [5] .
Evaluation summary
The evaluation indicates that good throughput performance can be achieved if 32 or more packets are available to chose from. However, the delay variation increases significantly causing large-scale re-ordering of packets in the data stream. Therefore, the throughput and delay seem to have a ''sweet spot'' around 16-32 available packets. To operate the system in this region, the number of packets to chose from could be limited artificially Another critical observation is that the LAP algorithm causes the system to perform better as it becomes more loaded. For small numbers of packets (i.e., low load), the scheduler might cause a few cold caches. For more packets, the number of cold caches approximates the optimum.
In summary, LAP is a good scheduling algorithm for a system that is backlogged. LAP improves the throughput of the system by avoiding cold caches. One main drawback is the delay that it might impose on packets.
Combination of LAP and EFQ
The EFQ and LAP scheduling algorithms address two different problems in NP task scheduling. EFQ ensures fair sharing of resources and bounds the misordering delay of packets. LAP increases the throughput of the system as it makes use of instruction locality. Both schedulers also operate in different usage regimes of a programmable router. LAP performs best when packets are backlogged in queue memory, which is characteristic for a system, where the processing resource is a bottleneck. EFQ ensures fair sharing and delay bounds when the processing resource is not oversubscribed. It is also necessary that flows adhere to the specified data rate to avoid additional packet delay due to backlog. These differences indicate that LAP should be used in an active network, where processing is performed on a best-effort basis and no explicit flow setup is performed. EFQ on the other hand requires explicit reservations, which are only available in a network that is tightly managed and where resources are controlled. Such a network could provide QoS in terms of bandwidth and processing resources.
To combine these scheduling principles on a system, the following points need to be considered. First, it is necessary to maintain data structures for both scheduling algorithms in the system to allow quick transitions between the schedulers. Second, a policy has to be defined under which circumstances these transitions happen. As for the data structures, it is necessary to maintain per-flow queues for EFQ to maintain QoS guarantees. At the same time the LAP data structure can track the individual packets in terms of application groups. This could cost in the worst case twice the amount of memory for control data structures, as a queue is necessary for each flow and each application. Also the enqueue and dequeue operations take twice as many memory accesses, because a packet has to be enqueued and dequeued in two data structures. Using two parallel memories might allow the parallelization of this operation.
The decision to switch from EFQ to LAP scheduling or back can be based on several factors. In a network with admission control, it should never happen that the NP is permanently overloaded. But due to the nature of general-purpose processing, the reservations for processing resources are based on heuristics (i.e., processing time estimation). It could happen that a NP becomes temporarily overloaded by a set of packets that require unusually complex processing. In such a case, it might be desirable to switch to LAP to increase the system performance. An event that could trigger such a switch could be when the overall amount of queued packet data exceeds a certain threshold. A more accurate trigger could be the exceeding of a threshold of overall estimated processing time. Similarly, if the overall amount of queue data goes below another threshold, the system could switch back to EFQ.
It should be noted that in the event of a switch to LAP, the original QoS guarantees (e.g., bounded delay) can not be met anymore. However, by sacrificing the guarantees temporarily, the system can get back to a lower level of load and therefore sooner return to QoS operation.
It might be possible to integrate the ideas of LAP directly into EFQ. In EFQ, we assume that the processing resource is not oversubscribed. Therefore, it is quite possible that at any point of time when a scheduling decision is necessary more than one processor is available to handle the scheduled packet. In such a case, locality information could be used to chose a processor, which has a warm instruction cache. This would reduce the processing time of a packet and allow more flows to be admitted to the router.
Related work
Most software-based programmable routers enforce isolation of packet processing between flows (e.g., malicious packets cannot effect the proper processing of other packets). However, QoS issues at the level of processing are addressed only in a few cases. The commonly used NodeOS specification [19] asks for packets to be processed by individual threads to allow for an accounting mechanism. However, methods for admission control and QoS scheduling are not described. Qie et al. [21] describe the problem of scheduling computational resources among competing flows, but relies on being able to pre-determine the processing time of packets. Also, the important issue of correlating the cycle rate of a flow to the bit rate is not addressed. There are also approaches where the expressiveness of the processing environment is restricted (e.g., no loops) to give execution time guarantees [17] , which limits its usefulness to simple header processing applications.
Packet service disciplines and their associated performance issues have been widely studied in the context of bandwidth scheduling in packet-switched networks [28] . The performance of these disciplines has been compared to GPS [18] , which has been considered an ideal scheduling discipline based on its end-to-end delay bounds and fairness properties. Packet fair queuing (PFQ) disciplines, however, cannot be used for processor scheduling. PFQ disciplines like WFQ, WF 2 Q [1] use a notion of virtual time, whose correct update in a processor scheduler, requires precise knowledge of execution times of various packets in advance. Efforts have been made to design service disciplines which isolate the scheduler properties that give rise to ideal fairness and delay behavior, without emulating GPS [12] . Notable among these are a class of schedulers called RPS [24] , which decouple the update of system virtual time from the finish times of packets in queues. But even these service disciplines, while avoiding the complexity of GPS emulation, schedule packets in order of pre-determined finish times, which in turn requires the knowledge of execution times of various packets in advance.
An exception to these disciplines is SFQ [14] , which has been deemed suitable for CPU scheduling [13] . Since SFQ does not need prior knowledge of the execution times of packets (packet lengths in a bandwidth scheduler), it is also applicable to scheduling computational resources. However, the worst case delay under SFQ increases with the number of flows and can in fact worsen in the presence of correlated cross-traffic as shown in [2] . Our work is aimed at providing a way of estimating execution times of packets, which is used on a flow level for admission control and for QoS scheduling at a packet level.
Cache-affinity scheduling, which uses locality information for the scheduling decision has been used mostly in shared memory multiprocessors [10, 23, 25, 26] . The focus in this domain is to schedule the same process or thread on processors that can reuse previously established cache states. While this is similar to the NP environment, it does not consider the reuse of instruction cache state for different threads that use the same instruction code (as is done with packets that use the same application).
An example for scheduling that uses hints about the processing requirement is [20] . In this work, the compiler provides information about thread requirements that are used by the scheduler to determine a thread execution schedule with high cache locality.
Salehi et al. show the effect of affinity-based scheduling on network processing in [22] . While this also considers the processing of network traffic, the focus is on the operating system level, where packet processing is disrupted by a background workload. This switching between packet processing and the background workload reduces locality in execution and can be avoided by appropriate scheduling.
Summary
This work proposes to use processing time estimations for packets in scheduling to achieve QoS guarantees and efficient operation of NPs. To address the problem of theoretically unpredictable processing times, we present measurements of processing times on a NP system, which indicate that processing on an NP is highly regular and predictable. Therefore it is possible to use processing time predictions in admission control and scheduling decisions.
We present two such predictive processor scheduling algorithms that operate in two different operational regimes of networks. EFQ is designed for QoS networks and can provide guarantees on fair processor sharing and delay bounds. LAP is designed for best-effort networks and can reduce the number of cold cache events and increase the overall processing throughput. For EFQ an extensive analysis shows its superior behavior as compared to naive SFQ. For both algorithms, simulation results are presented that show the performance and performance tradeoffs.
The predictive processor schedulers presented in this work can provide fairness, delay bounds, and efficient operation, which is an important first step to integrating the flexibility of programmable routers into networks that require performance guarantees.
