Abstract. We will make the case that pedal coordinates (instead of polar or Cartesian coordinates) are more natural settings in which to study force problems of classical mechanics in the plane. We will show that the trajectory of a test particle under the influence of central and Lorentz-like forces can be translated into pedal coordinates at once without the need of solving any differential equation. This will allow us to generalize Newton theorem of revolving orbits to include nonlocal transforms of curves. Finally, we apply developed methods to solve the "dark Kepler problem", i.e. central force problem where in addition to the central body, gravitational influences of dark matter and dark energy are assumed.
Introduction
Since the time of Isaac Newton it is known that conic sections offers full description of trajectories for the so-called Kepler problem -i.e. central force problem, where the force varies inversely as a square of the distance:
There is also another force problem for which the trajectories are fully described, Hook's law, where the force varies in proportion with the distance: F ∝ r. (This law is usually used in the context of material science but can be also interpreted as a problem of celestial mechanics since such a force would produce gravity in a spherically symmetric, homogeneous bulk of dark matter by Newton shell theorem.)
Solutions of Hook's law are also conic sections but with the distinction that the origin is now in the center (instead of the focus) of the conic section.
But save for the law of gravity and Hook's law there seems to be no other force problem whose trajectories are fully described in known curves. Indeed, by Bertrand's theorem [1] such a description would be problematic at best, since it states that no other central force problem (i.e. when the force is only a function of distance from the center and points to it) has the property that all bounded curves are also closed.
But Newton himself (in Philosophiae Naturalis Principia Mathematica) proves that this effort is not hopeless after all by showing that there is another force inversely proportional to the cube of the distance: F ∝ 1 r 3 , whose contribution can be understood purely geometrically. More precisely, he observed, that if a curve is given as a solution to the central force problem F (r) adding additional force of the form
, where L is the particle's angular momentum and m its mass, is equivalent to a making the curve's k-th harmonic.
The k-th harmonic of a curve is done simply by multiplying the angle of every point on a curve by a constant k. For example, the following picture shows the second harmonic (k = 2) and the third subharmonic (k = Supported by GA ČR grant no. 201/12/G028.
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Notice that these curves are closed but this does not contradict Bertrand's theorem since not all harmonics are closed (only those with rational k).
This theorem (of revolving orbits) remains largely forgotten until 1997, when it was studied in works [6] , [7] . A generalization was discovered by Mahomed and Vawda in 2000 [8] . They assumed that the radial distance r, and the angle ϕ changes according to rule:
where a, b are given constant.
They proved that such a transform of the solution is equivalent to changing the force as follows:
mr 2 , where again m is the particle mass and L its angular momentum.
This result is complete as far as "point" transformations are considered. But -as we will prove -it can be generalized for a quite large class of nonlocal transforms. More precisely: THEOREM 1. Consider a transform T f depending on a smooth function f that maps a planar curve given in polar coordinates h(r, ϕ) = 0 into a curve in polar coordinates h(r,φ) = 0 according to the rule:
f ′ (r(t))r(t) 2 f 2 (r(t)) dt.
Let a plane curve γ be a solution to the central force problem
where L is the angular momentum,ẋ ⊥ is the vector perpendicular toẋ and r := |x|. Then the transformed curve T f (γ) is a solution to the central force problem:
where f ≡ f (r).
Notice that previous two results are included in this theorem as a special cases for f (r) := r (Newton) and f (r) :
. In fact, those are the only instances of f , where the transform T f is local, i.e. the integrand is independent of r, that is f ′ r 2 f 2 = 1. Nonlocal transforms are quite natural to assume. Take for example the transform A ω which rotate each point on a given curve around some fixed point by amount which is proportional to the area swept by the radius vector from some initial angle ϕ 0 , i.e.
The conservation of angular momentum in central force problems tells us exactly that such an area is proportional to the time it took to the test particle to travel from angle ϕ 0 to ϕ. Thus the transform A ω describes how curves, given by a central force problem, change when passing to a rotating frame of reference (which is done on regular basis in celestial mechanics).
The main goal of this article is to make the case that results similar to Theorem 1 and problem of classification of orbits are best studied in the so-called pedal coordinates.
Pedal coordinates ( [12, 3] ) describe the position of a point x on a given curve γ by two numbers (r, p) -where r is the distance of x from the origin and p is the distance of origin to the tangent of γ at x.
In pedal coordinates, we can even assume more general force problems than central ones. Specifically, we can include the situation when the force has Lorentz like (or magnetic) component -i.e. a component that is pointing in the direction perpendicular to the velocity of a test particle and depending on the distance.
In fact, as we show, solutions of such force problems can be translated into pedal coordinates algebraically without any integration whatsoever showing that they are indeed "natural" coordinates for the job. More precisely, we prove the following theorem: THEOREM 2. Consider a dynamical system:
describing an evolution of a test particle (with position x and velocityẋ) in the plane in the presence of central F and Lorentz like G potential. The quantities:
are conserved in this system. Then the curve traced by x is given in pedal coordinates by
with the pedal point at the origin. Furthermore, the curve's image is located in the region given by
The structure of the paper is the following: In Section 2 we give an introduction to the Pedal coordinates since -in the author's opinion -this subject is largely forgotten and hence we do not assume any background knowledge on the reader's part.
Theorem 2 tells us that answering the question:
For a given curve γ, what forces do we have to impose on a test particle to move along it?
is straightforward if we are provided with pedal equation of γ. In Section 3 we derive an efficient method how to translate quite general curves into pedal coordinates, provided that they are given as a solution of a autonomous differential equation (of any order) in polar coordinates. This will be the statement of Proposition 1 -a result which (to the best of the author's knowledge) is new.
Characterization of orbits in known curves, of course, depends on which curves are known. There are entire books filled with interesting curves (for example [12] , [5] ) but instead of memorizing them all, it is often better to look for some "transforms" that connects them, e.g. Pedal, circle inverse, parallel, dual, etc.
Some of these classical transforms will be introduced in Sections 2 and 4, along with a method how to translate known transforms in polar coordinates into pedal coordinates (Theorem 3).
Along this line in Section 5 we also provide a pedal analogue to more advanced transforms like evolute, involute, contrapedal and catacaustic -which the author was also unable to find in the literature (Proposition 2).
In Section 7 we give a proof of Theorem 2 and also (basically as a corollary) proof of Theorem 1. Finally, we apply these results to a concrete examples. First, we focus on the relativistic version of the Kepler problem in Section 7.1, where we have successfully managed to classify solutions in terms of sn-spirals, introduced in Section 6 -a generalization of the famous sinusoidal spirals.
We also tackle the "dark Kepler problem" in Section 7.2 (in addition to the central body, gravitational influences of dark matter and dark energy are allowed), where we show that a particular solution is the Cartesian oval, as seen from a rotating frame of reference. Furthermore we show that additional solutions can be obtained using a nonlocal transform that can be constructed from the rotating frame transforms A ω and point transforms.
The author would like to thank Miroslav Engliš and Michal Marvan for careful reading of the manuscript and suggesting numerous improvements.
Pedal coordinates
Remember that the "pedal coordinates" of a point x on a differentiable curve γ in the plane are given by two positive real numbers (r, p), where r is the distance of x from some given point O (the so called pedal point ) and p is the distance of O from the tangent line of γ at x. It is useful to measure also the distance of O to the normal (the "contrapedal coordinate" p c ) even though it is not an independent quantity and it relates to (r, p) as
For every point x ∈ γ we can define two additional points denoted in the picture P (x), P c (x) and thus create two additional curves. Let us denote by P (γ) the pedal curve -i.e. the locus of points P (x). And by P c (γ) the contrapedal curve -i.e. the locus of points P c (x).
In fact, one of the main advantages of pedal coordinates is that the operation of making pedal curve (which would in general require solving a differential equation in Cartesian coordinates) can by done by simple algebraic manipulation.
Concretely (see [11, p. 228] ), to any curve γ given by the equation
in pedal coordinates, the pedal curve P (γ) satisfies the equation
The contrapedal curve P c (γ) is much harder to obtain, but for specific examples it can be done as well (as we will see).
Even making the curve's harmonics, introduced in Section 1 is easily done in pedal coordinates:
Many additional "transforms" (i.e. operations that bring curves into different curves) can be described easily in pedal coordinates, for example:
where:
S α is the scaling of a curve by a factor α. I R is the circle inverse with respect to a circle at pedal point with radius R. D R is the dual curve, i.e. a curve in the dual projective space consisting of the set of lines tangent to the original curve.
E c is the parallel (or equidistant) curve at distance c. F c maps every point x → x + c x |x| , i.e. shifts a curve away from the pedal point O by the fixed amount c (which can be negative).
And finally, the E It is important to note that the other coordinate r is not completely arbitrary. In addition to being non-negative, it has to always be true that p ≤ r, in other words the defining quality of the Euclidean space that "shortest distance is the straight line" must be obeyed. This puts on radius r the constrain r ≥ a.
Point. The complement of a line is the curve given by
which is not a circle but it is actually a point distant a from O. (r = a is a circle in polar coordinates since the other coordinate -the angle ϕ -is arbitrary. In pedal coordinates the other coordinate satisfies p ≤ a -which is consistent with the picture that a curve consisted of single point has an arbitrary tangent line at this point.)
2.1.3. Circle. Combining these two equations into one
we have finally arrived at the pedal equation of a circle (with center at the pedal point and radius R). Unlike with Cartesian coordinates, where the change of origin is done trivially by simple translation, the position of pedal point influences heavily the form of pedal equation and there is no simple formula telling us how a change of pedal point changes the pedal equation.
For example, the pedal equation of a circle with pedal point on the circle is
and for arbitrary pedal point it looks as
where a ≥ 0 is the distance of the center of circle to pedal point. The same equation can be described using contrapedal coordinate as p
(These equation are not obvious, but they can be neatly derived, once we understand how curvature translates into pedal coordinates.) We can also consider the equation p = r, which describes all the concentric circles with center at pedal point. REMARK 1. At this point it should be clear that pedal coordinates does not tell us everything about the curve and they actually describes many curves at once -if you choose to differentiate between them.
The equation p = a is valid for any line distant a and r = a for any point distant a, etc. Obviously, the pedal coordinates do not care about rotation around the pedal point and about the curve's parametrization, but it is actually not easy to tell in general the nature of ambiguity associated to a pedal equation -in fact, it differs from equation to equation. As we will see in the next section, what we can tell is that all curves that a pedal equation describes are solutions to a nonlinear first order autonomous differential equation in polar coordinates. This is actually an advantage of pedal coordinates over other systems if you are interested only in the general shape of the curve and do not want to be distracted by details.
Logarithmic spiral. Next curve which satisfies linear equation in pedal coordinates
is the logarithmic spiral, where a = |sin α| and α is the angle between tangent and radial line, which is constant for logarithmic spirals.
2.1.5. Circle involute and Spiral of Archimedes. The curve which is sort of a contrapedal version of a line, i.e. satisfies p c = a, a ≥ 0, can be shown to be the "Involute of a circle" (with pedal point at the center).
2 This curve is often mistaken for Spiral of Archimedes, which is actually its pedal, i.e.
The difference between those two curves can be understood as follows: While the legs of Circle involute are parallel: p c = a Ec −→ p c = a, the legs of Archimedian spiral are spread constantly in a radial way, i.e.
, which is easy to see since F c = P E c P −1 .
Moving to pedal coordinates
It is known that a curve given in polar coordinates f (ϕ, r) = 0 can be expressed in pedal coordinates by eliminating ϕ from the equations
In terms of the factor r ′ ϕ , the second equation gives us
Consequently, if a curve can be written as a solution of differential equation Or, alternatively, we can say that this curve is the pedal of 
r 4 , as claimed. Notice that first equality above tells right away that Spiral of Archimedes is the pedal of p c = a which we will see shortly is indeed Involute of a circle. ⋆ This approach can be generalized as follows:
A curve γ which a solution of a n-th order autonomous differential equation (n ≥ 1)
is the pedal of a curve given in pedal coordinates by
In other words
Proof. Since we know that
, it follows by the properties of pedal operation P and the chain rule that
Taking the absolute value of the above finishes the proof.
COROLLARY 1. The radius of curvature ρ and hence the curvature κ of a curve γ given in pedal coordinates can be computed as
EXAMPLE 3.
We can use the fact that the radius of curvature ρ is a quantity independent on a position of the pedal point, to write the pedal equation for a circle of radius R:
integrating we get r 2 = 2Rp + c, as claimed. ⋆ EXAMPLE 4. Consider as a next example the Kepler problem restricted to two dimensional plane, i.e. solution to the system of ODE's:ẍ
where M is the reduced mass. This equation can be written in polar coordinates as
where L is the angular momentum. This can be, of course, easily solved yielding the formula of a conic section. But taking the circle inverse of the first equation, which in polar coordinates can be done simply by
we get
, and moving to pedal coordinates by Proposition 1 we arrive at:
This approach gives us not only the pedal equation of the solution but also a way how to construct it. The next to the last expression instruct us that we must take Pedal and then Inverse (in other words Dual) of a circle with radius
It is easy to check that when the pedal point is inside the circle we get an ellipse and for an outside pedal point a hyperbola and for the pedal point on the circle a parabola.
It is easy to see that this circle is in fact the inverse of the solution's circumcircle. ⋆ EXAMPLE 5. Cartesian oval is defined to be a locus of points for which a linear combination of distances from two foci are constant, i.e. |x| + α |x − a| = C.
They were studied first by Descartes who realized that such shape can be used to produce lenses without spherical aberration.
In polar coordinates the equation becomes r + α r 2 − 2 |a| r cos ϕ + |a| 2 = C.
Solving for cos ϕ we get
The quantity b 2 is indeed positive since the origin is inside of the oval, i.e. α |a| ≤ C. Differentiating with respect to ϕ we obtain
Thus we arrive at the differential equation:
Applying Proposition 1 and rearranging we finally obtain:
It is worth to mentioning that this equation describes two Cartesian ovals (for α and -α) simultaneously. 
Transforms
The tools developed in the previous section allow us to translate easily some transforms from polar to pedal coordinates.
Take, for instance, the circle inverse transform I R . As was mentioned earlier, the circle inverse maps a curve in polar coordinates (r, ϕ) into a curve in different polar coordinates (r,φ) as follows:
Hence in pedal coordinates we haver
solving forp using p 2 c = r 2 − p 2 we get:p = Rp r 2 , which implies
A generalization of this argument gives the next theorem:
THEOREM 3. Let T be a transform that maps a curve in polar coordinates (r, ϕ) = 0 into the curve (r,φ) as followsr
Then the transform T in pedal coordinates takes form
Solving for 1 p 2 we obtain the result. By means of this theorem many transforms can be easily obtained. All the transforms listed in (7)- (12) and also (6) are left to the reader as an excercise. For example, the harmonic transform H k in polar coordinates is given byr
and so on. The only exceptional transform which does not behave so well in polar coordinates is E c but since parallel curves share the normal, the distance to the normal p c is conserved and the distance to tangent p is hence just shifted by c.
Relations between F c and E c and E ⋆ c :
are then a consequence which can be verified in pedal coordinates by a little bit of algebra. The same goes for the properties of H k :
Also we can see that the transform T f in Theorem 1 is a special case of Theorem 3 for
Hence we have
EXAMPLE 6. The circle inverse can be seen as a specific case of a more general complex power transform (denoted here M α ) which acts in polar coordinates as
for a given real number α. (The case α = −1 corresponds to the circle inverse.) Using Theorem 3 we have
It is easy to check that
One advantage of pedal coordinates over the polar ones is that even a nonlocal change in the ϕ variable translates algebraically into pedal coordinates. Take the transform A ω , for example, introduced in Section 1:
By Theorem 3 we have
Combining this transform with complex powers
we get another interesting nonlocal transform which will be important later. It can also be understood in polar coordinates in the sense of Theorem 3: r = r,φ = ϕ + α rdϕ. ⋆ 5. Evolute and related transforms 5.1. Evolute. Remember that for a curve γ its evolute E(γ) is defined to be the locus of centers of osculating circles. It also known that the normal of γ becomes tangent line for the evolute (so alternatively, the evolute can be defined to be the locus of normal lines). Since the radius of curvature ρ of a curve with pedal coordinates (p, r) is given by
the pedal coordinates (p,r) of the evolute arẽ
We can also work out the derivatives
Hence we arrive at the following proposition:
The evolute E(γ) of a curve γ which satisfies
where n > 1, satisfies
EXAMPLE 8. Since the circle with the pedal point at center can be described
its involute (i.e. inverse of the evolute) is by the previous theorem p c = 0
for some constant a ≥ 0 as claimed. We can also work out the case of the circle with general position of the pedal point:
This separable ODE has in addition to the solution above also the solution
showing once again extreme dependence of pedal coordinates on the position of the pedal point. ⋆
5.2.
Contrapedal. It is known that the contrapedal curve P c defined in the beginning is the pedal of evolute, i.e. P c := P E (see [13, p. 151] ). Thus we have:
or using Proposition 1:
Equivalently, we can say:
5.3. Catacaustic. For a given curve γ the "catacaustic curve" C is defined to be the locus of lines reflected by γ originating from a given point (the so-called "radiant" which, for our purposes, will coincide with the pedal point). It is known ([5, p. 60 and 207]) that catacaustic is the same as the evolute of the orthonomic curve (which is the pedal curve magnified by factor 2), hence:
The catacaustic curve C with radiant at the pedal point is given by
EXAMPLE 9. One of the most beautiful features of a conic section is that lines coming from one focus are reflected to the other focus. It is hence obvious that the catacaustic curve of a conic section with the radiant(= pedal) at one focus is a single point (the other focus). Reversing this logic, the anticatacaustic
of a point contains conic sections (and, as we will see, nothing more). Since the pedal equation of a point is r = a or p 2 c + p 2 = a 2 (i.e. a circle with zero radius), we thus have:
Notice that the third equation from the end informs us that a conic section is the antipedal of a circle, giving us yet another method of construction. But since it holds
which can be easily verified, this construction is actually very close to the one from Example 4. ⋆
f spirals
Transforms derived in previous two sections allow us to construct large quantity of curves. It is advantageous to collect them into families. 6.0.1. Sinusoidal spiral. The family of curves σ n (a), given in polar and pedal coordinates r n = a n sin (nϕ + ϕ 0 ) , a n p = r n+1 , respectively, contains many famous curves, e.g. n a n p = r n+1 Curve Pedal point:
Circle. On the circle.
Lemniscate of Bernoulli. Center.
Rectangular hyperbola. Center.
Parabola. Focus
Cardioid.
Cusp.
This family, called "sinusoidal spirals", is famously invariant under a number of transforms, for example:
Complex power.
Combining scaling with complex power, we get
α , which shows that all sinusoidal spirals are (up to scaling) complex powers of a circle passing through the origin σ 1 (a).
6.0.2. Spirals. A similar argument can be made about another family of curves ς α (c):
Specific cases include among others:
Spiral of Archimedes
Lituus.
Similarly, they are also invariant under complex powers and scaling
Harmonic is scaling.
Complex power. Notice that cos ϕ satisfies the same differential equation as sin ϕ, hence the choice f = cos gives us exactly the same result. Thus the cos-spirals and the sin-spirals are (in pedal coordinates) indistinguishable.
This is a consequence of the fact that cos function can be obtain from sin function by simple shift of argument: cos ϕ = sin ϕ + This connection between these three families is reflected in pedal coordinates by the fact that together they solve the general equation in pedal coordinates:
Indeed, for a < 1, b > 0 we have sin-spirals. For a > 1, b > 0 we have sinh-spirals and for a > 1, b < 0 the cosh-spirals. The case a < 1, b < 0 does not define any curve in pedal coordinates since in this case it holds p > r, which is impossible.
The limiting cases a = 1 are just Id-spirals and b = 0 gives us logarithmic spirals.
6.0.5. Elliptic spirals. We are going now to make similar argument for elliptic version of sinusoidal spirals (i.e. "snusoidal spiral").
Remember that there are 12 Jacobian elliptic functions:
all of which depend on an additional parameter k ∈ (−1, 1) (the so-called "modulus") which we will not explicitly mention. Those function are doubly periodic with periods 4K, 4iK ′ , where K ≡ K(k) (so-called quarter period ) is the complete elliptic integral of the first kind
and k
. These functions are connected by the formula
where p, q, r can be any of the letters s, c, d, n. In particular pp(z) = 1 and pq(z) = 1 qp(z) . The parameter k can be analytically continued beyond the interval (−1, 1) . In fact, for fixed z, all elliptical functions are meromorphic with respect to k 2 . With this in mind we can construct a 13 th elliptical function (which we denote sn ⋆ ) which is just sn function with modulus k restricted to the unit circle in the complex plane, more precisely:
The property of the sn function:
ensures that sn ⋆ is a real valued function (for real argument). No other function than sn has analogous property (save ns) and without this function the picture will be incomplete, as we will see.
Let us start with sn function. For the pedal equation of sn-spirals
we make use of the differential equation valid for r = sn(ϕ)
which translates into pedal coordinates by Proposition 1 as
and making the transform S (
Similar argument can be made for all the remaining 12 elliptic function but, fortunately, we can exploit many known relations to simplify the job:
This table tells us two things: first, the functions sn ≡ cd ≡ dc ≡ ns are equivalent in the sense that they generate the same family of f -spirals in pedal coordinates (since they differ only by scaling and a shift of the argument). In the same way the functions cn ≡ sd, dn ≡ nd, nc ≡ ds and sc ≡ cs are equivalent. The function sn ⋆ stands alone. Hence we have only 6 distinct f -spirals (out of 13 Jacobian elliptic functions). Second, the pedal equation of f -spirals for all elliptic functions can be obtained from the sn-spiral case. For example, the relation for cn function informs us that the cn-spirals (22) can be obtained from the sn-spirals (21) substituting
are obtained by substituting k → e iλ , l → le −i λ 2 , in (21). And so on. Once again this interconnectedness is reflected in pedal coordinates by the fact that together they solve the general equation:
Specifically:
For sn-spiral, the exact solution is
It is straightforward from (24) to make similar computation for all elliptic spirals. The limiting case βγ = 0 is just the sin-spiral (and its complex extensions) treated above.
Central and Lorentz like force problems
We are ready to prove Theorem 2.
Proof. Making the scalar product of the equation (3) withẋ we obtain
integrating we get the first conserved quantity
Similarly, making the scalar product with x ⊥ we get
with the integralẋ
The pedal coordinates p (distance to the tangent vector) and r (distance from the origin) are given by
as claimed. The inequality (5) is the consequence of the fact that p ≤ r.
REMARK 3. For the strictly central force case (i.e. G ≡ 0) we might equivalently say that "the potential energy is inversely proportional to the square of the distance to the tangent", i.e. . Hence we have discovered that a conic section is dually parallel to a line -which is, under close inspection, the same construction as in Example 4. The dual curve D 1 of the solution is easy to see to be a circle:
Hence we have recovered the famous Newton result on the solution's curve of velocities. This observation is usually derived by studying the Runge-Laplace-Lenz vector -a conserved quantity we even do not need. In pedal coordinates this amounts to taking the dual curve. Comparing with the pedal form of Cartesian oval |x| + α |x − a| = C (See Example 5):
where b 2 := C 2 − α 2 |a| 2 . We can see that these equations match if there exist a constant µ such that:
This is a system of 5 algebraic equation in 4 unknowns (α, C, b 2 , µ), which cannot be, in general, satisfied if all the equations are independent. Hence, there has to be some connection between coordinates (M, F, L, ω, c). This connection is F L + ωM = 0.
Actually, it is enough that
since the sign of ω (direction of rotation) can be chosen arbitrarily. With this constrain the solution is We can see that µ L > 0 and since ω < 0 (by agreement) the first three equations can be solved as well. This solution assumes that L = 0, F = 0. For the special case F = ω = 0 (the usual Kepler problem) one gets singular solution with α = ±1, i.e. an ellipse or a hyperbola. The solution of the case L = 0 is a line segment with the origin as one its endpoints, thus p = 0 in pedal coordinates. This can be seen by multiplying the original equation (28) 
