1. Introduction {#sec1}
===============

The relationship between air pollution concentrations and ill health has been well documented in the past two decades, with epidemiological studies focussing on the effects of both short-term and long-term exposure. The most common study design is an ecological time series study, such as [@bib18] and [@bib16], which examines the effects of short-term exposure by regressing routinely available air pollution and disease data collected at daily intervals. The health impact of long-term exposure has typically been estimated using cohort studies such as [@bib7] and [@bib11], but they are expensive and time consuming to implement due to the length of time required for monitoring the health status of the cohort. Therefore, spatial ecological studies such as [@bib14] and [@bib10] have recently been used to estimate the long-term effects of air pollution on human health, which regress variation in disease risk and air pollution across small areal units such as electoral wards using routinely collected health data.

The health data considered in these studies have included mortality ([@bib12]) and morbidity, such as hospital admissions ([@bib26]), for a number of common diseases, such as respiratory ([@bib1]) and cardiovascular conditions ([@bib13]). Numerous pollutants have been associated with disease in these studies, including carbon monoxide (CO, ([@bib25])), nitrogen dioxide (NO~2~, ([@bib19])), ozone (O~3~, ([@bib23])), particulate matter (such as PM~10~ ([@bib20]) and PM~2.5~, ([@bib5])) and sulphur dioxide (SO~2~, ([@bib27])). The pollution data used in these studies typically come from a small number of automatic monitors, each of which measures concentrations of the above pollutants at a single point in space. However, the number of monitors is few and their geographical positioning is sparse, which does not allow an accurate representation of the spatial variation in pollution concentrations required for the epidemiological studies, particularly cohort and spatial ecological studies. For cohort studies, concentrations are required at the residence of each member in the cohort, while for spatial ecological studies concentrations are required for each spatial unit at which health data are available. These fine scale pollution data are not available, for example in our Glasgow region there are only 16 monitors covering the 368 square kilometre study region. Therefore, inexpensive non-automatic diffusion tubes are also used to measure concentrations of NO~2~, and due to their lower cost compared with automatic monitors they are more prevalent. For example, in the Glasgow study region considered here there are 230 diffusion tubes, which thus provides greatly enhanced spatial coverage compared with using the 16 automatic monitors alone.

However, combining these two data sets still does not give complete spatial coverage of a study region, which is illustrated in our case study in [Fig. 1](#fig1){ref-type="fig"}. Therefore, modelled concentrations from atmospheric dispersion models are increasingly being used in health studies ([@bib17]), as they provide estimated concentrations on a regular grid and thus have complete spatial coverage of the study region. However, these modelled concentrations are known to contain biases ([@bib2]), and are not as accurate as the measured pollution data. Therefore, there has been recent research interest in statistical fusion models ([@bib3; @bib8]), which use both the measured and modelled concentrations to predict pollution at fine spatial and temporal scales. There are two main types of statistical fusion models, namely: the regression approach, and the latent process approach. The regression approach, as utilised by [@bib2; @bib3; @bib4], combines monitored and modelled concentrations by regressing the concentrations from the monitoring stations against the modelled concentrations via a spatially varying linear regression. The latent process approach, utilised by [@bib8; @bib9; @bib15; @bib22], represents the true environmental factor, and drives both the observed and modelled data assuming that both the modelled and observed data provide good information about the same underlying process. These fusion models correct for the biases inherent in atmospheric dispersion models, and also provide associated measures of uncertainty for the predictions, which are typically not available from dispersion models. However, the majority of these models only make use of measured data from automatic monitors, which as previously discussed are spatially sparse.

Therefore in this paper we propose a geostatistical fusion model, that regresses the combined NO~2~ concentrations from both automatic monitors and diffusion tubes against modelled NO~2~ pollution data from an atmospheric dispersion model. This model is implemented within a Bayesian setting and predicts NO~2~ concentrations across the Glasgow region, for use in a future health study. This is thus the first paper to demonstrate the dramatic improvement in fine scale spatial prediction of NO~2~ that can be obtained by using abundant diffusion tube data that is relatively inexpensive to collect in addition to the small numbers of automatic monitors.

The remainder of this paper is organised as follows. Section [2](#sec2){ref-type="sec"} describes the study design of our Glasgow case study, specifically the spatial extent of the region of interest and the NO~2~ and covariate data. Section [3](#sec3){ref-type="sec"} presents the geostatistical fusion model for predicting NO~2~ concentrations across the study region proposed here, and discusses its implementation. Section [4](#sec4){ref-type="sec"} presents the results of our analyses, including a model validation exercise that compares our proposed model against a number of other candidate models, and a fine scale prediction of NO~2~ across the Glasgow region. Finally, Section [5](#sec5){ref-type="sec"} provides a concluding discussion.

2. Study design {#sec2}
===============

2.1. Study region {#sec2.1}
-----------------

Our study region is centred around the Greater Glasgow conurbation, which is the largest city in Scotland, UK. The Glasgow conurbation contains just under one quarter of the total Scottish population, equating to around 1.1 million people, with a land area of around 368 km^2^. Seven local authorities comprise the study region, namely: East Renfrewshire, Glasgow City, North Lanarkshire, Renfrewshire, South Lanarkshire, and West Dunbartonshire. These local authorities have been selected because they cover the city of Glasgow and the wider area, collectively known as *West Central Scotland*, and include both urban and rural areas leading to a wide variation in pollution concentrations across the study region.

2.2. Air pollution data {#sec2.2}
-----------------------

The air pollution data comprise annual mean concentrations of nitrogen dioxide (NO~2~, measured in *μ*gm^−3^) in 2006, for which two sources of data are available. The first source is measured data at fixed points in space, which come from both automatic monitoring stations and non-automatic diffusion tubes. NO~2~ concentrations from the automatic monitors were downloaded from the Scottish Air Quality website ([www.scottishairquality.co.uk](http://www.scottishairquality.co.uk){#intref0010}), while the non-automatic diffusion tube data were obtained on request from each local authority. The accuracy of the diffusion tubes vary depending on numerous factors, such as the preparation methodology used, and are therefore calibrated using a bias-adjustment factor obtained from co-location studies. These concentrations are measured at 246 sites across the study region, of which 230 are diffusion tubes and 16 are automatic monitors. The locations of these sites within the study region are displayed in [Fig. 1](#fig1){ref-type="fig"}, where the diffusion tubes are displayed as crosses and the automatic monitors are presented as triangles. Summary statistics for the measured data are shown in [Table 1](#tbl1){ref-type="table"}. These statistics highlight that the distribution of concentrations across the study region are slightly higher for monitors compared to diffusion tubes with median values of 34.55 μgm^−3^ and 29.95 μgm^−3^ respectively. This could be due to the local authorities placing automatic monitors where they have a compliance problem with EU pollution standards.

[Fig. 1](#fig1){ref-type="fig"} shows that the measured data are sparse, and do not provide complete spatial coverage of the study region. In addition, the automatic monitors and diffusion tubes are also likely to be preferentially located in areas where pollution is thought to exceed EU standards, therefore producing an inflated picture of area wide pollution concentrations. Furthermore, the monitoring network often suffers from missing data, arising from monitors and tubes becoming faulty. Nevertheless, as the concentrations are directly measured they provide close to the true value with little measurement error.

The second source of data are modelled concentrations based on the UK Pollution Climate Mapping (PCM) approach, provided by the Department for Environment, Food and Rural Affairs (DEFRA) (<http://uk-air.defra.gov.uk/>). These data are modelled-PCM yearly mean background concentrations in *μ*gm^−3^ at a 1 km × 1 km resolution, which hence provide complete spatial coverage across the study area with no missing data. However, modelled-PCM concentrations such as these are known to contain biases due to being uncalibrated, and no measure of variability is available to quantify the level of uncertainty in these estimates. These data are displayed in [Fig. 2](#fig2){ref-type="fig"}, where the city of Glasgow and the main motorway network are easy to see. These annual mean concentrations range between 3.021 μgm^−3^ and 34.760 μgm^−3^ with a mean value of 7.632 μgm^−3^ across the study region. These concentrations are lower compared to the measured data as they are average background concentrations over a 1 km grid, rather than relating to specific pollution sources such as roads.

2.3. Covariate data {#sec2.3}
-------------------

A number of covariates were considered in this study. Firstly, an indicator variable was included in order to distinguish the pollution concentrations measured from the two types of equipment: automatic monitors and diffusion tubes. Secondly, the local environment in which each of the automatic monitors and diffusion tubes were located was also recorded. These local environments include kerbside (located within 1 m of the kerb on a busy road), roadside (located between 1 m and 5 m of a busy road), urban background (located away from direct sources usually in urban residential areas), rural (countryside location far from roads, populated and industrial areas) and 'special' (located at Glasgow airport and at industrial sources). In total, there are 142 roadside, 34 kerbside, 8 special, 60 urban background, and 2 rural sites. Thirdly, to enable spatial prediction an urban--rural variable was constructed, which classifies each prediction location according to the Scottish Government 6 fold Urban Rural Classification (<http://www.scotland.gov.uk/>). Each location was considered urban if it was situated in a built-up area containing more than 10,000 people, and rural otherwise.

3. Statistical methods {#sec3}
======================

This section presents the statistical fusion model proposed in this paper for predicting NO~2~ concentrations across the West of Scotland region, using both the measured (automatic monitors and diffusion tubes) and modelled-PCM pollution data. The first section presents the statistical fusion model, while the second outlines the prediction methodology. The model is fitted in a Bayesian setting, with inference based on Markov chain Monte Carlo (McMC) simulation.

3.1. Spatial fusion model {#sec3.1}
-------------------------

Let **Y** = (*Y*(**s**~1~),...,*Y*(**s**~*m*~)) denote the vector of (natural) log-transformed NO~2~ concentrations from both the automatic monitors and diffusion tubes at spatial locations (**s**~1~,...,**s**~*m*~), where the latter are measured as Eastings and Northings in metres. The NO~2~ data are log-transformed because they are non-negative and skewed to the right, and exploratory analyses suggested that a log-transformation improved the fit of the resulting regression models. These measured NO~2~ concentrations are regressed against a matrix of *p* covariates denoted by **Z** = (**z**(**s**~1~)^*T*^,..., **z**(**s**~*m*~)^*T*^)^*T*^, where the values relating to spatial location **s**~*i*~ are denoted by **z**(**s**~*i*~)^*T*^ = (1, *z*~2~(**s**~*i*~),..., *z*~*p*~(**s**~*i*~)). This covariate matrix includes a column of ones for the intercept term, the (natural) log-transformed modelled-PCM concentrations and any other relevant covariates, such as the local environment in which the observation is located (e.g. roadside, urban background, etc). Thus, this model fuses the monitored and modelled-PCM pollution data via a linear regression relationship.

We propose a Bayesian geostatistical fusion model for these data, which relates the modelled-PCM and measured NO~2~ concentrations using the following equation:$$Y\left( \mathbf{s}_{i} \right) \sim \text{N}\left( \mathbf{z}\left( \mathbf{s}_{i} \right)^{T}\mathbf{\alpha} + \phi\left( \mathbf{s}_{i} \right),\nu^{2}\sigma^{2} \right),\quad i = 1,\ldots,m\text{.}$$

The mean function is a linear combination of a covariate component **z**(**s**~*i*~)^*T*^***α***, with associated regression parameters ***α*** = (*α*~1~,...,*α*~*p*~), and a spatial random effect *ϕ*(**s**~*i*~). The regression parameters ***α*** are assigned a weakly informative multivariate Gaussian prior with a mean of zero and a large diagonal variance matrix. The spatial random effects for all *m* locations are collectively denoted by ***ϕ*** = (*ϕ*(**s**~1~),...,*ϕ*(**s**~*m*~)), and allow for any unmeasured spatial autocorrelation in the measured NO~2~ data after the covariate effects have been accounted for. Here we model their spatial autocorrelation using the formulation$$\begin{array}{l}
{\mathbf{\phi} \sim \text{N}\left( {\mathbf{0},\sigma^{2}\text{Σ}\left( \rho \right)} \right),} \\
{\sigma^{2} \sim \text{Inverse} - \text{Gamma}\left( {a,b} \right),} \\
{\rho \sim \text{Discrete}\ \text{Uniform}\left( {\rho_{1},\ldots,\rho_{r}} \right)\text{.}} \\
\end{array}$$

The random effects are assumed to come from a multivariate Gaussian distribution with mean zero, variance *σ*^2^, and a spatial correlation matrix Σ(*ρ*). This matrix is defined by an isotropic exponential correlation function of the distance between any two locations, that is Σ(*ρ*) = exp(−*ρD*). Here *D* is an *m* × *m* distance matrix, where the *ij* th element $D_{ij} = \left\| {\mathbf{s}_{i} - \mathbf{s}_{j}} \right\|$ is the Euclidean Distance between spatial location (**s**~*i*~,**s**~*j*~). The exponential model was chosen for simplicity and because it is the most commonly used model in the geostatistical literature (see for example ([@bib24])). A conjugate inverse-gamma prior was specified for the spatial variance *σ*^2^, where (*a* = *b* = 0.001) were chosen to be non-informative. Here *ρ* is the spatial decay parameter, which controls the rate at which the spatial autocorrelation between a pair of sites declines as the distance between them increases. We specify a discrete uniform prior with a large range for *ρ* as suggested by [@bib6] for computational efficiency, because this ensures that the correlation matrix Σ(*ρ*) only needs to be inverted *r* = 50 times, once for each of the candidate values *ρ*~1~,...,*ρ*~*r*~, rather than at every step of the McMC algorithm. Finally, the nugget effect, that is the amount of non-spatial variation or measurement error, is controlled by *ν*^2^*σ*^2^, the product of the spatial variance parameter and the noise-to-signal ratio *ν*^2^. This latter parameter is assigned a uniform prior on the unit interval, as the nugget effect is expected to be smaller than the amount of spatial variation for these data.

3.2. Spatial prediction {#sec3.2}
-----------------------

Bayesian spatial prediction using kriging is a natural extension in the Bayesian paradigm to estimating the parameters **Θ** = (***α***, ***ϕ***, *ν*^2^, *σ*^2^), and is implemented as a two-step procedure within the McMC algorithm. In model (1) and (2), spatial autocorrelation is induced into the mean function through the random effects ***ϕ***. Therefore, the first step in spatial prediction generates the random effects at *N* prediction locations $\mathbf{s}^{\ast} = \left( {\mathbf{s}_{1}^{\ast},\ldots,\mathbf{s}_{N}^{\ast}} \right)$ using multivariate Gaussian theory. Specifically, the random effects at the prediction locations $\mathbf{\phi}^{\ast} = \left( {\phi\left( \mathbf{s}_{1}^{\ast} \right),\ldots,\phi\left( \mathbf{s}_{N}^{\ast} \right)} \right)$ are sampled from their conditional distribution given ***ϕ***, that is$$\left. \mathbf{\phi}^{\ast} \right|\mathbf{\phi} \sim \text{N}\left( {\mathbb{E}\left\lbrack \left. \mathbf{\phi}^{\ast} \right|\mathbf{\phi} \right\rbrack,{Var}\ \left\lbrack \left. \mathbf{\phi}^{\ast} \right|\mathbf{\phi} \right\rbrack} \right)\text{.}$$

The mean and variance are given by$$\mathbb{E}\left\lbrack \left. \mathbf{\phi}^{\ast} \right|\mathbf{\phi} \right\rbrack = C_{Z}\left( {\mathbf{s}^{\ast},\rho} \right)^{T}\Sigma^{\ast}\left( \rho \right)^{- 1}\mathbf{\phi}$$and$${Var}\left\lbrack \left. \mathbf{\phi}^{\ast} \right|\mathbf{\phi} \right\rbrack = \sigma^{2}\left\lbrack \Sigma^{\ast}\left( \rho \right) - C_{Z}\left( {\mathbf{s}^{\ast},\rho} \right)^{T}\Sigma^{\ast}\left( \rho \right)^{- 1}C_{Z}\left( {\mathbf{s}^{\ast},\rho} \right) \right\rbrack\text{,}$$where Σ^∗^(*ρ*) is an *N* × *N* spatial correlation matrix for the *N* prediction locations and *C*~*Z*~(**s**^∗^,*ρ*) is an *N* × *m* spatial correlation matrix between the prediction and the observation locations. These equations are equivalent to ordinary kriging.

The second step generates the predicted value of $Y\left( \mathbf{s}_{i}^{\ast} \right)$ for the *N* prediction locations as$$Y\left( \mathbf{s}_{i}^{\ast} \right) \sim \text{N}\left( {\mathbf{z}\left( \mathbf{s}_{i}^{\ast} \right)^{T}\mathbf{\alpha} + \phi\left( \mathbf{s}_{i}^{\ast} \right),\sigma^{2}\nu^{2}} \right)\text{,}$$where $\mathbf{z}\left( \mathbf{s}_{i}^{\ast} \right)$ denotes the matrix of covariates at the *N* prediction locations.

Leave-one-out cross-validation is performed in order to assess the quality of the predictions, which removes each measured data point in turn and then predicts its value from the remainder of the data. The accuracy of the predictions compared to the measured NO~2~ concentrations are compared using three statistics, namely: bias, root mean square prediction error (RMSPE) and the coverage probabilities of the 95% prediction intervals. The bias is given by$$\text{Bias} = \frac{1}{m}\sum\limits_{i = 1}^{m}\left( Y\left( \mathbf{s}_{i}^{\ast} \right) - Y\left( \mathbf{s}_{i} \right) \right)\text{,}$$where a bias of zero means the predictions are the correct size on average. The RMSPE is given by$$\text{RMSPE} = \sqrt{\frac{1}{m}\sum\limits_{i = 1}^{m}\left( {Y\left( \mathbf{s}_{i}^{\ast} \right) - Y\left( \mathbf{s}_{i} \right)} \right)^{2}}\text{,}$$and for unbiased predictions it measures the amount of variation in the predictions around the true value, with smaller values indicating more precise estimation. Finally, a 95% prediction interval is computed for each predicted NO~2~ concentration, and the coverage probability of a model is the percentage of these prediction intervals that contain the true value. The prediction intervals are the correct width if 95% of these intervals contain the true value.

3.3. Inference {#sec3.3}
--------------

The McMC simulation algorithm produces a set of *M* samples for each of the model parameters **Θ** = (***α***, ***ϕ***, *ν*^2^, *σ*^2^, *ρ*), based on a mixture of Gibbs sampling and Metropolis--Hastings steps. The results from our study are based on 10,000 posterior samples generated from one Markov chain, which has been burnt-in until convergence by assessing the stability of trace plots of the McMC samples from selected parameters. The McMC simulation algorithm was implemented within the R ([@bib21]) statistical programming language using functions written by the authors.

4. Results {#sec4}
==========

This section presents the results of applying the statistical fusion model proposed in Section [3](#sec3){ref-type="sec"} to the Glasgow case study outlined in Section [2](#sec2){ref-type="sec"}. Section [4.1](#sec4.1){ref-type="sec"} presents a validation study, which compares the appropriateness of our proposed model against a number of alternative models in terms of both model structure and covariate choice. Section [4.2](#sec4.2){ref-type="sec"} demonstrates the advantages of using diffusion tube data for fine scale spatial prediction, by comparing predictive accuracy against using the automatic monitors alone. Finally, Section [4.3](#sec4.3){ref-type="sec"} uses the best performing model from the previous two sections to predict yearly average NO~2~ concentrations at a 1 km grid square resolution across the study region, with associated standard errors.

4.1. Validation study 1: model structure and covariate choice {#sec4.1}
-------------------------------------------------------------

In this validation study we compare the predictive performance of a number of different model specifications, focusing on the utility of allowing for spatial autocorrelation in the data, the approach to parameter estimation adopted for the model, and the choice of covariates.

The results of our validation study are presented in [Table 2](#tbl2){ref-type="table"}, for nine different models. The top panel of the table compares the utility of allowing for spatial autocorrelation in the data and the estimation approach taken, while the bottom panel shows a sensitivity analysis to the choice of covariates. In all cases the models are unbiased, as the biases are all close to zero ranging between −0.0001 and 0.356. Model 1 is the Bayesian model described in Section [3](#sec3){ref-type="sec"}, which includes the log-transformed modelled-PCM NO~2~ concentrations (*log modelled*), an indicator for the type of observed data (automatic monitor or non-automatic diffusion tube, *monitor/tube*), and the local environment in which each observation resides (e.g. roadside, urban background, etc, *environment*) as covariates. Model 2 is the same as Model 1 except that inference is performed using restricted maximum likelihood estimation, and the RMSPE values are almost identical. The differences are in the coverage probabilities, with the Bayesian estimation having wider and more appropriate prediction intervals (coverages differ by around 1%) than under likelihood based estimation. This small difference is because when using restricted maximum likelihood the estimated model parameters are assumed to be fixed and known when making the predictions, thus underestimating the amount of uncertainty in the data. In contrast, the Bayesian model allows for uncertainty in the estimated model parameters when making predictions, thus explaining its wider prediction intervals. Model 3 also uses maximum likelihood estimation, but naively ignores the spatial autocorrelation present in the data. This model shows around a 5% increase in RMSPE compared with Model 1, suggesting that ignoring the spatial autocorrelation in the data results in poorer predictive performance.

The bottom panel of [Table 2](#tbl2){ref-type="table"} shows a comparison of different combinations of covariates, which are summarised below.**Model 1 --***log modelled + monitor/tube + environment***Model 4 --***log modelled***Model 5 --***log modelled* + *monitor/tube***Model 6** -- *log modelled + environment***Model 7** -- *monitor/tube + environment***Model 8** -- *log modelled + monitor/tube + environment + log modelled:easting + log modelled:northing***Model 9** -- *log modelled + environment + log modelled:easting + log modelled:northing*

In all cases the Bayesian fusion model described in Section [3](#sec3){ref-type="sec"} is used. These results show two main points. Firstly, the *log modelled* and *environment* variables are important for accurate NO~2~ prediction, which is evidenced by an increase in RMSPE for Models 4, 5 and 7 compared with Model 1. The bias and RMSPE are greatest for Model 4, because it does not include any covariates to distinguish between measurements made at the roadside, kerbside, rural or background environments. The *log modelled* variable is a spatially smooth covariate with no adjustment for the environment, so it cannot capture higher measurements at the roadside and lower background measurements. It therefore tends to overestimate the concentrations, which is evidenced by its higher bias and RMSPE. The importance of the *log modelled* covariate is clear given by the improved RMSPE in Model 1 (0.257) compared to Model 7 (0.276), while the *environment* variable is important because it distinguishes between observations at roadside and background environments, which will have a large impact on the measured NO~2~ value which is largely driven by traffic sources. Secondly, including the *monitor/tube* variable does not lead to improved NO~2~ prediction, as the RMSPE of Model 6 is 0.258 compared to 0.257 for Model 1. This can also be shown in [Table 3](#tbl3){ref-type="table"}, which displays the posterior medians and 95% credible intervals for the main parameters in Model 1. NO~2~ concentrations recorded by automatic monitors are slightly higher compared to NO~2~ concentrations recorded by diffusion tubes as the posterior median is positive, however the relationship is very weak as the 95% CI\'s lower bound is close to zero. For the environment variable, rural, special and urban background sites have substantially lower NO~2~ concentrations compared to kerbside sites; however even though roadside sites have lower NO~2~ pollution levels compared to kerbside sites, the relationship is quite weak as the upper bound for the credible interval is just below one, which is not surprising since roadside and kerbside sites both measure pollution at the roadside.

The bias and RMSPE are also computed for the modelled-PCM concentrations, thus allowing the improvement in predictive performance from our models to be observed. Since the modelled-PCM concentrations are background concentrations, we include an adjustment for sites measured at roadside and kerbside environments. The results show that even adjusting the modelled-PCM concentrations for roadside and kerbside environments (*roadside/otherwise*), the modelled-PCM concentrations are not as good for predicting NO~2~ concentrations with a RMSPE of 0.337 (and a bias of −0.068) compared to a RMSPE of 0.258 for Model 6.

Each of the models described above assume the effect of the modelled-PCM concentrations is constant across space. This necessarily might not be the case as the effect may vary depending on the spatial location. Therefore, to allow flexibility in the effect of the modelled-PCM concentrations to vary across space, Models 8 and 9 contain an interaction term between the *log modelled* variable and the easting and northing coordinates of the location of the automatic monitors and diffusion tubes, given as *log modelled:easting* and *log modelled:northing*. Model 9 is the same as Model 8 except it does not contain the *monitor/tube* covariate. Both models are unbiased, and have the same RMSPE of 0.255 and coverage probability of 94.715%, indicating that again the *monitor/tube* variable does not lead to improved NO~2~ prediction. Even though the bias in Model 9 (0.013) is slightly higher compared to Model 8 (0.009), Model 9 is a better model compared to Model 6 as it treats the effect of the modelled-PCM concentrations constant across space as the RMSPE decreases by around 1% and the coverage probability is closer to the nominal value of 95%. Therefore, the final model we consider here is Model 9, as it is more flexible compared to Model 6, and has improved performance, mainly in terms of coverage probability. We also considered allowing the effect of the modelled-PCM concentrations to vary as a quadratic surface in location added into Model 9 as *log modelled:easting*^2^ + *log modelled:northing*^2^, but this did not improve the results.

4.2. Validation study 2: data source {#sec4.2}
------------------------------------

This second validation study investigates the effectiveness of using the diffusion tube data in addition to the automatic monitoring data for fine scale spatial prediction. We use Model 9 throughout this section, as Section [4.1](#sec4.1){ref-type="sec"} showed it had the best overall performance. In common with Section [4.1](#sec4.1){ref-type="sec"} we use leave-one-out cross-validation to assess predictive accuracy, again using bias, RMSPE and coverage probabilities to quantify prediction performance. We fit Model 9 to three different subsets of the data: only the 16 automatic monitors, only the 230 diffusion tubes, and the combined 246 observations. In each case the model is used to predict each of the 246 observations in turn.

The results of our second validation study are displayed in [Table 4](#tbl4){ref-type="table"} for the three different subsets of the observed pollution data. In common with the results from the first validation study in Section [4.1](#sec4.1){ref-type="sec"}, all three models are unbiased, as the biases are all close to zero ranging from 0.009 to 0.266 However, the predictive performance from using only the automatic monitors is markedly poorer than using either just the diffusion tubes or all the observations, which is evidenced by both its RMSPE and coverage probability. The RMSPE from using the monitors only is 0.478, which is greater by 48% (RMSPE of 0.249) and 47% (RMSPE of 0.255) than the corresponding values from using the diffusion tubes only and the combined data set. Additionally, the coverage probability when using the automatic monitors alone is over 99.5%, which is larger than the nominal 95% levels. This high coverage probability suggests that the prediction intervals are too wide, which is most likely due to a lack of data provided by the automatic monitors, thus resulting in poorer parameter estimation and higher uncertainty.

In contrast, the coverage probabilities from using just the diffusion tubes and all the observed data are close to their nominal 95% levels, while the RMSPE for the tube only model is 0.249 and 0.255 for the combined model. These results suggest that using the monitors in addition to the tubes does not lead to better predictive performance compared to using the tubes alone, as the two sets of results are essentially the same after allowing for random error. The reason for this is that some of the automatic monitors are co-located with the diffusion tubes so when the automatic monitors are included with the diffusion tubes, there is not a large increase in the number of observed data points. These results therefore demonstrate the effectiveness of using the diffusion tube data for predicting the NO~2~ concentrations at a fine spatial scale.

4.3. NO~2~ prediction {#sec4.3}
---------------------

The model chosen to predict NO~2~ concentrations at each 1 × 1 km grid box resolution was Model 9; the Bayesian fusion model including both automatic monitors and diffusion tubes, with the log-transformed modelled-PCM concentrations and the local environment in which each automatic monitor and diffusion tube resides as covariates, while allowing the effect of the modelled-PCM concentrations to vary across space captured by an interaction term between the modelled-PCM concentrations and the easting and northing coordinates of the monitors and tubes. For spatial prediction purposes, grid boxes were predicted as urban background or rural. The remainder of the local environment locations (kerbside, roadside, and special) were not considered here because the NO~2~ concentrations we predict are averages over a 1 km × 1 km grid box, therefore NO~2~ measurements produced from the roadside are averaged out across the grid box. In addition, for health effects estimation, roadside concentrations are not representative of exposure levels as people do not spend large proportions of their time next to a road. The urban--rural variable discussed in Section [2.3](#sec2.3){ref-type="sec"} is used instead to predict each grid box as urban background or rural.

[Fig. 3](#fig3){ref-type="fig"} displays the final predicted NO~2~ concentrations across the West of Scotland and their associated standard errors. The median of the 10,000 posterior samples was taken to be the Bayesian point estimate for these predicted NO~2~ concentrations. In common with the modelled-PCM concentrations in [Fig. 2](#fig2){ref-type="fig"}, the City of Glasgow and the main road network are visible and easy to see. Summary statistics for the predicted NO~2~ concentrations, their standard errors and the modelled-PCM concentrations are shown in [Table 5](#tbl5){ref-type="table"} separately for urban and rural areas. These statistics highlight that the median concentration predicted from Model 9 is 23.000 μgm^−3^ for urban areas and 12.060 μgm^−3^ for rural areas, while for the modelled-PCM concentration the median value is 11.680 and 4.849 μgm^−3^ for urban and rural areas respectively. Therefore as we show in [Table 2](#tbl2){ref-type="table"} that the predictions from Model 9 are unbiased, the modelled-PCM concentrations are likely to be underestimating NO~2~ concentrations across the West Central Scotland. However, the spatial pattern in the two sets of data are similar, with a correlation coefficient of 0.923 between the predictions from Model 9 and the modelled-PCM concentrations.

5. Discussion {#sec5}
=============

This is the first paper to have demonstrated the improvement that can be made in the accuracy of fine scale spatial prediction of NO~2~ concentrations by using diffusion tube data in addition to the commonly used automatic monitors. Diffusion tubes are relatively inexpensive and thus more prevalent than automatic monitors in many urban environments, and the subsequent large increase in the number of spatial locations at which NO~2~ is measured leads to improvements in predictive performance. The Bayesian geostatistical fusion model we proposed links the observed and modelled-PCM NO~2~ concentrations via a regression relationship, and is similar to existing downscaling models used in the literature ([@bib2; @bib3]). The model performs fine scale spatial NO~2~ predictions that are unbiased and have appropriate width prediction intervals. Thus, this modelling framework should be useful for predicting NO~2~ concentrations in other urban environments.

The results from this paper have illustrated three key points. Firstly, using the diffusion tube data in addition to the automatic monitoring data enhances the predictive performance of fine scale NO~2~ concentrations, compared to using the automatic monitors alone. This is evidenced by a 47% reduction in RMSPE when utilising both sources of NO~2~ concentrations. This reduction in RMSPE is due to the increase in the number of observations used, resulting in more accurate parameter estimation and lower uncertainty. Furthermore, the bias reduced by a factor of 10 and the coverage improved by 5% when using both sets of measured pollution data. The latter is important because using the monitoring data alone resulted in too much predictive uncertainty. Secondly, using the modelled-PCM concentrations lead to improved spatial prediction, as a model containing the modelled-PCM concentrations surpassed the model without the modelled-PCM concentrations, with RMSPEs of 0.257 and 0.276 respectively, which is an increase of 7%. Finally, it is important to allow for spatial autocorrelation in the data, as the RMSPE increased by 5% compared to the model that did not take into account spatial autocorrelation. Furthermore, Bayesian methods allow for better uncertainty quantification than likelihood based estimation, as the coverage probability is closer to the nominal 95% level. The model chosen allowed the effect of the modelled-PCM concentrations to vary across space which showed a slight improvement over the model that assumed the effect was constant (RMSPE of 0.255 compared to 0.258). The main difference between these two models is in the coverage probability which was closer to the 95% nominal level. In absolute terms, our results do not show large differences between a model without using the diffusion tubes and a model with the diffusion tubes, but a 47% increase in performance highlights the utility of our approach.

The methodology proposed here has a number of limitations. The temporal resolution for our study was yearly, and it would be desirable to be able to apply the same methodology to higher resolution time periods such as daily. However, the diffusion tube data are only available as monthly averages, preventing the use of our approach at finer temporal scales. Furthermore, we predict background NO~2~ concentrations using the modelled-PCM NO~2~ data at a 1 km resolution, and thus our predictions are background concentrations that do not include local sources such as roads. In addition, we cannot predict NO~2~ concentrations at a finer spatial scale as the modelled-PCM concentrations are only available at a 1 km resolution.

There are numerous opportunities for future work from this paper. Our modelling approach can be linked with land-use regression in order to incorporate local traffic sources and predict NO~2~ at finer spatial scales. A natural extension to our modelling approach would be to include a temporal dimension for predicting NO~2~ concentrations across time, by utilising data for successive years. Furthermore, given NO~2~ is highly correlated with other pollutants such as PM~10~, the diffusion tube data could be used as a covariate for making spatial predictions for other related pollutants. Finally, our future research goal is to use the predicted NO~2~ concentrations from this paper in a spatial health impact study, to quantify effects that exposure to NO~2~ has on human health.

Thank you to the editor and two referees for their constructive and helpful comments, which have improved the focus and content of this paper. FP and AL are part of the Measuring Health programme at the Social and Public Health Sciences Unit, University of Glasgow, funded by the Medical Research Council (MC_UU_12017/5) and the Chief Scientist Office of the Scottish Government Health and Social Care Directorate (SPHSU2).

![This map showcases the locations of the measured (automatic monitor and diffusion tube) NO~2~ data for 2006 with the outline of our West Central Scotland study region. Crosses denote diffusion tubes, and triangles denote automatic monitors.](gr1){#fig1}

![This map showcases the 2006 modelled-PCM NO~2~ (μgm^−3^) concentrations from an atmospheric dispersion model across West Central Scotland at a 1 km resolution.](gr2){#fig2}

![The top map shows the 2006 predicted NO~2~ (μgm^−3^) concentrations from Model 9 across West Central Scotland, while the bottom map shows the corresponding standard errors.](gr3){#fig3}

###### 

Summary statistics for the automatic monitoring and diffusion tube NO~2~ (μgm^−3^) data for 2006 across West Central Scotland.

                    Monitors   Diffusion tubes
  ----------------- ---------- -----------------
  Min               10.00      9.00
  25th Percentile   29.35      22.25
  Median            34.55      29.95
  Mean              38.31      31.63
  75th Percentile   42.50      38.00
  Max               89.00      86.10

###### 

Bias (μgm^−3^), RMSPE (μgm^−3^) and coverage probability (%) results for the nine models compared in this section. The top panel displays the results for three models with different estimation methods, while the bottom panel displays the results for the six Bayesian models containing differing covariate combinations.

  Model   Bias      RMSPE   Coverage
  ------- --------- ------- ----------
  1       0.010     0.257   93.089
  2       0.005     0.255   91.870
  3       −0.0001   0.271   93.902
                            
  4       0.356     0.545   95.122
  5       0.020     0.303   95.122
  6       0.011     0.258   93.496
  7       0.018     0.276   94.715
  8       0.009     0.255   94.715
  9       0.013     0.255   94.715

###### 

Posterior medians and 95% credible intervals (CI) for selected parameters of Model 1, which is the full Bayesian model with log modelled, monitor/tube and environment as covariates. The diffusion tubes were taken as the reference category for monitor/tube and kerbside was taken as the reference category for environment. Results are also shown for the spatial variance *σ*^2^, noise-to-signal ratio *ν*^2^ and spatial decay parameter *ρ*.

  Posterior median   Estimate   95% CI
  ------------------ ---------- ------------------
  Intercept          1.900      (1.564, 2.259)
  Log modelled       0.594      (0.459, 0.708)
  Monitor            0.125      (0.027, 0.238)
  Roadside           −0.150     (−0.258, −0.042)
  Rural              −1.021     (−1.585, −0.488)
  Special            −0.390     (−0.630, −0.147)
  Urban background   −0.531     (−0.659, −0.407)
                                
  *σ*^2^             0.057      (0.024, 0.077)
  *ν*^2^             0.232      (0.064, 1.819)
  *ρ*                12.852     (2.578, 53.946)

###### 

Bias (μgm^−3^), RMSPE (μgm^−3^) and coverage probabilities (%) for the leave-one-out cross-validation of applying Model 9 to the three different sources of data.

  Data source        Bias    RMSPE   Coverage
  ------------------ ------- ------- ----------
  Monitors           0.266   0.478   99.594
  Tubes              0.009   0.249   95.122
  Monitors & Tubes   0.013   0.255   94.715

###### 

Summary statistics for the 2006 modelled-PCM and predicted NO~2~ (μgm^−3^) concentrations from Model 9 with associated standard errors separately for urban and rural areas.

                    Modelled-PCM NO~2~   Predicted NO~2~   Standard errors
  ----------------- -------------------- ----------------- -----------------
  Urban areas                                              
  Min               3.207                112.570           0.273
  25th Percentile   7.985                18.300            0.332
  Median            11.680               22.650            0.336
  Mean              12.040               23.000            0.336
  75th Percentile   15.230               27.42             0.341
  Max               34.760               46.400            0.364
  Rural areas                                              
  Min               3.021                8.028             0.321
  25th Percentile   4.268                10.230            0.344
  Median            4.849                12.060            0.349
  Mean              5.575                13.020            0.349
  75th Percentile   6.207                14.060            0.353
  Max               18.090               32.090            0.387
