In the present work, an automated method to diagnose Congestive Heart Failure (CHF) using Heart Rate Variability (HRV) signals is proposed. This method is based on Flexible Analytic Wavelet Transform (FAWT), which decomposes the HRV signals into different sub-band signals. Further, Accumulated Fuzzy Entropy (AFEnt) and Accumulated Permutation Entropy (APEnt) are computed over cumulative sums of these sub-band signals. This provides complexity analysis using fuzzy and permutation entropies at different frequency scales. We have extracted 20 features from these signals obtained at different frequency scales of HRV signals. The Bhattacharyya ranking method is used to rank the extracted features from the HRV signals of three different lengths (500, 1000 and 2000 samples). These ranked features are fed to the Least Squares Support Vector Machine (LS-SVM) classifier. Our proposed system has obtained a sensitivity of 98.07%, specificity of 98.33% and accuracy of 98.21% for the 500-sample length of HRV signals. Our system yielded a sensitivity of 97.95%, specificity of 98.07% and accuracy of 98.01% for HRV signals of a length of 1000 samples and a sensitivity of 97.76%, specificity of 97.67% and accuracy of 97.71% for signals corresponding to the 2000-sample length of HRV signals. Our automated system can aid clinicians in the accurate detection of CHF using HRV signals. It can be installed in hospitals, polyclinics and remote villages where there is no access to cardiologists.
Introduction
Around the world, nearly 26 million people are living with Congestive Heart Failure (CHF) [1] . It is a pathophysiological condition in which heart is unable to provide sufficient blood supply to fulfill the requirements of the body [2] . It may be the result of structural or functional cardiac disorders. These disorders reduce the blood pumping ability of ventricles [3] . Dyspnea, edema and fatigue are the common symptoms of CHF [2, 3] . It is the last stage of several cardiac diseases namely; heart valve disease, Myocardial Infarction (MI) and dilated cardiomyopathy [4] . In many cases, CHF is not discernible. Moreover, CHF patients are more susceptible to sudden cardiac death [5] . Therefore, CHF must be diagnosed at an early stage. In this work, our aim is to develop such a system that can automatically distinguish the normal persons and CHF patients using Heart Rate Variability (HRV) signals.
HRV signals may carry useful information related to the nature of heart disease and are extracted from the Electrocardiogram (ECG) signals [6] . This is computed by noting the time interval between two consecutive R-peaks [6] . Visual detection of the variations present in these HRV signals can be a tedious work, and there is a possibility of the inaccurate classification of diseased and normal signals. Therefore, several studies have been carried out for automated detection of normal and abnormal HRV signals. Signal analysis techniques such as Empirical Mode Decomposition (EMD) and Discrete Wavelet Transform (DWT) are found useful to gather information from HRV signals [7, 8] . These signals have been widely used for diagnosing heart diseases. In [8, 9] , HRV signals are used to automatically diagnose Coronary Artery Disease (CAD). Moreover, HRV signals are used to analyze arrhythmia subjects [10] and for the risk prediction of cardiovascular diseases [11] . HRV signals of post MI patients are studied in [12] . These signals are also studied to investigate hypertension patients [13] and patients who are at the risk for sudden cardiac death [14] . These signals are also found useful in the detection of diabetes [15] [16] [17] .
In [18] , time domain analysis of HRV signals is performed, and it is concluded that CHF has an association with autonomic dysfunction. In [19] , frequency domain parameters, namely Very Low Frequency (VLF), Low Frequency (LF), High Frequency (HF), total power and the ratio of LF to HF powers, are computed from the HRV signals. The VLF power is found to be an independent risk predictor in CHF patients. Depressed HRV is observed in CHF patients as compared to healthy persons [20] . In [21] , the standard deviation of normal to normal beat intervals has shown the largest discrimination ability for normal and CHF subjects among nine long-term HRV measures. Significantly lower values of the normalized power of the LF component are observed in CHF patients [22] . Low Risk Patients (LRP) and High Risk Patients (HRP) of CHF are analyzed using HRV signals [23] . Frequency domain parameters computed from HRV signals are found depressed in HRPs, except LF/HF. In [24] , the authors have studied HRV in CHF subjects and observed lower values of standard HRV measures, except HF power. The low values of HRV parameters have a correlation with the functional severity of heart failure [24] .
HRV signals exhibit a nonlinear and non-stationary nature [6] . Hence, the analysis of HRV signals using linear methods and features may miss useful information. In [25] , the analysis of the nonlinear properties of HRV gives independent information in the risk stratification of patients with CHF. In [26] , complex Poincare plots are observed for the CHF patients. In [27] , linear and non-linear features are used to discriminate the LRP and HRP of CHF disease. The discrimination ability of non-linear features is found to be better than linear features. Various nonlinear features, such as Detrended Fluctuation Analysis (DFA) [4] , approximate entropy [28] and sample entropy [28] , are found to be effective in the analysis of CHF HRV signals.
In this work, we have analyzed the HRV signals of the CHF and normal subjects for three different signal lengths at different frequency scales. The Flexible Analytic Wavelet Transform (FAWT) [29, 30] is used to decompose the HRV signals up to the fifth level of decomposition. Decomposed sub-band signals are used to obtain different frequency scales of HRV signals. Accumulated Fuzzy Entropy (AFEnt) and Accumulated Permutation Entropy (APEnt) are computed from the signals at different frequency scales to measure the complexity of HRV signals at different frequency scales. A total of 10 different frequency scales are obtained in which five frequency scales are obtained by adding the lower frequency sub-band signals into the higher frequency sub-band signal, and the other five are obtained by adding the higher frequency sub-band signals into the lower frequency sub-band signal. Finally, the obtained features are ranked using the Bhattacharyya ranking method [31] and fed to the Least Squares Support Vector Machine (LS-SVM) classifier [32] . The steps followed in our work can be seen in Figure 1 .
The remaining part of the paper is organized as follows: Section 2 describes the HRV dataset used in the present work, the segmentation of the HRV dataset, FAWT-based accumulated entropies, the ranking method and classification. Section 3 and Section 4 present the obtained results and discussion part, respectively. Finally, the present work is concluded in Section 5. 
Methodology

HRV Dataset
In this work, we have used online available databases for CHF and normal subjects. For CHF patients, the BIDMC CHF dataset [33, 34] from PhysioBank (https://physionet.org/physiobank/ database/chfdb/) is used. The HRV signals of 15 CHF patients (11 males and 4 females) are used in this study. The age of the patients varies from 22 to 71 years for male subjects and from 54 to 63 years for female subjects. For normal subjects, two different datasets, MIT-BIH Normal Sinus Rhythm (NSR) [34] and Fantasia [34, 35] from PhysioBank, are used. From the MIT-BIH NSR dataset (https://physionet.org/physiobank/database/nsrdb/), we have obtained HRV signals of 18 subjects (5 males and 13 females). The age of male subjects ranges from 26 to 45 years, and for female subjects, age varies in between 20 and 50 years. From the Fantasia dataset (https://physionet.org/ physiobank/database/fantasia/), the HRV records of 40 subjects (20 young and 20 old) are obtained. The age variation of young subjects is 21 to 34 years, and for old subjects, it varies from 68 to 85 years. Information on RR-intervals is provided in text format in the PhysioBank. We have obtained RR-intervals directly from the PhysioNet. In this work, we did not eliminate the ectopic beats before the analysis. HRV signals are not resampled before the analysis.
Segmentation of HRV Signals
We have segmented the HRV signals into three different signal lengths: 500, 1000 and 2000 samples. Table 1 
Features Studied in This Work
Nonlinear features are found suitable for analysis of the HRV signals [6] . Therefore, nonlinear parameters, namely AFEnt and APEnt, are proposed as features to classify the CHF and normal HRV signals in this work. A brief explanation of these parameters is provided in the following sections:
Permutation Entropy
This measures the complexity of HRV signals, which is determined by comparing the permutation patterns present in the samples of the signal [36] . Its computation depends on sequence length e and delay time τ. A total number of e! permutations is possible for the selected value of e. If the probability of occurrence of the k-th permutation pattern is denoted by B k , then the Permutation Entropy (PEnt) can be computed as [36, 37] :
We have used this entropy due to its simplicity and robustness towards noise [37, 38] .
Fuzzy Entropy
The computation of Fuzzy Entropy (FEnt) measures the similarity that occurs in a HRV signal. For the computation of the FEnt, the following steps have to be performed [39] :
First, the sequences of length e are extracted from the HRV signal. 2.
Computation of the similarity degree S e jk between two sequences (j-th and k-th) using the fuzzy function [39] as follows:
where µ, f and g represent the fuzzy function, the gradient and the width of the fuzzy similarity boundary, respectively and s e jk is the maximum absolute difference of the two sequence lengths. 3.
Computation of ϕ e ( f , g) as follows [39] :
where P denotes the total number of samples present in the HRV signal.
4.
Finally, the FEnt can be computed as follows [39] :
FEnt measures the similarity using exponential function, and Approximate Entropy (AEnt) and Sample Entropy (SEnt) measure the similarity using a tolerance limit [39] . Thus, FEnt uses the soft boundary for similarity measurement, and AEnt and SEnt use the hard boundary for similarity measurement. The hard boundary introduces discontinuity, which may abruptly change the entropy values with slight changes in the tolerance limit [39] . In our work, f = 2, g = 0.2 [39] are selected. In recent studies, FEnt is used in automated diagnosis of CAD [40] .
FAWT-Based Accumulated Entropies
FAWT has an interesting property of analyzing the positive and negative frequencies separately using two high-pass channels in its Iterative Filter Bank (IFB) [29] . It also has a low-pass channel to analyze the low frequencies in its IFB. Separation of positive and negative frequencies allows one to select sampling rates arbitrarily in high-pass channels. This property makes the FAWT flexible by allowing one to control the Q-factor, dilation factor and redundancy [29] . This feature is not available in DWT. Moreover, the wavelet bases of FAWT are obtained in Hilbert transform pairs due to the separation of positive and negative frequencies [29] .
The low-pass filter can be represented by the following mathematical equations [29] :
where m and n are the parameters that control the sampling rate of the low-pass channel. The w s and w p denote the stop band and pass band frequencies of the low-pass filter and can be defined as [29] :
The other used filter is the high-pass filter and can be expressed mathematically as follows [29] :
where parameters in FAWT u and v control the sampling rate of high-pass channels. The other parameters are defined as follows [29] :
, w 1 = mπ nu and:
The θ(w) can be given by the following expression [29, 41] :
The perfect reconstruction filter bank in FAWT framework can be implemented by satisfying the following condition [29] :
Here, β is another parameter and related to the Q-factor as follows Q = 2 − β β . Redundancy is defined as the ratio of output samples to the input samples and can be expressed as [29] :
The values of the parameters used in the present work are m = 5, n = 6, u = 1, v = 2 and β = (0.8u)/v [30, 40, 42] . The 5th level FAWT-based decomposition of signals in Figure 2 is shown in Figure 3 . These figures are shown from the highest frequency sub-band signal to the lowest one. A 5 represents the approximation signal with a lower frequency components than D 1 to D 5 . FAWT has been used to detect CAD automatically in [40, 42] and to find faults in rotating machinery [30] . For implementation of FAWT, we have used the Matlab toolbox provided at http://web.itu.edu.tr/ ibayram/AnDWT/.
APEnt and AFEnt can be computed over cumulative sums of sub-band signals obtained by the decomposition of HRV signals using the FAWT method.
The APEnt can be defined as:
The AFEnt can be defined as follows:
where S i sub-bands can be expressed as:
when sub-band signals are combined from lower frequency to higher frequency. For the combination of sub-band signals from higher frequency to lower frequency, S i sub-bands can be given as:
We have selected τ = 2 in our work to compute the APEnt. In (13) and (14) Table 2 . In [43] , intrinsic mode functions obtained from the EMD method are utilized in combination from low to high frequency and high to low frequency for analyzing the postural time series. 
Ranking and Classification
Ranking methods are used to arrange features from higher discrimination ability to lower discrimination ability, and higher rank features can be selected to reduce the complexity without degrading the performance of the classifier [44] . In our work, the features are ranked using Bhattacharyya ranking method [31] . It is based on the Bhattacharyya distance to measure the discrimination ability of features in separating two classes [31] . These ranked features are applied to the LS-SVM classifier. It is the least square implementation of Support Vector Machine (SVM). In the SVM approach, a hyperplane is constructed in higher dimensional space for data separation corresponding to different classes [32] . The LS-SVM-based automated decision mathematically can be expressed as follows [32, 45] :
In the above expression, L(y, y m ) and α m denote a kernel function and Lagrangian multiplier, respectively, and y m is the m-th input vector, which has D-dimensions; b denotes the bias term; and w m is the target vector and M denotes the total number of data points. In the present work, the linear kernel, Radial Basis Function (RBF), polynomial and Morlet wavelet are selected as the kernel function of the LS-SVM classifier.
The mathematical expression of the linear kernel is given as [32] :
The RBF kernel in a mathematical way can be represented by the following expression [46] :
In (17), the parameter σ controls the width of the RBF kernel function.
For the polynomial kernel function, the mathematical expression can be given as [32] :
where r is the order of the polynomial kernel. The Morlet wavelet kernel can be defined by the following mathematical expression [47, 48] :
where l represents the scale factor of the Morlet wavelet kernel and D denotes the dimension of the feature set. In the present work, the classification performance measures, namely specificity, sensitivity and Accuracy (ACC) [49] , are computed to determine the effectiveness of the classifier. We have used the svmtrain and svmclassify MATLAB functions to train and test the classifier.
Results
In the present work, we have computed APEnt and AFEnt at different frequency scales. This dataset has the recordings of MIT-BIH NSR for normal subjects and the BIDMC dataset for CHF patients. This is the largest dataset among the four combination of datasets used in the present work. This selected dataset has 3420 normal segments and 3212 CHF segments of HRV signals. To find the suitable sequence length for AFEnt and APEnt, we have computed the classification accuracy at various sequence lengths for AFEnt and APEnt using the LS-SVM classifier. Classification accuracy for various sequence lengths can be seen in Table 3 for AFEnt and APEnt. From Table 3 , we can observed that AFEnt and APEnt show better performance for sequence length (e) three and four, respectively. For AFEnt and APEnt, the highest classification accuracy of 96.29% and 91.39% using Morlet wavelet kernel is obtained respectively. For further analysis, we have used sequence length three for AFEnt and sequence length four for APEnt.
Mean and Standard Deviation (SD) values of AFEnt for sequence length three and APEnt for sequence length four can be seen in Table 4 . We have also computed p-values using the Kruskal-Wallis test [50] to check the statistical significance of the features in order to discriminate normal and CHF HRV signals. This test recently has been used to check the discrimination ability of the features for analyzing the epileptic Electroencephalogram (EEG) signals [51] [52] [53] . We can observe in Table 4 that p-values are significantly low (p-value < 0.05) for all of the features. Further, we have applied the Bhattacharyya ranking method to rank the features. These ranked features can be seen in Table 5 . We can observe in Table 5 that AFEnt features achieve higher ranking as compared to APEnt features. In Table 5 , the indices (SH 1 to SH 5 and SL 1 to SL 5 ) represent the frequency-scaled signals from which AFEnt and APEnt are computed.
These ranked features are fed to the LS-SVM classifier by appending the next lower ranking features to the highest ranking feature up to 20 features. The accuracies of the ranked features with LS-SVM for different kernels (linear, RBF, polynomial and Morlet wavelet) are shown in Figure 6 . It can be observed from Figure 6 that the LS-SVM classifier achieved the highest accuracy for Morlet wavelet kernel with the first 18 features, for the polynomial kernel with the first 17 features and for the RBF kernel with the first 14 features. The classification accuracy with the linear kernel is highest for 20 features. The classifier is trained and tested using the ten-fold cross-validation method [54] , which was recently used in several studies for the training and testing of the classifier [55] [56] [57] . The best classification performance of LS-SVM in terms of specificity, sensitivity and accuracy for different kernels is provided in Table 6 . The maximum value of accuracy can be seen from Table 6 , which is 98.21% for Morlet wavelet kernel. 
Results for Unbalanced Dataset 2
This dataset includes the HRV signals from Fantasia (normal subject) and the BIDMC dataset (CHF patients). This dataset has 500 segments of normal and 3212 segments of CHF HRV signals. The p-values, mean and SD values of AFEnt and APEnt are given in Table 7 .
We can observe from Table 7 that p-values are significantly low (p-value <0.05) for all of the features, except AFEnt for SH 1 and APEnt for SL 5 and SL 4 . The classification accuracy of the LS-SVM classifier for the ranked features with the different kernels used in this work is shown in Figure 7 . For RBF, polynomial and Morlet wavelet kernels, the highest accuracy of classification is 97.33% with 19 features, 96.20% with 17 features and 97.31% with 20 features, respectively. For linear kernel, maximum classification accuracy is 90.38% from 20 features. The remaining classification parameters (specificity and sensitivity) are given in Table 6 . 
Results for Balanced Dataset 1
In this dataset, we use 500 HRV segments from the MIT-BIH NSR dataset of normal subjects and 500 HRV segments from the BIDMC dataset of CHF patients. Classification accuracies corresponding to the used number of features are presented in Figure 8 . The highest classification accuracies for linear, Morlet wavelet, RBF and polynomial kernels are 96.60% using 18 features, 99.4% using 15 features, 99.5% using 15 features and 98.4% using 11 features, respectively. Other computed classification parameters, namely specificity and sensitivity, are provided in Table 6 . 
Results for Balanced Dataset 2
This dataset has 500 normal HRV segments from the Fantasia dataset and 500 CHF HRV segments from the BIDMC dataset. Classification accuracies obtained for this dataset are shown in Figure 9 .
The highest values of sensitivity, specificity and accuracy obtained using LS-SVM for different kernels are summarized in Table 6 . 
Results with a Signal Length of 1000 Samples
For a signal length of 1000 samples, again, we have made four different combinations of dataset as described in Section 3.1. We have used the same parameters for AFEnt and APEnt and the same ranking method, classifier and kernel functions as in Section 3.1. The highest classification performances for different combinations of datasets for a signal length of 1000 samples can be seen in Table 8 . 
Results with a 2000-Sample Signal Length
We also have formed four different combinations of dataset for a signal length of 2000 samples as explained in Section 3.1. In this case, the same parameters are selected for AFEnt and APEnt. For this case, we have also applied the same ranking method, classifier and kernel functions as described in Section 3.1. For a signal length of 2000, the highest obtained values of sensitivity, specificity and accuracy are provided in Table 9 . 
Discussion
In the present work, we have analyzed the complexity of CHF and normal HRV signals at different frequency scales obtained using FAWT. The FAWT is applied to the CHF and normal HRV signals to decompose them into sub-band signals. We have used FAWT-based decomposition due to its flexibility to control the Q-factor (Q), redundancy and dilation factor [29, 30] . We have combined these sub-band signals so that we can observe the complexity of HRV signals at different frequency scales. For complexity measurement, AFEnt and APEnt are computed from different frequency scaled signals. We observed that AFEnt is more suitable to analyze the complexity of CHF and normal HRV signals, as it showed higher accuracy as compared to APEnt, and it can be seen in Table 3 . Most of the frequency scaled signals (except SH 1 and SH 2 in Table 4 ) showed lower mean values of AFEnt for CHF HRV signals. These results shows lower complexity of CHF HRV signals as compared to the normal HRV signals for most of the frequency scales. The reduced complexity of CHF HRV signals may be the reflection of the reduced parasympathetic modulation of heart rate [58] .
The comparison of our methodology with the other existing works is summarized in Table 10 . In [5] , the normal and CHF HRV signals are analyzed using the Poincare plot and time domain features. The positive predictive accuracy of 98.19% is achieved for time domain features with the Back Propagation Neural Network (BPNN) classifier. Time domain-and frequency domain-based features are computed to separate normal and CHF classes in [59] . The Classification And Regression Tree (CART) method provided 96.4% classification accuracy. The Detrended Fluctuation Analysis (DFA)-based features with SVM yielded 96% classification accuracy to discriminate normal and CHF HRV signals in [4] . In [60] , the authors have studied time domain features, frequency domain features and bispectrum features to analyze HRV signals of CHF and normal subjects. They incorporated Genetic Algorithm (GA) and SVM classifier in their method and obtained 98.79% classification accuracy. In [61] , the standard HRV measures, nonlinear parameters and wavelet-based measures are used to distinguish CHF and normal HRV signals. They achieved 91.56% accuracy using 27 selected features with the SVM classifier. Two balanced and two unbalanced datasets of HRV signals (CHF and normal subjects) are studied in [58] . First, the signals are decomposed using the EMD method; then, 13 non-linear parameters are computed from these decomposed intrinsic mode functions. They In this work, we have analyzed the HRV signals of CHF and normal subjects with 500, 1000 and 2000 sample lengths, while the authors in [58] have used a 2000 sample length in their study. We have achieved better classification accuracy with less features as compared to [58] . The computational complexity of our method is lesser than [58] , as we have computed only two parameters (AFEnt and APEnt), while [58] have computed 13 non-linear parameters. Moreover, we have also achieved good classification accuracies for a 1000-sample signal length and a 500-sample signal length. Therefore, our methodology is suitable for short-term HRV signals, which can provide great help to the doctors and clinicians during their diagnosis of CHF patients. The proposed methodology requires HRV signals of a small length as compared to [58] , which is desired in biomedical signal recording.
The limitation of our work is that we have used only 15 CHF subjects in this study. Our developed algorithm needs to be tested with a huge dataset before clinical usage. Furthermore, the kernel parameters need to be selected automatically to achieve the highest performance instead of trial and error selection. 
Conclusions
In this work, the CHF and normal subjects are analyzed using 500, 1000 and 2000 samples of HRV signals. The AFEnt and APEnt are computed at different frequency scales of HRV signals (CHF and normal class). To get the different frequency scales of HRV signals, we have used the sub-band signals obtained by the decomposition of HRV signals using the FAWT method. The HRV signals are decomposed up to the fifth level. Our methodology performed well for all three signal lengths of HRV signals. We have tested our methodology with two combinations of unbalanced and balanced datasets. The presented method performed significantly well for all four combinations of datasets. Moreover, we have used the LS-SVM classifier with 10-fold cross-validation method and tested it with four different kernels (linear, RBF, polynomial and Morlet wavelet), which increases the robustness of our method. This method may assist clinicians in the faster diagnosis of CHF patients and to provide timely treatment. Thus, it may be a useful tool in improving the quality of life of CHF-affected patients.
