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In this paper, we provide the two-body exact solutions of two dimensional (2D) Schro¨dinger
equation with isotropic ±1/r3 interactions. Analytic quantum defect theory are constructed base
on these solutions and are applied to investigate the scattering properties as well as two-body bound
states of ultracold polar molecules confined in a quasi-2D geometry. Interestingly, we find that for
the attractive case, the scattering resonance happens simultaneously in all partial waves which has
not been observed in other systems. The effect of this feature on the scattering phase shift across
such resonances is also illustrated.
I. INTRODUCTION
In recent years, great progress has been made in the
production of ultracold polar molecules thanks to the de-
velopment of stimulated Raman adiabatic passage (STI-
RAP) technique [1, 2]. Extensive experimental and the-
oretical efforts have been devoted to exploring the pro-
duction of dipolar gases and to revealing exotic quantum
phases resulting from the anisotropic nature and long-
range character of the dipolar interaction [3–8]. In three
dimensions, the system is usually suffered from large
chemical reaction rate leading to a very short life time
[9–11]. The reaction rate, however, can be greatly sup-
pressed by confining the system to lower dimensionality
and makes it possible to realize a stable quantum many-
body system [12]. As a result, a lot of efforts have been
made in order to understand both two-body and many-
body properties of dipolar quantum gases in two or one
dimensional geometries [4, 13–25]. However, up to now,
few analytical results are known even in the simple two-
body problems due to the existence of long range 1/r3
tail in the interaction potential.
In this paper, following a similar method developed for
the three dimensional scattering problem under repul-
sive 1/r3 and attractive 1/r6 interaction [26], we present
exact solutions, in the form of a generalized Neumann
expansion, for the 2D quantum scattering problem with
either repulsive or attractive isotropic 1/r3 interactions.
Both cases are relevant for current polar molecule ex-
perimental setups [14, 20]. With the help of these exact
solutions, we will construct the analytic quantum defect
theory (QDT) [27–30] for realistic dipolar scattering in
the quasi-2D confinement and investigate the correspond-
ing scattering properties as well as the two-body bound
states.
We start in Sec. II by summarizing the explicit form of
our exact solutions and also give the long range and short
range asymptotic behavior analytically. In Sec. III, to be
more self contained, we briefly review the general scat-
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tering formula in 2D and provide the definition of phase
shift and cross sections. In Sec. IV, we first introduce
the experimental setups under our consideration for two
different kinds of dipole-dipole scattering in quasi-2D ge-
ometry. Then we construct the analytic QDT for these
two cases and present our results on the scattering prop-
erties. Finally, we conclude ourselves in Sec. V.
II. SOLUTIONS OF THE SCHRO¨DINGER
EQUATION
We consider the Schro¨dinger equation for ±1/r3 type
potentials in two spacial dimensions satisfied by the ra-
dial wave function ψm(k, r):[
− d
2
dr2
+
m2 − 1/4
r2
± D
r3
− ε
]
um(r) = 0, (1)
where um(r) = ψm(k, r)/
√
r, D = µd2/~2 is the dipolar
length with µ and d being the reduced mass and dipole
moment, ε = 2µε/~2 = k2 with ε and k the scattering
energy and wave number, and m~ is angular momentum.
The solutions for the three dimensional version of this
type of equation are already provide in the repulsive case
[26]. We find that the method used in [26] can be easily
generalized to two spacial dimensions as well as to the
attractive case and we will present the explicit form of
our exact solutions to Eq. (1) in the following part of this
section.
We found that there exists a pair of linearly indepen-
dent solutions with energy-independent asymptotic be-
haviors near the origin (r ≪ D). The explicit form can
be written as
u+1εm(r) =
G−1εm(−ν)ξ+εm(r)−G−1εm(ν)η+εm(r)
sin 2piν
, (2)
u+2εm(r) = −G−1εm(−ν)ξ+εm(r)−G−1εm(ν)η+εm(r), (3)
u−1εm(r) =
−G−1εm(−ν)ξ−εm(r)+G−1εm(ν)η−εm(r)
2 sinpiν
, (4)
u−2εm(r) =
G−1εm(−ν)ξ−εm(r)+G−1εm(ν)η−εm(r)
2 cospiν
. (5)
Here and below the plus and minus signs on the super-
scripts correspond to the repulsive and attractive inter-
2actions, respectively. Functions ξ±εm(r) and η
±
εm(r) in (2)-
(5) are another pair of linearly independent solutions that
takes the form of a generalized Neumann expansion:
ξ±εm(r) =
∞∑
n=−∞
r1/2b±n Jν+n(kr), (6)
η±εm(r) =
∞∑
n=−∞
(−1)nb±n r1/2J−ν−n(kr), (7)
where
b±j = (±∆)j
Γ(ν)Γ(ν−m+1)Γ(ν+m+ 1)
Γ(ν+j)Γ(ν−m+j+1)Γ(ν+m+j+1)cj(ν),
(8)
b±−j = (±∆)j
Γ(ν−j+1)Γ(ν−m−j)Γ(ν+m−j)
Γ(ν+1)Γ(ν−m)Γ(ν+m) cj(−ν),
(9)
with j being a positive integer, ∆ = kD/2 and
cj(ν) = Q(ν + j − 1)Q(ν + j − 2) · · ·Q(ν)b0. (10)
The coefficient b0 is a normalization constant which can
be set to 1, and Q(ν) is given by a continued fraction
Q(ν) =
1
1− εs Q(ν+1)(ν+1)[(ν+1)2−m2](ν+2)[(ν+2)2−m2]
, (11)
where εs is a scaled energy defined as
εs ≡ ∆2 = 1
4
ε
(~2/2µ)(1/D2)
. (12)
The Gεm(ν) function in (2)-(5) is defined as
Gεm(ν) = ∆
−ν Γ(1 +m+ ν)Γ(1 −m+ ν)
Γ(1− ν) C(ν), (13)
where C(ν) = limj→∞ cj(ν).
Finally, ν is a root of a characteristic function
Λm(ν, εs) ≡
(
ν2 −m2
)
− εs
ν
[
Q¯(ν) − Q¯(−ν)
]
, (14)
where Q¯(ν) is defined as
Q¯(ν) =
Q(ν)
(ν + 1)[(ν + 1)2 −m2] . (15)
The solution of ν for Λm(ν, εs) = 0 could either be real or
complex depending on the scattering energy and angular
momentum.
The pair of solutions u±1εm and u
±2
εm have been defined in
such a way that they have energy-independent behavior
near the origin (r ≪ D), which are given as
u+1εm(r) → r3/4
√
1
pi
√
D
e−2
√
D
r , (16)
u+2εm(r) → −r3/4
√
1
pi
√
D
e2
√
D
r , (17)
u−1εm(r) → r3/4
√
1
pi
√
D
sin
(
2
√
D
r
− pi
4
)
, (18)
u−2εm(r) → r3/4
√
1
pi
√
D
cos
(
2
√
D
r
− pi
4
)
, (19)
for both positive and negative energies. Note that the
solution u+1εm approaches zero exponentially in the limit
r → 0 and thus is the physical solution for pure repulsive
1/r3 interaction.
For positive scattering energy ε > 0, the asymptotic
behaviors of u±1εm, u
±2
εm as r →∞ are given as
u±1εm(r) →
1√
2pik
[
Z±11 sin
(
kr− lpi
2
)
− Z±12 cos
(
kr− lpi
2
)]
,
(20)
u±2εm(r) →
1√
2pik
[
Z±21 sin
(
kr− lpi
2
)
− Z±22 cos
(
kr− lpi
2
)]
,
(21)
where l = m − 1/2. The matrix Zij are dimensionless
functions of m and scaled energy εs which can be ob-
tained analytically as
Z+11 =
2
sin 2νpi
[ αεm
Gεm(−ν)−
αεm cospiν + βεm sinpiν
Gεm(ν)
]
,
(22)
Z+12 =
2
sin 2νpi
[ βεm
Gεm(−ν)−
βεm cospiν − αεm sinpiν
Gεm(ν)
]
,
(23)
Z+21 = −2
[ αεm
Gεm(−ν) +
αεm cospiν+βεm sinpiν
Gεm(ν)
]
(24)
Z+22 = −2
[ βεm
Gεm(−ν) +
βεm cospiν−αεm sinpiν
Gεm(ν)
]
, (25)
Z−11 =
1
sin νpi
[ −αεm
Gεm(−ν) +
αεm cospiν+βεm sinpiν
Gεm(ν)
]
,
(26)
Z−12 =
1
sin νpi
[ −βεm
Gεm(−ν) +
βεm cospiν−αεm sinpiν
Gεm(ν)
]
,
(27)
Z−21 =
1
cos νpi
[ αεm
Gεm(−ν) +
αεm cospiν+βεm sinpiν
Gεm(ν)
]
,
(28)
Z−22 =
1
cos νpi
[ βεm
Gεm(−ν) +
βεm cospiν−αεm sinpiν
Gεm(ν)
]
,
(29)
3where
αεm = cos[pi(ν −m)/2]Xεm − sin[pi(ν −m)/2]Yεm,(30)
βεm = sin[pi(ν −m)/2]Xεm + cos[pi(ν −m)/2]Yεm,(31)
and Xεm, Yεm are defined as
Xεm =
∞∑
n=−∞
(−1)nb2n, (32)
Yεm =
∞∑
n=−∞
(−1)nb2n+1, (33)
These dimensionless Z+ij functions are the key quantities
to calculate the scattering phase shifts which will be clear
later.
For negative energy ε < 0, u±1εm, u
±2
εm have the following
asymptotic behaviors as r →∞
u±1εm(r) →
1√
2piκ
(
W±11e
κr +W±12e
−κr
)
, (34)
u±2εm(r) →
1√
2piκ
(
W±21e
κr +W±22e
−κr
)
, (35)
where the κ =
√−ε¯ and Wij are also dimensionless func-
tions of m and εs:
W+11 = −
Dm
sin 2piν
[
1
iνGεm(ν)
− 1
i−νGεm(−ν)
]
, (36)
W+12 = −
Em
2 cospiν
[
1
iνGεm(ν)
+
1
i−νGεm(−ν)
]
, (37)
W+21 = −Dm
[
1
iνGεm(ν)
+
1
i−νGεm(−ν)
]
, (38)
W+22 = −Em
[
1
iνGεm(ν)
− 1
i−νGεm(−ν)
]
sinpiν, (39)
W−11 =
Dm
2 sinpiν
[
1
iνGεm(ν)
− 1
i−νGεm(−ν)
]
, (40)
W−12 =
1
2
Em
[
1
iνGεm(ν)
+
1
i−νGεm(−ν)
]
, (41)
W−21 =
1
2
Dm
cospiν
[
1
iνGεm(ν)
+
1
i−νGεm(−ν)
]
, (42)
W−22 =
1
2
Em
[
1
iνGεm(ν)
− 1
i−νGεm(−ν)
]
tanpiν,(43)
where we have defined
Dm =
∞∑
n=−∞
inbn, (44)
Em =
∞∑
n=−∞
(−i)nbn. (45)
Another important function which is usually called the
χ function is defined as
χ±m(εs) =W
±
11/W
±
21. (46)
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FIG. 1: Potential curve (upper panel) and corresponding
quantum defect Kc (lower panel) for two model poten-
tials V+(r) (left collum) and V−(r) (right collum). ED =
~
2/(mD2) is the characteristic energy scale associate with the
dipole length D.
This function is useful in determining binding energy of
the two-body bound state which will be clear in the fol-
lowing sections.
Finally, from the asymptotic behavior as r → 0 given
in (16)-(19), it is easy to show that the solution pairs
have the Wronskian given by
W (u+1εm, u
+2
εm) = −
2
pi
, W (u−1εm, u
−2
εm) =
1
pi
, (47)
Since the Wronskian is a constant that is independent
of r, the asymptotic forms of solutions at large r should
give the same result, which requires
det(Z+) = Z+11Z
+
22 − Z+12Z+21 = 4, (48)
det(Z−) = Z−11Z
−
22 − Z−12Z−21 = 2, (49)
det(W+) = W+11W
+
22 −W+12W+21 = −2, (50)
det(W−) = W−11W
−
22 −W−12W−21 = −1. (51)
These relationships have been verified in our calculations
which provides a nontrivial check for our solution.
III. GENERAL SCATTERING THEORY OF
TWO-BODY PROBLEM IN TWO DIMENSION
In this section, to make our following discussions more
self contained, we will briefly review the general theory of
purely 2D elastic scattering under arbitrary interaction
potential that decays faster than 1/r2. At inter-particle
distance r →∞ the wave function of two distinguishable
colliding atoms is represented as a superposition of the
4incident plane wave and scattered circular wave
ψk(r) ≃ eik·r + f(k, θ)e
ikr
√
r
, (52)
where k is the relative momentum of the two particles
under scattering, f(k, θ) is the scattering amplitude and
θ is the angle between r and k.
When expanding in the partial wave channels, we have
ψk(r) =
∞∑
m=−∞
ψm(k, r)e
imθ (53)
f(k, θ) =
∞∑
m=−∞
fm(k)e
imθ (54)
where fm(k) and ψm(k, r) are m−wave scattering ampli-
tude and radial wave function, and we have
ψm(k, r) = ψ
0
m(k, r) + fm(k)
eikr√
r
(55)
where ψ0m(k, r) = i
mJm(kr) ism partial wave component
of incident plane wave eik·r. Finally, using the asymp-
totic form of Bessel function Jm(x) in the x→∞ limit:
Jm(x) →
√
2
pix
sin
(
x− lpi
2
)
(56)
where l = m− 1/2, and thus we have
ψm(k, r) → im
√
2
pikr
[
sin
(
kr − lpi
2
)
− fm(k)
4
ei(kr−lpi/2)
]
∝ sin
[
kr − lpi
2
+ δm(k)
]
(57)
where δm(k) is the m partial wave scattering phase shift
which is related to scattering amplitude as
fm(k) =
√
2i
pik
1
cot δm(k)− i (58)
The 2D total and partial cross section for two distinguish-
able particles are thus given as
σ(k) = σ0(k) + 2
∞∑
m=1
σm(k) (59)
σm(k) = 2pi|fm(k)|2 = 4
k
sin2 δm(k) (60)
In the case of identical particles, the scattering wave
function in Eq. (52) should be symmetrized(anti-
symmetrized) for bosons(fermions) and the cross sections
have an extra factor 2 in the r.h.s. of Eq. (60). In this
case, only even(odd) partial wave has nonzero contribu-
tions for bosonic(fermionic) particles.
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FIG. 2: Scattering phase shifts (left pannel) and cross sections
(right pannel) of pure repulsive 1/r3 interaction for the first
four partial waves.
IV. QUANTUM DEFECT THEORY FOR
QUASI-2D DIPOLE-DIPOLE SCATTERING
We consider two different cases of dipole-dipole scat-
tering when two polar molecules are strongly confined
along z−axis with a confining length a⊥ ≪ D, while
moving freely in the x − y plane. Case I : by applying
a strong static electric field perpendicular to the x − y
plane, all dipole moments are aligned along z−axis. In
this case the interaction between two polar molecules has
an isotropic repulsive D/r3 tail [13]. Case II : one imple-
ments a strong electric field fast rotating within the x−y
plane and thus generates a fast rotating dipolar moment
in each polar molecule. In this case, the dipole-dipole
interaction has an isotropic attractive −D/r3 tail [20].
In both cases, the inter molecular interaction will only
deviate from the simple ±D/r3 form at short distance
when r . a⊥ ≪ D [13]. As a result, the effect of this de-
viation can be encoded in a simple short range boundary
condition [27–30]. This justifies the implementation of
quantum defect theory which will be constructed below.
For any two dimensional interaction with a long range
±D/r3 tail, the radial part of scattering wave function
in m-partial wave channel with energy ε can be generally
written as ψm(k, r) = uεm(r)/
√
r with uεm(r) given as
uεm(r) = Aεm[u
1
εm(r) −Kcu2εm(r)] (61)
where Kc is usually called the quantum defect. At posi-
tive scattering energy, combining the asymptotic behav-
ior of u1,2εm(r) given in (20), (21) with the definition of
phase shift in (57), one immediately obtains the phase
shift as
Km ≡ tan δm = K
cZ22 − Z12
Z11 −KcZ21 . (62)
As for two-body bound states, one should use the
asymptotic behavior at negative energy as given in (34)
and (35). Since a physical bound state must decay ex-
ponentially at large r, the binding energy Eb can be de-
termined by requiring the coefficient the of eκr term in
uεm(r) to vanish. This leads to the following equation
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FIG. 3: Phase shifts of first four partial waves for −D/r3 interaction across the scattering resonance. Solid lines refer to exact
results from Eq. (70) while open circles are from low energy expansion in Eq. (71)-(74).
for Eb
χm(εs) = K
c (63)
where the χm(εs) has been defined earlier in Eq. (46).
As analyzed above, since the interacting potential only
deviate from ±D/r3 within some short distance r0 ≪ D,
Kc will be determined by the boundary condition at r0
which is insensitive to neither energy nor angular mo-
mentum. In Fig. 1 we first illustrate how Kc changes
with the short range behavior of interacting potentials.
We consider two different model potentials V±(r) with
±D/r3 tails but truncated at r0 as shown in Fig. 1(a)
and (b). For V+(r) = −V0θ(r0−r)+θ(r−r0)D/r3 we fix
r0 at 0.1D and change the short range potential depth
V0, while for V−(r) = +∞θ(r0 − r) − θ(r − r0)D/r3 we
just change the truncation radius r0 at which a hard wall
boundary condition is implemented.
From Fig. 1, one can see that Kc has very different
behaviors as one tunes the short range behaviors of the
potential with repulsive and attractive 1/r3 tail. In the
repulsive case, as shown in Fig. 1(c), Kc is nearly zero ev-
erywhere except in the vicinity of some extremely narrow
shape resonances. This behavior is mainly due to the ex-
istence of a large repulsive barrier which makes the wave
function almost unaffected by the short range attractive
part of the potential. In contrast, for potential with an
attractive tail the value of Kc changes significantly and
experiences a sequence of much wider resonances as one
tunes the short range behavior, see 1(d). As a result, for
the repulsive case, we will only consider the scattering in
pure repulsive limit corresponding to Kc = 0, while for
the attractive case, we investigate both scattering and
bound state properties across a shape resonance where
Kc can be tuned from −∞ to ∞.
A. Scattering for pure repulsive 1/r3 potential
In this case, one can set Kc = 0 and the phase shift is
given as
tan δ+m = −
Z+21
Z+11
. (64)
In Fig. 2, we show the results of phase shift and partial
cross section for the first four partial waves. One can see
6clearly that, in the low energy regime kD ≪ 1 the s-wave
channel completely dominates over higher partial waves,
while at higher energy when kD & 1 all partial waves
has non-negligible contributions. At very low scattering
energy, the asymptotic behavior of phase shift can be
obtained analytically from our exact solution. Below we
provide the low energy expansion of tan δ+m for the first
a few partial waves:
tan δ+0 ≃
pi
2
1 + (4/pi)ks ln(ksa¯
+
0 )
ln(ksa¯
+
0 )− piks
(65)
tan δ+1 ≃ −
2ks
3
[
1 +
3pi
16
ks ln(ksa¯
+
1 )−
4
5
k2s
]
(66)
tan δ+2 ≃ −
2ks
15
(
1− pi
32
ks +
52
1575
k2s
)
(67)
tan δ+3 ≃ −
2ks
35
(
1− pi
128
ks +
236
99225
k2s
)
(68)
where ks = kD, a¯
+
0 = exp(3γ)/2 is simply the dimen-
sionless 2D s-wave scattering length and a¯+1 = exp(3γ −
11/12)/2 with γ being the Euler’s constant. For allm > 0
partial waves, the leading order behavior agrees with that
from the first order Born approximation:
tan δ+m ≃ −
2ks
4m2 − 1 , (69)
while the sub leading terms in Eq. (65)-(68) are new
in this work. These analytic expressions provide very
good estimation for the phase shifts at low energy ks . 1
as shown in Fig. 2 (dashed lines) and will be useful in
many-body calculations [20].
B. Scattering and bound state for interaction with
an attractive −1/r3 tail
In this case, a quantum defect Kc is required to fix
the scattering property as well as the bound states. The
m−partial wave scattering phase shift is given by Eq.
(62) as
tan δ−m =
KcZ−22 − Z−12
Z−11 −KcZ−21
, (70)
In Fig. 3, we show the scattering phase shift for the first
four partial waves at different quantum defect Kc.
Below we provide the low energy expansion of tan δ−m
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FIG. 4: Binding energy for the first four partial waves where
(a)-(d) refers to m = 0− 4. Solid line, open squares and open
circles refer to numerical solution of (77), analytic formulas
(78)-(81), and the leading s-wave behavior Eb = −1/a
2
0.
for the first a few partial waves:
tan δ−0 ≃
pi
2
1− 4piks ln |ksa¯−0 |
ln |ksa¯−0 |+ piks
(71)
tan δ−1 ≃
2ks
3

1− 3pi16 ln |ksa¯−1 |+ 45ks
1−
(
ln2 |ksa¯
−
1
|
8 −Bc
)
k2s
ks

 (72)
tan δ−2 ≃
2ks
15

1 + pi32+ 521575ks
1 +
ln |ksa¯
−
2
|
120 k
2
s
ks

 (73)
tan δ−3 ≃
2ks
35

1 + pi128+ 23699225ks
1 +
ln |ksa¯
−
3
|
1120 k
2
s
ks

 (74)
where a¯−m = exp(3γ − piKc − βm)/2 with β0 = 0, β1 =
11/12, β2 = 23/6 and β3 = 243/40. Comparing with the
threshold behavior of phase shift for an s-wave contact
interaction, one can see that the s-wave scattering length
is still well defined through Eq. (71) and is given as
a0 = a¯
−
0 D. The constant B
c is related to Kc as
Bc =
199
1152
+
5 + 12(Kc)2
96
pi2. (75)
Again, the leading order behavior agrees with that from
the first order Born approximation for all m > 0 partial
waves:
tan δ−m ≃
2ks
4m2 − 1 . (76)
The sub leading k2s ln |ksa¯−1 | term in Eq. (72) also agrees
with an earlier result obtained from a perturbative ap-
proach in [20].
7As for two-body bound states, the binding energy for
m partial wave is determined by
χ−m(εs) = K
c. (77)
The low energy expansion for χm leads to the following
approximate equation for the near threshold binding en-
ergy Eb = −κ2 in the limit −Kc ≫ 1:
For s-wave, the binding wave number κ satisfies
Ωκ
pi
−[2Ωκ(Ω2κ+pi2)+15−18ζ(3)](1+2κs)κ2s4pi ≃Kc
(78)
where κs = κD, Ωκ = ln(κse
3γ/2), and ζ(s) is the Rie-
mann Zeta function. The leading order behavior in the
limit a0 → ∞ is simply Eb = −1/a20. This is consistent
with the fact that the s-wave scattering length is well de-
fined through low energy behavior of m = 0 phase shift.
For higher partial waves, we find:
E
(1)
b ≃
8
piKct
(
1 +
ln t
t− 1
)−1
(79)
E
(2)
b ≃
120
piKc
(80)
E
(3)
b ≃
1120
piKc
(81)
where t = ln |piKc/2|−6γ+11/6 and E(m)b refers to bind-
ing energy for m partial wave. In Fig. 4, we show the
results for the first a few bound states from numerically
solving (77) and compare with the analytic formulas in
Eq. (78)-(81). From these analytic behaviors for near
shreshold binding energy, one can clearly see that the
scattering resonances happen at Kc → ∞ for all partial
waves, at which a zero energy bound state appears for
each partial wave channel. This resonant feature is also
reflected in the scattering phase shifts as a rapid phase
change at low scattering energy near the resonance, as
illustrated in Fig. 3. It takes place at large negative and
large positive value of Kc for s-wave and higher partial
waves, respectively. The location of this phase change
corresponds to the pole of Eq. (71)-(74), which for s-wave
simply gives to k ∼ 1/a0. Such features in two-body scat-
tering phase shift suggests that near the scattering reso-
nance, the non-zero partial waves may still have impor-
tant contribution to the many-body interaction energy
even in the dilute regime when nD2 ≪ 1 where n is the
particle density. Such influences in many-body physics
will be left for future studies.
V. CONCLUSION
In this work, we for the first time present analytical so-
lutions for 2D Schro¨dinger equation with both repulsive
and attractive inverse cubic interactions. We constructed
quantum defect theory base on these solution, and in-
vestigated the scattering properties and two-body bound
states of two polar molecules confined in quasi-2D geom-
etry with two different experimental setups. We provide
both exact numerical and simple analytic low energy for-
mula for the phase shifts and two-body binding energies,
which could be useful in future many-body studies. In the
attractive case, we identified a resonant feature that took
place simultaneously in all partial wave channels which
could have important effects in corresponding many-body
system.
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