A formal approach to distributed supervisory control synthesis for automated manufacturing systems is presented in this paper. The discrete manufacturing system (plant) is modeled with automata in a modular way and local control specifications are defined for each local subsystem by means of logical equations in order to construct local supervisors. To establish global control, global specifications are defined as logical combinations to ensure coordination and interaction between the different subsystems. Formal algorithms for the intersection between local controllers and global constraints are proposed. We refer to the resultant controllers as Distributed Controllers (DCs). The formulation of the problem and the control synthesis algorithms are applied to an experimental manufacturing system.
INTRODUCTION
Engineers and designers over the past few decades, deal with increasingly complex technical systems. Systems found in a variety of application area such as communication networks; automated manufacturing systems; air traffic systems; control systems in automobiles; transportation systems; and so on, are viewed as Discrete Event Systems (DES). Dynamics of DES are characterized by asynchronous occurrences of discrete events (Cassandras and Lafortune, 2008) .
The work presented in this paper is interested in Automated Manufacturing Systems (AMS) which are a class of DES used to produce quality products faster and more efficiently or to perform services. To help the designer in the analysis, design, validation, implementation, control and optimization of AMSs two types of methods are possible: Verification and Validation (V&V) and Synthesis. V&V methods consist of checking that an AMS meets the requirements and specifications and that it achieves its envisioned purpose. These methods implement the automatic demonstration or model-checking (Baier and Katoen, 2008; Biallas et al., 2011) . Synthesis methods (Ramadge and Wonham, 1987; Hietter et al., 2008) consist of constructing models of the system together with the expected properties in order to obtain a control model which meets the specified properties. Among synthesis methods, the Supervisory Control Theory (SCT) initiated by Ramadge and Wonham (Ramadge and Wonham, 1987) has considerably enhanced results in the DES domain. It provides formal control architectures based on properties such as controllability, observability, safety, liveness, and lately, diagnosability. The objective of the SCT is to define (synthesize) a supervisor that disables the occurrence of a set of events in such a way that the supervised DES behaves in accordance with the considered specifications. It is basically supported by automata and formal language models (Hopcroft et al, 2006) . Two main problems compete against its applicability in the industrial world. The first concerns the state-space explosion, i.e. the computation of real system models becomes challenging given their large size. The second concerns the models interpretation, i.e. even if the computation is succeeded, the understanding of large models is difficult.
In this paper, we propose a distributed synthesis approach that avoids composition between modular components. It eliminates the problem of combinatorial explosion of the state space and reduces the size of supervisors. The proposed distributed supervisory control architecture shown in (Fig.1) is divided into two parts: (a) the supervisory control of a DES according to the SCT and (b) the offline distributed control synthesis and implementation approach. The supervisory control of a DES part is constituted of the discrete event system (Plant) to be controlled, the control system, the sensor signals considered as outputs from the DES and as inputs to the control system, and the control actions, considered as outputs from the control system and as inputs to the DES. The second part (the offline distributed control synthesis and implementation approach) is based on three main steps: (i) the local control synthesis, (ii) the global control synthesis and (iii) the interpretation of the synthesized control into Grafcet (IEC, 2013) for implementation purpose. The first step aims to synthesize local modular controllers from the plant and the behavioral specifications models. In this step the entire operation physically realizable by the system is modeled in a modular way according to its mechanical characteristics (sensors/actuators). Local safety and liveness constraints are expressed as logical equations in Boolean algebra. means of the local synthesis algorithm proposed in (Tajer et al., 2013) . The second step proposes novel algorithms of global distributed control synthesis. These algorithms consider the local controllers (LCs) of the corresponding Plant Elements (PEs) and a set of global constraints in order to build Distributed Controllers (DCs). The third step provides an interpretation method consisting of translating the synthesized DCs into Grafcet (IEC, 2013).
The remainder of the paper is organized as follows. In Section 2, mathematical preliminaries about the SCT are explained together with some basic important concepts that must be known so that to understand the essence of this work. In Section 3 we detail the concepts of the global control synthesis approach and we provide two algorithms for computing the DCs. The approach is then applied to an experimental manufacturing system in Section 4. Finally, Section 5 summarizes the results of the paper and gives conclusions and some perspectives.
PRELIMINARIES

Supervisory control theory
The main objective of the SCT initiated by Ramadge and Wonham (RW) (Ramadge and Wonham, 1987) was to extend control theory concepts and notions for continuous systems to the DES. The originality of the RW model lies in the separation of the free behavior of the system modeling the entire operation physically realizable by the process (open loop operation) and the desired behavior (closed loop operation). In SCT, a system is assumed to evolve spontaneously. It executes sequences of events which describe its behavior, and engenders a language constructed by the alphabet of events. Events are divided into two disjoint sets, the controllable events and uncontrollable events. The SCT aims to synthesize supervisor(s) whose purpose is to disable the occurrence of controllable events in such a way to impose the supervised system to behave according to certain specifications. It provides formal methods and algorithms for the automatic synthesis of supervisory controllers from given specifications. In some DES applications, several independent processes can be considered simultaneously. To combine two DES (A and B) into one single more complex DES, i.e. C = A||B, a procedure called synchronous product is used. In the resulting automaton, common events occur synchronously, while the other events occur asynchronously.
As mentioned before, the set of events Σ is divided into two disjoint sets, the set of controllable events Σ c and the set of uncontrollable events Σ uc . The supervisor can disable only controllable events and has no effect on uncontrollable events. The existence of a supervisor is guaranteed if the specified language satisfies the following controllability
is the physically possible behavior and K is a desired behavior. This condition denotes that K is controllable, if for any sequence of events w that starts from a sequence that is already a prefix of K (wK), the occurrence of an uncontrollable event does not lead the sequence out of the desired behavior K.
Local synthesis approach
In (Tajer et al., 2013) , we have proposed a local supervisory control synthesis algorithm that considers local models for the plant modeling and logical Boolean equations for the constraints modeling. The algorithm allows the application of local logical constraints to their corresponding local PEs automata in order to obtain LCs. The local synthesis approach defines the PEs as event-driven models and uses the Balemi's interpretation (Balemi et al., 1993) , i.e. the set of controllable events Σ c ⊆ Σ represents the set of control outputs (actuators) and the set of uncontrollable events Σ uc ⊆ Σ represents the set of control inputs (sensors). It considers also that the either rising "↑" and the falling edge "↓" associated with an event are the changes of its value from 0 to 1 and from 1 to 0 respectively. According to this interpretation we consider that the set of controllable events corresponds either to the activation orders "↑Z " or to the deactivation orders "↓Z " of the control part and the set of uncontrollable events is associated with the rising edges "↑E " or with the falling edges "↓E " of the input variables of the control part. The sets Σ c and Σ uc are then written Σ c = ↑Z ∪ ↓Z and Σ uc = ↑E ∪↓E.
In the plant modeling stage, the approach consists of dividing the plant into several modular plant elements (PEs) that present all possible situations without taking into account any constraint coming from the control part. A practical construction of detailed and enriched PE model was introduced in (Philippot, 2006) . The model of each PE is an automaton
is a transition function and q 0 (PEi) is the initial state.
Local constraints are corresponding to each PE individually. They can be divided into two types, namely safety constraints (what the system must not do) and liveness constraints (what the system must do). To overcome the computational complexity and reduce size of the controllers, we model local constraints as logical equations in Boolean algebra instead of modeling with automata. The logical equations have the ability to be applied locally without going through a composition step. Local safety and liveness constraints are represented by equations whose result can be equal to 0 (not to do) or equal to 1 (for example, event to do for optimization). They model the consequence of the occurrence of an event on the activation (rising edge) or deactivation (falling edge) of an output event z i . Local constraints are modeled by means of the following implication:
f(e i , z i ) And ↑↓z i = 0 (=1).
To obtain LCs, local logical constraints are applied to their corresponding PEs according to the local synthesis algorithm proposed in (Tajer et al., 2013) . The idea of the algorithm is to prohibit some controllable events from occurring in order to prevent the system from reaching states that do not meet the specifications. The algorithm is based on two steps. First, local safety constraints are applied to the considered local PEs. This step provides local supervisors (LSUP) such as
). Second, local liveness constraints are applied to the corresponding LSUPs allowing to extract LCs such as
).
GLOBAL DISTRIBUTED CONTROL
In a distributed DES, a PE (or a local site) observes only the events in its site but it may have to execute actions depending on the other PEs of its environment. The problem is that a PE controlled by its corresponding LC may be incapable to make distinction of some states of the other PEs of its environment just from its local observations. We solve this problem by allowing the PEs to exchange coordination messages with each other through global constraints. The intersection between the LCs and the global constraints provides the DCs which control each PE at once locally and globally.
In this section, the global supervisory control synthesis approach is described. First, we explain how the global safety and liveness constraints are expressed to be adaptable to the proposed algorithms. Second, we define the DC automata formalism. Third, the global synthesis algorithms are given.
Global safety and liveness constraints modelling
Global safety and liveness constraints are those shared between two or more PEs (or local sites) to ensure the interaction between them (Qamsane et al., 2014) . We opt in our approach to define global constraints as logical implications in Boolean algebra. The objective is to overcome the complexity related to modeling with automata which uses often a composition step, and also to adapt them to the proposed intersection algorithms which provide the DCs. The logical implication used to model global constraints in this framework is of the following form:
This implication represents the consequence of a set of logical shared conditions to the output events of the control part (Actions). We define the set C (spec) as the set of all constraints' conditions. A condition c C (spec) can be (i) a simple condition, (ii) A composed condition or (iii) A combination of a simple and a composed condition. An action can be either an authorization of a control order (order=1) and belongs to a set Ord (spec) , or an inhibition of a control order (order=0) and belongs to a set Inh (spec) . From this consideration, we define the set Act (spec) ={Ord (spec) , Inh (spec) } as the set of all specifications' actions.
Definition 1. The set of constraints is formally defined by the double Spec = (C
, Act (spec) ) where : C (spec) is a set of conditions and Act (spec) ={Ord (spec) , Inh (spec) } is a set of activation/deactivation of the control output events (actions).
A Simple condition consists of either a Boolean variable or a Boolean function using the symbols ↑↓ and logic symbols • and + (for example: a, a•b, a+b, ↑a…). A Composed condition describes a sequence over Boolean variables or Boolean functions that precede each other. The symbol "→" describes the precedence rule. A composed condition can be expressed by the following form: (C 1 → C 2 → ... → C n ). A Combined condition associates a simple and a composed conditions using the symbols ↑, ↓, → and logic symbols • and +. Here are some examples of combined conditions:
Distributed Controller Automata
A DC is obtained by aggregating a LC and then applying the global safety and liveness constraints to the aggregated automaton. The aggregation consists of merging states reached by controllable events (z i  Σ c ) into macro-states connected by uncontrollable events (e i  Σ uc ). The controllable events are interpreted as the activation and the deactivation of the control outputs. If two states of the LC are linked with a controllable event that is associated with a rising edge, then the order is authorized and belongs to a set Ord (DC) . If it is associated with a falling edge, then the order is inhibited and belongs to a set Inh (DC) . We define the set Act (DC) ={Ord (DC) , Inh (DC) } as the set of all authorized and inhibited orders (actions) by the DC. The set C (DC) ={C Ord , C Inh } is the set of all conditions monitoring the orders of the set Act (DC) . C Ord monitors authorized orders and C Inh monitors inhibited orders.
Definition 2. A DC automaton is syntactically defined by
, Σ (DC) , δ (DC) , Act (DC) , C (DC) 
Global distributed control synthesis algorithms
The synthesis algorithm is divided into two main steps:
(i) Aggregation of the LC: this step provides an abstraction of the LC where states reached by controllable events (z i ∈ Σ c ) are merged into macro-states connected by uncontrollable events (e i  Σ uc ). The aggregation method consists of removing controllable evolutions from the LC and joining them into macro-states as mentioned above. The aggregation algorithm 1 uses natural projection abstraction method to hide controllable events.
The algorithm avoids nondeterminism after abstraction.
Afterwards, the algorithm checks each state of the resulting controller. If any of its states merges more than one state belonging to the departure controller, the events associated with the transitions between the merged states will be added to the set of authorized orders (Ord (CD) ) if they are associated with a rising edge (↑). Otherwise, they will be added to the set of inhibited orders (Inh (CD) , Σ (LC) , δ (LC) , q0 (LC) ) begin 1. Hide controllable events of G (LC) 2. Determinize G (LC) 
Let G (LACS) = (Q (LACS)
, Σ (LACS) , δ (LACS) , q0 (LACS) ) be the automaton of the LC after these two operations 4. for every state q  Q (LACS) 
5.
if q merge more than one state sQ (LC) , Σ (LAC) , δ (LAC) , Act (LAC) , q0 (LAC) ) (ii) Application of the global constraints to the LACs: The objective of the algorithm 2 is to consider global safety and liveness constraints to LACs issued from algorithm 1. It allows taking the interaction between different PEs into account. The principle of this algorithm is to check all constraints for each state of the LAC automaton. If an authorized (resp., Inhibited) order in a LAC's state is the same as that authorized (resp., inhibited) under condition of a global constraint, then this condition should be associated to this state, but conditioning only authorization (resp., inhibition ) of the corresponding order.
Algorithm 2 Integration of global constraints to the controllers input:
, Σ (LAC) , δ (LAC) , Act (LAC) , q0 (LAC) ). Spec = (C (spec) , Act (spec) ={Ord (spec) , Inh (spec) }) begin 1. for every state qQ (LAC) 
2.
Ordq (CD)  Ordq (LAC) 3.
endif 11. endfor 12. endfor end output:
, Σ (DC) , δ (DC) , Act (DC) , C (DC) , q0 (DC) The manufacturing system, shown in (Fig.2) , consists of a distributing station controlled by a PLC Siemens S7-300. This station separates work pieces from a stack magazine barrel which can hold up to eight work pieces. A throughbeam sensor (Sensor 1) monitors the filling level of the stack magazine and a monostable double-acting cylinder (Actuator 1) surrounded by two limit switches (Sensors 2 and 3) ejects the work pieces individually. A transfer unit transports the work pieces to the transfer point of the downstream station. It is constituted of an arm which is driven by a rotary cylinder (Actuator 2) surrounded by two limit switches (Sensors 4 and 5) and a suction cup (Actuator 3) gripping the separated out work pieces while the arm is moving. A vacuum switch (Sensor 6) checks whether a work piece has been picked up. Tables 1 and 2 present all components of the system.
Plant modeling
The distributing station is divided into three components as shown in table 2, mainly: a bistable double acting cylinder, a monostable double acting cylinder and a suction cup. We do not explain the construction of the PEs (Fig.3) . The reader can find explanations in (Philippot, 2006) . 
Local controllers
The application of local constraints of table 3 to their corresponding local PEs allows obtaining LCs. After applying all local safety and liveness constraints according to the local synthesis algorithm of (Tajer et al., 2013) we obtain the local controllers of the (Fig.4) . Table 4 presents the set of global constraints to be applied to the synthesized LCs of the distributing station. For example, the constraint "If efp=1 And dmp=1 Then Go_snt=1" allows the authorization of the command Go_stn (The swivel drive moves to the next station) when the sensor efp detects that the ejector is at front position and the sensor dmp detects that the swivel drive is at magazine position. Moreover, the global constraints are written according to the manner shown in table 5. The objective is to adapt them to the proposed algorithm that provides DCs from the intersection of the LCs and the global constraints as explained in section 3. 
Global safety and liveness constraints
Distributed controllers
In order to synthesize the DCs that will ensure the local and global functioning, LCs together with the global constraints are fed to the algorithms 1 and 2. It results the DCs of all PEs of the distributing station as shown in the (Fig.5 ).
(Inh:-) 
CONCLUSIONS AND FURTHER WORK
This paper has presented a formal approach of distributed control design for automated manufacturing systems. This approach exploits modular models of the plant and logical equations in Boolean algebra for constraints modeling. As logical equations have the ability to be applied locally without going through a composition step, the approach avoids the problem of combinatorial explosion of the state space. The approach has been applied to an experimental manufacturing system that consists of a distributing station. As a further work, a method of interpretation of distributed controllers into Grafcet standard IEC-60848 will be proposed for PLC-based implementation purpose. We intend also to refine the proposed approach by applying techniques of formal verification in order to confirm whether deadlocks among DCs are possible and guarantee maximally optimal liveness.
