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Introduction
Probing for the electronics and the structural properties of semiconductors is an important field in
surface science. In particular, reconstructions and surface adsorbates are in the focus of scientific
activities, because of their significant influence on surface properties. In recent years the silicon
surface and its interface to hafnium dioxide gained a lot of interest due to its technological
relevance in the semiconductor industry [1–4].
In the 1960s, Gordon Moore predicted that the switching-speed of micro-electronic devices
would keep increasing exponentially. This prediction came true within the last 40 years, where
the switching-frequencies of so-called MOSFETs (metal-oxide semiconductor field effect transis-
tors) grew by a factor of 1.5−1.8 per year. This development was accompanied by a continuous
miniaturization of the devices. The link between their performance and their size is not coinci-
dental, but can be directly derived from the electrodynamics of the MOSFET design. This was
already shown by Shockley in the 1950s [5].
The ongoing down-scaling of the devices, as they are produced for decades now, turns out to be
limited by the electronic properties of their gate dielectric. In order to insulate the gate electrode
from the channel region of a MOSFET a thin silicon dioxide (SiO2) layer is used. Reducing its
thickness is one possibility to further enhance the performance of MOSFET devices. More details
are provided in Ch. 3. If the gate oxide’s thickness is reduced below 12 Angstroms, increasing
tunneling currents occur leading to a sever reduction in theMOSFETs’ performance. To overcome
this problem in the near future the use of alternative gate dielectrics is proposed [1, 2]. The most
important property of the desired substitute would by a high dielectric constant κ. The most
promising candidates for a replacement of SiO2 are HfO2 and ZrO2. The main concern regarding
these materials is a lack of their thermal stability on silicon. Annealing to temperatures above
700◦C causes the formation of a HfSi2 compound having a metallic characteristic, destroying
the layers’ insulating properties.
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The stability of this system under certain preparation conditions is investigated in this work.
Possible solutions to the stability problem are introduced by nitrogen implantation.
While the formation of HfSi2 nano-structures is adversarial in the case discussed above, it turns
out to be valuable for nanometer-sized wiring of semiconductor devices, e. g. for MOSFETs. The
hafnium silicide compound, created upon annealing, turns out to form self-assembled nanowires
on silicon surfaces [6, 7]. In this case, the knowledge of their structure is one step for calculating
their electronic properties (cf. Ch. 3). Nonetheless, current literature on this system relates
mainly to scanning probe microscopy investigations that do not probe the inner structure of the
nanowires.
The clarification of structure and morphology of those self-assembled structures is the subject-
matter of the first part of this work. Using photoemission spectroscopy and related methods as
well as real space imaging, an unambiguous picture of these structures will be drawn.
The photoelectric effect is one of the most prominent processes, when it comes to the investi-
gation of surfaces, surface related systems, and interfaces. Its principals were discovered and
described more than 100 years ago [8, 9]. Since this time a lot of effort was put into methods
and devices to exploit the chemical sensitivity of the photoelectric effect. Major achievements
regarding x-ray photoemission spectroscopy (XPS) within the last decades were the development
of ultra-high vacuum chambers, new light sources like synchrotrons, and very efficient electron
spectrometers. For most of the recent experiments in surface science, including those presented
in this work, the use of tunable, high-flux synchrotron radiation is inevitable.
One important extension to XPS is x-ray photoelectron diffraction (XPD). It is known since
the 70s of the last century [10]. It uses the interference of photoelectrons scattered at the atom
lattice around an emitter while escaping the surface. The resulting interference patterns can be
used, analogous to holography, to determine the local real space structure around an emitting
atom. This method for structural determinations is of significance, especially regarding buried
interfaces. An extended introduction to XPD is provided in Ch. 1.5. While surface structures
can be probed by real space imaging, e. g. by scanning tunneling microscopy (STM), buried
interfaces cannot be accessed by those methods. The main difficulty using XPD, in contrast
to holography, is the loss of phase-information during the measurement of the photoelectrons.
Without this phase-information interface structures cannot be calculated directly from the data.
Instead, computer simulations of model structures have to be conducted and to be compared to
the experimental results in order to clarify the structure of a system. This procedure requires a
significant computational effort and the use of distinct algorithms. One of those was particularly
developed for this purpose in the course of this work.
Contents VII
In the first chapter an introduction to the methods and their theoretical bases is provided.
This includes the photoelectric effect and the generation of electrons in a solid. An overview
over additional excitations of the solid, going along with photoemission, and their influence on
spectroscopy, is provided as well. Applications like x-ray photoelectron spectroscopy (XPS) and
x-ray photoelectron diffraction (XPD) are discussed. They are the most important methods for
the consecutive work.
The second chapter gives a detailed insight into the computational methods necessary to
correctly interpret diffraction patterns recorded by XPD, or for decomposing XPS spectra. The
programs needed for conducting computer simulations of XPD patterns, namely the programs
MSCD and MSPHD, are introduced. An overview on fitting procedures and their fields of use is
given. One can distinguish between deterministic and probabilistic algorithms. Concerning the
first kind, the Levenberg-Marquardt and the Simplex algorithm are introduced. For the part of
the probabilistic methods, genetic algorithms are discussed in detail.
The third chapter provides a summary over the fields of science where the systems HfSi2/Si
and HfO2/Si are of active interest. As a first example the relevance of HfO2 for the use in the
semiconductor industry and the concerns about its thermal stability is outlined. As a second
example the use of HfSi2 in the field of quasi-one-dimensional nanowires is sketched.
The fourth chapter deals with the experimental setup that was used to conduct the experiments
to be presented later on. In addition to the ultra-high vacuum chamber and the detection unit,
a view on the evaporation and excitation devices, in particular to beamline 11 at DELTA, is
provided.
Starting with the fifth chapter the results obtained for the different systems are discussed. The
chapter begins with an introduction on the processing of XPD data, followed by the investigation
of a clean silicon surface using two different energies. In Ch. 5.3 an R-factor analysis of a high
excitation energy measurement on the system HfSi2/Si(100) is presented. Preliminary results
are used as a basis for the analysis. Ch. 5.4 deals with a soft x-ray investigation on the system
HfSi2/Si(100). In contrast to x-ray tube measurements a high surface sensitivity and high energy
resolution made the determination of atomic distances and surface reconstructions possible.
For an independent indication for a presumed island formation of HfSi2 on the surface, real
space images using atomic force microscopy and scanning electron microscopy are presented in
Ch. 5.6. The stability of the system HfO2/Si(100) under the preparation conditions used is tested
in Ch. 5.7. A possible solution to the lack of thermal stability of HfO2 is presented in Ch. 5.8. An
ultra-thin silicon nitride (Si3N4) layer is introduced at the HfO2/Si interface. It ought to function
as diffusion barrier for silicon to suppress the creation of interfacial SiO2.
VIII Contents
In chapter six the new findings regarding the HfSi2 structures and the stability of HfO2 are
summarized and final conclusions are drawn. In addition, an outlook to a possible continuation
or to consecutive investigations is provided.
1 Photoemission Techniques
1.1 The Photoelectric Effect
Heinrich Hertz discovered the ability of light interacting with electrons in 1887 [8]. He observed
the influence of ultra-violet light on spark discharges between two electrodes. Later on, more
detailed investigations were undertaken by his student Hallwachs. For this reason the photoelec-
tric effect is also called the “Hallwachs-effect”. An exact explanation for it could not be given
within classical physics. The solution to the problem was discovered by Albert Einstein in the
year 1905 [9] by assigning particle properties to light, as firstly proposed by Planck. Using these
“photons” and assuming energy conservation he formulated the famous photoelectric equation
Ekin,e = hν−W, (1.1)
where hν is the primary energy of the incident light (ν is its frequency and h is the Planck
constant),W is the overall energy that needs to be supplied for releasing the electrons from the
solid, and Ekin,e is the final kinetic energy the electrons have escaping the surface. Later on, it
was found thatW can be split up inW = Ebin+φ, being i. e. the binding energy of the electrons
to the atoms and an additional surface energy, or work function, the electrons have to overcome
at the surface.
In the most simple case the electron system of the atom is assumed to remain in the ground
state during the photoemission process (the Koopmans theorem [11]). Even this estimation gives
reasonable results according to Eq. (1.1); experimental results often show a slightly higher kinetic
energy of the emitted photoelectrons. This energy originates from the relaxation energy of the
exited electron system within the solid that can be partially transferred to the photoelectron [12].
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By gauging the electrons’ kinetic energies one can determine their binding energies within
the solid. Throughout the last century many methods were developed to exploit this effect
gaining valuable information about matter, which includes liquids and gases, namely: ultraviolet
photoelectron spectroscopy (UPS), x-ray photoelectron spectroscopy (XPS), x-ray photoelectron
diffraction (XPD), photoemission electron microscopy (PEEM), and x-ray standing waves
(XSW). These are just some examples for the use of the photoelectric effect, which will be
addressed later.
1.2 Electron Yield
The number of electrons leaving the surface with respect to the number of photons impinging
onto the surface depends on several parameters. In addition to the mass density of a material, its
photoelectron cross-section plays an important role. This quantity gauges the probability for a
photoemission event taking place at a particular orbital and for a given photon energy. Fig. 1.1(a)
displays two examples of photoelectron cross-sections. It was found that they can change by
orders of magnitude if the excitation energy is varied [13]. The graph shows these quantities for
the Hf 4f and the Si 2p state, which are the most prominent ones in this work. Further details
on the properties of these two materials are given in appendix A. Quantitatively, the differential
cross-section can be estimated using a dipole approximation [15]
Figure 1.1: Photoionization cross sections for the Hf 4f and the silicon 2p state (a) [13]. Inelastic
mean free path of electrons in solids with respect to their kinetic energy (in units of
monolayers) (b) [14].
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where the quantity dI describes the degeneracy of the initial state, in the right part of the
equation, and the sum runs over all possible matrix elements for allowed transitions of the N
electron system.
Furthermore, electrons do not propagate unhindered through the solid. The interaction with
the electron system of the lattice can lead to the excitation of plasmons, for example. Interaction
with adjacent atoms can cause the exchange of phonons [16]. If it is assumed that the probability
of these events is a constant throughout the material, the number of electrons keeping their initial
energy decays exponentially by the depth d from where the particles escape:
Ne = N0e
− dλsin(θ) (1.3)
The mean free path the electrons travel before inelastic scattering occurs is called λ. The term
sin(θ) takes the observation angle θ, with respect to the surface normal, into account. The
path length the electrons from a certain depth have to pass through within the solid increases
with increasing θ. This is why photoemission experiments are more surface sensitive under a
grazing incident angle. The quantity λ furthermore strongly depends on the kinetic energy of the
electrons, while depending weakly on the kind of material through which the electrons propagate.
This gives rise to the so-called universal curve that is displayed in Fig. 1.1(b). It displays the
mean free path of electrons with respect to their energy. It is found empirically. Every black dot
stands for the λ of a certain material in a certain configuration. The development of the curve
can be qualitatively understood by the electron-lattice interactions as previously mentioned [14].
Still, this approach does not explain (observation-) angle dependending of diffraction effects,
as up to now only homogenous and amorphous media have been assumed. On the contrary,
many samples exhibit a crystalline structure. By accounting for the geometry of the sample,
photoemission can be exploited to yield valuable information about the samples’ atomic structure.
The phenomenon will be discussed in detail in Chs. 1.5 and 2.1.
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1.3 Photoelectron Spectroscopy
A standard photoemission (PE) experiment is shown in Fig. 1.2. Photons with energy Eph = hν
are impinging onto a surface under an angle α. The photoelectrons, emitted under an angle θ, are
observed by an electron analyzer. For many applications α and θ are chosen being in the same
plane with respect to the surface normal.
X-ray light for photoemission experiments can be generated by various sources that have
different fields of use. Conventional x-ray tubes produce light of defined wave length depending
on the materials their anode is coated with. For example, Mg Kα-radiation (hν = 1253.6 eV)
or Al Kα-radiation (hν = 1486.6 eV) [17]. While such tubes are easy usable and low in cost
compared to a synchrotron, they on the other hand deliver a comparably low energy resolution
and photon intensity. For a Mg Kα-source, for example, the resolution is about ∆E≈0.7 eV. Other
possible sources are gas-discharge lamps and synchrotron radiation sources. Advantages and
disadvantages of the sources are summarized in Tab. 1.1. For most of the applications the use of
a synchrotron is favorable. Its only disadvantages are the rather low availability and the decay of
the light’s intensity during long-term experiments.
The excitation energy is chosen with respect to the application. For many experiments a high
surface sensitivity is necessary, resulting in preferred electron energies of around 50− 60 eV
and thus a primary energy lying at about the same level above the binding energy of a certain
state. For historical reasons the energy ranges of the impinging photons have been given different
Figure 1.2: Schematic of a standard PE experiment. The light used for excitation can either be
produced by a synchrotron light source, an x-ray tube, or a gas discharge lamp. The
work principals of the electron analyzer will be described in Ch. 4.
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device excitationenergy [eV]
energy
resolution
[meV]
flux
[ photonscm2·s ]
variable
energy availability
x-ray tube 100-10000 500-2000 ≈ 109 no high
discharge
lamp 10-40 1-100 10
10−1013 no high
synchrotron 30-15000 10-100 1011−1013 yes low
Table 1.1: Comparison of key parameters of different x-ray sources (cf. e. g. [18]).
names. Using energies of 10−50 eV (10−100 eV sometimes), the experiments are called ultra
violett photoelectron spectroscopy (UPS), for energies above 100 eV the method is named x-ray
photoelectron spectroscopy (XPS). One also sometimes distinguishes XPS and soft-XPS (SXPS)
for photon energies above 1000 eV and below 1000 eV.
Throughout all energies, excitations of the electron system are mainly relaxed via two channels,
shown schematically in Fig. 1.3 [19]. The core-hole, created by the photo ionization (Fig. 1.3(a)),
is eventually filled by an electron from another (higher) shell. The relaxation energy released by
this process can either be emitted as an x-ray photon (Fig. 1.3(b)), or by transferring the energy
to a third electron involved in the process through a so-called “virtual photon” (Fig. 1.3(c)). The
first channel is called x-ray fluorescence (XRF), the second one Auger process, named by Pierre
Auger [20] after he discovered the process subsequently to Lise Meitner. The analysis of these
electrons is called Auger electron spectroscopy (AES). The possible transitions are labelled
according to the shells of the involved electrons (“KLL” in the case of Fig. 1.3(b)). For lighter
Figure 1.3: Excitation and relaxation in photoemission [19]. Removal of a K-shell electron by
photoionization (a), refilling of the core-hole by an electron from a higher state and
emission of an x-ray photon (b), or an Auger electron (c).
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elements up to Z≈ 30 the fraction of Auger electrons overweighs XRF, because their production
increases as the difference between the energy states of the shells decreases. For elements of
higher Z, XRF becomes more significant [21]. Both effects can be exploited to gain information
about the structure and electronics of a system.
Besides photoemission, the setup in Fig. 1.2 can be inverted so that the surface is irradiated
with electrons and one observes the photons produced by bremsstrahlung within the surface. As
for the electrons fall into a lower finial state by emitting photons, this process is called inverse
photoemission (IPE). Through the amount of photons produced with respect to their energy, the
density of states can be probed by this technique.
1.4 Photoelectron Spectra and Line Shapes
For determining the electronic states within the solid, the electrons leaving its surface are
separated by their kinetic energy. This is done by an electron analyzer (cf. Ch. 4). The number
of electrons of a certain energy is finally determined by a channel photomultiplier (cf. Ch. 4.3).
Scanning all possible kinetic energies results in a graph as shown in Fig. 1.4. Here, the number of
electrons passing through the analyzer within a given span of time, is plotted versus their kinetic
energy. Several features, each of which representing excitations and states of the solid, can be
distinguished. Besides the core level peaks and Auger lines, as discussed above, the steep slope
at the left end of the spectrum contains secondary electron and electrons that were inelastically
scattered within the crystal. The right end side of the spectrum, i. e. at high kinetic energies,
Figure 1.4: Typical x-ray photoelectron spectrum of a metal surface [19]. The different features
appearing are explained in the text.
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exposes the valence band structure and finally the Fermi-edge. Angle-resolved measurements
of those features yielding information about the band structure and the morphology of the
Fermi-surface in k-space and can be combined with photoelectron diffraction [22].
Further structures in an XPS spectrum are generated by interactions of core level photoelectrons
with the electron system of the crystal. (Surface-)plasmons are collective excitations of the
electron system [23]. Plasmons are oscillations of the electrons with respect to the atoms; several
higher modes can be excited beside a base frequency. This leads to a set of equidistant lines
besides the core level peak towards lower kinetic energies. The plasmon base frequency can be
estimated in a free electron model [23] as
ωp =
√
ne2
mε0
, (1.4)
where n represents the density of valence states, e the charge, and m the mass of an electron.
Typical excitation energies of plasmons are in the order of 3−10 eV. In contrast to the plasmon,
a shake-up process reflects the excitation of one or more electrons of the atom from which the
photoelectron escapes, changing the ground states of the system. The complex dynamics of this
process is still investigated [24]. Nevertheless, excitation energies for shake-ups are in the same
order as plasmon energies. If another electron leaves the atom as a result of a shake-up, the
process is called a shake-off.
Up to now, only intrinsic effects of the surface have been discussed. Especially for x-ray tube
measurements there are some additional effects that must be accounted for. Firstly, the light of
the sources is often not fully monochromatic causing so-called “x-ray satellites”. Despite of the
use of filters and monochromators, fractions of other characteristic lines close to the main line
can irradiate the sample. This leads to additional and slightly shifted XPS peaks. Their intensity
is usually severely lower compared to the signals excited by the main line so that they are often
mistaken for impurities of the surface. Secondly, older or not well fabricated x-ray tubes tend to
produce “ghost lines”. They are in fact characteristic lines of other elements. The anode of an
aluminium x-ray tube, for example, often consists of an aluminium coated copper block. If the
coating is damaged, a copper Kα-line (hν= 8979 eV) can be produced. If the anode is oxidized,
oxygen Kα-radiation (hν= 543.1 eV) can be excited [17].
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Figure 1.5: The chemical shifted C 1s signal in ethyl-trifluoroacetate is one of the first and most
prominent examples for the effect of the chemical environment on core level binding
energies [25–27].
1.4.1 Chemical Shift
An important resource for the chemical analysis of surfaces via XPS is the so-called chemical
shift [26,27]. In some cases conclusions regarding the structure can be drawn by its use. If an
atom is surrounded by other atoms, the solution of the Schro¨dinger equation differs from the
solution for a free atom. Thus the ground states for the electrons are shifted by a small amount.
The extent of the shift depends not only on the species of the neighboring atoms, but also on the
configuration of the lattice.
Fig. 1.5 displays chemical shifted XPS signals of the carbon 1s state in the ethyl-trifluoroacetate
molecule. That state’s binding energy in a pure carbon environment, i. e. in graphite, is around
Eb = 284.4 eV [28,29]. One sees that the binding energy can be significantly influenced by vicinal
atoms depending on their electron affinity. Typically those shifts are in the order of fractions
of electronvolts up to more than 10 eV. Thus they can easily be accessed by photoelectron
spectroscopy using synchrotron radiation.
Since atoms close to interfaces or surfaces are in a slightly different chemical environment
compared to atoms of the same species in the bulk, their orbitals exhibit a shift of their binding
energies. This is how photoelectrons can be distinguished by their origin within the crystal
structure. If the shifts for a certain environment or chemical compound are known, structure
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determinations for different parts of a layer stack become possible. This includes the recording
of atom-specific diffraction patterns (cf. Ch. 1.5) using x-ray photoelectron diffraction.
1.4.2 Line Shapes
The intrinsic (inherent) line width of photoelectron signals is at first determined by the lifetime
of the electrons’ system excitation and hence the uncertainty relation. The shape of such a peak
can be expressed as a Lorentzian function:
L(x) =
1
pi
1
2wL
(x− xc)2+
(1
2wL
)2 (1.5)
In the given form the area below the curve is normalized to unity. The parameter wL determines
the width of the peak. xc denotes its maximum.
If the signal originates from a state with angular momentum l6=0, the coupling between spin
and orbit of the electrons leads to a splitting of the electrons’ energy levels depending on whether
the spin~s is aligned parallel or anti-parallel compared to the angular momentum~l of the orbital
(see e. g. [30]). This leads to the quantum numbers j+=l+12 , and j−=l-
1
2 denoting the overall
angular momentum. In addition, the degeneracy of each state can be written as 2j + 1. From this,
one can derive the intensity ratio of the split states, which corresponds directly to the number of
states possible. One example for the “L-S-coupling” will be given in Ch. 5.2.1.
In addition to the inherent line width, other phenomena can influence the resulting peak shape.
The generation of electron-hole pairs can lead to asymmetric Doniach-Sunjic [31] or Mahan-
profiles [32], especially in metals. Moreover, the peak can be broadened by the limited energy
resolution of the electron analyzer. Most extrinsic effects add a Gaussian energy distribution of
the form
G(x) = A · exp
(
−(x− xc)
2
2w2G
)
(1.6)
to L(x). The width of that distribution is labelled with wG. The resulting numerical peak
function
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V (t) =
Z t
−∞
L(x)G(x− t)dx (1.7)
is yielded by the convolution of L and G and is called a Voigt-profile [33] (after Woldemar
Voigt). In fitting procedures the use of numerical functions is often circumstantial. For this reason
several analytical so-called “pseudo-Voigt” functions were developed, which are very similar to
a Voigt-profile. In this work the function “PsdVoigt2”
pV (x) = A
[
µ
2
pi
wL
4(x− xc)2+w2L
+(1−µ)
√
4ln2√
piwG
exp
(
−4ln2
w2G
(x− xc)2
)]
(1.8)
of the Origin 7.0 program package was used [34]. The terms in Eq. (1.4.2) correspond to
Lorentzian and Gaussian contributions. The parameter µ gauges the strength the two parts are
contributing. It has been set at µ= 0.5 here. Further discussions concerning pseudo-profiles and
their applicability to photoemission spectra can be found in [35].
Nevertheless, in many cases the inherent line width turns out being much smaller than the
peak broadening (wG  wL) so that the Lorentzian distribution can be neglected and the spectra
can be suited to pure Gaussian distributions.
As mentioned before, surfaces having a metallic characteristic can produce asymmetric line
shapes. Again, these profiles have a non-analytic form, but can be expressed as a pseudo profile
of analytic form. In the case of the Doniach-Sunjic profile an exponential function can be used
and be multiplied to the ascending slope of the Voigt-profile [35] by:
pDS(x) = pV (x)+(1− pV (x)) ·T (x), where (1.9)
T (x) =
{
exp(−x−xcwGL ) if x< xc
1 otherwise
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The width wGL in the pseudo Doniach-Sunjic function stands for the convolved line width of
the Gaussian and Lorentzian profiles. To suite this kind of profile to the experimental results the
program FitXPS [36] was used.
1.5 Photoelectron Diffraction
The method XPD (x-ray photoelectron diffraction) is based on XPS and employs the fact that the
directly emitted photoelectron wave is elastically scattered by surrounding atoms. The scattered
wave’s components coherently interfere with the directly emitted component, leading to an
observation-angle depending intensity modulation of the XPS signal. The quantitative analysis
of these modulations can provide information about the local structure around the emitting atom.
An extended review on the methods concerning theoretical aspects as well as experimental
capabilities can be found in [37–40], for example.
The phenomenon was firstly discovered by K. Siegbahn et al. in 1970 while observing
photoelectron spectra from a sodium chloride (NaCl) crystal [10]. The first theoretical approach
was given by A. Liebsch in 1974 [41]. Several key parameters have to be considered for
calculating the photoelectron intensity I(θ,φ) depending on the emission angles θ and φ. The
inelastic mean free path λ determines the radius around an emitter from where scattering events
from neighboring atoms have to be taken into account (cf. Ch. 1.2). As a direct consequence the
surface sensitivity of the experiment is determined by λ.
An important parameter is the atomic scattering cross-section, that further dependents on the
energy and the scattering angle. Fig. 1.6(a) displays scattering factors of silicon with respect
to the scattering angle for various electron energies [42]. The curves are normalized by the
scattering factors at θ= 0◦, i. e. “forward scattering”. Two significant features emerge from the
graph. At first, there is a strong forward scattering maximum at θ= 0◦ that appears throughout
all the energies from 50−1000 eV. Secondly, there is a maximum appearing at a scattering angle
of θ= 180◦, i. e. “back scattering” takes place. Even though forward-scattering is emphasized for
all energies, back-scattering becomes more significant at lower kinetic energies (around 100 eV).
The scattering pathways for a forward and a backward single-scattering event are illustrated in
Fig. 1.6(b).
Besides the angular dependent cross-section, a scattering event also involves a phase shift of
the scattered wave, also depending on the electrons’ energy [39]. For higher energies, above
450− 500 eV, the phase shifts for forward scattering events, as shown in the upper part of
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Figure 1.6: Normalized angle and energy dependent electron scattering factors of silicon (a) [40].
Pathways of a forward scattering event (b) and a backward scattering event (c) in
XPD. Further explanation is given in the text.
Fig. 1.6(b), are always smaller than pi. Because of this, only constructive interference takes place
in single scattering leading to strong scattering peaks along the connecting line between emitter
and scatterer. In a simple version of XPD this can be used for determining the crystal orientation
of a surface, or binding angles between the first and the second layer atoms. As long as the effect
does not depend on kinetic energy, it can be probed by various conventional x-ray tubes. No
diffraction effects have to be considered in this case, but it is often difficult to tell the layer from
where the signal originates. Except for some special cases the signals from the second, third, and
forth layer are often hardly separable.
Furthermore, multi-scattering events have to be taken into account. In a crystalline structure
atoms are lined up in chains in certain directions. Although the scattering phase shifts are small
here, they can add-up by multiple-scattering along the chain and finally become destructive [39].
One can see that forward scattering can be used to get a rough picture of the geometry and
symmetry within a system at least in some cases. Some favored systems can be fully solved by this
method (an example is given below). However, in most cases it is inevitable to conduct detailed
diffraction simulations of model structures. A schematic of a photoemission and diffraction event
as well as the associated magnitudes are shown in Fig. 1.7.
Here, the photoelectron wave with wave vector~k is emitted from a core shell of an atom
located at the point~r within the surface. The scattering event takes place at a neighboring atom
j located at the coordinate ~r j. The primary and scattered waves have a locked phase that is
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Figure 1.7: Schematic drawing of the processes involved in photoelectron diffraction (single
scattering). A core-level photoelectron propagates and part of the propagating wave
is scattered at the near-neighbor environment of the emitting atom. The primary and
the scattered part are coherent [43].
determined by their distance and the scattering phase shift, as described before. The spherical
character of the s-wave assumed here is introduced by multiplying a factor 1r to the propagating
wave. The exponential decay of the wave’s intensity inside the surface is included by the factor
exp
(−L
2λ
)
, (1.10)
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where L and λ describe total path length and the inelastic attenuation length, respectively. By
summing up the amplitudes for all possible scattering events within the cluster radius, one can in
this case explicitly calculate the modulation function χ(~k) by
χ(~k) =∑
j
εˆ · rˆ j
εˆ · kˆ ·
Wj
r j
exp
(−L
2λ
)
· | f j(Θ j) | ·cos
[
kr j(1− kˆ · rˆ j)+Θ(k, kˆ · rˆ j)
]
. (1.11)
The Debye-Waller factorWj includes the dampening of the wave by vibrations of the scattering
atom. For j = 0, i. e. the source of the primary wave, f (Θ) is set to unity. As the phase of the
electron wave is not observable in quantum mechanics, this information is lost during the
measurements. Electron analyzers can only detect intensities. Those can be written as the
absolute square of the modulation function
I(~k) = I(Θobs,φobs) =| χ(~k) |2 . (1.12)
To obtain structural information from the interference, the~k-vector has to be varied. This can
either be done by changing its modulus or its direction. Changing its absolute value goes along
with changing the energy of the impinging photons [39,44]. This kind of experiment can only be
conducted using synchrotron radiation, where the excitation energy can be varied continuously.
In contrast to that, an angle scanned experiment, wherein the observation angles θ and φ are
varied, can be performed by using a synchrotron light source as well as a conventional x-ray tube.
All measurements presented in this work use the angle scanned version of XPD.
Eq. (1.11) accounts for all effects involved in a photoemission event, nevertheless its provides
only a simple picture of the process, as the primary wave is approximated to be spherical, and
multiple scattering within the surface is neglected. Except for some favored cases, those effects
have to be taken into account leading to rather complex mathematical problems (cf. Ch. 2.1).
The effects described so far are similar to those used in the method of extended x-ray absorption
fine structure (EXAFS) [45, 46]. Nonetheless, there are some key differences regarding the
sensitivity of the two methods in terms of the local structure around an atom. While in XPD
the differential, i. e. the angle-resolved, photoelectron cross-section is evaluated, the EXAFS
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technique relies on the total, or spherical, cross-section. This magnitude is mainly influenced by
components of photoelectron waves that are back scattered onto the emitting atom by its closest
neighbors. Through this, the presence of the vicinal atoms leads to a variation of the cross-section
close to the main absorption edge, depending on their distance to the emitter, which is in fact
the bond length. If one can isolate these variations, which is usually possible, the inter-atomic
distances can be determined, but not their coordination with respect to the emitter. Measuring the
angle resolved cross-section by means of XPD delivers a lot of additional information about the
environment of an emitter compared to EXAFS, including the exact geometry and coordination
of atoms within the surface, even though the interpretation of the data is usually more difficult.
More details on this are given in Ch. 2.1.
One example where an adsorbate structure on a surface could be determined by photoelectron
diffraction is the system CO/Ni(110). In this case the zero-order diffraction from a CO molecule
was used for determining the tilt of the molecule adsorbed on Ni(110) by Wesner et al. in
1988 [48]. Earlier studies using quantitative LEED techniques were able to determine the
molecule to occupy a bridge site on the surface [47], as shown in Fig. 1.8(a). Further investigations
yielded inclination angles of the molecule of around 18◦. In Fig. 1.8(b) a series of XPD polar
Figure 1.8: CO adsorption on a Ni(110) surface (a), studied by quantitative LEED [47]. XPD
analysis (polar scans) (b) concerning the same system [48]. The forward scattering
peaks appearing in the carbon 1s signal indicate the binding angle of the molecule.
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scans is shown that were obtained by the group of Wesner from the C 1s photoelectron yield for
increasing CO exposure up to the surface’s saturation. A conventional Mg Kα x-ray tube with an
excitation energy of hν= 1253.6 eV was used for the experiments. It can be seen that a strong
scattering peak appears at an angle of 0◦, i. e. in normal emission, attributed to forward scattering
at the oxygen atom. This indicates a perpendicular alignment of the molecule to the surface. For
subsequently higher surface coverage, its inclination angle rises up to 21◦ with respect to surface
normal and nicely resembles the previous results on this system.
To clarify the structure of more complex systems, buried interfaces in particular, a multiple-
scattering approach becomes inevitable. In the course of this work the rather complex zir-
conium silicide structure, proposed for bulk hafnium silicide [49], will be used with such a
multi-scattering approach. Successful multi-scattering investigations were already reported on
comparable systems [50]. However, a much higher computational effort has to be put into this
kind of system compared to the single-scattering approach of Wesner.
2 Computer Simulations and Algorithms
2.1 Simulating Diffraction Patterns
Yet the technique of XPD has advanced drastically by the use of synchrotron radiation, it is still
not possible to retain the surface structure directly from the experimental data, in most of the cases.
In contrast, the measurement of diffraction of electromagnetic waves back-scattered from an
object with a coherent reference beam allows to record the intensity at a certain point of the wave-
field, as well as its corresponding phase. This technique is usually referred to as holography [51].
It enables one retaining the scatterer’s spacial information by an inverse Fourier-transform from
the k-space of the wave field back into the real space of the scattering object. This method gives
an unambiguous three-dimensional picture of the probed object. It even can be applied to x-ray
investigations as shown in [52, 53]. In the case where the phase cannot be recorded there are
approaches present to solve this problem by dealing with phase retrieval algorithms that do not
have any need for a reference beam, e. g. the Gerchberg-Saxton algorithm [54]. But unlike in
holography the underlying structure is usually not uniquely deducible from the data. For the
phase retrieval method, an initial “guess” concerning the missing phase information is needed.
Iterative simulations must be performed to approach the true phase for the problem. This method
turns out be similar to the structural simulations in photoelectron diffraction as shown below.
Since the interference of electrons is a quantum mechanical effect, the phase information is not
observable. Thus, one cannot perform an inverse Fourier-transform in order to retrieve the atoms’
positions from experimental XPD data. They only contain the angular distribution of electrons
having a certain energy. Presently, there are some approaches available to compensate for the
lack of phase information by recording angle-scanned XPD patterns from the same sample with
different excitation energies. This method is referred to as photoelectron holography. Up to now,
investigations were only conducted for rather simple and known systems [55], as calculations
often lead to artifacts that usually cannot be distinguished from true atom sites.
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Figure 2.1: Flowchart of a standard XPD simulation procedure. The starting point is the initial
guess of a base structure, marked by a bold bordered frame in the schemata.
For the rather complex systems investigated in this work it was inevitable to conduct XPD
simulations of model structures and to compare the calculated patterns quantitatively to the
experimental results. The course of such a simulation is schematically shown in Fig. 2.1. The
initial guess that is necessary here is a base structure, analogous to the initial phase-guess in
optical diffraction, as mentioned before. To calculate an XPD pattern from the structure, an
atomic potential for every atom in the structure must be considered at first. The potential is
approximated by a muffin-tin model in this case. The phase shifts occurring in a scattering
event (as discussed in Ch. 1.5) are mainly connected to this atomic potential. Finally, some non
structural parameters, as there is the excitation energy, the Debye temperature of the structure,
and the work-function at the surface have to be measured, or in some cases estimated. Using
all these structural and non-structural parameters a full photoelectron diffraction pattern can be
calculated by the programs MSCD [56] and MSPHD [57], respectively. More details on that will
be given in Ch. 2.1.1, and Ch. 2.1.2.
The resulting XPD pattern can then be compared to the experimental one (Fig. 2.1). To
quantitatively determine the match between calculation and experiment, an R-factor is introduced
according to [56, 58]. In particular the R-factor
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R= Ra =∑
θ,φ
(χexp(θ,φ)−χcalc(θ,φ))2
χ2exp(θ,φ)+χ2calc(θ,φ)
(2.1)
has been used in this work. The quantity χ stands for the so called anisotropy function
describing the relative modulation of the photoelectron intensity distribution. An extended
explanation can be found in Ch. 5.1. The R-factor, as defined in Eq. (2.1), is in other words the
normalized sum of the square deviations between experiment and calculation and comparable
to the magnitude χ2 used with statistical methods. By the definition above, the allowed values
of R are in the range of 0≤ R≤ 2. Illustrations for different R-factors are displayed in Fig. 2.2.
R-factor values close to zero stand for a good agreement, or a good positive correlation, between
a calculated pattern and the experimental pattern (Fig. 2.2(b)). For an R-factor of around one, the
patterns are not correlated at all. For R→2 it is indicated that the patterns are anti-correlated.
Going back to the simulation process, the calculated R-factors suggest changes in the structure
model and a restart of the simulation until a certain stop criterion is reached and the process
is interrupted, as indicated in Fig. 2.1. What changes are done to the model can be decided
in different ways. First, a grid search method can be applied, where a given parameter space,
spanned by predefined structural or non-structural parameters of the model, is simply scanned
completely. Besides this, there are several search algorithms possible that can be implemented.
A more convenient overview of those algorithms will be given in Ch. 2.2.
Even if the base structure for the simulations was chosen correctly, and the global minimum
can be found by the simulations, the R-factor unlikely reaches the zero level. On the one hand
this is due to the finite size of the model cluster and the cut at a certain scattering order, because
Figure 2.2: R-factor illustrations of simulated patterns regarding an experimental one, shown in
(a). Rather good simulation of low R-factor (b), no correlation between experiment
and simulation (c), negative correlation between the patterns (d).
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of computational limitations. On the other hand the simulations assume a perfectly ordered
surface leading usually to a much higher anisotropy compared to the experimental results. Also
vibrational damping of diffraction and the experimental angular aperture acceptance, in this
work 5◦, both of which will tend to smooth out fine structure.
To summarize, finding the correct structural parameters through this method is usually pos-
sible, if the initial assumptions regarding the underlying model are correct. Although a certain
diffraction pattern can principally be generated by an infinite number of geometries, there are a
number of constraints in existing crystal structures that drastically scale the theoretical parameter
space. For example, only positive bond lengths are allowed, which in addition can only be altered
slightly from their relaxed values. Further more, the elements present in the surface are usually
known, and only a limited number of base structures are physically allowed at the first place.
2.1.1 The MSCD Program
In this work,the program MSCD (multiple scattering cluster diffraction) [56,58] was used for the
XPD investigations in the high energy regime, i. e. for Mg Kα radiation as an excitation source.
The necessary atomic potential and the phase shifts can be calculated within the MSCD program
package, or by separate programs. In this work, phase shift calculations were provided by the
program PWASCH (Partial Wave Analysis Schro¨dinger) [59].
In order to save computing time, the MSCD package uses the Rehr-Albers formalism (RA) [60]
in order to reduce the size of the scattering matrices that have to be inverted. To accurately conduct
a multiple scattering calculation, the size of the scattering matrix can be roughly estimated by
(lmax+1)2× (lmax+1)2, where lmax is the maximum angular momentum that is required for an
accurate result of the calculations. For an f initial state, as used for the Hf 4f XPD patterns, lmax
needs to be in the order of 20 [58]. Using the RA-formalism, the required matrix for an f state is
reduced to a size of 15×15. The exact representation of the multiple scattering propagator can
be found in [58].
By additionally introducing an automated cut-off, called “pathcut”, for weakly contributing
elements like hydrogen, it is possible to reduce the computing time by at least one order of
magnitude. Further on, the computing time Ttot depends on the number of scattering events that
are taken into account. By an improved iterative summing method for the scattering paths [61],
Ttot can be estimated by Ttot ∼ n, where n represents the scattering order.
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The result of the calculation is finally printed into a text file and is further processed by
applications developed during this work.
2.1.2 The MSPHD Program
For the results obtained from the investigations in the soft X-ray regime (180−250 eV excitation
energy), the program MSPHD was used to conduct multiple scattering calculations. It is designed
to deliver reliable and fast results in a range of 30−100 eV kinetic energy [57]. The program is
self containing and delivers sub-routines for all parts of the XPD calculation. The patterns are
calculated in four steps:
â At first, an atomic potential relying on the muffin tin approximation is calculated within
the so-called “VGEN” routine. This is how the Coulomb potential and the charge density
across the cluster, using relativistic atomic charge densities, is calculated. The results
are used for calculating the scattering phase shifts by an energy-dependent exchange
and correlation potential according to the complex potential introduced by Hedin and
Lundqvist [62]. The complex nature of this potential allows for including the effect of the
electron waves’ attenuation within the solid.
â In the second step, the final-state wave functions are calculated using the symmetry group
of the cluster, severely reducing the size of the scattering matrices and thus the computing
time of the problem. A variety of symmetry operations are included within the package
and are automatically applied to the given atom cluster.
â At next, the atomic T-matrices and the solution of the scattering problem are calculated.
For the matrix inversion, the so called “NAG” package [63] is used. The matrices needed
to be inverted in this work can be estimated by a size of around 5000×5000 for a cluster
of 100 atoms.
â As final step, the angular cross-section for the experimental geometry of the problem is
calculated (independently from the solution of the scattering problem). It yields the cross
section for an electron travelling along the vector~k pointing towards the entrance of the
analyzer.
A typical calculation of this kind takes between 5 and 30 minutes using a 2GHz CPU
depending on the cluster size and the maximal angular momentum of the electron final-state
waves used. More details on those parameters will be given in the course of the work.
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2.2 Algorithms
Different types of algorithms were used for analyzing experimental data and the results of
computer simulations. Each of them has different advantages and disadvantages. Different
computational problems required different approaches to reach a good trade-off between the
quality of the results and the required computing time.
2.2.1 The Levenberg-Marquardt Method
For a further interpretation of XPS data, for example, it is necessary to decompose XPS-spectra
into their different spectral components. Here, a Levenberg-Marquardt algorithm [64] was used
to fit an analytical function f to the spectra consisting of data pairs (xi,yi). This numerical
method uses a least-squares routine to find the best solution to this problem by minimizing
F(c) =
n
∑
i=1
(yi− f (xi|c))2, (2.2)
wherein the parameter c is varied between the iteration steps. During the optimization, the
routine changes smoothly from the inverse-Hessian method to the steepest descent method [64].
The advantage to this method is its numerical stability. As the routine is locally equivalent
to the method of Newton, its convergence is quadratic. The implementation of this algorithm
led to very long runtimes when a large number spectra had to be analyzed, i. e. in XPD patterns
(cf. Ch. 5.1). Also, an analytical function f is needed that cannot be provided in any case (see
below).
2.2.2 The Nelder-Mead Method
To be more efficient in analyzing the spectra within XPD patterns consisting of around 8000
spectra, an implementation of the Nelder-Mead [65] algorithm for Java 1.4 was taken from the
literature [66] and adapted to the program package that was developed in the course of the work.
The algorithm uses the topological simplex method to approximate the minimum of a given test
function without using derivatives. For an n-dimensional problem, an n-dimensional polyhedron
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Figure 2.3: Schematic of a simplex algorithm.
with n+1 corner points is defined. The polyhedron is called a “simplex”. A sketch of such a
problem is displayed in Fig. 2.3. In the case of a two dimensional problem the simplex has the
form of a triangle. The point z stands for the (unknown) minimum of a two dimensional function,
sketched by level curves.
The first simplex is given by the triangle (a,b,c) with f (a)> f (b)> f (c). To generate the
second simplex, the point (or vertex) with the highest value, in this case a is reflected with
respect to the axis between the vertices with lower values, generating the first iteration simplex
(c,b,d). In the next step e is generated, and so on, until a certain stop criterion is fulfilled. The
accuracy of this base method is limited by the size of the initial triangle. To significantly enhance
the accuracy of the procedure, Nelder and Mead allowed expansions and compressions of the
triangles for each iteration.
This algorithm allowed an automation and a significant runtime drop for XPS fitting procedures.
However, the convergence of this method is only proven up to two dimensional problems, yet.
Also, the starting conditions must be chosen carefully, otherwise it is likely to end up in a local
minimum. Because of this, some of the spectra of each photoelectron diffraction pattern were
fitted by a Levenberg-Marquardt method for determining adequate starting conditions.
2.2.3 Genetic Algorithms
For the R-factor analysis between experimental and simulated diffraction patterns both of
the algorithms described above are insufficient due to the necessary computing time for each
diffraction pattern. If an analytical function f is available in the problem, each of the test values,
which have been called F(c) in the case of the Levenberg-Marquardt approach and vertex in the
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Nelder-Mead case, can be calculated in a time scale of milliseconds. Within the R-factor analysis
no analytical function is available. Every single test value, in this case the R-Factor between the
patterns, requires the calculation of a photoelectron diffraction pattern. This takes around 5−30
minutes and the runtime of the Nelder-Mead algorithm would arise by a factor of around 106 in
comparison to a similar problem with a known function f . In addition, the parameter space that
has to be searched in an XPD R-factor analysis is usually much larger than in the case of a peak
fitting problem as described before.
Based on these facts, it was decided to implement a genetic algorithm (GA) to solve this kind
of problem. In contrast to the first two methods introduced here, this kind of algorithm is non
deterministic. This means that the same set of starting conditions does not lead to the same
iteration steps each time the algorithm is started. This kind of approach is called probabilistic, or
stochastic.
The main principals of this kind of algorithm are very similar to the basic principals of
evolution in nature. This is why biological schemes are usually used to label the building blocks
of this method. A set of key parameters ci is called the “chromosome”, the parameters themselves
are called “genes”. The whole of the chromosomes existing within one iteration step is called the
“population”. The literature about that kind of algorithm is sizable, raw models that have partially
been used to develop the GA in this work, can be found in [67] and [68], for example.
Applying the new glossary to the two dimensional simplex method, for example, would mean
that every simplex has a population of three chromosomes, while everyone of which consists of
two genes. Iterations within a GA are calculated by procedures called “generation”, “selection”,
“crossing”, and “regeneration” (“mutation”). The basic mechanisms of the GA developed in this
work are sketched in Fig. 2.4.
generation The first set of chromosomes, the first population, is generated using a random
number generator. A reasonable range [ci,min,ci,max] of allowed values is specified for every
single parameter ci within a chromosome in advance. While for the gene representation itself
whole numbers are usually used, the interval [ci,min,ci,max] is divided up into Ni equidistant grid
points. The index n of a grid point can be allocated to the corresponding parameter value by
ci = ci,min+n · ci,max− ci,minNi ,0≤ n≤ Ni. (2.3)
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Figure 2.4: Chart of the work principals of the genetic algorithm.
The overall size S of the parameter space is given by
S=∏
i
(Ni+1). (2.4)
fitness In the case of the XPD simulations the fitness can be identified by the R-factor of the
XPD patterns calculated using the parameter sets (chromosomes). The fitness is important for the
further selection (see below) of a certain chromosome. If the R-factor fulfills the stop criterion,
i. e. is below a given value, the algorithm is stopped at this point.
selection In this step chromosomes are probabilistically chosen to form the next population.
The chance for a chromosome being chosen depends on its R-factor. Parameter sets with lower
R-factors are taken into account with a higher probability. There are several different selection
strategies. The GA described here uses a selection that can be categorized as “competition”. Six
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chromosomes are randomly selected to form two groups of three chromosomes each. Afterwards
the ones with the lowest R-factors within their groups are picked for crossing.
crossing The genes of two selected chromosomes are combined into new individuals. There-
fore, one or more breakpoints are defined to divide up the chromosome into different parts. Those
parts are recombined afterwards to form two new chromosomes (cf. Fig. 2.4).
regeneration This step stands for a special method of applying mutations to the new population.
Instead of changing single genes randomly within the allowed range, all genes are altered slightly,
depending on the R-factor of their chromosome. This is done by using a Gaussian probability
distribution. The maximum of the distribution is set to the old parameter value and its width is
influenced by the R-factor. This strategy allows the algorithm to search globally at the beginning,
and more locally later, when the minimum of the parameter space is approached.
The implementation used here would allow the interchange of regeneration and crossing. After
the last regeneration, a new population is ready for the next iteration step.
The main advantage of a GA is that vast parameter spaces can be searched in very short times,
when no analytic test function is available. The transition between global and local behavior can
be smoothly changed by varying the width of the regeneration function. Usually the algorithm
approaches a possible minimum within the first 20 to 50 generations, which equals a computing
time of 1−2 days, depending on the population size and the sizes of the model clusters used in
the XPD simulations. Due to the probabilistic character of the GA, the algorithm slows down
in the vicinity of a potential minimum. It is not likely that the chromosome representing the
minimum is generated coincidentally. To avoid extended computing times, the algorithm was
stopped after an adequate number of generations and the best parameter set so far was used as
the starting point for a simplex calculation or a grid search.
Like the other approaches for solving a fitting problem, a GA has several disadvantages that
have to be considered:
â The convergence of such an algorithm cannot be proven.
â Depending on key parameters, like population size, and the width of the regeneration
function, the effectiveness of the GA can be dramatically changed. Those parameters can
only be optimized empirically. For different problems usually different sets of those key
parameters have to be used. Further details on that are given in Ch. 5.4.
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â A certain minimum cannot be unambiguously identified as a global one. Several calculation
cycles on the same parameter space are necessary to verify whether a minimum can be
reproduced.
â The GA does not work properly in the vicinity of the minimum, as mentioned above,
making the use of deterministic algorithms mandatory.
Only a combination of all the methods described in this chapter can deliver reliable results for
the different computational problems occurring in this work.
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3 Technological Relevance of HfO2 and
HfSi2
3.1 High-k Dielectrics
Silicides of transition metals attracted recent interest in various fields in surface science: In
order to retain the design of MOSFET devices (cf. Fig. 3.1) new materials are needed in the
semiconductor industry to proceed in the ongoing miniaturization. The currently used SiO2 gate
dielectric becomes inefficient for ultrathin layers of this material due to increasing tunneling
currents through these films. It can be shown that the properties of the layer are sustained down
to an oxide thickness of 7− 8 A˚ [1, 4]. These results are reported by experimental as well as
theoretical works [4, 70]. But beyond an estimated thickness of 12 A˚ no further gain in the
performance of an actual MOSFET devices are expected [71].
Figure 3.1: A transmission electron microscope (TEM) picture (left side) of an Intel MOSFET
device [69]. Schematic view (right side) of the basic MOSFET design. Besides the
metal contacts at the top, the different doped areas and the channel region within the
silicon wafer are displayed.
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Besides this effect, it is desirable to increase the drain current ID. This leads to a further
decrease of the devices’ switching time [1]. Thus, the device could work on higher frequencies.
The gradual channel approximation (GCA) that is a first order approximation for the drain current
within the channel region states that the maximal ID is connected to the key quantities of the
MOSFET by
ID,max ≈ µCoxWL
(VD,max)2
2
, (3.1)
wherein VD,max is the drain voltage that leads to the maximum desirable field across the oxide,
µ is the carrier mobility,W and L describe the dimensions of the channel region andCox stands
for the capacitance of the gate. It was already proposed in 1952 by Shockley [5].
Even in this approximation the GCA states that rising ID can be achieved by scaling the
channel region or increasing Cox. The decrease of the channel length is an ongoing process in
the last decades in the semiconductor industry. Modern devices operate with a channel length
of below 60 nm. A second approach to increase the performance of a MOSFET is to substitute
the SiO2 layer by a material with a significantly higher capacitance and thus a higher dielectric
constant “κ”.
Presently, several metal oxides are under investigation as a substitute for SiO2 [2, 72]. One
of the most promising candidates, besides zirconium oxide, is hafnium oxide, which fulfills the
basic requirements for the designated application [2]: that is, a high dielectric constant (κ≈ 25),
a large band gap (∆E= 5.7 eV), and a large band offset to silicon (∆ESi = 1.5 eV). Today, the
major concern is the thermal stability of the system HfO2/Si(100). During the last five years it
was shown that annealing of the system at temperatures above 700◦C leads to the formation of
metallic HfSi2, which destroys the insulating properties of the dielectric film [73–75]. Although
the knowledge of the ultra-thin Hf/Si(100) film-structure is one key to the solution of this
problem, the surface structure is still unknown.
3.2 Nanowires
Furthermore, a detailed understanding of the system HfSi2/Si(100) promises valuable information
in order to control electronic and geometric properties of structures in the field of quasi-one-
dimensional nanowires [77]. Those objects have gained recent interest for various fields of
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Figure 3.2: Schematic of a semiconducting core/shell nanowire (a) [76]. Transmission electron
microscope image (b) of a prototype NWFET device. Schematic of a nanowire tran-
sistor. The Si/Ge nanowire replaces the channel region of a conventional MOSFET
(Fig. 3.1).
applications. Semiconducting nanowires, for example, together with carbon nanotubes, are
potential alternatives for future NWFET (nanowire field effect transistor) devices. Instead of
keeping the current design of those devices, as described in Ch. 3.1, one could replace the channel
region by a nanowire. By using such a quasi-one-dimensional system it is possible to drastically
reduce electron scattering within the channel. NWFET devices using this principle were already
fabricated [76]. So-called Ge/Si core/shell wires as shown in Fig. 3.2 can already be prepared
with reproducible electronic properties in contrast to semiconducting carbon nanotubes.
In other fields, nanowires ought to work as optical probes for surface scanning applications
[78]. For this purpose metal oxide nanowires, like potassium-niobate (KNbO3), are under
consideration.
Metallic nanowires gained interest by their potential for use in ultra small electronic devices,
to contact NWFET, MOSFET, and CMOS devices, for example [80]. One approach to the
Figure 3.3: Scanning tunneling microscopy images of hafnium silicide nanowires on a Si(100)
surface prepared by oxide mediated epitaxy [79].
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fabrication of such structures is self-assembly, which can produce features smaller than those
possible by conventional lithographic techniques. Among other silicides [81, 82], HfSi2 is under
consideration to form self-assembled nanostructures of a high lateral aspect ratio on a silicon
surface upon annealing, which mainly depends on the amount of hafnium present on the surface.
Nanostructures with an aspect ratio of 70 were already realized by appropriate preparations [7,79]
(cf. Fig. 3.3).
The structure determination of the system HfSi2/Si(100) is the subject of this work. Together
with spectroscopic and complementary STM and AFM measurements an unambiguous picture of
the structure and the morphology of this system will be drawn. Subsequently, the stability of the
system HfO2/Si(100) is tested after using the preparation method of electron beam evaporation
(EBE) and is then compared to results in the literature. In a final investigation an attempt to
stabilize the system by nitrogen incorporation at the surface is presented.
4 Experimental Setup
4.1 UHV Chamber
In surface sensitive experiments like photoemission very clean surfaces are needed. While the
escape depth of low kinetic energy electrons (Ekin=50-150 eV) does not exceed a few Angstroms
(cf. Ch. 1), even thin adsorbate layers can severely reduce the quality of XPS spectra by damping
the photoemission lines and elevating the background of secondary electrons. Also, the chemical
composition of the surface layers can be changed by residual gas atoms like oxygen.
To minimize these effects in the experiments presented here, all measurements were carried
out in an ultra-high vacuum (UHV) chamber, displayed in Fig. 4.1, and in a comparable chamber
placed at the LNLS in Campinas [83]. A turbo-molecular pump and an optional titanium
sublimation pump [19] are used to produce a base pressure of around 1× 10−10mbar within
the main chamber. The transfer chamber is also pumped by a turbo molecular pump and has
a base pressure of around 5× 10−10mbar. The pressure is measured independently by a hot
cathode and a cold cathode ion gauge. According to the approximation of Langmuir [84] an
adsorbate layer forms within one second, if the pressure is in the order of 1×10−6mbar. Using
a mass-spectrometer it was possible to determine the partial pressures of the residual gas species.
It was found that at least 90% of residual gas consists of hydrogen. The partial oxygen pressure
that was the major concern in the experiments could be determined to be around 1×10−11mbar,
or lower. Based on this, one can reason that the investigated surfaces were hydrogen passivated
after 3-4 hours. This conforms to the measured absence of oxygen XPS-signals, even after an
exposure to the residual gas of several days.
To conduct in-situ sample movements a manipulator is built into the chamber that allows
movements along all three translational directions, as well as rotations around the two main axes
of the sample. Stepping motors are used to steer the movements along the z-axis, as indicated in
Fig. 4.1, and both the angular directions, which will be referred to as φ and θ, are comparable to
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Figure 4.1: UHV chamber for photoemission experiments. All necessary devices needed for the
surface characterizations are equipped in the chamber, such as an Mg Kα-x-ray tube,
a LEED system, and an electron analyzer.
spherical coordinates. The resolution of the motorized movements is ∆z= 1µm, ∆φ= 0.12◦, and
∆θ< 0.1◦.
4.2 Sample Holder
The barrel-shaped holder, displayed in Fig. 4.2, consists of around 35 pieces and has a size of
25×14mm. The basis is made of molybdenum, while copper is used for the three electrical
sliding contacts. The insulation between them is realized by Saphire rings and balls. Through
these contacts, semiconductor samples can be annealed by direct heating and can be grounded
during the measurement. Currents up to seven amperes can pass the holder. Due to the cylindrical
shape of the sliding contacts, the sample holder can be rotated around its main axis (φ-axis)
without interrupting the contact to earth. Outside the vacuum, the holder is cleaned in an ultra
sonic cleaner within a bath of isopropanol (C3H7OH).
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Figure 4.2: Sample holder for semiconductor samples. The sample is mounted at the front end
of the holder by molybdenum clamps.
4.3 Analyzer / Detector
The photoelectrons’ energy is measured using an energy-dispersive hemispherical analyzer of
the type CLAM 4 [85]. A schematic of this kind of analyzer is displayed in Fig. 4.3. After a
photoemission event, the electrons travelling towards the entrance of the analyzer pass through
a collimator at first. Its aperture mainly determines the acceptance angle of the analyzer, i.e.
the angular resolution. Before entering the analyzer by passing through the entrance slit, the
electrons travel through a first lens systems and a retarding field of value R that is used to enhance
the energy resolution ∆EE of the analyzer. This is possible, because the retarding field changes
the absolute energy E of the electrons, while leaving the energy distribution ∆E untouched. By
this, one can enhance the energy resolution by an order of 102. After passing the entrance slit,
an electrical field between the inner and outer hemisphere images the electrons onto the exit
slit. Electrons not having a certain pass energy, which is mainly determined by the potential ∆V
Figure 4.3: Scheme of a hemispherical electron analyzer (a) (a further description is given in the
text). Scheme of a channel electron multiplier (b). Some designs use a funnel shaped
entrance and a curved channel.
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between the hemispheres, cannot pass the analyzer. At the site of the exit slit, the electrons have
a kinetic energy of
Ekin = Eel−R−φ. (4.1)
The work function φ for the CLAM 4 analyzer is in the order of 4 eV.
To count the electrons leaving the analyzer through the exit slit, an array of nine channel
electron multipliers (CEM) was used. Analogue to a secondary electron multiplier (SEM) the
impinging high energy particles, in this case electrons, create a significant number of secondary
electrons out of a low work function material. In contrast to an SEM, the CEM uses a continues
funnel shaped dynode. High voltage is applied between entrance and the end of the funnel for
a further acceleration of secondary electrons towards its inner walls. By this, a single electron
can produce an avalanche of 109 electrons that can be detected as an electrical pulse at the rear
end of the CEM. The pulses typically have an amplitude of 5−20meV and a width of a few
nanoseconds. After further amplification, the pulses are counted by a computer program. Using
this setup, up to one million single electron events per second can be recorded.
4.4 Evaporator
The constitution of the system HfSi2/Si(100) and HfO2/Si(100) is done by evaporating hafnium
or hafnium oxide onto the cleaned surface of a sample. An electron beam evaporator (EBE) [86]
was used to evaporate these materials. A schematic view of such a device is displayed in Fig. 4.4.
The metallic hafnium is evaporated from wires. In order to generate temperatures high enough
to melt the metal at the tip of the Hf-wire, its front end is bombarded with electrons. Those are
delivered by thermal emission out of a ring shaped filament at the front end of the EBE. By
applying a voltage of around 1000V between filament and wire, the electrons are accelerated
towards the wire tip. The deceleration of the electrons within the wire delivers a sufficient amount
of energy to heat up the metal up to 3000◦C.
Unfortunately, the vapor pressure of metallic hafnium is extremely low and has value of
0.00013 Pa at 2240K [87]. In comparison, other metals that are typically used in an EBE, like
copper or gold, have a significantly higher vapor pressure of 0.1013 Pa at 1800K [88], and
0.1915 Pa at 2100K [89], respectively. To compensate for the low vapor pressure, temperatures
far above the melting point (cf. Appendix A) were necessary. Hence, a droplet of liquid metal
was formed at the tip of the wire during evaporation.
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Figure 4.4: Electron beam evaporator used to prepare hafnium, zirconium oxide, and hafnium
oxide onto silicon samples.
For evaporating hafnium oxide (HfO2) or ZrO2, the front end of the device had to be altered.
Instead of a wire, a tungsten basket was placed at the filament’s front. By bombarding the cage
with electrons, the enclosed hafnium oxide grains could be heated indirectly. Since the vapor
pressure of HfO2 is much higher compared to that of metallic hafnium, the material could directly
be evaporated.
Despite the high temperatures within an EBE, the evaporation rate for both HfO2 and ZrO2
was rather low. Exposing times up to five hours were necessary to produce nanometer thin layers
on the silicon substrates.
4.5 Beamline
For most of the experiments synchrotron radiation was used. Excitation energies ranging from
hν= 180 eV to hν= 600 eV were required for the different experiments. Throughout the work
measurements were conducted at three different beamlines, namely beamline 5 at DELTA,
beamline 11 at DELTA, and the SGM beamline at the LNLS (Campinas, Brazil). As an example
for the general principles of beamlines for soft x-ray light, a more detailed description of beamline
11 at DELTA is given [18]. A sketch of its assembly is displayed in Fig. 4.5.
Distances are provided with respect to the source, i.e. the middle of the undulator (not shown
in Fig. 4.5). Synchrotron radiation is generated within the undulator by an array of permanent
38 Experimental Setup
Figure 4.5: Schematic of the plane grating monochromator beamline 11 at DELTA [90].
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magnets causing a transverse acceleration of DELTA’s main electron beam. While the radiation
propagates into the beamline on a straight line, the electrons’ trajectory is bent by 7◦ by a dipole
magnet placed between the U55 undulator and the beamline. Since windows mounted within the
beamline would fully absorb soft x-ray light, the pressure in the beamline is connected to the
pressure in the main ring and has to be kept below 10−8mbar. Partial absorption of the radiation
at the optical elements leads to thermal expansions. To ensure the light’s pathway through the
optical elements, the elements’ temperatures are stabilized by a water cooling. Beam-Position-
Monitors (BPMs) are used to gauge the light’s position within the beamline. They function
via several metal blades placed close to the beam. The photoelectric ionization at the blades,
induced by the synchrotron light, can be monitored. The relation of the photo-currents measured
at different blades hints to the beam’s position. The align-systems within the beamline work as
collimators. Position and size of the beam can be constrained by blades within these systems.
The width of the blades also influences the energy resolution at the experimental site.
To select a certain energy form the continuous synchrotron spectrum and to focus the beam,
several optical elements are required. The toroidal mirror M1 absorbs hard x-ray light, while
soft x-rays are bent by 4◦. Due to its shape the beam is horizontally focused and is vertically
collimated. The plane mirror M2 is placed within the monochromator and reflects the light
towards a plane grating separating the different photon energies. Two different gratings are
available, one with 400 lines per millimeter, and one with 1200 l/mm. An energy range of
55−1500 eV is covered by the gratings. The monochromatic beam is subsequently bent by the
mirror M3 onto the exit slit, going along with vertical focusing. M4, finally, is a refocussing
mirror imaging the exit slit into the experimental setup. Its image size at the focus plane can be
estimated to be 70×200 µm.
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5 Results and Discussion
5.1 XPD Data Treatment
Computational processing of the experimental XPD patterns is necessary in most cases to make
the data suitable for use in an R-factor analysis. One effect that has to be corrected for is the
inconstant light intensity at a synchrotron light source, for example. But first, the manner in
which the design of the diffraction patterns, shown is this work, is obtained from the raw data
will be described.
As mentioned in Ch. 1, in XPD the photoelectron intensity is recorded as a function of the two
spatial angles I = I(θ,φ) as illustrated in Fig. 5.1(a). Thus, the angles are labelled according to
spherical coordinates. This is why the polar plot representation of the data covers the surface
of a hemisphere above the sample, displayed in Fig. 5.1(b). Each dot on such a surface stands
Figure 5.1: Geometry for recording XPD patterns (a). Hemispherical shaped raw data (b), show-
ing angular depending diffraction effects. Illustration of an XPS spectrum (c). Its
peak area is transferred into one spot of the color image in (b). Projected XPD pattern
(d).
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for the integrated intensity of the XPS spectrum taken under the corresponding angle pair, as
illustrated in Fig. 5.1(c). Brighter colors would mean a high signal strength and darker colors
would mean a less photoelectron signal. The sample holder (cf. Fig. 4.2) was rotated in oder to
obtain such a pattern, instead of moving the hole analyzer setup. The pattern’s color scheme can
be freely chosen, of course. For all the patterns shown in this work, a simple linear gray scale
has been used.
For more clarity the hemispherical surface is usually projected back onto the surface plane, as
one would look onto the hemisphere from above (Fig. 5.1(d)): I = I(θ,φ)→ I = I(r,φ). Instead
of projecting the pattern by r = cos(θ), as one would suspect from the geometry of the problem,
r = tan
(
θ
4
)
(5.1)
is chosen. Again, this is only done for clarity’s sake. As a result, the distortion of the outer angles
is relaxed and the diffraction features for high θ can be observed more easily. The transformation
described above only affects the visualization of the patterns. Hence, for the comparison with the
simulated patterns, the function I = I(θ,φ) continues to be used.
The separation of the modulating part, i. e. the diffraction effects, from the non-oscillating
background signal and arbitrary fluctuations, is more important than the visualization of the
patterns. As a first step, the background of secondary electrons is removed from all off the
spectra recorded, as already denoted by the gray area in Fig. 5.1(c). For photoelectron lines
appearing on a smooth background in a PE spectrum without vicinal Auger or other PE lines, the
so-called Shirley background [91] turns out to be a good approximation to calculate the amount
of secondary electrons generated by the peak. The main assumption made by Shirley is that the
overall backgroundU generated by a certain peak containing n points, is proportional to the peak
area towards higher kinetic energies:
U = u ·
n
∑
i=1
ci = uI⇔ u= UI , (5.2)
where ci is the count rate at a certain point i in the spectrum. The constant u can be seen as the
background proportionally generated by a single count of the main peak. The backgroundUi at a
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certain point i of the spectrum can then numerically be calculated by evaluating the fractional
peak area Ii generated over the interval [ci,cn] by
Ui =U · ∑
n
k=i ck
I
= u ·
n
∑
k=i
ck (5.3)
generating a curve with a positive slope towards lower kinetic energies that shows inflection
points below the maxima of the spectrum. This is not surprising as long as U is more or less
proportional to the area of the peak function.
In a second step, attention is drawn to the function I(φ) at constant θ, i. e. to the intensity
distribution within one polar angle. An example for such a function is shown in Fig. 5.2(a). It
displays the modulation within one ring of the Si 2p pattern shown in Fig. 5.2(b). One can observe
the four-fold modulations of signal as a function of φ. The amplitude of those modulations is
usually much smaller than the overall signal. To separate the modulation from the average signal,
usually a smooth background function is subtracted, as indicated by the dashed line, and the
so-called χ-function
χ(θ,φ) =
I(θ,φ)− I¯(θ)
I¯(θ)
; I¯(θ) = ∑
n
i=1 I(θ,φi)
n
, (5.4)
Figure 5.2: Azimuth dependence of diffraction effects (a) extracted from the circle shown in
pattern (b) displaying a Si 2p XPD pattern excited by Al Kα-radiation. Part (c)
displays the processed pattern after subtracting the background indicated by the
dashed line in (a).
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is introduced. Thus, I¯(θ) is the average signal within a ring of constant θ. Finally the χ-function
is transferred to a gray scale as described above where black color is assigned to the lowest χ
value and white color to the highest one. As long as the gray scale is chosen regardless of the
initial amplitude of the modulation compared to I¯, the strength of the diffraction cannot directly
be derived from such a pattern. To have a measure of it, the maximal anisotropy
χmax = max{χ(θ,φ)}−min{χ(θ,φ)} (5.5)
is defined. It returns the fraction of the modulations compared to the average signal. In this work
it is referred to as a percentage quotation in the lower left corner of each diffraction pattern. Since
χmax for simulated patterns reflects modulations occurring for a perfect crystal, much higher
values are achieved here. Those values usually have no practical use and thus will be left out for
most of the calculated patterns shown.
In a last step random fluctuations are suppressed by averaging out the symmetry equivalent
positions in the pattern. To justify this step the diffraction patterns must show a certain symmetry
from the beginning. For most of the patterns shown here this should be a four-fold symmetry. If
this symmetry is not clearly visible before the symmetrization takes place, it is likely to produce
artefacts that can have the appearance of a pattern, but do not hold any physical information.
At this point one sees the advantage of full-2pi pattern over those covering only a fraction of
the φ-range: the systems´ symmetry can be directly extracted from the raw data, no initial guess
concerning the symmetry is required. The trade-off at this point is, of course, that recording a
full pattern is much more time consuming.
There are some other enhancements that are necessary in some cases. These will be discussed
as they arise. The pattern that is finally obtained is displayed in Fig. 5.2(c).
5.2 Clean Silicon
The substrate material investigation plays an important role for the understanding and interpreta-
tion of the systems that will be formed on the silicon substrate later on. The XPS spectra taken
for the clean surface will later be compared to those obtained from Hf/Si systems to follow the
evolution of the chemical environment of the substrate’s surface layers. The second use they
have is to check for the cleanliness of the surface.
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Diffraction patterns recorded from the silicon substrate will be used for distinguishing dif-
fraction effects originating from the hafnium from those caused by the substrate. They are also
important in order to verify the reliability of the simulations using the MSPHD and MSCD
program. Therefore, the clean silicon (100) has been investigated using high excitation energies
(HE) from a Mg Kα source (hν=1253.6 eV), and low energies (LE) using synchrotron light with
an excitation energy of hν=180 eV.
For all the measurements presented here, the silicon samples had a size of 6×8mm and were
cut out of a silicon wafer with a diamond-studded cutting tool. To remove dust and residual
contaminations from the surface, the samples were washed with iso-propanol (C3H7OH) and
dried in air. The final cleaning of the samples, i. e. the removal of the native oxide from the
surface, took place in ultra high vacuum by flash annealing at temperatures of around 1000◦C for
one minute. Afterwards, the surface was reconstructed into the (2×1)-phase with two domains
by gradually cooling the sample to room temperature (RT) within a time span of 15 minutes. To
verify the reconstruction low energy electron diffraction (LEED) was used. An example of the
reconstructed surface, as it appears in LEED, is displayed Fig. 5.3(b).
The XPS results presented in Figs. 5.3 and 5.5 were already reported in a previous work [92].
They are repeated here briefly for completeness and in order to demonstrate the clarity of the
new spectroscopic and real space imaging results presented.
5.2.1 High Energy Results
An overview spectrum of the clean silicon surface is shown in Fig. 5.3(a). All peaks are labelled
according to the literature [93]. The residual oxygen and carbon signals as well as those of
molybdenum do not originate from the sample itself, but from the molybdenum holding-clamps
of the sample holder (cf. Ch. 4.2). They are excited within the relatively large area irradiated by
the x-ray tube. As we will see for the synchrotron experiments, where the light can precisely be
focussed onto the sample site, no impurities are present on the sample itself.
The black dots in Fig. 5.3(b) display the signal obtained from a clean surface and the decompo-
sition in its components. According to the rules of L-S-coupling (cf. Ch. 1.4.2) the intensity ratio
between the 2p3/2 and 2p1/2 peak is given by
2·3/2+1
2·1/2+1 = 2 : 1. According to [17] the separation
between the two peaks is 0.6 eV. The Gaussian doublet that was used here was set to these
parameters.
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Figure 5.3: Overview spectrum of a clean silicon surface (a). The origin of the impurities is
discussed in the text. High resolution spectrum of the Si 2p signal (b) and the
decomposition into its components [92]. The inset shows a color inverted LEED
pattern obtained from the surface.
The inset of Fig. 5.3(b) shows a typical LEED picture obtained from the clean silicon surfaces
of all the samples investigated here. For recording this picture the primary energy of the LEED
system was set to Eprim=100 eV. To enhance the contrast, the colors of the picture were inverted.
Those pictures were mainly used to check for the purity of the surfaces and the presence of
the reconstruction and not in the manner they are used in quantitative LEED [94], for structure
determinations.
Photoelectron diffraction patterns were obtained from the clean surfaces several times. The
result of one of those investigations is shown in Fig. 5.4. The upper part of (a) displays the
experimental raw data. In the lower part the processed data are displayed (cf. Ch. 5.1). The raw
data are already very much alike the processed data due to the constant flux that a conventional
x-ray tube provides. The pattern also exposes very few random fluctuations. Still, the maximum
anisotropy of simulated patterns is usually much higher compared to such experiments, because
the simulations always assume a non-faulted and fully even surface that produces much less
background intensity.
As discussed in Ch. 1.5 computer simulations of model structures are needed to solve the
structure of a system by its XPD pattern. A cluster consisting of around 150 atoms was con-
structed representing a silicon bulk structure. Single-crystalline silicon usually forms in the
diamond structure [95]. Therefore it is a cubic f cc-phase (with a two atom basis) and it can be
described by only one lattice constant which in the case of silicon is a=5.43 A˚. This leads to
bond lengths of 2.35 A˚. The muffin tin radius of the inner potential was chosen to be 8% less in
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the simulations than half of the next neighbor distance. A section from the model cluster formed
upon the structural parameters is displayed in Fig. 5.4(b).
All atoms within this structure are in the same chemical state. Therefore it makes no difference
at which of the slabs within the unit cell the cluster is cut, i. e. which of the slabs terminates the
clusters’ surface. For the systems discussed later on, it will turn out to make a difference. To be
exact for the silicon system, one would have to add a (2×1)-phase reconstructed layer to the
surface. In the case of the HE investigations the contribution of the surface layer compared to
the contribution of the bulk is negligible due to the rather large mean free path for the electrons
of around λ=18 A˚ [96]. For this reason patterns simulated by the MSCD program [56] using
the cluster in Fig. 5.4(b) are already in very good agreement with the experimental data. With
the order of multiple scattering set to three, the R-factor could be calculated to R=0.15. In the
next part of the work it will be shown that comparable results can be obtained for the low energy
measurements.
Figure 5.4: Experimental XPD pattern of the Si 2p signal of a Si(100) surface (a), excited with
Mg Kα-radiation, before and after background removal. Top and side view of the
model cluster (b) used in the simulations for the pattern in (a). Final result of the
computer simulations (c).
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5.2.2 Low Energy Results
The experiments to be presented next were conducted with an excitation energy of hν= 180 eV
using synchrotron radiation at the DELTA synchrotron radiation facility. An overview spectrum
obtained from the clean surface is shown in Fig. 5.5(a). No surface impurities can be found in
the spectra. In addition to the photoelectron lines of silicon, the LMM-Auger intensity can be
found at a kinetic energy of Ekin = 91.6 eV [97]. A high resolution spectrum (∆E ≈ 100meV)
is displayed in Fig. 5.5(b). The spectrum obtained from the clean surface, indicated by the
dotted curve, can be easily decomposed into one bulk and two surface components, according
to [42, 98, 99] they originate from the surface reconstruction of the uppermost layer, which can
be no longer neglected, in contrast to the discussion of the HE measurements. The left hand
component will be referred to as S’ in the course of the work. It originates from the uppermost
layer of the silicon bulk and its chemical shift with respect to the main line of Si was set to
∆Ekin(S′) =−0.3 eV (again according to [42, 98]). The other component will be referred to as S.
It originates from the surface reconstruction and has a chemical shift of ∆Ekin(S) = +0.4 eV. The
energy separation for the three doublets used in the fit has been set to 0.6 eV [17], their intensity
ratio has been set to 2:1.
The LEED patterns for the clean surfaces were identical with the pattern in the inset of
Fig. 5.3(b). The photoelectron diffraction investigation of the surface resulted in the pattern
displayed in Fig. 5.6(a), showing raw data. Part (b) displays processed data as they appear after
background removal, smoothing, and symmetrization. The rather large difference in contrast
Figure 5.5: Overview spectrum of a clean silicon surface (a). The excitation energy is hν=180 eV.
High resolution spectrum of the Si 2p signal of the same surface (b) and the decom-
position into its components (see text).
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and clearness between those two patterns is typical for synchrotron radiation investigations.
Throughout the recording time of such a pattern, around six hours, the intensity of the incident
beam is never constant, but decays with time. Since the average intensities I¯ are calculated for
every single θ-angle (cf. Ch. 5.1) the signals show a gradient in brightness for all θ. For more
on the data enhancement, see Ch. 5.4. The comparison of raw data and processed data is very
important to verify whether new modulations were created during the data processing. These
kind of artefacts would eventually disturb the simulation process.
A model cluster was set up containing around 100 atoms. The structural and non-structural
parameters from the HE simulations of this surface were adopted. Additionally, a (2×1)-
reconstruction was included on top of the cluster because of the very small mean free path
(λ≈ 5A˚) and thus the higher surface sensitivity in this experiment. Simulations were conducted
using the program MSPHD [57]. The maximum angular momentum was set to `= 6. Within
a computing time of 40 hours a relaxation of the R-factor to R=0.22 could be achieved, the
corresponding simulated diffraction pattern is shown in Fig. 5.6(c). The positions of the two
dimer atoms, the first two layer distances, and the number of emitters placed in the bulk served
as variables in the calculations. Further improvement seemed probable, but since the general reli-
ability of the simulation procedure was already indicated by these results, the R-factor analysis
was stopped at this point.
In summary, three main results can be reported: First, it is evident that the experimental
procedures as well as the simulation procedures with the MSCD/MSPHD packages do work
properly, if the correct models are assumed. Second, the same model cluster (except for the
Figure 5.6: Experimental XPD pattern (raw data) of the Si 2p signal of a Si(100) surface (a),
excited with synchrotron radiation at hν=180 eV. Appearance of the pattern after the
data processing procedure (b). Final result of the computer simulations (c) using
diamond-type model clusters.
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presence of surface dimers) could be used to describe both the high and low energy experimental
results. Two different programs were used, which rules out a coincidental match of the results.
Finally, the results are suitable to exclude background effects originating from the silicon in
the investigations presented later of, by a direct comparison of the Si 2p patterns with patterns
recorded from the Hf 4f signal.
5.3 HfSi2/Si(100) High Energy Investigation
In this chapter the first part of the final results on the system HfSi2/Si(100) is presented. There
are two reasons for investigating the system with two different energies, as presented here: First,
one can adjust the surface sensitivity by changing the electrons’ kinetic energy. The bulk-like
behavior of the system may be investigated using electrons of high energy (Chs. 5.4 and 5.5).
This includes probing for stacking faults, for example, as discussed below. Experiments using
electrons of low kinetic energy are more sensitive to the surface structure. Second, the diffraction
patterns’ appearance is drastically different at Ekin=1100 eV compared to those of XPD patterns
recorded at Ekin=100 eV. This is due to the different wave length of the photoelectrons. For
the HE investigations forward-scattering in predominant, for the LE investigations backward-
scattering becomes more significant (Ch. 1.5). Therefore, the two investigations can considered
to be independent. For the two energies two different programs were used to conduct simulations.
If the same base structure can be used for both the investigations, one can exclude a coincidental
similarity between the structural model and the experiments.
Extended experimental details, as well as the evolution of initial results of the HE investigation
were already reported in [92] along with the thickness determination of the layers used. In the
following, a brief summary of the conclusion will be given. In the current work, the results of
the subsequent investigation are reported as published recently [75, 100].
The system is formed by evaporating metallic hafnium onto a clean silicon surface by electron
beam evaporation (EBE). Stepwise annealing up to temperatures of 950◦C repeatable produces a
unique phase of HfSi2 [75]. A high resolution XPS spectrum of the Hf 4f photoelectron signal is
shown in Fig. 5.7(a). The additional components found in the spectrum are comparable to those
discussed in Ch. 5.2.1 and can be allocated to the oxidized species on the sample holder. These
components show no diffraction at all. A sudden decrease of the signal during annealing indicates
the formation of islands on the surface. As it will be shown later, this presumption is supported by
the new results. The experimental diffraction pattern obtained from the Hf 4f signal is displayed
in Fig. 5.7(b). The pattern recorded from the silicon signal of the same sample manifested no
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Figure 5.7: High resolution spectrum of the Hf 4f PE intensity (a) [92]. Experimental diffraction
pattern (b) obtained from the signal in (a). First calculation result using the C49
structure (c).
visible differences compared to the pattern of the clean surface (cf. Fig. 5.4(a)). This can easily
be understood by the bulk sensitivity of the investigation. Assuming a C49 structure for the HfSi2,
also called zirconium silicide structure [49, 101], the first XPD simulations led to a calculated
pattern as shown in Fig. 5.7(c). Initial relaxations of interlayer distances and the tests for different
surface terminations are already included here.
The preliminary result shows a number of matches between experiment and calculation
(marked by the circles in Fig. 5.7(b)/(c)). For the continuation of the investigation in this work, it
seems reasonable to check for similarities within simulations performed for other structures than
the C49 lattice, in order to rule out the similarities being coincidental.
Further structures were reported for transition metal silicides similar to HfSi2, e. g. for TiSi2
[102], in the literature. According to these findings the so-called C11b and C54 structures were
tested for matching to the experimental pattern. The results of the simulations are displayed in
Fig. 5.8(b) and (c). The experimental result, as shown in Fig. 5.7(b), is repeated in Fig. 5.8(a)
for the comparison with the result of the simulations for the C11b and C54 structures. For each
simulated pattern, the structural model with the optimal surface termination was used. The
displayed patterns show only poor agreement with the experimental data. The corresponding
R-factors are far above R=0.5. Also, statistically combined patterns for the C49, C54, and C11b
structures were tested to probe for a possible mixture of those phases within the surface. In all
those approaches the R-factor could be minimized if the pure C49 phase was used.
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Figure 5.8: Comparison of the experimental results (a) with simulations of different structural
models shown in (b) and (c), together with their associated R-factors.
An improvement of the R-factor could be obtained if stacking faults of the C49 structure were
included, as predicted for this structure in literature [103]. Two different types of stacking faults
are likely to occur in this structure: According to the scheme of the unit cell as displayed in
Fig. 5.9(a), the cell (without stacking faults) consists of two equivalent slabs shifted by a lattice
parameter a/2 with respect to each other, as indicated on the right hand side of Fig. 5.9(a). This
structure of transition metal silicides was proposed by Smith and Bailey in 1957 for the first
time [49]. Its lattice parameters are a=3.677 A˚, b=14.550 A˚, and c=3.649 A˚. This structure will
be referred to as “non-faulted”. The structure tends to be rigid at the connection between the
two parts of the slabs, where a silicon double layer occurs, i. e. at b/2. Both stacking faults to be
introduced refer to the alignment between those two parts of the unit cell. The first one can be
obtained by a translation of (a+c)/2 between them and will be referred to as “stacking fault A”
(SFA). The second one results from a rotation of pi/2 around b and a shift of (a+c)/4. This one
will be called “stacking fault B” (SFB).
For both of these stacking faults diffraction patterns were calculated. The results are shown
in Fig. 5.9(b) together with the associated R-factors compared to the experiment. On the first
sight the SFA structure resembles the experimental results quite well, while the SFB structure is
only in poor agreement with the pattern shown in Fig. 5.8(a). As it is most probable for the true
structure to be a mixture consisting of the not-faulted structure as well as the others, statistical
combinations of the structures were tested.
The patterns obtained for the different stacking fault structures can be summed up by includ-
ing their statistical contribution, because the scattering events causing a particular pattern are
uncorrelated, hence no interference occurs between different electron emission events. Due to the
mean free path of electrons being rather low within the structure, the local emitter environment
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Figure 5.9: Zirconium silicide structure (a), as suggested in [49] for bulk HfSi2. The unit cell
can be formed from two displaced slabs. Simulated diffraction patterns (b) for
two different kind of stacking faults in comparison with the non-faulted structure
calculation.
consists of only one type of the possible structures, leading to one of the patterns in Fig. 5.9(b).
For all possible combinations the lowest R-factors were obtained for SFA without contribution
of SFB. The mixture of SFA with the non-faulted structure reduced the R-factor to R=0.30
which is below the value obtained for both the pure faulted and pure non-faulted phases. This
suggests both phases are present at the surface. Further on, a rough estimate of the fractions
of these two phases within the lattice becomes possible. In Fig. 5.10(a) the R-factors of the
resulting patterns are plotted versus the mixture of the structures. The lateral axes show the
percentage contributions of the non-faulted phase and the stacking fault A. The contribution
of SFB at a certain point of the plot-surface is indirectly given by the residual fraction to fill
100%. It can clearly be seen that a rising fraction of SFB (towards the top-left corner of the
plot) also rises the R-factor of the resulting patterns. The valley along the line where %(SFB)=0
indicates a minimum for a contribution of around %(SFA)=55, and %(non-faulted)=45. The
resulting pattern has an R-factor of R=0.30 compared to the experiments. Both experiment and
simulation are displayed in part (b) of Fig. 5.10. The circles in the patterns point at the similar
features that appear in both of them. For the inner angles, especially up to θ= 50◦, the match
between the patterns is extremely good. Some of the polar angles expose an R-factor of around
R=0.10, compared to the experimental pattern. This indicates a good accordance of the C49
structure together with the stacking faults used with the actual lattice. This can be understood
because the diffraction features in the inner angles are mainly caused by deeper layers of the
cluster. For the outer angles the main diffraction peaks could still be reproduced, but the fainter
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Figure 5.10: R-factors (a) obtained by statistically combining faulted and non-faulted structures
(see text). Experimental XPD pattern for Hf 4f (b) and best simulation obtained by
the simulations. Model cluster (c) used for the simulation in (b).
intensities in these angles could not be fully resembled. The features appearing for higher θ
are mainly influenced by the upper layers of the cluster. One may conclude from this that on
the surface either additional stacking faults occur or arbitrary sites are present on the surface,
which could not be included in an appropriate way. The main problem here is the rather poor
surface sensitivity of the experiments presented. Reconstructions or relaxations only affecting the
surface layer cause a small effect on the diffraction patterns. In many cases those effects cannot
be distinguished from small random fluctuation of the R-factor, as they occur in the simulations.
A clarification of the surface layers, in an experiment more sensible to it, is given in the next
chapter.
The uppermost part of the model cluster used for the final simulation are displayed in part (c)
of Fig. 5.10. The explicit distances and relaxations included here are summarized in Tab. 5.1
labelled according to the nomenclature in Fig. 5.10(c). For all calculations, surfaces exposing
a silicon termination led to the lowest R values. In order to include surface reconstructions
experiments with a higher surface sensitivity are required. Those will be presented in the next
part of the work.
The R-factor of R=0.30 for the final pattern can considered being rather low, especially when
taking the electrons’ high kinetic energy into account. The mean free path of photoelectrons with
Ekin = 1200 eV and Ekin = 150 eV is λ = 18 A˚ and λ = 5 A˚, respectively. The mean free path
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at high kinetic energies is more than three times larger than at low kinetic energies. Therefore,
the cluster size in the calculations for high kinetic energies has to be increased, too. In order to
take all important scatter events into account and to ensure a good convergence, the assumed
cluster size is 1.5− 2.0 times larger than the mean free path of the photoelectrons. With an
increase in the cluster size, the number of contained atoms rises as well. This leads to a drastic
increase of the parameter space. The maximum possible cluster radius of r = 24 A˚, as used in
this investigation, resulted from the limitations in computer memory and the time needed to
calculate patterns for the model clusters. Computing times above one hour were omitted. The
limited cluster radius could be one reason for relatively high R-factors at higher polar angles.
The computing time for the presented results was around 1200 hours, with an average computing
time of 30 minutes for a single pattern. These results were obtained without the use of the genetic
algorithm, since the GA was not adopted to XPD in the first year. Later, the GA was applied to
the structure search yielding very similar results as obtained by grid-search, but on shorter time
scales.
Lattice Parameters [A˚]
Parameter Value Original
1st IL dist. 1.680 1.717 (= -2%)
2nd IL dist. 0.638 0.684 (= -7%)
3rd IL dist. 2.097 2.095 (= ±0%)
Cluster radius r 20 -
Cluster depth 15 -
Other Parameters
Parameter Value
No. of atoms 282
Electrons’ kin. energy 1239 eV
Inner potential -8 eV
Order of multi-scattering 3
No. of emitters 5
Stacking faults SFA & non-faulted
Surface reconstructions none
Table 5.1: Summary of the final structural and non-structural parameters used in the simulation
shown in Fig. 5.10.
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5.4 HfSi2/Si(100) - Thin Layer
In this part the results for the low energy investigation using synchrotron radiation of hν= 180 eV
are reported. At first, a thin layer of hafnium with an initial thickness of around a monolayer, or
3 A˚, was investigated. Most of the results were published in [104]. The experimental procedures
are not part of the present work and are contained in [105].
Like in the previous chapter, the experiments were carried out in an ultra-high vacuum chamber
with a base pressure below 5×1011mbar. For enhanced surface sensitivity and sufficient energy
resolution synchrotron light was used as an excitation source for the experiments (beamlines 5 and
11 at DELTA). After the evaporation and after annealing at 750◦C for 10 minutes, photoelectron
spectra and LEED images were recorded.
5.4.1 XPS Investigation
An overview spectrum obtained from the surface after annealing is displayed in Fig. 5.11(a). In
contrary to the overview spectrum obtained by using a conventional x-ray tube as an excitation
source, no impurities can be found, since the diameter of the incident beam was well below the
diameter of the sample. Thus, no signals of molybdenum or hafnium oxide (originating from
the holding clamps) can be found in the spectra. A high resolution scan of the Hf 4f region is
displayed in Fig. 5.11(b). At a first glance, no additional components can be seen besides the
main line. As it will be shown later on, the spectrum can be separated into a single doublet of
Figure 5.11: Overview spectrum (a) after evaporation and annealing the system. No impurities are
visible on the surface. High resolution spectral window (b) of the Hf 4f photoelectron
signal.
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Doniach-Sunjic profiles. The LEED pictures obtained after annealing were similar to the LEED
pattern already given in Fig. 5.3(b), but with a higher diffuse background signal (not shown).
The first important investigation was the clarification of the different chemical species of
hafnium and silicon present on the surface. High resolved XPS spectra obtained from the
silicon 2p signal are displayed in Fig. 5.12 as they appeared for two different polar angles. As
before (cf. Ch. 5.2.2) the silicon signal could be separated into three different distributions. Their
chemical shifts regarding to the bulk signal were set as before. There are some key differences
visible compared to the spectra obtained from the clean surface. The S’ component appears to
be much broader than before. This can be easily understood by the origin of this component
allocated to the uppermost layer of the silicon bulk. Due to the treatment of the sample, i. e.
evaporation of hafnium and annealing (including island formation), the uppermost layer is much
less ordered than before. Thus, a variety of almost equivalent configurations exposing only slight
differences in their binding energies appear together as a broadened peak. For the spectrum in
Fig. 5.12(a) a small gap appears between fit and actual data. It is caused by surface adsorbates.
The XPS spectra at lower angles were recorded at a late point of the XPD investigation when the
sample already was exposed to residual gas inside the UHV chamber for more than a day. In
contrast to the clean surface the S-component of the silicon signal now appears to be more intense.
At this point the component is overlaid by the new silicon component bond to hafnium within the
islands. Unfortunately the chemical shift of this component turns out to be ∆Ekin(SiH f )≈+0.35-
0.4 eV and is thus almost identical to the shift of the S contribution. For all the measurements
presented it was not explicitly possible to decompose these components.
Figure 5.12: High resolved Si 2p spectra and the decomposition in their underlying components.
Spectrum obtained for θ=30◦ (a), and for θ=60◦ (b). See also text.
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Some further information can be derived from Fig. 5.12. Since the spectra were recorded
under different emission (polar) angles, part (a) for θ= 30◦, and part (b) for θ= 60◦, the change
of the intensity ratio between the different components holds information about the depth from
where a signal originates, according to Eq. (1.5). Under high emission angles the portion of
photoelectrons stemming from the surface rises with respect to those originating from deeper
layers. Not surprisingly, the relative intensity of the surface and island components ( S and S’)
increases in Fig. 5.12(b) with respect to the silicon bulk signal. This is, of course, the reason why
the intensity distribution appears to be different compared to Fig. 5.5(b) as it has been recorded
under normal emission. Also, the S/SiH f components grow relative to the S’-contribution. Again,
this behavior is expected since reconstruction and islands are assumed to be above the surface.
This behavior was not only checked for in the two angles presented, but in fact for all polar
angles of the recorded XPD patterns.
Since it turned out to be difficult to separate the intensity stemming from the islands from
the rest of the silicon signal, the Hf 4f peak is the most important photoemission line in this
study. Therefore, it is of great importance to understand the peak shape displayed in Fig. 5.11(b).
Different approaches for constituting the spectrum by known peak shapes were performed.
For the silicon signal, standard Gaussian profiles were used in this work leading to reasonably
fitting results. Fig. 5.13(a) displays the decomposition of the Hf 4f signal by using two Gaussian
doublets. Even subtracting the background of secondary electrons left the peak appearing
asymmetric. One doublet turned out to be insufficient to resemble the experimental line shape.
Using these two components with a chemical shift of ∆E = 0.44 eV leads to a good match
between experimental data (dots) and fit (solid line). This kind of fit was applied to the XPD
data obtained from this signal. Fig. 5.13(b) displays the diffraction patterns for both of the
presumptive components. If the decomposition would denote two real components present in the
surface, their diffraction patterns ought to look different. The chemical shift of these components
indicates slightly different chemical (structural) environments. Since XPD is extremely sensible
to such changes, differences in the patterns are expected. In contrast, the diffraction features in
the patterns are practically identical. This gave rise to the presumption that the use of Gaussian
profiles as an approximation for the peak shapes might be not valid in this case, and the latter
peak might hold only one chemical component. If a short lifetime of the state would lead to a
significant Lorentzian contribution, the peak would appear as a Voigt profile, as discussed in
Ch. 1.4.2. An attempted decomposition into a doublet of Voigt profiles is given in Fig. 5.13(c).
The ellipse points to a region where a gap appeared between fit and experiment that could not be
avoided by the available parameters. Furthermore, the Lorentzian width used was comparable
to the Gaussian one, wL = 0.88 eV and wG = 0.85 eV, which is at least surprising. Usually one
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Figure 5.13: XPS spectra of the Hf 4f signal fitted using different theoretical approaches. Two
Gaussian doublets (a) and corresponding XPD patterns (b). Voigt doublet (c) and
Doniach-Sunjic doublet (d).
would expect a much smaller inherent line width here.
A further peak shape used for XPS is the Doniach-Sunjic profile (Ch. 1.4.2). Due to the
asymmetric shape of the profile the background subtraction by the Shirley assumption is no
longer valid. Some parts of the of peak, on the side of lower kinetic energy in particular, are
mistaken to be part of the background of secondary electrons by the iterative Shirley function. As
long as the fraction of diffuse background cannot be definitely distinguished from the contribution
of the Doniach-Sunjic profile, this fraction must be taken into account as a variable in the fitting
procedure. For the spectrum displayed in Fig. 5.13(d) the best results were obtained by setting
the Shirley-background contribution to 14U, where U is the overall background. Obviously this
type of profile matches the peak shape much better than the previously discussed Voigt profile.
The fact that this kind of profile is usually used for PE signals from metals indicates the metallic
character of the hafnium silicide islands, where the whole of the Hf 4f signal is assumed to be
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originating from. The fitting procedure’s final parameters can be assumed to be quite reasonable:
The Gaussian width was set to wG = 0.8 eV, while the inherent line width could be kept below
100meV. The asymmetry parameter was set to α= 0.13. The use of Doniach-Sunjic profiles to
decompose spectra of hafnium silicide and hafnium nitride (in different phases) was also shown
in [73] and [106], but for much thicker initial layers of hafnium where the appearance of metallic
characteristics is more expected than for the ultra-thin films presented here.
5.4.2 XPD Investigation
Having only one component originating from the structures, at least within the energy resolution
of the experiments, simplifies the extraction of the diffraction effects from the data. Besides
the background subtraction, only the area of the hole peak has to be determined. The resulting
diffraction pattern, recorded using a 2◦×2◦ angular increment, is given in Fig. 5.14(a) before and
after enhancement of the data. Sudden changes in intensity occur for some of the polar angles
and the pattern appears to be noisy. These effects are due the variations in the signal strength
of the synchrotron source’s incident beam. The azimuth dependent intensity distributions for
θ= 60◦ and θ= 14◦ are displayed as an x-y-plot in Fig. 5.14(b)/(c). These angles were chosen
purposely to demonstrate two major effects to be handled. For θ= 60◦ the graph exposes smooth,
Figure 5.14: Experimental diffraction patterns (a) obtained from the Hf 4f signal before and after
data enhancement. Polar scan (b) for θ = 60◦ taken from the pattern in (a), and
polar scan (c) for θ= 14◦. Further details are given in the text.
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random fluctuations that could be removed by a 3rd grade polynomial indicated by the dashed
line. For θ = 14◦, in addition, a sudden step in the overall intensity occurs, which is not an
intrinsic effect. As the variation caused by the step is much bigger compared to the diffraction
effects, the XPD pattern at this angle exposes only black and white color before and after the
step, respectively. These kinds of steps, caused by shifts of the incident beam, were removed
manually from the patterns by applying an appropriate offset at one side of the step. The dashed
line indicates a fourth grade polynomial function used to calculate the intensity distribution
shown in the lower part of Fig. 5.14(c). This function was applied after including the offset.
Furthermore, spikes in the intensity occurred for some angles. Those can either be caused by
rapid fluctuations of the incident beam and by changes in the grounding of the sample while it is
rotated beneath the sliding contacts. Spikes were removed by software routines using a pre-set
discriminating window. By applying this routine and those discussed in Ch. 5.1 the diffraction
effects in pattern 5.14(a) could be preserved, while no additional artifacts were added during
the enhancement. To further suppress random fluctuations, an averaging method regarding the
four-fold symmetry of the pattern was applied. The pattern could now be used for comparisons
to computer simulations of the system.
For the calculations with the program MSPHD a model cluster had to be set up containing
around 80 atoms. The pre-set cluster shape allows semi-hemispherical shaped clusters with a
radius r, set to values of around r = 7−10 A˚ (cf. Fig. 5.15). In the course of the simulations the
cluster radius, and thus the number of atoms within a cluster, was raised up to r = 15 A˚.
Besides the structure itself, several non-structural parameters are required. Some of them,
Figure 5.15: Side view (a) and top view (b) of an atoms cluster representing the C49 (zirconium
silicide) structure. The layers in (a) were labelled according to [103].
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such as inner potential, order of the wave expansion, and Debye temperature were varied
during the simulation process. As with the high energy investigation the C49 structure was
used as a structural basis for the clusters. Due to the complexity of the unit cell, several surface
terminations were again possible. In the soft x-ray regime this uppermost part of the cluster
contributes significantly to the appearance of the simulated diffraction patterns. The appearance
of the patterns for all five possible terminations, as indicated in Fig. 5.15, are given in Fig. 5.16,
each of which was labelled according to its surface termination. The nomenclature was taken
from [103]. Most of them are only in poor agreement with the experimental pattern. The Hf(2)
terminated surface even delivers a result slightly anti-correlated compared to the experiment,
expressed by the R-factor of R=1.3. Only the two surfaces, one terminated by a single layer
Si(2), the second one terminated by Hf(1), respectively, resemble the basic appearance of the
experimental pattern. Both of them were investigated by an R-factor analysis, but only the results
for the Si(2) termination will be presented in detail here. A more detailed view on the Hf(1)
termination is given in [105].
Figure 5.16: Simulated Hf 4f XPD patterns (Ekin = 159 eV) of the C49 structure for different
surface terminations. Simulations (b) and (c) were chosen for further investigation.
The surface termination below each pattern is indicated in Fig. 5.15
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Many parameters of the atom cluster and its associated non-structural parameters can be
taken into account for the analysis, but only some of them were relaxed at once. A set of
three to five parameters was usually chosen for relaxation. For the reasons already given in
Ch. 2.2 conventional downhill and simplex algorithms show poor performances on non-analytic
minimization problems like an R-factor analysis.
This is why the genetic algorithm was developed and adopted to this problem. As tests using
analytic test-functions indicated, population sizes of 10−20 chromosomes, each representing
one set of parameters, had the highest performance on the minimization of these functions.
Those results could be verified in tests on an actual R-factor problem, namely the relaxation of
the chromosome {D1x, D1y, D1z, D2z}, representing the lateral positions of the Si dimers at
a clean silicon surface, and their distance with respect to the bulk. This set of parameters was
chosen because those parameters were expected to have the biggest influence on the R-factor of
a cluster. The results indicate that the Gaussian regeneration of the of the parameter sets led to
good minimization results if the width of the distribution was linearly connected to the R-factor
achieved by the chromosomes. For the simulations presented here, the width is defined as
wG = Ii(
Rchrom−Rmin
Rmax−Rmin ). (5.6)
The parameter Ii stands for the width of the interval of parameter i. Rmax and Rmin were chosen
with respect to the expected R-factors in a certain simulation procedure. Typical values for Rmax
lay between 0.7 and 1.0. The parameter Rmin was lowered in the course of the simulation from
Rmin = 0.2 to Rmin = 0.05 according to the lowest R-factors achieved so far.
Relaxations of a certain parameter-set were usually performed twice or three times to confirm
the vicinity where the minimum was found. In cases where even more repetitions of the relaxation
led to no unambiguous result, a new set of parameters was simply chosen. This is more likely to
appear if parameters were used that only had a small influence on the R-factor. Moreover, at the
end of the R-factor analysis when this R measure already achieved values below R=0.15, most
of the parameter sets led to no further enhancement of R.
In the cases where the vicinity of a minimum could be confirmed, its exact location in the
parameter space was usually probed by a grid search or by manual fine adjustment of the
parameters. Again, this procedure turned out to be the most efficient as the GA used here worked
quickly on vast parameter spaces, but slowly in the vicinity of the minimum as the parameter
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sets are generated at random. Even for relatively low R-factors, and thus a small wG, it is still
unlikely to find the parameter set representing the absolute minimum by chance.
To preserve the results that were already obtained within a simulation, the concept of “elites”
was used. This means that the best chromosome found was always conserved and put into the next
generation unchanged. By this the R-factor can never increase in the course of the calculations.
A typical runtime for a simulation sequence exceeded between 30 and 50 generations. In
fact, it was individually decided by observing the progress in the R-factor. If no progress for
more than 7-10 generations was made, the simulations were interrupted. The overall time for a
simulation strongly depended on the parameters chosen. The most crucial of them were:
â cluster size (30−130 atoms)
â wave expansion ` (`= 5−8)
â size of the parameter space (3-5 parameters with 20−40 grid points each)
â overall number of patterns (population size × generations, (10−20)× (30−50))
From the enumeration above it can be extracted that parameter spaces principally could contain
up to 10 million grid points, but a standard simulation usually did not exceed 1− 2 million
points. The values above also allow the calculation of the runtime for a simulation procedure,
if the calculation time for one XPD pattern is known. Depending on the cluster parameters a
simulation took between five and thirty minutes. A runtime of around 10 minutes was common.
Overall this leads to a runtime of around 100 hours per relaxation. Taking into account that two
CPUs were used reduces the time to around two days. Especially at the beginning of the R-factor
analysis much smaller clusters and `-values have been used, coming to a runtime below one day.
The overall computing time used for the thin-layer system was not explicitly logged, but can be
estimated to be around 1500 hours.
In the following some examples for the relaxation of parameter sets and the development
of the R-factor are presented. At the end, the final cluster, its associated XPD pattern, and a
comparison to the experimental data is given.
One very significant parameter for every XPD calculation is the cluster radius r. It determines
the distance with respect to an emitter atom from where the diffraction of other atoms contribute
to the XPD pattern. It determines the total number of atoms within the cluster. The behavior
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Figure 5.17: Development of the model clusters R-factors by changing the cluster radius and
thus the number of atoms contributing to the diffraction patterns. The connector
line between the dots was inserted to guide the eye.
of the R-factor by variation of r can indicate either if the chosen structure model is correct, or
indicate the size of the ordered structures on the surface.
Fig. 5.17 displays lesser accordance between experiment and simulation for a cluster radius r
below 7 A˚, compared to larger clusters. By increasing cluster radius and thus a rising number of
atoms, the absolute minimum in the R-factor can be found for r = 8 A˚. Also, for a subsequently
larger cluster radius the R-values archived in the simulations are not significantly higher, i. e.
they are around R=0.24, compared to R=0.22. Besides the fact that the reliability of the chosen
model structure is supported by the results, it points to the presence of ordered structures at the
surface exceeding an area at least as large as the models used. In fact, the cluster size in the
simulation was limited by the computer memory available. Clusters bigger than r = 15 A˚ could
usually not be tested. To save computing time most of the simulations were conducted using a
cluster radius of r = 10 A˚.
Besides the structural parameters, some of the none-structural key values were also used as
variables in the calculations. In the following, two examples are given: The influence of the inner
potential, and the electrons’ kinetic energy on the quality of the simulations. The left-hand side
of Fig. 5.18 displays the influence of the kinetic energy. As shown in Ch. 1.5, the kinetic energy
of the electrons mainly does not affect forward scattering, but it does effect backward-scattered
intensities in the XPD patterns. For small variations of Ekin the scattering angles of certain
features grow smaller when Ekin is increased, and vice versa. The graph in Fig. 5.18(a) exhibits a
minimum for a kinetic energy of Ekin=160 eV. If one is already sure about the structure used in
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Figure 5.18: Development of the model clusters R-factors by changing the incident beam’s
energy and thus the kinetic energy of the emitted electrons (a). Variation of the
inner potential (b).
the calculations, these results can be used as a measure for the kinetic energy of the electrons
observed. But after there are gauges available to determine the kinetic energy of the electrons in
the present experiments, it was not necessary to use the results from this relaxation to set Ekin.
The right hand side of Fig. 5.18 displays the R-factors obtained from a variation of the inner
atomic potential Vinner. This number is usually used as a free parameter in XPD or IV-LEED
studies. As this quantity influences the absolute kinetic energy of the emitted electrons, its
effect on the quality of the simulations is expected to be comparable to the effect of varying
the electrons’ kinetic energy. Indeed, the obtained R-factor curve appears to be more or less a
mirror image of part (a) of Fig. 5.18. The minimum R-factor was obtained for Vinner =−3.5 eV.
For Vinner = 0 eV the potential is calculated by the MSPHD program leading to a value of
Vinner =−4.5 eV, and an R-factor only slightly worse (∆R≈ 0.004), compared to the minimum
value found. This difference can be considered insignificant. Regarding this result it was decided
to automatically calculate Vinner in the simulations by the MSPHD program.
The introduction of a missing-row reconstruction led to a significant drop in the R-factor.
Besides this surface termination, a double-row reconstruction (cf. Ch. 5.5), dimers (like for the
(2×1)-Si reconstruction), and non-reconstructed surfaces were also tested. The second-best result
was obtained by using a single missing-row reconstructed surface. On a certain test cluster this
surface exposed a minimum R-factor of R=0.135, while a double missing-row reconstruction
terminating the same cluster led to an R-factor of R=0.105. From these results and complementary
AFM studies on the same system [6,79], even though they were obtained by different preparation
methods, it was decided to apply a double missing-row reconstruction to the surface layer, as
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Figure 5.19: Schematic top view (a) onto a fraction of the double row site on top of the model
clusters. The direction of the rows is indicated by an arrow. In addition the initial
position of the Si atoms in this layer is marked by a zero. The R-factors obtained
by varying the a position of the rows, and their distance (c direction), respectively,
within the dashed area, are shown in part (b).
partially displayed in Fig. 5.19(a) and later in Fig. 5.21.
Although the lattice parameters a and c are slightly different in the basic structure, no sig-
nificant change of the R-factor could be observed by aligning the row main axis to one or the
other parameter. Besides relaxing the interlayer distance with the rest of the cluster, the lateral
position of this layer was tested. Here, a grid search was applied to find the absolute minimum
in the parameter space. Fig. 5.19(b) displays the results of that investigation. The gray-scale
map illustrates the R-factor obtained by varying the lateral position of the reconstruction and
the distance between the double rows. In stead of the double-row, only the R-factor space for
one of its atoms is shown with respect to its lateral position. The dashed rectangle in part (a)
illustrates the searched parameter space. The findings here clearly indicate an absolute minimum
at a shift of ∆c = 0.1 lattice parameters away from the original atoms’ position in this layer.
In the perpendicular direction the simulations indicate practically no shift of the atoms. The
associated model cluster will be given in Fig. 5.21. Using this result, the inter-row distance can
be calculated to be drow = 2.43 A˚. The interlayer distance remained quasi unchanged at 99% of
its original value (cf. Tab. 5.2).
At the end of the investigation the model clusters’ R-factors were calculated regarding the
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Figure 5.20: Simulated diffraction patterns (a) for different preset `-values. Best simulation
obtained (b) compared to the experimental findings. Best simulation obtained using
the Hf(1) surface termination (c).
Figure 5.21: Final model cluster used to obtain the simulation displayed in Fig. 5.20. Part (a)
shows a side view of the modified C49 structure, while part (b) shows the same
cluster from an above perspective. Here, the atoms of the surface reconstruction are
colored differently for more clarity.
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`-value used in the simulations. Fig. 5.20(a) displays calculated patterns for `-values of four and
six exposing R-factors of 0.35 and 0.15. The improvement of the match between experiment
and simulations with increasing ` can clearly be seen. For a better comparison, the experimental
pattern is again shown on the left hand side of Fig. 5.20(b). The best and final simulation obtained
by using an `-value of eight is displayed on the right hand side of Fig. 5.20(b). The assigned
R-factor could be calculated to R=0.130. Obviously major parts of the fine structure also match
the findings of the experimental pattern. In part (c) the final result of the cluster relaxation using
the Hf(1) terminated cluster is shown. The R-factor here could only be minimized to R=0.23
and the appearance of the pattern does not resemble some of the major diffraction intensities
and the fine structure features, appearing in the experiment. This points to the Si(2) termination
to be the preferred one at the surface. Its corresponding model cluster is displayed in Fig. 5.21
by a top view, part (a), and a side view, part (b), respectively. The cluster contains 103 atoms
representing a semi-spherical section through the first five layers of the surface and containing
two layers of hafnium. The C49 structure, yet modified, is still the underlying basis here. The
corner parameters used to obtain this cluster of atoms are given in Tab. 5.2.
Lattice Parameters [A˚]
Parameter Value Original
1st IL dist. 0.670 0.684 (= -2%)
2nd IL dist. 2.173 2.095 (= +4%)
3rd IL dist. 2.053 2.095 (= -2%)
drow 2.43 -
Cluster diameter 26 -
Cluster depth 13 -
Other Parameters
Parameter Value
No. of atoms 103
Electrons’ kin. energy 159 eV
Order of wave expansion 8
No. of emitters 2
Surface reconstruction double row
Table 5.2: Interlayer (IL) distances in Angstroms and other corner parameters for the thinner
layer model given in Fig. 5.21.
The R-factor of R=0.105 can be considered as rather good for a more complex system as
investigated here. All observations made within the simulation procedures gave a consistent
picture of the system. The finding regarding the cluster radius indicate that the ordered structure
on the surface has a larger span than the maximum cluster size used here (due to hardware
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limitations). Usually the parameters sub-spaces probed by a grid search showed an absolute
minimum at the same position found by the genetic search algorithm. The results form this
investigation were used to set up the first models for the subsequent investigation involving the
structure obtained for thicker initial hafnium coverage.
5.5 HfSi2/Si(100) - Thicker Layer
During the measurements it turned out that the XPD patterns obtained from the surfaces changed
by the initial amount of hafnium on the surface. While in the previous chapter the structure for
Angstrom thick films was determined, in this part of the work the structure modification for
nanometer thick Hf-layers is presented. The findings will be published in [107]. As the principal
approach is comparable to the one in the previous chapter, some results will be presented more
briefly, even though the overall CPU time was longer in this case (around 1800 hours).
5.5.1 XPS Investigation
As seen for the previous investigation, one has to tend to the XPS results to justify the further
XPD data treatment. Fig. 5.22(a) displays an overview spectrum obtained after evaporation
of hafnium for around one hour and subsequent annealing at 750◦C for 10 minutes. All the
intensities appearing could be allocated to the known species of Hf and Si on the surface. Thus,
impurities can be estimated to be below 1% of a monolayer. Here, the calculations involving the
inelastic damping of the silicon signal by the overlaying hafnium gave evidence that the initial
thickness of the evaporated film was 1−1.5 nm.
Part (b) of Fig. 5.22 displays a high resolved spectral window containing the Si 2p pho-
toelectron signal. The decomposition in its components shows a small PE signal originating
from the silicon species bond in the HfSi2 structure on the surface to the side of higher kinetic
energies. The components used are comparable to those in Fig. 5.12. Due to the higher initial
coverage on the surface the resulting component allocated to the SiH fSi structure does contribute
slightly more significant to the spectrum than before. One has to account for the higher excitation
energy of hν= 400 eV used for this spectrum. However, the overlap between this component
and the S-component of the Si substrate still inhibited the recording of an unambiguous XPD
pattern from the silicon species bond in the HfSi2 structure. The S-component in this case can
be considered as not negligible, because the strong decrease in the Hf 4f intensity during the
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Figure 5.22: Overview spectrum (a) after evaporation and annealing of the sample. No impurities
are visible on the surface. High resolution spectrum (b) of the Si 2p signal and its
decomposition into sub-components. The same peak before annealing is shown in
the inset (see text).
tempering of the sample. This points again to island formation at the surface and the exposure of
vast amounts of the underlying silicon substrate. The final proof of this assumption will be given
in Ch. 5.6, where real space images of the surfaces will be presented. The inset of Fig. 5.22(b)
displays the same energy interval recorded before annealing the sample. It consists of a mixture
of several sub-components that could not be unambiguously identified.
A high resolution spectrum obtained from the Hf 4f signal is given in Fig. 5.23. As in the thin-
layer investigation, the most reasonable fit was obtained by using a doublet of Doniach-Sunjic
Figure 5.23: High resolution Hf 4f spectrum and the decomposition in its components by using a
Doniach-Sunjic doublet (a), and two Gaussian doublets (b).
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profiles. The asymmetry used here is α=0.125. The widths of the Gaussian, and Lorentzian
distribution, respectively, are wG=0.47 eV, and wL=0.06 eV. A decomposition in two Gaussian
doublets, as displayed in part (b) of the figure, did not lead to separable diffraction patterns. Also,
the accordance between fit and data is worse compared to the case where the Doniach-Sunjic
profiles are used. In other words, the spectrum can be expressed by only one chemical component
with respect to the resolution of the experimental data. The asymmetric line shape indicates the
formation of metallic compounds on the surface. From this signal and the Si 2p intensity XPD
patterns were recorded using an angular increment of 2◦×2◦.
5.5.2 XPD Investigation
Hafnium and silicon patterns are displayed in Fig. 5.24(a). On the left-hand side the diffraction
pattern obtained from the Si 2p signal (after evaporation and annealing) is displayed. The
pattern exhibits almost no difference compared to the pattern of a clean surface, and is nearly
undistinguishable from the pattern shown in Fig. 5.24(a). The R-factor between them is R=0.05.
But it strongly differs from the pattern on the right hand side of Fig. 5.24(a) obtained from the
Hf 4f signal. This points out once more that the diffraction observed is truly an effect caused by
the structural order of the hafnium itself. Besides the raw data, the processed and symmetrized
data are also shown. To enhance the diffraction effects a 5th grade polynomial was subtracted
from the data and an averaging method regarding the expected four-fold symmetry was applied.
The application of this method can be justified by looking at the raw data exposing only four-fold
features, beside some random fluctuations. The usage of this methods plus the removal of steps
within the polar angles has already been discussed in Ch. 5.4. In addition, the removal of a
random spike is illustrated in Fig. 5.24(b): Those effects can be produced by a temporarily change
in the grounding of the sample, or electrical disturbances in the detection system. The appearance
of this spike in the XPD pattern is indicated by a black arrow. To automatically remove those
effects from a pattern, a method operating as a window discriminator was developed. Count
rates beyond the preset window aperture (dotted lines), in this case [5000,8000], are removed
by substituting them with the average count rate of the adjacent angles. Here, the method was
applied to the points I(θ = 24◦,φ = 46◦), and I(θ = 24◦,φ = 48◦), respectively, as well as to
some other coordinates within the pattern that are not shown explicitly. After subtracting the
non-diffracting background, the data exhibit the shape of the line shown in the lower part of the
graph. The four-fold symmetry of the data is clearly evident here, even without symmetrizing the
data set. By applying all those methods to the pattern it was possible to enhance the diffraction
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effects without adding additional artifacts to it. The pattern shown in the lower part of Fig. 5.24(a)
was then used for the following structure determination.
Cluster relaxations by using an R-factor analysis were conducted, as before, by applying a
combined genetic algorithm and grid search method. The clusters used typically had a size of
around 60-120 atoms and a radius of 9−12 A˚. In the course of the calculations those numbers
were increased slightly. The `-values were set to 5−6 at the beginning and were increased to
`= 8 later on. Those changes in cluster size and `-value also increased the CPU time for one XPD
pattern from 10 minutes at the beginning to 30−40minutes at the end of the simulation procedure.
One example input-file is given in Appendix B. Typical parameters used are summarized in
Tab. 5.3. In the course of the simulations the cluster was reshaped from a semi-hemispherical
morphology to a trapezoid appearance, thus further reducing the R-factor. This procedure will be
discussed below. For the alternate cluster shape the magnitude of the radius r turned obsolete,
Figure 5.24: Experimental XPD pattern (a) obtained from the Si 2p signal, and from the Hf 4f
signal, respectively. The Hf pattern is displayed before and after the data processing
procedure. Sample azimuth scan (b) taken out of the Hf pattern displayed in (a)
before (upper part) and after (lower part) data processing.
Parameter Value Parameter Value
Kin. energy 159 eV Reconstructions none, dimers, (double)-missing row
Inner pot. -4 eV Lattice distortion 0-5%
No. of atoms 60-120 `-values 5-8
No. of layers 3-5 Cluster lengths 10-30 A˚
No. of emitters 2-4
Table 5.3: Typical parameters used in the simulation procedure for the thicker hafnium layer.
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and at a certain point in the calculations it became necessary to introduce the length lc of the
clusters together with their width wc.
The most significant choice is again the surface termination for the model clusters. After the
appearance of the diffraction patterns changed by increasing the initial amount of hafnium on
the surface, the termination of the structure might also have changed. Simulations for C49 model
structures with different possible surface terminations were already shown in Fig. 5.16. The
best R-factor was obtained for a model with two layer Si(2) termination, shown in Fig. 5.16(a),
explicitly R=0.32. The second best match, compared to the pattern displayed in part (b), was only
R=0.53 and regarding (c) only R=0.80. From that result it was decided to use the 2Si(2) (Si(2)
double-layer) surface termination for the clusters, while some attempts were also made using the
1Si(2) termination. The relaxation of the latter structure did not lead to satisfying results after
it was not possible to generate the diffraction features along the φ= 0◦, φ= 90◦, etc. direction
(cf. Fig. 5.24(a)). Thus, the two layer Si(2) termination was used in the following investigation.
One of the major results of this investigation is the influence of the clusters’ geometry on the
quality of the simulations. Up to now XPD only has been used to determine interface structures,
or surface reconstructions [108, 109]. Here, a three-dimensional island structure was introduced,
reflecting also the morphology of the HfSi2 islands on the surface. Using the geometry of the
Figure 5.25: Influence of the model cluster shape on the quality of the resulting diffraction
patterns.
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cluster as a free parameter in the simulations led to a trapezoid-like structure with an elongated
rectangular base, as in Fig. 5.25. The cluster shape’s influence was discovered coincidentally
while testing for the influence of the atoms at the edge of the initially hemispherical cluster. The
results are illustrated in Fig. 5.25. The XPD pattern for the same basic structure is shown twice:
once for a hemispherical cluster geometry, and then after reshaping the cluster into an elongated
island. By this operation the R-factor dropped from R=0.20 to R=0.14 for a cluster that already
had been relaxed with a CPU time of around 1000 hours. A drop of ∆RR=30 % can be considered
as drastic. At these low R-values, it hints to a true situation on the surface. Unfortunately most
of the relaxations so far turned obsolete by this new finding, and had to be repeated. This new
insight was again applied to 1Si(2) terminated structures to check for possible advances here,
without reasonable results.
In the following a few examples for relaxing some crucial cluster parameters will be given.
They all relate to the trapezoid island structure. At the end the final model cluster and its
associated XPD pattern will be presented.
One important magnitude of the islands was their length. AFM pictures presented later show
the islands spanning several tens of nanometers, well above the sensitivity horizon of XPS. The
expectation here would be that the R-factor should not increase with an increasing length of
a model cluster representing a section of such an island. The behavior of the quantity in the
present case is displayed in Fig. 5.26. For lengths below 8 A˚ the width wc was also influenced by
the investigation, because the main parameter that could be controlled in the MSPHD program
was still the radius r around an emitter that contributed to the patterns. For a length below 1 nm
obviously some atoms mainly contributing to the patterns are missing and the match between
Figure 5.26: R-factor plot for varying the length of the elongated island structure.
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experiment and simulation gets worse. The lowest R-factors were obtained for a cluster length
of around 15-20 A˚. With increasing cluster length, the R-factors increase slightly, but the loss
of accordance of only ∆R=0.02 cannot be considered significant. One reason, if any, could be
the fault density within the surface structure, causing the experimental patterns to differ slightly
from the perfect surface that has been assumed in the calculations even for bigger clusters.
For all the chosen length, the double-row feature at the surface, consisting of silicon atoms,
strongly contributed to the appearance of the calculated XPD patterns. To find the optimal
positions of these atoms as well as the distance between them, their lateral coordinates were
used as variables in many of the parameter sets minimized by the GA. At some point in the
investigation a grid search was applied to the x and y surface coordinates. The results are given
in Fig. 5.27. Part (a) illustrates a top-view of the structures indicating two atoms of the silicon
double-row, and four Si atoms of the second layer (dotted circles). The dashed rectangle frames
the x-y-space probed by the grid search displayed in part (b) of the figure. The “zero” in marks the
atoms’ position of the non-relaxed layer. In contrary to the structure found for the thinner layer,
the R-factors found point to a position close to the initial one. Also the longitudinal positions
stayed unchanged. As a third parameter (not shown), the first interlayer distance between the
double-row feature and the next Si-layer underneath was taken into account. A value of 1.93 A˚
was found. This corresponds to a 12% expanded distance. An attempt to form asymmetric dimers
to terminate the structure led to no progress in the match between the patterns. Another try to
Figure 5.27: Illustration of the double row feature at the top of the clusters (a). The parameter
space spanned by the lateral lattice vectors that was probed in (b) is indicated by a
dashed rectangle in (a).
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substitute the double-row by a single atomic row led to R-factors 30% worse compared to those
obtained from the structure described above.
The XPD pattern exhibiting the lowest R-factor is displayed in Fig. 5.28(a). For an easier
comparison the initial experimental results are repeated here. The reliability factor between
them is R=0.11. It can easily be seen that almost all experimental diffraction features could be
resembled by the calculations. The forward scattering peaks are all present in the calculations.
But also the diffuse appearing scattering-intensities could mostly be generated for many polar
angles. For the higher values of θ, in particular, the R-factor was below 0.05 in some cases.
The right-hand side of Fig. 5.28 displays the final model cluster used to calculate the pattern
shown in part (a). It consists of 115 atoms, has a length of 32 nm, and a width at its base of
1.5 nm. The position of such a cluster inside the presumed island structure is displayed below.
The structural parameters used here are summarized in Tab. 5.4.
Figure 5.28: Final simulation (a) (upper part) exposing a low R-factor compared to the ex-
perimental results (lower part) of R=0.11. The model cluster used to obtain this
calculation is displayed in (b) (upper part). The lower part of (b) illustrates the
position of the model cluster within the island structure on the surface [107].
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Parameter Value Uncertainty
1st IL dist. 1.72 A˚ ± 0.04 A˚
2nd IL dist. 0.68 A˚ ± 0.04 A˚
3rd IL dist. 0 ± 0.08 A˚
1st layer row dist. 3.6 A˚ ± 0.3 A˚
Top-layer displacement 0 A˚ ± 0.3 A˚
Cluster radius >30 A˚ -
Table 5.4: Interlayer (IL) distances, top-layer displacement, and cluster radius and their respective
uncertainties.
To summarize the low-energy investigations, it can be stated that both the final patterns for the
thin and thick layers, respectively, are in very good accordance with the experimental results. For
different initial surface covers the resulting XPD patterns could be simulated using the same basic
structure. For a higher amount of hafnium on the surface the formation of three-dimensional
islands was indicated by the simulations. Their length extends to at least 30 A˚. The simulation of
longer clusters was not possible due to computational limitations.
5.5.3 Lattice Alignment
One question not answered yet is the alignment of the main crystal axes of the HfSi2 structure
with the silicon substrate. The connection between the lattice orientations can also be derived
from the XPD results: The experimental patterns of the hafnium signal in Fig. 5.29(a) were
always accompanied by a silicon pattern, recorded at the same time. Thus the patterns have a
fixed orientation with respect to silicon pattern shown. By simulations for the silicon bulk and the
HfSi2 structure it is possible to determine the alignment of the crystal axes of the hafnium silicide
islands and the substrate with respect to each other. Therefore, the model structure of silicon was
aligned in such a way that the alignment of the resulting (calculated) patterns reproduces the
alignment of the experimental ones. As a result, the model structures have to be rotated around
the surface normal by 45◦ with respect to each other, so that the lattice vectors in the surface
plane are aligned parallel to the [011] and [01¯1] axes of each other, respectively. This is also
supported by AFM and STM studies [6, 7, 73]. However, a direct determination by AFM/STM
is difficult, since only the surface layer with a possible surface reconstruction is probed by
these techniques. This finding is furthermore supported by the high energy results presented in
Chs. 5.2.1 and 5.3. Here, the alignment of the lattices can be performed in a comparable fashion.
5.6 Real Space Imaging of Annealed Hf Films on Si(100) 79
Figure 5.29: Determination of the lattice alignment between the island and the silicon substrate,
by comparing the simulated patterns (see text).
5.6 Real Space Imaging of Annealed Hf Films on Si(100)
To unambiguously identify the surface morphology of the investigated structures complementary
real space investigations were performed. For a more general overview over the surface, scanning
electron microscope (SEM) pictures were recorded at the ISAS [110] in Dortmund. Two hafnium
coated samples were prepared. One (sample A) was annealed at 600◦C for 10 minutes, after
evaporating a nanometer thick coverage. The other sample (sample B) was annealed at 800◦C
after evaporating a comparable amount of hafnium. Both samples were investigated by XPS,
using Mg Kα-radiation, to verify the presence of hafnium on the surface. The SEM pictures were
recorded by measuring secondary electrons generated by an incident electron beam. Their number
in this detection mode is evaluated by a solid state scintillation detection device and a consecutive
secondary electron multiplier. This kind of arrangement is called an Everhart-Thornley detector.
Details concerning SEM detectors and detection modes can be found in various text books,
e. g. [111]. The amount of electrons emitted from a site on the surface is, of course, a function of
the incident beam’s energy and the chemical composition, i. e. the elements present. In addition
shadows can be applied by either detecting the electrons under a certain angle with respect to the
surface normal, or tilting the electron source.
The results of the investigation are shown in Fig. 5.30. Part (a) displays a ≈ 2×2.5 µm2
fraction of sample A. Elongated structures of rectangular basis can be observed throughout
the image. Their length ranges from 100−500 nm, their width can be estimated to be <50 nm,
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Figure 5.30: Scanning electron microscopy images obtained from Hf/Si(100) systems after
annealing at 600◦C (a) and 800◦C (b).
leading to an aspect ratio of 5− 20. As expected from the simulations they are arranged in
two perpendicular domains, presumably following the rows of the (2×1)-reconstruction. The
orientation of the underlying silicon substrate could not be determined in this measurement.
Unexpectedly, the length and width of the islands is much larger than estimated by the simulations.
One reason could be that the simulations were conducted after an annealing cycle at 750◦C. The
XPS intensity ratio between the Si 2p and the Hf 4f signal for sample A was comparable to the
ration before annealing, around 1:1. For the high energy investigation it turned out that after
annealing at 600◦C almost no diffraction could be observed [75].
Indeed it turns out that the surface morphology changes for sample B, annealed at higher tem-
peratures, when structured XPD patterns could also be obtained. The island sites in Fig. 5.30(b),
a 1.2× 1 µm image, expose an approximate length of 10-80 nm, a width of far below 20 nm,
except for a few of the visible islands. The aspect ratio is around 3-10. The resolving power
of this method strongly limits the measurement of the smaller structures appearing. However,
the alignment in two preferred surface orientations can again be observed. The change in the
morphology compared to sample A goes along with a drastic (and expected) reduction of the
XPS yield of the hafnium signal. Here the intensity ratio dropped to around 1:4.
For further investigation of the small structures appearing at higher annealing temperatures,
atomic force microscopy was used to record scans from the sample surfaces. Fig. 5.31 displays a
250×250 nm2 image of a system annealed at 700◦C [107]. Contrary to the REM experiments,
the samples were not taken out of the vacuum before the measurements. By using an EBE
attached to the STM/AFM chamber [112] the samples were prepared and measured in-situ [113].
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Figure 5.31: 400×500 nm2 AFM image of a two domain structure of hafnium silicide islands on
a Si(100) (a), the substrate orientations are indicated by arrows. Perspective view
onto the same surface (b). Line scans from the surface (c), as indicated in (a).
The base pressure of the chamber is 1.0×10−10mbar. By using a LEED system attached to the
chamber it was possible to measure the orientation of the silicon substrate. The main surface
directions are included in Fig. 5.31. Consistent with the previous investigations, one observes an
alignment of the structures along the silicon [011] and [01¯1] direction, thus collinear to the initial
(2×1) surface reconstruction. The islands themselves show the same morphology as observed
in the SEM measurements. The aspect ratio equals that observed for sample B from the above
described measurement of around 4−10 nm.
To sum up, it can be stated that the structure observed in the real space investigation equals the
structure found in the calculations for the thicker layer concerning its morphology. The observed
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structures appear to be longer, as well as broader, compared to the simulated ones. This can
be understood by the limited electrons’ mean free path in XPS/XPD, limiting the correlation
length between emitted and scattered waves within the surface to a few nanometers. Therefore, as
illustrated in Fig. 5.28, the model cluster shown relates only to a part, but a representational one,
of the islands. The results are comparable to high resolution STM investigations, showing that
the system as prepared in this work is comparable to nanowires obtained by other groups [114].
This gives evidence that the structural determinations in Ch. 5.5 are universally valid for this
system.
5.7 Stability of EBE Prepared HfO2/Si(100)
As described in Ch. 3, ultra-thin hafnium dioxide layers are candidates for forming advanced gate
dielectric for field effect transistors, along with other transition-metal oxides and rare-earth oxides.
They ought to replace SiO2 as a gate dielectric, due to favorable electronic properties, having in
particular a significant higher dielectric constant κ compared to silicon [1, 2]. Presently, their
use is thought to be one of the solutions proposed to keep up the miniaturization process in the
semiconductor industry, although, their thermal stability is questionable [7, 73, 115]. Tempering
the layer-stack at temperatures up to 1000◦C is an inevitable part of the active production process
of metal-oxide field effect transistors (MOSFETs) and cannot, so far, be omitted. This process
leads to partial or full silicidation of hafnium, destroying the system’s insulating properties.
Ultra-thin layers of HfO2 and other, so-called, high-κ dielectrics are usually applied to the surface
by atomic layer deposition (ALD), or chemical vapor deposition (VCD). This has been shown
in a variety of publications in different fields of the surface science community [3, 116–119].
Further on, most of the characterizations are performed by AFM and STM.
Thus, the next step in this work is to prepare the HfO2/Si(100) system by our preparation
methods, i. e. by evaporating Angstrom-thin layers of HfO2 directly onto the substrate via electron
beam evaporation (EBE). Literature involving EBE usually refers to an evaporation of metallic
hafnium onto the silicon surface followed by annealing in oxygen ambient [7]. Subsequently,
we followed in detail the development of the system after tempering by using photoelectron
spectroscopy (XPS) in the soft x-ray regime. Further, a first photoelectron diffraction study was
performed. The results will be published in [120].
The experiments were carried out in-situ within the UHV presented in Ch. 4. Si(100) samples,
as used before, were cut of an industrial wafer and cleaned in iso-propanol. The native oxide
layer was removed by flash annealing to 1000◦C inside the vacuum chamber. Afterwards, the
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(2×1) surface reconstruction was formed by gradual cooling. The reconstruction was finally
checked by low energy electron diffraction (LEED) and XPD patterns that were recorded and
referenced to diffraction results obtained in previous silicon investigations. Hafnium oxide was
evaporated onto the samples using an electron beam evaporator (cf. Ch. 4) equipped with a
special holding mechanism to carry grains of HfO2. The samples were subsequently annealed at
different temperatures for 10 minutes. To omit broadening or shifts of the photoemission signals,
a cooling period of half an hour was allowed after each the annealing cycles.
XPS investigations were performed using the undulator beamline 11 at DELTA. To enhance
the surface sensitivity of the experiments, photons having an energy of hν=200 eV were used for
excitation. Photoelectron diffraction patterns were recorded using the same excitation energy.
Around 7000 spectra were recorded within the XPD investigation. The HfO2 layer thicknesses
were calculated by the damping of the silicon bulk signal due to the HfO2 overlayer. Assuming
a closed layer directly after the evaporation, the XPD data were used in terms of an angle-
resolved photoemission spectroscopy study (ARPES) to determine the layer thicknesses. The
layer thicknesses ranged from 8 A˚ to 20 A˚.
The most intense photoemission lines at this energy, i. e. the silicon 2p signal and the hafnium
4f signal, were chosen for the investigation. Fig. 5.32 displays the spectra obtained for the
relevant elements hafnium and silicon directly after the evaporation. The experimental results
are indicated by dotted curves. The Hf 4f signal was found to have a binding energy of around
EBin=(17.7 ± 0.1) eV for the oxidized species. The Si 2p signal’s binding energy was EBin=(99.2
± 0.05) eV, for the silicon bulk signal. The uncertainty margins correspond to the experimental
energy increment. All XPS spectra were normalized by the incident intensity. The background
of secondary electrons was removed by subtracting the Shirley-background [91]. Levenberg-
Marquardt and Simplex methods,as described in Ch. 2.2, were used as fitting routines.
In the displayed spectra one observes the absence of silicon oxide and HfSi2. This result
was initially suspected in one of the earlier investigations [100] and is now evident in the
decomposition of the spectra. Silicon dioxide usually equals a 4+ oxidation of silicon. Its
expected energy position [121] is marked in Fig. 5.32(a). Its chemical shift is expected to be
3.6-4.2 eV depending on the layer thickness and also on the preparation method used. The layer
thickness influences the shift by changes in the band-offset and screening by the silicon substrate
for ultra-thin layers. The preparation method influences density, possible crystallization, and
incorporated impurities, all having impact on the relative binding energy with respect to the
silicon bulk signal.
Additional components appearing in the Si 2p spectrum besides the Si0 component are
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Figure 5.32: XPS spectra of the investigated photoelectron signals. Silicon 2p spectrum (a) and
Hf 4f spectrum (b). The experimental data (black dots) can be approximated by
a set of Gaussian profiles (see text). The inset of (b) illustrates the system’s stack
directly after the evaporation of HfO2
expected to be caused by bonds with either oxygen or hafnium at the interface. This interface
between the silicon substrate and the HfO2 overlayer is illustrated in the inset of Fig. 5.32(b).
The position where the HfSi2 photoelectron intensity is expected to appear is marked in Fig. (b),
i.e the position for the 4f5/2-signal is denoted. Relying to preceding investigations the energy
position of hafnium silicide is about 14.1−14.3 eV [73, 75], thus it is expected to appear shifted
by ∆E=3.3-3.6 eV with respect to the main line. Here, no sub-oxide components are visible
between the indicated silicide position and the HfO2 main peak. A small intensity contribution
appears at a relative binding energy of EBin=-1.5 eV. We allocate it to an increased number
of dangling bonds. They could be repeatedly removed by annealing and vanished already at
temperatures of 170◦C. The Hf 4f intensity appears to be broadened compared to spectra obtained
from the 4f signal within HfSi2 layers, indicating the presence of several slightly different HfO2
modifications, denoting an amorphous layer. Its quasi-continuum of states cannot be resolved by
the experiment. The signal’s decomposition into a single Gaussian doublet shows the absence
of Hf sub-oxides as well as HfSi2. The doublet’s intensity ratio was pre-set to 3:4, its energy
separation to ∆E=1.7 eV. Good results were obtained for a peak width of wH f = 0.60 eV. Form
this finding we infer that HfO2 bonds to the surface are intermediated by oxygen, leading to
sub-oxide features in the silicon spectrum. Hafnium being the second next neighbor to silicon
is also reported in the literature [122, 123]. For proving this presumption the Si 2p spectrum
was decomposed into different chemical components using a parameter set reported for the
interface of the system SiO2/Si(100) [121, 124, 125] using Gaussian line-shapes. The results
are displayed beneath the experimental findings in Fig. 5.32(a). Attention should be drawn to
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the number of free variables used. It should be as low as possible to allow unique conclusions
regarding the interface chemistry. First, the eight peaks shown are not independent of each other,
but forming four doublets, as indicated by same colors. Their shift with respect to each other and
the Si5/2/Si3/2 intensity ratio were set to ∆E=0.6 eV and 2:1, respectively. This leaves the fit with
still 12 free parameters: width, height, and position for each of the doublets. To prove the sole
presence or absence of silicon oxide at the interface a further reduction of the free parameters
is mandatory. Parameters found for the SiO2/Si [124] interface were used for this purpose, as
mentioned above. This procedure pre-set the energy positions and relative width of all sub-oxide
components with respect to the Si0 component. Further on, the width and the position of the
Si-bulk component itself can merely be varied due to the sharp Si03/2 feature. By applying these
constraints one ends up with only four parameters representing the heights of the four doublets
used. The experimental findings can be resembled nicely by the presumed components, strongly
suggesting an oxygen mediated interface. The values used in the different fitting procedures for
silicon are summarized in Tab. 5.5.
Parameter ∆E to Si-bulk [eV] Width [eV]
Si0 0 0.20
Siβ 0.35 1.45·w(Si0)
Si1+ 0.95 1.24·w(Si0)
Si2+ 1.78 1.58·w(Si0)
Si3+ 2.6 2.0·w(Si0)
Si4+ 3.65 2.2·w(Si0)
Table 5.5: Parameters used for decomposing the Si 2p signal.
A first series of annealing cycles at up to 500◦C was conducted to follow possible changes
of the surface chemistry in the lower temperature regime. The results are summarized in
Fig. 5.33(a)/(b). In Fig. 5.33(a) the hafnium photoelectron signals are displayed. the curve
at the bottom repeats the result already discussed for Fig. 5.32(b). For the Hf 4f photoelectron
signal only small changes occur. Its position shifts by an amount of ∼0.1 eV. It can be allocated
to a reduction of HfO2 configurations within the layer and the formation of Hf-O-Si bonds. By
decomposing the peak, a slight increase of the width becomes apparent after annealing at 500◦C.
Compared to literature, shifts were observed before, but usually for higher temperatures [7]. The
contribution of the sub-oxides in the silicon 2p signal is altered by every step of the series. To
illustrate these changes black dots have been placed at the apparent maxima of the sub-oxide
features in the different spectra. A closer look at the chemistry after annealing at 500◦C will be
given below. In Fig. 5.33(c)/(d) a consecutive series of spectra is shown where samples were
annealed at temperatures varying from 500-750◦C. Neither the Si 2p, nor the Hf 4f signal exhibits
noticeable changes in their peak compositions up to temperatures of 700◦C. Decomposing the
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peaks for the different annealing cycles supports this observation (not shown). Oxygen is com-
pletely removed from the surface at a temperature of 750◦C. The hafnium signal in Fig. 5.33(c)
indicates the formation of HfSi2, as the chemical shift with respect to the previous spectra could
be determined to be 3.2 eV. A reduction of the peak area by around 50% hints to the formation
of surface islands that has been observed before [7, 73]. Further, the silicon 2p signal denotes no
sub-oxide components and also overview spectra obtained from the surface proved the absence
of oxygen.
Figure 5.33: Changes of the Si 2p and Hf 4f spectra upon annealing. Annealing series (a) and (b)
range from room temperature (RT) to 500◦C. Annealing series (c) and (d) range
from 500◦C to 750◦C. Incident light’s energy is hν=200 eV for all spectra.
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A closer look at the silicon 2p signal after annealing the samples at 500◦C is presented in
Fig. 5.34. In (a) the same set of silicon oxide parameters as used for Fig. 5.32(a) was applied. At
the left end side of the spectrum a new component had to be included. Its position indicates Si4+,
i. e. being generated by fully oxidized silicon. Its position and its width were pre-set as before
to ensure the component corresponds to SiO2. While the use of this component allows the sub-
oxides-sum to smoothly follow the experimental data, the best fit appears poor in the vicinity of
the Si0 and Si1+ component. This makes the use of an additional component necessary that again
can be drawn from the SiO2 model. A sample decomposition for the system SiO2/Si(100) from a
previous work [124,125] is displayed in the inset of Fig. 5.34(a). For the present investigation
the so-called β-component had to be included in the fitting procedure. This component as well
as another component called α is presumed to be allocated to silicon atoms within the oxide
film not having bonds to oxygen. The match between the decomposition and the experimental
data increases drastically in Fig. 5.34(b) by its use. The components’ width and its position
was pre-set, only its height was varied. The necessity of this component denotes the mobility
of silicon at temperature of 500◦C, while this kind of diffusion does not take place at room
temperature, cf. Fig. 5.32(a). All parameters used in the XPS investigation are summarized in
Tab. 5.5. The use of the so-called α-component is not mandatory, in so far as it does not influence
the sub-oxide features.
Subsequently to the annealing at 500◦C, XPD patterns were recorded from the Si and Hf
signals. In a comparable investigation it was possible to obtain distinct patterns from all the
Figure 5.34: High resolution spectra obtained from the Si 2p signal after annealing at 500◦C.
Without in (a) the so-called β-component indicating silicon diffusion at the interface
is left out, it is regarded for in (b). The inset of (a) displays a decomposition found
for SiO2/Si(100) interface [124].
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silicon sub-oxides at a SiO2/Si interface [50]. Some of the results are displayed in Fig. 5.35, along
with an illustration of the layer-stack after the formation of the SiO2 interface. It was possible to
record a clear pattern from the Si-bulk component of the system, Fig. 5.35(a). A comparable
pattern can be obtained for a clean silicon surface. Anyhow, none of the other components,
neither in silicon nor in hafnium, showed a pattern with modulations above the detection limit of
about 3%. This limit is introduced by the statistics of the experimental data and fluctuations of
the synchrotron sources’ incident beam. An example for such a “missing” pattern is displayed
by the Si1+ XPD pattern (cf. Fig. 5.35(b)), the one exhibiting presumable the clearest pattern
besides the silicon bulk component. No unambiguous modulation can be observed. Along with
the lack of any short-range order for the other components, this leads to the conclusion that the
interface is much less ordered compared to a purposely prepared SiO2 layer on Si(100). For
these layers the maximum anisotropy of modulations within XPD patterns was measured to be
above 20%, at least for the lower oxidized states, i. e. for the Si1+ and Si2+ components.
Summarizing it can be stated that the preparation of the system HfO2/Si(100) by direct evapo-
ration of HfO2 from an electron beam evaporator on a clean (2×1)-reconstructed Si(100) surface
is possible. The evolution of the system upon annealing was followed by x-ray photoelectron
spectroscopy and x-ray photoelectron diffraction. It was shown that at the initially SiO2-free
as well as HfSi2-free interface a silicon oxide layer forms upon annealing, starting at already
250◦C. The presence of SiO2 was confirmed by decomposing XPS spectra into its chemical
shifted components. Hence, a detailed decomposition of the signals before and after annealing
was possible. The XPS spectra indicated additional silicon diffusion into the interfacial layer.
Photoelectron diffraction patterns recorded from the Si 2p and Hf 4f signals denote a lack of
ordered structures at the interface compared to purposely grown SiO2 layers on a silicon substrate.
Figure 5.35: Photoelectron diffraction patterns (a)/(b) recorded from the Si 2p photoelectron
signal, denoting ordered and unordered silicon species recorded for the silicon-bulk
and Si1+-component, respectively. Illustration of the system’s layer-stack (c) after
annealing at 500◦C.
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By annealing at temperatures above 700◦C the stack is decomposed into HfSi2 islands, while
oxygen fully desorbs from the surface.
5.8 Stability of the System HfO2/Si3N4/Si(100)
The previous investigations showed that HfO2 layers prepared by EBE (and other methods) are
not stable on the silicon surface upon annealing. Their lack of thermal stability can be understood
by diffusion. At temperatures above 250◦C additional interstitial oxygen, present in the HfO2
layer, diffuses through it and initiates the growth of a silicon oxide layer, as shown in the previous
chapter. At temperatures above 700◦C mobilized silicon atoms diffuse into the HfO2 slab, leading
to the formation of metallic HfSi2. This fully destroys the layer-stack’s insulating properties.
One idea to prevent diffusion within the layer-stack is to introduce a diffusion barrier at the
interface. The implantation of nitrogen in some form can act as such a barrier. Various forms
of nitrogen implementation have been reported [126,127]. Those reports usually rely on N2 or
NH3 annealing of a HfO2 on Si, in this study an initial Si3N4 buffer layer between silicon and
the oxide was prepared. Hence, as a first step ultrathin silicon nitride layers were grown to form
an interlayer between silicon and HfO2 in order to test for a stabilizing effect on the system.
The (100)-oriented silicon samples were cleaned in-situ by flash annealing, as described in
the previous chapter. After gradual cooling the (2×1) surface reconstruction was checked for
by LEED. In order to create ultrathin Si3N4 layers a sputter gun as well as a plasma source
were used. With the sputter gun N2-ions were implanted into the surface with a kinetic energy
of 300 eV. The plasma source generates a highly reactive atomic beam of nitrogen atoms (N,
and ionized species of N). In this case an atomic beam is evaporated onto the surfaces without
additional acceleration. Thus, a rapid as well as smooth growth of the layers is possible.
Different Si3N4 film thicknesses could be obtained by varying the time of exposure N and
annealing at temperatures of 900◦C during the evaporation procedure. To probe for the reliability
of these layers two different layer thicknesses, 9 A˚ and 25 A˚, were prepared at the SGM beamline
at the LNLS.
Fig. 5.36 displays an overview XPS scan of a sample surface after preparing the HfO2/Si3N4/Si
layer-stack and annealing at 600◦C for 10 minutes. The excitation energy was tuned to hν =
600 eV. Intensities from all four components of the system can be identified in the spectrum.
Despite the number of peaks appearing, all features can be unambiguously allocated to the
four elements hafnium, oxygen, nitrogen, and silicon. The presumed layer-stack at this stage
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is illustrated in the inset of Fig. 5.36. Comparable to the previous investigations the signals of
hafnium (4f) and silicon (2p) were investigated in detail to follow the evolution of the system.
To prove the presence of closed layers at the surface, angle-scanned XPS measurements
were conducted probing for the change in the intensity ratios between the silicon, nitrogen,
and hafnium signals. As a result, no indication of island formation was found. Further on, the
acquired data were useful to calculate the layer thicknesses by the inelastic damping of the Si
bulk signal due to the Si3N4 and HfO2 overlayers. This procedure is described in detail in [92].
It requires the inelastic mean free path of electrons with a certain energy through the silicon
nitride layer. Its value was calculated to be λ= 5.5 A˚, and was provided by the NIST “effective
attenuation length database” (EAL) [128].
The evolution of the two prepared layer-stacks upon annealing is presented in the following.
The samples were kept at a certain temperature for 10 minutes for all annealing cycles. The
annealing always was followed by a cooling period of at least 30 minutes to avoid temperature
induced broadening or shifts of the signals. Afterwards, an XPS investigation using an excitation
energy of hν= 250 eV was conducted.
Fig. 5.37 displays a series of highly resolved spectra obtained from the 9 A˚ sample. Part (a)
Figure 5.36: Overview spectrum obtained from a sample after growing a Si3N4-layer, evaporating
HfO2, and annealing at 600◦C for 10 minutes. All intensities are labelled according
to [93, 97].
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deals with the silicon 2p spectra recorded after annealing at different temperatures. Besides the
silicon bulk intensity, set to a relative binding energy of zero, the silicon signal stemming from
the silicon nitride layer appears at a binding energy of ErelBin = (+2.8±0.2) eV with respect to
the Si-bulk level. According to literature the 2p-level shift of silicon bond in a Si3N4 structure
is about 3.3− 3.8 eV [129, 130] depending on the sample treatment. As the shift happens to
be different from the one within SiO2 (3.7− 4.0 eV, cf. Ch. 5.7) it is possible to distinguish
between them in the experiments. Within the detection limit no SiO2 can be verified. On the
other hand the resolution of the experiments turned out to be insufficient for obtaining an unique
decomposition of the Si signal into its sub-oxide states, contrary to Ch. 5.7. Therefore, the
estimation of chemical shifts in this case bares larger uncertainties.
All signals of Fig. 5.37(a) were normalized with respect to the silicon bulk signal. Changes
in the chemical composition are evident upon annealing. Starting at 600◦C the intensity ratio
between Si-bulk and the silicon nitride component starts to decrease. For lower temperatures no
changes were observed, therefore only an exemplary spectrum obtained at 500◦C is displayed
for the lower annealing temperatures. The decline of the silicon nitride intensity continues for
higher temperatures up to 850◦C and is also evident for the N 1s signal (not shown). Changes
Figure 5.37: Series of XPS spectra recorded from the Si 2p and Hf 4f signals after different
annealing cycles. The thickness of the silicon nitride buffer layer is 9 A˚. Further
details are provided in the text.
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can be also observed in the hafnium 4f spectra, displayed in Fig. 5.37(b). At 600◦C an additional
component can clearly be identified besides the HfO2 main intensity. Its chemical shift can
be estimated to be ∆EBin = (2.3± 0.1) eV. The shift can be neither directly allocated to the
formation of a silicate compound, nor to the formation of HfSi2. In fact, several different shifts
of the hafnium signal are reported depending on the method of preparation and the subsequent
sample treatment, see e. g. [126, 131]. The exact chemical composition cannot be anticipated by
the data. The shift observed is similar to that of a HfxNy phase. Again, several stoichiometries are
possible influencing the chemical shift with respect to HfO2 (and HfSi2). Details can be found
in the publication of Arranz [131] and citations within. These findings suggest the chemical
shift of HfN with respect to the pure Hf phase to be between 1 eV and 2 eV. This matches the
observations in Fig. 5.37(b), but gives no final prove. Additional, higher resolved measurements
are necessary in the future in order to obtain depth profiles for the contribution of the different
species.
Another sample was prepared to test for the effects of a thicker Si3N4 slab. Therefore a
20−25 A˚ layer was grown on silicon. The results of the heating cycles applied to this sample
are summarized in Fig. 5.38. The layer-thickness determination is more inaccurate in this case,
because the Si bulk signal needed for the calculation is almost fully damped by the HfO2 film.
The spectra in Fig. 5.38(a), recorded under an angle of θ= 18◦ with respect to normal emission,
expose hardly any signs of the bulk component.
The result of this second investigation shows some differences compared to the first layer
prepared. Neither the silicon, nor the hafnium signal, denote changes as they were observed for
the thinner layer. Within the sensitivity of the experiments the layer-stack appears to be fully
stable up to annealing temperatures of 1000◦C. This gives rise to the assumption that for the
thinner Si3N4-layer bulk silicon plays some role in forming the new component appearing in the
Hf 4f spectra.
Silicon nitride inter-layers clearly affect the stability of HfO2 on silicon, but the exact com-
position of the new layer-stack could not be uniquely determined. Experiments with higher
energy resolution are necessary. For these experiments nitrogen plasma evaporation will be used
in order to induce the growth of a Si3N4 layer. First experiments using this new method were
already conducted. Fig. 5.39 displays XPS spectra taken from a silicon sample before (black
line) and after (red line) N-plasma exposure using a SPECS atom beam gun [132]. The clean
silicon sample was kept at 500◦C during the evaporation, compared to 800− 900◦C for the
sputter induced nitrogen implantation. The exposure time was set to five minutes, compared to
30 minutes for N2-sputtering. These first results denote the high efficiency of the procedure and
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Figure 5.38: Series of XPS spectra recorded from the Si 2p and Hf 4f signals after different
annealing cycles. The thickness of the silicon nitride buffer layer is 20-25 A˚. Further
details are provided in the text.
promise the production of uniform layers. New results on the HfO2/Si3N4/Si layer-stack are
expected for the first half of 2008.
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Figure 5.39: First spectrum of a silicon nitride layer prepared by nitrogen plasma evaporation
(red line). The Si 2p spectrum of the clean sample is provided for comparison.
6 Conclusions and Outlook
Structure and morphology of the systems HfSi2/Si(100), HfO2/Si(100), and HfO2/Si3N4/Si(100)
were investigated by photoemission techniques and real-space imaging. As shown in Ch. 3 these
systems are of significance in the field of high-k dielectrics and metallic nanowires [1, 6].
Spectroscopic investigations were performed by using x-ray photoelectron spectroscopy
(XPS) and its angle-resolved version (ARPES). Reciprocal space investigations were performed
quantitatively by x-ray photoelectron diffraction (XPD) and qualitatively by low-energy electron
diffraction (LEED). Real space images of the prepared systems were obtained by using atomic
force microscopy (AFM) and scanning electron microscopy (SEM).
Mg Kα-radiation (hν= 1253.6 eV) as well as synchrotron light were available as excitation
sources for the XPS and XPD measurements. In the soft x-ray regime synchrotron radiation at
excitation energies of hν= 180 eV and hν= 400 eV was used for investigating HfSi2. The HfO2
investigations were performed at hν= 200 eV and hν= 650 eV. Two different synchrotron light
sources were involved in the investigations: The synchrotron light source DELTA at Dortmund
(Germany) and the LNLS in Campinas (Brazil). The high-flux undulator beamlines 5 and 11 in
Dortmund were used to record XPD patterns, including XPS investigations. The SGM dipole
beamline at the LNLS was used e. g. to investigate the system HfO2/Si3N4/Si involving mainly
XPS measurements and ARPES.
The experimental procedures to prepare the systems discussed in Chs. 5.3-5.5 were reported in
a preceding work [92]. The experimental procedures presented in Chs. 5.6-5.8 were not reported
previously.
To draw conclusions from the experimental findings, extensive fitting and simulation proce-
dures needed to be performed. For this purpose, a commercial Levenberg-Marquardt algorithm
was used to fit single XPS spectra. Further, a Nelder-Mead simplex algorithm (Java library) was
adopted to an existing program structure, developed in this and a preceding work. These algo-
rithms were applied for extensive peak fitting problems, e. g. the decomposition of 7000−8000
XPS spectra within a single XPD pattern. For structure determinations using the XPD results
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a genetic algorithm was developed in the course of the work. These kind of probabilistic algo-
rithms, in contrary to deterministic ones (simplex methods etc.), are used in cases where no
analytical test functions are available. They are used to work quickly on vast parameter spaces,
but usually slow down in the vicinity of the minimum. At this stage grid searches were used
to identify its exact position. The so called “R-factor” was used as a quantitative measure to
compare experimental XPD patterns to calculated ones. This quantity can be described as a
normalized sum of square deviations between the patterns. It returns values from zero to two,
while values close to zero correspond to a good match between the patterns.
In order to distinguish diffraction effects stemming from the substrate and those originating
from the investigated structures, clean silicon surfaces were investigated by XPS and XPD
(cf. Ch. 5.2). As this system is already well known the investigations served also as a check for
the reliability of experimental and simulation procedures.
Before performing high resolved synchrotron measurements on the system, the presumed
structural model, the C49 structure [49], was tested using a severely higher surface coverage,
up to 30 A˚, and Mg Kα-radiation. Experiments concerning this system as well as preliminary
results were reported in a previous investigation, showing the principal applicability of the
C49 structure model. This model was proposed for bulk HfSi2 in the 1950s and it was not
self-evident that it could also be used for ultrathin layers of this system. For reducing the R-factor,
interlayer distances were relaxed and possible surface terminations were tested (Ch. 5.3) using
the sophisticated program MSCD [56]. At this point the genetic algorithm was not yet developed.
It turned out that the x-ray tube investigation was not very sensible to the topmost layer and
unambiguous results regarding reconstructions could not be obtained at this point. On the other
hand, comparisons with other base structures that were reported for transition metal silicides
clearly showed that only the C49 structures is capable to resemble major diffraction sites of the
experimental XPD patterns. Decided progress was made by the introduction of stacking faults.
Since they affected more than one layer it was possible to probe for their influence using the
x-ray tube data. All statistical mixtures for different stacking faults were tested. By this procedure
the R-factor dropped from R=0.5 to R=0.32. This R-value can be considered being quite low, at
least for this high kinetic energy investigation, where hundreds of atoms contribute to the model
clusters, due to a rather long mean free path within the solid. The final model cluster contains
284 atoms and uses a mixture of one of the presumed stacking faults, called SFA in the course of
the work, and the non-faulted structure.
The results show the applicability of the C49 structure, also called zirconium silicide structure.
But to obtain distinct information about the first layers surface sensitive experiments must be
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performed: An ultrathin Hf layer of around one monolayer thickness was prepared and annealed
at 750◦C. Synchrotron radiation was tuned to an excitation energy of hν= 180 eV for enhanced
surface sensitivity. The resulting XPS investigation indicated that only one chemical component
was present on the surface. Doniach-Sunjic profiles, as they appear for metallic compounds, were
necessary to decompose the spectra. The metallicity of the system is expected for bulk material,
but was not presumed in prior for ultrathin layers. The XPD results were compared to C49 model
clusters, of which the top most layers were used in the simulations. Besides the relaxation of
interlayer distances and the cluster radius, also non-structural parameters were included in the
so called R-factor analysis. These were the inner atomic potential and the wave expansion, for
example. The low kinetic energy causes the 1st layer of the cluster to significantly contribute to
the patterns. Significant changes of the simulated patterns could be obtained only by varying the
layer terminating the clusters at the surface. A single layer Si-termination was found. The same
sensibility applies to surface reconstructions. By probing for different surface reconstructions a
missing-row reconstruction led to significantly lower R-factors than for other models, including
the non-reconstructed surface. Further progress was made by adding stress to lattice. Due to the
lattice mismatch between HfSi2 and silicon of around 5% the lattice is expected to be distorted
at the surface. In fact, a distortion of 4.5% of the model clusters led to the lowest R-factors. By
including all the changes to the model the R-factor dropped from R=0.28 to R=0.105. This value
can be considered as extremely low. Since the simulations always assume perfect structures, what
is never achieved with real surfaces, R-factors below 0.1 can usually not be obtained according
to experience. Thus the obtained R-factor is very close to this “frontier”.
After different initial layer thicknesses were prepared it turned out that the corresponding
diffraction patterns changed drastically. Of course, this points to a change in the structure of
the system. From this it was decided to perform further investigations with thicker an initial
coverage of 1−1.5 nm hafnium. The resulting diffraction pattern, presented in Ch. 5.5, exposes
many differences compared to patterns of the previous investigation. Almost all relaxations
had to be performed again. For this investigation a 2-layer Si surface termination had to be
chosen, as it showed the best match of R=0.32 compared to the experimental findings. After
conducting a comparable relaxation procedure as before, an R-factor of R=0.20 was achieved.
During the test for the surface reconstruction the clusters turned out to have low R-values if
atomic rows from the edges of the clusters were removed. This finally led to a reshaping of
the model, initially having a hemispherical morphology representing a section into the bulk, to
an elongated trapezoidal morphology representing a structure on top of the surface. After the
reshaping the R-factor decreased from R=0.20 to R=0.14, a drastic drop in this range. Is was
already assumed that the structure forms elongated islands at the surface, due to a drastic drop of
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the hafnium signal during annealing investigated by angle resolved photoemission spectroscopy.
Indication for this can also be found in the literature. Although, it was not expected to observe an
influence of the cluster morphology on the simulations. Up to now XPD only has been used to
determine interface structures or surface reconstructions, i. e. it was used with fraction of layers
on surfaces. No other determination of three-dimensional arbitrary distributed islands, including
structure as well as morphology, could be found in the literature. Further relaxations for clusters
with a silicon double-row surface termination led to an R-factor of R=0.11, equally as good as
for the previous investigation. Attempts to apply the new cluster shape to the thinner-layer results
led to no progress for this investigation. The R-factor even increased for those clusters.
A further information held by the XPD patterns is the alignment between the main axes of the
islands and the silicon substrate. Results from the literature show that a growth along the [011]
and [01¯1] directions is expected [79]. This could be proved by the XPD results by comparing the
alignment of the calculated patterns to the alignment of the experimental one (recorded from the
same surface at the same time). The lattice mismatch of 5% between the lattices, as mentioned
before, already corresponds to that growth direction.
As a final prove for the presence of elongated island structures on the investigated surfaces,
atomic force microscopy as well as scanning electron microscopy experiments were performed.
Those are presented in Ch. 5.6. Both measurements support the findings by XPS and XPD. As
assumed, the length of the islands extends to larger scales than the sensibility of XPD. Thus, the
XPD pattern corresponds to a small, but representative fraction of the nanowires forming. Even
though the aspect ratio of the islands obtained here is lower than already obtained by proper
preparation procedures, their length is far above the lateral detection limit of XPD.
The results presented here are comparable with observations for rare-earth metal silicides
investigated in the past years. In particular, the silicides of dysprosium, but also those of europium
and gadolinium form nanowire structures on a Si(100) substrate of the stoichiometry ASi2
[82,114,133], where A denotes the rare earth element. In the literature, lattice mismatches up
to 9% lead to the formation of nanowires for the rare earth silicides. The investigations on
these systems were predominantly performed with scanning probe methods, therefore the results
mainly refer to the surface morphology. Eu, Gd, and Dy silicides are possible candidates for an
XPD investigation in the next future. The found morphology of the ASi2 systems is similar to
the rectangular/trapezoidal morphology for the HfSi2/Si(100). The measured width of Eu/Dy/Gd
silicide structures (by STM) ranges from 1.5−13 nm, their height from 0−2 nm [77,82]. The
results in this work indicate an island size of at least 1.5 nm and 1 nm for width and height,
respectively.
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As a next step the development of the system HfO2/Si(100) was tested. Its thermal instability
is reported in the literature [3,7], but the preparation procedures used there turn out to be different
compared to the preparations in this work, cf. Ch. 5.7. An electron beam evaporator was prepared
to carry grains of HfO2 that were directly evaporated onto the surface. Using this method a silicon
oxide and silicide-free surface could be obtained. Although, step-wise annealing of the system up
to 500◦C caused the formation of a SiO2 inter-layer and annealing at temperature above 700◦C
disintegrated the system. The oxygen is completely removed afterwards. XPD patterns recorded
from the system after the 500◦C annealing stage showed no ordered structure at the interface
between silicon and silicon oxide. After annealing at 750◦C XPD patterns, comparable to ones
of HfSi2, could be obtained. Concluding it can be stated that the system HfO2/Si(100) is not
thermally stable under the used preparation conditions.
One possible way to stabilize HfO2 at the surface could be the implantation of nitrogen, or
the creation of a thin Si3N4 buffer layer between the oxidized hafnium and the silicon surface.
In Ch. 5.8 different layer thicknesses of silicon nitride were grown by N2 sputtering on top of
a Si(100) surface before evaporating HfO2. The experiments were conducted at the LNLS in
Campinas. Subsequent annealing cycles clearly indicated a stabilizing effect of such a buffer
layer. Nevertheless, no unambiguous clarification of the interfacial layer, forming upon annealing,
could be provided for a thinner silicon nitride layer (9 A˚). For a thicker layer of around 20-25 A˚
no visible change occurred in the spectra upon annealing. The system appeared to be stable up
to temperatures of 1000◦C. The lack of any changes for the thicker layer indicates the role of
bulk silicon for the formation of the new interfacial layer observed for the thinner layer. This
assumption has to be verified by further experiments.
In order to prepare such experiments with higher energy resolution and growing more homoge-
nous Si3N4 layers at DELTA, first tests using a nitrogen-plasma source were conducted. In this
preliminary experiments the desired layers could be produced five to ten times faster compared
to the previous investigations.
Other perspectives for future investigations are to solve the structure of other nano-structured
systems forming islands, clusters, or wires at their surfaces. After the sensibility of XPD to such
structures was shown in Ch. 5.5 many systems are in reach for this kind of investigation.
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A Properties of Hafnium and Silicon
Silicon
Property Value
Symbol Si
Atomic number 14
Atomic weight 28.086 u
Classification half-metal
Electronic config. [Ne],3s2,3p2
Melting point 1410◦C
Boiling point 2355 ◦C
Density 2.33 g/cm3
Lattice type fcc (diamond)
Lattice constant 5.43 A˚
Covalent radius 1.1 A˚
Resistivity 10−8Ωm
Table A.1: Physical properties of silicon.
Hafnium
Property Value
Symbol Hf
Atomic number 72
Atomic weight 178.49 u
Electronic config. [Xe],4f14,5d2,6s2
Classification metal
Melting point 2150◦C
Boiling point 5400◦C
Density 13.31 g/cm3
Lattice type hcp
Lattice constant a=3.196 A˚, b=3.196 A˚, c=5.051 A˚
Covalent radius (emp.) 1.5 A˚
Vapor pressure 0.00112 Pa at 2500K
Table A.2: Physical properties of hafnium.
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Figure A.1: Sub-shell ionization cross-sections of silicon [13].
Figure A.2: Sub-shell ionization cross-sections of hafnium [13].
B Sample Input Files
Figure B.1: Sample input file for the MSCD program [56].
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Figure B.2: Sample input file for the MSPHD program [57].
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