Introduction. In §1 of this paper a derivative generalizing the Riemann derivative is considered. The existence of this derivative on a set is shown to imply the existence of the Peano derivative almost everywhere on the set. In §2 the W norm (1 ^p<oo) replaces the 7.°° norm of §1 and the same result is proved. A special case of this result is that the existence of the Riemann V derivative implies the existence of the Peano LP derivative almost everywhere. In §3 a generalization of smoothness is shown to imply smoothness almost everywhere. We consider only measurable sets of real numbers and real valued functions of a real variable.
Introduction. In §1 of this paper a derivative generalizing the Riemann derivative is considered. The existence of this derivative on a set is shown to imply the existence of the Peano derivative almost everywhere on the set. In §2 the W norm (1 ^p<oo) replaces the 7.°° norm of §1 and the same result is proved. A special case of this result is that the existence of the Riemann V derivative implies the existence of the Peano LP derivative almost everywhere. In §3 a generalization of smoothness is shown to imply smoothness almost everywhere. We consider only measurable sets of real numbers and real valued functions of a real variable.
1. An 7,°° generalization of the Riemann derivative. A function/is said to have a Peano derivative of order k at x, i.e., fe tAx), if there are constants f0{x), fi{x).fAx) such that fix + 0 = foix)+fx{x)t+ ■ ■ ■ +£j£ tk + oitk) as t-> 0.
We say / is Peano bounded of order k at x, i.e., = fk(x)tk + o{tk) asi-^0.
In other words, the conditions assure that if the Peano derivative exists, the generalized derivative will exist and be equal to it. If /=0 and if the a,'s are given, since the k + 1 ,4¡'s must satisfy the k +1 conditions, and since the matrix ((af)) is a Van der Monde matrix and hence invertible, it follows that the A ¡'s can be expressed in terms of the a¡'s. To be precise (see Denjoy [1] 
If, on the other hand, />0, the a¡s and the k+l conditions do not uniquely determine the Ay's. I will be called the excess.
Probably the most important example of the generalized derivative is the Riemann derivative. The kth Riemann derivative is obtained by setting ay = -2+/, i = 0, 1,..., k.
Since /=0, we find that
The relationships between the various derivatives which have been introduced may be displayed diagrammatically as at top of p. 183.
The arrows denote inclusion. For example, if fetk(x), then fe Tk(x), so that tk(x)^Tk(x). As may be shown by simple counterexample, none of the arrows may be reversed.
However, there is a classical theorem of Zygmund and Marcinkiewicz which states that if a function is k Riemann-bounded on a set, then at almost every point of that set it has a kth Peano derivative [2] . This may be generalized to Proof. We may assume a0/0 by reordering the terms if necessary. We may assume that 0<|£|<oo. Let £, = {;cg£| |2,n=o ^i/(x + a(0| =j\t\a if \t\ < 1//}.
Since |£-£,| -> 0, it suffices to prove the lemma at every point of E¡ which is a point of density of E¡. To simplify notation, let x=0 be such a point. Let t be greater than 0 (the case i<0 is proved similarly). By Lemma 1, if t is sufficiently small, there is a « g [t, 2t] such that all of Since the term in curly brackets is in E} for k > 0, each term of the outer sum except the &=0 term is 0{t"). Hence that term is also 0(ra), i.e., We omit the proof which is similar to that of Lemma 5 on page 13 of [2] . Because of Lemma 3, without loss of generality we may add the assumption that /is bounded to the hypotheses of Theorem 1. Since / is bounded it is locally integrable; so we may define D'fby
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We come now to the cornerstone of the proof of Theorem 1. Then there is an integer s = 0 such that D sf is {k+s) Riemann-bounded at almost every xeE.
Proof. First let us suppose that all the a,'s are integers and that /=0. We may suppose that a0<ax< ■ ■ • <ak. From the sliding lemma it follows that we may assume a0 = l. If there are no gaps in the sequence {a0,..., ak}, i.e., if a0 = l, ax=2, a2 = 3,...,ak=k + l, after sliding the sequence to the left by k/2+l, we deduce from the remarks preceding for almost every xeE.
Now integrating from 0 to A where h is small, we obtain
for almost every x in £.
Finally sliding this to the right by 2, we obtain
for almost every ag£. This result shows that almost everywhere on £, D_1/is k +1 generalized-bounded with respect to a set whose a('s have one fewer gap than had the original set of a¡'s (2) . Note that the excess is still 0. If ak=k+1 +s, there were s gaps initially, so after repeating this filling process s-1 more times, we obtain the conclusion of the lemma. Next we suppose that the a('s are integers, but that />0. Fix /. It suffices to show that for some positive integer Sy, D~sif is k+Sy generalized-bounded with respect to a (fc+Si)th generalized derivative of excess H-l. For if we can do this, an at most /-fold iteration of the process will reduce this case to the /=0 case above.
By employing the process of filling in the gaps, we may suppose that a0 = l, ay=2,..., ak+i=k+l+l.
It is important to note that the process of filling never increases the excess since at each step the order of the derivative is increased by one, while the number of a¡'s is increased by at most one. (The process of filling may actually decrease the excess. For example, if ay>2 and ^]{¿o Ai¡{ai-2)=0, then after sliding to the left by 2, we have a (k + l)st derivative based on the original k+l+1 af's so that the excess is immediately /-1.)
Set r=k+l+l.
Recalling that we may suppose ay-y = i, lHi¿¡r, we may now write our assumption
for all xeE.
(2) If 2kí¿ (Ata{) is equal to 0 when j < k, is equal to & ! when j=k, then 2?=<J At(at-a)'
= Zi=o (A,a{) so that any slide of a A:th generalized derivative is still a kth generalized derivative. Also if no a, = 0, 2f=ó (Ajada' is equal to ~2kí¿ (Ay/a,) when j=0, is equal to 0 when j= 1, 2,..., k and equals k\ when j=k+ 1 so that integration from 0 to A yields a (k+ l)st generalized derivative. To obtain proper normalization, each integration should be coupled with a multiplication by the constant k + l. We shall always assume that this has been done. and ß=-a(b-a)~1 and consider the derivative formed by adding the derivative in (1.3) multiplied by a to the derivative in (1.5) multiplied by ß. Since a + S = l, this is a (k+l)th generalized derivative which is properly normalized, as can be seen by testing it on g. Since aa+ßb=0, the coefficient of f(x+i0t) is equal to zero, so that this derivative is based on the set £={1, 2,..., i0-1, /0+ 1, • • -, k + l+l} and hence has excess ¿I-1. Then from (1.3) and (1.5) we note that D'^fe Gk+1(x, B) for almost every xeE.
Finally, let the a¡'s be arbitrary. Lemma 4 will be proved if we can show that there is a C={C0,..., Ck + l+S2; c0,..., ck+¡+¡2} such that all the c('s are integers and D~srfe Gk+S2(x, C) for almost every xeE. Our hypothesis is that fc+i (1.6) 2 AJ(x+att) = 0(tk) for all xeE.
Let M<={a0,.. .,ak+i} be a commensurable set, i.e., there is a real number q such that mq is an integer for every me M. Let M be of maximal cardinality, i.e., if N<={a0, ■ ■., ak + l} is a commensurable set, then N has no more elements than does M. Replacing t by qt, we may assume without loss of generality, that all the elements of M are integers. By the sliding lemma we may assume that no ^=0. Let n be any integer £ {0, a0,.. .,ak+1}. Integrating equation (1.6) we have for almost every xeE. If M={a0.ak+i}, the conclusion is immediate with s2=0, c¡ = a¡. If not, we pick a¡e{a0,..., ak+l} such that a¡$M. Since n^O, we may set y=a¡\n and 8 = (n-aj)ln. We find that y + 8= 1 and (A¡laj)y+(Ajl(aj-n))8=0. Therefore if we add the derivative in (1.7) multiplied by y to the derivative in (1.8) multiplied by 8, by the argument preceding (1.6), the resultant (k + l)th derivative is normalized, and has zero for the coefficient of D ~ *f{x + a¡t). Furthermore D ~ x/is (k+l) generalizedbounded with respect to this derivative at almost every x e E. If {a0,ay,.. .,aj-y,aj+y,.. .,ak+l,0,n} is a commensurable set, the conclusion has been reached with s2=l. If not, we pick a'j e {a0,..., ak+!] such that a'¡$ M u {a,} and repeat the argument. At least one element of the set of a¡'s that are not members of M is removed at each step, so we obtain the desired result with s2 = the cardinality of this set. Proof of Theorem 1. From Lemma 4 we have that for some integer s, D~sf is k+s Riemann-bounded for almost every xeE. From Theorem 1 of [2] it follows that D~sfe tk+Ax) for almost every xeE.
Since D~sfetk+Ax) for almost every xeE, there is a perfect set U^E of measure arbitrarily close to E and there are functions Fx and F2 such that (1) D-°f=F1+F2, ( 2) Fx has k+s ordinary continuous derivatives on E, (3) F2=0onII. See [4] for this decomposition. Define 7)' to be the ordinary z'th derivative. From (2) it follows that if we set / = DSFX, then / has k continuous derivatives on E. almost everywhere on II. Since / and fx e G Ax, A) for almost every xeE, f2 e G Ax, A) for almost every xeE. It suffices to prove that f2 e tk{x) for almost every x e II. Lemma 7 of [2] states that if a function belongs to Tk{x) on a set, then almost everywhere on that set the function belongs to rfc(x). Hence Theorem 1 is proved if we can show that/2(x+0 = 0{tk) when x is a point of density of II.
We may assume that while still obtaining the same conclusion that/" g tk(x) for almost every xeE.
The proof of Theorem 1 may be followed line for line with the following exceptions. We must invoke Theorem 7 of [2] instead of Theorem 1 of that paper. Theorem 7 states that iff is k Riemann-bounded as t -> +0 at each jc of E, then fe tk(x) for almost every xeE. Also the reference to Lemma 7 of [2] must be replaced by one to Theorem 8 ofthat paper which states that iff is Peano-bounded of order k as t -» +0 for all x e E, thenfe tk(x) for almost every xeE.
2. An LP generalization of the Riemann derivative. Now let lá/?<oo and let fe V[x-e, x+e] for some e>0. We may extend all of the definitions of derivatives given in §1 to definitions of derivatives in Lp.
A function f is said to have at x a A:th Peano derivative in LP, i.e., fe tk(x) if there are constants f0(x),.. .,fk(x) such that We say that/is ^-generalized-bounded in£" with respect to A at x, i.e.,/e G%{x, A),
The classes T%(x) and gl(x, A) are also defined by replacing the £co norm of §1 by the LP norm. As in §1, if fe Gvk(x, A) in the special case when / is said to be A>Riemann-bounded in L" at x. All the relations depicted in Figure  1 are still valid if the superscript p is attached to the name of each class. Parallel to Theorem 1 we have Theorem 2. Iffe Gvk(x, A) for all xeE, thenfe tl(x)for almost every xeE.
Mary Weiss has proved that if/ has a kth symmetric LP derivative for all xeE, thenfe t^(x) for almost every xeE [5] . Since the existence of the Arth symmetric L" derivative at x implies the existence of the kth Riemann L" derivative at x, her result is contained in Theorem 2. In particular, L is differentiable on II and since II is perfect, £)iL=/=0 on n. Also f e Gpk(x, A) and D^G e tk(x)SGpk(x, A) if *gI1ç£, so that / g Gl(x, A) for every point of II.
It suffices to prove that /, and hence/, belongs to t\\x) for almost every x e II. To do this, it suffices to prove that leTvk(x) and that ly(x)=0, i=0,l,...,k-l, at each point of density of II. For from this result, by Theorem 10 of [6] , it follows that le t^(x) at almost every x in II. We collect what remains to be proved of Theorem 2 into a lemma. Remark. As in §1, we may weaken the hypothesis of Theorem 2 to
for all xeE, while still obtaining the conclusion fe tl{x) for almost every xeE. The proof of this remark follows the proof of Theorem 2 except that Theorem 1 is replaced by the remark at the end of §1, Theorem 10 of [6] is coupled with Lemma 6 below, and Lemma 5 is replaced by Lemma 7 below. where a> 1, /»^ 1, then \l'x+01" dt = OQf) as h-^ +0for almost every xeE. fix+h)-2fix)+fix-h) = Oih)
for almost every xeE. To prove part (c), simply replace "O" by "o" throughout the proof of {b).
