This paper proposes an extension of the Multi-Index Stochastic Collocation (MISC) method for forward uncertainty quantification (UQ) problems in computational domains of shape other than a square or cube, by exploiting isogeometric analysis (IGA) techniques. Introducing IGA solvers to the MISC algorithm is very natural since they are tensor-based PDE solvers, which are precisely what is required by the MISC machinery. Moreover, the combination-technique formulation of MISC allows the straight-forward reuse of existing implementations of IGA solvers. We present numerical results to showcase the effectiveness of the proposed approach.
Introduction
Uncertainty quantification (UQ) has received a considerable amount of attention in recent years and is by now considered an essential tool in the domain of computational science and engineering [1, 2, 3] . However, performing UQ analyses remains a significant computational challenge, since these analyses typically require solving a computational model repeatedly for different values of the uncertain variables in the model. In this paper, we consider in particular models described by elliptic PDEs whose solution is denoted by u. Two general "meta-strategies" (complementary to each other) are by now recognized in the UQ community as key to reducing the computational cost and making UQ analyses feasible: a) dimension-adaptivity, i.e., investing the majority of the computational cost in approximating the dependence of u on the random variables whose variability has the largest impact on u itself; and b) a multi-level approach, in which most of the variability of u is explored by using "low-fidelity" approximations of the PDE (e.g., coarse meshes and simplified-physics models), and resorting to "high-fidelity" approximations only sparingly. Dimensionadaptivity was the first "meta-strategy" to be introduced in the UQ community and has been extensively discussed in the literature, e.g. in [4, 5, 6, 7] , while the multi-level approach was developed more recently; see, e.g., [8, 9, 10] .
The Multi-Index Stochastic Collocation (MISC) method for random PDEs was first introduced in [11, 12] and represents an attempt to combine both strategies. MISC uses an ad-hoc algorithm to simultaneously choose both the best sequence of computational meshes and the random variables whose impact should be more carefully approximated. It is closely related to the sparse-grids technique introduced to solve high-dimensional PDEs [13, 14, 15, 16] and to compute high-dimensional integrals/interpolants [17, 18] , and indeed it can be seen as a combination of the two methodologies. The main idea behind the MISC algorithm is to write the approximation operator as a linear combination of many less-refined approximations, in the spirit of a Richardson extrapolation [19] . In particular, a "profit" is assigned to each possible component, and eventually only those components with the largest profit are included in the computation. Another possible approach would be to balance the errors of the physical and stochastic discretizations, as proposed in [20, 21, 22] .
Crucially, MISC needs both a physical solver and a sampler in the stochastic domain with a tensor structure. The tensor construction in the stochastic domain can be obtained by e.g. tensorizing standard Lagrangian (interpolant) polynomials, which would also be the starting point of the classical sparse-grids collocation method for UQ [23, 24] . When it comes to the physical solver, previous works on MISC [11, 12] only considered square domains over structured grids, which induce a tensor structure in the solver; possible strategies to apply MISC to non-square domains, on which having a tensorized solver might be non-trivial, were only briefly mentioned in [12] .
In this paper, we extend [11, 12] and consider MISC on arbitrarily shaped domains, by employing isogeometric analysis (IGA) [25, 26] . IGA is an alternative to the standard finite element analysis that uses the basis functions employed by CAD softwares to represent the computational domain (typically, Bsplines or non uniform rational B-splines (NURBS)) as basis for the approximation of the PDE solution as well. IGA has several interesting features and has therefore received a growing interest from researchers and practitioners in computational science. For example, IGA can work with exact domain representation and the meshing process is simplified in some situations; B-splines/NURBS of arbitrary polynomial degree and regularity can be generated in a very easy way and show, in certain cases, superior error vs. degreesof-freedom ratio with respect to standard finite element bases. We refer the reader to [27] for an in-depth discussion on IGA. Crucially, multivariate B-splines and NURBS are built by tensorization of their univariate counterparts, which makes IGA solvers particularly suitable for use with MISC. We remark that not many works focusing on UQ are available in the IGA literature, and to the best of our knowledge none of them considers multi-level/multi-index strategies; here we mention [28, 29, 30, 31, 32, 33, 34] .
It is important to remark that in the end the MISC algorithm itself simply prescribes to solve a number of standard uncoupled PDEs, each of them corresponding to a different realization of the random parameters, on physical meshes with different resolutions (possibly anisotropic, i.e., more refined along some physical directions). Therefore, any available IGA software can be readily re-used. We also point out that in the case where there are no random variables, this procedure corresponds to the sparse IGA method for solving PDEs discussed in [35] . Finally, we mention that while IGA is a convenient choice to extend MISC to problems on non-square domains, it is not the only possible choice. Other choices, such as finite differences, finite volumes, Q k finite elements, might be envisaged; the comparison of these methods is outside the scope of this work.
The rest of this paper is organized as follows. We introduce the general UQ framework for elliptic PDEs with random coefficients in Section 2, and discuss IGA solvers in Section 3. We present the MISC algorithm in Section 4 and showcase the results obtained with MISC on some numerical examples in Section 5. Finally, we draw conclusions in Section 6.
Throughout the manuscript, we make extensive use of multi-indices, i.e., vectors with integer components. To this end, we recall some useful definitions and notations:
• e i is the i-th canonical multi-index, i.e., (e i ) k = 1 if i = k, and zero otherwise;
• 1 is a multi-index whose components are all equal to 1;
• Given a function f : R → R and a multi-index i,
• A multi-index set Λ ⊂ N K is said to be downward closed if ∀i ∈ Λ, i − e j ∈ Λ for every j = 1, . . . , K such that i j > 1.
(1)
• The margin of a multi-index set Λ, Mar(Λ), is the set of multi-indices that can be reached "within one step" from Λ, Mar(Λ) = {i ∈ N K s.t. i = j + e k for some j ∈ Λ and some k ∈ {1, . . . , K}};
• The reduced margin of a multi-index set Λ, Red(Λ), is the subset of Mar(Λ) composed by indices from which "every backward step" will take inside Λ,
2. Problem definition
, that represents the "physical domain" of the problem. In addition, let y = [y 1 , y 2 , . . . , y N ] be an N -dimensional random vector, whose components are mutually independent random variables with support Γ n ⊂ R and probability density function ρ n (y n ). Thus, y ∈ Γ = Γ 1 × Γ 2 · · · Γ N , and Γ represents the "stochastic domain" of the problem; since y n are mutually independent, ρ(y) = N n=1 ρ n (y n ) is a probability density function on Γ. Throughout this work, we often refer to y n as "stochastic directions", which is a short-hand for "directions of the stochastic domain".
We consider the following problem: Find u : B × Γ → R m such that for ρ-almost every y ∈ Γ,
where L is a differential operator and F is an operator on x. In particular, in the numerical results section we consider a linear scalar elliptic equation and a linear elasticity equation. We assume well-posedness of the problem in some Hilbert space V for ρ-almost every y ∈ Γ (specific choices of V are detailed for each example in Section 5); observe that u can also be seen as an N -variate Hilbert-space-valued function u(y) : Γ → V , and in particular it is convenient to introduce the Bochner space of finite-variance Hilbert-space-valued functions, L 2 ρ (Γ; V ) = {u : Γ → V strongly measurable such that Γ u(, ·, y) 2 V ρ(y)dy < ∞}, to which u is assumed to belong.
The random variables y model the uncertainties in the system, i.e., account for the fact that coefficients, forcing terms, boundary/initial conditions, and domain shape are often "imperfectly" known due to measurement errors, lack of data, or intrinsic variability (e.g., when they describe phenomena like wind, rain, earthquakes). The goal of a forward UQ analysis is therefore to assess how much the variability of such random objects affects the quantities of interest of the computation, which could be either the solution u or a functional thereof. In particular, in this work we assume that some functional of the solution u, Φ : V → R, e.g. Φ(v) = B v(x)dx or Φ(v) = v(x 0 ) is given, and we aim to estimate its expected value, i.e., we want to compute
In this work, we numerically analyze the performance of MISC for this task. More specifically, we use MISC to select the physical and stochastic discretizations parameters, but other discretization parameters (e.g., time-steps, number of particles, solver tolerances) could be added to the set of parameters governed by MISC. The novelty of the present work consists in showing how to extend the MISC methodology to more general physical domain shapes, by replacing the multi-linear finite elements solver adopted in previous works with the IGA solvers that we present in the next section.
Isogeometric solvers
In this section, we briefly present the fundamentals of isogeometric analysis (IGA) and refer the reader to [25, 26, 27] for a more thorough discussion. The first ingredient of IGA is a representation over a Bsplines/NURBS basis of the computational domain B, which is usually provided by a CAD software. An isogeometric solver typically then uses the same set of basis functions to compute an approximation of the solution of the PDE; this is the approach that we consider in this work. However, this is not strictly needed, and two different sets of B-splines/NURBS functions could be used instead: one to approximate the geometry and another to approximate the solution.
The B-splines/NURBS representation of B ⊂ R d consists of a transformation from a reference domain B (typically, a square or cube) to the physical domain B, written as a linear combination of B-splines/NURBS functions and so-called control points P i ∈ R d . Following the IGA/CAD literature, we refer in this work to B as the "parametric domain".
The B-splines/NURBS used in such representation are built by tensorization, and therefore we begin our presentation by considering the univariate case. We introduce a reference interval,Î = [0, 1], and a knot vector overÎ, i.e, a non-decreasing vector Ξ = [ξ 1 , ξ 2 ..., ξ n+p+1 ], where n, p ∈ N and ξ 1 , ξ n+p+1 coincide with the extrema ofÎ, that will be used to define a set of n B-splines polynomials of degree p overÎ; observe that Ξ can have repeated entries, for reasons that will be clear later on (see Figure 1) . Each ξ i is called "knot", and an interval (ξ i , ξ i+1 ) of non-zero length is an "element"; N el is the number of elements. The elements are not required to have the same length, but if they do, we call that length the mesh-size, which is denoted by h. We define the non-decreasing vector Z = [ζ 1 , . . . , ζ N el +1 ] as the vector of knots of Ξ without repetitions, and m i is the multiplicity of ζ i in Ξ, such that N el i=1 m i = n + p + 1. A knot vector is said to be "open" if its first and last knots have a multiplicity of p + 1.
We can now define the B-splines polynomials of degree p onÎ by means of the Cox-De Boor recursive formula [27] : we start with piecewise constant (p = 0),
and then, forp = 1, . . . , p, we have the recursive step
0, otherwise
with the understanding that 0/0 = 0; note that if the knot vector Ξ is open, the corresponding basis will be interpolatory in the first and last knots. The B-splines are polynomials of degree p and continuity C p−mi at ζ i , which means that the regularity of the B-splines can be reduced by repeating multiple times the same entry of the knot vector. In particular, repeating a knot p times will result in a basis with C 0 regularity in that knot, which means that the basis will also be interpolatory at that knot; see Figure 1 -left for an example. The generated B-splines are linearly independent, and we refer to their span as the "space of splines", i.e., W p (Ξ,Î):
Often, all the internal knots are repeated the same number of times to obtain a B-splines basis with continuity r at each point ζ i , 0 ≤ r ≤ p − 1. If that is the case, we add a superscript r to the notation, i.e., S Next, we define B-splines on d-dimensional domains for the case d = 2, with the understanding that the extension to the case d = 3 is trivial. The fact that multivariate B-splines are defined by tensorization is crucial for the development of the MISC methodology, as will become clear in Section 4. We define the parametric domain B =Î ×Î and consider two open knot vectors Ξ 1 , Ξ 2 with n 1 +p 1 +1 and n 2 +p 2 +1 knots, respectively; the corresponding knots without repetitions are denoted by Z 1 , Z 2 . We introduce the tensor products Ξ = Ξ 1 ⊗ Ξ 2 and Z = Z 1 ⊗ Z 2 ; Z generates a Cartesian mesh over B composed by N el,1 × N el,2 rectangular elements. According to the CAD/IGA literature we refer throughout this work to the two directions ξ 1 and ξ 2 as "parametric directions". A basis for the space of bi-variate splines is then obtained by taking tensor products of the univariate B-splines,
We are now in the position to introduce the B-splines representation of the computational domain B using a linear combination of B-splines with control points P i ∈ R 2 and i ≤ n (see also Figure 2 ):
In the CAD literature, the function G : Ω → Ω is often called a "parameterization" of the geometry B; the control points P i are chosen by the CAD designer during the design phase, see e.g. [36, 37] . Observe that the control points need not belong to B: this is the case only if the corresponding basis function is C 0 continuous; see again Figure 2 . With a slight abuse of wording, in the following we sometimes talk of "physical directions" instead of "parametric directions"; we also use "physical directions" as a shorthand for the longer "curvilinear coordinates induced by mapping the parametric directions over the physical space". However, this talk of "physical directions" will be useful when juxtaposed with the "stochastic directions" y 1 , . . . , y N .
Non-planar surfaces can be also generated in the same way, by choosing P i ∈ R 3 instead of P i ∈ R 2 ; see Figure 3 -left. A further round of tensorizations, again with P i ∈ R 3 , would allow us to represent volumetric computational domains B; see Figure 3 -right. Incidentally, note that many geometries of practical interest, and in particular all conic sections other than parabulae, cannot be represented exactly by B-splines. To this end, the so-called non-uniform rational B-splines (NURBS) have been introduced, see again [25, 26, 27] for details. As the name suggests, NURBS are ratios of B-splines and retain most of the properties of B-splines. In IGA, the B-splines basis is also used to approximate the solution to (4). We therefore introduce the B-splines space on the physical domain B as
and then approximate the solution to (4) for a fixed value of the random variables y as
where the coefficients c i depend on y (for simplicity, we do not show this dependence in the equation). The coefficients c i can be computed either by following a standard Galerkin approach or by collocation methods, i.e., inserting (5) in the strong form of the problem, (4), and enforcing that the equation be satisfied in a set of collocation points, which results in a system of linear equations to be solved [38, 39, 40, 41] . In this work, we employ a standard Galerkin method; we remark again that, as will be clearer later, pre-existing solvers can be readily reused in the context of the MISC method.
As expected, the approximation of u in (5), u n , converges to u as the cardinality of W p (Ξ, B) increases, and the convergence results with respect to both h and p are analogous to the standard finite elements results. We conclude this introduction to IGA pointing out that IGA is still in its infancy, and as such quite many issues remain open and limit to some extent the applicability of the IGA approach so far. Here we mention only two such aspects, which both concern the interplay between geometry representation and PDE solutions. First, it is important to point out that most industrial CAD software represent 3D objects by their boundaries only, so that a preliminar non-trivial conversion to a 3D B-Spline/NURBS model is needed [42, 43] ; moreover, such software often complex geometries are represented by boolean operation between elementary shapes by so-called "trimming operations", which partially destroy the tensor structure and require ad-hoc treatment [44, 45] .
In the following, we fix the polynomial degrees along each parametric direction, i.e., p 1 = . . . = p d = p, and consider h-refinements only, i.e., we increase the cardinality of the basis by adding knots to the initial knot vectors Ξ 1 and Ξ 2 , though it is also possible to devise a p-MISC technique (or a combined h − p version). In particular, for each parametric direction ξ 1 , i = 1, . . . , d, we consider a sequence of knot vectors Ξ i indexed by an integer α i ≥ 1, whose number of elements doubles whenever α i increases by 1:
, and denote the associated solution of the PDE by u α .
Multi-Index Stochastic Collocation (MISC)
Besides IGA, the other basic building block of MISC is a tensorized quadrature formula over the stochastic domain Γ that can be used to evaluate, e.g., expected value, variance and higher-order moments of multivariate random functions defined over Γ.
Let us therefore start by introducing a quadrature operator for a univariate real-valued continuous function v(t) : Γ → R, with the understanding that Γ is a placeholder for any of the univariate sub-domains Γ 1 , . . . , Γ N composing the random space Γ = Γ 1 ×. . .×Γ N ; therefore, it comes with an associated probability density function, that we denote by ρ. The quadrature operator is defined as
where β ≥ 1 is a positive integer (usually referred to as the "refinement level" or just "level" of the quadrature operator), m(β) a strictly increasing function giving the number of distinct quadrature points to be used, {t β,j } m(β) j=1 ⊂ Γ, with corresponding weights {ω β,j } m(β)
j=1 . The quadrature points should be chosen according to the underlying probability measure ρ; see, e.g., [5, 46] . Moreover, for refinement purposes it is advantageous if the quadrature points are chosen to be "nested", i.e., {t β,j }
, ∀β ≥ 1. In the numerical examples of this work we consider problems depending on uniform random variables, for which a number of different families of nested quadrature points exist: Clenshaw-Curtis points, several variants of Leja points, and Gauss-Patterson points; see, e.g., [5, 47, 48, 49, 50] . In particular, we adopt the Clenshaw-Curtis points, which are defined as
and are nested provided that the function m(β) is chosen as
The extension to multi-variate real-valued continuous functions v(y) : Γ → R is obtained by tensorization of the univariate quadrature operators. In detail, we introduce a multi-index β ∈ N N , whose i-th component gives the level of the univariate quadrature to be used along Γ i , and we define the multi-variate quadrature operator as
where y j are points in the Cartesian grid 1≤i≤N {z βi,j } m(βi) j=1 , ω j are the corresponding products of weights of the one-dimensional quadrature rules, and #m(β) denotes the total number of quadrature points in the Cartesian grid, #m(β) = N i=1 m(β n ). We are now in the position to introduce the MISC approximation of the expected value of a functional of the solution of the PDE, E[Φ(u(x, y))]. For ease of presentation, we introduce the function φ : Γ → R which associates each y with its corresponding value of the functional φ(y) = Φ(u(x, y)); thus, our goal becomes computing an approximation of E[φ(y)].
Clearly, the value of φ(y) is accessible to us only by solving the PDE after fixing the value of the random vector y: in particular, we denote by φ α the value of φ obtained by post-process of u α , where (as already mentioned) α prescribes the number of elements in the knot vectors used to build the IGA solver, N el,i ∼ 2 αi . The fully discrete approximation of E[φ(y))] is therefore completely determined by the choice of the discretizations α in the physical space and by β in the probability space, i.e.,
Of course, the ideal approximation M α,β could be obtained by setting α 1 = . . . = α d =ᾱ 1 and
1, but this is out of reach for even moderate values of d, N,ᾱ, andβ, due to its combinatorial computational cost. Instead, we resort in MISC to the classical "sparsification" construction, which was already introduced in the literature for solving high-dimensional PDEs [14] and quadrature problems [17] .
To this end, we need to introduce the so-called univariate and multivariate "detail operators" on the physical and stochastic domains as follows, with the understanding that M α,β = 0 when at least one component of α or β is zero:
Univariate stochastic detail:
Mixed multivariate detail:
Observe that taking tensor products of univariate details amounts to composing their actions, e.g.,
and analogously for the stochastic multivariate detail operators,
Crucially, this in turn implies that the multivariate operators can be evaluated by evaluating certain full-tensor approximations M α,β and then taking linear combinations:
The latter expression is known in the sparse-grids community as " 
We remark that the four meshes needed to evaluate the combination-technique expression above are possibly anisotropic, i.e., they may have different levels of discretization along the different physical directions. A similar expression holds for the stochastic details, as well as for the mixed details. Specifically, evaluating
Observe that by introducing these operators we have access to a hierarchical decomposition of M α,β ; indeed, the following is a telescopic identity
i.e., it can be easily verified by replacing each term ∆ mix [M i,j ] with the the corresponding combinationtechnique formula that all terms except M α,β will cancel. For instance, recalling that by definition M i,j = 0 when either i = 0 or j = 0, if d = N = 1 we have
The crucial observation is that (under suitable regularity assumptions on u), not all of the details in the above hierarchical decomposition contribute equally to the approximation, i.e., they can be discarded and the resulting formula will retain good approximation properties at a fraction of the computational cost. Thus, we introduce the MISC approximation of E[φ] as
for a suitable multi-index set Λ ⊂ N d+N , which should be chosen as downward closed, see (1) . Clearly, the MISC estimator has a combination-technique expression as well, which can be written in compact form as
Isotropic full-tensor operator M α,β Figure 4 : A full-tensor method requires sampling the stochastic domain with an isotropic Cartesian grid, and solving the PDE on a mesh refined along all physical directions for each sample, see top row. Instead, the MISC method requires that the stochastic domain be sampled with anisotropic Cartesian grids, and the PDE be solved on anisotropic meshes in space, which are combined in such a way that not all the physical and stochastic directions are simultaneously refined: some meshes satisfying this principle are shown in the second and third row. The results need to be linearly combined according the combination-technique formula in (7) .
which means that again we can evaluate MISC by evaluating full-tensor operators M α,β independently and combining them linearly according to (7) . Of course, the effectiveness of the MISC estimator depends on the choice of the multi-index set Λ; the general principle underlying the "sparse" construction is that Λ should be chosen to exclude isotropic fulltensor operators from the estimate, i.e., those operators that simultaneously refine both the mesh on the physical domain and the quadrature grid on the stochastic domain. Rather, indices that refine only a subset of the physical and/or stochastic directions should be chosen, and then the combination-technique formula should be used to combine the partial results; this general idea is exemplified in Figure 4 . In a sense, the sparsification approach can be considered a Richardson extrapolation method, in the sense that an ensemble of coarse approximations are combined in such a way that the result is more accurate than each of the components alone. A simple yet quite effective choice of Λ that keeps to a minimum the number of isotropic full-tensor operators to be computed is the so-called "total-degree" set [14, 51] 
where κ i , g i are positive real values that can be used to allow more refinement along selected physical or stochastic directions (the smaller the coefficient, the larger the maximum refinement level allowed along that specific direction). For instance, if d = N = 1, w = 2, and the weights are chosen as κ i , g i = 1, we have the set Λ T D (1, 1, 2) = [i, j] ∈ N 2 : i + j ≤ 2 , which amounts to
A similar choice of set Λ, i.e., total-degree sets with all weights set to 1, was advocated also in [52, 22] . The last expression should be contrasted with (6) , and shows that the most refined operator, M 2,2 , no longer needs to be computed. To devise an optimal strategy for selecting a good multi-index set, we introduce the error decomposition
where we have defined E α,β = ∆ mix [M α,β ] ; E α,β thus represents the "error contribution" of [α, β], i.e., the reduction in the approximation error due to having added [α, β] to the current index-set Λ. Similarly, we define the "work contribution" W α,β as the work required to add [α, β] to the current index-set Λ, for instance, summing the degrees of freedom of all the new PDEs that need to be evaluated due to the addition of [α, β]. Thus, it can be easily seen that the strategy that delivers the best choice of Λ consists of adding to Λ only the set of multi-indices with the largest profit P α,β = E α,β W α,β [11, 12] :
Such a set can be determined by classic adaptive algorithms such as those discussed for quadrature problems in [53, 54, 55] , or according to a-priori bounds on the size of E α,β , W α,β ; in this work, we consider the latter approach. In particular, all the problems considered in the numerical sections consist of elliptic PDEs, for which an expression of the optimal Λ was derived in [11] , under the assumptions that the problem depends on uniform random variables and that the univariate quadrature operator used on the stochastic domain is built over Clenshaw-Curtis points. In detail, for some positive real values r i , c i , i = 1 . . . , d and g j , j = 1 . . . , N that we will define in a moment, the following bounds were introduced in [11] :
from which the following expression for (10) can be derived:
which is reminiscent of the total-degree set (8) . The coefficients r i , c i , i = 1 . . . , d and g j , j = 1 . . . , N are defined as follows, and can either be determined a-priori or learnt during the execution of the MISC algorithm:
• r 1 , . . . , r d are the h-convergence rates of the PDE solver for the approximation of φ(y) for a fixed y, i.e.,
where α i can be determined a-priori by standard finite element theory, keeping into account possible corner/edge singularities as well as grading of meshes which may be introduced to mitigate the effects of such singularities; see, e.g., [56, 57] . However, as already mentioned, we will measure r i numerically.
To this end, we perform some preliminary runs, in which we fix the stochastic parameters (to the midpoint of the parameter space) and increase the values of α i . We take the solution obtained with the largest value of α i as a reference solution to replace φ(y) in (14), and compute r i e.g., by least square fitting. Note that we typically need only a few (4-5) of these preliminary runs for each r i , and therefore the cost of this procedure is negligible with respect to the over-all cost of MISC. Moreover, we remark that while there might be a small dependence of r i on the specific value to which we fix y, this is typically not very severe, and we actually only need r i to be fixed to a reference value; in other words, the algorithm is typically robust to changes of the value of α from the second digit on.
• c 1 , . . . , c d are the rates of the increase of the cost of computing the approximation of φ(y) for a fixed y as the physical mesh becomes finer,
This cost is dominated by assembling and solving the linear system, since evaluating linear functionals of the solution is typically very cheap (e.g., a matrix-vector multiplication). We mention in-passing that relating the cost of assembling and solving the IGA linear system to the number of degrees of freedom is a delicate operation, see e.g. [58] ; we simply fit these rates from numerical experiments, i.e., we just fit them with least squares, reusing the runs that were already performed to estimate c i .
• g 1 , . . . , g N are the decay rates of the following bound on coefficients of the multivariate Legendre expansion of φ(y):
We will also estimate numerically (by least square fitting) the coefficients g i ; moreover, note that we will fit directly the values of E α,β in equation (11) (see also Algorithm 1), so that in practice we do not need to compute the Legendre coefficientsφ i .
In practice, we use the implementation reported in Algorithm 1. The stopping criterion in Algorithm 1 above consists of checking that the sum of the error contributions in the margin of the multi-index set Λ, see (2) , is smaller than the required tolerance,
This choice of criterion is motivated by the error decomposition in (9), where we further approximate the error bound by
The approximation above is only reasonable if the size of the details E α,β decreases quickly enough, which is true under sufficient smoothness hypotheses for the problem at hand both with respect to the physical variables and the random variables; see, e.g., [59] .
Remark 1. In this work we have discussed an h-adaptive version of MISC, but in principle extending it to a p or even hp version, in which the polynomial degree of the B-splines/NURBS IGA basis functions is also chosen adaptively, should not pose any conceptual challenge. One would need to extend the estimates of error and work contributions (11) and (12) by adding an extra factor that takes into account the dependence of both quantities on p. The second ingredient would then be to introduce a proper "quantization" of p refinement (i.e., whether one should increase the degree p by 1 or more when refining) to make sure that the profit (i.e. error vs work ratio) obtained by raising the polynomial degree scales appropriately (i.e., that we are adding enough polynomials such that there is a significant reduction of the error when refining, and conversely that the work does not increase too much when refining). While to the best of our knowledge no paper proposes multi-level hp-adaptivity for UQ, a p-adaptive Multi-order Monte Carlo based on Discontinuous Galerkin solvers has been successfully proposed in [60] . as in (7) ; Least squares fit of rates g i in (11) with E α,β for [α, β] ∈ Λ ; Compute E α,β , W α,β as in (11), (12) , and P α,β = E α,β / W α,β for [α, β] ∈ Mar(Λ) ;
as in (7) ; Least squares fit of rates g i in (11) with E α,β for [α, β] ∈ Λ ; Compute E α,β , W α,β as in (11), (12), and P α,β = E α,β / W α,β for [α, β] ∈ Mar(Λ) ; end end
Numerical results
In this section, we illustrate the performance of the MISC methodology using some numerical examples. The random variables are considered to be uniformly distributed, and therefore we employ Clenshaw-Curtis quadrature points for the approximation over the stochastic space. Computational times were recorded on single-core runs of MISC on a workstation equipped with Intel Xeon E5 processors with a clock rate of 2.8 GHz and an Ubuntu 16.04 operative system. The IGA solver used is provided by the Matlab/Octave package GeoPDEs, available at http://rafavzqz.github.io/geopdes/, see also [61] .
Test 1 -3d linear elliptic PDE with random diffusion coefficient
In this test we consider a classic UQ benchmark, i.e., a linear elliptic PDE with random diffusion coefficient, for which a vast body of literature exist, see e.g. [23, 62] and references therein,
We consider the "thick quarter of ring" in Figure 5 -top-left as physical domain; this shape is a typical benchmark geometry in the IGA literature. The random vector y is composed of N = 3 i.i.d. uniform random variables, y i ∼ U(−1, 1), i.e., Γ = [−1, 1] 3 . The random field a(x, y) models the variability in the properties of the material, e.g., uneven heat capacity due to imperfections. Because of the peculiar shape of the computational domain, we express the random field in cylindrical coordinates:
, with c = 4 and
The expression for γ([ρ, θ, z], y) mimics the expression that one would obtain by applying a spectral decomposition like Fourier [63] or Karhunen-Loève [64] to a random field and then truncating it to retain only the most important modes. Three different realizations of the random field can be seen in Figure 5 . Note the different scales of the point-wise values of the realizations (due to the magnifying effect of the exponential operation in the definition of the random field), as well as the differences among the frequencies of oscillations. By construction, there exist two real values 0 < m < M such that m < a([ρ, θ, z], y) < M for ρ-almost every y ∈ Γ, which guarantees that the problem is well-posed in V = H 1 0 (B), and that there exists an optimally convergent approximation of u in L 2 ρ (Γ; V ) as well as L ∞ ρ (Γ; V ) based on either ρ-orthonormal polynomials or interpolation processes; see, e.g., [5, 65] . We are interested in computing the expected value of the integral of the solution over the physical domain, Φ(v) = B v(x, ·)dx, ∀v ∈ V .
Concerning the IGA solver, note that the computational domain in this example cannot be described exactly by B-splines, because some of the edges are circle arcs. Therefore, as already pointed out in Section 3, we resort to using NURBS basis functions instead of B-splines, which however does not imply any change in the MISC procedure. Specifically, we employ NURBS of degree p = 2 and maximal continuity, C 1 ; incidentally, note that this means that a degree-elevation operation (i.e., p-refinement) will have to be performed prior to actually starting the MISC computation, since the "thick quarter of ring" geometry is defined by linear polynomials in two out of three parametric directions. The knots in the parametric domain are not uniform; rather, they are scaled towards the edges of the domain according to a power law with exponent set to 3 to capture the edge singularities of the PDE solution for fixed y, and thus improve the convergence of the solution as the mesh-size decreases. We chose the exponent based on a numerical exploration aimed at recovering the optimal convergence of the IGA solver on analogous problems (albeit without randomness), see [35] and references therein for more details. For a fixed realization of the random field, the Galerkin stiffness matrix is typically less sparse for B-splines and NURBS than for finite elements (due to the larger support of B-splines/NURBS, which is proportional to the degree p, [58] ), so we employ a direct solver (Matlab's backslash).
We will compare the convergence results of MISC with two different multi-level methods, namely, the Multi-Level Monte Carlo (MLMC, [8] ) in the implementation proposed in [66] , and its refined version MultiIndex Monte Carlo (MIMC, [9] ).
The convergence of MLMC and MIMC for elliptic PDEs with random coefficients was discussed respectively in [8] and in [9] and depends on the rates r i , c i in (14) and (15) . We have found numerically that r i , c i have approximate values of r i = [4, 4, 4] and c i = [1, 1, 1], which implies that the computational cost for reaching an accuracy TOL is expected to be O(TOL −2 ) for both MLMC and MIMC, see [8, 9] for details. This is the optimal rate for sampling schemes, i.e., most of the sampling is done on the coarsest mesh levels, such that the computational cost is "equivalent to sampling a random variable" (of course, up to the cost of solving the linear system corresponding to the coarsest levels, which is still non-negligible). The cost of a standard Monte Carlo analysis where, for an assigned tolerance TOL, we choose a physical mesh and a number of samples in the stochastic domain such that both the deterministic and statistical errors are smaller than TOL/2, would instead be proportional to O(TOL −2.75 ); see, e.g., [8] . Concerning MISC, convergence results are available in [11] for the case of a PDE depending on a finite number of random variables (as is the case in the current example) and in [12] for the case of a PDE depending on a countable sequence of random variables. The convergence result for finitely many random variables in [11] depends on the rates r i , c i only, i.e., g i do not play any role; in other words, the approximation over the probability space by tensorized quadrature is expected to converge fast enough that it would not impact the overall convergence rate. More precisely, the result in [11] predicts for the a-priori chosen set in (13) the asymptotic convergence estimate
which would in turn imply that the computational cost of reaching an accuracy TOL is expected to be asymptotically O(TOL −1/4 ) up to logarithmic terms. We report the computational results in Figure 6 -left. On the horizontal axis we show the tolerance, TOL, which is used in the stopping criterion of each algorithm, and on the vertical axis the recorded computational time: thus, the flatter the convergence curve, the more effective the method, i.e., moving to smaller tolerance does not require a dramatic increase in the computational time. Of course, the implicit assumption behind this plot is that the error actually achieved once the algorithm stops is similar in size to the tolerance enforced as stopping criterion. For MLMC and MIMC, this is guaranteed with "high probability" by the choice of number of samples per mesh, while for MISC we employ the criterion in (17); see Figure 6 -right for the effectiveness of these stopping criteria.
We observe from the numerical results that the convergence rates of MLMC and MIMC are roughly 2, in agreement with the theory discussed above. Observe also that the performances of MLMC and MIMC are very close, due to the fact that the convergence of the IGA approximation of the physical problem is very fast (r i = 4), hence sampling the physical problem over anisotropic meshes in space does not provide as significant advantage. MISC features instead a convergence rate of roughly 1/4, as discussed above, after a substantial pre-asymptotic regime which was also expected, due to the fact that the diffusion field features quick oscillations which cannot be properly captured by the coarse grids employed at the beginning of the simulation. Moreover, MISC has a significantly smaller error, which testifies its superior performance compared to the other methods reported, in agreement with previous numerical investigations reported in [11, 12] .
In order to study how the MISC method allocates the computational effort, let us now define total mesh refinement as d i=1 (α i − 1). Note that, under the given work model (15) and with c i being identical in all directions (as in our case), the physical meshes of the same total mesh refinement level have also the same computational work. In Figure 7 , we observe that the number of collocation points allocated to the expensive meshes decreases fast with the total mesh refinement level. Interestingly enough, the coarsest physical meshes are not guaranteed to be the most evaluated, which is in contrast to the standard MLMC. The top plots of Figure 8 show the multi-indices α and β in Λ for TOL = 10 −3 and TOL = 10 −4 . We see that the set of α-indices in Λ is a total-degree set, see (8) , with maximum refinement level 5 and 7 for TOL = 10 −3 and TOL = 10 −4 , respectively, whereas the set of β-indices shows that the β 3 direction requires less refinement. The bottom plot in Figure 8 shows the multi-index values, [α, β] , in the order they were added to Λ, and here we observe the sparsity of the multi-index set Λ as no single multi-index has high values in more than a few components, in contrast to its full-tensor counterpart; in other words, the vertical lines (each showing the value of the components of a multi-index) are predominantly showing low values (shades of blue), instead of large values (green to yellow shades).
Finally, we analyze the convergence of the estimates of the rates g i , see equation (16) . These are estimated progressively by the MISC method, as shown in Algorithm 1, and the estimated values are indeed converging as we keep adding more multi-indices to Λ, or in other words, as we decrease the required tolerance TOL. For Test 1, as expected, the parameter g 3 has the largest value, which is consistent with the lower maximum refinement observed in direction β 3 of the β-indices set, as shown in Figure 8 -top-right. We have enforced that the error for MLMC and MIMC should be less than TOL with 95% probability (asymptotically). 
Test 2 -3d linear elasticity PDE with uncertain Lamé parameters
In this test we consider a slightly more complex problem than in the previous test, i.e., a linear elastic equation, whose strong form reads
Although still elliptic in nature, this problem is computationally more demanding than the previous case because the unknown is now the tri-dimensional displacement field u : B → R 3 . The quantity σ(u(x, y)) is the Cauchy stress tensor which, upon assuming that the body is undergoing small deformations, can be related to the displacement u as
where µ, λ are the Lamé constants and I ∈ R 3×3 is the identity matrix. The Lamé constants encode the mechanical properties of the material and in this test they are assumed to be random variables, to model imperfect knowledge of such properties. One notable practical example in which this might occur is 3d-printing, where the printer manufacturer guarantees such properties only within a confidence range; see, e.g., https://www.eos.info/material-m . In our experiments, we consider typical value ranges for titanium. More specifically, we consider the following ranges for the Young's modulus E and the Poission's ratio ν, E ∼ U(105 × 10 9 Pa, 120 × 10 9 Pa), ν ∼ U(0.265, 0.34), and then link these to the Lamè parameters by the well-known equations
.
Finally, we let y 1 , y 2 ∼ U([−1, 1]), and y 1 → E, y 2 → ν by linear maps. We consider the "horse-shoe" domain in Figure 10 -left as computational domain B. The bottom end z = 0 is kept fixed (B clamped in the equation) and the rest of the body is free of any constraints (B free in the equation). The body is pulled upward by a vertical force f = [0, 0, 10 6 ] N/m 3 , and we are interested in computing the expected elongation measured at Q, the point marked by a red dot in Figure 10 -left, i.e., Φ(u) = u(Q); an example of deformation obtained by two random values of the Lamè parameters is shown in Figure 10 -right (magnified by a factor suitable to make it visible in a plot). It is straightforward to see that the problem is well-posed for ρ-almost every y ∈ Γ in the vector-valued Hilbert space V = [H 1 (B)] 3 . As in Test 1, the IGA solver is set to use NURBS of degree p = 2 with maximal continuity everywhere except along the ridge of the horseshoe, and power-law-scaled knots in the parametric domain. The rates r i , c i are assessed numerically as r i = [2.5, 2. predicted rates and show that MISC is significantly better than MIMC. We omit the convergence results for MLMC, which, as in the previous test, is expected to converge with a trend analogous to MIMC. We conclude the discussion on this test by mentioning in-passing that in a sense we are artificially increasing the complexity of the problem by using the Lamè parameters instead of the Young's Modulus and Poisson's ratio. Indeed, since both Lamé constants depend linearly on the Young Modulus E, the solution is inversely proportional to E, given the linearity of the PDE at hand. Thus, φ(E, ν) = 1/E × φ * (ν) and therefore the MISC algorithm could be used over four indices (three in space and one for ν) instead of five. Nonetheless, we choose the formulation with five indices because our goal is to showcase the computational efficiency of MISC in high-dimensional problems. However, we point out that even a MISC algorithm with adaptive selection of multi-index set would not recognize that there is "one less inherent dimension" in the problem, because the dependence is still non-linear in E. In other words, the fact that the true dependence is φ(E, ν) = 1/E × φ * (ν) implies that the adaptive algorithm would still need to refine with respect to E, and there is no particular structure of the multi-index set to be discovered: more specifically, the indices corresponding to mixed E, ν corrections are still required, because the size of these corrections are proportional to the mixed derivatives of φ with respect to ν and E, which are never zero. 
Conclusions
In this paper we extended the MISC methodology for solving elliptic PDEs with random coefficients to non-square domains by using isogeometric analysis (IGA) solvers, which fit perfectly into the MISC framework due to their tensor-structure construction. The MISC methodology aims at reaching a given accuracy in the approximation of the solution of the PDE at a minimal cost, by properly balancing the errors on the physical and stochastic domain. To do so, our implementation of MISC requires the knowledge of some parameters r i , c i , g i , that are used to build the multi-index set prescribing the set of spatial and stochastic grids to be used. Note however that the multi-index set could also be chosen by a fully-adaptive a-posteriori scheme, which can be obtained e.g. with a straightforward extension of the dimension-adaptive scheme proposed in [53, 54, 55] , which is classical in UQ literature. We have proposed a practical algorithm with on-the-run tuning of parameters, and performed some tests which show the superiority of this approach with respect to the standard multi-level/multi-index Monte Carlo method. The superiority of MISC with respect to Monte-Carlo-based multi-level/multi-index methods is due to the fact that the stochastic sampling is now done with highly-efficient quadrature rules, which exploit the smoothness of the solution of the problem with respect to the random variables. Such smoothness is due to the properties of the differential operator (in this work, second-order elliptic), and some problems might not feature it (e.g., hyperbolic PDEs with shock formation); in such cases, Multi-Level/Multi-Index Monte Carlo should be used instead [67, 60] . The use of IGA solvers is important for MISC, since MISC needs a tensorized PDE solver to be fully effective; moreover, IGA solvers are advantageous in that they can represent exactly a wide range of geometries and they employ highly regular basis functions. However, IGA solvers are relatively young and still suffer some limitations when it comes to working on complex geometries. In any case, observe that in principle any tensor method able to deal with non-square geometries in a tensorized fashion, such as Finite Differences, Finite Volumes, and Q k finite element on hexahedral meshes could be used as well. Research directions currently under investigations that could benefit from this approach are:
• forward UQ problems on domains with uncertain shape (and as a further step, shape optimization under uncertainty): indeed, the B-splines/NURBS representation of a geometry allows us to describe deviations from a nominal domain in a very straightforward manner.
• UQ problems defined on unions of disjoint subdomains ("patches" in the IGA literature). In this case, MISC could be allowed to choose different meshes in each subdomain, resulting in anisotropic meshes that would refine only a few of the subdomains. The resolution of the PDE on the corresponding non-conformal meshes could be performed by resorting to e.g. Lagrange multipliers [68, 69, 70] or discontinuous Galerkin methods [71, 72, 73] to enforce continuity at the interfaces of the subdomains.
