A utomatic control teaching can be fragmented, comprising different streams that seem to be disconnec t ed or even competing. The appeal of new theories and concepts may encourage students to forget that the key issue in the discipline is the control design problem. If two or more different approaches provide a good solution to that problem, then a strong connection should exist between them. If such connections can be established, this should help students better understand the underlying concepts in the control design problem.
A utomatic control teaching can be fragmented, comprising different streams that seem to be disconnec t ed or even competing. The appeal of new theories and concepts may encourage students to forget that the key issue in the discipline is the control design problem. If two or more different approaches provide a good solution to that problem, then a strong connection should exist between them. If such connections can be established, this should help students better understand the underlying concepts in the control design problem.
In this article, we consider continuous-time systems and explore the connections between single-input, single-output (SISO) linear classical controllers (i.e., those defined by transfer functions) and the control design approach based on feedback of an estimated system state. The aim of this article is to provide insight for automatic control teaching and control system design.
The transition from estimated state feedback to classical control is well known; however, to the authors' knowledge, the reverse transition has not been previously articulated for the general case.
As is well known, the combination of an observer together with feedback of the observed state can be reduced to an equivalent classical control loop in which the controller is expressed in transfer function form [1] . For instance, assume that the state-space plant model is given by the four-tuple (A o , B o , C o , 0), a full-order state observer is built with gain J, and the observed state is fed back with gain K. Hence, the equivalent classical controller has a transfer function C s ( )and an associated state-space model given by the four-tuple (A c This equivalent classical controller in transfer function form has three distinctive features:
1) The controller is strictly proper since a full-order observer is strictly proper (leading to D c = 0). 2) The complexity of the equivalent controller is tied to the complexity of the plant since the order of the observer is equal to the order of the plant model. 3) There is no guarantee that the equivalent controller has the necessary features to yield zero steady-state error in the presence of certain types of disturbances (e.g., constant, sinusoid). The last problem is the simplest to address; we will summarize the main results of how that problem is solved. This step will be instrumental in tackling the first two issues, which pose more serious obstacles to understanding the connection to linear classical controllers. Those difficulties are highlighted by the following observations:
• The most common controllers, such as those belonging to the proportional-integral-derivative (PID) family, are biproper.
• Some controllers have a much simpler structure than the model of the plant under control.
• Some controllers are more complex than the model of the plant to be controlled. We show how these issues can be resolved so that every linear classical controller can be associated with a controller based on feedback of an observed state. In this endeavor, the key tool will be the use of reduced-order observers [2] . In addition, the technical link between both classes of controllers will be established through the closed-loop characteristic polynomial.
Although we will only refer to linear, time-invariant, continuous-time, SISO systems, the reader will be able to appreciate that the extension to the discrete-time case is straightforward. We illustrate this latter point in the examples.
In summary, the main question addressed in this article is: Given a biproper or strictly proper controller, what is an equivalent observer-state feedback scheme?
Classical Control Loop
The basic classical control loop of interest here is shown in Figure 1 . The plant is described by its nominal strictly proper transfer function, G s o ( ). Further, we assume that the system has no time delay. This is done to keep the model of finite degree. Of course, plants with time delays can be easily dealt with in the discrete-time domain. The transfer function can then be written as
where B s o ( )and A s o ( )are polynomials in s, with A s o ( )being a monic polynomial of finite order n.
Similarly, the controller is represented by the proper (not necessarily strictly proper) transfer function
where P s ( ) and L s ( ) are polynomials in s, with L s ( ) being a monic polynomial of order n c .
Under these conditions, and regardless of the control design method being used, the closed-loop characteristic
If pole assignment is used to synthesize the controller, the first step is to specify A s cl ( ) for G s o ( ), followed by (5) This result will be used to form a link with controller synthesis based on feedback of the estimated state. The key link will be via the closed-loop characteristic polynomial.
Observers
We will next review full and reduced-order observers. We consider a completely obser vable system having state-space model
where Figure 2 shows a block diagram representation of this state-space model of the plant.
We intend to use the information provided by the system state x( ) t to control the output y t ( ). However, we know the assumption that all state signals are available is often unrealistic due to physical or economical limitations [1] , [3] . This problem is typically addressed by estimating x( ) t using an observer, which generates the state estimate $ ( ) x t [2] .
Full-Order Observers
A full-order observer has the general form 
where J ∈ R m is known as the observer gain and $ ( ) x t m ∈ R is the estimated or observed state.
We note that the system defined in (8) is a combination of the system model (6) and a correction term, which is necessary due to the mismatch in the initial state, leading to an output mismatch, since the system initial state is unknown. This system is known as a full-order observer because it estimates the mcomponents of the state x( ) t . Figure 3 shows the full-order observer in (8) , with inputs u t ( ) and y t ( ) and output $ ( ) x t . The observer gain J plays a fundamental role in determining the speed at which the estimated state converges to the true system state. Given the state-space model defined in (6)- (7) and the full-order observer (8) , the dynamics of the
Since the system is assumed to be completely observable, the eigenvalues of A JC − can be placed anywhere in the complex plane C by choosing a suitable J.
Equation (8) can also be expressed as
and the observer eigenvalues are the roots of the polynomial
Reduced-Order Observers
If we examine (7), we note that there is information regarding the state x( ) t contained in the (measured) output, y t ( ). Furthermore, since the state-space model of a system is not unique and, assuming complete observability, there is always a state-space description such that (6)- (7) can be written as [4] 
where a b
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This description can be obtained using, for example, either the observer or the observability canonical forms [5] .
The reader can now appreciate that x t 1 ( ), the first component of the state x( ) t , is y t ( ), the system output. Therefore, only the remaining m −1 state variables, grouped in
1 , need to be estimated. We now follow standard arguments outlined, for example, in [6] . By defining q 
is a reduced-order observer, where J ∈ − R m 1 is the observer gain matrix. This observer is shown as a block diagram in Figure 4 .
Given the state-space model in (6)- (7) and the reduced-order observer (14)- (15) 
where matrix A is partitioned as in (12). We can also see that the eigenvalues of the reduced-order observer (14)- (15) (see the Appendix). Thus, the observer eigenvalues can be placed anywhere on the complex plane C by choosing the gain J appropriately.
In particular, the reduced-order observer 1) estimates only m −1 state variables 2) has a direct link between its input y t ( ) and its output $ ( ) x t (i.e., is not strictly proper). Although the full-order observer is preferred for applications (see, e.g., [7] ) and is less sensitive to noise in y t ( ), the second of the properties above is fundamental in understanding the link between biproper controllers and observed-state feedback. This aspect will be explained in the following sections.
Observed State Feedback
We now consider the control of the plant output, y t ( ), using the estimated state provided by a state observer. The simplest way to do this (and the optimal way under certain conditions [1] ) is to use a linear control law, where the plant input u t ( )is a linear combination of estimated states in $ ( ) x t , through a gain matrix K. Figure 5 shows the corresponding feedback control architecture, where r t ( ) is an external signal related to the reference r t ( )in Figure 1 in a way to be clarified soon.
The feedback law is then defined by
When the state estimate is obtained using a full-order observer, the closed-loop poles, which determine the control system behavior, are the 2m zeros of the polynomial . (19) We see that the separation principle [1] holds since the closed-loop pole set is independently determined by the feedback gain K and the observer gain J. Using (19), we can choose K and J to assign the closed-loop eigenvalues at desired locations in the complex plane (see [7] and [8] ).
On the other hand, if we use the control scheme shown in Figure 5 with a reduced-order observer, it can be proved [4] , [9] . (20) We again see that the separation principle holds for the set of closed-loop poles since the reduced-order observer gain J and the feedback gain K independently determine the eigenvalues of the closed-loop system.
Note that the system in Figure 5 may not be completely controllable. In that case, the set of closed-loop poles due to
includes the eigenvalues of the uncontrollable subspace.
Equivalence
We next turn to an interpretation of the observer-state feedback strategy from the classical control standpoint.
As already noted in the Introduction, when a full-order observer is used, the equivalent controller is described by
Alternatively, the controller can be described in state-space form:
Note that for the full-order observer case:
• The controller has m eigenvalues, which are the m roots of
• Zero steady-state error is not guaranteed when the reference signal is constant. This follows, since the controller does not generally have poles at s = 0.
• The controller is strictly proper, since there is no direct link between the input and the output. The equivalence requires that r t ( ) in Figure 5 and r t ( ) in Figure 1 be related by 
where F s r ( ) is a stable reference prefilter. On the other hand, if a reduced-order observer is used, the equivalent controller takes the form 
[ ]
We note that for the reduced-order observer case:
• The controller has m −1 eigenvalues, given by the equation 
where A and B are partitioned as in (12) and the feedback gain matrix is
• The controller does not necessarily have poles at the origin, so zero steady-state error is not guaranteed when the reference signal (or any disturbance) is constant. A similar situation applies for sinusoidal references and disturbances with respect to (nonzero) controller poles on the imaginary axis.
• In general, this controller is biproper because the state-space model (26) has a direct link between input and output through the matrix D c . However, this controller can also become strictly proper when
• When the system under state estimate feedback control, as in Figure 5 , is the same as the plant in Figure 1 , then m n = and the equivalent controller, with reduced-order observer, will have n −1 poles. The distinction between n and mis necessary, as shown in the next section. The expression for the reference prefilter, analogous to (25), is derived in [4] .
The Internal Model Principle
Disturbances are always present in a real control system. One way to reduce their deleterious effect on the controlled variable [the plant output y t ( )] is to use observers. This can be achieved by augmenting the state-space model to include a model for the disturbance. Below we present a brief sketch of how that is usually done. We will consider the case shown in Figure 6 , where d t ( )is a disturbance present on the plant input.
We assume that the disturbances belong to known classes of signals. For example, we can model a disturbance as a constant or as a sinusoidal signal of specific frequency but unknown amplitude and phase. In these cases, we can build an uncontrollable state-space model without input and whose output is the disturbance
where
∈ R . The state-space description (34)-(35) can be then combined with (32)-(33) [10] to build a composite model for the system in Figure 6 , where the disturbance corresponds to a linear combination of uncontrollable states of the augmented system. This yields
Note that this composite system is of order m n n d = + . A state observer for this system will provide estimates for the plant state and for the state of the disturbance model. Thus, we can compensate the disturbance effect on the plant input by selecting a suitable form of the feedback gain matrix
Therefore, the control signal is constructed as
leading to the plant input
So far, the above results apply to full-order as well as reduced-order observers. Naturally, a different controller will arise in each case.
If a full-order observer is used, the equivalent controller poles are the m n n d = + solutions of the equation
On the other hand, if a reduced-order observer is used, the controller poles are the m n
This decomposition is commonly called the internal model principle [11] . We see that to fully compensate any disturbance in a control loop, its eigenvalues must be included as controller poles.
In summary, we see that if input disturbances are modeled as noncontrollable states, and observer-state feedback is used in an appropriate way, then the disturbance model eigenvalues will appear as poles of the controller. For example, if we assume a constant (or a step) input disturbance, the equivalent controller for the observer-state feedback scheme will be a controller having integral action (i.e., with a pole at s = 0).
The above results are valuable per se. We have summarized a useful strategy to compensate disturbances and to track references in a control loop. However, it also sets up the necessary framework for the main result of this article. This mechanism explains why the controller might have a number of poles that exceeds the order of the plant model. In other words, this strategy will allow us to interpret a classical control loop in terms of observer-state feedback, even when the controller is more complex than the plant model.
Revealing the Equivalence
Next we proceed to our core question: Given a biproper or strictly proper controller, what is the equivalent observerstate feedback scheme?
Our subsequent development depends on the following facts:
F.1) The plant model has a transfer function (3) and a completely controllable and observable state-space description of order n, having the form (34)-(35). F.
2) The controller has a transfer function as in (4) (5). We will cover all cases regarding the order of the controller and its relative degree (properness); however, as we have already seen, if a reduced-order observer is used, then the equivalent controller can be either biproper or strictly proper. Thus, we will be able to elucidate the equivalences only when reduced-order observers are used. Therefore, the cases to deal with will be classified according to the order of the controller with respect to the plant order. Three cases will be distinguished.
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IEEE Control Systems Magazine 63 20) . Whenever possible, the observer poles will be assigned in such a way that the estimation error will converge faster than the state feedback modes. In Figure 7 we show the closed-loop response to a unit step reference and the plant open-loop unit step response.
The closed-loop characteristic polynomial is computed using (5 This is a prototype case since n n c = −1. Thus, the polynomials E s ( ) and F s ( ) can be evaluated immediately. The E-polynomial is of order 2 and the F-polynomial is of order 3. The fastest poles (at s = −1and at s = −9 315 . ) are assigned to E s ( ), and the remaining poles, to F s ( ). Thus The gap between this case and the prototype case can be bridged by assuming that n n c − −1 stable cancellations arise between poles and zeros in the controller. Thus, to build the equivalence, we define the equivalent closed-loop characteristic polynomial,~( )
where A s cl ( )is defined in (5) andW s ( )is a stable polynomial of order n n c − −1. Since the choice of W s ( ) is arbitrary, there will be an infinite number of equivalent observer-state feedback schemes.
Example 2
Consider a plant of order n = 3 having the transfer function Furthermore, since n c = 1 and n = 3, then n n c < −1. We thus have to add (n n c − − 1 ) stable cancellations in the controller. To this end, the controller is assumed to have a pole (and a zero) at s = −5; that is, a factor W s s ( ) = +5 is appended to the equivalent closed-loop polynomial leading tõ The closed-loop characteristic polynomial is computed using (5 In this case, n n c − − = ( ) 1 1. We then use the internal model principle to augment the plant by n n c − + = 1 1 uncontrollable states. As already discussed, the pole associated with this state must be a controller pole. Hence, the degree of E s ( )is set equal to two, which corresponds to m −1, where m is the number of states in the augmented plant. On the other hand, the degree of F s ( ) is two, which corresponds to the number of plant states (they are controllable states by assumption).
In this case, we will associate the disturbance with a pole at the origin; that is, we use the model (32)-(33) with A d = 0 and C d = 1.
We assign the two fastest poles (at s = −323 and at s = −9 887 . ) to the observer polynomial E s ( ) and the remaining poles to the feedback polynomial F s ( ) 
Discrete-Time Case
In the previous sections, we covered only continuous-time systems, but the prior results apply directly to the discrete-time case. We present an example to illustrate this.
Example 4
Consider the third-order discrete-time plant
controlled by a discrete-time PI controller (n c = 1):
The closed-loop polynomial can be computed using (5) 
Conclusions
We have shown that the use of reduced-order observers allows any SISO classical linear controller to be translated into a control architecture based on feedback of an estimated system state. This result allows shows that classical controllers add dynamics to the control loop that originate from a plant state observer plus possible application of the internal model principle.
It is also interesting to note that an observer-state feedback control law leads to a unique equivalent classical controller (except for a reference feedforward block). However, the converse is not true in general: given a classical control loop and a fixed plant state-space description, there might be many (indeed, an infinite number of) equivalent observer-state feedback control systems. This applies particularly when we deal with low-complexity controllers such as PID controllers. In addition, the classical loop performance regarding disturbance compensation, noise attenuation, and robustness is completely determined by the (classical) controller transfer function. Therefore, there might exist an infinite number of estimated state-based controllers that yield the same closed-loop performance. This leads to an interesting related question: Given that the equivalent observer-based controller is not unique, how can sensible performance specifications be introduced in the design of this control law? Perhaps numerical or other issues may be relevant in this regard.
This article does not advocate that classical control only be taught using the state-space synthesis methodology, but it shows that, at a more advanced level, both approaches can and should be brought together for the benefit of a deeper understanding of the fundamental issues in control system design.
The extension of these ideas to the SISO discrete-time case is straightforward. In particular, sampled-data models allow one to deal with systems with pure time delays. However, as investigated in [4] , the extension to multiple-input, multiple-output (MIMO) systems (either continuous-time or discrete-time) is not trivial and involves more complex issues.
Lemma 1
Consider a state-space model given by the matrices ( , , ) A B C . Then:
i) The system is not completely observable if and only if there exists a nonzero vector x ∈ C n and a scalar λ ∈C such that
ii) The system is not completely controllable if and only if there exists a nonzero vector x ∈ C n and a scalar λ ∈C such that
We will use the PBH test to prove that the complete observability of ( , )
A C implies the complete observability for ( , ) A A 22 12 .
Lemma 2 If the pair ( , )
A C is completely observable, then the pair ( , ) A A 22 12 is completely observable too, where the matrices A 22 and A 12 are defined in (12).
Proof
We use contradiction. We first assume that the pair ( , )
A C is completely observable and the pair ( 
The results given in (50) and (51) show that there is a vector x ∈ C n and a scalar λ 2 ∈ C satisfying (44), (45) so the pair ( , ) A C cannot be completely observable. This contradicts the initial assumption. Thus, ( , ) A A 22 12 must be completely observable.
