Abstract. The (dual) Dold-Kan correspondence says that there is an equivalence of categories K : Ch ≥0 → Ab ∆ between nonnegatively graded cochain complexes and cosimplicial abelian groups, which is inverse to the normalization functor. We show that the restriction of K to DG-rings can be equipped with an associative product and that the resulting functor DGR * → Rings ∆ , although not itself an equivalence, does induce one at the level of homotopy categories. In other words both DGR * and Rings ∆ are Quillen closed model categories and the left derived functor of K is an equivalence:
Introduction
The (dual) Dold-Kan correspondence is an equivalence between the category Ch ≥0 of nonnegatively graded cochain complexes of abelian groups and the category Ab ∆ of cosimplicial abelian groups. This (*), (**): Both authors were partially supported by grant UBACyT X066. The second author is a CONICET researcher and an ICTP associate.
equivalence is defined by a pair of inverse functors (1) N : Ab ∆ ⇆ Ch ≥0 : K Here N is the normalized or Moore complex (see (24) below). The functor K is described in [15] , 8.4.4; if A = (A, d) ∈ Ch ≥0 and n ≥ 0, then
If in addition A happens to be a DG-ring, then K n A can be equipped with a product, namely that coming from the tensor product of rings A ⊗ ΛZ n :
This product actually makes [n] → A ⊗ ΛZ n into a cosimplicial ring (see section 5 below). Thus K can be viewed as a functor from DGto cosimplicial rings:
Note that for all n, K n A is a nilpotent extension of A 0 . As there are cosimplicial rings which are not codimensionwise nilpotent extensions of constant cosimplicial rings, A → KA is not a category equivalence. However we prove (Thm. 9.12) that it induces one upon inverting weak equivalences. Precisely, K carries quasi-isomorphisms to maps inducing an isomorphism at the cohomotopy level, and therefore induces a functor LK between the localizations Ho DGR * and Ho Rings ∆ obtained by formally inverting such maps, and we prove that LK is an equivalence: (5) LK : Ho DGR * ∼
−→ Ho Rings

∆
The dual of this result, that is, the equivalence between the homotopy categories of chain DG and simplicial rings, was obtained independently by Schwede and Shipley through different methods (see [13] and also Remark 9.4 below).
To prove (5) we use Quillen's formalism of closed model categories ( [12] ). We give each of DGR * and Rings ∆ a closed model structure, in which weak equivalences are as above, fibrations are surjective maps and cofibrations are appropiately defined to fit Quillen's axioms. There is a technical problem in that the functor K does not preserve cofibrations. To get around this, we replace K by a certain functor Q. As is the case of the Dold-Kan functor, Q too is defined for all cochain complexes A, even if they may not be DG-rings. If A ∈ Ch ≥0 then (6)
We show that any set map α : We showp induces an isomorphism of cohomotopy groups. If moreover A is a DG-ring, Q n A has an obvious product coming from A ⊗ T Z n ; however this product is not well-behaved with respect to the Fin nor the cosimplicial structure. In order to get a Fin-ring we perturb the product by a Hochschild 2-cocycle f : A * ⊗ T * V → A * +1 ⊗ T * +1 V . We obtain a product • of the form
For a definition of f see (46) below. It turns out that the mapp is a ring homomorphism (see Section 5) . This implies that the derived functors of K and of the functorQ obtained from Q by restriction of its Fin-structure to a cosimplicial one, are isomorphic (see 9. 3):
(9) LQ ∼ = LK.
We show further thatQ preserves all the closed model structure (9.3) and that its derived functor is an equivalence (9.11). Next we review other results obtained in this paper. As mentioned above, for A ∈ Ch ≥0 , QA is not only a cosimplicial group but a Fingroup. In particular the cyclic permutation t n := (0 . . . n) : [n] → [n] acts on Q n A, and we may view QA as a cyclic module in the sense of [15] , 9.6.1. Consider the associated normalized mixed complex (NQA, µ, B). We show that there is a weak equivalence of mixed complexes
In particular these two mixed complexes have the same Hochschild homology:
If A happens to be a DG-ring then the shuffle product induces a graded ring structure on H * (NQA, µ); we show in 6.1 that (11) is a ring isomorphism for the product of A and the shuffle product of H * (NQA, µ).
A specially interesting case is that of the DG-ring of noncommutative differential forms Ω R S relative to a ring homomorphism R → S (as defined in [3] ). We show in 7.5 that QΩ R S is the coproduct Fin-ring:
In particular, by (11) , there is an isomorphism of graded rings
The particular case of (13) when R is commutative and R → S is central and flat was proved in 1994 by Guccione, Guccione and Majadas [6] . More generally, by (10) we have a mixed complex equivalence
We view (13) and (14) as noncommutative versions of the HochschildKonstant-Rosenberg and Loday-Quillen theorems [15] 9.4.13, 9.8.7.
As another application, we give a simple formulation for a product structure defined by Nuss ([11] ) on each term of the Amitsur complex associated to a homomorphism R → S of not necessarily commutative rings R and S:
Nuss constructs his product using tools from the theory of quantum groups. We show here (see Section 8) that the canonical Dold-Kan isomorphism maps the product (3) to that defined by Nuss. Thus
is an isomorphism of cosimplicial rings. The remainder of this paper is organized as follows. Basic notations are fixed in Section 2. In Section 3 the functor Q is defined. The homotopy equivalence of the cosimplicial groups KA and QA as well as that of the mixed complexes (10) are proved in Section 4. The product structure of QA for a DG-ring A is introduced in Section 5. The graded ring isomorphism (11) is proved in Section 6. The isomorphism (12) and its corollaries (13) and (14) are proved in Section 7. The reformulation of Nuss' product is the subject of Section 8. The main theorem establishing the equivalence of homotopy categories (5) is the last result of Section 9. This section also contains a general technical result concerning functors between closed model categories which may be of use elsewhere (9.10).
Cochain complexes and cosimplicial abelian groups
We write ∆ for the simplicial category, and Fin for the category with the same objects as ∆, but where the homomorphisms [n] → [m] are just the set maps. The inclusion
gives a faithful embedding ∆ ⊂ Fin. If I and C are categories, we shall write C I to denote the category of functors I → C, to which we refer as I-objects of C. If C : I → C is an I-object, we write C i for C(i). We use the same letter for a map α : [n] → [m] ∈ I as for its image under C. The canonical embedding ∆ ⊂ Fin mentioned above makes [n] → [n] into a cosimplicial object of Fin. We write
. . , n − 1 for the coface and codegeneracy maps. We also consider the map µ n : 
extends this simplicial structure to a cyclic one (see [15] , 9.6.3). Composing with these functors and with the inclusion ∆ ⊂ Fin mentioned above we have a canonical way of regarding any Fin-object in a category C as either a cosimplicial, a simplicial, or a cyclic object.
If C is a category with finite coproducts, and A ∈ C, we write A for the functor
A Here may be replaced by whatever sign denotes the coproduct of C; for example if C is abelian, we write ⊕A for A.
If A = ⊕ ∞ n=0 A n and B = ⊕ ∞ n=0 B n are graded abelian groups, we write
A n ⊗ B n If A, B are graded I-abelian groups, we put A ⊠ B for the graded I-abelian group i → A i ⊠ B i .
The functor Q
We are going to define a functor Q : Ch ≥0 → Ab
Fin
; first we need some auxiliary constructions. Write V := ker(⊕Z → Z) for the kernel of the canonical map to the constant Fin-abelian group, and {e i : 0 ≤ i ≤ n} for the canonical basis of ⊕ n i=0 Z. Put v i = e i − e 0 , 0 ≤ i ≤ n. Note v 0 = 0 and {v 1 , . . . , v n } is a basis of V n . The action of a map
Applying to V the tensor algebra functor T in each codimension yields a graded Fin-ring
Thus QA is a Fin-abelian group, and Q : Ch ≥0 → Ab Fin a functor. We have a filtration on QA by Fin-subgroups, given by
The associated graded Fin-abelian group is G F QA = A ⊠ T V .
4.
Comparison between Q and the Dold-Kan functor K
The Dold-Kan correspondence is a pair of inverse functors (see [15] 
∆ then NC can be equivalently described as the normalized complex or as the Moore complex:
In either version the coboundary map N n C → N n+1 C is induced by
In the first version this is the same map as that induced by ∂ 0 . A description of the inverse functor K (in the simplicial case) is given in [15] , 8.4.4; and another in [7] , 1.5.
Here is yet another. Let ΛV be the exterior algebra, p : T V → ΛV the canonical projection. One checks that ker(1 ⊗ p) ⊂ QA is a Fin-subgroup. Thus
is a natural surjection of Fin-abelian groups. To see that the resulting cosimplicial abelian group KA is indeed the same as (i.e. is naturally isomorphic to) that of [15] , it suffices to show that NKA = A. Put
We have
Furthermore it is clear that the coboundary map induced by ∂ 0 is d : A * → A * +1 . Thus our KA is the same cosimplicial abelian group as that of [15] . But since in our construction KA has a Fin-structure, we may also regard it as a simplicial or cyclic abelian group. From our definition of faces and degeneracies, it is clear that the normalized complex of KA considered as a simplicial group has the abelian group N n KA = A n in each dimension. The alternating sum µ of the faces is seen to induce the trivial boundary. Thus the normalized chain complex of the simplicial group KA is (A, 0). Consider the Connes operator B :
We show in 4.2 below thatpB = Dp, where D := (n + 1)d on A n . Hence we have a map of mixed complexes
We shall see in 4.2 below that (29) is a rational equivalence of mixed complexes. We recall that a map of mixed complexes is an equivalence if it induces an isomorphism at the level of Hochschild homology; this automatically implies it also induces an isomorphism at the level of cyclic, periodic cyclic and negative cyclic homologies. In 4.2 we also consider the map Proof. First we compute NQA. A similar argument as that given in section 4 to compute NKA, shows that
On the other hand we have a canonical identification between the rth tensor power of V n = Z n and the free abelian group on the set of all maps {1, . . . , r} → {1, . . . , n}:
n j becomes the free module on all surjective maps {1, . . . , r} → {1, . . . , n}; we get
To prove i), regard NQA as a cochain complex. We may view NQA as the direct sum total complex of a second quadrant double complex
Here 1 ⊗ ∂ 0 and d ⊗ v 1 ∂ 0 are respectively the horizontal and the vertical coboundary operators. The filtration (23) is the row filtration. If we regard A = NKA as a double cochain complex concentrated in the zero column, thenp becomes a map of double complexes. By definition, p = 1 ⊗ p; at the nth row, p is a map:
The only nonzero component of p is p(σ) = sign(σ). We claim (34) is a cochain homotopy equivalence. To prove this note first that because both Z[Sur n, * ] and Z[n] are complexes of free abelian groups, to show p is a homotopy equivalence it suffices to check it is a quasi-isomorphism. Next note that
Thus, to prove p is a cochain equivalence it suffices to show that
The inclusion ⊃ of (36) holds because p is a cochain map. To prove the other inclusion, proceed as follows. First note the identification
Next observe that the kernel of p is generated by elements of the form
Here congruence is taken modulo j≥1 ∂ j T V . Thus p is a surjective homotopy equivalence, as claimed. Therefore we may choose a cochain map
One checks that the following maps satisfy the requirements of part i) of the theorem:
Next we prove part ii). Observe the face maps of NQA are of the form 1 ⊗ µ i where µ i is the face map in T V . Hence we have a direct sum decomposition of chain complexes
The homology version of the argument used in (35) shows that
In particular L n := ker(µ :
is free of rank one. By definition, to provep is a rational mixed complex equivalence, we must provepµ = 0, which is straighforward, thatpB = Dp, which we leave for later, and finally thatp = 1 ⊗ p : (NQA, µ) → (A, 0) is a rational chain equivalence, which in turn reduces to proving p(L n ) = 0 for n ≥ 1. Consider the element
We have p(ǫ n ) = n!; one checks further that ǫ n ∈ L n . It follows that p : (NQA, µ) → (A, 0) is a rational equivalence, as we had to prove. Moreover, as every coefficient of ǫ n is invertible, and L n has rank one, we have L n = Zǫ n . It follows that the map l ′ : Z[n] → (Z[Sur n, * ], µ) which sends 1 ∈ Z to ǫ n is a quasi-isomorphism, whence a homotopy equivalence. To finish the proof, we must show that ld = Bl and pB = Dp. Both of these follow once one has proven the formula (39) below, which in turn is derived from the identities (40), which are proved by induction. If σ ∈ S n , we denote by 1 σ the coproduct map {1} {1, . . . , n} = {1, . . . , n + 1} → {1, . . . , n + 1}.
Equip P B with the coboundary operator ∂ : P B * → P B * +1 given by the matrix
We note P B comes equipped with a natural map ǫ = (ǫ 0 , ǫ 1 ) : P B → B ⊕ B, and that two maps f 0 , f 1 : A → B are cochain homotopic if and only if there exists a cochain homomorphism H : A → P B such that ǫH = (f 0 , f 1 ).
There are two natural transformations
These are such that Qg = g and that the following diagram commutes
Proof. Let f ∈ hom Ab ∆ (QA, QB) and j,p and h be as in the theorem. Definef :=pN(f )j. Becausepj = 1, Qg = g. Using the naturality of j andp, one checks further that f →f is natural. Let δ = N(f )−NQ(f ) and put
Simplicial powers and cosimplicial homotopies
There is a natural homomorphism
In case each X n is finite, η is an isomorphism. 
can be lifted to a map H : A → B ∆ [1] . From what we have just seen it is clear that f 0 , f 1 are homotopic in this sense if and only if Nf 0 ,Nf 1 are cochain homotopic. (The dual of this assertion is proved in [5] .) Let C be either of Ch ≥0 , Ab ∆ . We write [C] for the category with the same objects as C, but where the homomorphisms are the homotopy classes of maps in C. Definition 4.7. Give Ch ≥0 the closed model category structure in which a map is a fibration if it is surjective dimensionwise, a weak equivalence if it is a quasi-isomorphism, and a cofibration if it has Quillen's left lifting property (LLP , see [12] ) with respect to those fibrations which are also weak equivalences (trivial fibrations). All this structure carries over to Ab ∆ using the category equivalence N : Ab ∆ → Ch ≥0 . In the lemma below RLP stands for right lifting property in the sense of [12] . Proof. Let f : C → D be a cochain map. By the theorem, Kf is a retract of Qf . Thus every map having the RLP with respect to Qf also has it with respect to Kf . The lemma follows from this applied to the cochain maps 0 → Z < n − 1, n > and Z[n] ֒→ Z < n − 1, n >.
Product structure
n be a unital cochain DG-ring. By neglecting the product, A becomes a cochain complex, and thus it makes sense to consider the Fin-abelian group QA. We want to equip each Q n A with a product so that QA becomes a Fin-ring. For this we need the map
The second identity says θ is a homogeneous derivation of degree +1. Consider the product • :
A straightforward calculation shows that • is associative; also straightfoward although tedious is the proof that (QA, •) is a Fin-ring. Note that each term F n QA of the filtration (23) is a Fin-ideal. The associated graded Fin-ring is A ⊠ T V equipped with the product inherited from A ⊠ T V ⊂ A ⊗ T V . Thus we may view QA as a deformation of A ⊠ T V . One checks that the kernel of the mapp : QA ։ KA of (27) is an ideal for •. Hence KA inherits a Fin-ring structure; using the definition of θ we get that the induced product on KA = A ⊠ ΛV is just that coming from A ⊗ ΛV :
Comparison with the shuffle product
Let R be a simplicial ring. Consider the direct sum of its homotopy groups
Recall that the shuffle product * makes πR into a graded ring. If moreover R is a Fin-ring, then the Connes operator B : π * R → π * +1 R is a derivation (by [8] 
Proof. By 4.2, l induces a cochain isomorphism (A, d) ∼ = (πQA, B).
It remains to show that the induced map is a ring homomorphism. Recall the formula for the shuffle product * involves degeneracies and shuffles. Keeping in mind that the degeneracies in QA are of the form s i = 1 ⊗ ∂ i+1 with ∂ j the coface of T V , we get the following identity for a ∈ A n , b ∈ A m :
This finishes the proof, since π n+m NF n+m+1 QA = 0 by the proof of 4.2.
Noncommutative Hochschild-Konstant-Rosenberg and Loday-Quillen theorems
Recall from [15] that for every algebra S over a commutative ring R there is defined a cyclic R-module C * (S/R). Recall also that the normalization of R is the mixed complex of noncommutative differential forms ( [4] ) NC * (S/R) = Ω R S. The Hochschild-Konstant-Rosenberg theorem ( [15] , Ex. 9.4.2) says that if R and S are commutative, R noetherian, and R → S an essentially of finite type, smooth homomorphism, then the canonical map from commutative differential forms to Hochschild homology induced by the shuffle product is an isomorphism:
In characteristic zero the inverse of (51) is induced by the homorphism
Here the boundary operators are the Hochschild boundary b on Ω R S and the trivial boundary on Ω S/R . Moreover, as (52) maps B to d, it is in fact a mixed complex equivalence
We will prove a noncommutative analogue of this. Note that if S is commutative then C * (S/R) is just the coproduct Fin-algebra R S considered as a cyclic module. The analogue concerns the coproduct Fin-ring R S which arises from a ring homomorphism R → S of not necessarily commutative rings. We show in 7.6 below that there is an equivalence of mixed complexes (Ω R S, 0, d) → (N R S, µ, B), valid without restrictions on the characteristic. We deduce this from 4.2 and from 7.5 below, where we show that R S = QΩ R S. In particular the isomorphism Ω * R S ∼ = HH * ( R S, µ, B) = π * R S is (50), which is a ring homomorphism for the product of forms and the shuffle product (by 6.1) just like the Hochschild-Kostant-Rosenberg isomorphism (51). Note further the analogy between (52) and the rescaled mapp of 4.1.
To prove the isomorphism QΩ R S ∼ = R S we show first that Q has a right adjoint (7.4). Proof. The natural inclusion Q * U = U ⊠ T V ֒→ T U ⊠ T V = QT U gives rise to a homomorphism of Fin-rings α : T QU → QT U. If u ∈ U then α(u) = u. Hence if u 1 , . . . , u r ∈ Q n U are homogeneous elements and |u| = i |u i |, then for the filtration (23),
Hence α(T ≥ * QU) ⊂ F * and the map it induces at the graded level is the identity. It follows that α is an isomorphism. 
Proof. Hence (P B,α) is an object of the category Q ↑ B (notation is as in [9] ). We shall see it is final, which proves that P is right adjoint to Q.
If r : D(n) → R is a homomorphism, write i r : D(n) → ER for the corresponding inclusion. Consider the homomorphisms π : ER → R, πi r = r and g : ER → DB, gi r = j f Qr . We claim that the following diagram commutes
Indeed by 7.3, commutativity can be checked at each "cell" Q(D(n)) where it is clear. Using (57) together with the exactness of Q, we get that g(ker π) ⊂ K. Thus g induces a mapĝ making the following diagram commute
It follows that also the following commutes
Putting together the latter diagram with (56) and (57) we get that f Q(π) =αQ(g)Q(π). Because π is surjective and Q exact, we conclude f =αQ(g); in other wordsĝ is a homomorphism (R, f ) → (P B,α) in Q ↑ B. Let h : (R, f ) → (P B,α) be another. Liftĥ to a map h : ER → DB. Then by (59),
Hence the image of g − h lands in K, and thereforeĝ =ĥ.
Theorem 7.5. Let R → S be a ring homomorphism, R ↑ Rings the category of R-algebras, R the coproduct in R ↑ Rings, R S the Finring of section 2 above and Ω R S the R-DG-algebra of relative noncommutative differential forms of [3] . Then Q(Ω R S) = R S.
Proof. The Fin-ring R S is characterized by the following property
We must show QΩ R s has the same property. On the other hand we have
Here we identify R with the DGR * concentrated in codimension 0 with trivial derivation. Let P be the right adjoint of Q : DGR * → Rings Fin ; its existence is guaranteed by Prop. 7.4. Identifying R with the constant Fin-ring, noting that QR = R and using (61), we obtain
Therefore to prove the corollary it suffices to show that P C 0 = C 0 . We have 
.2 is a mixed complex equivalence
Remark 7.7. As a particular case of Theorem 7.5 we get a ring isomorphism
Here Ω R S is equipped with the product • of (46). A similar isomorphism but with a different choice of • was proved by Cuntz and Quillen in [3] Prop. 1.3, under the stated assumption that R = C. Their choice of • actually works whenever 2 is invertible in R, and the rings which arise from Ω R S with our product and that of [3] are isomorphic in that case. They are not isomorphic in general, for example if 2 = 0. Hence 7.5 may be viewed as a strong generalization of Cuntz-Quillen's result.
Comparison with Nuss' product
In [11] , P. Nuss considers the "twist"
It is clear that τ 2 = 1 and that, for the multiplication map µ 0 : S ⊗ R S → S, we have µ 0 τ = µ 0 . He shows further ([11], 1.3) that τ satisfies the Yang-Baxter equation. Using τ , he introduces a ring structure on the n + 1 fold tensor power S ⊗ R · · · ⊗ R S for all n ≥ 1, by a standard procedure (use Prop. 2.3 of [2] and induction). We want to reinterpret this product in a different way. For this consider the (Amitsur) cosimplicial R-bimodule
By definition of Ω R S, we have N( R S) = Ω R S. Hence the Dold-Kan correspondence gives an isomorphism of cosimplicial R-bimodules
On the right hand side we also have the product (47). It is noted in [11] that (66) is a ring isomorphism in codimension ≤ 1. The next Proposition shows it is actually a ring isomorphism for all n. Proposition 8.1. Equip R S with the product defined in [11] and KΩ R S with that given by (47). Then (66) is an isomorphism of Finrings.
Proof. Write • for Nuss' product. Consider the following map
One checks the following identities between maps S → n R S:
In particular δ i : S → n R S is a ring homomorphism for •. By universal property of n R S, we have a unique ring homomorphism
Thus α is surjective. On the other hand the composite of α with the isomorphism
Thus α descends to a ring homomorphism α : KΩ R S → R S. On the other hand we have an R-linear map β :
Clearly αβ = 1. To finish the proof it suffices to show that β is surjective. But we have
9. Equivalence of homotopy categories Definition 9.1. Let f : R → S be a homomorphism in DGR * . We say that f is a weak equivalence if it induces an isomorphism in cohomology. We call f a fibration if each f n : R n → S n is surjective, and a cofibration if it has the left lifting property (LLP ) of [12] with respect to those fibrations which are also weak equivalences (trivial fibrations). Similarly, a map g : A → B of cosimplicial rings is a weak equivalence if it induces an isomorphism in cohomotopy, a fibration if each g n : A n ։ B n is surjective and a cofibration if it has the LLP with respect to trivial fibrations. Proof. A commutative version of this is proved in [1] , Thm. 4.3 for the DG case and in [14] , Thm. 2.1.2 for the cosimplicial case. Essentially the same proofs work in the noncommutative case; simply substitute the coproduct of Rings for ⊗, which is the coproduct in the category Comm of commutative rings. One only has to check that for all n ≥ 0, the structure maps Z → D(n) ∈ DGR * and Z → D ′ (n) := T KZ < n, n + 1 >∈ Rings ∆ induce weak equivalences
We observe that if R, S ∈ DGR * (respectively ∈ Rings ∆ ) then there is an isomorphism of cochain complexes (resp. of cosimplicial groups)
Thus to prove (69) it suffices to show that if C and D are cochain complexes and D is contractible, then ι :
But coker ι is a sum of cochain complexes each of which is isomorphic to one of the form T ′ is contractible. This latter statement follows from the following property of the cosimplicial path functor (see [14] , page 30): 
Because it also preserves colimits it follows that if m i , i ∈ I is a family of positive integers and e i : S(m i ) → X (i ∈ I) a family of maps, then the following maps are cofibrations:
But by our proof of 9.2 and the remark on page 23 of [1] , every cofibration in DGR * is a retract of one obtained as a colimit of such cofibrations. Hence Q preserves all cofibrations. Thus i) is proved. As shown in section 5, the natural weak equivalencep : QA → KA of 4.2 is a homomorphism of cosimplicial rings. This proves ii).
Remark 9.4. A functor L * with properties similar to those proved for Q in Lemma 9.3 is considered in [13] for the dual situation of chain DG-and simplicial rings. The authors use the shuffle product to make the normalized chain complex of a simplicial ring into a chain DGring, thus obtaining a functor N * : Rings ∆ op → DGR * . The functor L * is defined as the left adjoint of N * . Dually, one can equip the normalized complex of a cosimplicial ring with the shuffle product, consider the resulting functorÑ : Rings ∆ → DGR * and take its left adjoint L * . However we point out that L * andQ are not isomorphic. In other wordsQ is not left adjoint toÑ . To see this, note that, by 7.1, if A ∈ Ch ≥0 , then hom Rings ∆ (QT A, R) = hom Ab ∆ (QA, R), while hom DGR * (T A,ÑR) = hom Ch ≥0 (A, NR) = hom Ab ∆ (KA, R). Hence ifQ were left adjoint toÑ, then K and Q should be isomorphic as functors Ch ≥0 → Ab ∆ , which is clearly false.
* is called a relative cellular complex if it admits a -possibly infinite-factorization f = . . . f n f n−1 . . . f 0 as a composite of maps f n : M n → M n+1 such that M −1 = L and M n+1 is obtained from M n by a pushout diagram as the following, for some family I n of maps e i : S(m i ) → M n−1 :
ii) Define G as H on Z < m − 1, m > and extend to a DG-ring homomorphism D(m) → M I . The naturality of the mapping f → f implies that G is a right homotopy g 0 → g 1 , and that it restricts on S(m) to the trivial homotopy g → g if H restricts to the trivial homotopy Qg → Qg. Because Z → D(m) is a trivial cofibration, the dotted arrow in the diagram below exists: 
Proof. To prove [F ] is surjective, we must show that if f : F L → F M is a homomorphism then there exists a morphism g : L → M and a right homotopy H : f → F g. Let M I be a path object. We shall construct by induction maps g n : L n → M and H n : F L n → M I such that H n is a homotopy f n := f |Ln → F g n , and such that if n ≥ 1, then (g n ) |L n−1 = g n−1 and (H n ) |L n−1 = H n−1 . By Lemma 9.9 i), g 0 and H 0 are defined on L 0 . Assume by induction that g n and H n have been defined on L n . Because L n L n+1 is a cofibration, so is F L n → F L n+1 . Hence H n extends to a map H ′ : F L n+1 → F M I , which is a homotopy f n+1 → f ′ := F (ǫ 1 )H ′ . Note f ′ extends F g n . Let D(m) be a cell of L n+1 with attaching map S(m) → L n . The restrictions of f n+1 , f ′ , and H ′ to D(m) and of g n to S(m) satisfy the hypothesis of 9.9 i). Hence there is a map g n+1 : L n+1 → M and a homotopy H ′′ : F L n+1 → F M I from f ′ to F g n+1 extending the trivial homotopy F e : F g n → F g n . The composite homotopy H ′′′ := H ′ ⋆H ′′ : F L n+1 → F (M I × M M I ) extends H n ⋆F e, which is homotopic to H n . Choose a homotopy K : H n ⋆ F e → H n . Because F L n F L n+1 is a cofibration, K extends to a homotopy K ′ between H ′′ and a homotopy H n+1 : f n → F (g n ) which extends H n . This finishes the induction. It remains to show that [F ] is injective. Let g 0 , g 1 : L → M be homomorphisms in C and H : F L → F M I a homotopy F g 0 → F g 1 ; we have to show that there exists a homotopy G : L → M I , from g 0 to g 1 . We will prove by induction that there exists, for each n ≥ 0, a homotopy G n : L n → M I between g 0 n := g 0 |Ln and g 1 n , such that F G n is homotopic to H n = H |Ln and such that if n ≥ 1 then G n extends G n−1 . The step n = 0 of the induction is clear from Lemma 9.9 ii). Assume G n has been constructed as above. Because L n L n+1 is a cofibration, G n extends to a homotopy G ′ : L n+1 → M I from g 0 n+1 to some map g ′ extending g ′′′ extends G n ⋆ e and if we write ∼ for the homotopy relation between homotopies, we have
Because G ′′′ extends G n ⋆ e, which is homotopic to G n , and because L n L n+1 is a cofibration, there exists a homotopy G n+1 : g 0 n+1 → g 1 n+1 extending G n and homotopic to G ′′′ . Furthermore F G n+1 ∼ F G ′′′ ∼ H n+1 . Proof. Immediate from 9.11 and 9.3 ii).
