Abstract. Considering a one-dimensional non-local semilinear parabolic problem, it is shown that blow-up in finite time occurs for suitable large initial conditions. The asymptotic behavior of global solutions corresponding to small initial conditions is also investigated. Their convergence in H 1 -norm to a well determinated stationary solution is proved.
Introduction
We would like to consider the problem We will deal first with variational solutions, i.e. with solutions to the problem
The reader is referred to [4] or [9] for all the questions regarding Sobolev spaces and variational solutions. For applications, we have for instance in mind the Model Problem where p and q are real numbers greater or equal to 1. This paper is a continuation of the paper [8] . We refer to it for physical motivations which have lead us to study this class of problems and for the proof of the following known result. (Ω). The paper is devoted to the study of the asymptotic behavior of the solutions to problem (P l, u 0 ). We will first address the issue of blow-up in finite time. Considering problem (MP p, q) we note that three phenomena work against blow-up:
-the different signs of the non-linearities -the value of u(t) at the point x = 0 -the "weak growth" of the non-local functional l(u) = Ω u dx.
Let us explain briefly this last point. Going back to problem (P l, u 0 ), let us assume for simplicity that a = b. Then the key point allowing to prove that blow-up occurs is the inequality l(u(t)) ≥ c u 1 (t) (1.1)
where u 1 denotes the first coordinate of the solution u in some spectral basis (ϕ k ) k≥1 (see Section 2) and c > 0 is some constant. If, for instance,
, then the above inequality holds for all u in L
2
(Ω) since
by the Cauchy-Schwarz inequality. But in the case where l(u) = Ω u dx, inequality (1.1) does not hold in V as we see by taking u = −ϕ 2 .
We point out also difficulties coming from non-local terms. There is no global Liapunov's function and the maximum principle does not hold. More precisely, we see by numerical simulations that the sign of u(t) can change in Ω even if u 0 is positive. Furthermore, u(t) is not necessarily bounded from below in Ω when Ω u(t) dx tends to +∞ -see Figure 1 depicting the shape of the solution u to problem (MP 2, 2) for t close to the blow-up time.
Figure 1
In Section 3 we introduce another kind of solutions which allows us in Section 4 to study the convergence of variational solutions toward some steady state. Finally, in Section 5 the results are discussed and some open problems are formulated.
Blow-up in finite time
In this section we will assume that l ≡ 1. More precisely, we will consider the particular problem We would like first to introduce some notation. Let (ϕ k ) k≥1 be the Hilbertian basis of L
An easy computation shows that
We put
Assuming that problem (P 1, u 0 ) has a maximal variational solution u, we introduce the linear problem
where u 0 k denotes the k th coordinate of the initial condition, i.e. u 0 k = Ω u 0 (x)ϕ k (x)dx. In order to prove Theorem 2.1 one will show that for k = 1 problem (2.3) -(2.4) has no global solution. Thus T max (u 0 ) must be finite and by Theorem 1.1 we will obtain lim t→T max (u 0 ) |u(t)| L 2 (Ω) = +∞. To this aim we first need Lemma 2.1. Under the assumptions of Theorem 2.1 there exists a real number c > 0 depending only on L and φ such that, for all β > 0, the variational solution to
for v k . For all n ∈ N let us consider the series
With (2.5) and the notation
we write S n (t) in the form
where S 1 n (t) and S 2 n (t) are defined in an obvious way. Let us begin to minimize S 1 n (t) by a quantity of the form εe
(Ω) and φ ≥ α > 0 on Ω, it is clear that ε belongs to (0, +∞). Let β > 0. Then, for a.e. x ∈ Ω one has
If assumption (A2) holds, it is clear that the function
is positive on (0, L] and
Thus extending w by
we see that w is continuous and positive on the compact set Ω, thus there exists some positive real number (depending only on L and φ) that we may assume to be equal to ε such that w(x) > ε for a.e. x ∈ Ω, i.e. for all β > 0
Moreover, the variational solution w n to the linear problem
(Ω) towards the variational solution w to the problem
Thus, by continuity of the integral,
It follows from (2.8) and (2.9) that u 0 − εϕ 1 > 0 a.e. in Ω. Thus with the strong maximum principle Ω w(t)dx > 0. Therefore, there exists some integer n(t) such that, for all n ≥ n(t),
Considering the sum S 2 n (t), a direct computation leads to (see (2.6) and (2.1))
In particular, for k = 1 there exists a positive real number that we may again denote by ε such that
and using (2.14) it comes
Now I k ≥ 0, thus with (2.11) and (2.12) we obtain
Going back to (2.7) and using (2.10), (2.15) and (2.5) with k = 1, we may write for all even integers n greater than
Now (2.13) and assumption (iv) of Theorem 2.1 imply
which together with (2.3) -(2.4) proves (2.17). Furthermore, (2.16) -(2.17) lead to
Since ε depends only on L and φ, we conclude setting c = ε Ω ϕ 1 dx
We can now give the Proof of Theorem 2.1. Let u be the maximal solution to problem (P 1, u 0 ).
Denote again by b(·) the function b(·)cD(ϕ 1 ), and set s = cv 1 and λ = λ 1 . The previous inequality becomes
Thanks to the following lemma (see [13] for its proof) we control the sign of the righthand side. Proof. We apply Theorem 2.1 to the problem 
Extension by rescaling.
We would like to extend now Theorem 2.1 for larger domains. To this aim let us introduce the set
Then we have If the above set is empty, we put λ(a, b) = +∞. Then we have the following result (see [8] for a similar proof). 
The semigroup approach
We refer to [2] for a heuristic introduction to semigroup theory. In this section, we follow [1] and will assume the following: 
Let us now define the operators
where
(Ω) u(0) = 0 and u (L) = 0 .
which means that b 1 (s)(0) = 0 and b 1 (s)(L) = b(s). Then following [1] we can define a new class of solutions to problem (P l, u 0 ).
We have then the following existence result. 
then T max (u 0 ) = +∞ and the trajectory {u(t)| t ≥ 0} is relatively compact in L 2
(Ω). 
To have a consistant notation, we put therefore
Considering now the map
(Ω)). By interpolation we define (see [1:
A "variation-of-constant" formula. Let α ∈ (
Thus, using Theorem 3.3/(1), (3.7) and the fact that, by Theorem 3.
(Ω) (since 2α − 2 < 0), one gets for some constant 
After these preliminaries we can show the following convergence result. 
in addition, v is bounded in V -norm and l(u(t)) − l(v(t)) → 0 as t → +∞, then
). Using (3.9) one gets by difference
in V , for all t ≥ 0. Set
(Ω)
.
Arguing as in (3.8) leads to
for some finite constant C. Next, since v is bounded in V -norm, l belongs to V and Going back to (3.10) one gets by (3.6) and Theorem 3.3/(2)-(3)
where σ is taken in (ω, 0). Moreover, according to (3.11) , for all δ > 0 there exists a time t δ such that
Note that the above integral converges since α − 3 2 > −1 and σ < 0. Moreover, by a change of variable
Thus the integral in (3.12) that we write as 
Thus, going back to Definition 3.1 one deduces easily that u is a variational solution to
(Ω)) . From continuity of a, b and Theorem 3.2 it follows that T 1 = +∞. Hence T 1 = T 2 which completes the proof of the theorem Remark 3.2. According to [3] we know that if the data are smooth enough, then V-weak solutions are classical solutions.
Long time behavior of global bounded solutions
In this section we suppose that the functions a and b are equal. More precisely, we will deal with the one-dimensional problem
Let us introduce the variational solution φ to the problem
and let us set
We will assume the following: 
fulfils Ω u i dx = s i . Hence we prove easily that it is a stationary solution to problem (P u 0 ). Moreover, since by (4.5) a(s 1 ) < a(s 2 ) and 1 − L > 0, we deduce from (4.8) that u 1 < u 2 in Ω. Then we have 
Proof. Arguing as in [8: Proof of Theorem 4.3] we can show that 
Thus since u(· + t 0 ) is the variational solution to problem (P u(t 0 )), we deduce from Theorem 3.5 that it is also a V -weak solution. We conclude this proof using (4.11) and Theorem 3. 
and for all z ∈ Z denoting by S(·)z the maximal solution to problem (P z) (4.13)
the following statements hold:
Proof. Since the solution u to problem (P u 0 ) is global from Theorem 4.1, (4.12) makes sense. Let z = lim u(t n ) ∈ Z and t be any real number in (0, T max (z)). According to classical continuity properties of solutions with respect to initial conditions (see [ 
Moreover, since we easily show that S(t)u(t n ) = u(t + t n ), Theorem 4.1 ensures the existence of a finite constant M such that
Thus for n sufficiently large 
Remark 4.1. In [7] the authors define a dynamical system using the weak topology of L In particular, Ω z dx = s 1 or Ω z dx = s 2 for all z ∈ ω(u 0 ). Next set
(Ω) (see [10] ), it follows that there exists i ∈ {1, 2} such that
Then we claim
Otherwise, there exists a sequence of real numbers t n → ∞ such that Ω S(t n )u 0 dx does not converge toward s i . By compactness of the trajectory we may assume that, up to a subsequence, (
(Ω) toward some z which by definition of ω(u 0 ) belongs to ω(u 0 ). Thus (4.18) implies Ω z dx = s i . We get a contradiction, hence (4.19) holds.
Next we want to show that i = 1 in (4.19). Indeed, if we assume
Thus, letting n → +∞ we obtain Ω u 2 φ dx ≤ Ω u 0 φ dx which is impossible since u 0 ≤ u 2 , u 0 = u 2 and φ > 0 in Ω. Hence Ω S(t)u 0 dx → s 1 and applying Theorem 3.4 in the same way as above we get S(t)u 0 → u 1 in V when t → ∞. This is just what we had to prove We would like to apply now this result to problem (MP p, p) with p > 1 and 0 < L ≤ 3π 10 . For this it is enough (see the proof of Corollary 2.1) to consider the problem (t, x) ). In order to study the variations of u 2 (L) with respect to p, let us set
we deduce that, for fixed L, u 2 (L, p) is decreasing with p ∈ (1, +∞) from +∞ to
3(2−L)
L (3−2L) . In order to estimate this quantity from below we put for all L ∈ (0,
. 
Conclusion and open problems
Considering the theoretical and numerical results, it appears that the asymptotic behavior of the solutions is essentially governed by the semilinear structure of our problem. For references on semilinear parabolic equations see, for instance, [6, 11, 12, 15, 16] . In Theorem 2.1 we prove that the L 2 -norm of the solution blows up and we could also show that lim sup t→T max (u 0 ) Ω u(t) dx = +∞.
But it remains to prove as suggested by numerical simulation that the integral of u(t) blows up also. Moreover, from Figure 1 we conjecture that the blow-up set is equal to Finally, note that we just have to obtain estimates related on linear problems in order to be able to extend our results to higher dimensions.
