We relate the convergence of time-changed processes driven by fractional equations to the convergence of corresponding Dirichlet forms. The fractional equations we dealt with are obtained by considering a general fractional operator in time.
Introduction
Time fractional derivative is usually considered in the Riemann-Liouville or in the Caputo sense. The Caputo derivative, for β ∈ (0, 1), is defined as
where Γ is the Gamma function and * D β t u(t) :
, see for example [51] . Researchers started considering time fractional equations in order to model anomalous diffusions, that is, diffusions with a non-linear relationship to time in which the mean squared displacement is proportional to a power β = 1 of time. For β ∈ (0, 1), the anomalous diffusion c 2019 Diogenes Co., Sofia pp. 844-870 , DOI: 10.1515/fca-2019-0047 exhibits a subdiffusive behavior (for example, due to particle sticking and trapping phenomena) whereas, for β > 1 we have superdiffusive behaviour (for instance, jumps). Such anomalous feature can be also found in transport phenomena in complex systems, e.g. in random fractal structures (see [43] , [72] and [8] ).
We study fractional equations, that is equations involving fractional operators in time and in space. A type of space fractional equation we consider in this work is the one involving the fractional Laplacian, for instance. Equations involving time-space fractional derivative have been considered in order to model ground water flows and transport ( [89] , fractional in space and example of superdiffusion), the motion of individual fluorescently labeled mRNA molecules inside live E. coli cells ( [41] , fractional in time and example of subdiffusion). Further applications can be found in the theory of viscoelasticity ( [87] ), in modeling the cardiac tissue electrode interface ( [63] ), in modeling the anisotropies of the Cosmic Microwave Background radiation where the involved processes move on the sphere ( [37] , [38] ) or, in general, on compact manifolds ( [39] ).
Time fractional equations has been treated by a number of authors. In [86] , [91] and later in [45] the solutions to the heat-type fractional diffusion equation have been studied and presented in terms of Fox's functions. The same equations have been investigated in [11, 81] where the solutions have been represented by means of stable densities, focusing on the explicit representations only in some cases. Different boundary value problems have been studied for example in [7, 12, 50, 74] following different approaches. In the papers [65, 68, 67] the authors presented the solutions to space-time fractional equations by means of Wright functions or Mellin-Barnes integral representations, that is Fox's functions (see also [66] for a review on the Mainardi-Wright function and [42] , [64] , [84] ). In [80] the author gives a physical interpretation of D β t u = Au when A is the generator of a Markov process while the works [52, 53] for the first time introduced a mathematical approach (see also [54] ). The works [83] , [92] proposed the fractional kinetic equation for Hamiltonian chaos. In [7] , the time fractional problem is studied when A is an infinitely divisible generator on a finite dimensional space. Time fractional equations have been also related to (space) higher order equations ( [4] , [5] , [14] , [36] , [49] , [79] ) where the solutions to higher order equations (say n ≥ 2) are obtained by considering the time fractional equations with Caputo derivative of order β = 1/n.
In general, stochastic solutions to fractional equations can be realized through time-changes. Indeed, for a base process X t with generator A we have that X Lt is governed by ∂ β t u = Au where the process L t , t > 0 is an inverse (or hitting time process) to the β-stable subordinator H t , t ≥ 0.
The time fractional derivative comes from the fact that X Lt can be viewed as a scaling limit of continuous time random walk, where the iid jumps are separated by iid power law waiting times (see [56] , [70] , [73] , [82] ). Results on the subordination principle for fractional evolution equations can be found in [10] . Fractional equations have been therefore associated with stochastic processes in the sense that solutions to a time fractional equations can be written in terms of time-changes of base processes. The time-change we consider in case of Caputo derivative is an inverse to a stable subordinator. The Caputo derivative is related to an inverse to a stable subordinator as well as the general operators we deal with can be associated with an inverse to a general subordinator, that is, the process X Lt is obtained by considering a general inverse L.
Such (general) time fractional operator has been recently treated in [3] , [29] , [32] , [44] , [62] , [71] , [90] . We notice that there is a consistent literature on this topic, therefore the previous references are intended to be illustrative, and not exhaustive.
In the present paper we consider a Feller process X on (E, B(E) with generator (A, D(A)) associated, on L 2 (E, m), with regular Dirichlet form (E, F) and a subordinator H with symbol Φ. We focus on the time-changed process X Φ = X • L where L is the inverse to the subordinator H. We define the time fractional operator D Φ t (see Section 5) such that
and we consider the fractional equation
The probabilistic representation of the unique solution is written in terms of the time-changed process X Φ , that is,
(see Theorem 5.2) . For this solution, we define the λ-potential
We consider a sequence of processes X n on (E n , B(E n )) with generators (A n , D(A n )) associated with the Dirichlet forms (E n , F n ), F n = D(E n ) on L 2 (E n , m). We construct the sequence of time-changed processes X Φ,n related to X n and the related λ-potentials
. We are interested in the asymptotics of the solutions to the time fractional equations associated with generators A n of the process X n on E n , n ∈ N. The main goal is to obtain asymptotic results for a wide class of time-changed processes driven by fractional equations. We approach this problem by obtaining asymptotic results in terms of Mconvergences of the Dirichlet forms (E n , F n ) (see Theorems 6.1 and 6.3). More precisely, in Theorem 6.1, we obtain that a sequence of forms {E n } Mconverges to a form E in L 2 (E, m) if and only if the sequence {R Φ,n λ : λ > 0} converges to R Φ λ in the strong operator topology of L 2 (E, m). Moreover, by the uniqueness of the Laplace transform, we obtain a characterization in terms of the convergence of the sequence P Φ,n t in the strong operator topology of L 2 (E, m) uniformly on every interval 0 < t ≤ t 1 . In Theorem 6.3 we obtain that a sequence of forms {E n } M-converges to a form E in
An useful tools is Theorem 5.1 given for λ ≥ 0 by mean of which we basically handle the λ-potential of an inverse process. A further useful tool is the representation (5.8) involving the λ-potential of the time-changed process.
As the theory of Dirichlet forms provides an appropriate functional framework to the variational description of composite media and irregular structures like fractals, our results can be applied to several contexts and many areas. Thus, our results provide an useful tool for studying time fractional equations in general scenarios. As far as we know, the novelty in the present work is the connection between convergence of stochastic processes driven by time fractional equations and convergence of related forms.
The plan of the paper is the following. In Section 2 we recall the definition of M-convergence of forms and the characterization in terms of convergence of the associated resolvents and semigroup operators. In Section 3 we introduce Feller processes related to regular Dirichlet form by using [30, 40] . In Section 4 we introduce a subordinator H, its Laplace exponent Φ and its the inverse L and we consider time-changed process X Φ . In Section 5 we introduce the operator D Φ t and the related time fractional problems. In Section 6 we state and prove our main results. Finally, in the last section we provide some examples and some applications leading to new results.
Convergence of forms and resolvents
We consider the Hilbert Space H = L 2 (E, m), where E is a given separable measurable space and m a σ−finite positive measure on E. By (u, v) = E uv m(dx) we denote the inner product of H.
The closeness of a given form in H can be characterized in terms its quadratic functional only: a form E is closed in H if and only if the quadratic functional E(u, u) is lower semi continuous on H.
Given a form in H there exist a greatest lower semi continuous functional on H which is a minorant of the quadratic functional E(u, u) associated with E on H. This uniquely determined lower semi continuous functional on H is also quadratic and will be denoted by E (u, u) 
This form, uniquely determined by the initial form E is the relaxation of E in H and it is called the relaxed form E.
Given a closed form E on H, the resolvent {G λ , λ > 0} is uniquely defined for each λ > 0 by the identity
We consider a sequence of forms E n with D(E n ) on L 2 (E n , m) where E n is a sequence separable measurable spaces. Let F be such that E ⊂ F and E n ⊂ F . We recall the notion of M −convergence of forms on the Hilbert space L 2 (F, m), introduced in [75] (see also [76] ).
We point out that the forms E, E n can be defined in the whole of
We recall the notion of Γ-convergence (a weaker convergence in the space of forms, [35] ).
(a) For every v n converging strongly to u in L 2 (F, m)
Also in this case, the forms involved are extended in the whole space. If the sequence of forms {E n } is asymptotically compact in L 2 (F, m) (that is, every sequence u n with lim inf{E n (u n , u n ) + (u n , u n )} < ∞ as n → ∞ has a subsequence that converges strongly in L 2 (F, m)), them M and Γ convergence coincide, that is,
The convergence of forms according the Definition 2.1 can be characterized in terms of convergence of the resolvent operators of the relaxed forms (see Theorem 2.4.1 in [76] and Theorem 3.26 in [6] ). As a consequence of Trotter-Kato characterizations of convergence of resolvent in terms of convergence of the related semigroups, (see Theorem IX 2.16 in [47] ) the convergence of forms according the Definition 2.1 can be characterized in terms of convergence of the semigroups operators of the relaxed forms (see Corollary 2.6.1 in [76] ).
We conclude the section by recalling that a form E in H is Markovian if the following condition is satisfied: for any ε > 0, there exists
A Markovian closed symmetric form on H is called a Dirichlet form and (see [30, pag. 27] or [40] 
We denoted by C 0 (E) the family of continuous functions C(E) on E with compact support and by C b (E) the set of continuous and bounded functions on E. In the next section we relate Dirichlet forms with Hunt processes.
Dirichlet forms and processes
Let E be a locally compact, separable metric space and [15, 30, 48] 
Throughout the paper, we use the fact that a function f on E can be extended to E ∂ by setting f (∂) = 0. The point ∂ is the cemetery point for X. Moreover, we write
where by E x we denote the mean value with respect to P x (the process starts from x ∈ E). From the Riesz representation theorem, the operator
is uniquely defined and condition i)
is a non-negative and contraction semigroup on C ∞ (E). This together with condition ii) (that is, X is uniformly stochastically continuous on E) and condition iii) say that P t is strongly continuous in t on C ∞ (E). Then, X is a strong Markov process, right-continuous with no discontinuity other that jumps (Feller process, see for example [30, pag. 413 
The transition function of an m-symmetric Hunt process uniquely determines a strongly continuous Markovian semigroup T t on L 2 (E, m) and the Dirichlet form E on L 2 (E, m) (see [40, pag. 141] ). We recall that there is one to one correspondence between the family of closed symmetric forms on H and the family of non-positive definite self-adjoint operators A on H where the correspondence is determined by [30, Proposition 3.1.9] ). If the transition function also satisfies:
then, p(t, x, y) is a transition function of some continuous strong Markov process. In this case we say that X is a diffusion (Feller diffusion) and the corresponding Dirichlet form is local ([40, Theorem 4.5.1]). Throughout, we assume that the form (E, D(E)) on L 2 (E, m) of the associated Hunt process is regular (not necessarily equivalent to a Feller diffusion). Such a condition is not restrictive because for any given Dirichlet form E, there exists uniquely an m-symmetric Hunt process whose Dirichlet form is E ([40, pag. 143]).
Time-changes of processes
Let H = {H t , t ≥ 0} be a subordinator (see [13] for a detailed discussion). Then, H can be characterized by the Laplace exponent Φ, that is, (4.1)
The Lévy-Khintchine representation in formula (4.1) is written in terms of the killing rate k = Φ(0) and the drift coefficient
and Π is the so called tail of the Lévy measure. We recall that Φ is a Bernstein function uniquely given by (4.1), then Φ is a non-negative, nondecreasing and continuous function. For details, see [85] . We define the inverse process L = {L t , t ≥ 0} to a subordinator as
We do not consider step-processes with Π((0, ∞)) < ∞, we focus only on strictly increasing subordinators with infinite measures (then L turns out to be a continuous process). By definition of inverse process, we can write
with H 0 = 0 and L 0 = 0. The subordinator H and the inverse L can be respectively regarded as an hitting time and a local time of some Markov process ( [13] ). Let us consider the independent processes (X, L) introduced before. As usual we denote by ζ the lifetime of X. If P t is conservative the process X has infinite lifetime and p(t, x, E) = 1. In the following discussion we do not distinguishes between E and E ∂ for the non conservative case (∂ is the absorbing set, for instance), we focus only on ζ. Then we consider the base process X = {X t , t < ζ}. We focus now on the time-changed process X Φ = {X Φ t := X Lt , L t < ζ} associated with
Observe that P Φ t is not a semigroup (for Φ = id, the identity map). Since L is continuous we always have (see [69, Corollary 3.2] or [88, Section 2] )
where ζ Φ is the lifetime of X Φ . This also means that
where the last identity can be obtained from (4.4) or by considering that ζ, L are independent.
PDEs connection
Let M > 0 and w ≥ 0. Let M w be the set of (piecewise) continuous function on [0, ∞) of exponential order w such that |u(t)| ≤ Me wt . Denote by u the Laplace transform of u. Then, we define the operator
where Φ is given in (4.1) with d = 0 and k = 0. Since u is exponentially bounded, the integral u is absolutely convergent for λ > w. By Lerch's theorem the inverse Laplace transforms u and D Φ t u are uniquely defined. We note that
and thus, D Φ t can be written as a convolution involving the ordinary derivative and the inverse transform of (4.2) iff u ∈ M w ∩ C([0, ∞), R + ) and u ∈ M w . By Young's inequality we also observe that
where lim λ↓0 Φ(λ)/λ is finite only in some cases, for example:
γ > 0 and α ∈ (0, 1). We notice that when Φ(λ) = λ (that is we deal with the ordinary derivative D t ) we have that H t = t and L t = t a.s. and in (5.2) the equality holds. Explicit representations of D Φ t in terms of the tails of a Lévy measure have been given in the recent works [29, 90] . The operator D Φ t has been previously considered in [71, Remark 4.8] as the generalized Caputo derivative.
In the present work we consider the equation
whose probabilistic representation of the solution is written in terms of the time-changed process X Φ obtained by the base process X with generator (A, D(A)) and L introduced above. In particular, the process X Φ can be considered in order to study the solution to (5.3), that is (see formula (4.4))
First we provide the following useful result for λ ≥ 0 which slightly generalizes the result in [29] .
Since Φ is non-decreasing, Φ −1 is non-decreasing and the proof is completed.
2 We now study the problem (5.3) by first considering, with initial datum f ∈ D(A), the problem ∂ t u = Au. The solution u is unique and has the probabilistic
We recall that, for each λ > 0, G λ introduced in Theorem 2.1 is a quasi continuous version of R λ ([30, Proposition 3.1.9]). For the solution to (5.
3) with f ∈ D(A) we define the λ-potential
and obtain the following result already given in [29, 90] in alternative forms, also due to the definition of D Φ t . In [29] the author considers a strong Markov process associated with a uniformly bounded strongly continuous semigroup in some Banach space, the fractional equation governing the time-changed process involves a time fractional operator of Riemann-Liouville type. In [90] , the author considers C 0 -semigroups and the fractional operator in time of Caputo type. Previous works focus on pseudodifferential operators ([71], for example) or integro-differential operators ( [62] ). We follow a different approach based on the simple relation (5.8) below which turns out to play a key role also in the proof of the main results of our work (see formula (6.1) below).
Theorem 5.2. The function (5.4 ) is the unique strong solution in L 2 (E, m) to (5.3) in the sense that:
P r o o f. From Theorem 5.1, the λ-potential of the time-changed process is given by
from which we obtain the useful identity
Since P t is strongly continuous, we have:
Thus, AR λ f = R λ Af and we obtain the identity
Notice that, for λ > 0, we have that
and, let g = Af ,
Under the assumptions above on A (and therefore on P t ), from the Dynkin's formula, the process
is a martingale under (P x ) x∈E (the martingale problem is uniquely solvable, see [28] for instance). After simple manipulation, we obtain that
and we find a solution in L 2 (E, m). We prove uniqueness of the solution by considering
where u is a solution to (5.3) with
Then, u * solves (5.3) with u * (0, x) = 0. Let us assume that v 1 and v 2 are two different solutions to ∂ t v = Av with initial datum f . The operator D Φ t is uniquely defined by its Laplace symbol. Then, from the uniqueness of the Laplace transform and Theorem 5.1, we can write from (4.4),
From the uniqueness on L 2 (E, m) of the solution v we have that
and this concludes the proof.
Remark 5.1. In [71] the authors study mild solutions (in a sense specified in the paper) for space-time pseudo-differential equations. In [29] the author proves existence and uniqueness of strong solutions to general time fractional equations with initial data f ∈ D(A). In [32] the authors establish existence and uniqueness for weak solutions and initial data f ∈ L 2 .
Remark 5.2. As also pointed out recently in [29] , X Φ can have infinite lifetime. Indeed, we have that
and then
Notice that the process X Φ could have a finite lifetime and an infinite mean lifetime. If P t is conservative, P x (ζ > t) = 1 for all t ≥ 0 and the mean lifetime if obviously infinite. Indeed, if P x (X t ∈ E) = 1, then R Φ λ 1 E (x) = 1/λ. On the other hand, the fact that P x (X t ∈ E ∂ ) = 1 says that P x (ζ > t) ≤ 1.
Let ζ be exponentially distributed with some parameter c > 0 independently from the starting point x ∈ E. Then, E[ζ] = 1/c < ∞. We exactly have that
By considering f (s) = e −cs in Theorem 5.1, we obtain
, λ > Φ −1 (c) whose asymptotic behaviour agrees with (5.9).
Main results
Let X with generator (A, D(A) ) be the process on (E, B(E) associated with the Dirichlet form (E, F), F = D(E) on L 2 (E, m). Let X n and X Φ,n be sequences of processes as introduced in the previous sections. The processes X n on (E n , B(E n )) with generator (A n , D(A n )) are associated with the Dirichlet forms (E n , F n ), F n = D(E n ) on L 2 (E n , m). Let us write the sequences of λ-potentials P r o o f. First we consider the sequence G n λ . From Theorem 2.1, we have convergence of the forms E n if and only if we have convergence of the associated resolvents G n λ and the corresponding semigroups T n t . Since G n λ is a quasi continuous version of R n λ which is related to R Φ,n λ by formula (6.1), we can easily obtain by formula (5.8) , that G Φ,n λ → G Φ λ in the strong operator topology of L 2 (F, m). By the uniqueness of the Laplace transform we obtain the last characterization.
2
Convergence of semigroups P n t (the quasi continuous version of T n t ) implies convergence of the finite dimensional distributions, indeed from the Markov property we have that The sequence X n on F is right-continuous with no discontinuity other than jumps and converges to a process X on F with generator (A, D(A)) associated with (E, F) on L 2 (F, m). Indeed, (E, F) is a regular Dirichlet form on L 2 (F, m), then there exists X which is an Hunt process with an m-symmetric transition function so that (E, F) is the Dirichlet form of the transition function of X ([30, Theorem 1.5.1]).
P r o o f. From the M -convergence of the forms we have that P n t f → P t f strongly in L 2 (E, m), see Theorem 2.2. We use Theorem 17.25 (Trotter, Sova, Kurtz, Mackevičius) in [46] by means of which we have that strong convergence of semigroups (Feller semigroups) is equivalent to weak convergence of measures if X n 0 → X 0 in distribution in E. So, we obtain that X n d → X in D. By Theorem 6.2 and the convergence in distribution of (X n , L), we conclude that X Φ,n d → X Φ in D.
and therefore, ∀ f ∈ D(A). Thus, P Φ,n t → P Φ t in the strong operator topology of L 2 (E, m) uniformly on every interval 0 < t ≤ t 1 . So, by Theorem 6.1 we obtain the convergence of E n . 2 Remark 6.1. We observe that our result can be extended to fractional operators characterized by a sequence Φ n converging to Φ. Indeed, Theorem 6.2 holds by considering a sequence L n associated with Φ n (in this direction some results have been proved in [33] by considering only subordination of symmetric Markov processes). We note that we can consider varying Hilbert spaces by using generalized Mosco convergence ( [55, 58] ). Remark 6.2. Let us consider the process Z t , t ≥ 0, governed by the fractional problem
where Ψ has a representation (4.1) with k = d = 0 for some Lévy measure.
Let L be the inverse of H with symbol Φ as in the previous sections. Let L * be the inverse to H * with symbol Ψ. Assume that H ⊥ H * . Let us consider the time changes V = L * • L and Y = H * • L.
Then Z can be represented through subordination (by H * ) and time-
is the λ−potential associated with (6.2). We notice that
which generalizes (5.8) and it is related to
Applications and further results
We point out that Theorems 6.1 and 6.3 allow us to obtain asymptotic results for fractional equations via M-convergences of the corresponding energy forms or via Γ-convergence if the forms are asymptotically compact (see Section 2). Now we focus our attention on some asymptotic results obtained previously by the authors just to give to the readers few simple examples. 7.1. Asymptotic for skew diffusions on regular domains. We consider the results in [21] which can be associated with the sequence X n and obtain results as in the previous sections for X Φ,n driven by the time fractional equation (5.3) .
Let Ω q with radius q = l, , r where r = + and > 0, be the balls centred at the same point and such that Ω l ⊂ Ω ⊂ Ω r . Let B 1 , B 2 be two independent Brownian motions and define the process (see the generator (7.7) below)
Moreover, we require that B (α,η) is killed on ∂Ω l and ∂Ω r . Since we have different variances depending on η > 0, we refer to the process B (α,η) as a modified process. Obviously, α ∈ (0, 1) is the skewness parameter and B (α,η) is called (modified) skew process. We write α = α n , η = η n , = n by underling the dependence from n (α n → 0, η n → 0 and n → 0 as n → ∞) and we consider the collapsing domain Σ (that is, with vanishing thickness ). Our aim is to study a killed diffusion on Ω r \ Ω l with skew condition on ∂Ω and different behaviour in Σ = Ω r \ Ω and Ω \ Ω l under the assumption
The classical case α = η has been extensively investigated in literature (see for example [1, 18, 19] and the references therein): in this case, the condition (7.1) becomes trivial. Our new result is concerned with the asymptotic analysis obtained under (7.1) with α = η. In particular, we have obtained in [21] the following result in R 2 for the elliptic problem (7.3) below.
Under (7.1), we have that
where M t := 1 (t<τ ) with τ := inf{s > 0 : B
We are interested in the asymptotic analysis (as n → ∞) of the solution
on the collapsing domain Ω r under condition (7.1). We have the transmission condition u| ∂Ω − = u| ∂Ω + continuity on the boundary, (7.4)
where ∂ ν u is the normal derivative of u and D(A n ) = {g, A n g ∈ C b : g| ∂Ω l = g| ∂Ωr = 0, g satisfies (7.4), (7.5)}. (7.6)
The infinitesimal generator
can be written as follows
We consider the measure dm = 1/ρ(x)dx (where we denoted by dx the Lebesgue measure on R d ) under the assumption that (7.1) holds true. Let F be an open regular domain such that F ⊃ Ω r . We have studied in [21] the Mosco convergence of the sequence of energy forms in L 2 (F )
otherwise in L 2 (F ) (7.11) according with α/ → c ∈ [0, ∞] as n → ∞ (see [21] for details, Theorem 6.1, Theorem 6.2, Theorem 6.3).
In the setting of the previous sections we have the sequence X n = B (α,η) on E n = Ω r \ Ω l is a modified skew Brownian motion with the boundary conditions prescribed above.
Theorem 7.2. Let the setting of Theorem 7.1 prevails. The solution to (5.3) with (A n , D(A n )) given in (7.8) and (7.6) is
is the solution to (5.3) with (A, D(A)) where A is the Dirichlet Laplacian if α/ → ∞, the Neumann Laplacian if α/ → 0, the Robin Laplacian if α/ → c ∈ (0, ∞). Moreover, under (7.1), we have that
P r o o f. From Theorem 5.2 we obtain the solution to (5.3) with A n and A. From Theorem 6.3 we obtain the asymptotic results. Formula (7.12) can be obtained by the convergence of the solutions.
2 We have that (see also (4.5) and (4.6)),
dt where V is an exponential random variable independent from X n and L with P(V > v) = e −cv and c = lim →0 α/ . Then, we obtain
We 
Further examples.
The previous example is given for a regular domain. A similar example can be given for domains with fractal boundaries as in [22] where the authors have obtained asymptotic results for skew Brownian diffusions across Koch interfaces by using M −convergence results proved in [20] , [24] , [25] . We recall that M −convergence results have been obtained on fractal structures in order to study several boundary value problems ( [2] , [23] , [59] , [60] , [61] ), reinforcement problems for variational inequalities ( [26] ), dynamical quasi-filling fractal layers, layered fractal fibers and potentials ( [27] , [77] , [78] ).
Moreover, we point out that M −convergence results have been obtained also for non-local Dirichlet forms (see, for example, [9] and [31] ) and then we can apply the theory developed in the present paper also in this framework (for example in the asymptotic study of jump-processes).
Finally, we remark that Theorems 6.1 and 6.3 allow us to obtain asymptotic results for fractional equations also via Γ-convergence if the corresponding forms are asymptotically compact (see, for some examples and applications, [17] and [34] ).
