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Abstract
In the family of area-contracting He´non-like maps with zero topo-
logical entropy we show that there are maps with infinitely many mod-
uli of stability. Thus one cannot find all the possible topological types
for non-chaotic area-contracting He´non-like maps in a family with
finitely many parameters. A similar result, but for the chaotic maps
in the family, became part of the folklore a short time after He´non
used such maps to produce what was soon conjectured to be the first
non-hyperbolic strange attractor in R2. Our proof uses recent results
about infinitely renormalisable area-contracting He´non-like maps; it
suggests that the number of parameters needed to represent all possi-
ble topological types for area-contracting He´non-like maps whose sets
of periods of their periodic orbits are finite (and in particular are equal
to {1, 2, . . . , 2n−1} or an initial segment of this n-tuple) increases with
the number of periods. In comparison, among Ck-embeddings of the
2-disk with k ≥ 1, the maximal moduli number for non-chaotic but
non area-contracting maps in the interior of the set of zero-entropy is
infinite.
1 Introduction
In this paper we prove the following theorem:
Theorem 1.1 (Zero entropy He´non-like maps have infinite modulus). The
area-contracting He´non-like maps with zero topological entropy form a fam-
ily of diffeomorphisms with infinitely many moduli. In particular, infinitely
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many parameters are needed to exhaust all the possible topological types, even
if one only considers the non-chaotic part of that family.
Here chaos means topological chaos, or in more technical terms, positive
topological entropy. Before commencing we will need a few more words
to explain this result, and why it is important in the theory of dynamical
systems. We will not get into the issue of which parts of the boundary of
zero entropy, in the set of continuous self-maps on a space, is made of maps
with zero entropy, a deep issue that depends on the smoothness class and on
dimension (for a review, see, e.g., [14]).
In 1978 Jacob Palis [16] discovered a pair of new invariants of topological
conjugacy, one for flows and one for diffeomorphisms and embeddings on two-
dimensional manifolds. Assuming pu and ps are saddle points (critical points
if we consider a flow {φt} , periodic points if we consider a diffeomorphism or
an embedding F ) we further assume that there is a tangency (of any contact
order – the manifolds may even coincide) between the unstable manifold
W u(pu) of pu and the stable manifold W
s(ps) of ps. We note it is possible
that pu = ps.
We will only be concerned with diffeomorphisms in this paper. Inciden-
tally, we notice that for flows one gets back to the diffeomorphism case by
considering, e.g., the time one map F = φ1 that, in particular, turns the
critical points of {φt} (as well perhaps as some periodic orbits of the flow)
into fixed-points of F .
The Palis invariant is the real number
P = PF :pu,ps =
log |λ|
log |µ|
(1.1)
where λ ∈ (−1, 1) is the stable eigenvalue of (the linearised maps at) pu and
µ ∈ (−∞,−1) ∪ (1,∞) is the unstable eigenvalue of (the linearised maps
at) ps. In order to simplify the discussion, we assume from now on that all
eigenvalues of the linearised maps near pu and ps are positive, without loss of
generality since otherwise we can consider G = F 2 and remember the original
signs.
Assume now that no special condition is imposed that may generate con-
straints that would limit the possible values of P (such as, e.g., reversibility
if pu = ps = O in the case of a flow such that O is invariant under the re-
versibility symmetry). Then the Palis invariant can be varied continuously,
effectively giving rise to an arc (i.e., a continuous one-parameter family) of
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distinct topological types parametrised by P . Such a situation, when it oc-
curs for some numerical invariant I, is often referred to by saying that there
is a modulus (of topological conjugacy) associated with the invariant I; one
can then also say that the modulus is attached to the map.
More generally, one says that the number of moduli is finite when a finite
number of numerical invariants can be prescribed independently of each other
and this number is maximal, in that any additional numerical invariant will
not independently vary with respect to the others. Otherwise we say the
number of moduli is infinite.
In some contexts one might be interested in studying topological invari-
ants in continuous families of homeomorphisms or diffeomorphisms, but since
the Palis invariant is made out of smooth data, we will only consider C1-
families of Ck-diffeomorphisms with k ≥ 1, so that at least the maps and
their derivatives each vary continuously. Accordingly, the number of mod-
uli of a map, if finite, is the minimal number of parameters needed to get
representatives of all the topological types (i.e., the classes of topological con-
jugacy) in a C1-neighborhood of the map. If the number of moduli is infinite,
one needs infinitely many parameters, or one can also say that no C1-family
depending on finitely many parameters will contain all the topological types
existing in any C1-neighborhood of the map.
Since the Palis invariant is expressed as a function of two eigenvalues,
it looks a priori like a smooth invariant. If it was only that, there would
be no interest in this ratio since all eigenvalues are themselves invariant
under smooth conjugacy, i.e., under smooth changes of variables (by a trivial
application of the chain rule). Thus, the topological character is both what
makes the Palis invariant important and what makes it surprising.
Anyone who has learned about this unexpected invariant and knows about
the Newhouse phenomenon (i.e., the abundance of non-degenerate tangen-
cies under mild conditions between some stable and unstable manifolds as
described in Newhouse’s thesis and reported in [15]) would immediately guess
that it is possible to construct a diffeomorphism with infinitely many mod-
uli by assembling these two ingredients. As the reader may know or have
guessed, Palis indicated how to proceed to get such an example in the same
paper [16] where he first reported on this invariant. He indicated how to
construct examples of maps whose complete topological unfolding cannot be
contained in a family of maps that depends on only finitely many parame-
ters. Roughly speaking, in [16] Palis uses the theory of Newhouse inductively
to construct infinitely many simultaneous tangencies at successively smaller
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and smaller scales, in such a way that each tangency carries a modulus that
is independent of the previous ones. From there one gets, without too much
effort, that the family of He´non-like maps with positive topological entropy
(see, e.g., in [1], [10], [11]) contains maps having infinitely many moduli, a
folklore fact that has been announced by many.
To give proper credit on the issue of having infinite modality we point out
that, as reported in [16], an earlier example was constructed by Robinson and
Williams [17] using different ideas. One indispensable feature in the dealings
with both examples is that they must have positive topological entropy. Also
notice that a theorem of de Melo and van Strien [12] gives necessary and
sufficient conditions for the presence of finitely many moduli in the closure
of Axiom A diffeomorphisms satisfying the no-cycles condition. This leaves
open the question:
Q1: “Does there exist a zero topological entropy embedding of the closed
2-disk with infinitely many moduli?”
In other words: does there exist a non-chaotic diffeomorphism (i.e., one
with zero topological entropy) whose complete topological unfolding cannot
be produced by any family of maps that would depend only on finitely many
parameters? Since maps with complicated dynamics have many topological
features that might change independently, it seems likely that simpler dynam-
ics (in particular, topological entropy zero) makes it more difficult to have
examples requiring infinitely many parameters to unfold all possible topolog-
ical types. Yet it is known at least since Zehnder’s Theorem on homoclinic
orbits [19], that regular behavior can be easily perturbed to chaotic behavior
for conservative systems, and we will see below that the above question has
an easy positive answer based on ideas that are at least implicit in [5].
Thus, a better question seems to be:
Q2: “Does there exist an area-contracting zero topological entropy embedding
of the closed 2-disk with infinitely many moduli?”
Another reason to prefer question Q2 is the importance of attractors
not only in dynamics but also in its applications to various scientific disci-
plines. In this paper we construct examples of families of area-contracting
embeddings of the two-disk (and more precisely uniformly area-contracting
embeddings that contract volume with a definite rate bounded from above
by some positive ρ < 1) that have infinitely many moduli but zero entropy
(in fact these maps are on the boundary of chaos, as we shall see). The
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area contraction hypothesis is, as we explain below, what makes the problem
somewhat non-trivial.
Recall that an embedding F is Kupka-Smale (or KS for short) if all
periodic points are hyperbolic and each intersection between the invariant
manifolds of those periodic points is transverse. We say that F is Ω-Kupka-
Smale (or Ω-KS for short) if all the periodic orbits of F are hyperbolic, and
hence would (individually) survive any C1-small enough perturbation of F .
If there are infinitely many periodic orbits, it might still be the case that an
arbitrarily small perturbation destroys some of them: KS describes the most
obvious necessary conditions for structural stability (the property that maps
C1-near some map G are topologically conjugate to G), yet KS is not enough
to guarantee structural stability.
Notice that, by definition, structurally stable diffeomorphisms have a zero
number of moduli, so one may expect that the Ω-KS property makes a pos-
itive answer to Q2 more unlikely, and this might be the case in the con-
servative setting. However, the area-contracting examples that we construct
are Ω-KS. The KS version of the maps that we consider were used in [3] to
build the first example of a C∞-KS-diffeomorphism of the 2-sphere without
sources or sinks. Obviously, only the Ω-KS part of KS can be imposed when
considering the Palis invariant.
As previously mentioned, it had been known for some time that the Palis
invariant causes He´non-like maps to depend on infinitely parameters when the
topological entropy is positive. Thus, except to point out where the novelty
of our results lie, the “boundary of chaos” (boundary of zero entropy) does
not need to be mentioned in the statement of our theorem. Yet, being at the
boundary of chaos is indispensable in the construction that we will present
and which differs considerably from the methods used for chaotic maps.
Let us now come back to Q1 and in fact abandon the Ω-KS and the area-
contracting conditions. Consider then an annulus map FA that leaves the
circles Cr of constant radius r invariant, and twists each such circle Cr by an
angle θ(r) so that the smooth function θ(r) has infinitely many maxima and
minima: the values of θ(r) at these extrema are topological invariants and
provide the moduli that we are looking for. The θ(r)-controlled examples
have quite mild dynamics but they are nevertheless at the boundary of chaos
in the conservative case, at least in the real-analytic case where this follows
from a classical result by Zehnder [19]. So we arrive at another question that
has been even more well-circulated than Q2 although it has, as we shall see,
a simple answer.
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Q3: “Does there exist a diffeomorphism of the plane, or a part of it, with
infinitely many moduli and which lies in the interior of the set of maps with
zero topological entropy?”.
The answer is “yes” since examples are easily constructed in the non-
conservative version of the annulus maps that we have just mentioned. Nor-
mal hyperbolicity (contraction toward or expansion from the invariant circles)
allows us to have stably invariant circles on which rotation numbers can be
varied at will but in a controlled way. The only thing thats needs to be
checked is that we can vary the rotation numbers on infinitely many invari-
ant curves, and when they accumulate this variation is sufficiently smooth.
So the interesting problem from this line of questioning seems to be:
Q4: “Does there exist a diffeomorphism or embedding of the closed 2-disk
that contracts volume with a ratio bounded from above by some ρ < 1 and
which has infinitely many moduli but lies in the interior of the set of maps
with zero topological entropy?”.
This question we will leave open as we suspect that its solution would
need some new ideas. We conjecture that the answer is “no” (and will use
the fact that the truth of a conjecture is quite often much less relevant than
the formulation of the corresponding question).
In this paper, as in [3], [1], [10], [11], by He´non-like maps we mean a
particular class of maps that resemble the 2-parameter maps introduced by
Michel He´non in 1976 to give an early numerical example of what seemed
to be a non-hyperbolic strange attractor in the plane. He´non-like maps are
a prototype of horseshoe forming maps when one varies some parameter(s),
hence their importance in (low dimensional) dynamics. Our construction
answering Q2 uses the fine knowledge of the structure of strongly dissipative
He´non-like maps at the accumulation of a cascade of period doubling bifurca-
tions that has recently been reported in [1], [10], and [11]. Our construction
uses infinitely renormalisable He´non-like maps that are very dissipative and
at the boundary of chaos (also at the boundary of the Morse-Smale diffeo-
morphisms), hence zero entropy maps that possess periodic orbits whose set
of periods is exactly the set of powers of 2. Successive but not contiguous
pairs of these orbits permit us to build independently varying Palis invari-
ants. As we can do this an arbitrary number of times we find the infinite
number of moduli with zero entropy that we seek.
The rest of the paper is organised as follows. In Section 2 we recall the
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relevant definitions and other ingredients necessary for our construction. The
construction is then presented in Section 3. More precisely, in Subsection 3.1
we construct families of infinitely renormalisable He´non-like maps. For a
fixed parameter value the He´non-like map possesses a prescribed collection
of heteroclinic tangencies. Then in Subsection 3.2 we use these markings to
inductively construct families with arbitrarily many moduli which we prove
to be independent of one another. Finally, in Subsection 3.3 we use this
second family to construct a tangency family, i.e., a family where the marked
tangencies persist for all parameters (see Section A for more details).
2 Preliminaries
2.1 Notations and Conventions
Let πx, πy : R
2 → R denote the projections onto the x- and y-coordinates
respectively. We will identify these with their extensions to C2. Given points
a, b ∈ R we will denote the closed interval between a and b by [a, b] = [b, a].
Given a diffeomorphism F of the plane (or a surface) with a periodic
saddle p for any distinct pair of points r0, r1 ∈ W
u(p) we denote the minimal
closed subarc of W u(p) containing r0 and r1 by [r0, r1]
u. For r0, r1 ∈ W
s(p)
define [r0, r1]
s likewise. Given a closed topological disk D whose boundary
consists of subarcs of stable and unstable manifolds let ∂uD denote the union
of closed boundary subarcs lying in unstable manifolds and ∂sD denote the
union of closed boundary subarcs lying in stable manifolds.
Finally given a function F we will denote the derivative by DF and the
derivative with respect to the variable b, x, y, etc. by ∂bF , ∂xF , ∂yF , etc.
Given a map F of the (x, y)-plane, depending upon a parameter b, we will
occasionally denote the derivative with respect to the spacial variables x and
y by ∂x,yF .
2.2 Unimodal Maps
In this and all following sections we will adopt the notation and terminol-
ogy from [7] with minor simplifications stated below, which we can make as
we will only consider period-doubling combinatorics. Let r ∈ {3, . . . ,∞}.
Denote by U r the space of maps f ∈ Endr([0, 1]) satisfying the following
properties:
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(i) f has a unique critical point c0 = c(f) which is nondegenerate
and lies in (0, 1);
(ii) f is orientation-preserving to the left of c0 and orientation-reversing
to the right of c0;
(iii) f(∂[0, 1]) ⊂ [0, 1];
(iv) there is a unique expanding fixed-point in the interior of [0, 1];
(v) the critical point is bounded from the critical value by a uniform
constant.1
Given Ω ⊂ C, an open topological disk containing [0, 1], denote by UωΩ the
space of maps f ∈ Endω([0, 1]) satisfying properties (i)–(v) and the additional
property:
(vi) f admits a holomorphic extension to the domain Ω, upon which
it can be factored as ψ ◦ Q ◦ ι where ι : [0, 1] → [−a, 1] is the
unique orientation-preserving affine bijection between those do-
mains, Q : C→ C is given by Q(z) = 1− z2 and ψ : Q◦ ι(Ω)→ C
is univalent and fixes the real axis;
Definition 2.1 (renormalisable). A map f in U r (respectively, UωΩ) is renor-
malisable if
(i) there is a subinterval J0 ⊂ [0, 1] containing the critical point
such that f 2(J0) ⊂ J0;
(ii) the interiors of the subintervals J0 and J1 = f(J0) are pairwise
disjoint;
(iii) the map
Rf = h−1 ◦ f 2 ◦ h (2.1)
is an element of U r (respectively UωΩ) for some affine bijection h
from [0, 1] to J0. Note there are exactly two such affine bijections,
but there will only be one such thatRf is in U r (respectively UωΩ);
1If this bound is sufficiently large a neighbourhood of the renormalisation fixed-point
will be contained in this space.
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The unimodal map Rf is called the renormalisation of f and the operator
R is called the renormalisation operator.
Let U r0 and U
ω
Ω,0 denote the respective subspaces of U
r and UωΩ consisting
of maps which are renormalisable. Recall that the operator R possesses a
unique fixed-point, which we denote by f∗. This unimodal map is analytic
and lies in UωΩ,0 for an appropriately chosen Ω. Moreover, f∗ is a hyperbolic
fixed-point of the operator R with codimension-one stable manifold, and
one-dimensional stable manifold.
2.3 He´non-like Maps
Let ε¯ ∈ [0, 1). Denote by Hr(ε¯) the space of Cr-diffeomorphisms onto their
images F : [0, 1]2 → R2 expressible as
F (x, y) = (f(x)− ε(x, y), x) (2.2)
where f ∈ U r and ε ∈ Cr ([0, 1]2,R≥0) satisfies
(i) ε(x, 0) = 0
(ii) |ε|Cr,[0,1]2 ≤ ε¯
Given Ω = Ωx × Ωy ⊂ C
2, an open topological bidisk containing [0, 1]2,
denote by HωΩ(ε¯) the space of analytic diffeomorphisms onto their images
F : [0, 1]2 → R2 admitting a holomorphic extension to Ω, which are express-
ible in the form (2.2) where f ∈ UωΩx and ε ∈ C
ω ([0, 1]2,R≥0) satisfies prop-
erty (i) above together with
(ii)ω ε admits a holomorphic extension to Ω on which |ε|Ω ≤ ε¯, where
|−|Ω denotes the sup-norm on Ω.
We call the map ε a thickening or a ε¯-thickening if we want to emphasise its
thickness ε¯ > 0. Denote by Hr the union of all Hr(ε¯). Define HωΩ similarly.
Denote by Hr(0) the subspace of the boundary of Hr consisting of maps
whose thickening is identically zero. Again, define HωΩ(0) similarly. We call
such maps degenerate He´non-like maps.
Observe that the unimodal renormalisation operator R on U r induces
an operator, which we also denote by R, on a subspace Hr0(0) of H
r(0).
Similarly the renormalisation R acting on UωΩx induces an operator on a
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subspace HωΩ,0(0) of H
ω
Ω(0). In the analytic setting, a dynamical extension
of this operator was constructed in [1, Section 3.5]. More precisely it was
shown that, for some (small) ǫ¯ > 0, and some choice of bidisk Ω ⊂ C2, there
exists a non-trivial open subspace HωΩ,0(ǫ¯) ⊂ H
ω
Ω(ǫ¯) of maps F satisfying
the following property: there exists a unique non-flip saddle fixed-point p0
(necessarily lying on the boundary of [0, 1]2) and a unique flip saddle fixed-
point p1 (lying in the interior of [0, 1]
2). Additionally, there exists an open
subset B0 ⊂ [0, 1]2, containing p1 in its boundary, with the property that
B1 = F (B0) and B0 are disjoint and F 2(B0)∩B0 is nonempty and connected.
For maps F in HωΩ,0(ǫ¯) a coordinate change Ψ: [0, 1]
2 → B0, depending upon
F , was constructed so that
RF = Ψ−1 ◦ F 2 ◦Ψ (2.3)
is again in HωΩ(ǫ¯). However, unlike in the unimodal case, the map Ψ = Ψ(F )
is a non-affine diffeomorphism onto its image. The coordinate change Ψ is
canonical and chosen so that the operator R : HωΩ,0(ǫ¯)→ H
ω
Ω(ǫ¯) is an exten-
sion of the unimodal renormalisation operator on the space of renormalisable
degenerate He´non-like maps HωΩ(0). This dynamical extension is called the
He´non renormalisation operator, or simply the renormalisation operator, on
HωΩ,0(ε¯).
Clearly the map F∗(x, y) = (f∗(x), x) is a fixed-point of this operator.
It was shown in [1, Section 4] that this fixed-point is a hyperbolic fixed-
point for the renormalisation operator and, moreover, the stable manifold
has codimension-one.
Given a renormalisable map F , consider the non-affine coordinate change
Ψ: [0, 1]2 → [0, 1]2 in more detail. It is called the scope map of F . In [11,
Section 1] it was shown that the scope map Ψ can be extended to a vertical
strip A = [0, 1]×I containing [0, 1]2, so that it remains a diffeomorphism onto
its image, and so that the image is a vertical strip contained in [0, 1]2 going
from the top boundary segment of [0, 1]2 to the bottom boundary segment.
If we set Ψ0 = Ψ and Ψ1 = F ◦Ψ then Ψw, for w ∈ {0, 1}, will be called
the w-th scope map.
Let Ir(ε¯) ⊂ Hr(ε¯) denote the subspace of infinitely renormalisable He´non-
like maps. Denote by Ir the union of all Ir(ǫ¯). Then Ir ⊂ Hr. Define
IωΩ(ε¯) ⊂ H
ω
Ω(ε¯) and I
ω
Ω ⊂ H
ω
Ω similarly. Given an infinitely renormalisable
F , either in Ir or IωΩ, we will denote the n-th renormalisation R
nF by Fn.
For w ∈ {0, 1}, let Ψwn = F
w
n ◦ Ψ(Fn) : Dom(Fn+1) → Dom(Fn) be the w-th
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scope map of Fn as defined above, where Dom(Fn) denotes the domain of
Fn. Then for w = w0 . . . wn ∈ {0, 1}
n+1 the map
Ψw = Ψw00 ◦ · · · ◦Ψ
wn
n : Dom(Fn+1)→ Dom(F0) (2.4)
is called the w-scope map. We denote the collection of all such functions by
Ψ. That is, Ψ = {Ψw}w∈{0,1}∗ where, given an alphabet W, we denote by
W∗ the set of all words of finite length over the alphabet W. With this in
mind we define the renormalisation Cantor set associated to F by
O =
⋂
n≥0
⋃
w∈{0,1}n
Ψw([0, 1]2). (2.5)
That this is a Cantor set was shown in [1]. For a point z ∈ O the corre-
sponding word w is called the address of z. In particular we define the tip
τ = τ(F ) to be the point in O with address w = 0∞. In other words
τ =
⋂
n≥1
Ψ0
n
([0, 1]2) (2.6)
This is the point which in [1] replaced the role of the critical value in the
renormalisation theory for unimodal maps. We remark that in [10] it was
shown that W (τ) =
⋂
n≥1Ψ
0
n
(An) coincides with the stable manifold of τ ,
where An = [0, 1]×In is the vertical strip which is the domain of the extended
scope map Ψ0n.
The action of F on O is metrically isomorphic to the adding machine.
Hence O has a unique F -invariant measure, µ. The Average Jacobian b =
b(F ) is then defined by
b(F ) = exp
∫
log | JacF |dµ. (2.7)
Now we can state the main result of [1], which we shall refer to as the
asymptotic formula.
Theorem 2.2. Given F ∈ IΩ(ε¯0) there exists a universal a ∈ C
ω([0, 1],R)
and universal 0 < ρ < 1, depending upon Ω only, such that
Fn(x, y) = (fn(x)− b
2na(x)y(1 + O(ρn)), x) (2.8)
where fn are unimodal maps converging exponentially to f∗, the unimodal
fixed-point of renormalisation.
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In [10] it was shown that there exists a dynamically-defined presentation
of O, which we call the topological boxing and denote by D. That is D =
{Dw}w∈{0,1}∗ is a collection of topological disks satisfying
(i) F (Dw) ⊂ D1+w for all w ∈ {0, 1}∗,
(ii) Dw and Dw
′
are disjoint for all w 6= w′ of the same length,
(iii) the disjoint union of the Dww, w ∈ {0, 1}, is a subset of Dw, for
all w ∈ {0, 1}∗,
(iv) Ow ⊂ Dw for all w ∈ {0, 1}∗,
The definition of these topological disks is as follows. The reader can com-
pare with figure 2. (We have changed notation slightly from [1] and [10] for
simplicity.) Let F be a He´non-like map in Hr or HωΩ and with a unique non-
flip saddle fixed-point p0 and unique flip saddle fixed-point p1. We say that
F is (topologically) renormalisable if W u(p0) intersects W
s(p1) in a single
orbit {ri}i∈Z (we will fix the indexing in a moment), and this intersection is
transverse.
For |ε|Ω sufficiently small we may assume that W
s
loc(p1) separates [0, 1]
2
into exactly two connected components. (This is certainly the case for a
degenerate He´non-like map; such maps have all local stable manifolds being
vertical straight lines from the top boundary arc of [0, 1]2 to the bottom
boundary arc of [0, 1]2.) It follows that there is a first intersection point, as
we travel from p0 along W
u(p0), between W
s
loc(p1) and W
u(p0). We denote
this point by r0 and define ri = F i(r0) for all i ∈ Z.
Observe that the curves [r0, r1]s and [r0, r1]u bound a region D0 with the
property that F 2(D0) ⊂ D0. If we let D1 = F (D0) then {D0, D1} form the
first level of the topological boxing of F .
In the case when F is infinitely renormalisable the same argument can be
applied to the n-th renormalisation Fn, for each positive integer n. This time,
compare with figure 1. Namely, there exists a non-flip saddle fixed-point p0,n
and a flip saddle fixed-point p1,n such that W
u(p0,n) and W
s(p1,n) have in-
tersection equal to a single orbit {rin}i∈Z and this intersection is transverse.
Here the indexing is chosen so that, again, the first intersection point, trav-
elling from p0,n along W
u(p0,n), between W
u(p0,n) and W
s(p1,n) is r
0
n. Then
the curves [r0n, r
1
n]
s and [r0n, r
1
n]
u again bound a region D0n with the property
that F 2n(D
0
n) ⊂ D
0
n. As before we set D
1
n = Fn(D
0
n).
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Applying the scope maps then gives us the complete topological boxing.
Namely, given w ∈ {0, 1}n and w ∈ {0, 1} we define Dww = Ψw(Dw). We
then define the topological boxing by D = {Dw}w∈{0,1}∗ .
2.4 The Average Jacobian as a Topological Invariant
Consider the following construction from [10]. We observe that the construc-
tion also works in the Cr-category. However, for expositional simplicity we
restrict ourselves to the analytic case. Let F ∈ HωΩ,0(ǫ¯). Define
M = [p1, r
0]s ∪ F−1
(
[p1, r
0]s
)
∪ F−2
(
[p1, r
0]s
)
(2.9)
Then, for ǫ¯ sufficiently small, M consists of four connected components
Mi, i = −2,−1, 0, 1 indexed so that
• M0 = W
s
loc(p1)
• M1 ∩W
u(p0) = ∅
• Mi ∩W
u(p0) = {r
i} for i = −1,−2
We refer the reader to figure 2. If F is n-times renormalisable we can similarly
define
Mn = [p1,n, r
0
n]
s ∪ F−1n
(
[p1,n, r
0
n]
s
)
∪ F−2n
(
[p1,n, r
0
n]
s
)
(2.10)
Mn consists of four connected components Mi,n, i = −2,−1, 0, 1 indexed so
that
• M0,n =W
s
loc(p1,n)
• M1,n ∩W
u(p0,n) = ∅
• Mi,n ∩W
u(p0,n) = {r
i
n} for i = −1,−2
Finally, let M0
n
i = Ψ
0n(Mi,n) for i = −2,−1, 0, 1 and n ∈ N. We wish to
know how M0
n
i accumulates upon the tip τ of F . For |ε|Ω sufficiently small
observe thatW sloc(τ) separates [0, 1]
2 into exactly two connected components.
It also separates D0 into two connected components. Let D(τ) denote the
connected component of D0 \W sloc(τ) not containing p1. Define
κF = min
{
k ∈ N : D(τ) ∩M0
k
1 6= ∅
}
(2.11)
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Figure 2: The extended stable manifold
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and
κF = lim
n→∞
κRnF
2n
(2.12)
whenever the limit exists. Then the following was shown in [10].
Theorem 2.3 (Lyubich–Martens). There exists ǫ¯ > 0 and a bidisk Ω con-
taining [0, 1]2 such that the following holds: Let F ∈ IωΩ(ǫ¯). Then
κF =
1
2
log b
log σ
(2.13)
where b = bF > 0 denotes the average Jacobian of F and σ denotes the
one-dimensional period-doubling scaling ratio.
Remark 2.4. This shows in particular, since κRnF is a topological invariant
of F for each n > 0, that the average Jacobian is a topological invariant.
Recall the following definition from [10]. Given F ∈ Ir we say that F
possesses an (m,n)-heteroclinic tangency if there exists a point of tangency
qm,n between W
u(pm) and W
s(pn), where pm and pn denote the periodic
orbits of periods 2m and 2n respectively.
Lemma 2.5. Given [bmin, bmax] ⊂ [0, b¯) let F ∈ C
1([bmin, bmax], I
ω
Ω) be a one-
parameter family parametrised by the average Jacobian. For any positive
integer N there exist integers m and n satisfying N < m < n and a parameter
b ∈ [bmin, bmax] such that Fb possesses an (m,n)-heteroclinic tangency qm,n ∈
W u(pm) ∩W
s(pn).
Proof. Given a family Fb as above, we denote by Fκ the reparametrisation of
the family by the invariant κ. By Theorem 2.3 such a smooth reparametri-
sation exists and, moreover, satisfies κFκ = κ.
Given an interval [κmin,κmax], denote its length by l. By definition 2.12
and Theorem 2.3 (which shows the limit in the definition of κ exists) when-
ever a positive integer m is sufficiently large
∣∣∣κ− κRmFκ
2m
∣∣∣ < l
3
(2.14)
for all κ ∈ [κmin,κmax]. Consequently there exists an positive integer N > 0
such that ∣∣∣κRmFκmax
2m
−
κRmFκmin
2m
∣∣∣ > l − 2l
3
=
l
3
(2.15)
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whenever m > N . By increasing N if necessary, we may further assume that
2ml/3 > 1 for all m > N . Then it follows that∣∣κRmFκmax − κRmFκmin
∣∣ > 1 (2.16)
for all m > N . By continuity this implies that for any m > N there exists
a parameter κ ∈ [κmin,κmax] such that, for the corresponding map R
mFκ,
the arc ∂uDm(τm) ⊂ W
u(p0,m) is tangent to the curve M
0n
1,m ⊂ W
s(pm+n,m)
(where for simplicity we write n = κRmFκ). Denote this point of tangency
by q0,m+n;m.
By taking the diffeomorphic image of these objects under the scope map
Ψ0
m
, it follows that the diffeomorphism Fκ possesses a heteroclinic tangency
qm,n;0 = Ψ
0m(q0,m+n;m) between the saddles pm,0 and pn,0.
Remark 2.6. It follows from the argument above that the unstable arc
[pm,0, qm,n;0]
u = Ψ0
m
([p0,m, q0,m+n;m]
u) does not intersect any of the pieces of
depth n + 2 or greater.
It also follows that the stable arc [qm,n;0, pn,0]
s, when intersected with D0
m
consists of finitely many arcs passing from the top of D0
m
to the bottom
together with one arc from qm,n to the boundary and one arc from pn,0 to the
boundary.
These arcs are disjoint from any piece of depth n + 2 and therefore the
whole arc [qm,n;0, pn,0]
s does not intersect any piece of depth n+2 or greater.
2.5 Saddle Connections
Next we consider another invariant of topological conjugacy discovered by
Palis [16]. Let F be an orientation-preserving diffeomorphism of the plane
(or a surface) for which there exists
(i) fixed saddles p0 and p1 (not necessarily distinct)
(ii) a point q ∈ W u(p0) ∩W
s(p1) such that W
u(p0) 6⋔q W
s(p1)
Let λsj and λ
u
j denote respectively the contracting and expanding eigenvalues
of DF at pj , where j = 0 or 1. Then Palis showed the following (see also [4]
for the proof).
Theorem 2.7 (Palis [16]). Given F , p0 and p1 as above the quantity
PF :p0,p1 =
log |λs0|
log |λu1 |
(2.17)
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is a topological invariant. Consequently, if the orientation-preserving diffeo-
morphism F ′ is topologically conjugate to F with corresponding saddles p′i,
then PF ′:p′0,p′1 = PF :p0,p1.
Remark 2.8. The above can be generalised to periodic saddles by taking a
sufficiently large iterate of F . Then the above ratio would have the factor
n1/n0 in front, where ni is the period of pi. However, since the periods
are also topologically invariant data we can forget this factor and consider
PF :p0,p1 defined as above in this case too.
Let F ∈ Hr have periodic saddle points p0 and p1 as above. As hyper-
bolicity is an open property, there exists a neighbourhood P = PF :p0,p1 of F
in Hr such that the saddles p0 and p1 persist. Therefore PF :p0,p1 extends to
a well-defined map
PF :p0,p1 : PF :p0,p1 ⊂ H
r → R (2.18)
Note that this map is not a topological invariant on all of PF :p0,p1. How-
ever, there exists a subspace QF :p0,p1,q ⊂ PF :p0,p1 containing diffeomorphisms
F ′ such that, the continuations p′0 and p
′
1 of the saddles p0 and p1 respectively
possess a tangency q′ between the relevant stable and unstable manifolds.
Hence the restriction PF :p0,p1 : QF,p0,p1 → R
d is a topological invariant and
will be called the Palis map with markings F, p0, p1.
Proposition 2.9. For any choice of F ∈ Hr with a saddle connection as
above there exists a neighbourhood P ⊂ Hr containing F such that PF :p0,p1 ∈
C1(P,Rd).
Proof. This follows immediately from the definition (2.18) above and the
fact that derivatives of hyperbolic fixed-points have eigenvalues which vary
smoothly.
Fix an open neighbourhood W of q not containing p0 or p1. Let
• l denote the connected component of W s(p1) ∩W containing q
• l¯ denote the arc of minimal length in W s(p1) containing p1 and l
• k denote the connected component of W u(p0) ∩W containing q
• k¯ denote the arc of minimal length in W u(p0) containing p0 and k
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Definition 2.10. A coordinate change β : (W, q) → (R2, 0) is horizontal if
for some a ≥ 2,
• β preserves horizontal lines
• β(l) ⊂ {x = 0}
• β(k) ⊂ {x = −|y|a}
The coordinate change is vertical if for some a ≥ 2,
• β preserves vertical lines
• β(k) ⊂ {y = 0}
• β(l) ⊂ {y = −|x|a}
Remark 2.11. The (m,n)-heteroclinic tangency q constructed in Section 2.4
has the property that in a neighbourhood of q, the components of W u(pm)
andW s(pn) passing though q are graphs over the y-axis, and that their preim-
ages are graphs over the x-axis. From this it can be shown that there exists
a horizontal change of coordinates at q and a vertical change of coordinates
as above.
Let W ⊂ PF,p0,p1 denote the set of He´non-like diffeomorphisms F
′ such that
p0 is also a fixed-point of F
′, and such that l¯ ⊂W u(p0;F
′).
Remark 2.12. If we did not restrict our attention toW we would construct,
for F ′ ∈ PF,p0,p1, a coordinate change βF ′ so that βF ′(lF ′) = {x = 0}. How-
ever, as the perturbations we will need to make later will leave F unchanged
in a neighbourhood of l¯ we will consider this simplified case only.
Proposition 2.13. Let F , p0, p1, and q be as above. There exists ǫ > 0 such
that any C2-ǫ-small perturbation F ′ ∈ W of F satisfies
β(lF ′) ⊂ {x = 0}, β(kF ′) ⊂ {x = ψ(y)} (2.19)
for some unimodal map ψ = ψF ′ ∈ C
2(R,R) depending upon F ′.
Proof. Finite segments of invariant manifolds of hyperbolic fixed points vary
smoothly under smooth perturbation. Hence given ǫ1 > 0, there exists ǫ > 0
such that for any C2-ǫ-small perturbation F ′ of F , the corresponding arc
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k¯F ′ is C
2-ǫ1-close to k¯F . Moreover, if F
′ lies in W, l¯F ′ coincides with l¯F .
Consequently, for ǫ sufficiently small, β(k¯F ′) is the graph of a C
2-smooth
function ψ which is C2-ǫ1-close to −|x|
a and β(l¯F ′) ⊂ {x = 0}.
Finally, since ψ′ is C1-ǫ1-close to the derivative of −|x|
a, it also has a
unique zero if ǫ1 sufficiently small. Hence ψ is also unimodal if ǫ is sufficently
small.
Given a marking F , p0, p1, and q and given the ǫ > 0 determined by the
above proposition, we denote byW0 the C
2-ǫ-neighbourhood of F inW. For
F ′ ∈ W0 let cF ′ denote the unique critical point of ψF ′.
Definition 2.14. Let F , p0, p1 and q be as above. For F
′ ∈ V, define
QF,p0,p1,q(F
′) = ψF ′(cF ′) (2.20)
3 The Main Construction
Now we come to the proof of the main theorem. For each positive integer d
we will construct a d-parameter family of infinitely renormalisable He´non-like
maps which are topologically distinct. We break this into three steps:
(A) First, we construct a d-parameter family of Henon-like maps
such that at an initial parameter there are d distinct (m,n)-
heteroclinic tangencies. Moreover, at this parameter the stable
multiplier of pm, corresponding to the (m,n)-heteroclinic tan-
gency, varies regularly with the parameter.
(B) Second, given the family from (A), we construct a 2d-parameter
family where each additional parameter controls a local pertur-
bation in a neighbourhood of one of the d points of tangency for
the initial parameter in (A).
(C) Finally, given a family from (B), we show that those parame-
ters with d tangencies form locally a d-parameter submanifold.
Restricting the 2d-parameter family to this submanifold gives a
d-parameter family with d-tangencies which persist.
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3.1 Construction of the First Family
Let F be an infinitely renormalisable He´non-like map. Given integers M and
N satisfying 0 ≤M < N define
TM,N =
⋃
w∈{0,1}M
Dw \
⋃
w∈{0,1}N
Dw and TM,∗ =
⋃
w∈{0,1}M
Dw (3.1)
We adopt the convention that {0, 1}0 = ∅ and that D∅ = [0, 1]2. It then
follows that T0,N = [0, 1]
2 \
⋃
w0∈{0,1}N D
w for each positive integer N . The
aim of this section is to show the following.
Theorem 3.1 (First Construction). Let r ∈ {3, 4, . . . ,∞}. For each integer
d ≥ 2 there exists
• B ⊂ Rd an open subset,
• F ∈ C1(B, Ir),
• 0 = N0 < m1 < n1 < N1 < . . . < Nd−2 < md−1 < nd−1 < Nd−1,
• b∗ = (b∗1, b
∗
2, . . . , b
∗
d) ∈ B
such that
(i) for i 6= d, F (b)|TNi−1,Ni−1(b) depends only on bi,
(ii) for i = d, F (b)|TNd−1,∗(b) depends only on bd,
(iii) b(Fb) = bd, where b(F ) denotes the average Jacobian of F ,
(iv) for i = 1, 2 . . . , d− 1, at b = b∗:
(a) Fb possesses an (mi, ni)-heteroclinic tangency qi such
that [pmi , qi]
u, [qi, pni]
s ⊂ TNi−1,Ni−1
(b) λsmi varies regularly with bi
The construction is by induction. First we take a one-parameter family
Fb1 of infinitely renormalisable He´non-like maps parametrised by the average
Jacobian. It can be shown by the discussion in Section 2.4 that for some
parameter there is an (m1, n1)-heteroclinic tangency for some m1 < n1. From
this we construct, via a bump-function argument, a two-parameter family
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Fb1,b2, so that the support of the first parameter is contained in the union of
sets of level N1 and the second parameter is contained in the the complement
of the sets of level N1 − 1. Moreover, for each parameter the new family
coincides with the original family on its support.
We will now show that there exists a good one-parameter family. First
we need a preliminary lemma.
Proposition 3.2. Let a denote the universal function from the asymptotic
formula (2.8). Let f∗ denote the unimodal period-doubling renormalisation
fixed-point. Let p∗ denote the p1-fixed-point for f∗. Then a(p∗) 6= 0.
Proof. Recall that a(x) = v
′
∗
(x)
v′
∗
(f∗(x))
, where v∗, f∗ are universal, analytic, and
non-constant. Observe that if the numerator is zero at x = p∗ then so is
the denominator. Similarly it can be shown that if the n-th derivative of the
numerator is zero at x = p∗ the n-th derivative of the denominator is also
zero. However, v∗ is analytic and non-constant. Therefore there exists a first
n such that v
(n+1)
∗ (p∗) 6= 0. It follows, by analyticity of v
′
∗ ◦ f at p∗ together
with l’Hopital’s rule, that a(p∗) 6= 0.
Now let us show that there exist good families.
Proposition 3.3. Let F ∈ C1
(
(0, b¯], IωΩ
)
be parametrised by the average
Jacobian. There exists b¯ ∈ (0, b¯] such that for all sufficiently large positive
integers n, λsn(b) is a regular function of the parameter b at all b ∈ (0, b¯].
Proof. Let Fb be any one-parameter family of infinitely renormalisable He´non-
like maps parametrised by the average Jacobian b. Consider RnFb. Let
p1,n(b) = (xn(b), yn(b)) denote the unique flip-saddle fixedpoint forR
nFb. Let
Tn(b) and Dn(b) denote respectively the trace and determinant of Mn(b) =
DRnFb(p1,n(b)). Let λ
+
n (b) and λ
−
n (b) denote the two eigenvalues of Mn(b),
where ± is determined by which sign ± is used in the quadratic formula.
Then
λ±n (b)
2 − Tn(b)λ
±
n (b) + Dn(b) = 0 (3.2)
Differentiating with respect to b and rearranging we find
∂bλ
±
n (2λ
±
n − Tn) = ∂bTnλ
±
n − ∂bDn (3.3)
By convergence of renormalisation
λ+n = −b
2n(1 + O(ρn)), λ−n = f
′
∗(p1,∗)(1 + O(ρ
n)) (3.4)
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This implies that |2λ±n − Tn| = |λ
+
n − λ
−
n | is bounded from above for n
sufficiently large. Consequently, for sufficiently large n, it follows that ∂bλ
±
n =
0 if and only if λ±n = ∂bDn/∂bTn.
Hence, by equations (3.4), to show that ∂bλ
±
n 6= 0 it suffices to show that
∂bDn/∂bTn is not of the order −b
2n or 1. A computation gives
∂bTn(b) = ∂b(trDR
nF )b,p1,n(b) + ∂x,y(trDR
nF )b,p1,n(b) · ∂bp1,n(b) (3.5)
∂bDn(b) = ∂b(detDR
nF )b,p1,n(b) + ∂x,y(detDR
nF )b,p1,n(b) · ∂bp1,n(b) (3.6)
Claim. Let F ∈ C1([0, b¯), IωΩ) be parametrised by the average Jacobian.
There exists a positive integer N , b¯ > 0 and C0 > 0 such that the following
holds: For b ∈ [0, b¯) and n > N ,
(i)
∣∣∂b(detDRnF )b,p1,n(b)∣∣ > C−10 b2n−12n
(ii)
∥∥∂x,y(detDRnF )b,p1,n(b)∥∥ < C0b2n
(iii)
∣∣∂b(trDRnF )b,p1,n(b)∣∣ < (3/2)n
(iv)
∥∥∂x,y(trDRnF )b,p1,n(b)∥∥ < C0
Proof of Claim: By the asymptotic formula
RnFb(x, y) =
(
fb,n(x)− a(x)b
2nyEn(x, y), x
)
(3.7)
where En(x, y) = 1 + O(ρ
n). It follows that
detDRnFb(x, y) = b
2n∂y (a(x)En(x, y)) (3.8)
trDRnFb(x, y) = f
′
b,n(x)− b
2ny∂x (a(x)En(x, y)) (3.9)
(i) Observe that ∂y(aEn)|p1,n = a(xn)∂yEn(xn, yn) = a(x∗)+O(ρ
n).
Therefore
∣∣∂b(detDRnF )b,p1,n∣∣ = 2nb2n−1 |a(xn)∂yEn(xn, yn)| (3.10)
≥ 2nb2
n−1 ||a(x∗)| − Cρ
n| (3.11)
for some positive constant C. Applying Proposition 3.2, the result
follows.
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(ii) Since a and En are bounded and analytic in Ω it follows from
the Cauchy estimate that ‖∂x,y (∂y(aEn))‖ = O(1). Therefore
there exists C > 0 such that∥∥∥∂x,y (detDRnF )b,p1,n
∥∥∥ ≤ Cb2n (3.12)
(iii) By a corollary to the Mean Value Theorem, if b ∈ [0, b¯) is not
an inflection point of f ′n,b(xn(b)) then there exist b0, b1 ∈ [0, b¯)
such that
∣∣∂bf ′n,b(xn(b))∣∣ = ∣∣f ′n,b0 (xn(b0))− f ′n,b1 (xn(b1))
∣∣ · |b0 − b1| (3.13)
Since f ′n,b (xn(b))−f
′
∗ (x∗) = O(ρ
n) and |b0−b1| < |b¯|, there exists
C0 > 0 such that the above is bounded by C0|b¯|ρ
n. Therefore,
since |∂x (aEn)| = |a
′En + a∂xEn| = O(1) there exists C1 > 0
such that∣∣∣∂b (trDRnF )b,p1,n
∣∣∣ ≤ C0 ∣∣b¯∣∣ ρn + C12nb2n−1 (3.14)
However, ρ < 3/2 and so for n sufficiently large the result follows.
(iv) Since a and En are bounded and analytic in Ω it follows that
‖∂x,y (∂x(aEn))‖ = O(1). We also know that ∂x,yfn,b = O(1).
Therefore there exists C > 0 such that∥∥∥∂x,y (trDRnF )b,p1,n
∥∥∥ ≤ ‖∂x,yfn,b‖+ b2n ‖∂x,y∂x(aEn)‖ (3.15)
≤ C (3.16)
Hence the result follows.//
Claim. |∂bp1,n(b)| < C1b
2n
Proof of Claim: Differentiating the fixed-point equation
RnFb(p1,n(b))− p1,n(b) = 0 (3.17)
gives
∂bR
nF (b, p1,n(b)) + [∂x,yR
nF (b, p1,n(b))− id] ∂bp1,n(b) = 0 (3.18)
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Since |f ′∗(p1,∗)| 6= 1, convergence of renormalisation implies that, for n suf-
ficiently large, DRnFb(p1,n(b)) has eigenvalues bounded away from 1. It
follows that DRnFb(p1,n)− id is invertible. Therefore
∂bp1,n(b) =
(
id− ∂x,yR
nFb,p1,n(b)
)−1
∂bR
nFb,p1,n(b) (3.19)
As (id− ∂x,yR
nF ) = (id−DF∗)
(
1 +O
(
b2
n))
, we find that ∂bp1,n(b) =
O
(
∂bR
nFb,p1,n(b)
)
. Moreover, as p1,n(b) is restricted to lie on the diagonal, it
follows that ∂bp1,n(b) is a multiple of the diagonal vector (1, 1).//
Choose a positive integer N such that for all n > N , (a) b2
n
> |λ+n | (which
is possible by equation (3.4)) and (b) if C0 and C1 denote the constants from
the previous two claims then
C−10 2
n−1 > 2b
(
(3/2)n + C0C1b
2n
)
(3.20)
It now follows that for n sufficiently large and b sufficiently small,
|∂bDn| ≥
∣∣ |∂b (detDRnF )| − ‖∂x,y (trDRnF )‖ · |∂bp1,n| ∣∣ (3.21)
>
∣∣C−10 b2n−12n − C0b2n∣∣ (3.22)
> C−10 b
2n−12n−1 (3.23)
> 2b2
n (
(3/2)n + C0C1b
2n
)
(3.24)
>
∣∣λ+n ∣∣ · (|∂b (trDRnF )|+ ‖∂x,y (trDRnF )‖ · |∂bp1,n|) (3.25)
≥
∣∣λ+n ∣∣ · |∂bTn| (3.26)
It follows that ∂bDn 6= λ
+
n ∂bTn for sufficiently large n. Therefore ∂nλ
+
n 6= 0
for n sufficiently large, and the Proposition is shown.
A simple partition of unity argument, whose proof is left to the reader,
gives the following.
Lemma 3.4 (Interpolation Lemma). Let r ∈ {3, 4, . . . ,∞}. Let A be a non-
trivial open interval containing the point a∗. Let F ∈ C1(A, Ir). For each
positive integer N there exist subintervals A1,A2 ⊂ A containing a
∗, and
F ′ ∈ C1(A1 × A2, I
r) such that for all a1 ∈ A1, a2 ∈ A2,
• T ′0,N−1(a1, a2) = T0,N−1(a1); F
′(a1, a2)|T
′
0,N−1(a1, a2) = F (a1)|T0,N−1(a1)
• T ′N,∗(a1, a2) = TN,∗(a2); F
′(a1, a2)|T
′
N,∗(a1, a2) = F (a2)|TN,∗(a2)
• F ′(a∗, a∗) = F (a∗) in [0, 1]2
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Proof of Theorem 3.1. We will proceed by induction. First, consider the case
d = 2. Let Finit denote the one-parameter family from Proposition 3.3. Then
there exists a positive integer N such that λsm varies regularly with b for all
m > N . Hence by Lemma 2.5 there exists a parameter b∗ and integers m1
and n1 satisfying N < m1 < n1 such that at b = b
∗,
(i) Finit(b) possesses an (m1, n1)-heteroclinic tangency q1,
(ii) λsm1(b) varies regularly with b.
Choose an integer N1 > n1 so that [pm1 , q1]
u(b∗) and [q1, pn1]
s(b∗) are disjoint
from TN1,∗(b
∗). Then by Lemma 3.4 there exists a two-parameter family
F satisfying the properties (i)–(iii) and consequently property (iv). This
completes the case d = 2.
Next, consider the case when d ≥ 3. Assume that there exists a d-
parameter family F satisfying the hypotheses of the theorem. By hypothesis
F (b1, . . . , bd)|TNd−1,∗(b1, . . . , bd) depends only upon the parameter bd and in
fact coincides with Finit(bd). Also by hypothesis b(F (b1, b2, . . . , bd)) = bd.
Once more Lemma 2.5 implies there exists a parameter b∗d and integers md
and nd satisfying Nd−1 < md < nd such that
(i) F (b1, . . . , bd−1, b
∗
d) possesses an (md, nd)-heteroclinic tangency
qd for all b1, . . . , bd−1
(ii) λsmd varies regularly with bd at bd = b
∗
d
Choose an integer Nd > nd so that [pmi , qi]
u and [qi, pni]
s are disjoint from
TNd,∗ for all i. Then, as F restricted to TNd−2,∗ is a one-parameter family,
we can apply Lemma 3.4. This gives a (d + 1)-parameter family which we
denote by F ′(b1, b2, . . . , bd, bd+1) which satisfies
F ′(b1, . . . , bd+1)|T0,Nd−1(b1, . . . , bd+1) = F (b1, . . . , bd)|T0,Nd−1(b1, . . . , bd)
(3.27)
for all b1, . . . , bd, bd+1 on suitably restricted subintervals. Hence properties
(i)-(iii) and consequently (iv) are satisfied. This completes the proof.
3.2 Construction of the Second Family
Next, given the resulting map, embedded in this family, with d tangencies we
construct a new family so that the support of each old parameter contains
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the support of the two new parameters. One parameter changes the Palis
invariant and the other controls a local perturbation in a neighbourhood of
the corresponding point of tangency. Each local perturbation is chosen so
that, in a neighbourhood of a point of tangency, each point on the unstable
manifold moves transversely and at a controlled speed through the stable
manifold as the corresponding parameter is varied.
Theorem 3.5 (Second Construction). Let d ≥ 2 be an integer. Given a
d-parameter family F satisfying the hypotheses of Theorem 3.1, there exists
an open neighbourhood U ⊂ R2d, a family G ∈ C1(U, Ir) and a parameter
u∗ ∈ U such that
• Gu∗ = Fb∗
• Let G∗ = Gu∗. For i = 1, 2, . . . , d denote pmi(u
∗), pni(u
∗) and qi(u
∗) by
p∗mi , p
∗
ni
and q∗i respectively. If, for i = 1, 2, . . . , d, we define the map
Ri = (PG∗,p∗mi ,p
∗
ni
, QG∗,p∗mi ,p
∗
ni
,q∗i
) (3.28)
then R = (R1, R2, . . . , Rd) is a local diffeomorphism at u = u
∗.
Proof. Let F ∈ C1(B, Ir) be as in the hypotheses of Theorem 3.1. The
following points will allow us to simplify notation. We will construct a family
Gu, where u = (t1, s1, . . . , td, sd), so that the i-th pair of parameters (ti, si)
correspond to a pair of local perturbations of F in TNi−1,Ni−1. In particular R
will be a local diffeomorphism at u = u∗ if Ri(ti, si) is a local diffeomorphism
at (ti, si) = (t
∗
i , s
∗
i ) for each i. With this in mind, we drop i from our notation.
Hence we may assume we have a one-parameter family of maps, which we
denote by either Fb or F (b) depending upon whichever is more notationally
convenient, on the pair of pants T so that for a fixed parameter b∗ the map
F∗ = F (b
∗) has a single (m,n)-heteroclinic tangency q∗ between the saddles
which we denote by p∗m and p
∗
n, for m < n satisfying the properties
• p∗m, p
∗
n, q
∗ ∈ T
• [p∗m, q
∗]u, [q∗, p∗n]
s ⊂ T
We also denote the preimage under F∗ of an object with a prime. For example
q′∗ = F−1∗ q
∗, p′∗m = F
−1
∗ (p
∗
m), q
′′∗ = F−1∗ q
′∗ = F−2∗ q
∗, etc..
First consider F (b) at b = b∗. Let W be an open neighbourhood of q(b∗)
not intersecting any periodic orbit of F (b) for any b. Let l, l¯, k, k¯ be the
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corresponding arcs given in subsection 2.5 for the saddles p∗m and p
∗
n and the
tangency q∗. By Remark 2.11 there exists a horizontal change of coordinates
β : (W, q∗) → (R2, 0) at q∗. Then we take QF∗,p∗m,p∗n,q∗ to be the function
constructed in Subsection 2.5 relative to this coordinate change β.
Let V ⊂ W ′ be a neighbourhood of q′∗. This also does not intersect any
periodic orbit. Let l′, l¯′, k, k¯′ denote the preimages under F∗ of l, l¯, k and k¯
respectively. Let α : (V, q′∗) → (R2, 0) be a vertical change of coordinates.
Recall that this means α(l′ ∩ V ) ⊂ {y = −|x|a} for some a ≥ 2, and α(k′ ∩
V ) ⊂ {y = 0}. See figure 3 for a schematic picture.
For j = 0, . . . , 2m − 1, let Uj ⊂ T be a neighbourhood of F
j
∗ (p
∗
m) which
intersects
⋃
j F
j
∗ [p
∗
m, q
∗]u in a single arc, which is disjoint from W , W ′ and⋃
j F
j
∗ [q
∗, p∗n]
s, and which does not contain q′∗ = F−1∗ (q
∗). By shrinking if
necessary we may assume the Uj have pairwise disjoint closures. Let U
0
j ⋐ Uj
also be a neighbourhood of F j∗ (pm). Let U
0 =
⋃
U0j and U =
⋃
Uj .
We now begin with our sequence of perturbations as follows. By similar
reasoning to the Interpolation Lemma 3.4 there exists a two-parameter family
Fb,c so that Fb,c|U
0 = Fb and Fb,c|∁U = Fc. Set F
t = Ft,b∗ , restricting t if
necessary so that the orbit of pm lies in U
0 for all t.
Next, take open rectangles S0 ⋐ S ⊂ α(V ) which contain the origin.
Take a smooth isotopy J : [−s∗, s∗] × α(V ) → α(V ), where s∗ is sufficiently
small, with support in S so that J0 = id; Js(x, y) = (x, y + s), for all s and
(x, y) ∈ S0; Js|∂S = id for all s; and vertical lines are preserved. Define
F s : V → F (V ) by
F s = F ◦ α−1 ◦ Js ◦ α (3.29)
Since the map α−1 ◦Js ◦α preserves vertical lines, is smooth and close to the
identity it follows that, by restricting s to a subinterval if necessary, the map
F s is the restriction of a He´non-like map to V .
We now glue together these two perturbations as follows. Let ρU , ρV ∈
C∞([0, 1]2,R) be bump functions2 so that ρU |U
′ = 1, ρU |∁U = 0 and ρV |V
′ =
1, ρV |∁V = 0. Define
Gt,s = ρUF
t + ρV F
s + (1− ρU)(1− ρV )F (3.30)
The same argument as in the Interpolation Lemma 3.4 implies, restricting
parameters if necessary, that Gt,s is He´non-like for each t and s. Since G
t
2Abusing terminology slightly, if neighbourhoods W ′ ⋐ W are disconnected, with ex-
actly one component of W ′ in each component of W , then by the bump function for the
pair W ′,W we mean the sum of the bump functions over the connected components.
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and Gs are both families containing Fb∗ , by an affine reparametrisation of
the parameters t and s we can assume that G0,0 = Fb∗ . It remains to show
that R ◦Gt,s is a local diffeomorphism at (t, s) = (0, 0).
First, note that PF∗,p∗m,p∗n(Gt,s) is differentiable at (t, s) = (0, 0). Similarly,
QF∗,p∗m,p∗n,q(b∗)(Gt,s) is differentiable at (t, s) = (0, 0). Hence DR(t,s) is well-
defined at (t, s) = (0, 0). Moreover, PF∗,p∗m,p∗n(Gt,s) is independent of the
parameter s. Consequently,
detDR(0,0) = ∂tPF∗,p∗m,p∗n(Gs,t)∂sQF∗,p∗m,p∗n,q∗(Gs,t)|(t,s)=(0,0) (3.31)
As F is a good family, so that λsm varies regularly with t at t = 0, while λ
u
n
is independent of t, a calculation shows that
∂tPF∗,p∗m,p∗n(Gs,t)|(0,0) =
∂tλ
s
m
λsm log λ
u
n
∣∣∣∣
(0,0)
6= 0 (3.32)
It remains to show the second factor in (3.31) is non-zero. Set t = 0 and fix
a parameter s. The following is a simple but essential observation.
Claim. Let ls, l¯s, ks, k¯s denote the corresponding pieces of invariant manifold
for Gs,0 and let l
′
s, l¯
′
s, k
′
s, k¯
′
s denote their preimages under Gs,0. Then l
′
s is
altered but ls is unchanged by varying s. Similarly, k
′
s is unchanged but ks
is altered by varying s.
In fact the most essential piece of information is that, for all s,
α(V ∩ l′s) = {y = 0}, α(V ∩ k
′
s) = {y = |x|
a − s} (3.33)
Therefore, let γ denote the parametrisation of α(V ∩l′s) given by γ(x) = (x, 0).
Let
α(x, y) = (αx(x), αy(x, y)), β = (βx(x, y), βy(y)) (3.34)
Abusing notation slightly we let
α−1(x, y) = (α−1x (x), α
−1
y (x, y)), β
−1(x, y) = (β−1x (x, y), β
−1
y (y)) (3.35)
Consider the image of V ∩ {y = 0} under the map β ◦G0,s ◦ α
−1. Then
β ◦Gs,0 ◦ α
−1 ◦ γ(x) = β ◦ Fb∗ ◦ α
−1(x, s) (3.36)
= (βx(φb∗(α
−1
x (x), α
−1
y (x, s)), α
−1
x (x)), βy(α
−1
x (x)))
(3.37)
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Figure 3: The horizontal and vertical maps.
30
Let Y = βy ◦α
−1
x (x). Observe that this new coordinate Y (x) varies regularly
with x. The trace of the curve β ◦ G0,s ◦ α
−1 ◦ γ coincides with that of
δ(Y ) = (ψs(Y ), Y ) where
ψs(Y ) = βx(φb∗(β
−1
y (Y ), α
−1
y (αxβ
−1
y (Y ), s)), β
−1
y (Y )) (3.38)
If we let M(Y, s) = (β−1y (Y ), α
−1
y (αxβ
−1
y (Y ), s)) then this can then be rewrit-
ten in the form ψs(Y ) = βx ◦ Fb∗ ◦M(Y, s). Consequently
QF∗,p∗m,p∗n,q∗(G0,s) = ψs(c(s)) (3.39)
where c(s) denotes the continuation of the critical point for the parameter
s = 0. We wish to show that ∂s(ψs(c(s))) 6= 0 at s = 0. Observe that by
definition ∂Y ψ|c(s),s = 0. Hence
∂s(ψs(c(s)))|s=0 = ∂sψ|c(s),s + ∂Y ψ|c(s),s∂sc|s = ∂sψ|c(s),s (3.40)
It therefore suffices to show ∂sψ|c(s),s 6= 0. However, a computation shows
that
∂sψ|Y,s = ∂xβx|Fb∗M(Y,s)∂yφb∗|M(Y,s)∂yα
−1
y |αxβ−1y (Y ),s (3.41)
Since α−1 is a diffeomorphism preserving vertical lines, ∂yα
−1
y 6= 0. Similarly,
as β is a diffeomorphism preserving horizontal lines, ∂xβx 6= 0. That Fb∗ is a
diffeomorphism with Jacobian −∂yφb∗ 6= 0 then implies that ∂sψ|Y,s 6= 0. By
equation (3.40), we find that ∂s(ψs(c(s))) 6= 0. Therefore
∂sQF,pm,pn,q(Gs,t)|(0,0) 6= 0 (3.42)
as required. Equation (3.31) therefore implies, by inequalities (3.32) and (3.42),
that det[DR(0,0)] 6= 0 and hence R is a local diffeomorphism at (t, s) = (0, 0).
This completes the proof of the Proposition.
3.3 Construction of The Tangency Family
In this section we show, via the previous theorem, that tangency families exist
with arbitrarily many parameters. For the definition of tangency families,
see Appendix A
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Corollary 3.6. For each integer d ≥ 1 there exists
• D ⊂ Rd, an open neighbourhood of the origin, and H ∈ C1(D, Ir)
which is a d-tangency family,
• D′ ⊂ Rd, an open neighbourhood of the origin, and H ′ ∈ C1(D′,HωΩ)
which is a d-tangency family.
Proof. Let G denote the 2d-parameter family of infinitely renormalisable
He´non-like maps constructed in Theorem 3.5. Let U′ ⊂ U be an open neigh-
bourhood of the origin. By the Weierstrass Approximation Theorem, for
any ǫ > 0 there exists G′ ∈ Cω(U′,HωΩ) such that |G − G
′|
U
′×[0,1]2
< ǫ. As
renormalisability is an open property, we can choose ǫ to be sufficiently small
to ensure that G′ is Nd-times renormalisable for all parameters in U
′.
Since R is a local diffeomorphism at u = u∗ = 0 and being a local diffeo-
morphism is also a local property, we can assume ǫ is also small enough to
ensure that R′ is also a local diffeomorphism at u = 0. Let V and V′ be open
neighbourhoods of 0 on which, respectively, R and R′ are diffeomorphisms
onto their images. Let W and W′ denote their respective images.
Endow R2d with the linear coordinates P1, Q1, . . . , Pd, Qd and letQ denote
the d-dimensional linear subspace given by {Q1 = Q2 = . . . , Qd = 0}. Let
Q = (R)−1(W ∩Q), Q′ = (R′)−1(W ∩Q′) (3.43)
By the Inverse Function Theorem, these are manifolds of dimension d con-
tained in V and V′ respectively. Observe that Q contains the origin.
Observe that u∗ ∈ Q and moreover R(u∗) = 0. Let u′∗ ∈ Q′ satisfy
R′(u′∗) = 0. Let Φ: U → Rd be a chart of Q containing u∗ and let Φ′ : U ′ →
Rd be a chart of Q′ containing u′∗. Assume they satisfy Φ(u∗) = 0 and
Φ′(u′∗) = 0. Let D and D′ be balls contained in the respective images of these
charts containing the origin. Let H = G ◦ Φ−1|D and H ′ = G′ ◦ (Φ′)−1|D′.
By construction, for each i = 1, 2, . . . , d we have Qi(Hu) = 0 for any u ∈ D
and Qi(H
′
u′) = 0 for any u
′ ∈ D′. Hence H and H ′ are d-parameter tangency
families, as required.
We now prove Theorem 1.1.
Proof of the Main Theorem. Assume there exists a full family F depending
upon d ≥ 1 parameters in either Ir for some r or HωΩ. By Corollary 3.6,
for each d ≥ 1 there exists a d-parameter tangency family G in Ir or HωΩ
32
respectively. By Theorem A.3 the existence of a d-parameter tangency family
contradicts the existence of a d-parameter full family. Hence the Theorem
follows.
A Tangency Families and Full Families
We show a general result for surface embeddings and diffeomorphisms which
states that full families do not exist if families with persistent tangencies can
be constructed.
Definition A.1. Let d ≥ 1 be an integer and let ∆ ⊂ Rd be an arbi-
trary nonempty open set. Let M be an arbitrary compact manifold, pos-
sibly with boundary and denote by Er(M)the set of orientation-preserving
Cr-embeddings on M . Let F ⊂ Er(M) be an arbitrary set. Then F ∈
C0 (∆, Er(M)) is a d-parameter full family in F if for each f ∈ F there
exists a parameter a = a(f) ∈ ∆ such that f ∼ Fa.
Definition A.2. Let d ≥ 1 an integer. Let ∆ ⊂ Rd be an open neigh-
bourhood which contains the origin. Then G ∈ C1(∆,F) is a d-parameter
tangency family in F if
(i) For each i = 1, . . . , d, F = G0 has saddles p
i
0, p
i
1, and a hetero-
clinic tangency qi as in Section 2.5,
(ii) G(∆) ⊂
⋂d
i=1QF,p10,p11,q1
(iii)
(
PF,p10,p11 × . . .× PF,pd0,pd1
)
◦G is a local diffeomorphism at the
origin.
Theorem A.3. Let d ≥ 1 be an integer and let ∆d denote the unit ball
in Rd. Let F ⊂ E2 ([0, 1]2) be an arbitrary family of orientation-preserving
diffeomorphisms.
If there exists Gtang ∈ C
1
(
∆d+1, E
2
+ ([0, 1]
2)
)
, a (d+1)-parameter tangency
family in F then there cannot exist Gfull ∈ C
0
(
∆d, E
2
+ ([0, 1]
2)
)
which is a d-
parameter full family in F .
Proof. We proceed by contradiction. Suppose, to the contrary, there exists
Gfull ∈ C
0
(
∆d, E
2
(
[0, 1]2
))
(A.1)
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which is a full family, for some positive integer d. Let
Gtang ∈ C
1
(
∆d+1, E
2
(
[0, 1]2
))
(A.2)
be a tangency family as defined above. Assume F = G0 has saddles and
tangencies p10, p
1
1, q
1, . . . , pd+10 , p
d+1
1 , q
d+1 as above. Denote the corresponding
Palis invariant PF,p10,p11 × . . . × PF,pd+10 ,p
d+1
1
by P . Without loss of generality,
assume that P ◦Gtang is actually a diffeomorphism onto its image (otherwise
restrict to a neighbourhood of the origin and rescale the parameter).
As Gfull is full, for every b ∈ ∆d+1 there exists a = a(b) ∈ ∆d such
that Gtang (b) ∼ Gfull (a(b)). The tangency family consists of topologically
inequivalent maps as they have distinct Palis invariants. Hence the map
a : ∆d+1 → ∆d is injective.
Since the Palis invariant is a topological invariant, Gtang (b) ∼ Gfull (a(b))
implies P ◦Gtang (b) = P ◦Gfull (a(b)), i.e., the following diagram commutes
∆d
Gfull
// E2([0, 1]2)/ ∼
P

∆d+1
a
OO
Gtang
88
q
q
q
q
q
q
q
q
q
q
q
Rd+1
(A.3)
By hypothesis, P ◦ Gtang is a diffeomorphism onto its image. Hence the
image P ◦ Gtang(∆d+1) contains a closed (d + 1)-dimensional ball ∆. Let
∆′ = (P ◦Gfull)
−1 (∆). Then ∆′ is compact as it is closed and bounded. Ob-
serve P ◦Gfull|∆
′ is injective as P ◦Gtang is injective and the above diagram
commutes. As Gfull is continuous and P : Dom(P ) → R
d+1 is also contin-
uous it follows that P ◦Gfull|∆
′ is also continuous. It then follows that
P ◦Gfull|∆
′ is therefore a homeomorphism onto its image (a continuous, in-
jective map from a compact space into a Hausdorff space is a homeomorphism
onto its image).
Let f : ∆ → ∆′ denote the inverse of P ◦ Gfull. This is a closed map.
Moreover, as ∆ is a (d+1)-dimensional ball, dim∆ = d+1 and since ∆′ ⊂ ∆d
we have dim∆′ ≤ d. Therefore [8, Theorem VI 7] implies there exists a point
b′ ∈ ∆′ such that dim f−1 (b′) ≥ dim∆ − dim∆′ ≥ 1. Hence f−1(b′) must
consist of more than one point, and thus f cannot be a homeomorphism onto
its image. This gives us the required contradiction. Therefore a full family
Gfull cannot exist.
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