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1. Introduction
Let Mn be the algebra of all n × n complex matrices, let H be an inﬁnite-dimensional complex
Hilbert space, and let B(H) be the algebra of all bounded linear operators on H. On Mn a lot of partial
orders and their properties, which can not be fully generalized to B(H), were studied. One of such
orders is the star partial order, which was deﬁned by Drazin [2] as
A∗ B if and only if A
∗A = A∗B and AA∗ = BA∗, (1)
A, B fromMn or B(H), A
∗ the adjoint of A, and was characterized onMn as
A∗ B if and only if A
†A = A†B and AA† = BA†, (2)
A, B ∈ Mn.

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The superscript A† here denotes the Moore–Penrose inverse of A ∈ Mn which is the unique solution
G ∈ Mn of the following simultaneous matrix equations
(i) AGA = A,
(ii) GAG = G,
(iii) (AG)∗ = AG,
(iv) (GA)∗ = GA.
These four equations are often called the Penrose equations. A generalized inner inverse or a g-inverse
A− of A is a solution of the ﬁrst Penrose equationwhile the reﬂexive g-inverse A−r satisﬁes the ﬁrst and
the second Penrose equation. Hartwig showed in [4] that one may replace the conjugate transpose A∗
in (1) or the Moore–Penrose inverse A† in (2) by a reﬂexive g-inverse A−r and still keep a partial order
onMn, so
A  B if and only if A−r A = A−r B and AA−r = BA−r .
Itwas also shown in [4] that this order is equivalent to the rank substractivity order (see also[5])which
is deﬁned by
A  B if and only if rank (B − A) = rank B − rank A.
Later it was observed by Hartwig that there exists another equivalent deﬁnition of the rank substrac-
tivity order, namely
A  B if and only if A−A = A−B and AA− = BA− (3)
for some choice of a generalized inner inverse A−. The partial order is thus usually called theminus
partial order.
Note that in the deﬁnition of theminus partial order onMn ranks or generalized inverses ofmatrices
were used. Clearly deﬁnition with ranks can not be fully generalized to operator algebras on inﬁnite-
dimensional Hilbert space. And it is similar also with generalized inverses. Recall that for an arbitrary
A ∈ Mn there exist invertible matrices S and T such that SAT =
[
I 0
0 0
]
where I is the r × r identity
matrix and r = rank A. Let us denote by G(A) the set of all inner generalized inverses of A. One may
check that then G(A) = TAS where A ⊆ Mn is the set of all matrices of the form
[
I ∗
∗ ∗
]
. Here, ∗′s
stand for arbitrary matrices of the appropriate sizes. For A, B ∈ Mn it follows that
A  B if and only if G(B) ⊆ G(A).
Recently Šemrl [8], while extending the minus partial order fromMn to B(H), noted that one might do
this extension by comparing the sets of generalized inner inverses of operators from B(H). However he
did not ﬁnd this approach satisfactory. Namely, A ∈ B(H) has a generalized inner inverse if and only if
its image is closed (see for example[7]). Since Šemrl did notwant to restrict his attention only to closed
range operators, he found a new approach how to extend the minus partial order fromMn to B(H). He
took the standard deﬁnition (3) of theminus partial order onMn, then found an appropriate equivalent
deﬁnition, and then extended it to B(H). More precisely, he proved that for A, B ∈ Mn we have A  B if
and only if there exist idempotent matrices P, Q ∈ Mn such that ImP = Im A, Ker A = Ker Q, PA = PB
and AQ = BQ . Of course, the image of a bounded linear operator is closed, so Šemrl extended the
concept of the minus partial order fromMn to B(H) by replacing Im A in the ﬁrst of the four equations
by its closure. Šemrl’s deﬁnition of the minus partial order on B(H) is therefore as follows.
Deﬁnition 1. Let H be a Hilbert space and B(H) the algebra of all bounded linear operators on H. For
A, B ∈ B(H) we write A  B if and only if there exist idempotent operators P, Q ∈ B(H) such that
(i) Im P = Im A,
(ii) Ker A = Ker Q,
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(iii) PA = PB, and
(iv) AQ = BQ .
The order  is called the minus partial order on B(H).
Šemrl proved in [8] that  is indeed a partial order.
Our goal is to extend Šemrl’s approach presented in Deﬁnition 1 also to the star partial order on the
algebra B(H). Since the star partial order, contrary to the minus partial order, is deﬁned on even more
general settings than B(H), see [2], it would sufﬁce to show that on B(H) deﬁnition of the star partial
order with selfadjoint idempotents (see Deﬁnition 2) is equivalent to the usual deﬁnition of the star
partial order (see equation (1)). However, since the proof that the relation (1) is indeed the star partial
order on B(H) was only announced [2,3], we will start with the proof that Deﬁnition 2 really deﬁnes
a partial order and then proceed with the proof of equivalence of the mentioned partial orders. We
believe that the former proof gives some new insight in the structure of the partial orders on B(H).
2. An equivalent deﬁnition of the star partial order on B(H)
It is known that for A, B ∈ Mn from A∗ B it follows that A  B. Generally, the reverse implication
does not hold. So, when deﬁning the star partial order on B(H) through Šemrl’s approach, we should
add some conditions beside the four Šemrl’s equations. We found out that onMn the usual deﬁnition
of the star partial order (1) is equivalent to Deﬁnition 1 with additional requirements that P = P∗ and
Q = Q∗, that is A∗ B, A, B ∈ Mn, if and only if there exist idempotent matrices P, Q ∈ Mn such that
PA = PB, AQ = BQ, ImP = Im A, Ker Q = Ker A, P = P∗, and Q = Q∗. We will skip the proof, since
later on we will present the proof of equivalence of deﬁnitions on B(H), H an arbitrary Hilbert space.
Therefore we generalize the deﬁnition of the star partial order to B(H) using Šemrl’s approach in
the following way.
Deﬁnition 2. Let H be a Hilbert space and B(H) the algebra of all bounded linear operators on H. For
A, B ∈ B(H)wewrite A∗ B if and only if there exist selfadjoint idempotent operators P, Q ∈ B(H) such
that
(i) Im P = Im A,
(ii) Ker A = Ker Q,
(iii) PA = PB,
(iv) AQ = BQ .
The order ∗ is called the star partial order on B(H).
Our next goal is to prove that ∗ is indeed a partial order on B(H). Let C, D be subsets of a Hilbert
space H such that 〈x, y〉 = 0 for every x ∈ C and for every y ∈ D. We say that C and D are orthogonal
and denote C ⊥ D. First let us prove the following lemma, which is similar to Theorem 2 from [8].
Lemma 3. LetH beaHilbert spaceandB(H) thealgebraof all bounded linear operators onH. If A, B ∈ B(H),
then the following statements are equivalent.
(a) A∗ B.
(b) There exist closed subspaces H1, H2 of H such that A, B : H1 ⊕ H⊥1 → H2 ⊕ H⊥2 have matrix repre-
sentations
A =
[
A1 0
0 0
]
and B =
[
A1 0
0 B1
]
,
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where A1 : H1 → H2 and B1 : H⊥1 → H⊥2 are bounded linear operators and A1 is injective with
ImA1 = H2.
(c) Im A ⊥ Im(B − A) and Im A∗ ⊥ Im(B∗ − A∗).
Proof. First, let us prove the implication from (a) to (b). Let A∗ B and assume that P, Q ∈ B(H) are
idempotent operators such that Im P = Im A, KerQ = Ker A, PA = PB, AQ = BQ, P = P∗, andQ = Q∗.
Let ImQ = H1 and Im P = H2. Clearly H1 and H2 are closed subspaces of H hence H = H1 ⊕ H⊥1 =
H2 ⊕ H⊥2 . Since P andQ are selfadjoint, we have Ker Q = H⊥1 and KerP = H⊥2 . Also since Im P = Im A
and Ker Q = Ker A, we may conclude that the operator A : H1 ⊕ H⊥1 → H2 ⊕ H⊥2 has the following
matrix representation
A =
[
A1 0
0 0
]
.
Here A1 : H1 → H2 is an injective operator with Im A1 = H2. From (B − A)Q = 0 it follows that
B =
[
A1 B2
0 B1
]
,
and by P(B − A) = 0 we have Im(B − A) ⊆ Ker P and hence B2 = 0.
Second, let us prove that (b) implies (a). Assume (b)holds. Then there exist selfadjoint idempotents
P, Q ∈ B(H) such that
ImQ = H1, Ker Q = H⊥1 , Im P = H2, Ker P = H⊥2 .
So, Im A = H2 = Im P and Ker A = H⊥1 = Ker Q . Also PA = A = PB and AQ = A = BQ . The state-
ments (a) and (b) are therefore equivalent.
Let us again assume that (b) holds and let us prove that it implies (c). Since Im A ⊆ H2 and Im(B −
A) ⊆ H⊥2 ,we may conclude that Im A ⊥ Im(B − A). Thus, since (a) and (b) are equivalent, it remains
to show that A∗ B implies A
∗ ∗ B
∗. Let A∗ B and let P, Q be as in Deﬁnition 2. Then Ker P
∗ = Ker P =
(Im P)⊥ = Im A⊥ = Ker A∗ and ImQ∗ = ImQ = (Ker Q)⊥ = (KerA)⊥ = Im A∗. From PA = PB we
may conclude that A∗P∗ = B∗P∗ and from AQ = BQ we obtain Q∗A∗ = Q∗B∗. It follows that A∗ ∗ B
∗.
To conclude the proof we will show that (c) implies (a). There exists a selfadjoint idempotent
P ∈ B(H) such that ImP = Im A and Ker P = ImA⊥. Since Im A ⊥ Im(B − A), we have Im(B − A) ⊆
Im(B − A) ⊆ Ker P and therefore P(B − A) = 0. So, PA = PB. Similarly we may ﬁnd a selfadjoint
idempotent Q∗ ∈ B(H) such that ImQ∗ = Im A∗ and Q∗A∗ = Q∗B∗. So, Ker Q = ImA∗⊥ = Ker A and
AQ = BQ . It follows that A∗ B. 
While proving Lemma 3 we showed the following corollary.
Corollary. For all A, B ∈ B(H) we have A∗ B if and only if A
∗ ∗ B
∗.
We will now prove that ∗ is indeed a partial order.
Theorem 4. Relation ∗ , deﬁned by Deﬁnition 2, is a partial order.
Proof. Let A ∈ B(H). Since there exist selfadjoint idempotents P, Q ∈ B(H) such that Im P = Im A and
Ker Q = Ker A, it trivially follows that A∗ A. Let now A, B ∈ B(H) such that A∗ B and B∗ A. By the
statement (b) in Lemma 3 we have Im A ⊆ Im B and Im B ⊆ Im A and hence Im A = Im B. We may
assume that A and B have the same matrix representation as in the statement (b) of Lemma 3. If
B1 /= 0, then Im A /= Im B, a contradiction. We conclude that A = B.
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Let A, B, C ∈ B(H) and assume that A∗ B and B∗ C. Corollary yields that then A
∗ ∗ B
∗ and B∗ ∗ C
∗.
So it is enough to prove that Im A ⊥ Im(C − A). First we observe Im A ⊆ Im B ⊆ Im C. Since Im B ⊥
Im(C − B) we may conclude that Im A ⊥ Im(C − B). Also
Im(C − A) ⊆ Im(C − B) + Im(B − A) ⊆ Im(C − B) + Im(B − A)
Since Im A ⊥ Im(B − A) and Im A ⊥ Im(C − B), it follows that Im A ⊥ Im(C − A). Using the fact that
the inner product is continuous we may conclude that Im A ⊥ Im(C − A) and hence A∗ C. 
We proved that the star order∗ which was introduced in Deﬁnition 2 is a partial order. Now, let us
justify the notation “the star order" to the partial order from Deﬁnition 2.
Theorem 5. Let ∗ be deﬁned by Deﬁnition 2. Then A∗ B if and only if A
∗A = A∗B and AA∗ = BA∗ for
every A, B ∈ B(H).
Proof. Let us ﬁrst assume that there exist idempotent operators P, Q ∈ B(H) such that Im P = Im A,
Ker A = KerQ, PA = PB, AQ = BQ, P = P∗ and Q = Q∗. From Lemma 3 we have Im A ⊥ Im(B − A).
Then 〈(B − A)x, Ax〉 = 0 and therefore 〈A∗(B − A)x, x〉 = 0, x ∈ H. It follows that A∗A = A∗B. Since
by Lemma 3 also ImA∗ ⊥ Im(B∗ − A∗),we obtain AA∗ = BA∗.
Assume now that for A, B ∈ B(H) we have A∗A = A∗B and AA∗ = BA∗. We will prove that there
exists a selfadjoint idempotent P such that PA = PB and Im P = ImA. Recall that there exists a unique
partial isometry W such that A = √AA∗W is the polar decomposition of A with ImW = Im√AA∗
(see for example [9, p. 75]). The equation A∗A = A∗B yieldsW∗√AA∗A = W∗√AA∗B and hence
WW∗
√
AA∗A = WW∗√AA∗B.
SinceW is a partial isometry,WW∗ is a selfadjoint idempotentwith ImW = ImWW∗ (see for example
[1, p. 244]). Recall that ImW = Im√AA∗, so ImWW∗ = ImW = Im√AA∗, and since WW∗ is an
identity on a subspace Im
√
AA∗ we obtain that√
AA∗A = √AA∗B. (4)
Let H1 = Im
√
AA∗. Since
√
AA∗ is a selfadjoint operator, it follows that H⊥1 = Ker
√
AA∗. Also, H1 is a
closed subspace ofH thereforeH = H1 ⊕ H⊥1 and there exists a selfadjoint idempotent P˜ ∈ B(H) such
that Im P˜ = H1 andKer P˜ = H⊥1 .Wewill nowprove that P˜A = P˜B. Since Im P˜ = Im
√
AA∗ andKer P˜ =
Ker
√
AA∗, the operator
√
AA∗ : H1 ⊕ H⊥1 → H1 ⊕ H⊥1 has the following matrix representation
√
AA∗ =
[
A˜ 0
0 0
]
.
Here A˜ : H1 → H1 is an injective operator with Im A˜ = H1. For A, B : H1 ⊕ H⊥1 → H1 ⊕ H⊥1 let
A =
[
A1 A2
A3 A4
]
, B =
[
B1 B2
B3 B4
]
.
From Eq. 4) it follows[
A˜A1 A˜A2
0 0
]
=
[
A˜B1 A˜B2
0 0
]
,
hence A˜A1 = A˜B1 and A˜A2 = A˜B2. Since A˜ is injective, it follows A1 = B1 and A2 = B2.
The selfadjoint idempotent P˜ : H1 ⊕ H⊥1 → H1 ⊕ H⊥1 has the following matrix representation
P˜ =
[
I 0
0 0
]
,
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where I : H1 → H1 is the identity operator. It follows that
P˜A =
[
A1 A2
0 0
]
and P˜B =
[
B1 B2
0 0
]
.
Since A1 = B1 and A2 = B2 we may conclude that
P˜A = P˜B. (5)
Recall that Im P˜ = Im√AA∗. Since A = √AA∗W, it follows that Im A ⊆ Im√AA∗ and hence Im A ⊆
Im
√
AA∗. There exists a selfadjoint idempotent P ∈ B(H) such that ImP = Im A. So Im P ⊆ Im P˜which
yields PP˜ = P˜P = P. From Eq. 5) it follows PP˜A = PP˜B. We conclude that PA = PB.
The existence of a selfadjoint idempotent Q ∈ B(H) such that KerA = Ker Q and AQ = BQ can be
proved in a similar way. Here we use the polar decomposition A = V√A∗Awhere V is a unique partial
isometry with Ker
√
A∗A = Ker V , and we deﬁne Q to be selfadjoint with ImQ = ImA∗. 
3. The generalized concept of order relations on B(H)
Mitra in [6] showed in his uniﬁed theory of the matrix partial orders that for any deﬁnition of a
generalized inverse we may deﬁne an order onMn.
Deﬁnition 6. For every A ∈ Mn let G′(A) denote the set of all generalized inverses of A. An order G′
onMn is deﬁned by
AG′ B if and only if AG = BG and GA = GB
for some G ∈ G′(A).
Šemrl proposed in [8] a similar uniﬁed approach on B(H). Let I(H) ⊆ B(H) be the set of all bounded
idempotent operators on aHilbert spaceH.We startwith a pair ofmapsφ,ψ : B(H) → P(I(H))which
map every operator A ∈ B(H) to two speciﬁed sets of idempotents φ(A),ψ(A) ⊆ I(H). Let φ(A) be
the set of idempotents Q ∈ I(H) that satisfy either one, or two, or even all three of the following
conditions
Ker A ⊆ Ker Q, (6)
Ker Q ⊆ Ker A, (7)
Q = Q∗. (8)
Choose ψ(A) to be the set of idempotents P ∈ I(H) that satisfy either one, or two, or even all three of
the following conditions
Im A ⊆ Im P, (9)
Im P ⊆ Im A, (10)
P = P∗. (11)
Deﬁnition 7. For every A ∈ B(H) let φ(A) and ψ(A) be the sets of idempotents deﬁned before. An
orderφ,ψ on B(H) is deﬁned by Aφ,ψ B if and only if AQ = BQ and PA = PB for some Q ∈ φ(A) and
some P ∈ ψ(A).
If conditions (6), (7), (9), and (10) are satisﬁed, then clearlyφ,ψ is theminus partial order on B(H).
Similarly, if all six conditions (6)–(11) are satisﬁed, then φ,ψ is obviously the star order on B(H).
Actually, the following proposition can be proved.
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Proposition. Let A, B ∈ B(H) and assume only conditions (7), (8), (9), and (11) are satisﬁed. Then A∗ B
if and only if Aφ,ψ B, i.e., AQ = BQ and PA = PB for some idempotent Q ∈ B(H) satisfying Ker Q ⊆
Ker A, Q = Q∗, and for some idempotent P ∈ B(H) satisfying Im A ⊆ Im P, P = P∗.
Proof. Let Aφ,ψ B and suppose P and Q are as above. Let P0 ∈ B(H) be the selfadjoint idempotent
operator deﬁned by Im P0 = Im A. Similarly, let Q0 ∈ B(H) be the selfadjoint idempotent such that
Ker Q0 = Ker A. It follows that Im P0 ⊆ Im P and ImQ0 ⊆ ImQ . So, P0P = PP0 = P0 and Q0Q =
QQ0 = Q0. Since PA = PB,wemay conclude that P0A = P0B, and similarly AQ0 = BQ0. It follows that
A∗ B. Clearly, if A∗ B, then Aφ,ψ B. So, such order φ,ψ is equivalent to the star order ∗ . 
Of course we can not expect to get a partial order if we take any subset of the six conditions.
Obviously any order φ,ψ is reﬂexive, however it is not necessarily transitive or even antisymmetric.
Example 8. Let H1 be a Hilbert space, H = H1 ⊕ H1 ⊕ H1, A, B ∈ B(H), and I ∈ B(H1) identity op-
erator. Suppose Aφ,ψ B if and only if AQ = BQ and PA = PB for some Q ∈ φ(A) satisfying (7) and
P ∈ ψ(A) satisfying (10). Let
A =
⎡
⎣ I 0 00 2I 0
0 0 0
⎤
⎦ and B =
⎡
⎣ I 0 −I0 2I 0
0 0 0
⎤
⎦ .
Take Q1 =
⎡
⎣ I 0 00 I 0
0 0 0
⎤
⎦ . Then AQ1 = BQ1 and Ker Q1 = Ker A. The condition (10) may be satisﬁed
by using P1 = 0, hence we have Aφ,ψ B.
Let now Q2 =
⎡
⎣ I 0 −I0 I 0
0 0 0
⎤
⎦ . Then Q2 is an idempotent, Ker Q2 = Ker B and BQ2 = B = AQ2.
Again (10) is fulﬁlled if we take P2 = 0. It follows that Bφ,ψ A. So φ,ψ is not antisymmetric since
A /= B.
If we add condition (8) to the order from the previous example, we obtain an example of an order
φ,ψ that is antisymmetric and reﬂexive, but it is not transitive.
Example 9. Let B(H) be as in the previous example and let A, B ∈ B(H). Suppose that Aφ,ψ B if and
only if AQ = BQ and PA = PB for some Q ∈ φ(A) satisfying (7), (8) and P ∈ ψ(A) satisfying (10).
Let Aφ,ψ B and Bφ,ψ A for some A, B ∈ B(H). On the one hand there exist idempotents Q1
and P1 such that AQ1 = BQ1 and P1A = P1B satisfying Ker Q1 ⊆ Ker A, Q1 = Q∗1 , Im P1 ⊆ Im A. On
the other hand there exist idempotents Q2 and P2 such that AQ2 = BQ2 and P2A = P2B satisfying
Ker Q2 ⊆ Ker B, Q2 = Q∗2 , Im P2 ⊆ Im B. Note that we may satisfy the condition (10) and equations
PiA = PiB, i ∈ {1, 2}, by taking P1 = P2 = 0.
The spaces Ker Q1 and Ker Q2 are closed hence Ker Q1 ∩ Ker Q2 is also a closed space. It follows
that
H = (Ker Q1 ∩ Ker Q2) ⊕ (Ker Q1 ∩ Ker Q2)⊥ .
There exists a selfadjoint idempotent Q such that
Ker Q = Ker Q1 ∩ Ker Q2 and ImQ = (Ker Q1 ∩ Ker Q2)⊥ .
Hence Ker Q ⊆ Ker A and Ker Q ⊆ Ker B. So Ax = Bx = 0 for every x ∈ Ker Q . Subspaces Ker Q1 ⊆ H
and Ker Q2 ⊆ H are closed, therefore (Ker Q1 ∩ Ker Q2)⊥ = (Ker Q1)⊥ + (Ker Q2)⊥. It follows that
ImQ = (Ker Q1)⊥ + (Ker Q2)⊥ = ImQ1 + ImQ2.
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Let y ∈ ImQ . Then there exist u ∈ ImQ1 and v ∈ ImQ2 such that y = u + v. For i ∈ {1, 2} we have
AQi = BQi, so Ax = Bx for every x ∈ ImQ1 ∪ ImQ2. It follows that Ay = Au + Av = Bu + Bv = By,
y ∈ ImQ . Since H = Ker Q ⊕ ImQ we obtain that A = B.
Lastly, let us show that this order is not transitive. Let
A =
⎡
⎣ I 0 00 2I 0
0 0 0
⎤
⎦ , B =
⎡
⎣ I 0 I0 2I 0
0 0 0
⎤
⎦ , C =
⎡
⎣ I 0 I0 2I 0
I 0 −I
⎤
⎦
and Q1 =
⎡
⎣ I 0 00 I 0
0 0 0
⎤
⎦. Since AQ1 = BQ1 and Ker Q1 = Ker A,we have Aφ,ψ B. Let
Q2 =
⎡
⎢⎣
1
2
I 0 1
2
I
0 I 0
1
2
I 0 1
2
I
⎤
⎥⎦ .
Then Q22 = Q2, Q∗2 = Q2, and Ker Q2 = Ker B. Also, BQ2 = CQ2, hence Bφ,ψ C. Take a selfadjoint
idempotent
Q3 =
⎡
⎣P11 P12 P13P21 P22 P23
P31 P32 P33
⎤
⎦ .
We have
AQ3 =
⎡
⎣ P11 P12 P132P21 2P22 2P23
0 0 0
⎤
⎦
and
CQ3 =
⎡
⎣P11 + P31 P12 + P32 P13 + P332P21 2P22 2P23
P11 − P31 P12 − P32 P13 − P33
⎤
⎦ .
Suppose that AQ3 = CQ3. It follows that P31 = P32 = P33 = 0 and hence P11 = P12 = P13 = 0. Since
Q∗3 = Q3,we have P21 = P23 = 0. So
Q3 =
⎡
⎣0 0 00 P22 0
0 0 0
⎤
⎦ .
The fact that Ker Q3Ker A yields that Aφ,ψC.
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