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The non-Markovian dynamics of open quantum systems is still a challenging task, particularly in the non-
perturbative regime at low temperatures. While the Stochastic Liouville-von Neumann equation (SLN) provides
a formally exact tool to tackle this problem for both discrete and continuous degrees of freedom, its perfor-
mance deteriorates for long times due to an inherently non-unitary propagator. Here we present a scheme which
combines the SLN with projector operator techniques based on finite dephasing times, gaining substantial im-
provements in terms of memory storage and statistics. The approach allows for systematic convergence and is
applicable in regions of parameter space where perturbative methods fail, up to the long time domain. Findings
are applied to the coherent and incoherent quantum dynamics of two- and three-level systems. In the long time
domain sequential and super-exchange transfer rates are extracted and compared to perturbative predictions.
PACS numbers: 03.65.Yz, 05.40.-a, 82.20.Xr
I. INTRODUCTION
General theories of open quantum dynamics as introduced
in [1, 2] provide the mathematical pathway to the character-
ization of real-world quantum mechanical systems, subject
to dissipation and dephasing by environmental interactions.
Such effects are crucial across a multitude of fields rang-
ing from solid-state to chemical physics, quantum optics, and
mesoscopic physics.
In the context of a classical environment, linear dissipa-
tion can be modeled by the Caldeira-Leggett oscillator ap-
proach [3], closely linked to Langevin equations [4] which
offer a concise formalism based on retarded friction kernels
and Gaussian random forces (thermal noise). The quantum
analogue of friction, however, needs a much more subtle treat-
ment since it typically creates substantial correlations between
system and environment. Moreover, quantum fluctuations of
a thermal reservoir are non-zero at any temperature, leading
to interesting phenomena and non-trivial ground states.
Within the quantum regime the dynamical properties of the
reduced density matrix are paramount. By tracing out reser-
voir degrees of freedom from the global dynamics, the focus
is narrowed towards a relevant subsystem. Any systematic
treatment of dynamical features like decoherence of quantum
states, dissipation of energy, relaxation to equilibrium or non-
equilibrium steady states requires a consistent procedure to
distill a dynamical map or an equation of motion for the re-
duced density matrix from the unitary evolution of system and
reservoir.
The Markovian approximation typically generalizes the
classical probabilistic technique of a dynamical semigroup
in analogy to the differential Chapman-Kolmogorov equation
[5]. The finite-dimensional mathematical framework of quan-
tum dynamical semigroups traces back to the seminal work
by Gorini, Kossakowski, Sudarshan [6–8] and simultaneously
by Lindblad [9]. While the resulting quantum master equa-
tions of Lindblad form provide an easy-to-use set of tools for
many applications, their perturbative nature fails in the pres-
ence of strong environment coupling, long correlation time
scales or entanglement in the initial state. The degree of non-
Markovianity which is inherent to the density matrix evolution
Figure 1. Illustration of a distinct quantum system embedded in a
thermal reservoir. The coupling to the environment provokes phe-
nomena such as fluctuating forces that act on the system and the loss
of energy due to dissipation.
and which causes pronounced retardation effects in reservoir-
mediated self-interactions constitutes an active field of re-
search [10–14]. Whereas considerable advances have been
made in the characterization of dynamical generators as non-
Markovian [15], much less attention is paid to the question
of how non-Markovian behavior arises from the Hamiltonian
description of a system-reservoir model.
Beyond perturbative dynamics of memoryless master equa-
tions and related strategies like quantum jumps [16] or quan-
tum state diffusion [17–21], a pool of numerically exact
simulation methods has been developed, each with specific
strengths and specific weaknesses. One can distinguish be-
tween methods set-up in the full Hilbert space of system
and bath degrees of freedom and those considering the dy-
namics of the reduced density operator of the system alone.
The former include approaches based on e.g. the Numerical
Renormalization Group (NRG) [22], the Multiconfiguration
Hartree (MCTDH) [23], and the Density Matrix Renormaliza-
ar
X
iv
:1
60
9.
09
00
9v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
8 S
ep
 20
16
2tion Group (DMRG) [24]. The latter can all be derived from
the path integral formulation pioneered by Feynman and Ver-
non [2, 25, 26]. They treat the functional integration either di-
rectly such as the Path Integral Quantum Monte Carlo (PIMC)
[27–29] and the Quasi-Adiabatic Propagator (QUAPI) [30] or
cast it in some form of time evolution equations. This is by
no means straightforward due to the bath induced time retar-
dation, a problem that always appears at lower temperatures.
Equivalence to the path integral expression is then only guar-
anteed for a nested hierarchy of those equations [31] or time
evolution equations carrying stochastic forces [32–34] from
which the reduced density follows after a proper averaging.
These stochastic approaches exploit the intimate connec-
tion between the description of a quantum reservoir in terms
of an influence functional and stochastic processes. In fact,
influence functionals do not only arise when a partial trace is
taken over environmental degrees of freedom, they are also
representations of random forces sampled from a classical
probability space [25]. This stochastic construction can be re-
versed, leading to an unraveling of quantum mechanical influ-
ence functionals into time-local stochastic action terms [33];
we thus obtain the dynamics of the reduced system through
statistical averaging of random state samples generated by
numerically solving a single time-local stochastic Liouville-
von Neumann equation (SLN [35–37]). Compared to other
methods this provides a very transparent formulation of non-
Makrovian quantum dynamics with the particular benefit that
the consistent inclusion of external time dependent fields is
straightforward [37].
Since the random forces resulting from the exact map-
ping of the quantum reservoir to a probability space are
not purely real, the resulting stochastic propagation is non-
unitary. Therefore, the signal-to-noise ratio of empirical
statistics based on SLN propagation deteriorates for long-
time. This issue is reminiscent of the sign problem in real-
time path integrals [38] and represents a major hurdle in solv-
ing the most general c-number noise stochastic Liouville-von
Neumann equation for time intervals much longer than the
timescales of relaxation and dephasing.
Here we modify a strategy, recently presented by one of
us [39], which uses a projection operator [40, 41] based finite-
memory scheme to solve the complex-noise SLN numerically.
Finite-memory stochastic propagation (FMSP) significantly
lowers the effect of statistical fluctuations and leads to a much
faster convergence of long-time sample trajectories, with a
gain in computational efficiency by several orders of magni-
tude. While the relevant memory timescales used before were
reservoir correlation times [39], we use a different projector
here, adapted to the case of finite dephasing times. If either
the dissipative coupling or the reservoir temperature exceed
certain thresholds, this results in a shorter memory time and
better statistics.
We apply this framework to two- and three-level systems
and compare numerical data with perturbative predictions.
Particular emphasis is put on the transition from coherent to
incoherent population dynamics. Since the new method al-
lows for converged simulations also in the long time domain,
transfer rates for sequential hopping and super-exchange [2]
can be extracted which are of relevance for charge or energy
transfer in molecular aggregates and arrays of artificial atoms,
e.g. quantum dot structures.
The paper is organized as follows: We start in Sec. II with
a concise discussion of the SLN and its simplified version for
ohmic spectral densities. The new scheme based in projection
operator techniques is introduced in Sec. III, before the two-
level system in Sec. IV and the three-level structure in Sec. V
are analyzed.
II. STOCHASTIC REPRESENTATION OF OPEN SYSTEM
DYNAMICS
We consider a distinguished system which is embedded in
an environment with a large number of degrees of freedom.
The Hamiltonian of such a model comprises a system, a reser-
voir and an interaction term
H = HS+HI+HR. (1)
For bosonic elementary excitations of the reservoir we as-
sume HR = ∑k h¯ωkb
†
kbk together with a bilinear coupling part
HI = q ·E that links the system coordinate q to the bath force
E = ∑k ck(b
†
k + bk). From the unitary time evolution of the
global density matrix W that belongs to the product space
H =HS⊗HR, we recover the reduced density matrix ρ by
a partial trace over the reservoir’s degrees of freedom
ρ(t) = TrR{U(t, t0)W (t0)U(t, t0)} (2)
and a factorizing initial condition W (t0) = ρ(t0)⊗ ρR. We
thereby assume the reservoir to be initially in thermal equilib-
rium, ρR = Z−1R e
−βHR .
While traditional open system techniques focus on a pertur-
bative treatment in the interaction Hamiltonian HI , we derive
our stochastic approach from influence functionals, a path in-
tegral concept introduced by Feynman and Vernon [25], ap-
plying to reservoirs with Gaussian fluctuations of the force
field E (t),∫
Dq(τ)Dq′(τ ′)A[q(τ)]A∗[q′(τ ′)]F [q(τ)q′(τ ′)]. (3)
HereA is the probability amplitude for paths governed by the
system action alone (a pure phase factor), and
lnF [q(τ)q′(τ ′)] =− 1
h¯2
∫ t
0
dτ
∫ τ
0
dτ ′(q(τ)−q′(τ))
× [L(τ− τ ′)q(τ ′)−L∗(τ− τ ′)q′(τ ′)]. (4)
All effects of the dissipative environment on the propagation
of the system can thus be expressed in terms of the free fluc-
tuations of the reservoir, characterized by the complex force
correlation function
L(τ)≡ 〈E (τ)E (0)〉R = L′(τ)+ iL′′(τ)
=
h¯
pi
∫ ∞
0
dω J(ω)
cosh[ω(h¯β/2− it)]
sinh(h¯βω/2)
. (5)
3Here we have introduced a spectral density J(ω), which can
be determined microscopically from the frequencies and cou-
plings of a quasi-continuum of reservoir modes, or, alterna-
tively, from the Fourier transform of the imaginary part of
eq. (5) when the correlation function has been obtained by
other means. The latter definition is somewhat more general
than the model of an oscillator bath. It is to be noted that the
thermal timescale h¯β must be considered long in a quantum
system with thermal energy kBT ≡ 1/β smaller than the level
spacing. In the opposite limit h¯β → 0 the classical version
of the Fluctuation-Dissipation theorem [42] can be recovered
from eq. (5).
Due to the non-local nature of the influence functional (4),
there is no simple way to recover an equation of motion from
eq. (3). However, since F [q(τ)q′(τ ′)] is a Gaussian func-
tional of the path variables, it shows great formal similar-
ity to generating functionals of classical Gaussian noise. A
classical process formally equivalent to a quantum reservoir
can thus be constructed by means of a stochastic decompo-
sition [33, 43]. The resulting stochastic Liouville-von Neu-
mann equation (SLN) contains two stochastic processes ξ (t)
and ν(t), corresponding to two independent functions of the
functional F ,
d
dt
ρz(t) =− ih¯ [HS,ρz(t)]
+
i
h¯
ξ (t)[q,ρz(t)]+
i
2
ν(t){q,ρz(t)}. (6)
We thus map the reduced system evolution to stochastic prop-
agation in probability space of Gaussian noise forces with zero
bias and correlations which match the quantum mechanical
correlation function L(t− t ′),
〈ξ (t)ξ (t ′)〉R = L′(t− t ′), (7)
〈ξ (t)ν(t ′)〉R = (2i/h¯)Θ(t− t ′)L′′(t− t ′), (8)
〈ν(t)ν(t ′)〉R = 0. (9)
It is obvious that there are no real-valued processes with these
correlations, however, complex-valued stochastic processes
which obey eqs. (7)–(9) do exist.
Even though eq. (6) contains no term recognizable as a
damping term (in a mathematical sense), yet it provides an
exact numerical approach to open quantum systems with any
type of Gaussian reservoir: Stochastic samples ρz obtained
by propagating (6) with specific noise samples have no ob-
vious physical meaning. The physical density matrix, whose
evolution is damped, is obtained by averaging the samples,
ρ =M [ρz].
There is also a version of the SLN which is designed for
reservoirs with ohmic characteristic, i.e. for spectral densities
of the form J(ω) ∼ ω up to a high frequency cutoff ωc be-
ing significantly larger than any other frequency of the prob-
lem (including the thermal time h¯β ). This class of reservoirs
is of particular relevance due to numerous realizations rang-
ing from atomic to condensed matter physics. In this case,
the imaginary part of the reservoir correlation function can be
considered as the time derivative of a Dirac δ−function,
L′′(τ) =
η
2
d
dτ
δ (τ) . (10)
Accordingly, memory effects arise only from the real part
L′(τ), while the imaginary part can be represented by a time-
local damping operator acting on the reduced density ma-
trix. This results in the simplified so-called SLED dynamics
(stochastic Liouville equation with dissipation) [44] with one
real-valued noise force ξ (t),
d
dt
ρξ =
1
ih¯
(
[HS,ρξ ]−ξ (t)[q,ρξ ]
)
+
γ
2ih¯
[q,{p,ρξ}] (11)
where γ = η/m. Eq. (11) has been derived for potential mod-
els with canonical variables q and p with [q, p] = ih¯. In a
wider context, it is still valid for moderate dissipative strength
[45, 46] with the substitutions m→ 1 and p→ (i/h¯)[H,q].
Both stochastic formulations for open quantum dynamics
eq. (6) and eq. (11) have been successfully used to solve
problems in a variety of areas. They apply to systems with
discrete Hilbert space as well as continuous degrees of free-
dom and have the particular benefit that they allow for a nat-
ural inclusion of external time dependent fields irrespective
of amplitude and frequency. Specific applications comprise
spin-boson dynamics [35], optimal control of open systems
[37], semiclassical dynamics [47], molecular energy transfer
[36], generation of entanglement [48], and heat and work fluc-
tuations [49, 50], to name but a few.
III. TIME-CORRELATED BLIP DYNAMICS
However, there is a price to be paid for the generality and
simplicity of eqs. (6), (11). The correlation function eq. (9)
requires the complex-valued process ν(t) to have a random
phase; hence eq. (6) describes non-unitary propagation. As
in the paradigmatic case of multiplicative noise, geometric
Brownian motion [5], the stochastic variance of observables
[taken with respect to the probability measure of ξ (t) and
ν(t)] grows rapidly with increasing time t, making the compu-
tational approach prohibitively expensive in the limit of very
long times.
This problem has recently been solved by one of us [39] by
formally identifying the stochastic averaging as a projection
operation. This allows the identification of relevant and irrel-
evant projections of the ensemble of state samples, with bene-
ficial simplifications for finite memory times of the reservoir.
The finite-memory stochastic propagation (FMSP) approach
has solved the problem of deteriorating long-term statistics.
However, the finite asymptotic value of the sampling variance
can still be high in the case of strong coupling. Here, we
address this case using a different projection operator, based
on finite decoherence timescales instead of reservoir correla-
tion times. We restrict ourselves to reservoirs with ohmic-
type spectral densities for which the SLED in eq. (11) is the
appropriate starting point; generalizations will be presented
elsewhere.
In this section we first describe the general strategy and will
then turn to specific applications in the remainder. Since the
4latter focus on systems with discrete Hilbert space, for conve-
nience we make use of the language developed within the path
integral description of discrete open quantum systems. There,
it is customary to label path segments where the path labels
q(τ) and q′(τ) differ as “blips”, contributing to off-diagonal
matrix elements (coherences) of ρ and intervening periods
with equal labels as “sojourns”, contributing to diagonal el-
ements.
In an open quantum system, dephasing by the environment
sets an effective upper limit on the duration of a blip. This
observation can be transferred to our stochastic propagation
methods using projection operators. The operator
P : ρ →

ρ11 0 · · · 0
0 ρ22
. . .
...
...
. . .
. . . 0
0 · · · 0 ρnn
 (12)
projects on sojourn-type intermediate states, while its comple-
mentQ = 1−P projects on blip-type states.
With these projectors, eq. (11) can be rewritten as a set
of coupled equations of motion for diagonal and off-diagonal
elements of ρξ ,
d
dt
(
ρP
ρQ
)
=
(
0 PLdetQ
QLdetP Q[Ldet +Lξ ]Q
)(
ρP
ρQ
)
(13)
with a deterministic Liouvillian superoperator Ldet ≡
1
ih¯ [HS, ·] + γ2ih¯ [q,{p, ·}] and a stochastic superoperator Lξ ≡
i
h¯ [q, ·]ξ (t). The propagation of the SLED equation (11) can
now be re-cast in the form of a Nakajima-Zwanzig equation
[40, 41]
d
dt
ρP =PL ρP
+PL
t∫
t∗
dt ′ exp>
 t∫
t ′
dsQL (s)
QL ρP(t ′), (14)
where ρP now is the projected (diagonal) part of the density
matrix, L ρ is equal to the r.h.s. of eq. (11), and the symbol
“>” denotes time ordering.
The time-ordered exponential now represents propagation
during “blip” periods. Generally, the lower integration bound-
ary t∗ needs to be set to zero if full equivalence to equations of
type (13) is required. However, when it is known that dephas-
ing sets an upper limit to blip times, t∗ can be raised, provided
that t− t∗ remains large compared to the dephasing time.
In order to translate this approach into an algorithm, it is
advantageous not to choose t − t∗ constant: The number of
different initial conditions for the irrelevant part must be kept
manageable.
Fig. 2 provides an illustration of the resulting algorithm,
Time-Correlated Blip Dynamics (TCBD). The propagation of
coherences is realized in multiple overlapping segments on the
time axis. An arbitrary, but fixed number of segments nseg, i.e.
Qρ j with j ∈ {1,2,3, . . . ,nseg} is used throughout the propa-
gation. These segments are initialized with staggered starting
times. With an inter-segment spacing∼ τm/nseg chosen larger
than the numerical timestep ∆t. The individual segments com-
prise a maximum memory window of τm. For each propaga-
tion step at a given time t, the segment with the longest history
among all Qρ j is used in the propagation ofPρ . Whenever
one segment has “aged” beyond τm, it is reset and replaced by
its next best follower, thus starting a continuous recycling of
memory trails.
Formally limiting the maximum blip length leads to im-
proved statistics of our stochastic simulations, since the
stochastic part of L applies only to blip periods. The choice
of a pre-defined number of memory segments (independent
of the propagation timestep) reduces the required numerical
operations significantly. Compared to a naive solution of eq.
(14) with fixed difference t − t∗, resulting in an unfavorable
scaling of complexity with ∆t as Onaive
([ t
∆t
]2), we lower the
complexity to OTCBD
( t
∆t ·nseg
)
, typically an order of magni-
tude lower in absolute terms.
In the remainder of this work, we apply the new non-
Markovian propagation method TCBD to both a two-level
system (TLS) immersed in a heat bath (spin-boson model)
and a quantum system that is effectively restricted by a three-
dimensional Hilbert space. In the transparent context of these
discrete systems, we compare equilibrium properties to an
analytical theory of dissipative two-state evolution, the non-
interacting blip approximation (NIBA) and uncover super-
exchange phenomena due to virtual particle transfer.
IV. SPIN-BOSON MODEL
The spin-boson model is a generic two-state system cou-
pled linearly to a dissipative environment
HS =
h¯ε
2
σz− h¯∆2 σx. (15)
The coupling to the environment is conventionally taken as
HI = σz ·E . The ohmic environment is described by a spectral
density of the generic form
J(ω) =
ηω
(1+ω2/ω2c )2
(16)
where the constant η denotes a coupling constant, and ωc
is a UV cutoff. In the context of the spin-boson problem
one conventionally works with the so-called Kondo param-
eter K = 2η/(pi h¯) as a dimensionless coupling parameter.
The SLED and the TCBD are then applicable for moderate
damping K < 1/2. Subsequently, one sets q = σz, m = 1 and
p = −∆σy so that the deterministic and stochastic superoper-
ators introduced in eq. (13) read
Ldet = 1ih¯ [HS, ·]−
γ
2ih¯
∆[σz,{σy, ·}]
Lξ = ih¯ [σz, ·]ξ (t). (17)
Parameterizing the reduced density matrix through pseu-
dospin expectation values leads to an intuitive picture of the
5t1 t2 t3 t4 t5
time
t
Qρ1
Qρ2
Qρ3
Qρ4
Qρ5
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Figure 2. Scheme of ”memory recycling” in the Time-Correlated Blip Dynamics (TCBD).
dynamics
ρ =
1
2
(
1+ 〈σz〉 〈σx〉− i〈σy〉
〈σx〉+ i〈σy〉 1−〈σz〉
)
. (18)
We will later make use of the fact that the diagonal part is
determined by the single parameter 〈σz〉.
It is instructive to compare our projection technique with
the analytic NIBA approach [51]. Path integral techniques
were first used to derive the NIBA; with discrete path variables
σ =±1, eq. (3) reads∫
Dσ(τ)Dσ ′(τ ′)A[σ(τ)]A∗[σ ′(τ ′)]F [σ(τ)σ ′(τ ′)]. (19)
Since the path functions σ(τ) are piecewise constant, their
derivatives are sums of delta functions at isolated points. Eq.
(4) can then be integrated by parts; this results in a double
sum over “interactions” between discrete “charges” (jumps in
path variables), which depend on the twice-integrated reser-
voir correlation function
Q(t) =
h¯
pi
∫ ∞
0
dω
J(ω)
ω2
{coth( h¯βω
2
)[1− cos(ωt)]
+isin(ωt)}. (20)
The NIBA approach assumes that the resulting form of eq.
(4) can be approximated by omitting interactions between
“charges” which are not part of the same blip. The Laplace
transform of the path sum can then be given in analytic form.
For the present purpose, it is more instructive to note that
this result can also be cast in the form of an equation of motion
[52]
d 〈σz〉t
dt
=
∫ t
0
dt ′
[
K(a)z (t− t ′)−K(s)z (t− t ′)〈σz〉t ′
]
(21)
with integral kernels that depend on the relative time τ = t− t ′
K(a)z = ∆2 sin(ετ)e−Q
′(τ) sin(Q′′(τ)) (22)
K(s)z = ∆2 cos(ετ)e−Q
′(τ) cos(Q′′(τ)). (23)
The function Q(τ) is given by
Q′(τ) = 2K ln
(
h¯βωc
pi
sinh
piτ
h¯β
)
(24)
Q′′(τ) = 2K (25)
for large ωc and moderate damping (K < 1/2).
The integro-differential equation (21) has a mathematical
structure similar to the Nakajima-Zwanzig equation (14). This
is not a coincidence. The dynamical variable 〈σz〉 of eq. (21)
is representative of the entire diagonal part of the density ma-
trix, after averaging over reservoir degrees of freedom (or, in
our case, noise representing the reservoir). NIBA thus is re-
lated to the application of a different projection operator P¯
which sets off-diagonal elements to zero and takes the expec-
tation value of the diagonal elements (the relation P¯2 = P¯ is
obvious).
However, the integral kernels of NIBA are equivalent to
propagating with QL rather than Q¯L . Therefore eq. (21)
is not quite a Nakajima-Zwanzig equation. The difference
between NIBA and TCBD could thus succinctly be stated
in the following manner: NIBA tacitly omits the projection
(P−P¯)ρ from the dynamics.
Apart from providing reference data and being a useful con-
ceptual reference point, the NIBA theory provides us with a
quantitative model for the system’s decoherence time based
on the reservoir’s dissipative properties. When the function
Q′(τ) increases with τ at long times, long blips are suppressed
as the dissipative factor e−Q′(τ) in eq. (23) becomes smaller.
An estimate for a memory window τm of the TCBD’s ρQ seg-
ments can be obtained for τ h¯β and sufficiently strong sup-
6pression of intra-blip interactions e−Q′(τ)  1. Considerably
small errors are achieved by memory lengths of the order of
τm ∼ 4h¯β2Kpi . (26)
Longer memory time frames τm reduce potential errors due
to a truncation of the off-diagonal trajectories. At the same
time, they increase the amount of random noise that accumu-
lates along the stochastic propagation of ρQ and smears out
the original transfer signal. While the TCBD method allows
to manually access intra-blip correlation lengths through τm, it
puts no restrictions on inter-blip interactions, thereby extend-
ing the NIBA theory.
Figure 3. Comparison of the new TCBD and the full SLED
[eq. (11)] for expectation values 〈σx〉t and 〈σz〉t of a spin-boson
model with ε = 0, β = 0.7, K = 0.24, ωc = 10, τm = 2 and nsamp =
2500; frequencies in units of ∆.
The efficiency gain of a numerical spin-boson simulation
based on the SLED eq. (11), and the proposed TCBD
method, proves to be especially striking in the case of strong
dephasing, i.e. for large coupling parameters K. Beside the
dynamical observables 〈σx〉t and 〈σz〉t , Fig. 3 and Fig. 4
compare the variance of the stochastic sample trajectories
Var[σz]t of a straightforward SLED solution to the TCBD
propagation of the reduced system. Apparently, both first and
second order statistics confirm substantial faster convergence
of the TCBD scheme to the thermal equilibrium 〈σz〉∞ = 0 as
well as a significant reduction in sample noise.
Despite its sound quantitative applicability in a wide range
of fields, the NIBA flaws in describing long time dynamics
of 〈σ j〉t ( j = x,y,z) correctly at low temperatures T and fi-
nite energy bias ε . Considering the equilibrium values for the
〈σz〉t component [2], the NIBA result comes down to a loss in
symmetry and strict localization for zero temperature
〈σz〉NIBA∞ = tanh
(
h¯ε
2kBT
)
T→0−→ sgn(ε). (27)
Figure 4. Comparison of the numerical variance for TCBD and
SLED for 〈σz〉t ; parameters are as in Fig. 3.
This confinement to one of the wells stands in contrast to the
weak-damping equilibrium with respect to thermally occupied
eigenstates of the TLS
〈σz〉e f f∞ =
ε
∆e f f
tanh
(
h¯∆e f f
2kBT
)
T→0−→ ε
∆e f f
(28)
with effective tunneling matrix element
∆e f f = [Γ(1−2K)cos(piK)]1/2(1−K)
(
∆
ωc
)K/(1−K)
∆. (29)
While the equilibrium prediction of the NIBA theory clearly
fails in the presence of an even infinitesimal bias energy, the
TCBD provides correct equilibration in the scaling limit.
Note that due to the finite frequency cutoff in eq. (16), the
TCBD approaches a steady state value determined by the
effective tunnel splitting ∆e f f for coupling parameters K < 1.
Results in Fig. 5 illustrate the relaxation process of 〈σz〉t for
a finite bias and low temperatures. While both the NIBA and
the TCBD provide nearly indistinguishable data up to times
t ·∆ ≈ 5, significant deviations appear for longer times. We
note in passing the numerical stability of the TCBD which al-
lows to access also typical equilibration time scales. While
in the TCBD approach all time-nonlocal correlations induced
by the reservoir are consistently taken into account as a vi-
tal ingredient for the reduced dynamics, the NIBA neglects
long-ranged interactions such as inter-blip correlations. In this
sense, the TCBD method constitutes a systematic extension of
the NIBA.
V. THREE-LEVEL SYSTEM
We will now demonstrate the adaptability of the TCBD
method for multilevel systems by investigating population
7Figure 5. NIBA and TCBD relaxation dynamics towards equilib-
rium of the population difference 〈σz〉t for ε = 0.5, β = 5, K = 0.1,
ωc = 10, nsamp = 100 (in units of ∆).
transfer in a three-state structure. For this purpose, we con-
sider (cf. Fig. 6) a symmetric donor-bridge-acceptor (DBA)
system [28, 53], with degenerate donor state |1〉, acceptor state
|3〉, and a bridge state |2〉 being energetically lifted by a bias of
height ε . Despite its simplicity the corresponding open quan-
tum dynamics even in presence of an ohmic environment (16)
is rather complex and has been explored in depth as a model
to access fundamental processes such as coherent/incoherent
dynamics and thermally activated sequential hopping versus
long-range quantum tunneling (super-exchange).
1
2
3
Figure 6. Symmetric three-state system donor-bridge-acceptor
(DBA) with donor |1〉 and acceptor |3〉 states and a bridge state |2〉
elevated by an energy h¯ε . In case of incoherent population transfer,
two transfer channels with transition rate ΓDB for sequential hopping
and ΓSQM for super-exchange govern the dynamics.
Within the spin-1 basis {1,Sx,Sy,Sz} the Hamiltonian of
the system with site basis eigenvectors |1〉, |2〉 and |3〉 reads
HS = h¯∆Sx+
h¯ε√
2
(1−S2z )
=
h¯√
2
0 ∆ 0∆ ε ∆
0 ∆ 0
 . (30)
In eq. (11), the position coordinate q is then represented by the
Sz, while the momentum operator p follows from the respec-
tive Heisenberg equation of motion q˙ = ih¯ [HS,q] = ∆Sy. Ac-
cordingly, HI =−Sz ·E so that the deterministic and stochastic
superoperators in eq. (13) are derived as
Ldet = 1ih¯ [HS, ·]+
γ
2ih¯
∆[Sz,{Sy, ·}]
Lξ = ih¯ [Sz, ·]ξ (t). (31)
As a first result, we show in Fig. 7 - 9 the population dy-
namics of the site occupations p j(t) = Tr{| j〉〈 j|ρ(t)} and
j = {1,2,3} with ρ(t0) = |1〉〈1| for three different bridge en-
ergies ε = 1, ε = 3 and ε = 17 (in units of ∆). For moder-
ate bridge energies one observes coherent transfer of popu-
lations towards thermal equilibrium for the chosen coupling
parameter K = 0.24 and inverse temperature β = 5, while in-
coherent (monotonous) decay appears for high-lying bridges.
The TCBD captures these qualitatively different dynamical
regimes accurately and in domains of parameters space which
are notoriously challenging, namely, stronger coupling and
very low temperatures.
Figure 7. Population dynamics p j(t) =Tr{| j〉〈 j|ρ(t)}, j= {1,2,3}
for ε = 1 and K = 0.24, β = 5, nsamp = 2 ·104 and ωc = 10 (in units
of ∆).
Rate description
For the remainder we will demonstrate how the TCBD ap-
proach can be used to extract transfer rates in case the popu-
lation dynamics appears to be incoherent as in Fig. 9. These
rates are of particular relevance for charge and energy transfer
in molecular complexes or quantum dot structures, where the
three-state system is the simplest model to exhibit sequential
hopping from site to site as well as non-local tunneling be-
tween donor |1〉 and acceptor |3〉. According to Fig. 6, one
has two different transfer channels, a sequential channel with
transfer rate Γ|1〉→|2〉 = Γ|3〉→|2〉 = ΓDB and a super-exchange
8Figure 8. Same as in Fig. 7 but for ε = 3.
Figure 9. Same as in Fig. 7 but for ε = 17.
channel Γ|1〉→|3〉 = Γ|3〉→|1〉 = ΓSQM . The respective domi-
nance of these transfer mechanisms allows to classify the re-
duced system evolution as predominantly classical (hopping)
or quantum (tunneling). In the classical limit of high temper-
atures h¯βωc 1 and low bridge state energies ε , the former
channel is expected to prevail, while for lower temperatures
and higher energy barriers, quantum non-locality in both the
system and the reservoir degrees of freedom become increas-
ingly important.
Assuming that these two rates define the only relevant time
scales leads to a simple population dynamics of the formp˙1p˙2
p˙3
=
−ΓDB−ΓSQM ΓDBeh¯βε ΓSQMΓDB −2ΓDBeh¯βε ΓDB
ΓSQM ΓDBeh¯βε −ΓDB−ΓSQM
p1p2
p3
 .
(32)
The eigenvalues of the rate matrix are obtained as λ1 = 0, λ2 =
−ΓDB−2eh¯βεΓDB and λ3 =−ΓDB−2ΓSQM with eigenvectors
~v1 =
 1e−h¯βε
1
 ~v2 =
 1−2
1
 ~v3 =
−10
1
 (33)
so that the general solution to (32 ) is given by
~p(t) = c1~v1+ c2e(−ΓDB−2e
h¯βεΓDB)t~v2+ c3e(−ΓDB−2ΓSQM)t~v3 .
(34)
Note that due to symmetries and detailed balance one has
ΓDB(ε) = ΓBD(−ε) = p
∞
B
p∞A
ΓBD(ε) = e−h¯βεΓBD(ε) (35)
with Boltzmann distributed equilibrium occupation probabil-
ities p∞A and p
∞
B . Asymptotically, the dynamics (32) tends to-
wards p∞1 = p
∞
3 , p
∞
2 = p
∞
1 e
−h¯βε = p∞3 e
−h¯βε .
The expression (34) constitutes the basis for a numerical
extraction of the transfer rates ΓDB and ΓSQM from simulation
data. For this purpose, one introduces auxiliary functions a(t)
and b(t) to cast eq. (34) in the compact form
~p(t) = ~p∞+a(t) ·~v2+b(t) ·~v3 (36)
such that the dynamical behaviour of a(t) and b(t) expressed
by the population differences p˜ j(t) = p j(t)− p∞j is obtained
as
a(t) =
1
2
[p˜1(t)+ p˜3(t)] (37)
b(t) =
1
2
[p˜3(t)− p˜1(t)] . (38)
The numerical transfer rates ΓDB and ΓSQM are now extracted
by linear least square fits to the logarithm of the auxiliary
functions a(t) and b(t). Choosing two parameter fit functions
a f it(t) = ca1e
ca2t and b f it(t) = cb1e
cb2t , the transition rates can be
computed from the fitting parameters as
ΓSQM =
1
2
(
ca2
1+2eh¯βε
− cb2
)
(39)
ΓDB =− c
a
2
1+2eh¯βε
. (40)
Comparison with NIBA rates
To compare the benchmark results obtained from the TCBD
approach with approximate predictions, we come back to the
NIBA discussed already in the previous section. As one
of the most powerful perturbative treatments, the NIBA has
also been the basis to derive analytic expressions for both se-
quential as well as super-exchange rates in the the domains
h¯βωc ≥ 1 and ∆ωc. This way, one arrives at the sequential
forward rate
ΓDB,GR(ε) =
(
∆
2
)2 ∫ ∞
−∞
dt exp [−iεt−Q(t)] (41)
9which can also be obtained from a Fermi’s golden rule cal-
culation. Upon expanding the dissipative function Q(t) in eq.
(20) to lowest order in 1h¯βωc and
ε
ωc , a simple analytical ex-
pression is gained, i.e.,
ΓDB,GR(ε) =
∆2e f f
4ωc
(
h¯βωc
2pi
)1−2K |Γ(K+ ih¯βε/2pi)|2
Γ(2K)
e
1
2 h¯βε ,
(42)
valid for coupling strength K < 1 and with the effective tun-
neling matrix element eq. (29). Going beyond the second
order perturbative treatment to include also fourth order terms
in ∆, then leads to an approximate expression for the super-
exchange rate
ΓSQM,GR(ε)≈
(∆
2
)4
ε2
∫ ∞
−∞
dτ exp [−4Q(τ)] . (43)
While within the classical, high temperature domain h¯βε <
1 thermally activated processes should be dominant (41) and
manifest themselves in the typical Arrhenius behavior∼ e−βε ,
an increase in the bridge energy ε and lower temperature β
should lead to decay rates according to (43). This is indeed
Figure 10. Perturbative rates ΓGRDB(ε) and Γ
GR
SQM(ε). The changeover
from the regime where sequential hopping dominates to the regime
of super-exchange occurs around ε ≈ 2.5; other parameters are K =
0.24, and β = 0.7 (in units of ∆).
seen in Fig. 10, where we depict the rates eq. (41) and (43)
for varying bridge energies. The regime of sequential transfer
crosses over to a regime where quantum tunneling dominates
for sufficiently large ε , a behaviour that can now be compared
to exact numerical results from the TCBD based on the two
rate model of eq. (32).
A comparison between the theoretically predicted classical-
quantum crossover in Fig. 10 and the numerical results in Fig.
11 reveals at least good qualitative agreement while quantita-
tively the NIBA rates are not reliable.
In Fig. 12 we compare more specifically numerical results
for ΓDB(ε) with the NIBA golden rule predictions. The nu-
Figure 11. Rate for sequential hopping ΓDB(ε) and super-exchange
rate ΓSQM(ε) as extracted from TCBD simulations for parameters as
in Fig. 10. Error bars from the curve fitting procedure are indicated
by vertical lines.
merical data are in good agreement with an expected Arrhe-
nius behavior, i.e. ΓDB(ε)∼ e−βε , but exceed the NIBA rates
quite substantially.
Figure 12. Sequential hopping rate ΓDB(ε) as extracted from TCBD
simulations for parameters as in Fig. 10. The linear fit em·ε with slope
m ≈ −0.6 demonstrates good agreement with a thermally activated
process with −β ≡ mβ =−0.7.
For increasing barrier heights, we expect the super-
exchange rate to control the population decay if βε > 1. The
perturbative treatment leads to a characteristic algebraic de-
pendence ΓSQM ∼ 1ε |m| with |m| = 2, in contrast to the expo-
nential one for sequential hopping. The results in Fig. 13 for
moderate to large bridge energies verify the expected power
law dependence with an exponent |m| ≈ 1.96, close to the per-
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turbative expectation.
Figure 13. Super-exchange rate ΓSQM(ε) as extracted from TCBD
simulation data for parameters as in Fig. 10. An algebraic depen-
dence 1ε |m| with |m| ≈ 1.96 is in agreement with a super-exchange
mechanism for which the expected asymptotic prediction is |m|= 2.
Comparison with Master Equation Results
In case of weak system-reservoir couplings, the master
equations build standard perturbative approaches to open sys-
tem dynamics [1]. The corresponding time evolution equa-
tions for the reduced density matrix are formulated in terms
of the eigenstates of the bare systems with the dissipator in-
ducing transitions between these states. While these methods
clearly fail for stronger couplings, it is nevertheless instructive
to analyze their deficiencies in the context of rate dynamics.
Here, we use a standard master equation (ME) for which
the dynamics of the diagonal elements of the reduced den-
sity matrix decouples from that of the off-diagonal elements.
In the eigenstate representation of the Hamiltonian eq. (30),
HS |n〉= En |n〉 , n= 1,2,3, one then has
p˙n(t) =
3
∑
m=1
[Wnmpm(t)−Wmnpn(t)] (44)
where pn ≡ ρnn. The transition rates are obtained as
Wmn =
1
h¯2
〈m|Sz |n〉2 D(Em−En) (45)
with D(E) = 2MJ(E/h¯)n¯(E) and the thermal occupation
n¯(E) = 1/[exp(βE)− 1]. The stationary solution of (44) re-
produces the Gibbs state distribution pn = Z−1e−βEn with par-
tition function Z. The dynamics of the off-diagonal elements
can simply be solved
ρnm(t) = ρnm(0)ei(En−Em)t/h¯ e−Γmnt (46)
with decay rates
Γmn =
1
h¯2
3
∑
r=1
1
2
[
〈m|Sz |r〉2D(Er−Em)+ 〈n|Sz |r〉2D(Er−En)
]
− 1
h¯2
〈m|Sz |m〉〈n|Sz |n〉D(0). (47)
Now, the population dynamics Pµ(t),µ = 1,2,3 in the site rep-
resentation is obtained from this time evolution by a simple
unitary transformation yielding
Pµ(t) =∑
n
cµnc∗nµ pn+∑
n,m
cµnc∗mµρnm(0)e
− ih¯ (En−Em)te−Γnmt .
(48)
Note that the site populations are also determined by the dy-
namics of the off-diagonal elements in the eigenstate repre-
sentation; the respective timescales are entirely determined
through eqs. (45), (47).
Figure 14. Population dynamics for DBA complex via ME and
TCBD method (inset) for K = 0.08, β = 7, ωc = 50, and ε = 1 (in
units of ∆).
We start in Fig. 14 with the population dynamics in the
coherent regime (weak coupling). While the master results
capture the transient oscillatory pattern qualitatively correctly,
quantitatively deviations are clearly apparent. The time scales
for relaxation towards thermal equilibrium are quite different
with the master results approaching a steady state on a much
faster time scale than the TCBD data. This may be attributed
to the relatively low temperature which is beyond the valid-
ity of the Born-Markov approximation on which the master
equation is based. The steady state values for the populations
are basically identical though. Discrepancies in the relaxation
dynamics substantially increase for stronger system bath cou-
plings, see Fig. 15, when the dynamics tends to become a
simple decay in time. Based on the rate extraction method pre-
sented before, we can now also extract respective rates from
the master equation dynamics providing us with correspond-
ing rates Γ(ME)DB (ε) and super-exchange tunneling Γ
(ME)
SQM (ε).
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Figure 15. Same as in Fig. 14 but for K = 0.24, β = 0.7, ωc = 50,
ε = 2.
The sequential transfer rate in Fig. 16 reveals indeed an ex-
ponential decay ∼ e−|m(ME)|ε , however, with substantial devi-
ations m(ME) from the thermal value mβ . The situation for the
super-exchange rates is even worse as the extracted rates lack
a physical interpretation, see Fig. 17: The numerical Γ(ME)SQM (ε)
saturate for growing bridge energies to eventually become in-
dependent of ε at all, in contradiction to an algebraic decay.
Figure 16. Sequential transfer rates Γ(ME)DB (ε) as derived via the rate
model eq. (32) for various damping strengths K = 0.08,0.16,0.24
and β = 0.7 (in units of ∆). A linear fit em(ME)·ε with m(ME) ≈−0.24
reveals strong deviations from the classical expectation for thermal
activation −β ≡ mβ = −0.7 and the TCBD result m ≈ −0.6 in Fig.
12.
This result is not so astonishing since, as already mentioned
above, the parameter domain where incoherent population dy-
namics exhibits substantial quantum effects lies at the very
Figure 17. Same as in Fig. 16 but for the super-exchange rates
Γ(ME)SQM (ε). These results do not show the expected algebraic depen-
dence on ε; see text for details.
edge or even beyond the range of validity of master equations.
What is interesting nevertheless, is the fact that the explicit
time scales appearing in eq. (48) can be directly related to
the extracted super-exchange rate Γ(ME)SQM (ε). This is shown in
Fig. 18. It turns out that indeed non-local processes in the
site representation (super-exchange) correspond to the decay
rate of off-diagonal elements of the density matrix in the en-
ergy representation implying that already for moderate bridge
energies 2Γ(ME)SQM → Γ12.
VI. CONCLUSION
In this work we combined a stochastic description of open
quantum dynamics with projection operator techniques to im-
prove convergence properties. While the general strategy has
been outlined recently by one of us [39], we here restricted
ourselves to a broad class of systems for which the dephasing
time is finite. For the dynamics of the coherences of the re-
duced density one then keeps track of bath induced retardation
effects only within a time window τm which must be tuned
until convergence is achieved. While for τm→ tfinal with tfinal
being the full propagation time one recovers the full stochas-
tic description, the new TCBD is superior if τm is sufficiently
shorter than tfinal. In parameter space this applies to the non-
perturbative regime beyond weak coupling, a domain which
is notoriously difficult to tackle, particularly at low tempera-
tures.
The new TCBD scheme captures systems with continuous
degree of freedom for arbitrary coupling strengths and to those
with discrete Hilbert space up to moderate couplings. It al-
lows to approach also the long time domain, where equilibra-
tion sets in. For two- and three-level systems we have shown
explicitly that the new scheme covers both coherent as well as
12
Figure 18. Decoherence rates according to the ME approach (44)
in the energy basis compared to the numerically extracted super-
exchange rate Γ(ME)SQM in the site representation (48). While the rate
ΓR for energy relaxation decreases with increasing bridge height, the
rate for the decay of coherences in the energy basis (47) tends to
dominate and determines Γ(ME)SQM ; see text for details.
incoherent dynamics. In this latter regime the method is suffi-
ciently accurate to extract quantum relaxation rates in the long
time limit. It now allows for a variety of applications, for ex-
ample, the dynamics of nonlinear quantum oscillators also in
presence of external time dependent driving, the heat transfer
through spin chains, or the quantum dynamics under optimal
control protocols.
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