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PROFILE DECOMPOSITION OF STRUWE-SOLIMINI
FOR MANIFOLDS WITH BOUNDED GEOMETRY
KUNNATH SANDEEP AND CYRIL TINTAREV
Abstract. For many known non-compact embeddings of two Ba-
nach spaces E →֒ F , every bounded sequence in E has a subse-
quence that takes form of a profile decomposition - a sum of clearly
structured terms with asymptotically disjoint supports plus a re-
mainder that vanishes in the norm of F . In this paper we construct
a profile decomposition for arbitrary sequences in the Sobolev space
H
1,2(M) of a Riemannian manifold with bounded geometry, rela-
tive to the embedding of H1,2(M) into L2
∗
(M), generalizing the
well-known profile decomposition of Struwe [18, Proposition 2.1]
to the case of any bounded sequence and a non-compact manifold.
1. Introduction
Defect of compactness, relative to an embedding of two Banach spaces
E →֒ F , is a difference uk − u between a weakly convergent sequence
uk ⇀ u in E and its limit, taken up to a remainder that vanishes in
the norm of F . In particular, if the embedding is compact and E is
reflexive, the defect of compactness is null. For many embeddings there
exist well-structured descriptions of the defect of compactness known
as profile decompositions. In particular, profile decompositions relative
to Sobolev embeddings are sums of terms with asymptotically disjoint
supports, which are called elementary concentrations or bubbles. Profile
decompositions were motivated by studies of concentration phenomena
in the early 1980’s by Uhlenbeck, Brezis, Coron, Nirenberg, Aubin and
Lions, and they play significant role in verification of convergence of
functional sequences in applied analysis, particularly when the infor-
mation available via the classical concentration compactness method is
not enough detailed.
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Profile decompositions are known when the embedding E →֒ F is
cocompact relative to some group G of bijective isometries on E (em-
bedding E →֒ F is called G -cocompact if any sequence (uk) in E
satisfying gkuk ⇀ 0 for any sequence of operators (gk) in G vanishes in
the norm of F ). It is easy to show (the example is due to Jaffard, [11])
that ℓ∞(Z) is cocompactly embedded into itself relative to the group of
shifts G = {(an) 7→ (an+m)}m∈Z: gkuk ⇀ 0 means in this case uniform
convergence. The earliest cocompactness result for functional spaces
known to the authors is the proof of cocompactness of embedding of the
inhomogeneous Sobolev space H1,p(RN), N > p, into Lq, q ∈ (p, p∗),
where p∗ = pN
N−p
, relative to the group of shifts u 7→ u(· − y), y ∈ RN ,
by E. Lieb [12], although expressed in very different terms (the term
cocompactness appeared in literature only a decade ago).
A profile decomposition relative to a group G of bijective isometries
expresses the defect of compactness as a sum of elementary concen-
trations, or bubbles,
∑
n∈N g
(n)
k w
(n) , with some g
(n)
k ∈ G and w
(n) ∈ E,
k ∈ N, n ∈ N. The elements w(n), called concentration profiles, are then
obtained as weak limits of (g
(n)
k )
−1uk as k → ∞. Typical examples of
groups G, involved in profile decompositions, are the above mentioned
group of shifts and the rescaling group, which is a product group of
shifts and dilations u 7→ tru(t·), t > 0, where r = N−p
p
for H˙1,p(RN),
N > p.
For a smooth Riemannian manifold M , the Sobolev space H1,2(M)
is defined as a completion of C∞0 (M) with respect to the norm
‖u‖2 =
∫
M
(|du|2 + |u|2)dµ,
where d stays for the covariant derivative and µ for the Riemannian
measure on M . We will discuss later also the matters concerning def-
inition of a counterpart of the space H˙1,2(RN) for manifolds. In what
follows the unqualified notation of the norm will always refer to the
H1,2(M)-norm, and this extends to the notation of the corresponding
scalar product. The Lp norm for the manifold will be denoted as ‖u‖p.
This paper is motivated by a profile decomposition for sequences in
Sobolev spaces of compact manifolds by Struwe [18, Proposition 2.1],
where the defect of compactness for the embeddingH1,2(M) →֒ L2
∗
(M)
is a finite sum of bubbles of the form t
N−2
2
k w ◦ exp
−1
yk
(tk expyk(x)), tk →
∞, yk ∈M , multiplied by a suitable cut-off function. Struwe’s result is
restricted to Palais-Smale sequences of semilinear elliptic functionals,
which assures that the number of bubbles is finite. Struwe’s argument
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for vanishing of the remainder in L2
∗
is also based on properties of
Palais-Smale sequences.
The earliest known result on profile decompositions for general bounded
sequences in H˙1,p(RN) equipped with the rescaling group was proved
by Solimini [16]. It was repeated later, and with a weaker form of
asymptotics, in [9] and [11] ([11] also extended the result to fractional
Sobolev spaces). Subsequently, profile decompositions were found in
the general functional-analytic setting relative to a general group of
isometries, for Hilbert spaces in [13], and for uniformly convex Banach
spaces with the Opial condition in [17] (without the Opial condition
weak convergence has to be replaced in the statement by the less-known
Delta convergence). However, despite the general character of this re-
sult, some known profile decompositions do not follow directly from
[17], in particular, when the space E is not reflexive ([2]), when one
has only a semigroup of isometries (e.g. [1]), or when the profile de-
composition can be expressed without a group ([4, 15]). The latter
papers are dealing with generalizations of the profile decomposition of
Solimini to the case of Riemannian manifolds. Paper [15] proves pro-
file decomposition for the embedding H1,2(M) →֒ Lp(M), 2 < p < 2∗,
when M is a non-compact manifold of bounded geometry, where the
loss of compactness is due to bubbles shifting to infinity (concentration
compactness of type I in the framework of Lions), and paper [4] deals
with the case of compact manifold and p = 2∗, where the loss of com-
pactness is due to Struwe’s bubbles, thus generalizing Struwe’s profile
decomposition to the case of general sequences. (This corresponds to
concentration compactness of type II in the sense of Lions). However,
the results of [4] and [15] do not generalize the original profile decom-
position for RN to the case of manifolds in full: the former is restricted
to compact manifolds and the latter is restricted to the case of sub-
critical exponent. The present paper gives an answer to the question if
there is a profile decomposition for the embedding H1,2(M) →֒ L2
∗
(M)
with both shifts and Struwe’s bubbles. Our method of proof is different
from [4], whose argument does not yield an obvious generalisation to
non-compact manifolds, while the result of [15] is employed here as an
intermediate step.
Certain limitations have to be imposed on M , since the embedding
H1,2(M) →֒ L2
∗
(M) itself does not exist for every manifold. Following
the reasoning of [15] we deal here only with manifolds of bounded
geometry, which generate concentration profiles at infinty which are
still functions in a Sobolev space of a smooth Riemannian manifold,
although this manifold is generally not the original M .
4 KUNNATH SANDEEP AND CYRIL TINTAREV
The other limitation concerns the use of the full Sobolev norm and
not the gradient norm of H˙1,2 as in [16]. For sequences bounded
in H1,2(RN ), the L2-bound eliminates from the profile decomposition
of Solimini any deflations (“reverse bubbles”) t
N−2
2
k w(tk(x − yk)) with
tk → 0, because their L
2-norms are unbounded. In comparison, on
the hyperbolic space (or any space of negative curvature bound away
from zero, see [3]) the gradient norm dominates the L2-norm, which
suppresses appearance of deflations in the profile decomposition. On
the other hand, on the sphere (as on any other compact manifold)
quadratic form
∫
M
|du|2dµ defines only a seminorm whose null space
consists of constants. Appending it, for example, by
(∫
M
u dµ
)2
yields
a norm that also dominates the L2-norm which eliminates deflations.
The example of M = RN shows that when H˙1,2(M) 6= H1,2(M),
the defect of compactness may have to account also for some analog of
"deflation" terms t
N−2
2
k w(tk·), tk → 0, but while every manifold admits
local "zoom-in" maps, there is no natural global "zoom out" map that
could describe concentration of deflative character on every (approxi-
mately flat) manifold.
The paper is organized as follows. In Section 2 we show that se-
quences bounded in H1,2(M), that already vanish in Lp(M) for some
p ∈ (2, 2∗), vanish also in L2
∗
(M) if they satisfy a “no bubbles” condi-
tion. In Section 3 we show that sequences bounded in H1,2(M) that
vanish in Lp(M) for some p ∈ (2, 2∗), have a subsequence that satisfies
the “no bubbles” condition (and thus vanishes in L2
∗
(M) ) after one
subtracts from it all its bubbles, and that the bubbles are asymptoti-
cally decoupled. In Section 4 we recall the result of [15] on the defect
of compactness for the embedding H1,2(M) →֒ Lp(M), p ∈ (2, 2∗),
which says that a sequence bounded in H1,2(M) has a subsequence
that, after subtraction of its weak limit and all suitably defined shift-
concentration terms, vanishes in Lp(M),p ∈ (2, 2∗). Combining this
result with the result of Section 3 we obtain the main result of this
paper, Theorem 4.2, which says that the defect of compactness for the
embedding H1,2(M) →֒ L2
∗
(M) is a sum of a series of bubbles and
a series of shift-concentrations, all of them mutually decoupled. Ap-
pendix summarizes some statements concerning manifolds of bounded
geometry and manifolds at infinity used in the main body of the paper.
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2. Vanishing lemma
From now on we assume that M is a smooth, complete, connected
N -dimensional Riemannian manifold of bounded geometry. The latter
property is defined as follows.
Definition 2.1. (Definition A.1.1 from [14]) A smooth Riemannian
manifold M is of bounded geometry if the following two conditions are
satisfied:
(i) The injectivity radius r(M) of M is positive.
(ii) Every covariant derivative of the Riemann curvature tensor RMof
M is bounded, i.e., ∇kRM ∈ L∞(M) for every k = 0, 1, . . .
We refer the reader to the appendix for elementary properties of
manifolds of bounded geometry used in this paper, and existence of an
appropriate covering of such manifolds.
In what follows B(x, r) will denote a geodesic ball in M and Ωr
will denote the ball in RN of radius r centered at the origin. Let
ex : Ωr → B(x, r) , r < r(M). be an exponential map of M under
identification of the ball of radius r centered at the origin in TxM
as the ball Ωr ⊂ R
N (we reserve the standard notation expx for a
standard exponential map TxM → M , so that ex = expx ◦ix where ix
is an arbitrarily fixed linear isometry between RN and TxM).
We will deal first with sequences that are bounded in H1,2(M) and
vanish in Lp(M) for some p ∈ (2, 2∗) (note that if this is the case for
some value of p in the interval than it is true for any other value in the
interval). Such sequences may still have L2
∗
-norm bounded away from
zero. For example, let v ∈ C∞0 (Ωr) and let ut(x) =
∑m
n=1 t
N−2
2 v(te−1yn (x)),
where y1, . . . , ym are distinct points onM , m ∈ N, t > 1, and each term
in the sum is understood as extended by zero outside of B(yn,Ωr/t).
Then ut → 0 in L
p(M) for any p ∈ (2, 2∗), while the sequence is
bounded in the H1,2-norm and ‖uk‖
2∗
2∗ → m‖v‖
2∗
2∗ . If we provide a pro-
file decomposition for such sequence with the remainder vanishing in
Lp(M) for all p ∈ (2, 2∗], then we will have a profile decomposition for
all sequences relative to the embedding H1,2(M) →֒ L2
∗
(M), consist-
ing of the sum of the profile decomposition relative to the embedding
H1,2(M) →֒ Lp(M), p ∈ (2, 2∗) (given in [15]) and our new profile de-
composition for this remainder (which vanishes in Lp(M)). For these
ends we identify a sequence that vanishes in Lp(M) and passes a “non-
concentration” test (relation (2.1) below) as vanishing in L2
∗
(M).
Remark 2.1. In what follows we will often consider sequences of the
form t
N−2
2
k uk ◦eyk(tk·), tk → 0, which are defined on ΩR ⊂ R
N for every
R, provided that k, dependently on R, is sufficiently large, which allows
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a natural definition of their pointwise limit on RN . It is easy to see
that if (uk) is a bounded sequence in H
1,2(M), then (t
N−2
2
k uk ◦ eyk(tk·))
converges pointwise on RN to some w if and only if for any ϕ ∈ Cc(R
N ),∫
M
d(t
N−2
2
k uk ◦ eyk(tk·)) · dϕdµ→
∫
M
dw · dϕdµ as k →∞, which we for
short will denote, slightly abusing the notation of weak convergence, as
uk ⇀ w or w = w-lim uk. Moreover, for every sequence (uk) bounded
in H1,2(M) and every sequence (tk) with tk → 0, the sequence (t
N−2
2
k uk◦
eyk(tk·)) has a subsequence that converges pointwise and weakly in the
above sense.
From now on we fix a positive number r < r(M).
Theorem 2.2 ("Vanishing lemma"). Let M be a complete smooth N-
dimensional Riemannian manifold of bounded geometry, and let (uk)
be a bounded sequence in H1,2(M) such that for any sequence of points
yk ∈M , and any sequence tk → 0,
t
N−2
2
k uk ◦ eyk(tkξ) −→ 0 a.e. in R
N . (2.1)
Furthermore, assume that uk → 0 in L
p(M) for some p ∈ (2, 2∗). Then
uk → 0 in L
2∗(M).
Proof. Step1. For any u ∈ H1,2(M) the following holds:
‖u‖2
∗
2∗ ≤ C‖u‖
2
H1,2 sup
j∈2
N−2
2 Z
(∫
j≤|u(x)|≤2
N−2
2 j
|u|2
∗
dµ
) 2
N
. (2.2)
Indeed, let χ ∈ C10(2
−N−2
2 , 2N−2), extended by zero to [0,∞) be such
that χ(s) ∈ [0, 1] for all s and χ(s) = 1 whenever s ∈ [1, 2
N−2
2 ]. Let
χj(s) = jχ(j
−1s), j ∈ 2
N−2
2
Z.
Applying Sobolev inequality to χj(|u|) we get
(∫
j≤|u(x)|≤2
N−2
2 j
|u|2
∗
dµ
)2/2∗
≤ C
∫
2−
N−2
2 j≤|u(x)|≤2N−2j
(|du|2 + |u|2)dµ,
from which we have ∫
j≤|u(x)|≤2
N−2
2 j
|u|2
∗
dµ ≤
C
∫
2−
N−2
2 j≤|u(x)|≤2N−2j
(|du|2 + |u|2)dµ
(∫
j≤|u(x)|≤2
N−2
2 j
|u|2
∗
dµ
)1− 2
2∗
.
Adding the inequalities over j ∈ 2
N−2
2
Z , while evaluating the last term
by its upper bound, we get (2.2).
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Step 2. Apply (2.2) to the sequence uk.
Let jk ∈ 2
N−2
2
Z be such that
sup
j∈2
N−2
2 Z
∫
j≤|uk(x)|≤2
N−2
2 j
|u|2
∗
k dµ ≤ 2
∫
jk≤|uk(x)|≤2
N−2
2 jk
|u|2
∗
dµ. (2.3)
Then we have from (2.2)
‖uk‖2∗ ≤ C
(∫
jk≤|u(kx)|≤2
N−2
2 jk
|uk|
2∗dµ
) 2
2∗N
(2.4)
It suffices to consider two cases: jk ≤ L for all k, L ∈ Z, and
jk → +∞. In the first case we have from (2.4) with any small ε > 0,
‖uk‖2∗ ≤ C
(∫
jk≤|uk(x)|≤2
N−2
2 jk
|uk|
2∗dµ
) 2
N2∗
≤ C
(
L2
∗−p
∫
M
|uk|
pdµ
) 2
N2∗
which converges to 0 by the assumption on the sequence.
Step 3. Consider now the second case, jk → ∞. For each k ∈ N,
let Yk ⊂ M be a discretization of M given by Lemma 5.3, that is, a
collection of balls {B(y, tkr)}y∈Yk with tk = j
− 2
N−2
k , form a covering
for M of uniformly finite multiplicity. Let Dk = {x ∈ M : |uk(x)| ∈
[jk, 2
N−2
2 jk]} and D
′
k = {x ∈M : |uk(x)| ∈ [2
−N−2
2 jk, 2
N−2jk]}.
By scaling of the Sobolev inequality, applied to χjk(|uk|) on the ge-
odesic ball B(y, tkr) there is a constant C independent of k such that(∫
B(y,tkr)∩Dk
|uk|
2∗dµ
)2/2∗
≤ C
∫
B(y,tkr)∩D
′
k
(|duk|
2 + t−2k |uk|
2)dµ.
Taking into account that the integration domain in the right hand side
is a subset of D′k, we have t
−2
k |uk|
2 ≤ C|uk|
2∗ uniformly in k , and thus
we have ∫
B(y,tkr)∩Dk
|uk|
2∗dµ ≤∫
B(y,tkr)∩D
′
k
(|duk|
2 + |uk|
2∗)dµ
(∫
B(y,tkr)∩Dk
|uk|
2∗dµ
) 2
N
.
Adding the inequalities above over y ∈ Yk and replacing the second
term in the right hand side by its upper bound, we have∫
Dk
|uk|
2∗dµ ≤ C sup
y∈Yk
(∫
B(y,tkr)∩Dk
|uk|
2∗dµ
) 2
N
. (2.5)
Choosing points yk ∈ Yk so that
sup
y∈Yk
∫
B(y,tkr)∩Dk
|uk|
2∗dµ ≤ 2
∫
B(yk ,tkr)∩Dk
|uk|
2∗dµ,
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we have from (2.4) and (2.5),
‖uk‖2∗ ≤ C
(∫
B(yk ,tkr)∩Dk
|uk|
2∗dµ
) 4
2∗N2
.
Changing variables from a small ball on M to small ball on RN by
the geodesic map eyk , and taking into account that M is a manifold of
bounded geometry, so that the estimate of the Jacobian is uniform in
k, we have, with ∆k = {ξ ∈ Ωr : |uk ◦ expyk(ξ)| ∈ (jk, 2
N−2
2 jk)}, for all
k large enough
‖uk‖2∗ ≤ C
(∫
Ωtkr∩∆k
|uk ◦ eyk(ξ)|
2∗dξ
) 4
2∗N2
.
Let us now change variables again by setting ξ = tkη, η ∈ Ωr:
‖uk‖2∗ ≤ C
(∫
{η∈Ωr :|uk◦eyk (tkη)|∈[jk,2
N−2
2 jk]}
|t
N−2
2
k uk ◦ eyk(tkη)|
2∗dη
) 4
2∗N2
,
and note that the integrand converges to zero almost everywhere by
assumption, and is bounded by the constant 2N , so by Lebesgue domi-
nated convergence theorem the right hand side vanishes, which proves
the theorem. 
3. Profile decomposition for sequences vanishing in Lp,
p < 2∗.
We will start with a characterization of decoupling of bubbles in-
volved in our profile decomposition.
Definition 3.1. We shall say that two sequences, Uk and Vk, in a
Hilbert space H are asymptotically orthogonal, if (Uk, Vk) → 0.
Let us fix χ ∈ C∞0 (Ωr) such that χ(ξ) = 1 whenever |ξ| ≤
r
2
, extended
by zero to a function on RN .
Lemma 3.2. Let (with extension to M \Br(yk) by zero):
Vk(x) = 2
N−2
2
jk χ ◦ e−1yk (x) v(2
jke−1yk (x)), x ∈M,
Wk(x) = 2
N−2
2
ℓk χ ◦ e−1zk (x)w(2
ℓke−1zk (x)), x ∈ M
where jk, ℓk ∈ N, jk, ℓk → ∞ and yk, zk ∈ M . Then Vk and Wk are
asymptotically orthogonal in H1,2(M) for any choice of v and w in
H˙1,2(RN ) if and only if the following condition holds:
|ℓk − jk| + (2
ℓk + 2jk)d(yk, zk)→∞ (3.1)
as k →∞.
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Furthermore, given w ∈ H˙1,2(RN), (Vk,Wk)→ 0 for any v ∈ H˙
1,2(RN)
if and only if
2−jk
N−2
2 Wk ◦ eyk(2
−jkξ) → 0 a.e. in RN . (3.2)
Proof. 1. Note that
∫
M
V 2k dµ → 0 and
∫
M
W 2k dµ → 0, so asymptotic
orthogonality of Vk and Wk is equivalent to
∫
M
dVk · dWkdµ → 0. By
density of C∞0 (R
N) in H˙1,2(RN) we may assume without loss of gener-
ality that v, w ∈ C∞0 (R
N).
2. Sufficiency: First note that supports of Vk and Wk are contained
in B(yk, r)∩eyk(2
−jksupp v) and B(zk, r)∩ezk(2
−ℓksupp w) respectively.
Thus, if along a subsequence inf d(yk, zk) > 0, then the supports of Vk
and Wk are disjoint for large k and the conclusion follows. Hence we
assume in the rest of the proof that d(yk, zk) → 0 as k →∞.
The support of dVk ·dWk is contained in B(zk, r) and hence calculating
the integral in the coordinate chart ezk we get∫
M
dVk · dWkdµ =
∫
Ωr
gαβ(ezk(ξ))∂α(Vk ◦ ezk)∂β(Wk ◦ ezk)
√
g(ezk(ξ))dξ
where ∂1, . . . , ∂N is a shorthand for respective partial derivatives
∂
∂ξ1
, . . . , ∂
∂ξN
,
ξ1, . . . , ξN are the components of ξ ∈ Ωr, gαβ = 〈
∂
∂ξα
, ∂
∂ξβ
〉g, (g
αβ) =
(gαβ)
−1, g = det(gαβ) and we use the summation convension over
α, β ∈ {1, ..., N}.
Denoting jk − ℓk = mk, e
−1
yk
◦ ezk = ψk, using the change of variable
η = 2ℓkξ, and taking into account that gαβ(zk) = δαβ and g(zk) = 1,
the above expression simplifies to
∫
M
dVk ·dWkdµ =
∫
B(zk ,r)∩B(yk,r)
dVk ·
dWkdµ = 2
N−2
2
mk×∫
Dk
gαβ(ezk(ξ))∂α(χ ◦ ψk(ξ)v(2
jkψk(ξ)))∂β(χ(ξ)w(2
ℓkξ))
√
g(ezk(ξ))dξ,
= 2
N
2
mk
∫
2ℓkDk∩suppw
[
∇w(η)ψ′k(2
−ℓkη) · ∇v(2jkψk(2
−ℓkη)) + o(1)
]
dη
where Dk = e
−1
zk
(B(zk, r) ∩ B(yk, r)), ψ
′
k is the N×N -matrix derivative
of ψk, and o(1) denotes a sequence converging to zero uniformly in R
N .
Since M is of bounded geometry using standard arguments we may
assume ψk and its derivatives will converge locally uniformly in Ωr to
some ψ ∈ C∞(Ωr → Ωr) and its respective derivatives.
Since (3.1) holds, we have up to subsequences two cases :
Case 1 : |ℓk − jk| → ∞.
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In this case we may assume without loss of generality that jk − ℓk =
mk → −∞ and hence using the boundednesss of ψk and the fact that
v, w ∈ C∞c (R
N) we get∣∣∣∣
∫
M
dVk · dWkdµ
∣∣∣∣ ≤ C2N2 mk → 0.
Case 2 : |ℓk − jk| is bounded and (2
ℓk + 2jk)d(yk, zk) →∞.
For η ∈ 2ℓkDk ∩ supp w,we have
2jkψk(2
−ℓkη) = 2jkψk(0) + 2
jkψ′k(0)2
−ℓkη + O(2jk−2ℓk)
Note that since the exponential map is preserving distance from the
origin in Ωr, we have |ψk(0)| = d(yk, zk). Using this with the fact that
mk is bounded we get |2
jkψk(2
−ℓkη)| → ∞ , as k → ∞ (with uni-
form convergence) and hence ∇v(2jkψk(2
−ℓkη)) = 0 for all η ∈ supp w
provided that k is sufficiently large, and hence the conclusion follows.
3. Necessity: Assume that the condition (3.1) does not hold. Then,
on a renamed subsequence, jk − ℓk = m ∈ Z and 2
jkd(yk, zk) =
|2jkψk(0)| remains bounded. Hence passing to a further subsequence
if necessary we may assume 2jkψk(0) → η0 ∈ R
N . Then, repeating
calculations in the proof of sufficiency, we get∫
M
dVk · dWkdµ→ 2
N
2
m
∫
RN
∇w(η) · ψ′(0)∇v(η0 + 2
mψ′(0)η) dη
Using elementary properties of the exponential map we can show
that ψ′(0) is invertible. Hence the above expression is nonzero, for
example, when v 6= 0 and w(η) = v(η0 + 2
mψ′(0)η).
4. Finally, writing the scalar product of H1,2(M) in the normal
coordinates at yk we have
(Wk, Vk) =
∫
RN
∇2−jk
N−2
2 Wk ◦ eyk(2
−jkξ) · ∇v(ξ)dξ + o(1),
which proves that (3.2) is equivalent to asymptotic orthogonality of
Vk,Wk for all v. 
We now provide a profile decomposition for sequences that are bounded
in H1,2(M) and vanish in Lp(M) for some p ∈ (2, 2∗). This will allow
us to consider a general bounded sequence in H1,2(M), for which a pro-
file decomposition with a remainder vanishing in Lp is already known,
identify blowups in this remainder, and after subtracting them, ob-
tain a profile decomposition for the remainder up to a term that, by
Theorem 2.2, will vanish already in L2
∗
.
Theorem 3.3. Let M be a complete smooth N-dimensional Riemann-
ian manifold of bounded geometry, and let (uk) be a bounded sequence
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in H1,2(M) convergent to zero in Lp(M) for some p ∈ (2, 2∗). Then,
there exist sequences of points (y
(n)
k )k∈N in M and of numbers (j
(n)
k )k∈N
in N, j
(n)
k → +∞, as well as functions w
(n) ∈ H˙1,2(RN), n ∈ N, such
that
2−j
(n)
k
N−2
2 uk ◦ ey(n)
k
(2−j
(n)
k ξ)→ w(n)(ξ) a.e. in RN , (3.3)
(AO) Whenever m 6= n, the sequences j
(m)
k , y
(m)
k , j
(n)
k , y
(n)
k satisfy
the condition (3.1) with jk = j
(m)
k , yk = y
(m)
k , ℓk = j
(n)
k and zk = y
(n)
k .
The series Sk =
∑
n∈NW
(n)
k , where
W
(n)
k (x) = 2
j
(n)
k
N−2
2 χ ◦ e−1
y
(n)
k
(x)w(n)(2j
(n)
k e−1
y
(n)
k
(x)), x ∈M, (3.4)
converges in H1,2(M) unconditionally with respect to n and uniformly
in k,
uk − Sk → 0 in L
2∗(M) , (3.5)
and
∑
n∈N
∫
RN
|∇w(n)|2dx ≤ lim inf
∫
M
|duk|
2dµ. (3.6)
Proof. The proof is analogous to the proofs for profile decompositions
in [15, 13, 16, 17] and is given in a somewhat abbreviated form.
1. Consider any sequences (j
(1)
k ) in N, j
(1)
k → ∞, and (y
(1)
k ) in
M . The sequence 2−j
(1)
k
N−2
2 uk ◦ ey(1)
k
(2−j
(1)
k ·) is a bounded sequence in
H1,2(Ωa) for any a ∈ (0, r(M)) and thus has a weakly convergent sub-
sequence there. Consequently, by diagonalization, there is a renamed
subsequence of (uk) such that 2
−j
(1)
k
N−2
2 uk ◦ ey(1)
k
(2−j
(1)
k ·) converges al-
most everywhere on RNto some w(1). Note that, since M is of bounded
geometry, ‖∇w(1)‖22 ≤ lim supC
∫
Br(y
(1)
k
)
|duk|
2dµ < ∞ with the con-
stant C independent of the sequence (y
(n)
k )k∈N. Thus it suffices to prove
the theorem for the case w(1) 6= 0. Let Ξ1 be a set of all w ∈ H˙
1,2(M)
such that
2−j
(1)
k
N−2
2 uk ◦ ey(1)
k
(2−j
(1)
k → w a.e. in RN
for some choice of j
(1)
k →∞ and (y
(1)
k ) in M , and let
β1 = sup
w∈Ξ1
‖w‖H˙1,2
and fix an element w(1) ∈ Ξ and corresponding sequences j
(1)
k and (y
(1)
k )
so that ‖w(1)‖H˙1,2 ≥
1
2
β1. If β1 = 0, then by Theorem 2.2 uk → 0 in
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L2
∗
(M) and the theorem is proved. We consider therefore the case
β1 > 0.
2. Let us now make a recursive definition of sequences j
(n)
k → ∞,
(y
(n)
k ) in M , functions w
(n) and numbers βn, n ∈ N. Let ν ∈ N and
assume that for every n = 1, . . . , ν we have constructed the elementary
concentrations for the sequence (uk), that is, we make the following
assumptions.
Assume, for n = 1, . . . , ν, that we have a renamed subsequence of
(uk), sequences (j
(n)
k ) in N, j
(n)
k → ∞, and (y
(n)
k ) in M . Assume that
functions w(n) ∈ H˙1,2(RN) satisfy (3.3). Assume that (AO) is satisfied
for m,n = 1, . . . , ν. Furthermore, let Ξn be a set of all w ∈ H˙
1,2(M)
such that
2−j
(n)
k
N−2
2 uk ◦ ey(n)
k
(2−j
(n)
k ) → w a.e. in RN
for some choice of j
(n)
k → ∞ and (y
(n)
k ) in M satisfying (AO) for m <
n = 1, . . . , ν, and let
βn = sup
w∈Ξn
‖w‖H˙1,2
and fix an element w(n) ∈ Ξ and corresponding sequences j
(n)
k and (y
(n)
k )
so that ‖w(n)‖H˙1,2 ≥
1
2
βn.
We now set S
(ν)
k =
∑ν
n=1W
(n)
k and v
(ν)
k = uk − S
(ν)
k . Consider se-
quences (j
(ν+1)
k ) in N, j
(ν+1)
k → ∞, and (y
(ν+1)
k ) in M . As in the Step
1, we have a renamed subsequence of (uk) such that 2
−j
(ν+1)
k
N−2
2 uk ◦
e
y
(ν+1)
k
(2−j
(ν+1)
k ·) converges almost everywhere on RN to some w(ν+1) ∈
H˙1,2(RN ). As before, we consider the class Ξν+1 of all such limits, and
fix w(ν+1) and corresponding j
(ν+1)
k and (y
(ν+1)
k ) so that ‖w
(ν+1)‖H˙1,2 ≥
1
2
βν+1.
3. Note that for every n ≤ ν,
2−j
(n)
k
N−2
2 W
(n)
k ◦ey(n)
k
(2−j
(n)
k ξ) = χ(2−j
(n)
k ξ)w(n)(ξ)→ w(n)(ξ) a.e. in RN ,
(3.7)
and for each n′ ≤ ν, n′ 6= n, by (AO) and Lemma 3.2,
2−j
(n)
k
N−2
2 W
(n′)
k ◦ ey(n)
k
(2−j
(n)
k ξ)→ 0 a.e. in RN ,
so for every n ≤ ν,
2−j
(n)
k
N−2
2 S
(ν)
k ◦ ey(n)
k
(2−j
(n)
k ξ)→ w(n)(ξ) a.e. in RN , (3.8)
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and thus
2−j
(n)
k
N−2
2 v
(ν)
k ◦ ey(n)
k
(2−j
(n)
k ξ) =
2−j
(n)
k
N−2
2 (uk − S
(ν)
k ) ◦ ey(n)
k
(2−j
(n)
k ξ)→ 0 a.e. in RN . (3.9)
4. Let us show that (AO) is satisfied for m = 1, . . . , ν and n =
ν + 1 (or vice versa). Once we show this, we will have completed the
construction of (y
(n)
k )k∈N in M and of numbers (j
(n)
k )k∈N in N, j
(n)
k →
+∞, as well as functions w(n) ∈ H˙1,2(RN ), n ∈ N, such that, for a
renamed subsequence of (uk), condition (AO) is satisfied for all n ∈ N.
If w(ν+1) = 0, then, since βν+1 = 0 we are free replace (y
(ν+1)
k )k∈N in
M and (j
(ν+1)
k )k∈N with any sequence that saisfies (3.1) for respective
scaling sequences, namely
|j(ν+1)k − j
(n)
k | + (2
jν+1
k + 2j
(n)
k )d(y
(ν+1)
k , y
(n)
k ) →∞, n = 1, . . . ν.
The renamed w(ν+1) will be necessarily zero since βν+1 = 0.
We now may assume that w(ν+1) 6= 0. Assume that (AO) does not
hold for indices ν+1 and some ℓ ≤ ν. Then there exist m ∈ Z and λ ∈
R, such that, on a renamed subsequence, 2j
(ℓ)
k d(y
(ℓ)
k , y
(ν+1)
k ) is bounded
and j
(ν+1)
k = j
(ℓ)
k −m. Let ψk = e
−1
y
(ℓ)
k
◦e
y
(ν+1)
k
. Note that d(y
(ℓ)
k , y
(ν+1)
k ) →
0, and since M has bounded geometry, on a renamed subsequence we
have ψk convergent uniformly, together with its derivatives of every
order, and its limit is the identity map. Also on a renamed subsequence
we have an η0 ∈ R
N such that 2j
(ν+1)
k ψk(0) → η0 (since |ψk(0)| =
d(y
(ν+1)
k , y
(ℓ)
k )). Then we have, uniformly on compact subsets of R
N ,
2j
(ℓ)
k ψk(2
−j
(ν+1)
k ξ) =
2m2j
(ν+1)
k ψk(0) + 2
mψ′k(0)ξ + 2
j
(ℓ)
k O(2−2j
(ν+1)
k ξ)→ 2mη0 + 2
mξ.
Note also that for any n = ℓ + 1, . . . , ν from (AO) and Lemma 3.2 we
have
2j
(ν+1)
k
N−2
2 W
(n)
k ◦ ey(ν+1)
k
(2−2j
(ν+1)
k ξ)→ 0.
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Then, substituting the two last calculations into the expression be-
low, we have
2j
(ν+1)
k
N−2
2 v
(ν)
k ◦ ey(ν+1)
k
(2−2j
(ν+1)
k ξ) =
2j
(ν+1)
k
N−2
2 v
(ℓ)
k ◦ ey(ν+1)
k
(2−2j
(ν+1)
k ξ) + o(1) =
2−m
N−2
2 2j
(ℓ)
k
N−2
2 v
(ℓ)
k ◦ ey(ℓ)
k
◦ ψk(2
−2j
(ν+1)
k ξ) =
2−m
N−2
2 2j
(ℓ)
k
N−2
2 v
(ℓ)
k ◦ ey(ℓ)
k
(2j
(−ℓ)
k [2j
(ℓ)
k ψk(2
−2j
(ν+1)
k ξ)]) =
2−m
N−2
2 2j
(ℓ)
k
N−2
2 v
(ℓ)
k ◦ ey(ℓ)
k
(2j
(−ℓ)
k [2mη0 + 2
mξ + o(1)])
→ 0,
by (3.9), which by definition of w(ν+1) implies w(ν+1) = 0, a contradic-
tion.
6. Let us expand by bilinearity a trivial inequality∫
M
|d(uk − S
(ν)
k )|
2dµ ≥ 0. We will have
∫
M
|duk|
2dµ ≥ 2
∫
M
duk · dS
(ν)
k dµ− Ik − I
′
k, (3.10)
where
Ik =
ν∑
n=1
∫
M
∣∣∣∣d
(
2j
(n)
k
N−2
2 χ ◦ e−1
y
(n)
k
(x)w(n)(2j
(n)
k e−1
y
(n)
k
(x))
)∣∣∣∣
2
dµ,
and
I ′k =
∑
m6=n,m,n=1,...ν
∫
M
d
(
2j
(n)
k
N−2
2 χ ◦ e−1
y
(n)
k
(x)w(n)(2j
(n)
k e−1
y
(n)
k
(x))
)
·
d
(
2j
(m)
k
N−2
2 χ ◦ e−1
y
(m)
k
(x)w(m)(2j
(m)
k e−1
y
(m)
k
(x))
)
dµ.
The first term in (3.10) can be evaluated by writing the integration
in rescaled geodesic coordinates ξ = 2j
(n)
k e−1
y
(n)
k
(x) and denoting by o(1)
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any term vanishing uniformly in RN as k →∞, we∫
M
duk · dS
(ν)
k dµ =∑ν
n=1 2
j
(n)
k
N−2
2
∫
Br(y
(n)
k
)
duk · d
(
χ ◦ e−1
y
(n)
k
(x)w(n)(2j
(n)
k e−1
y
(n)
k
(x))
)
dµ
=
∑ν
n=1 2
−j
(n)
k
N−2
2
∫
Ω
2
j
(n)
k r
∑N
α,β=1(δαβ + o(1))∂αuk ◦ ey(n)
k
(2−j
(n)
k ξ)×(
χ(2−j
(n)
k ξ)∂βw
(n)(ξ) + o(1)∂βw
(n)(ξ)
)
dξ
=
∑ν
n=1
∫
RN
|∇w(n)(ξ)|2dξ + o(1)
An analogous evaluation of Ik gives, Ik =∑ν
n=1 2
−j
(n)
k
N−2
2
∫
Ω
2
j
(n)
k r
∑N
α,β=1
(
χ(2−j
(n)
k ξ)∂αw
(n)(ξ) + o(1)∂αw
(n)(ξ)
)
×(
χ(2−j
(n)
k ξ)∂βw
(n)(ξ) + o(1)∂βw
(n)(ξ)
)
(δαβ + o(1))dξ
=
∑ν
n=1
∫
RN
|∇w(n)(ξ)|2dξ + o(1).
By (AO) and Lemma 3.2, we have I ′k → 0. Consequently, (3.10) implies∫
M
|duk|
2dµ ≥ 2
ν∑
n=1
∫
RN
|∇w(n)(ξ)|2dξ −
ν∑
n=1
∫
RN
|∇w(n)(ξ)|2dξ + o(1)
=
ν∑
n=1
∫
RN
|∇w(n)(ξ)|2dξ + o(1).
Since ν is arbitrary, we have (3.6).
7. Inequality (3.6) implies that βν → 0 as ν → ∞. Then, following
the argument of [17] with only trivial modifications, one can show that,
for a suitably renamed sequence, the series Sk converges in H
1,2(M)
unconditionally in n and uniformly in k.
8. Let us finally show that the sequence (Sk) gives indeed the defect
of compactness. Let jk ∈ N, jk → ∞ and let yk ∈ M . It suffices to
consider two cases.
Case A. For every n ∈ N, j
(n)
k , jk and y
(n)
k , yk satisfy the condition
(3.1). Then 2−jk
N−2
2 Sk ◦ eyk(2
−jk·) → 0 a.e., as this is true for each
term in the series of Sk by Lemma 3.2, and the convergence in the
series for Sk is uniform. On the other hand, if there is a renamed
subsequence such that 2−jk
N−2
2 uk ◦ eyk(2
−jk·) → w a.e., we will have
necessarily ‖∇w‖2 ≤ βν for every ν ∈ N, i.e. w = 0. We conclude that
2−jk
N−2
2 (uk − Sk) ◦ eyk(2
−jk·) → 0 a.e. in this case.
Case B. Without loss of generality we may assume that for some
ℓ ∈ N jk − j
(ℓ)
k = m ∈ Z and that 2
jkd(y
(ℓ)
k , yk) is bounded. Then,
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repeating the argument of Step 4, we have
2−jk
N−2
2 (uk − S
(ℓ)
k ◦ eyk(2
−jk·))→ 0 a.e. ,
while by (AO), Lemma 3.2 and the uniform convergence of the series
Sk,
2−jk
N−2
2 ((Sk − S
(ℓ)
k ) ◦ eyk(2
−jk·))→ 0 a.e.,
which implies that 2−jk
N−2
2 (uk − Sk) ◦ eyk(2
−jk·) → 0 a.e. in this case
as well.
Consequently, by Theorem 2.2 we have uk − Sk → 0 in L
2∗ . 
We supplement Theorem 3.3 with the estimate of L2
∗
-norms.
Proposition 3.4. Let uk and w
(n), n ∈ N, be provided by Theorem
3.3. Then ∫
M
|uk|
2∗dµ→
∑
n∈N
∫
RN
|w(n)|2
∗
dx.
Proof. By (3.5) it suffices to show that∫
M
|
∑
n∈N
W
(n)
k |
2∗dµ→
∑
n∈N
∫
RN
|w(n)|2
∗
dx.
Since sequences (W
(n)
k )k∈N have asymptotically disjoint supports in
the sense of (3.1), and since one can by density of Cc(R
N ) in H˙1,2(RN)
assume that every profile w(n) has compact support, it is easy to show
that ∫
M
|
∑
n∈N
W
(n)
k |
2∗dµ−
∑
n∈N
∫
M
|W
(n)
k |
2∗dµ→ 0,
so it suffices to show that for each n ∈ N∫
M
|W
(n)
k |
2∗dµ→
∫
RN
|w(n)|2
∗
dx.
Indeed, passing to geodesic coordinates at y
(n)
k , and subsequently rescal-
ing them, we have∫
M
|W
(n)
k |
2∗dµ = 2j
(n)
k
N
∫
M
|χ ◦ e−1
y
(n)
k
(x)w(n)(2j
(n)
k e−1
y
(n)
k
(x))|2
∗
dµ =
2j
(n)
k
N
∫
Ωρ
|χ(ξ)w(n)(2j
(n)
k ξ)|2
∗
√
g(ξ)dξ =∫
RN
|χ(2−j
(n)
k η)w(n)(η)|2
∗
√
g(2−j
(n)
k η)dη →
∫
RN
|w(n)(η)|2
∗
dη.
Passing to the limit at the last step is justified by Lebesgue dominated
convergence theorem, and by the fact that in normal coordinates g(0) =
1. 
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4. Profile decomposition for H1,2(M) →֒ L2
∗
(M)
4.1. Profile decomposition for H1,2(M) →֒ Lp(M), subcritical
case. In order to quote the profile decomposition for the subcritical
Sobolev embedding from [15], we need to refer to Appendix for defini-
tions of the objects involved there.
1. Discretization Yρ of a metric spaceM , ρ > 0, is an at most countable
subset of M such that
d(y, y′) ≥ ρ/2 whenever y 6= y′, y, y′ ∈ Yρ (4.1)
the collection of balls {B(y, ρ)}y∈Yρ is a covering of M , and for any
a ≥ ρ the multiplicity of the covering {B(y, a)}y∈Y is uniformly fi-
nite. Manifolds of bounded geometry always admit a discretization for
sufficiently small ρ, see Appendix.
2. Manifold at infinity M
(yk)
∞ , of a manifold M with finite geometry,
associated with a sequence (yk) from a discretization Yρ of M is a
Riemannian manifold defined in the Appendix. Like M itself, M
(yk)
∞
has an atlas {ϕ
(yk)
i ,Ωρ}i∈N with identical coordinate neighborhoods Ωρ.
3. Notation M
(yk)
∞ is somewhat abbreviated as the construction of the
manifold at infinity is in fact dependent on the choice of a trailing
system {(yk,i)k∈N}i∈N of the sequence (yk). For each k ∈ N, {yk,i}i∈N is
an ordering (not necessarily unique) of Yρ by distance from the point
yk.
Theorem 4.1. Let M be a manifold of bounded geometry with a dis-
cretization Yρ, ρ < r(M)/8, and let (uk) be a sequence in H
1,2(M)
weakly convergent to some function u in H1,2(M). Then there exists a
renamed subsequence of (uk), sequences (y
(n)
k )k∈N on Yρ, and associated
with them global profiles w(n) on the respective manifolds at infinity
M
(n)
∞
def
= M
(y
(n)
k
)
∞ , n ∈ N, such that d(y
(n)
k , y
(m)
k )→∞ when n 6= m,
uk − u−
∑
n∈N
W
(n)
k → 0 in L
p(M), p ∈ (2, 2∗), (4.2)
where
W
(n)
k =
∑
i∈N0
χ ◦ e−1
y
(n)
k,i
w
(n)
i ◦ e
−1
y
(n)
k,i
,
w
(n)
i = w
(n) ◦ ϕ(n)i = w-lim uk ◦ e
(n)
yk,i
,
{ϕ
(n)
i ,Ωρ}i∈N is the atlas of M
(n)
∞ , and the series
∑
n∈NW
(n)
k converges
in H1,2(M) unconditionally (with respect to n) and uniformly in k ∈ N.
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Moreover,
‖u‖2H1,2(M) +
∞∑
n=1
‖w(n)‖2
H1,2(M
(n)
∞ )
+ ‖uk − u−
∑
n∈N
W
(n)
k ‖
2
H1,2(M)
≤ lim sup ‖uk‖
2
H1,2(M) , (4.3)
and ∫
M
|uk|
pdµ→
∫
M
|u|pdµ+
∞∑
n=1
∫
M
(n)
∞
|w(n)|pdµ(n)∞ . (4.4)
Remark 4.1. Note that the original version of (4.3)
‖u‖2H1,2(M) +
∞∑
n=1
‖w(n)‖2
H1,2(M
(n)
∞ )
≤ lim sup ‖uk‖
2
H1,2(M) (4.5)
in [15] omits the last term in the left hand side of (4.3). The inequality
in the present form can be derived, however, from its counterpart in
[15] as follows. Let Uk = u +
∑
n∈NW
(n)
k . Once we show that (uk −
Uk, Uk)H1,2(M) → 0, we have (4.3) by expanding
0 ≤ ‖uk‖
2
H1,2(M) = ‖(uk − Uk) + Uk‖
2
H1,2(M)
by bilinearity and applying (4.5) to the sequence (Uk). By the uni-
form convergence of the series in Uk, it suffices to show that (uk −
Uk, u)H1,2(M) → 0 and that (uk − Uk,W
(n)
k )H1,2(M) → 0. Since uk ⇀ u
and W
(n)
k ⇀ 0, uk − Uk ⇀ 0, the first expression indeed vanishes. For
vanishing of the second expression it suffices to show that (uk,W
(n)
k ) →
‖w(n)‖2
H1,2(M
(n)
∞ )
([15, relation (5.9)]), (W
(m)
k ,W
(n)
k )H1,2(M) → 0 when-
ever m 6= n ([15, proof of Lemma 5.5 below (5.19)]), and
(W
(n)
k ,W
(n)
k )H1,2(M) → ‖w
(n)‖2
H1,2(M
(n)
∞ )
([15, relation (5.14)]).
4.2. Main result and corollaries. We will now assume that the pa-
rameter r ∈ (0, r(M)) involved in the statements of Sections 2 and 3
satisfies the constraint of Section 4 as well, r < r(M)/8.
Theorem 4.2. Let M be a Riemannian manifold of bounded geometry
and let uk be a bounded sequence in H
1,2(M) weakly convergent to some
u.Then there is a renamed subsequence of uk, sequences (y¯
(m)
k )k∈N, m ∈
N, and (y
∗(n)
k )k∈N, n ∈ N, of points in M , sequences (j
(n)
k )k∈N, n ∈ N
of integers, j
(n)
k → +∞ as k →∞, such that
uk − u−
∑
m∈N
W¯
(m)
k −
∑
n∈N
W
∗(n)
k → 0 in L
2∗(M), (4.6)
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where W¯
(m)
k are given by Theorem 4.1 (relative to sequences (y¯
(m)
k )k∈N),
and
W
∗(n)
k (x) = 2
j
(n)
k
N−2
2 χ ◦ e−1
y
∗(n)
k
(x)w∗(n)(2j
(n)
k e−1
y
∗(n)
k
(x)), x ∈ M, (4.7)
where
2−j
(n)
k
N−2
2 uk ◦ ey∗(n)
k
(2−j
(n)
k ·) → w∗(n) a.e. in RN , (4.8)
(as in Theorem 3.3), and both series in (4.6) converge unconditionally
and uniformly in k.
Furthermore, sequences j
(n)
k , y
∗(n)
k , j
(n′)
k , y
∗(n′)
k satisfy the condition
(3.1).
Moreover, with M
(m)
∞ , m ∈ N, as in Theorem 4.1, we have
∑
n∈N
∫
RN
|∇w∗(n)|2dx+
∑
m∈N
∫
M
(m)
∞
(|dw¯(m)|2 + |w¯(m)|2)dµ(m)∞
+
∫
M
(|du|2 + u2)dµ ≤
∫
M
(|duk|
2 + u2k)dµ+ o(1), (4.9)
and
∫
M
|uk|
2∗dµ→
∑
n∈N
∫
RN
|w∗(n)|2
∗
dx+
∑
m∈N
∫
M
(m)
∞
|w¯(m)|2
∗
dµ(m)∞ +
∫
M
|u|2
∗
dµ.
(4.10)
Proof. Apply Theorem 4.1 to uk and let vk = uk − u −
∑
m∈N W¯
(m)
k
be the left hand side of in (4.2) Note that vk is a bounded sequence
in H1,2(M) because so are both uk and
∑
m∈N W¯
(m)
k (for the latter it
can be inferred from (4.3)). Apply Theorem 3.3 to vk. Then (4.6) is
immediate from combining (4.2) and (3.5). Relation (4.9) follows from
substitution of (3.6) for vk into (4.3).
By Brezis-Lieb Lemma, we have∫
M
|uk|
2∗dµ =
∫
M
|u−u−
∑
m∈N
W¯
(m)
k |
2∗dµ+
∫
M
|u+
∑
m∈N
W¯
(m)
k |
2∗ + o(1).
(4.11)
Then (4.10) follows by evaluating the first term in the right hand
side of (4.11) by Proposition 3.4 and evaluating the second term as∫
M
|u|2
∗
dµ +
∑∞
m=1
∫
M
(m)
∞
|w¯(m)|2
∗
dµ
(n)
∞ . The latter has the same form
as (4.4), but for p = 2∗, and can be obtained by literally repeating the
argument in [15] applied to the sequence (u+
∑
m∈N W¯
(m)
k )k. 
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Corollary 4.3. LetM be a manifold of negative curvature with bounded
geometry (in particular a hyperbolic space). Let uk ∈ H
1,2(M) satisfy∫
M
|duk|
2dµ ≤ C.Then uk has a renamed subsequence satisfying the
assertions of Theorem 4.2.
Remark 4.2. LetM be a non-compact symmetric space ( in particular,
R
N or the hyperbolic space HN with N > 2). Then Theorem 4.2 holds
with M
(m)
∞ = M for every m ∈ N, and with W¯
(m)
k = w¯
(m) ◦ η
(m)
k , where
w(m) = w-lim uk ◦ η
(m)
k
−1
, η
(m)
k are discrete sequences of isometries on
M , and the sequences η
(m)
k
−1
◦η
(m′)
k are discrete whenever m 6= m
′. This
is immediate from the corresponding simplification of Theorem 4.1 for
the case homogeneous spaces, [15, Theorem 1.1]. The same holds also
whenM coincides with homogeneous space outside of a compact subset.
5. Appendix
5.1. Manifolds of bounded geometry and covering lemma. In
this subsection we list some elementary properties of manifolds of bounded
geometry.
The following lemma is immediate from [6, Theorem A ff.] .
Lemma 5.1. Let p ∈ (0,∞) and a ∈ (0, r(M)). There exists a constant
C > 1 such that for any x ∈M and any u ∈ H1,2(M),
C−1
∫
Ba(x)
|u|pdµ ≤
∫
Ωa
|u ◦ ex|
pdx ≤ C
∫
Ba(x)
|u|pdµ, (5.1)
and
C−1
∫
Ba(x)
|du|2dµ ≤
∫
Ωa
|∇(u◦ex)|
2dx ≤ C
∫
Ba(x)
|du|2dµ
For any two points x, y ∈ M define
Ωa(x, y) = e
−1
x (exΩa ∩ eyΩa) ⊂ Ωa,
and a diffeomorphism
ψyx = e
−1
y ◦ ex : Ωa(x, y)→ Ωa(y, x).
Lemma 5.2. If the manifold M has bounded geometry, then for any
α ∈ NN0 there exists a constant Cα > 0, such that
|Dαψyx(ξ)| ≤ Cα whenever x, y ∈M, Ωa(x,y) 6= ∅, ξ ∈ Ωa(x, y).
whenever Ωa(x, y) is nonempty.
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This lemma is immediate from Definition 2.1.
The following lemma is found, in particular, in [10, Lemma 1.1].
Lemma 5.3. LetM be an N-dimensional connected Riemannian man-
ifold with Ricci curvature uniformly bounded from below . Let ρ > 0.
There exists an at most countable set Y ∈M such that
d(y, y′) ≥ ρ/2 whenever y 6= y′, y, y′ ∈ Y, (5.2)
the collection of balls {B(y, ρ)}y∈Y is a covering of M , and for any
a ≥ ρ the multiplicity of the covering {B(y, a)}y∈Y is uniformly finite.
5.2. Manifolds at infinity. In this subsection we give a cursive sum-
mary of the construction of manifolds at infinity for a Riemannian
manifold of bounded geometry, following [15]. We consider a radius
a ∈ (1, r(M)) and the discretization Y = Ya of M fixed assured by the
previous lemma with ρ = a. We will use the notation N0
def
= N ∪ {0}.
Definition 5.4. Let (yk)k∈N be a sequence in Y . A countable family
{(yk;i)k∈N}i∈N0 of sequences on Y is called a family of trailing sequences
for (yk)k∈N if for every k ∈ N (yk;i)i∈N0 is an ordering of Y by the
distance from yk, that is, an enumeration of Y such that d(yk,i, yk) ≤
d(yk,i+1, yk) for all i ∈ N0. In particular, yk,0 = yk.
The trailing family is generally not uniquely defined when for some
k ∈ N there are several points of Y with the same distance from yk,
so strictly speaking the manifold at infinity is determined in the con-
struction below not by the sequence (yk) but by its trailing family.
To each pair (i, j) ∈ N20 we associate a subset Ωij of Ωρ, where ρ =
a
5
.
Note that for each i, j ∈ N0, such that lim infk→∞ d(yk,i, yk,j) ≤ ρ, and
with ξ, η ∈ Ωρ,
d(eyk,jξ, eyk,iη) ≤ d(eyk,jξ, yk,j)+d(yk,j, yk,i)+d(yk,i, eyk,iη) ≤ 3ρ+o(1) < a
for all k large enough, so that we have a sequence of diffeomorphisms
ψij,k
def
= e−1yk,i ◦ eyk,j : Ω¯ρ → Ωa, k large enough.
By an argument combining uniform bounds on derivatives of expo-
nential maps on a manifold of bounded geometry, Arzela-Ascoli the-
orem, and diagonalization, one may arrive at a renamed subsequence
such that for all i, j ∈ N0, (ψij,k)k∈N converges in C
∞(Ω¯ρ) to some
smooth function ψij : Ω¯ρ → Ωa. Setting Ωij
def
= ψijΩρ ∩ Ωρ, we have
ψij ◦ ψji = id on Ωij and ψji ◦ ψij = id on Ωji. Therefore ψji = ψ
−1
ij
in restriction to Ωij , and ψji is a diffeomorphism between Ωij and Ωji.
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Note that this construction gives that ψii = id , Ωii = Ωρ for all i ∈ N0.
Furthermore,
ψℓi = lim
k→∞
e−1yk,ℓ ◦ eyk,i = limk→∞
e−1yk,ℓ ◦ eyk,j ◦ e
−1
yk,j
◦ eyk,i
= lim
k→∞
e−1yk,ℓ ◦ eyk,j ◦ limk→∞
e−1yk,j ◦ eyk,ji = ψℓj ◦ ψji,
and
ψij(Ωji ∩ Ωjk) = ψij(ψji(Ωρ) ∩ Ωρ ∩ ψjk(Ωρ) ∩ Ωρ) = Ωij ∩ Ωik,
This allows to invoke a gluing theorem (e.g. [8, Theorem 3.1]) to
conclude that exists a smooth differential manifold M∞ with an at-
las {Ωρ, ϕi}i∈N0 whose transition maps satisfy ϕ
−1
j ϕi = ψij : Ωji → Ωij .
The manifold M∞ can be endowed with the following Riemannian
metric. The metric on M is a bilinear form on TM , expressed in the
atlas {Ωρ, ey}y∈Y as follows. For each y ∈ Y we have an orthonormal
frame {νyα}α=1,...,N on Tey(Ωρ) ⊂ TM by using fixed Euclidean coordi-
nates for Ωρ, and setting a local frame ν
y
α
def
= ey∗∂α, α = 1, . . . , N . Then
the metric tensor on the chart (Ωρ, ey) is given by g[ν
y
α,ν
y
β ] ◦ ey. We de-
fine a local frame on the chart(Ωρ, ϕi) of M∞, i ∈ N0, by ν
(i)
α
def
= ϕi∗∂α.
Then we set
g[ν(i)α , ν
(i)
β ] ◦ ϕi
def
= lim
k→∞
g[ν
yk,i
α, ν
yk,i
β ] ◦ eyk,i on Ωρ, i ∈ N0. (5.3)
It can be shown that this defines a Riemannian metric on M∞ by
verifying a compatibility relation for overlapping charts
gαβ,i =
N∑
γ,δ=1
∂αψ
γ
ji ∂βψ
δ
ji gγδ,j ◦ ψji on Ωij , i, j ∈ N0, (5.4)
where ψαji are components of ψji, i.e. ψji =
∑N
α=1 ψ
α
jiν
(i)
α and gαβ,i
def
=
g[ν
(i)
α , ν
(i)
β ] ◦ ϕi.
Definition 5.5. A manifold at infinity M
(yk)
∞ of a manifold M with
bounded geometry, generated by a sequence (yk) in Y , is a differen-
tiable manifold given by the construction above supplied with a Rie-
mannian atlas {ϕi,Ωρ, [gαβ,i]}i∈N0 , whose transition maps are ϕ
−1
j ϕi =
ψji : Ωij → Ωji, where ψji = limk→∞ e
−1
yk,j
◦ eyk,i (as a sequence of maps
Ωρ → Ωa) and Ωij = ψijΩρ ∩ Ωρ, i, j ∈ N0; and the metric {[gαβ,i]}i∈N0
is given by (5.3).
In terms of the definition above the argument of this subsection
proves the following statement.
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Proposition 5.6. Let M be a smooth manifold with bounded geome-
try. Then every sequence (yk) in Y has a renamed subsequence that
generates a Riemannian manifold at infinity M
(yk)
∞ of the manifold M .
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