In a discrete framework this paper establishes bounds of variation of the arbitrage-free value of a American call option in a market where transactions are certainly impossible at certain points in time and in a market where it is possible to transact at certain points in time with a given probability. If the stopping time is defined for the natural filtration that decribes the information of the underlying stock randomized stopping times are needed. However, if the stopping time is measurable concerning all the information ( evolution of the underlying asset and existence of the market ) ordinary stopping times are sufficient. We conjecture that in order to describe the upper bound randomized stopping times can be useful when there are restrictions about the hedging portfolio.
Introduction
Among the traditional assumptions on which derivatives' pricing is based, markets are perfect and the underlying asset can be transacted at any point in time. Under the absence of arbitrage opportunities the value of a derivative can be computed as the value of a portfolio on the underlying risky asset and risk-free bonds that exactly replicates its payoff. Such portfolio can be rebalanced in a self-financing way until the maturity of the derivative, by continuously transacting the underlying asset and the bonds. Under these assumptions, the calculated value of the initial portfolio can be shown to be the equilibrium price of the derivative. Considering the case of American derivatives it has been shown by Bensoussan (1984) and Karatzas(1988) that, in this setting, the no-arbitrage value of one such derivative is indeed the supremum of the implied European derivative values over all possible stopping times.
In this paper we assume that the underlying asset cannot be transacted at every point in time and study the impact of this constraint on the pricing of American derivatives. The fact that the underlying asset can be transacted only at some points in time can be described as a lack of liquidity of the market for the underlying asset as in Longstaff (2001) . We shall refer to this situation as dry markets. We will consider two different types of dry markets. In the first type, to be called deterministic illiquidity, we know ex-ante exactly at which points in time markets do exist or do not exist. In the second type, to be called probabilistic illiquidity, we assign a probability p to the existence of the market at each point in time.
Markets' dryness implies that markets may become incomplete in the sense that perfect hedging of the derivative in all states of nature is no longer possible. However, for any given derivative, portfolios can be found that have the same payoff as the derivative in some states of nature and higher payoffs in the other states. Such portfolios are said to be superreplicating. Holding one such portfolio should be worth more than the derivative itself and therefore, the value of the cheapest of such portfolios should be seen as a bound on the value of the derivative. The nature of the superreplicating bounds for European derivatives is well characterized in the context of incomplete markets in the papers by El Karoui and Quenez (1991) and (1995), Edirisinghe, Naik and Uppal (1993) and Karatzas and Kou (1996) . A direct application to the case of European option pricing can be found in Amaro de Matos and Antão (2001) . As all these results stress, under market incompleteness the hedging position of a market-maker is different depending on whether this intermediary is in a long or in a short position. This results in a lower and an upper bound for the option value.
The superreplicating bounds establish the limits of the interval for the prices outside which the market-maker has a positive profit with probability one. In other words, an arbitrage opportunity exists if the market-maker sells options above the upper bound or buys options below the lower bound.
There has been a relatively extensive literature in the continuous time setting, analyzing this problem and characterizing in varying degrees of generality the superhedging bounds of American derivatives in incomplete markets. Examples are the papers by Karatzas and Kou (1998) , Kramkov(1996) , Follmer and Kabanov (1998) and Follmer and Kramkov (1997) . More recently, a paper by Jha and Chalasani (2001) discuss the particular case of transaction costs in discrete time and conclude that, in their specific setting, the superreplicating bounds of one such derivative may also be written as the supremum of the implied European derivative value. However, there are two important subtleties in their result: first, the supremum in this case may be taken over randomized stopping times and second, the probability measure defining the European value over which the supremum is taken, may depend itself on the randomized stopping time that solves the problem.
Jha and Chalasani (2001) relate their result to the fact that 1 , under incomplete markets, the choice of exercise policy may influence the characterization of the marketed subspace, and therefore influence the pricing of 1 See Duffie (2001).
securities. A rational exercise policy may even not be well defined if the state-price deflator depends on the exercise policy. This argument would
give a solid ground for the optimal randomized stopping times characterizing the superreplication bounds of the American derivatives under proportional transaction costs.
Our results show that, under dry markets, and in the same general discrete time setting used by Jha and Chalasani (2001), we can also write the superreplicating bounds of an American derivative as the supremum of the implied European derivative value. However, the supremum in this case may be taken over deterministic stopping times, as opposed to the intuition provided by those authors for their result. Although the result for deterministic illiquidity may be understood in the context of the superreplicating bounds discussed in Harrison and Kreps (1979) , the case of probabilistic illiquidity is of a different nature since it crosses an additional source of uncertainty (existence or non existence of the market at a given point in time).
The point that explains the difference between our result and that of Jha and Chalasani (2001) is the following. In their paper, rebalancing of the portfolio is possible at any point in time, and the derivatives have well defined payoffs at any point in time. However, it may be optimal for their problem not to rebalance at some points in time. If that is the case, consider a rebalancing point in time. The portfolio constituted at that point must hedge for the possibility of exercise in the future non-rebalancing points, as well as for the possibility of exercise in the next rebalancing point in time. The stopping time would be randomized in the sense that the portfolio must hedge for different exercising policies of the derivative. In our case it is not possible to exercise the derivative when there is no market for the underlying asset, and hence there is no need to hedge for exercise at those points where it is not possible to rebalance the portfolio. In particular, in the case of probabilistic illiquidity, our representation of the superreplicating bounds with deterministic stopping times is strongly driven by the fact that we consider the enlarged filtration resulting from the price process and the market-existence process. If that were not case, the resulting stopping times could also be randomized. In fact, had we considered only the filtration generated by the price process, for any given price path it would be optimal to hedge the payoff at different points in time.
Our work is organized as follows. Next Section models the case of De- 
Deterministic Illiquidity

The model
Consider an economy where three different assets are transacted. The first asset is a risk free asset with unitary initial value that provides a certain total return of R per period; the second asset to be considered is a risky asset (the stock); finally, the third asset is an American derivative, written on the stock, with expiration date T. We work in discrete time, corresponding to dates 0, 1, ..., T. The set of these dates is denoted by T ≡ {0, 1, . . . , T } .
The evolution of the value of the underlying asset is modelled by means of a finite event tree. Each node of such tree is identified by a pair (j, t) , where j denotes the j − th node at time t. There is only one node at time t = 0, denoted by (0, 0) . For any given node (j, t) , the set of successors at time
For simplicity let j + t denote the set of immediate successors, i.e., j + t ≡ j + t (t + 1). The nodes (j, T ) , at time T, are called terminal nodes and j + T is assumed to be the empty set ∅. It is also assumed that, for t < T , each nonterminal node (j, t) has a nonempty set of immediate successors, i.e., j + t 6 = ∅. In an analogous way, the set of immediate predecessors of a node (j, t) 6 = (0, 0) is denoted by j − t . In what follows we shall consider the case where such sets j − t have a unique element. Moreover, we denote by J t the set of all nodes at any point in time t
In this economy a path on the event tree is a set of nodes w = ∪ t∈{0,1,...,T } (j t , t) such that each element in the union satisfies (j t+k , t + k) ∈ j + t (t + k) , with k > 0 and t + k ∈ {0, 1, ..., T } . Let Ω denote the set of all paths on the event tree and F the σ-algebra consisting of all subsets of Ω. Each node in the tree represents the set of all tree paths that contain that node. Let S denote the process followed by the stock price. More precisely, let S (j, t) denote the price of the stock at node (j, t) . A natural filtration on the space Ω is F = F 0 , F 1 , . . . , F T , where F t is the σ-algebra generated by the price process S. All the random variable will be defined in the measurable space (Ω, F).
Let G (j, t) denote the payoff of the American derivative at node (j, t) if it were exercised at that point.S (j, t) andḠ (j, t) stand for the discounted values of the processes S and G, respectively , i.e., Let S denote the process followed by the stock price. More precisely, let S (j, t) denote the price of the stock at node (j, t) . Similarly, let G (j, t) denote the payoff of the American derivative at node (j, t) if it were exercised at that point. LetS (j, t) andḠ (j, t) stand for the discounted values of the above processes, i.e.,Ḡ
Dry markets are characterized by the fact that transactions are possible only at some points in time. We hereby model dry markets allowing transactions only at times t in a set T m ⊆ T It is also assumed that transactions are possible at times t = 0 and t = T , i.e., {0, T } ⊆ T m .
At any node (j, t) consider the portfolio constituted by ∆ (j, t) shares of the underlying asset and an amount B (j, t) invested in the risk free asset.
One such portfolio is denoted by [∆ (j, t) , B (j, t)] The value process of one such portfolio is given by
A self-financed portfolio is a portfolio that generates enough wealth in the future to rebalance the portfolio according to any future state of nature. In other words, for any two consecutive trading dates t 1 and t 2 > t 1 , consider an arbitrary node (j, t 1 ) and the set of its possible successors {(i, t 2 ) : i ∈ j + } .
Then, the value of the portfolio at that point in time, ∆ (j, t 1 ) S (j, t 1 ) + B (j, t 1 ) must be such as to generate
A replicating strategy is a sequence of portfolios {[∆ (j, t) , B (j, t)]} t∈Tm such that their value are larger or equal to the payoff of the derivative at any non-terminal node in the next transaction time. In other words, for any two consecutive trading dates t 1 and t 2 > t 1 , consider an arbitrary node (j, t 1 ) and the subset of its possible successors j
, must be such as to generate in t 2 a value
In dry markets, however, the number of transacted securities may be insufficient to allow the construction of replicating portfolios at every transaction moment. In other words, markets may become incomplete. In that case, the notion of replicating strategy is to be replaced by that of superreplication strategy. The corresponding definition depends on whether one is in a short or in a long position in the derivative.
Consider first a short position in the derivative. If that is the case, the maximum value for which the derivative would be transacted without allowing for arbitrage opportunities would be the value of the cheapest portfolio that the buyer of the derivative can buy in order to completely hedge against any possibility of exercise of the American derivative and without need of additional financing at any rebalancing dates. A portfolio is initially built such that, at each transaction date until maturity, it generates enough wealth, so as to be rebalanced according to any revealed state of nature. Since by construction there is no need of additional financing, one such strategy is said to be a self-financed strategy In other words, for any two consecutive trading dates t 1 and t 2 > t 1 , consider an arbitrary node (j, t 1 ) and the subset of its possible successors j
. Aditionally, it has to be a superreplicating strategy, i.e., a sequence of portfolios {[∆ (j, t) , B (j, t)]} t∈T m such that their values are greater or equal to the payoff of the derivative at any node in the next transaction time. In other words, for any two consecutive trading dates t 1 and t 2 > t 1 , consider an arbitrary node (j, t 1 ) and the subset of its possible successors j + t 1 (t 2 ) . Then, the portfolio at t 1 , [∆ (j, t 1 ) , B (j, t 1 )] , must be such as to generate in t 2 a value ∆ (j,
. On the other hand, considering a long position in the derivative. The minimum value for which the derivative would be transacted without allowing for arbitrage opportunities would be the value of most expensive portfolio that the buyer of the Amerivan derivative can buy in order to be hedged against the optimal exercise that he defines for the derivative and without need of aditional financing at any rebalancing dates. As stressed in Karatzas and Kou (1998) while the seller of the American derivative has to hedged against any possible exercise policy, the buyer of the American derivative needs onle to hedge against a given exercise policy that is defined by himself. In other words, the minimum value for which the derivative would be transacted without allowing for arbitrage opportunities would be the value of most expensive portfolio that the buyer of the Amerivan derivative can buy that is self-financed, i.e., for any two consecutive trading dates t 1 and t 2 > t 1 , consider an arbitrary node (j, t 1 ) and the subset of its possible suc-
for any node (i, t 2 ) ∈ j + t 1 (t 2 ) before the exercise of the American derivative. Aditionally, for any two consecutive trading dates t 1 and t 2 > t 1 , consider an arbitrary node (j, t 1 ) and the subset of its possible successors j + t 1 (t 2 ) . Then, the portfolio at t 1 , [∆ (j, t 1 ) , B (j, t 1 )] , must be such as to generate in t 2 a value ∆ (j,
for any (i, t 2 ) ∈ j + t 1 (t 2 ) when it is optimal to the holder of tha American option to exercise it.
Under market completeness, both limiting portfolios coincide with a replicating portfolio and the value of the derivative is well characterized [Karatzas (1988) ]. Under market incompleteness however, that is no longer true and the arbitrage-free value of the derivative must lie between the values of the two limiting superreplicating portfolios.
In what follows we are going to characterize the upper arbitrage-free bound for the value of the American derivatives in the framework described above. In order to do that, we first define some mathematical objects, such as node probability measure, adjusted probability measure and stopping time.
Some Probabilistc Definitions
Definition 1 A node probability measure is a nonnegative node function
The set of all node probability measures is denoted by Q.
Definition 2 An adjusted probability measure is a nonnegative function
The set of all probability measures is denoted by P.
Let τ denote an ordinary stopping time that takes values in T m , i.e., τ is a map such that τ : Ω → T m and {w : τ (w) ≤ t} ∈ F t for all t ∈ T m . We define a nonnegative adapted process X τ associated with τ that is defined for all t ∈ T m and has the form X τ (i, k) = 1 if τ (w) = k and X τ (i, k) = 0 otherwise, where (i, k) is a node in path w. Let T and X T denote the set of all τ and associated X τ , respectively.
Definition 4 A node probability measure on the event tree is said to be simple if, for t ∈ T m and t + k ∈ T m , there are no two nodes in the same path,
Definition 5 A simple node probability measure is said to be associated with a given stopping time if at any node such that X τ (i, k) is equal to zero then q (i, t) is also equal to zero. Moreover, at any node such that X τ (i, k) is strictly positive then q (i, t) is also strictly (??)positive.
The set of all node probabilility measures with this property is denoted by Q τ .
Definition 6
For any adjusted probability measure P ∈ P and stopping time τ ∈ T we say that P is a τ -martingale measure if, P -almost surely, for any (i, t) with t ∈ T m we have
The set of all P that have this property is denoted by P (τ ) .
Definition 7
For any adjusted probability measure P ∈ P we say that P is a martingale measure if, P -almost surely, for any (i, t) ∈ J t with t ∈ T m we have
The set of all P that have this property is denoted by P.
Let (P, X τ ) denote a measure-strategy pair, i.e., a pair constituted by an adjusted probability measure and a nonnegative adapted process.
Definition 8 A measure-strategy pair (P, X τ ) is said to be equivalent to a node probability measure if P (i, t) X τ (i, t) = q (i, t) for any given node (i, t)
We can now enunciate a fundamental result.
Theorem 9 (Jha and Chalasani) Consider a measure strategy-pair (P, X τ ).
The node function q defined by q (i, t) = P (i, t) X τ (i, t) is the unique equivalent equivalent node-measure. Conversely, for a given simple node probability measure, q, there is a measure-strategy pair (P, X τ ) equivalent to q, where P is uniquely defined at nodes (i, t) where
A version of the proof of this result, adjusted to case of dry markets, is provided in Appendix A.
Results on Deterministic Illiquidity
Upper bound for the Value of an American Derivative
The upper bound for the value of an American derivative is the maximum value for which the derivative would be transacted without allowing for arbitrage opportunities. As described above, this would be the value of the cheapest self-financing, superreplicating portfolio. Since it is the cheapest initial portfolio, the upper bound V u must satisfy
The decision variables are the ∆ (j, t) and B (j, t) for all non-terminal nodes of the event tree. However, this optimization is subject to the constraints of self-financing and superreplication. In other words, for any two consecutive trading dates t 1 and t 2 > t 1 , consider an arbitrary node (j, t 1 ) and the subset of its possible successors j
such that both the self-financing (1) and the superreplication (2) restrictions are satisfied.
More formally, take any t 1 ∈ T m , such that t 1 6 = T . Define the consecutive trading date as t 2 = min (s ∈ T m : s > t 1 ) . The upper bound for the value of the American derivative can thus be seen as the solution of the following problem:
subject to the superreplicating restrictions:
and subject to the self-financing restrictions:
for any t 1 with (i, t 2 ) ∈ j + t 1 (t 2 ) . Using results from linear programming the upper bound arbitrage free bound of the American derivative can be written as follows.
Theorem 10 There exists a node probability measure q ∈ Q such that the upper hedging price of an American derivative in a dry market can be written
Proof. The upper bound for the value of the American derivative is the solution V u of the following problem:
subject to the following conditions
for all t 1 ∈ T m \ {T } and (i, t 2 ) ∈ j + (t 2 ) with t 2 = min (s ∈ T m : s > t 1 ) and
for all
As the problem that must solved in order to find the upper bound of the American derivative is a linear programming problem it is possible to construct its dual. Let λ (0, 0) , λ (i, t 2 ) and α (i, t 2 ) be the dual variables associated with restrictions (5), (6) and (7), respectively. Then, the dual problem is
with t = min (s ∈ T m : s > 0) ,
and, finally,
for all t = max {s ∈ T m : s < T } .
Note that the restrictions (8), (10) and (12) of the dual problem are associated with the variables ∆ (0, 0) , ∆ (i, t 1 ) and ∆ (i, t) , respectively, of the primal problem. In a similar way, the restrictions (9), (11) and (13) are, respectively, associated with the primal variables B (0, 0) , B (i, t 1 ) and
The restrictions presented in equations (10) and (12) can be rewritten such that, for all t ∈ T m \T, we have
From equations (9), (11) and (13) we obtain
Considering equations (15), (8) and (15), we have, for all (i, t) ,
Hence, the dual problem can be written as
The upper bound solving the problem above can also be seen as the solution of a more intuitive problem. In fact, it can be shown that this upper bound maximizes over all possible stopping times the expected discounted payoff, when the expectation is optimized among all adjusted probability measures. In other words,
Theorem 11
There exists an adjusted probability measure P ∈ P (τ ) and an adapted process X τ ∈ X T such that the upper hedging price of an American derivative in a dry market can be written as
Additionally, if there is a probability measure with positive probability on every path then the upper hedging price of an American derivative in a dry market can be rewritten as
Proof. In order to proof theorem 11 we must enunciate the following lemma, which is analogous to theorem 6.7 of Jha and Chalasani (2001) in the framework of dry markets. The proof of this lemma follows closely the proof of theorem 6.7 in Jha and Chalasani (2001) and is presented in the appendix.
Lemma 12
The extreme points of the set of nodes Q are simple node probability measures, i.e., on every path on the event tree there is at most one node where q is strictly positive.
As Q is a convex set, the maximum of the problem
is obtained at the extremes points of Q.
By lemma (31) we know that the extremes points are simple node measures. Using theorem (9) we can rewrite the problem above as
whereḠ
As stressed in Jha and Chalasani (2001), page 64, if there is a martingale measureP ∈ P with positive measure on every path, w, the inner maximization in (16) can be restricted to all P ∈ P without affecting its value.
First, any P ∈ P also belongs to P (τ ) . Second, any measure P ∈ P can be redefined to be a martingale measure P 0 ∈ P (τ ) such that E
as follows
otherwise where P 0 − (i, t) andP − (i, t) are the probabilities in the node that is an immediate predecessor of (i, t) .
Lower bound for the Value of an American Derivative
The lower bound for the value of an American derivative is the minimum value for which the derivative would be transacted without allowing for arbitrage opportunities. As described above, this would be the value of the most expensive self-financing, "superreplicating" portfolio. Since it is the most expensive initial portfolio, the upper bound V u must satisfy
The decision variables are the ∆ (j, t) and B (j, t) for all non-terminal nodes of the event tree. However, this optimization is subject to the constraints of self-financing and "superreplication". In other words, for any two consecutive trading dates t 1 and t 2 > t 1 , consider an arbitrary node (j, t 1 ) and the subset of its possible successors j + t 1 (t 2 ) . Then, the portfolio at t 1 , [∆ (j, t 1 ) , B (j,
for any (i, t 2 ) such that X τ (i, t 2 ) = 1 and to the self-financing restrictions:
for any t 1 with (i, t 2 ) ∈ j
Using results from linear programming the upper bound arbitrage free bound of the American derivative can be written as follows.
Theorem 13 There exists a node probability measure q ∈ Q τ and a stopping time τ ∈ T such that the upper hedging price of an American derivative in a dry market can be written as
withḠ τ (j, t) =Ḡ (j, t) X τ (j, t) and for any (i, t) and t ∈ T m
Proof. For a given stopping time the problem that must be solved in order to find the lower bound for the value of the American derivative is max {∆(j,t),B(j,t)} (j,t)∈Jt
subject to the following superrepilcating conditions
if X τ (0, 0) = 1, and,
for all t 1 ∈ T m \ {T } and (i, t 2 ) ∈ j + (t 2 ) with t 2 = min (s ∈ T m : s > t 1 ), if
Additionally, for any node (i, t 2 ) such that X τ (i, t 2 ) = 1 = 1 the selffinancing conditions apply, i.e.,
Using an analogous procedure as in the proof where the upper bound for the value of the American derivative was found we can write the dual problem of the linear optimization problem described above
Optimizing with relation to τ the problem becomes
such that for any (i, t) with t ∈ T m X m>t,m∈Tm
Theorem 14 There exists an adjusted probability measure P ∈ P (τ ) and a stopping time τ ∈ T such that the upper hedging price of an American derivative in a dry market can be written as
Proof. Using the result presented in theorem (13) and the theorem (9) the proof is straightforward.
This resulted has already been conjectured as an extension in Harrison
and Kreps (1979) . When the market is complete then P is a singleton and the two bounds coincide with the unique arbitrage free value of the American derivative.
In the following section the upper and lower upper arbitrage free bound of the American derivatives when the illiquidity is not deterministic but probabilistic. At certain dates there is uncertainty about the existence of the market.
4 Probabilistic Illiquidity
The model
As in the previous section we shall work in discrete time, corresponding to dates in T = {0, 1, . . . , T } . Let T m ⊆ T be a set of points in time such that transactions are possible with probability one for all times t ∈ T m . By assumption, 0 and T belong to T m , i.e., transactions are certainly possible at times t = 0 and t = T . Similarly, let T p ⊆ T be defined as the set of points in time such that transactions are possible with exogenous probability p > 0 for each time t ∈ T p , with T m ∪T p = T and T m ∩T p = ∅ We can think of the existence (or not) of the market at time t as the realization of a random variable y t . This random variable is defined for all t ∈ T and is assumed to be independent of the ordinary source of uncertainty that generates the price process. Let Ω p = {v 1 , v 2 } denote the space state, corresponding to the non-existence (v 1 ) or existence (v 2 ) of the market. Recalling that in a perfect liquid market Ω denotes the set of paths in the tree from 0 to n and F t is the σ-algebra generated by the random variable S t , consider the new measurable space ¡Ω ,F ¢ wherē
The random variable y t assumes the values 0 (when there is no market) and 1 (when there is market). For any given w ∈ F t , the random variable y t is defined as
Note also that the variable y t depends only on the information in F p . Let p y be the probability associated with the random variable y t . For all t ∈ T p , it follows that p y (y t = 1) = p and p y (y t = 0) = 1 − p. Similarly, for all t ∈ T m , p y (y t = 1) = 1 and p y (y t = 0) = 0. Let y denote the set of all y t , i.e., y = {y t } t∈T There are 2 #(T p ) different possible sets y, where #(T p ) denotes the number of points in T p .
As described in section 2.1 the process followed by the stock price is denoted by S. However, in the presence of probabilistic dry markets the stock price is only observed by the market when v = v 2 .
As a motivation to what follows let us consider an example. Consider
T m = {0, 2, 4} and T p = {1, 3} . At t = 1 there is a (1 − p) chance that the stock price will not be observed. The same thing happens at t = 3.
Hence, as there is no new information arriving into the market at these moments in time the σ-algebra that describes the information available to the market will be F t = F t−1 . In our example, there are four diferent sets y that are given by y 1 = (1, 1, 1, 1, 1) , y 2 = (1, 0, 1, 1, 1) , y 3 = (1, 1, 1, 0, 1) and 0, 1, 0, 1) ). Each one is associated with a given probability that is, respectively, p 2 , p (1 − p) , p (1 − p) and (1 − p) 2 . Graphically, the different trees that describe all the circunstances are: With probability (1-p) 2 Figure 1: For each y the information available to the market can be represented by a tree However, if we want to describe all the possible situations in the same tree it will look like the one described below
We now focus on the construction of the superreplicating strategies in the case of probabilistic illiquidity. At any point in time, the number of shares and the amount invested in the risk-free asset will depend on the past history of existence or inexistence of the market. However, these values do not depend on the future existence of the market.
For a given y, let ∆ (j, t; y) and B (j, t; y) denote respectively the number of shares and the amount invested in the risk free asset. Furthermore, we Let V (j, t; y) denote the value process generated by such portfolio [∆ (j, t; y) , B (j, t; y)],
i.e., V (j, t; y) = ∆ (j, t; y) S (j, t) + B (j, t; y)
Hence,
In an analogous way to the case of probabilistic illiquidity the definition of self-financed strategy and superreplicating strategy is dependent on whether one is in a short or in a long position in the derivative. Considering a short position in the derivative, a strategy is said to be a self-financed strategy if for an any given y the portfolio at node (j, t 1 ) , where t 1 ∈ {t ∈ T : y t = 1} ,
with (i, t 2 ) ∈ j + t 1 (t 2 ) and t 2 = min {s ∈ T : s > t and y s = 1} . Similarly, a superreplicating strategy is a sequence of portfolios {[∆ (j, t; y) , B (j, t; y)]} t∈T , one for each y, such that their values coincide with the payoff of the derivative at any node in the next transaction time. In other words, for any trading dates t 1 and t 2 such that t 1 ∈ {t ∈ T : y t = 1} and t 2 = min {t ∈ T : t > t 1 and y t = 1} and arbitrary nodes, (j, t 1 ) and (i, t 2 ) ∈ j + t 1 (t 2 ) , the portfolio at t 1 , [∆ (j, t 1 ; y) , B (j, t 1 ; y)] , must be such as to generate in t 2 a value ∆ (j, t 1 ; y) S (i, t 2 )+B (j, t 1 ; y) R
On the other hand, considering a long position in the derivative, a strategy is said to be a self-financed strategy if for an any given y the portfolio at node (j, t 1 ) , where t 1 ∈ {t ∈ T : y t = 1} , generates in t 2 a value
Some Probabilistic Definitions
In an analogous way to section 2.1 we are going to present some mathematical tools to obtain the arbitrage-free bounds of the American derivative. In order to do that we begin dy defining a subset of T that is important for what follows.
For a given y let T y be the set of times associated with it such that from the first time until the late time, T , transactions were always possible. In other words, if it is possible to transact in all t ∈ T (i.e., for y such that y t = 1 for all t ∈ T ) then T y = T . Otherwise, T y = {s ∈ T : s > max (m : y m = 0)} .
Definition 15 A node probability measure is a nonnegative function q (i, t; y), defined for all y and (i, t) with t ∈ T y such that X
The set of all node probability measures, q (i, t; y), is denoted by Q (y).
Definition 16 An adjusted probability measure is a nonnegative function p (i, t; y) defined for all y and (i, t) with t ∈ T y such that p (0, 0) = p (0, 0; y) = 1 and
with s = min {n ∈ T z : y n = 1 and n > t} .
The set of all probability measures is denoted by P y .
Let τ y denote an ordinary stopping time that is conditional on all realizations of y t , i.e., for each y, τ y is a map that is defined from Ω to {s ∈ T : y s = 1} such that {w : τ (w; y) ≤ t} ∈ F t for all t ∈ {s ∈ T : y s = 1} .
Additionally, for two different sets y 1 and y 2 with common values y and X T,y denote the set of all τ (y) and associated X τ (y), respectively.
Definition 17 A node probability measure on the event tree is said to be y-simple if, for each y, any t and t + k ∈ T y , there are no two nodes in the same path, say (i, t) and (j, t + k) ∈ i + t (t + k) , such that q (i, t; y) > 0 and q (j, t + k;ẏ) > 0 whereẏ is any set such that y 1 =ẏ 1 , . . . , y t =ẏ t .
Definition 18 A y-simple node probability measure is said to be associated with a given stopping time if q (i, t; y) is equal to zero when X τ (i, t; y) is equal to zero and q (i, t; y) is strictly positive when X τ (i, k; y) is strictly positive, for any y and node (i, t).
The set of all node probabilility measures with this property is denoted by Q τ (y).
Definition 19 For any probability measure P y ∈ P y and stopping time τ y ∈ T y we say that P y is a τ y -martingale measure if, P y -almost surely, for any (i, t) and y such that y t = 1we have X
The set of all P y that have this property is denoted by P y (τ y )
Let (P y , X τ ,y ) denote a measure-strategy pair, i.e., a pair constituted by an adjusted probability measure and a nonnegative adapted process.
Definition 20 A measure-strategy pair (P y , X τ ,y ) is said to be equivalent to a node probability measure if, for any given node (i, t) with t ∈ T y , p (i, t; y) X τ (i, t; y) = q (i, t; y) .
We can now enunciate the following result, adapted from Jha and Chalasani (2001) to include the random variable y.
Theorem 21 Consider a node probability measure q ∈ Q (y) . Then there exists a measure-strategy pair (P y , τ y ) equivalent to q, where for any given y, P y is uniquely defined at node (i, t) where
is strictly positive and, for a given y, τ y is uniquely defined at nodes (i, t)
where q (i, t; y) is defined and is strictly positive. Conversely, if (P y , τ y ) is a measure strategy-pair, then the node function q ∈ Q (y) such that q (i, t; y) = p (i, t; y) X (i, t; y) is the unique equivalent equivalent node-measure.
Proof. The proof of this theorem is a modification of the one provided in Jha and Chalasani (2001) . See appendix.
All the matematical definitions provided above are dependent of y. In what follows we will shown that it is possible to define an adjusted probabilility and a randomized stopping time in the original tree that is closely related with the concepts just presented.
Definition 22 An adjusted probability measureP (i, t) is a nonnegative function such thatP (0, 0) = 1 andP (i, t) = P (j,t+1)∈i
The set of all probability measuresP is denoted byP.
A randomized stopping time is a nonnegative adapted process X with the property that on every path of the event tree the sum of the random variable is equal to one, i.e., X t∈T X (i t , t) = 1
where
The set of all randomized stopping time is denoted by X.
Definition 23 An adjusted probability measureP ∈P is said to be a X ymartingale measure if there is a randomized stopping time X ∈ X, a stopping time τ y ∈ T y and an adjusted probability measure P y ∈ P y (τ y ) such that
for any (i, t) with t ∈ T .
The set of allP that are X y martingale measures is denoted byP (X y ) .
Theorem 24 For any given τ y -martingale measure, P y ∈ P y (τ y ) , the adjusted probability measureP ∈P and the randomized stopping time X ∈ X such thatP is a X y martingale measure is given bȳ
with s = min {n ∈ T : y n = 1 and n > t} and
Proof. It is easily shown thatP (i, t).(POSSO COMPLETAR). In what
concerns the randomized stopping time, X, we must check that X (i, t) ≥ 0 and condition (22) 5 Results on Probabilistic Illiquidity
Upper bound for the Value of an American Derivative
The upper bound for the value of an American derivative is the maximum value for which the derivative would be transacted without allowing for arbitrage opportunities. As described above in the deterministic illiquidity, this would be the value of the cheapest self-financing, superreplicating portfolio.
Since it is the cheapest initial portfolio, the upper bound V u p must satisfy
The decision variables are the ∆ (j, t; y) and B (j, t; y) for all non-terminal nodes of the event tree. However, this optimization is subject to the constraints of self-financing (17) and superreplication (18).
More formally, for any given y take any t 1 ∈ T such that y t 1 = 1. Define the consecutive trading date t 2 such that t 2 = min (s ∈ T : s > t 1 and y s = 1) .
The upper bound for the value of the American derivative can thus be seen as the solution of the following problem:
for any (i, t 2 ) ∈ j + t 1 (t 2 ) . Using results from linear programming the upper bound arbitrage free bound of the American derivative can be written as follows.
Theorem 25 There is a node probability measure q ∈ Q (y) such that the upper hedging price of an American derivative in a probabilistic dry market can be written as
Proof. This proof follows the methodology used in theorem (11) . As the upper bound for the value of the American derivative, V u p , is the solution of linear programming problem it is possible to construct its dual. Let λ (0, 0) , λ (i, t 2 ; y) and γ (i, t 2 ; y) denote the dual variables that are associated, respectively, with the restrictions (23), (24) and (25) . . up to time t 1 , the portfolio will be the same, i.e.,
. Before presenting the dual problem let define Θ t = {y :y t = 1 and min [s ∈ T y : s > t] = min [s ∈ T : y s = 1 and s > t]} .
The dual problem is given by
subject to the conditions:
where t = min {s ∈ T z : s > 0}.
Taking into account equations (26) and (27) we obtain, for all t ∈ T \ {T }
Let q (i, t; y) = λ (i, t; y) R t .then,
and
Theorem 26
There is an adjusted probability measure P y ∈ P y (τ y ) and an adapted process X τ ,y ∈ X T,y such that the upper hedging price of an American derivative in a probabilistic dry market can be written as
Proof. In an analogous way to the proof of theorem (11), but using a modification (ENUNCIAR LEMMa???) of lemma (31) and theorem (21) the conclusion is straightforward.
Note that this result is the same that would be obtained if the filtration that describes the stock price is an augmented one, in the spirit of the one presented in figure (2) , there is no uncertainty about the existence of the market and there are no transactions in some nodes (the ones identified in the figure)
However, the upper bound of the value of an American derivative can also be written using randomized stopping times and adjusted probabillity measures with respect to the "more complete filtration". Although they have special characteristics, i.e., the adjusted probability measure must be decomposed in such a way that the stock price is a martingale.
In this case, the optimization is not over all possible stopping times, as in theorem (26), but over randomized stopping times.
Theorem 27 There is an adjusted probability measureP ∈P (X y ) and a process X ∈ X such that the upper hedging price of an American derivative in a probabilistic dry market can be written as
Proof. This result follows from the application of theorem (24) to the result presented in theorem (26).
In what follws we are going to consider an example. The upper bound of the American derivative is obtained using the primal and the dual problem.
In this example no optimal pure stopping time exists that maximizes the expected value of the payoffs of the American derivative. The expected value of the payoffs of the American derivative is maximized with randomized stopping times.
Consider T = {0, 1, 2} , T = {0, 2} and T p = {1} . Let R = 1 and the uncertainty about the price of the underlying stock and the derivative be given by In what concerns the dual problem the optimum value of the variables q (0, 0) = q (0, 0; y 1 ) = q (0, 0; y 2 ) = 0 q (0, 1) = q (0, 1; y 1 ) = 0.5 q (0, 2) = q (0, 2; y 1 ) + q (0, 2; y 2 ) = 0 + 0.5 = 0.5
As a result, the optimum value of the objective function is
In this case the probability measure P y is given by p y (0, 0) = 1 p y (0, 1, y 1 ) = 1 * 0.5 0.5+0.5 = 0.5 p y (0, 2, y 1 ) = 0.5 p y (0, 2, y 2 ) = 0.5 and the stopping time τ y is such that X τ is given by
The probability measureP is P (0, 0) = P (0, 1) = P (0, 2) = 1 and the randomized stopping time X X (0, 0) = 0 X (0, 1) = 0.5 X (0, 2) = 0.5
The use of the randomized stopping times is closed related to the fact that we are using the filtration that reflects the information that is available if the market is completely liquid.
Lower bound for the Value of an American Derivative
The decision variables are the ∆ (j, t; y) and B (j, t; y) for all non-terminal nodes of the event tree. However, this optimization is subject to the constraints of self-financing (19) and superreplication (20).
More formally, for any given y take any t 1 ∈ T such that y t 1 = 1. Define the consecutive trading date as t 2 = min (s ∈ T : s > t 1 and y s = 1) . The lower bound for the value of the American derivative can thus be seen as the solution of the following problem: subject to the superreplicating restriction
However, if X τ (0, 0) = 0, the superreplication condition is defined for any node (i, t 2 ) such that X (i, t 2 ) = 1, and is given by
Additionally, for any node (i, t 2 ) such that X τ (i, t 2 ) = 1 the self-financing conditions apply, i.e.,
for all t 1 ∈ T m \ {max {t ∈ T m : t < T } , T } and (i, t 2 ) ∈ j + (t 2 ) with t 2 = min (s ∈ T m \ {T } : s > t 1 ) .
Theorem 28 There is a node probability measure q ∈ Q τ (y) and a process τ y ∈ T y such that the upper hedging price of an American derivative in a probabilistic dry market can be written as
such that for any (i, t)and t ∈ T X m>t,m∈Tm
Proof. For a given stopping time the problem that must be solved in order to find the lower bound for the value of the American derivative can be rewritten as
such that for any (i, t)and t ∈ T m X m>t,m∈Tm
Considering the optimization with respect to τ y the problem becomes
such that for any (i, t) with t ∈ T X m>t,m∈Tm
Theorem 29 There is an adjusted probability measureP ∈P (X y ) and a process τ y ∈ T y such that the lower hedging price of an American derivative in a probabilistic dry market can be written as
Proof. Using the result presented in theorem (28) and the theorem (21) the proof is straightforward.
???
Theorem 30 There is an adjusted probability measureP ∈P (X y ) and a process X ∈ X such that the lower hedging price of an American derivative in a probabilistic dry market can be written as
Proof. This result follows from the application of theorem (24) to the result presented in theorem (29).
Comparison of the Results
In this section we will compare the arbirage-free bounds of an American derivative in a dry market, in a probabilistic dry market and in a completely liquid market. We find out that the upper and lower bound in a dry market can be samller, equal or larger than the same bounds if the market is completely liquid. However, we also find out the upper bound in a probabilistic dry market is always bigger or equal to the upper bound if the market is dry or completely liquid. The lower bound will be smaller or equal the lower bound if the market is dry or completely liquid.
Conclusion
One of the main contributions of this paper has been to highlight about the new information structure that results from introducing probabilistic illiquidity.
With European derivatives in incomplete markets the superreplication methodology results in an arbitrage-free range of variation of the value of the derivative. However, there is no information about the price of the European derivative. In the case of American derivatives same applies. Moreover, the exercise policy is also unknown. In order to find the price and the optimal exercise policy functions that describe the welfare of the buyer and the seller of the derivative must be introduced. The seller of the option will hedge against all the possibilities of exercise. The randomized stopping times about the payoffs that are being exactly replicated. That does not mean that the option will be exercised at that times.
(Maybe the optimizations are not being done in the right way....)
"The real difficulties with analyzing American securities begin with incomplete markets. In that case, the choice of exercise policy may play a role in determining the marketed subspace, and therefore a role in pricing securities. If the state-price deflator depends on the exercise policy, it could even turn out that the notion of a rational exercise policy is not well defined"
In what concerns optimal stopping times when someone is selling the American security, the optimal stopping time defines the time periods when the super replicating restrictions will be active. Can they be interpreted as rational stopping times??? Does that mean that they will be the optimal for the buyer (and holder) of the American security? A Proof of theorem 9
Proof. This theorem is corollary 5.5 of Jha and Chalasani (2001) with nodes corresponding to trading dates t ∈ T m . So, adjusting theorem 5.4. we conclude:
-the probability measure P is defined as: if
then P (j, t) = q (j, t) + P j∈i + (τ ) P τ >t τ ∈T q (j, τ ) . Otherwise, one of the immediate successors (j, t + 1) of (i, t) will have P (j, t + 1) = P (i, t) and all the others will have P (j, t + 1) = 0 and -the adapted process X τ is defined as follows B Proofs of section 3.1
Lemma 31 The extreme points of the set of nodes Q are simple node probability measures, i.e., on every path on the event tree there is at most one node where q is strictly positive.
Proof. Consider some nonsimple node-measure q ∈ Q. We will construct two new node probability measures a and c that belong to Q such that q = 1 2
(a + c), and this implies that no nonsimple node-measure can be an extreme point of Q.
If q is not simple there is a node (i, t) such that q (i, t) > 0 and P j∈τ P τ >t τ ∈T q (j, τ ) > 0. Fix such a node (i, t).Fix some strictly positive ε such that for any q (j, k) > 0, with k ∈ T , k > t and j ∈ i + (k) , we have ε < q (j, k) Define a node measure a by "redistributing" the node-measure q as follows: reduce q (i, t) by an amount ε, and for every q (j, k) > 0, with k ∈ T , k > t and j ∈ i + (k) , increase q (j, k) by a fraction ε that is equal to the the value of q (j, k) relative to P j∈τ P τ >t τ ∈T q (j, τ ) . More precisely, a is identical to q everywhere except that:
a (i, t) = q (i, t) − ε and a (j, k) = q (j, k)
Note that the total amount by which q is increased on all the successors of (i, t) matches the amount by which q is decreased at (i, t)-that is, a is just a redistribution of q, and so is also a node-measure. Note also that
The above statement also hold for the node-function c constructed as a but with −ε instead of ε. It is easy to see that q = (a + c) .
We now argue that a ∈ Q; the argument for c is similar. we need to check that a (.) respects for any j ∈ t 0 and any τ ∈ T 
and a (j, t) ≥ 0.
The restrictions of equations (33) and (34) Proof. Consider that the auxiliary node probability measures ,q (i, t; y), and the auxiliary adjusted probability measures,p (i, t; y) andX τ (i, t; y) are also defined for all t ∈ max (t ∈ T p : y t = 0). By construction, andq (i, t; y) is equal to zero for all t ∈ max (t ∈ T p : y t = 0) andq (i, t; y) = q (i, t; y) for all t ∈ T y . Applying theorem 9 we find that p (i, t; y) = X {z:z 0 =y 0 ,... ,zt=yt} X (j,t+1)p (j, t + 1; z) .
andX τ (i, t; y) = 0, for all t ∈ max (t ∈ T p : y t = 0) .
