Abstract A high-order incremental ''remap-type'' transport scheme is presented (FF-CSLAM). The scheme utilizes bi-quadratic polynomial subgrid-cell reconstruction functions based on the weighted least squares method. The integration of the reconstruction functions over flux areas, which is inherent in remap schemes, makes use of CSLAM approach of line integration. Though the formal order of the scheme is second order, yet quadratic subgrid scale polynomial reconstruction does lead to improvement in the overall accuracy of the scheme. Since the rigorous search for overlap areas between flux areas and grid cells is cumbersome, two simplifications have been suggested in the literature. The main objectives of this paper are (a) to formulate flux-form CSLAM for the icosahedral-hexagonal grid and (b) to assess the accuracy of two fluxintegral simplifications.
Introduction
The continuity equation representing the conservation of the fluid and the tracer mass plays a crucial role in the modeling of atmospheric processes. For instance, while the transport of two or three phases of water has a direct bearing on the atmospheric circulation, it directly or indirectly affects other atmospheric processes too. Further, it also affects the energy cycle of the earth system through the release of latent heat. The current state-of-the-art climate models solve a number of transport equations in their dynamical core, and this number may increase multifold if sophisticated atmospheric chemistry models and biochemistry models are also included in the formulation. Thus, the dynamical cores of such models attribute a large portion of their simulation time solving the tracer transport equations. A robust and efficient scheme for advection of a passive tracer always improves the efficiency of global model, but it must satisfy the constraints of conservation, consistency, monotonicity, and nonspuriously perturbed pre-existing functional relations between tracers .
In the last decade, geodesic grids have gained a lot of attention from the scientific modeling community as an alternate to the regular latitude-longitude (lat-lon) grid. The main motivation for using quasiuniform grids such as the icosahedral-hexagonal (ico-hex) grid and cubed-sphere grids (cubed-sphere) is the elimination of the pole problem [Williamson, 2007] and consequent suitability for massive-parallel computers. Williamson [1968] , Sadourny et al. [1968] , and Sadourny [1972] suggested through their pioneer works that the pole problem could be avoided using more uniform and isotopic geodesic grids. A number of studies utilizing the geodesic grids in atmospheric modeling could be found for ico-hex grid [Ringler et al., 2000; Giraldo, 2001; Majewski et al., 2002; Satoh et al., 2008; Skamarock et al., 2012, and references therein] and for cubed-sphere [Ronchi et al., 1996; Adcroft et al., 2004; Nair et al., 2005a; Taylor et al., 2007; Chen et al., 2010; Ullrich and Jablonowski, 2012, and references therein] . The rich literature in the recent past on the modeling using these grids advocates further research efforts to test their suitability for their use in the new generation atmospheric models.
In general, solving the tracer transport problem on the lat-lon grid allows for accurate dimensional splitting, and hence a number of 1-D advection schemes, available in literature, can be easily extended to the lat-lon grid. But, the models based on regular lat-lon grids that employ 1-D domain decomposition show poor compatibility with the distributed memory based parallel computer architecture. On the other hand, designing a robust and efficient advection scheme endowed with desired properties on geodesic grids appears to be cumbersome specially for ico-hex grid, where the mesh lines are not aligned with a coordinate axes. In Recently, a flux-form version of CSLAM (FF-CSLAM) was implemented on the cubed-sphere by Harris et al. [2011] . It exploits the finite volume formulation, and therefore it is inherently conservative. It is different from the aforementioned incremental remapping schemes in the sense that it computes the flux areas with the line integrals and uses bi-quadratic subgrid reconstruction for approximating the tracer field. A simpler version of FF-CSLAM using the swept area approach has been assessed by Lauritzen et al. [2011b] . Surprisingly, the simplified FF-CSLAM is found to be even more accurate than the original FF-CSLAM for Courant number 1 2 [Erath et al., 2013] . CSLAM, FF-CSLAM, and its simplified version are accurate as well as efficient for multitracer transport. The overlap areas needed to be calculated only once; therefore, for each additional tracer, the overhead computational expense is minimal. CSLAM has been extended to a shallow-water model with semi-implicit time stepping by Wong et al. [2013a] and to a fully compressible nonhydrostatic solver by Wong et al. [2013b] . A parallel version of CSLAM using MPI has also been implemented in HOMME model [Erath et al., 2012] . Despite their attractive features and intensive interest of the researchers, these schemes have not been implemented on any other global grid.
Compared to icosahedral grid transport schemes available in the literature, there are many more high-order transport schemes formulated for cubed-sphere geometry [e.g., Nair et al., 2005b; Cheruvu et al., 2007; Lauritzen et al., 2010; Chen et al., 2011; Harris et al., 2011, and references therein] . Most of the advection schemes that have been implemented on icosahedral grids have a formal order of accuracy 2. In this category, schemes by Lipscomb and Ringler [2005] , Miura [2007] , and Yeh [2007] are second-order accurate but uses linear subgrid reconstruction function. The studies using higher order polynomial reconstruction on icosahedral grids still seems to be limited. One such effort is by Skamarock and Menchaca [2010] , improved the derivative error in Miura [2007] using second and fourth-order subgrid polynomial reconstructions. A significant finding of their work is that the geometrical errors are not as significant as the derivative errors. Another study by Miura and Skamarock [2012] presented an advection scheme based on PPM inspired reconstructions. This scheme does not improve convergence rate but has a large impact on the absolute errors. Skamarock and Gassmann [2011] designed a higher order advection scheme on ico-hex grid referred to as SG11 in the sequel, utilizes multistage ordinary differential equation (ODE) solver (RK3), and multidimensional generalization of flux-divergence operator of WRF model. Recently, following a different approach of locally increasing the degrees of freedom (DOF) for each hexagonal cell, Chen et al. [2011] proposed a third-order global advection scheme. Their multimoment constrained finite volume scheme uses the point values at the vertices and the center of each hexagon as computational variables to construct the piecewise 2-D interpolating function.
In this work, we have implemented FF-CSLAM on ico-hex grid. The existing schemes by Lipscomb and Ringler [2005] and Yeh [2007] are also remap-type schemes like FF-CSLAM, but the subgrid reconstruction used in it is bi-quadratic instead of being linear. Advection scheme by Skamarock and Menchaca [2010] is similar to the FF-CSLAM, as both of them use weighted least squares approximation to obtain bi-quadratic subgrid polynomial reconstructions. The two schemes are different in the methods used for computation of area integrals; Skamarock and Menchaca [2010] uses Gauss quadrature points and FF-CSLAM uses line integrals. Also, the constraints used in the least squares system are different; former utilizes point values, and the latter is based on the cell averages. The method used to approximate flux area in Skamarock and Menchaca [2010] and Miura and Skamarock [2012] is the one suggested by Miura [2007] , and a comparative examination of rigorous treatment of flux areas (FF-CSLAM) has not yet been done on ico-hex grid. This work could be treated as a work that examines the sensitivity of the remap-type schemes [Lipscomb and Ringler, 2005; Yeh, 2007; Miura, 2007; Skamarock and Menchaca, 2010; Miura and Skamarock, 2012] to three kinds of fluxarea approximations.
Therefore, the main objectives of this work are as follows:
1. To implement FF-CSLAM scheme based on bi-quadratic subgrid reconstructions using weighted least squares method.
2. To compare the performance of the FF-CSLAM scheme with other existing advection schemes on icohex grid using newly proposed advection test case suite of Lauritzen et al. [2012] .
3. To assess the different flux-area approximations for aforementioned test case suite. The order of ''derivative errors'' is same for all the three flux-area approximations; hence, we examine the sensitivity of geometrical errors on overall numerical accuracy.
In the following sections, both model equations and the FF-CSLAM scheme on the ico-hex grid are described along with the mathematical notations. In section 3, we briefly describe the test case suite of Lauritzen et al. [2012] used in this study.
In section 4, we analyze the outcome of these test cases. Finally, we summarize our findings in section 5.
FF-CSLAM on Icosahedral Grid
In FF-CSLAM, the backward trajectories through the vertices of a cell are computed for each of its edge and the amount of the tracer swept through an edge is computed using the line integral over the swept area. Therefore, FF-CSLAM is not grid-specific and its extension to ico-hex grid appears to be straightforward, but it is slightly more complicated as compared to quadrilateral cubed-sphere. The main reason is that the algorithm to search the intersection points of backward trajectories with the fixed Eulerian mesh is relatively complex. Here we describe the FF-CSLAM scheme specifically for hexagonal grids. A detailed description of implementation of FF-CSLAM on cubed-sphere grid is available in Harris et al. [2011] . The flux-form of transport equations for air density and passive tracers are 
where u is the velocity field in two dimension, q is the fluid density, and w is the tracer mixing ratio of any passive tracer. Equations (1) and (2) can be used to derive the advective form of the tracer transport equation
where dw dt 5 @w @t 1u Á rw is the material derivative. Assuming a uniform density distribution in a nondivergent flow field, equation (2) is equivalent to the cell integrated transport equation 
where A(t) is an arbitrary Lagrangian element moving with local fluid velocity. Equation (4) implies that the mass of the tracer in a Lagrangian cell is invariant in time or 
where Dt is the time step. A discrete version of equation (5) can be written as
where DA i and da i are areas of the same Lagrangian cell at times t 1 Dt and t, respectively. Most of the Lagrangian and semi-Lagrangian schemes utilize discretization (6). For instance, the scheme CSLAM of Lauritzen et al. [2010] uses equation (6) in particular and assumes that the Lagrangian cell at time t 1 Dt is same as the fixed Eulerian cell, termed as arrival cell. The Lagrangian cell at time t, a i denotes departure cell and is situated in the upstream direction of the arrival cell. In general, departure cells are arbitrary shaped but are assumed as simply connected. Cellwise polynomial reconstructions at time t for fixed Eulerian grid cells are used to approximate these upstream area integrals in a conservative way via conversion of area integrals to line integrals using Gauss-Green theorem. While the discretization (6) is used for conservative semiLagrangian transport, but a flux-form version of the scheme could be derived by integrating equation (2) over ith control volume A i as
The Eulerian cell A i is fixed in space-time, so integrating left-hand side and applying Gauss-Green theorem on the right-hand side, we get
In our case, boundary C consist of six or five great circle arcs C k 's (depending on whether A i is a spherical hexagon or a pentagon) and n is the outward unit normal to the boundary C. Integrating equation (8) 
The term on the right side in equation (9) is flux through boundary C of cell A i in time Dt. A discrete form of equation (9) can be written as w t1Dt i
where < Á > is the time averaged value over time Dt and l k is the length of the kth edge C k . Each term in the summation on the right side of equation (10) represents tracer mass transversed through the corresponding edge in time Dt. In other words, the kth entry in the above summation is equal to the product of the area swept through the kth edge a k i À Á and the average value of w over a k i . FF-CSLAM is based on the semiLagrangian discretization of equation (10), written as w t1Dt i
where N i 5 5 or 6 (five for pentagonal cells and six for hexagonal cells) and
and
where w n is the tracer density at time t 5 n 3 Dt. One shortcoming of equation (11) is that the flux area through kth edge a k i may not be simply connected (an example is shown in Figure 1 ). In such a situation, s k becomes multivalued for the corresponding edge and equation (11) needs to be modified. Note that so far we have not used any approximation except the integrability of the tracer profile. If the evaluation of flux areas and integral equation (13) are exact, then equations (6) and (11) are equivalent to each other provided departure regions a i span the whole spherical domain without gaps and overlaps [Lauritzen et al., 2011a, pp. 185-250] .
The accuracy of a finite volume scheme depends directly on the approximation of the flux areas as well as the order of subgrid polynomial reconstruction used to evaluate integral equation (13). In FF-CSLAM, the approximations of flux areas a k i 's are accomplished using backward trajectories through the end points of the edges. For instance, to approximate flux area a k i , we trace back in time Dt using velocities u 1 and u 2 at the vertices e k1 and e k2 of the kth edge up to the departure points d k1 and d k2 . Afterward, we join these departure points with great circle arc to construct flux area a k i . We follow Nair and Lauritzen [2010] to calculate accurate backward trajectories for the test cases assessed in this study.
The flux areas a k i in integral equation (13) may belong to more than one cell. Moreover, the local subgrid reconstructions used to evaluate integrals like equation (13) are not continuous across cell boundaries, and consequently we need to integrate over the regions a 
We also define a single valued sign function s 
Using the above-defined overlap fluxes and corresponding sign functions s k il , we can write FF-CSLAM as w t1Dt i
for each grid cell i.
Subgrid Reconstruction
The subgrid reconstruction in lth cell is defined as f l ðXÞ5a 0 1a 1 ðX2X l Þ1a 2 ðX2X l Þ 2 1:::1a n ðX2X l Þ n ; X l is the centroid of the lth grid cell and n is the degree of polynomial, and the dimension of the polynomial depends on the underlying space. In case of the curved spherical surface of the earth X 5 X(x,y,z), the use of local two-dimensional coordinates is quite common [e.g., Majewski et al., 2002; Miura and Skamarock, 2012] to simplify the problem by reducing the number of independent variables. Lee and MacDonald [2009] designed a finite volume shallow-water model on ico-hex grid using local Cartesian coordinate based on the general stereographic projection (GSTC). GSTC plane for the lth grid cell is tangential to its centroid (latitude h l and longitude k l ). The immediate stencil is then projected on the GSTC plane through point (k5p1k l ; h52h l ), which is the antipode of the tangential point. In GSTC local coordinate system, the center of the GSTC is at the tangent point, where x 5 0 and y 5 0. The transformation relation between the spherical and GSTC coordinates is
y5mR½sin h cos h l 2cos hsin h l cos ðk2k l Þ;
where ''R'' is the radius of the sphere and m is the map factor of the projection.
We use a quadratic polynomial subgrid reconstruction in local GSTC coordinates
Note that in each GSTC projection the centroid of the cell is local origin (x 5 0, y 5 0). In order to solve for the coefficients c ði;jÞ l , a weighted least squares approach is used. The weighted least squares relation is formulated in terms of the integral constraint of local conservation for all participating grid cells
where f n (X n ) is the value of the subgrid polynomial reconstructions at the centroids of the cells in the stencil under consideration. The relation equation (22) implies that the integration of the subgrid reconstruction over a cell gives the value of reconstruction at the centroid of the cell multiplied by its area.
Evaluation of Integrals Over Flux Areas Using Line Integrals
To evaluate integral equation (14), we use Gauss-Green theorem to convert area integrals into line integrals. To carry out this conversion, a vector potential ! is required such that
In local basis vectors e x and e y of GSTC plane, we can express ! as
where ! x and ! y are the components of ! in local GSTC coordinates. The local basis vectorsê x andê y are unit vectors in the positive x and y direction in GSTC tangent plane. In the transformed system, the positive x axis is directed toward the east of the origin along the latitudinal circle of h 5 h l and the y axis is defined positive poleward of the origin along the meridian k 5 k l , here (k,h) is the spherical coordinate of the center of the GSTC projection. The divergence of ! in GSTC is calculated as
where m is the map factor given by equation (19) or equation (20).! x 5! x =m and! y 5! y =m.
Using equations (23) and (26), equation (14) can be written as
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Further, an application of Gauss-Green theorem over equation (27) leads to
where @a k il is the boundary of overlapped flux area a k il and n k il is the outward pointing normal to the boundary @a k il . dl is an infinitesimal element of the boundary @a k il . As pointed out by Harris et al. [2011] , the problems associated with proper orientation of n k il depend on the flow direction, which makes the evaluation of flux-integral nontrivial. The detailed procedure to compute the overlap flux areas is not given.
For a given f l , the choice of ! is not unique. To obtain a unique vector potential, we impose! y 50 and choose constant of integration zero. These imposed restrictions are by convention and other assumptions could also be used. For each term x i y j in f l , we get a corresponding unique vector potential ! ði;jÞ for each cell by solving differential equation (29) locally for each stencil
Integrating above equation, we get
where m x 54R 2 1y 2 . Unlike cubed-sphere, exact evaluation of integrals equation (14) is not possible because, for ico-hex grid, grid lines are not parallel to coordinate lines. Therefore, second-order Gaussian quadrature has been utilized to solve the line integrals.
Flux-Corrected Transport (FCT)
In general, FF-CSLAM formulation equation (16) is nonmonotonic for polynomial reconstruction equation (21). A monotonic scheme could be devised for equation (16), either by scaling the subgrid reconstruction to avoid generation of tracer values out of the range spanned by the cell averages of the neighboring cells [Barth and Jespersen, 1989] or by adjusting the fluxes after they are computed [Zalesak, 1979; Thuburn, 1996] . To avoid spurious oscillations and to achieve monotonicity, the FCT limiter has been used in this work. An upwind scheme is used as a low-order monotonic scheme, which corresponds to a first-order polynomial ðC 
We then compute the antidiffusive fluxes F kA il as
and limit them to get limited antidiffusive fluxes F kC il as
where 0 C k i;l 1: The criteria for determining C k i;l is usually designed to prevent the development of new maxima and minima and to prohibit the amplification of existing extrema. Generally, near existing extrema or discontinuities, C k i;l are close to zero while, in the region where the solution is smooth, they are close to unity. These limited antidiffusive fluxes are then used to calculate the final solution as
Simplifications of the FF-CSLAM
The order of accuracy of a remapping-type flux-form scheme depends on the approximation of the overlap between the area swept through the edge and the underlying Eulerian grid, and the order of the subgrid reconstruction function. The errors that arise due to improper approximation of flux region are termed as ''geometrical error'' and the errors related to the subgrid reconstructions are termed as ''derivative errors'' [Skamarock and Menchaca, 2010; Ullrich et al., 2013] . Since the use of higher order subgrid reconstruction decreases derivative errors, we have focused on the geometrical errors in this work. Here two simplifications to the flux-area approximation are presented for the FF-CSLAM scheme (Figure 2 ) on ico-hex grid.
1. Simplified FF-CSLAM-1 (SIMP-1). In this case, subgrid reconstructions of only two grid cells, sharing the edge under consideration, are used to approximate the surface integral over the flux-area [Lauritzen et al., 2011b] . Figure 3 demonstrates the simplification to the original scheme. One may note that the approximated departure region is same as FF-CSLAM but some unjust subgrid reconstructions are nevertheless used for some portion of the flux region. Although these errors may be attributed to both class of errors discussed above, they are assumed to be in the category of geometrical errors.
Simplified FF-CSLAM-2 (SIMP-2).
Here the approach given by Miura [2007] has been implemented. In this case, conditional branching of incremental remapping is simplified by approximating the flux area using the resultant velocity at the midpoint of the edge under consideration. This results in a parallelogram shaped flux areas as shown in Figure 4 . Here only upwind cell's subgrid reconstruction is used to approximate the area integral even though the parallelogram may extend to other cells.
The material rate of change of the area is equivalent to the velocity divergence, so any error in approximating flux region would appear as spurious divergence in numerical solution. The above two simplifications will be analyzed to highlight such errors in the numerical solution. The quantification and assessment of their relative performance on the ico-hex grid will be presented in the results section.
In order to reduce the geometrical errors, Lauritzen et al. [2012] suggested to add more points along each edge of an Eulerian grid cell, track them backward with velocity, and join the end points of these backward trajectories with straight lines in Gnomonic plane to approximate departure region. Ullrich et al. [2013] investigated geometric errors in terms of approximations of upstream edges, parabolic versus piecewise line segment treatment. They found that the third-order convergence was achieved only by the parabolic treatment. In this work, no such improvement to the swept area geometry has been considered.
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Advection Test Cases
We used the recently proposed test case suite by Lauritzen et al. [2012] 
where k is the longitude and h is the latitude in radians. These distributions are symmetrically placed in the flow field to assess the symmetry of the numerical solution.
Gaussian Hills
A Gaussian profile is defined as 
where R is the radius of the sphere. 
Cosine Bells
A cosine bell profile is defined as
where h max 5 1, r5 R 2 , and r i is the great circle distance between k; h ð Þand center k i ; h i ð Þ. The initial condition with a nonzero background value b and two cosine bells equation (44) is then defined as 
where b 5 0.1, c 5 0.9.
Slotted Cylinders
The slotted cylinders initial condition with background value b is given as w5w
where b 5 0.1 and c 5 1.
Correlated Cosine Bells
This nonlinearly correlated initial profile with cosine bells is defined as w5w ðccbÞ 5fðw ðcbÞ Þ;
where fðvÞ5av 2 1b. a520:8 and b 5 0.9.
Wind Fields
The component of nondivergent wind velocity uðk; h; tÞ is defined as
where k 0 5k2 2pt T ; T55, and R 5 1. This wind field is nondivergent but deforming. The flow reverses its direction midway of the simulation t 5 T/2 so that the exact solution for all tests are known at t 5 T; and it is identical to the initial condition wðt5TÞ5wðt50Þ. If Dk be the average grid-spacing at the equator, then we can define a maximum Courant number as suggested by Lauritzen et al. 
where Dt is the time step and U max is the maximum zonal wind speed, which for nondivergent test case is given by
Ico-hex grid resolution N R 524; 48; 96, and 192 corresponds approximately to ᭝k53:0 ; 1:5 ; 0:75 , and 0.375 , respectively. All results presented in this paper are for maximum Courant number % 0.8. In this context, we would like to mention that the implementation of FF-CSLAM here is subjected to the constraint limiting the search algorithm to the nearest neighbors only. Therefore, when Courant number is less than or equal to 0.5 this implementation is rigorous FF-CSLAM. However, when Courant number is greater than 0.5 this implementation is certainly not equivalent to the rigorous FF-CSLAM. For these situations, search algorithm used here might introduce a small error indeed because of the probable use of incorrect subgrid reconstruction for the flux area not belonging to the nearest neighbors. On the other hand, schemes SIMP-1 and SIMP-2 will bypass such situations. Nevertheless, we have used Courant number % 0.8 for this implementation of FF-CSLAM as such cases are rare with flow field considered in this study. Moreover, even in the worst case situation, the contribution of the extrapolated flux areas would be quite small as compared to the total flux area. The stability analysis of Lauritzen et al. [2011b] showed that if the ratio of the extrapolated area is smaller than the nonextrapolated area, then FF-CSLAM is stable.
Numerical Results
The results of the numerical schemes are discussed in this section. First, we present the results of FF-CSLAM along with its limited version. We used the nondivergent deformational wind field with C 1 ,C
1
, and a discontinuous tracer profile to assess the performance of FF-CSLAM on ico-hex grid. We also compared FF-CSLAM with the other advection schemes implemented on ico-hex grid or spherical centroidal Voronoi tessellation. The comparison set included, ICON-FFSL (Icosahedral Nonhydrostatic model Flux-Form Semi-Lagrangian scheme), the scheme of Skamarock and Gassmann [2011] implemented in MPAS (Model for Prediction Across Scale), here referred as SG11 and SLFV (Semi-Lagrangian-type Finite Volume scheme). ICON-FFSL and SLFV both are based on linear subgrid polynomial reconstruction, and the flux-integrals follow approach given by Miura [2007] . These two schemes differ in implementation from each other because they use different ways to compute linear subgrid reconstructions. The discrete gradients in SLFV are computed following Mittal and Skamarock [2010] , a Taylor series expansion about the centroid of control volumes is used to construct the subgrid reconstruction. On the other hand, ICON-FFSL is based on a least squares approach to compute the linear subgrid reconstructions. Further details of these scheme and SG11 could be found in Lauritzen et al. [2013] . In comparison to the other advection schemes, FF-CSLAM does the extra calculations corresponding to the search associated with finding the overlap area between the area swept through the edge and the underlining grid. For the computations of the overlap area, the search is restricted either to the cell itself or its three neighbors. This encounters a little overhead in comparison to the above schemes, but it would be small for multitracer simulations.
Next, we compared the performance of the two simplifications of FF-CSLAM to investigate the behavior of geometrical errors. For this purpose, we used cosine bells tracer distribution to estimate the relative error in magnitude and convergence rate of the global error norms, slotted-cylinders profile to see the impact of the order of subgrid reconstruction on geometrical errors, and constant tracer profile (w 5 1) to estimate the geometrical errors in the absence of any reconstruction error (derivative errors). Table 1 presents the global error norms l 2 and l 1 at different ico-hex grid resolutions for FF-CSLAM with and without FCT. Table  2 presents the rates of convergence of the limited and nonlimited schemes within different resolution intervals. In the resolution interval 3 2 1.5 , the rate of convergence is approximately 1.6 in error norm l 2 , while it is slightly better in error norm l 1 . With increasing resolution, the rate of convergence increases in all the error norms. One may notice that for the resolution interval 0.75 2 0.375 , FF-CSLAM shows a transition from relatively low rate of convergence to asymptotic convergence rate. Contrary to the low rate of convergence for coarser resolution, such a high rate of convergence for finer resolution indicates that either the subgrid reconstruction is not well resolved at coarse resolution or the planar approximation of the subgrid reconstruction is not close to its spherical representation. The rate of convergence in l 2 becomes slightly better than l 1 at higher resolution. Figure 5 shows the Gaussian hills profile at the time of maximum deformation t5 T 2 and at the end of the simulation t 5 T. The original scheme produces noise in the advected tracer field, which has been successfully removed by FCT.
Results of FF-CSLAM 4.1.1. Gaussian Hills With Deformational Nondivergent Wind Field
In Figure 6 , the convergence plots of the error norms l 2 and l 1 are shown for FF-CSLAM and other advection schemes on ico-hex grid. For the convergence plot, Courant number is held fixed and Courant number labels are appended to the names of the schemes. The formal order of convergence of ICON-FFSL, SLFV, SG11, and FF-CSLAM is 2. It is found that all the schemes achieve the optimal convergence at finer resolutions only. As expected, FF-CSLAM performs better than all the schemes based on linear subgrid reconstruction and having formal order of accuracy 2 or less. The error norms of SG11 are found to be better than FF-CSLAM in both convergence rate and error magnitude. SG11 is based on RK3 time integration scheme, which could be one possible reason for its better error norms. 
Minimal Resolution and Filament Preservation Diagnostic
The minimal resolution (Dk m ) of an advection scheme is defined as the resolution for which error norm l 2 is approximately 0.033. The wind field used for this test case is same as the previous one, but the tracer profile is cosine bells, which is less smooth ðC 1 Þ. Table 3 shows the minimal resolution of FF-CSLAM and other advection schemes. The minimal resolution of FF-CSLAM is better than other finite volume schemes except SG11.
The same setup has been used to perform the filament diagnostic test. To formulate filament preservation diagnostic, we first define Aðs; tÞ5 P / k !s A k ; where s is a threshold value. A k is area of the kth cell with tracer value / k and the summation run over the total grid cells having tracer mixing ratio greater than or equal to s. The filament preservation diagnostics is then given as l f ðs; tÞ5 1003 Aðs; tÞ Aðs; t50Þ if Aðs; t50Þ 6 ¼ 0; 0:0 otherwise :
We computed l f at t5 In Figure 7 , l f are given for schemes ICON-FFS, SG11, and FF-CSLAM at resolution Dk % 0.75 with and without shape preservation. In this figure, we also include l f for FF-CSLAM at resolution Dk % 0.375 without shape preservation (FF-CSLAM(un192)). From Figure 7 , one can see that the capability of FF-CSLAM to preserve filaments improves with increasing resolution (compare FF-CSLAM(un) and ). All these schemes seem to produce similar results.
Preservation of Pre-Existing Functional Relation
The preservation of a nonlinear pre-existing relation between two tracer species is tested using the initial profiles of cosine bells and correlated cosine bells. The mixing ratios of cosine bells (v) and correlated cosine bells (n) follow the quadratic functional relation given in (47). Black parabolic curve in the scatter plots (Figure 8) show this functional relation. Scatter plots for FF-CSLAM for ico-hex grid resolution N R 596 and 192, with and without FCT are shown in Figure 8 .
For coarse resolution, majority of scattered points come close to the left extreme (0.1, 0.89) of v -n plot and away from the right extreme corner (1.0, 0.1). At coarse resolution, extreme values of the advected tracer fields are very poorly captured producing a large numerical diffusion which causes scatter data to move toward background value in v2n plane (0.1, 0.892) (figure not shown). Increasing resolution avoids this ill treatment of extremum values, and the scatter data start following the pre-existing functional relation of parabola more accurately. For resolution 192, one can note the remarkable agreement between the scattered data points and the parabolic curve. This close resemblance is also a desirable result because the mixing diagnostic of the scheme should be sufficiently close to the solution of Lagrangian schemes for fine resolutions. Scattered data points outside the triangular regions in Figures 8a  and 8b show that the scheme FF-CSLAM produces overshoots (values beyond the limit of the initial data) and is neither monotonic nor positive definite. In Figures  8c and 8d , scatter plots of the scheme with FCT are devoid of overshoots near upper left corner of the plots.
The deviations from the relation (47) at maximum deformation
is classified in three categories, namely, real mixing (l r ), rangepreserving unmixing (l u ), and overshooting (l o ) as described in Lauritzen and Thuburn [2011] . In Table 4 , the values of l r , l u , and l o at resolution Dk 5 1.5 and 0.75 are given. It is found that l u , which is a quantitative measure of range-preserving unmixing, is nonzero for all schemes even with shape preservation. This observation is in agreement with the finding of Thuburn and Mclntyre [1997] that only first-order schemes could avoid range-preserving unmixing. For all resolutions, FF-CSLAM produces less amount of nonphysical unmixing (l u ) and slightly higher values of real mixing (l r ) as compared to SG11.
Transport of ''Rough'' Distribution: Slotted Cylinders
This particular test case assesses the ability of advection scheme to resolve the sharp discontinuities. Slotted-cylinders profile at time t5 T 2 and t 5 T is shown in Figure 9 for FF-CSLAM at ico-hex grid resolution 96 (upper row), 192 (middle row), without FCT and with FCT (lowest row). Figure 9a shows that, for ico-hex grid resolution 96, slots in the advected cylinders are resolved at the time of maximum deformation t5 T 2 À Á but get slightly diffused and this continuous diffusion ultimately results in highly diffused slots at the end of the simulation (t 5 T). It is clearly visible in Figure 9b that the slots are diffused significantly and the profile seems to be separated in four parts. The spurious oscillations in the numerical solution are clearly visible in Figure 9 . The under shoots (values smaller than initial minimum value 0.1) in background and overshoot (values of tracer mixing ratio larger than initial maximum 1.0) are both present. Results for ico-hex grid resolution 192 are shown in Figures 9c and 9d . These results are comparatively better than 96 as the slots are resolved sharply and the magnitude of overshoots and undershoots are weaker. Results with FCT show the successful removal of overshoots and undershoots from the numerical solution (Figures 9e and 9f ). Other schemes, SLFV, ICON-FFS, and SG11, also produce similar results for this test case (figures not shown).
An Intercomparison of Simplifications of FF-CSLAM on Ico-Hex Grid
Here we have compared FF-CSLAM with its two simplifications in terms of minimal resolution, rate of convergence, and filament preservation capability. The cosine bells tracer distribution (equation (45)) has been used for these assessments. To estimate the impact of derivative errors, we have compared the results of linear and quadratic reconstructions using slotted-cylinders profile. Further, the effect of flux-area approximations made in the three schemes has been investigated in the absence of derivative errors. For this purpose, a constant tracer profile has been used, which allows geometrical errors to be studied in isolation. In all experiments, deformational flow field has been used. Table 5 shows the magnitudes of error norms l 2 and l 1 for schemes FF-CSLAM, SIMP-1, and SIMP-2. It shows that at all resolutions, FF-CSLAM has slightly better global error norm l 2 but slightly larger l 1 as compared to SIMP-1. The error magnitudes of FF-CSLAM and SIMP-1 are consistently better than SIMP-2 at all resolutions, though the differences are very small. At the resolution 192, for FF-CSLAM the error is 12.2% smaller in magnitude for l 2 norm as compared to SIMP-2 while it is 8.2% smaller for l 1 . In the resolution interval 0.75 -0.375 , the rate of convergence in l 2 and l 1 for FF-CSLAM and SIMP-2 are 2.24, 1.90 and 2.09, 1.89, respectively. As depicted in Figure 10 , all the three schemes have almost same order of convergence. The ''minimal'' resolution of SIMP-1 is 0.480, but SIMP-2 is 0.483, which is quite close to that of FF-CSLAM. Overall observations suggests that the subgrid scale reconstruction, which dominates the derivative error, is same in the three schemes, and a gain due to better evaluation of flux area gives only a slight improvement in the magnitude of error.
Numerical Convergence and Minimum Resolution

Filament Preservation Diagnostic
A plot of l f s; t5 T 2 À Á against s for schemes FF-CSLAM, SIMP-1, and SIMP-2 is shown in Figure 11 using ico-hex grid resolutions 96 and 192. One can notice that the three schemes give almost identical results. Also, a comparison of Figures 7 and 11 shows that l f values of SIMP-2 are higher than that of ICON for threshold values s > 0.6. This could be attributed to the fact that ICON is based on linear subgrid reconstruction and SIMP-2 utilizes bi-quadratic subgrid reconstruction. Therefore, one can say that for the filament preservation diagnostic, geometrical error is not as relevant as derivative error. 
Advection of Slotted-Cylinders Profile With Different Subgrid Reconstructions
Here we have focused on investigating geometrical errors and the effect of derivative errors on FF-CSLAM, SIMP-1, and SIMP-2. The error fields for the slotted-cylinders profile with linear and quadratic reconstructions are shown in Figure 12 for ico-hex grid resolution 96 at t 5 T. One may note that the error fields show larger magnitudes for linear reconstruction than those for quadratic reconstruction, thereby assures the reduction in derivative error due to higher order reconstruction. Thus, the reduction in geometrical error by using sophisticated flux-area approximations for rigorous schemes over the simplified ones is negligible as compared to derivative error.
Advection of a Constant Tracer Profile With Deformational Flow Field
As mentioned earlier, this test case assesses the behavior of geometrical error of FF-CSLAM and its simplifications, without significant derivative errors. The deformational flow field is used along with a uniform constant profile of tracer. The constant profile ensures that the derivative error is independent of subgrid reconstruction. In such situations, the performance of a transport scheme is determined entirely by the geometry of flux-area approximations. If density and tracer are predicted in a consistent manner, the tracer field is always constant (with negligible round-off errors), and there will be no significant difference between FF-CSLAM, SIMP-1, and SIMP-2. Otherwise, all three schemes will produce error in preserving constant mixing ratio. One might think that FF-CSLAM and SIMP-1 would show the same behavior because the flux-area approximation is the same and mixing ratio is constant, but this is true only for the first time step. Both FF-CSLAM and SIMP-1 does not ensure that the nondivergent flow field in the continuous space is also nondivergent in the discrete space, and thus, there will be a difference in tracer fields after the first time step. Figure 13 shows the convergence plot of global error norm l 2 for FF-CSLAM, SIMP-1, and SIMP-2. All the three schemes show first order of convergence in l 2 but FF-CSLAM shows relatively 0.45 times smaller error for the same grid cell densities than SIMP-2. SIMP-1 shows slightly smaller error magnitudes than FF-CSLAM. This could be due to the fact that in FF-CSLAM, extra line integrals are computed to get the contributions from different Eulerian grid cells, which is not the case for SIMP-1. The suboptimal convergence rate of preserving a constant tracer mixing ratio is in agreement with the findings of Ullrich et al. [2013] . They used a very similar setup (with a different time independent wind profile) to point out that FF-CSLAM on cubed-sphere could achieve its formal third-order convergence only with quadratic treatment of upstream edges. The quadratic treatment of upstream edges is beyond the scope of this work.
Summary and Conclusions
The flux-form version of the Conservative Semi-Lagrangian Multitracer transport scheme (FF-CSLAM) has been implemented on the icosahedral-hexagonal grid (ico-hex grid). This scheme is fully two dimensional, inherently mass conserving, and multitracer efficient. We also used FCT with FF-CSLAM successfully to produce monotonic and positive definite scheme. In addition to the FF-CSLAM, we also implemented two of its simplifications, namely, simplified FF-CSLAM-1 (SIMP-1) and simplified FF-CSLAM-2 (SIMP-2) on ico-hex grid. In both SIMP-1 and SIMP-2, fluxintegrals are simplified to use subgrid reconstruction immediately upstream of the cell edge, even though the flux area may overlap more than one grid cell. The difference between SIMP-1 and SIMP-2 is that the latter uses the resultant velocity at the midpoint of the cell edge while the former one utilizes the velocities at the vertices of the cell edges to approximate flux areas. The subcell reconstructions of FF-CSLAM, SIMP-1, and SIMP-2 have the same order of accuracy. FF-CSLAM is slightly better than the other two in magnitudes of errors, but it may depend on the flow velocity and tracer profile. SIMP-1 gives smaller geometrical errors than SIMP-2, but if the interpolations are required to determine cell vertex velocities (C-grid), the superiority of SIMP-1 over SIMP-2 may not be significant.
We used three test cases from the test case suite of Lauritzen et al. [2012] to assess the performance of FF-CSLAM on ico-hex grid. The formal order of accuracy of FF-CSLAM in this work is second order as the flux-area approximation uses line segments that are only second-order accurate. Fluxarea evaluations need to be done using quadratic segments to achieve third-order accuracy. Thus, FF-CSLAM may be secondorder accurate in terms of geometrical error and third-order accurate in terms of derivative error as bi-quadratic subgrid reconstructions are used. We have found that for sufficiently smooth tracer distribution, the convergence rate comes out close to the third order in space at higher grid resolutions. This result implies that the geometrical error is minimal relative to the derivative error in this case. The ability of FF-CSLAM to preserve filaments is found to improve significantly with increasing resolution. FF-CSLAM on ico-hex grid is found to preserve the nonlinear pre-exiting functional relation for fine resolutions. The mixing diagnostics and advection of slottedcylinders profile also confirmed that the shape-preserving version of the scheme (FF-CSLAM with FCT) is successful in removing nonphysical overshoots. For few selected test cases, we also compared our results with other existing transport schemes on ico-hex grid. Transport schemes implemented on ico-hex grid are selected from the collection of 19 state-of-the art schemes participated in Lauritzen et al. [2013] . For the convergence test case with cosine bells, FF-CSLAM shows better rate of convergence than ICON and SLFV-SL, whereas SG-11 shows better global error norms. In the test case of preservation of pre-existing functional relation, FF-CSLAM produces less amount of nonphysical unmixing l u and slightly higher real mixing l r than SG11. Also, it is important to note that as SG11 uses RK3 it needs to communicate (in MPI setup) several times whereas Quadratic Reconstruction Figure 12 . Error fields of slotted-cylinders profile at t 5 T for schemes FF-CSLAM, SIMP-1, and SIMP-2 using linear and quadratic subgrid reconstructions at ico-hex grid resolution 96.
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DUBEY ET AL. We also compared FF-CSLAM with its two simplifications using cosine bells tracer profile and deforming wind field setup. The findings indicate that, for this particular test case, FF-CSLAM works better than the other two in terms of error magnitudes. One can speculate that gradient errors must be smaller than geometrical errors, for the flux-area approximation to be important. We have investigated this point with deformational flow field together with constant tracer, cosine bells, and slotted-cylinders profiles. In the test case with constant racer profile, the two schemes give same order of convergence, but magnitude of errors in SIMP-2 is %2 higher than FF-CSLAM. To further investigate it, a linear subgrid reconstruction is used besides the quadratic reconstruction to transport the slotted-cylinders profile. The error fields at the end of simulation t 5 T shows that the results with high-order reconstruction (quadratic) is significantly better than the one produces by linear for all the three schemes. Since the differences among the three schemes are minimal, hence we conclude that the derivative error overrides the geometrical error; that is, the benefit of FF-CSLAM flux-area approximation is insignificant. One may also conclude that for any scheme with second-order formal accuracy, the gain due to reduction of geometrical errors is not significant. We believe that in order to achieve a third-order formal accuracy with FF-CSLAM on ico-hex grid using line integrals, proper computation of flux area along with its approximation using quadratic segments would be required. It suggests a more detailed analysis of the two simplifications and FF-CSLAM on ico-hex grid for higher-order (more than two) schemes to better understand their contribution to geometrical and derivative errors.
A brief discussion pertaining to the performance of the scheme has been included for the sake of completeness. Conservative semi-Lagrangian scheme leads to scaling problems if used with a large Courant number and conservative semi-Lagrangian on a hexagonal mesh is much more complicated than semi-Lagrangian on a lat-lon grid. Therefore, a natural concern could arise on the computational cost of FF-CSLAM on icohex grids. The implementation of rigorous CSLAM on ico-hex meshes, for large Courant number, might be expensive, the FF-CSLAM being a flux-based scheme does not involve rigorous remapping, hence computations may not be expensive, especially for Courant number <1. The current version of the code is serial, and it is not optimized for the HPC platforms. Also, the memory access is random in the present code. Therefore, quantification of scaling, performance, or efficiency is beyond the scope of this work. Nevertheless, the code could be optimized, and contiguous memory allocation could be done to the nearest neighbors by arranging the grids cells in 2-D rectangular array much like that is shown in Majewski et al. [2002, Figures 1 and 15] . The current implementation of FF-CSLAM on ico-hex grids is very similar to the one described in Figure 6 (algorithm flowchart) by Erath et al. [2012] , other than the initialization step. Therefore, on rearrangement of grid cells in rectangular array, domain decomposition, and assignment of the halo regions can be done in a similar manner as discussed earlier by Erath et al. [2012] . The code could then be expected to be scalable on distributed and shared memory platforms. Parallel implementation of the code is a subject of future work for the authors.
Appendix A: Overlap Search Algorithm
Here we give the brief description of the overlap search algorithm used in this work in a stepwise manner. Let e 1 and e 2 be the vertices of the edge and d 1 and d 2 are the departure points corresponding to them, respectively (as shown in Figure 14) .
Step 1. Arrange the neighbors of an edge in an anticlockwise manner.
For example, the neighbors of vertex e 1 are ðn 1 e1 ; n 2 e1 Þ and vertex e 2 are ðn 1 e2 ; n 2 e2 Þ, these four neighbors are arranged in anticlockwise manner and are referred as N 1 , N 2, N 3 , and N 4 . This step is not required to be done at every time step.
Step 2. Find the left and right neighbor for both of the departure points d 1 and d 2 .
In the current algorithm, we used clockwise assignment to identify left and right neighbor of d 1 and use anticlockwise assignment for d 2 . This gives, for departure points (shown in Figure 14) , left ðL n ðd 1 ÞÞ and right Step 3. Find the location of intersection point (i ed ) of the edge and the line segment connecting departure points: This step determines whether the flux area is simply connected or not. This also identifies the zero velocity case, leading to no net flux.
Step 4. Here the treatment of the two cases (simply connected and not simply connected) is done separately.
Step 4a. Flux-area calculations for the simply connected case:
Here first it is determined whether the bigger portion of flux area lies above the cell edge (Figure 15a ) or below the cell edge (Figure 15b ). Once this is determined, the computations of the flux area are straight forward and intersection points are computed from L n (d 1 ) to L n (d 2 ) for areas corresponding to the north of the edge and R n ðd 2 Þ to R n ðd 1 Þ for the areas that corresponds to the south of the edge. Therefore, for the case shown in Figure 15a , the flux areas will be e 1 d 1 i 1 ; e 1 i 1 i 2 e 2 , and e 2 i 1 d 2 , and notice that only two intersection points are computed. Similarly, the flux area shown in Figure 15b will be e 2 d 2 i 1 and e 2 i 1 d 1 e 1 .
Step 4b. Flux-area calculations for the not simply connected case: in this case, one may get one or two triangular flux areas on the either side of an edge. Therefore following steps are involved: (a) compute the determinant of the triangle e 1 d 1 i ed and e 2 d 2 i ed (as shown in Figures 15c and 15d ) and further calculations are done only for nonzero determinant triangles. (b) If the triangle is above the edge, then flux-area determination will require to compute the intersection with its left neighbor only, whereas if the triangle is below the edge, it would need to compute the intersection with its right neighbor. This can be illustrated using the Figure 15c for triangle above the edge, the flux areas are e 1 d 1 i 1 and e 1 i 1 i ed , and for the triangle below the edge is e 2 d 2 i ed .
