In many ecosystem models based on empirical formulations, parameters generally are calibrated in order to achieve the best fit between measured and simulated chlorophyll a standing stocks. An accurate calibration of rate processes as primary production rarely is taken into account. In this paper, we test the usefulness of calibration of phytoplankton photosynthetic processes in an ecosystem model using field primary production data. We used 18 months of photosynthetic process data from the Baie des Veys ecosystem (Normandy, France). Five empirical formulations of photosynthesisirradiance curve models amongst the most widely used were tested. In each formulation, the variability of photosynthetic parameters (i.e. the light-saturated rate of photosynthesis (P max B ) and the initial slope of the photosynthesis-light curve (α B )) was considered depending on environmental factors (temperature and nutrient availability). The fit of the five equations as well as the calibration of parameters on field measurements (i.e. the light-saturated rate of photosynthesis (P ref B ), the initial slope of the photosynthesis-light curve (α ref B ), the half-saturation constant for nitrogen (K N ) and silicates uptake (K Si ), and the coefficient in the exponential thermal effect (K T )) was performed using the whole available data set of P vs. E curves (n = 143, P vs. E curves). Then, the Smith formulation allowing the best simulation of the Baie des Veys primary production and corresponding parameters were introduced in an ecosystem box model. This formulation led directly to a satisfactory representation of the Baie des Veys phytoplankton dynamics without additional calibration. Results obtained were compared with a more classical approach in which ecosystem models were calibrated using published values of parameters. This comparison showed that for the two years studied, annual primary production estimated through the ecosystem model was 13% and 26% higher with our approach than with the more classical approach. This work emphasizes the importance of accurately representing rate processes in ecosystem models in order to adequately simulate production as well as standing stocks.
Introduction
Dynamic simulation models are commonly used to study ecosystem functioning (e.g. Fasham et al., 1990; Ménesguen and Hoch, 1997; Baklouti et al., 2006a) .
Outputs of ecosystem models depend mainly on the formulation of the biogeochemical processes. However, lack of knowledge about underlying mechanisms usually leads to an empirical description of phytoplankton production processes. An adequate description of phytoplankton dynamics is essential because phytoplankton forms the base of the open water food web. Different empirical formulations of the same processes are usually found in the literature. For example, some typical formulations of the effect of light limitation on growth rate are provided by Webb et al. (1974) , Platt et al. (1975) , and Steele (1962) . The latter is commonly used in ecosystem models (Ebenhöh et al., 1997) .
In order to estimate an adequate set of parameters to calibrate an empirical relationship, it is necessary to conduct extensive field experiments and laboratory measurements on the process under study. Thus, a major deficiency of this strategy is that it requires a sizeable sampling effort on the ecosystem studied, because it is difficult to extrapolate parameters estimated for a given ecosystem to other ecosystems with different functioning (Baird et al., 2003) . Consequently, for each empirical relationship, a wide range of parameter values exist in the literature. For example, numerous published values of the half-saturation constant for nitrogen uptake range from 0.02 to 10.2 µmol N l -1 (Sarthou et al., 2005 ). An alternative solution is to introduce a mechanistic model of phytoplankton physiology in biogeochemical models. Mechanistic relationships describe the fundamental dynamic laws involved in photosynthesis, nutrient uptake, and protein synthesis; therefore, these models are based on biochemical knowledge. This approach has the advantage of reducing the need for extrapolation of model parameters (Baklouti et al., 2006b) .
Phytoplankton mechanistic models are not usually used in ecosystem models, however, because these complex processes are more difficult to calibrate and markedly increase computational time (Flynn, 2003b) .
In most ecosystem models, calibration is generally performed on standing stocks (phytoplankton biomass) rather than rate processes (primary production) (Brush et al., 2002) . This is mainly due to the lack of data in many ecosystem studies. Thus, an adequate fit of a simple model to existent data sets of biomass does not guarantee that its behaviour is reliable under other conditions (Flynn, 2003b) . Furthermore, if rate processes are not reproduced adequately, the fit obtained between model and measurements could result from parameter adjustment during calibration more than model dynamics. Phytoplankton biomass is directly related to other components of the ecosystem, such as dissolved nutrients or predators (zooplankton, suspension-feeders), and therefore has a direct influence on the dynamics of the whole ecosystem. Brush et al. (2002) argue that to reproduce ecosystem dynamics, it is of critical importance to accurately simulate rate processes as well as values of state variables.
According to Lawson et al. (1996) , accurate estimation of rate processes in models of phytoplankton production involves data availability at 2-week intervals. That condition is rarely met for marine systems (Flynn, 2003b) .
Photosynthetic processes have been extensively studied in laboratory experiments in order to better understand the underlying mechanisms. The response of photosynthesis to irradiance is commonly modelled as a photosynthesis-irradiance (P vs E) response curve (Jassby and Platt, 1976; Sakshaug et al., 1997) , which describes the specific photosynthetic rate as a saturating function of irradiance (Geider et al., 1997) . Numerous studies describe the mechanistic bases of the P vs E relationship (e.g. Geider et al., 1997; Baklouti et al., 2006b) .
Two parameters describe the response of photosynthesis to irradiance: P B max , the maximum photosynthetic rate and α B , the maximum light utilization coefficient. Relatively few ecosystem models introduced explicitly the P vs E relationship, even though this is the process measured experimentally, mainly due to the lack of data for calibration and validation (Flynn, 2003a) . Indeed, most field studies on primary production were undertaken to understand ecosystem function, not to acquire data for parameterization of a primary production model.
Another limitation to the use of photosynthetic processes in ecosystem models is that phytoplankton productivity usually is measured as carbon assimilation rate, while biomass is often measured as chlorophyll a concentration because it is the most widely-used index of phytoplankton abundance in oceans (Geider, 1987; Geider et al., 1997; Flynn, 2003b) . In phytoplankton models, growth rate usually is considered to be a function of light, nutrients, and temperature. Transformation of productivity and biomass into population growth rate requires a conversion factor between these different units of measurement, specifically, the cellular ratio of chlorophyll a to carbon: Chl a:C (Cloern et al., 1995) . In many ecological studies on phytoplankton, the Chl a:C ratio has been assumed to be a constant, even if this is far from the observed reality (Geider et al., 1997) . Classical values used in these studies are those suggested by Strickland (1960) , 0.03 g Chl a:g C -1 for nutrient-rich waters and 0.016 g Chl a:g C -1 for nutrient-poor waters; however, constant fluctuations in cellular chlorophyll quotas prevent use of a simple conversion from chlorophyll to biomass (Flynn, 2003b; Baklouti et al., 2006b) , which varies from 0.003 to >0.1 g Chl a:g C -1 in phytoplankton cultures (Geider, 1987) and is expected to vary equally in nature (Geider et al., 1997) . The
Chl a:C ratio does not vary randomly. It is highly responsive to irradiance, nutrient availability, and temperature (Geider, 1987; Cloern et al., 1995; Geider et al., 1998) . Thus, adequate accounting for changing Chl a:C ratios in models is important in order to accurately simulate phytoplankton dynamics as a function of external forcing functions like irradiance, nutrients, and temperature.
The main objective of the present paper was to improve the simulation of primary production processes in ecosystem models using photosynthetic parameters calibrated on field measurements. First, an empirical model of P vs E curve was selected and calibrated using a comprehensive field data set of photosynthetic parameters acquired over 18 months. Second, calibrated rate-process parameters of the P vs E curve model were introduced in an ecosystem model in order to simulate phytoplankton production as well as chlorophyll a standing stock.
Finally, the results of our approach were compared with simulations obtained using a more classical approach based on parameters obtained from the literature.
Methods

Study site
The Baie des Veys estuary is located in the north of France in the western part of the Baie de Seine in Normandy (Fig. 1) . It is a macrotidal estuary, with a maximal tidal range of 8 m and a small intertidal area of 37 km² (Desprez et al., 1986) . Freshwater enters the southern part of the bay from four rivers that drain a catchment (watershed) basin of 3,500 km². The main river, the Vire, has an annual mean discharge of 20 m 3 s -1 . The main source of nutrients in the bay comes from the rivers. These inputs induce high primary production during spring, with diatoms predominating (Jouenne et al., 2007) .
Data set
Available data came from a study conducted between May 2002 and October 2003 in the Baie des Veys (Jouenne et al., 2007) . In that study, samples were collected fortnightly at five stations (four located in the bay and one in the estuary, Fig. 1 ) and at two depths at each station: surface and the depth having 20% of the incident light intensity. Measured parameters were Chl a concentration (B Chl a ), temperature (T), light, and nutrients (dissolved inorganic nitrogen (N), silicate (Si), phosphate (P)) and the light attenuation coefficient (k).
Photosynthesis light curves (hereafter P vs E curves), based on 14 C incubations, were measured for each sample (n=143). Additional details of the data are in Jouenne et al. (2007) .
Comparison of P vs E curve models and processes calibration
The functions describing control of photosynthesis by light generally are defined to reproduce the usual shape of the experimental P vs E curve, which implies that it must have zero primary production at zero irradiance (Baklouti et al., 2006b) . Five formulations were selected among the most widely-used expressions for the light-saturation functions (Table 1 ).
According to Jassby and Platt (1976) , these formulations all are described in terms of α B and P B max , which represent the maximum light utilization coefficient and the maximum photosynthetic rate, respectively. Therefore, all equations are presented in equivalent form and may legitimately be compared with respect to their success in fitting the experimental data (Jassby and Platt, 1976) . In the five formulations tested the influence of factors such as temperature and nutrients can be represented mathematically through their effect on the photosynthetic parameters, α B and P B max (Jassby and Platt, 1976) . According to Geider et al. (1997) , nutrient-limitation and temperature affect phytoplankton physiology by imposing a limit on the light-saturated photosynthesis rate. Thus, P B max is considered to be a multiplicative function of temperature and nutrient availability (Eq. 6, Table 2 ). The nutrientlimitation of P B max was represented with Monod's (1949) equation, which implies that P B max depends only on the external nutrient concentration. In this study, only nutrients that imply a growth limitation were considered, nitrogen (N) and silicates (Si) (Jouenne et al., 2007) . At each time-step, the lowest of the calculated nutrient limitation factors was used. The effect of temperature on P B max was described with a Q 10 law (Eppley, 1972) . Geider et al. (1997) and Behrenfeld et al. (2004) suggest that the initial slope of the P vs E curve may be variable depending on variations of environmental conditions. Therefore, as for P B max , α B was described as a multiplicative function of temperature and nutrient-limitation (Eq. 7, Table 2 ).
The fit of the five equations as well as the calibration of parameters (i.e. the lightsaturated rate of photosynthesis (P , the half-saturation constant for nitrogen (K N ) and silicates uptake (K Si ) and the coefficient in the exponential thermal effect (K T )) on field measurements was performed using all available data at every stations and at every dates. The fit of P vs E curve against field P vs E measurements was carried out using a nonlinear optimisation algorithm, the simplex method (Nelder and Mead, 1965) . The convergence test aimed at minimizes the sum of the squared residuals. Initial conditions for parameters were chosen randomly and the optimisation procedure was run 100 times to get the best fit and to avoid local minima. A bootstrap method was applied 500 times in order to evaluate the variability of estimated parameter values. Simple linear regressions were used to estimate the quality of the parameter optimisation and to quantify the relationships between the measured and simulated P vs E curves as well as between the measured and simulated Chl a standing stocks. The goodnessof-fit was tested according to the determination coefficient of the regression Y=aX+b as suggested by Mesplé et al. (1996) , where values of X are observed values and values of Y are predicted ones.
Application in the ecosystem model
The best one of the five tested P vs E curve models (see § 2.3) and estimated parameters from field measurements was implemented in an ecosystem model. The simulation obtained was compared with a more classical approach using parameters based on published values and a validation performed on standing stocks. In order to clarify the comparison, the former simulation was called the "process simulation" and the latter was called the "reference simulation" throughout the paper.
The physical sub-model is a box model without spatial discretisation. The theoretical position of the box is indicated on Fig. 1 . The box corresponds to the mean features of the area under study. The surface is 50 km², the depth is 5 m and the average residence time is 5 days (Grangeré, unpublished data). In the Baie des Veys ecosystem no significant spatial differences was highlighted in the dynamic of the main state variables (i.e. chlorophyll a, nutrient concentrations) (Jouenne, unpublished data) . Thus, the use of a single box model allowed to simulate the average pattern of the main state variables in the modelled domain.
The biogeochemical model used in this study was developed by Ménesguen and Hoch (1997) , Guillaud et al. (2000) , and Ménesguen et al. (2007) . It is a classical NPZD model (Nutrients, Phytoplankton, Zooplankton, and Detritus) expressed in nitrogen units. The model has 11 state variables and its conceptual structure is presented in Fig. 2 . All formulations and parameters for phytoplankton growth used in the "process simulation" and in the "reference simulation" are indicated in Table 2 . All other state variable equations and parameters used in this study are the same than in Guillaud et al. (2000) . We decided to use this ecosystem model, because it was implemented in the Baie de Seine which is close to the Baie des Veys.
In the "process simulation", the Smith's model and corresponding parameters were used (see § 2.3., Table 2 and result section § 3.1.). The introduction of photosynthetic processes estimated from field measurements in an ecosystem model needs the use of a conversion factor between primary production (P B ) and growth rate (µ): the chlorophyll a to carbon ratio (Chl a:C) (Eq. 11, Table 2 ). Two approaches were tested, in a first attempt, a constant value for the Chl a:C ratio was used (Chl a:C = 0.03 mg Chl a mg C -1 ), then, a variable Chl a:C ratio was implemented. Different ways are used to introduce a variable Chl a:C ratio in biogeochemical models, from basic empirical correlations (Cloern et al., 1995) to analytical formulations based on underlying mechanisms (Geider et al., 1996 (Geider et al., , 1998 . Multinutrient models based on an empirically-derived Chl a:C ratio should be adequate in models for most oceanographic modelling scenarios (Flynn, 2003b) ; therefore, the empirical formulation of the Chl a:C ratio proposed by Cloern et al. (1995) was used:
where T is the temperature (°C), f N and f Si are the nitrogen and silicate limitation respectively (Eq. 9, for values see Table 2 ). E is the daily irradiance (E m -2 d -1 ) averaged over the depth of the mixed layer (H) as follows:
where E 0 (E m -2 d -1 ) is daily irradiance just below the surface and H is the mean depth of the Baie des Veys water column, H = 5 m, k (m -1 ) is the spectrally averaged light attenuation coefficient.
In the "reference simulation", the only difference between equations used in this study and those published by Guillaud et al. (2000) is the formulation of the light limitation on phytoplankton growth. According to results obtained in the section on the comparison of primary production equations (see § 4.1.), we decided to implemented Smith's equation instead of Steele's as used by Guillaud et al. (2000) ( Table 2 ). The influence of nutrient limitation was also described using Monod's formulation, considering nitrogen and silicate.
Temperature effect is also described using the Q 10 law. Growth rate was expressed using a threshold approach depending on the most limiting function between light limitation and nutrient limitation (Liebig's law, Eq. 12, Table 2 ). Parameter used for primary production are the same than those used in Guillaud et al. (2000) and came from published values ( Table 2) .
In their study, validation of the biogeochemical model was performed by estimating the general standard deviation between simulated and observed standing stocks (i.e. chlorophyll a and nutrients).
Two boundaries were considered: the northern one receives inputs from the Baie de Seine, whereas the southern one receives inputs from the rivers. Landward boundary conditions were derived from measurements in the four tributaries. Nutrients (inorganic nitrogen and silicate) were measured monthly by the "Agence de l'eau Seine-Normandie", and river discharges were measured daily by the "DIrection Régional de l'ENvironnement (DIREN)". Seaward boundary conditions for nutrients and organic matter came from outputs of the three-dimensional model of the Baie de Seine developed by Cugier et al. (2005) . A constant value of 0.5 µmol N l -1 corresponding to average winter concentrations was imposed as the boundary condition for diatom biomass in order to ensure that the phytoplankton dynamics simulated by the box model resulted from the internal functioning rather than dynamics forced by the boundary conditions.
Results
Comparison of primary production models and processes calibration
The fit of the five formulations tested was performed for the whole available data set of P vs E curves. For each formulation a linear regression was performed between measured and simulated primary production. The estimation of determination coefficients displayed in Table 1 indicates that the best fits of the primary production equations to the P vs E curves were obtained with the formulations of Webb et al. (1974) , Platt et al., (1975), and Smith (1936) . Conversely, the worst fits were given by Monod's (1950) and Steele's (1962) equations. The modelled P vs E curves displayed in Fig. 3 were chosen in order to illustrate the fit of the five formulations against an example of field P vs E curve. As a whole, results
showed an adequate fit for Webb et al., Platt et al. and Smith equations. In contrast, at intermediate irradiance (200 -600 µE m -2 s -1 ), Monod's equation under-estimated the production, whereas at high irradiance (> 800 µE m -2 s -1 ), it reached its plateau too slowly (Fig. 3) . Similarly, Steele's curve under-estimated production at low irradiance (<300 µE m -2 s -1 ), over-estimated production between 300 and 800 µE m -2 s -1 , and showed decreased production at high irradiance (> 800 µE m -2 s -1 ) corresponding to photoinhibition (Fig. 3) . In this example, the maximum photosynthetic rate (P Table 1 ).
The correlation between measured and simulated production was presented for the optimisation performed using Smith's equation (Fig. 4) . Results showed a good agreement between measured and simulated production for the low production value, whereas, the highest measured production was not well simulated (P B > 6 mg C mg Chl a -1 h -1 ). The same trends were obtained for the other P vs E formulations (data not shown).
In order to highlight when discrepancies occurred, temporal variations of predicted P B max and α B were calculated according to equations 6 and 7 (Table 2) date by date using calibrated rate-process parameters (Table 2) 
Application of the primary production model and parameters in the ecosystem model
Application of the Chl a:C ratio formulation developed by Cloern et al. (1995) to the data set measured in the Baie des Veys showed the variability of the Chl a:C ratio over the sampling period (Fig. 6 ). Significant differences were highlighted between bay stations and estuary stations. In the estuary, the Chl a:C ratio ranged from 0.025 to 0.04 mg Chl a mg C -1 , whereas the ratio had a greater range in the bay, from 0.005 to 0.03 mg Chl a mg C -1 . In the bay, maximal Chl a:C ratios occurred in spring and summer and minimal values in autumn and winter, whereas in the estuary, the opposite pattern was highlighted. The estimated Chl a:C ratios for bay stations based either on the variables simulated by the ecosystem model or on measured data displayed the same pattern in 2002 and 2003 (Fig. 6 ).
When entered into the ecosystem model, the parameters estimated from P vs E curve measurements (i.e. "process simulation", Table 2 ) along with the variable Chl a:C ratio (Fig.   7b, d ) gave phytoplankton dynamics close to those obtained with the reference simulations for both years ( Fig. 7.a, c) . In 2002, the process simulation enabled to simulate the autumn phytoplankton bloom with a slightly over-estimated magnitude, which was not shown by the reference simulation.
The use of a fixed Chl a:C ratio led to an over-estimation of the phytoplankton biomass in spring 2002 (Fig. 7b) , whereas the best simulation was obtained using this fixed value in 2003 (Fig. 7d ).
Discussion
Mechanistic or empirical relationships can be used to model ecological processes in an ecosystem. Mechanistic formulations are not commonly used in ecosystem modelling because all underlying mechanisms are not yet adequately documented. Empirical relationships are based on field and laboratory measurements. Baklouti et al. (2006b) argue that empirical formulations are more appropriate in data-rich areas than in under-sampled marine systems.
The large data set available for the Baie des Veys estuary for 1.5 years enabled us to choose an empirical formulation rather than a complex mechanistic formulation to model phytoplankton processes. Data collection at fortnightly intervals (Jouenne et al., 2007) allowed adequate estimation of most of the process rates, as shown by Lawson et al. (1996) .
To our knowledge, no previous study provides a calibration for empirical formulations of primary production using a field data set of photosynthetic processes in natural phytoplankton assemblages. Jassby and Platt (1976) used a comparable data set in order to examine the behaviour of different formulations of the P vs E curves, but did not use it to calibrate rate processes. Struski and Bacher (2006) calibrated an empirical model of primary production based on biomass, photic depth and incident irradiance using field measurements of photosynthetic processes; however, the data set included only three sampling periods. Other studies were based only on monoalgal cultures in laboratory conditions (e.g. Geider et al.,
1997 and references therein).
Selection and calibration of the primary production model
Choice of the best formulation
The first task was to choose the best empirical formulation of the photosynthesis vs irradiance response curve (P vs E curve) for the Baie des Veys ecosystem. Five of the most frequently-used empirical formulations of the P vs E curves were compared in their ability to describe the available data set. The Webb et al. (1974) , Jassby and Platt (1976) , and Smith (1936) formulations described the observed P vs E curves reasonably well. Monod's (1950) and Steele's (1962) formulations did not adequately describe photosynthesis as a function of irradiance in this ecosystem. Furthermore, the Steele formulation indicated photoinhibition at high irradiance; however, measurements of primary productivity in the Baie des Veys never showed the existence of photoinhibition in this ecosystem (Jouenne et al., 2007 ). Steele's formulation is commonly used in ecosystem models to describe phytoplankton growth (Ebenhöh et al., 1997) . Generally, results obtained with this formulation were consistent even if there was no photoinhibition in the ecosystem studied. Because of the strong influence of suspended particulate matter in coastal waters (Ebenhöh et al., 1997) , irradiance seldom reaches levels at which photoinhibition occurs. Photoinhibition is a built-in feature of Steele's formulation, and the photosynthetic responses above and below the inhibition threshold are not independent (Jassby and Platt, 1976) . In our study, Steele's equation over-estimated production for an intermediate irradiance. Because of this, we assume that in classical ecosystem models, the good fits obtained between measured and simulated biomass mainly resulted from parameter adjustment rather than adequate reproduction of rate processes (Brush et al., 2002) . The aim of this work was to introduce a primary production model in an ecosystem model, thus, our final choice of Smith (1936) was motivated by the existence of an analytical solution for the depth-averaging effect, which avoids numerical integration (Duarte, 2006) . Indeed, processing time is a major problem to consider in complex ecosystem models, particularly if the biogeochemical model is coupled with a two-or three-dimensional hydrodynamic model (Robson, 2005) . However, the constant improvement of computational ability is gradually reducing this difficulty (Flynn, 2003b) .
Parameter estimation and validation
In empirical relationships, parameter estimation is not easy because parameter values depend mainly on the ecosystem under study and on the available data set. Thus, estimations vary widely in the literature (Sarthou et al., 2005) . We decided to estimate parameters on rate processes (primary production) rather than standing stocks (chlorophyll a) in order to ensure that phytoplankton production was estimated as well as biomass (Zonneveld, 1998; Brush et al., 2002) . In our opinion, this is an intermediate step between pure empirical formulations on biomass alone, and full mechanistic formulations as in Geider et al. (1996 Geider et al. ( , 1998 ; however, our alternative solution can be used only for ecosystems where adequate photosynthetic process data are available. In this study parameter calibration was performed considering a reference temperature equal to 0°C. To our knowledge, no data for P commonly is observed (Behrenfeld et al., 2004) although this covariability has received little attention. Indeed, the Chl a-specific initial slope (α B ) usually is considered to be a constant.
Several authors (Keller, 1989; Sakshaug et al., 1989; Geider et al., 1997) Table 2 ). According to Geider et al. (1997) environmental conditions can influence the initial slope within a species. But they also suggest that the initial slope vary more amongst species. We modelled a community, thus, we assumed that the simulation of the variations of the initial slope depending on environmental conditions enabled to take into account change in the community structure along with change within species. In contrast, in more classical approach where a fixed optimal light intensity is used to model communities like diatoms or flagellates, changes in community structure are not taken into account.
Parameter values for the half-saturation constants for nutrient uptake (nitrogen and silicate) are consistent with values available in the literature. This is not surprising due to the wide range of values published (Keller, 1989) . In a review, Sarthou et al. (2005) indicated that the half-saturation constant for nitrogen (K N ) varies between 0.02 and 10.2 µM, with an average of 1.6 ± 1.9 µM, and the half-saturation constant for silicate (K Si ) varies between 0.2 and 22 µM, with an average of 3.9 ± 5 µM. In ecosystem models, the range of parameter values used is narrower. Generally, K N ranges from 0.1 to 2 µM and K Si from 0.3 to 2.5 µM (e.g. Keller, 1989; Fasham et al., 1990; Baretta-Bekker et al., 1994; Ménesguen and Hoch, 1997) . This indicates a high sensitivity of the models to these parameters. These results highlight the importance of accurately estimating parameters for a given ecosystem.
One limitation of our work comes from the empirical formulation of processes, because the model should perform well only if the empirical model behaviour does not deviate far from the calibration data set (Baird et al., 2003) . In order to avoid dependency between model and measurements, it is only possible to use a mechanistic approach like quota models, because parameters then are constrained by theoretical interpretations of processes, not by the data set. The use of quota models has the advantage of linking growth with the internal availability of nutrients by integrating intracellular storage pools (Droop, 1973 (Droop, , 1974 . This approach allows separation of uptake from growth. Nutrient uptake depends hyperbolically on the nutrient concentration external to the cell (Zonneveld, 1996) using Monod uptake kinetics (Monod, 1950) , whereas growth depends only on the intracellular quotas of nutrients (Droop, 1973) . The concept of quota models is considered more realistic because if there are no more nutrients in the environment, growth can continue with nutrients previously accumulated in the cells (Collins, 1980; Haney and Jackson, 1996) . This can explain the discrepancies between the maximum measured and simulated photosynthetic rates in summer. The simulation of P B max without nutrient limitation (Fig. 5a) showed an adequate fit in late summer 2002. This indicated that the production in summer mainly was influenced by temperature, not by nutrient availability. Some nutrient inputs from river pulses or from sediment remineralization can provide sufficient nutrients to sustain phytoplankton production. This assumption agrees with Jouenne et al. (2007) , who observed that in summer 2002 and 2003, the Baie des Veys ecosystem was dominated by large diatoms with high biovolumes (> 150 000 µm 3 cell -1 ), which were favoured by their capacity to store nutrients (Pannard et al., 2007) . In contrast, the simulation of P B max without nutrient limitation in 2003 over-estimated production, which indicated low nutrient availability. Because at that time communities also were dominated by large cells, we assume that use of a quota model would improve simulation of production in late summer 2002 and 2003 by considering nutrients stored in the cells. However, if species diversity is the major source of variability, the many species-specific parameters make it difficult to use such complex quota models for mixedspecies populations in natural water bodies (Keller, 1989; Baird et al., 2001 ).
Application of processes in the ecosystem model of the Baie des Veys estuary
Use of measured photosynthetic processes in an ecosystem model requires a conversion factor between phytoplankton productivity and growth rate; the cellular ratio of chlorophyll a to carbon (Chl a:C). The variability of the Chl a:C ratio, which indicates the algal photoacclimative status (Geider et al., 1998) , is related to irradiance, nutrient availability, and temperature (e.g. Geider, 1987; Cloern et al., 1995; Geider et al., 1998) .
First, we opted for simplicity using a fixed Chl a:C ratio (0.03 mg Chl a mg C -1 ).
Those results inadequately simulated phytoplankton dynamics in 2002 (Fig. 7b) ; however in 2003, the best simulation of the spring bloom was obtained with this constant ratio (Fig. 7d ).
The Chl a:C ratio in the Baie des Veys ecosystem estimated from the formulation developed by Cloern et al. (1995) showed seasonal variability for the two years studied (Fig. 6) . Thus, it is surprising that the best fit was obtained using a fixed value in 2003 (Fig. 7d) . The comparison between the estimated Chl a:C ratios based either on the variables simulated by the ecosystem model or on measured data displayed the same pattern. This indicates an adequate implementation of the Chl a:C ratio into the ecosystem model: the year 2003 was a dry one characterized by low river inputs and higher water temperature (Jouenne et al., 2007) .
These exceptional environmental conditions led to a shift in the development of the phytoplankton spring bloom which occurred one month sooner in 2003 (April) than in 2002
(May), a more normal year (Fig. 7) . For the two years studied the use of a fixed Chl a:C ratio led to a development of the spring bloom around April. The observed shift in phytoplankton dynamics can explain why in 2003 the best simulation was obtained with the fixed value of the Chl a:C ratio. These results also indicates that the formulation of the Chl a:C ratio developed by Cloern et al. (1995) did not explain all the variability in the data. This formulation was established using published studies performed on cultures grown in the laboratory at steady-state under controlled conditions of light, temperature and nutrient. The correlation obtained by Cloern et al. (1995) between calculated and measured Chl a:C ratio showed that 60 % of the variance contained in the data sets was explained by this relation.
Although Cloern's empirical formulation take into account a certain diversity of size (14 monoalgal cultures), these differences can partly explain why all the variability in the chlorophyll a dynamics was not adequately reproduce using a variable Chl a:C ratio in a community of mixed-species populations. From our point of view, the implementation of the empirical relationship of the Chl a:C ratio developed by Cloern et al. (1995) is relevant in a biogeochemical model based on empirical formulation of rate processes. Finkel (2001) showed that the Chl a:C ratio is highly correlated with cell size in marine diatoms. This feature is not explicitly included in the empirical formulation of Cloern et al. (1995) . An interesting improvement will be to take into account the cell size dependence on the Chl a:C ratio, however, we thought that before making more complex the formulation of the Chl a:C ratio it will be more pertinent to develop size-resolved ecosystem models rather than biomass ecosystem models (Baird and Suthers, 2007) .
The process simulation using parameters estimated from primary production measurements display similar patterns than the reference simulation for chlorophyll a standing stocks (Fig. 7) . Furthermore, the use of our method led directly to a satisfactory representation of the Baie des Veys phytoplankton dynamics without additional calibration of parameters. However, the metric of model assessment (i.e. see determination coefficients § 3.2.) indicated that the representation of standing stocks is better in the reference simulation than in the process simulation. In the reference simulation we used the same parameters than those from Guillaud et al. (2000) . The maximum growth rate and the optimal light intensity usually were calibrated in modelling studies. In contrast, the half-saturation constants for nitrogen and silicates uptake came from cultured experiments performed in controlled conditions for several marine phytoplankton species. The use of these parameters led to an adequate simulation of chlorophyll a and nutrients standing stocks (i.e. "reference simulation"). However, these parameters were adjusted from other ecosystems or estimated in laboratory experiments, thus it is not possible to ensure that underlying mechanisms are adequately simulated. Indeed, due to the high range of published parameter values (Sarthou et al., 2005) we assumed that the use of another parameter set could lead to the same representation of chlorophyll a standing stocks. Generally, in most modelling studies validation was performed by estimating the difference between measured and simulated standing stocks. In this approach, productivity rates were not explicitly taken into account. Thus, it is not possible to determine if the good fit obtained is the result of an adequate representation of processes or only a consequence of parameter adjustment (Brush et al., 2002) . Because in ecosystems all compartments are closely linked, an adequate representation of chlorophyll a standing stocks could be just as well the result of a misrepresenting of primary production compensated by a misrepresenting of other processes (e.g. mortality rates, grazing by zooplankton, etc.) as the result of an adequate representation of primary production. In the process simulation, phytoplankton rate processes were estimated directly on field primary production measurements: thus, we can consider that primary production Calibration of parameters on rate processes lead to increases of the estimated annual primary production of 13 % and 26 % compared with those obtained in the reference simulation. This indicates that parameters used in the reference simulation induce an under-estimation of the Baie des Veys annual primary production. Thus, because the simulations of chlorophyll a standing stock were almost similar in the two approaches, our results highlighted some differences in the underlying photosynthetic processes. This point is critically important because an adequate representation of standing stock without validation of productivity rate may imply a misrepresentation of other features of the ecosystem in compensation (Flynn, 2005) .
Conclusion
This study was undertaken to improve the representation of phytoplankton rate processes in ecosystem models using field measurements of primary production. We provided an approach based on empirical relationships to calibrate and assess primary production processes in an ecosystem model without using complex mechanistic formulations. The introduction of parameters estimated from productivity data in an ecosystem box model led directly to an adequate simulation of phytoplankton dynamics. Furthermore, estimations of the annual primary production were 13 % and 26 % higher in our approach compared with the reference simulation. Nevertheless, some under-estimation of production remained in late summer for the two years studied. In our opinion, this discrepancy was explained by the formulation of nutrient limitation, which did not account for the existence of intracellular nutrient storage pools. An improvement would be use of a more mechanistic approach like quota models in order to consider the effect of nutrients on assimilation and growth. However, the introduction of quota models in ecosystem models is not easy, especially for ecosystems with numerous micro-algal successions. In order to account for populations or communities structure, it will be necessary to develop more complex ecosystem models like size-resolved models (e.g. Baird and Suthers, 2007) , or population models (e.g. Baird and Emsley, 1999) rather than biomass models. Similarly, the use of a variable Chl a:C ratio is essential to adequately reproduce the seasonal pattern of phytoplankton dynamics; nevertheless, in numerous ecosystem models, only a simple conversion factor is used. The formulation in our study was empirical because it was based on phytoplankton grown under steady-state conditions in the laboratory. Future dynamic ecosystem models will become more realistic when using a mechanistic approach that describes the underlying mechanisms of photoacclimation, such as those developed by Geider et al. (1998) . In our opinion, our approach has the main advantages of being less difficult to undertake than the implementation of complex mechanistic formulations into ecosystem models. However, our results were strongly dependent on the large available data set of P vs E curves. Although similar data set are not usually available in all ecosystems, we thought that the constant increase of monitoring network could lead to more measurements of primary production. Thus, in ecosystems with a similar data set, our approach could be used to improve calibration of processes in dynamic simulation models. In other cases, we believe that the use of mechanistic formulations of processes in ecosystem models is essential in order to adequately represent rate processes as well as standing stocks. to an estimation of the goodness-of-fit between measured and simulated primary production.
Index
Equation
Reference R²
(1) Webb et al. (1974) 0.500
(2) Platt et al. (1975) 0.497 silicates concentrations respectively, and, K N and K Si are the half-saturation constants for nitrogen and silicates uptake respectively. E is the daily irradiance and E opt is the optimal light intensity. T is the Celsius temperature and K T is the coefficient in the exponential thermal effect. µ max is the maximum growth rate at 0°C.
Process simulation Reference simulation
Photosynthesis rate limitation (Smith, 1936) Nutrient limitation
Temperature effect
Growth rate µ = P B Chl a:C µ = µ max f T min(f E , f N , f Si )
Parameter calibration Optimisation using field measurements (this study)
Published parameters (Guillaud et al., 2000 (Sarthou et al., 2005) .
