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1. Introduction
In this paper, we consider the following vector-valued elliptic–parabolic variational inequality with time-dependent con-
straint, denoted by (P):
Problem (P).
u(t) ∈ K (t), 0< t < T ,(
d
dt
b
(
u(t)
)
,u(t) − z
)
[L2(Ω)]m
+
∫
Ω
a
(
x,b
(
u(t)
)
,∇u(t)) · ∇(u(t) − z)dx

(
f (t),u(t) − z)[L2(Ω)]m for all z ∈ K (t) and t ∈ (0, T ),
b
(
u(0)
)= b0 in Ω.
Here, m  1 is a positive integer, u = (u1, . . . ,um) and b(u) = (b1(u), . . . ,bm(u)). Also, T is an arbitrary ﬁnite positive
real number, Ω is a bounded domain in RN (N  1) having Lipschitz boundary when N > 1, (·,·)[L2(Ω)]m is the usual
inner product in [L2(Ω)]m , the constraint K (t) is a time-dependent convex set in [H1(Ω)]m , f is a given function in
L2(0, T ; [L2(Ω)]m), and b0 ∈ [L2(Ω)]m is a given initial value. For the quasilinear elliptic vector ﬁeld a(x, s, p) and the
nonlinear term b, we assume structural conditions. In particular, we assume a(x, s, p) = ∂p A(x, s, p) and b = ∂B for potential
functions A : Ω ×Rm × (RN )m →R and B :Rm →R, respectively.
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Neumann boundary condition. In this case, the convex set K (t) is given by
K (t) = {z ∈ [H1(Ω)]m; z = p(t) on ΓD},
where ΓD is a part of the boundary of Ω and p is given boundary data on ΓD .
For m = 1, there is already a vast literature (cf. Kubo and Yamazaki [18] and the references therein). However, the case
m > 1 seems to have been studied less extensively so far.
The purpose of this paper is to study the system (P) with m  1 and with a general time-dependent convex constraint
imposed by the convex set K (t). In fact, we investigate (P) by employing an improved version of the method from Kubo
and Yamazaki [18].
In applications, Problem (P) arises in the model of ﬂows in partially saturated porous medium. We refer to [3,9,12,13,
16,18,22,23] for the case of m = 1 and to [1,2,19,20] for the case of m = 2 (cf. Section 6.1). Also, our result can be widely
applied to various problems with constraints arising in phase transition models. For the related works of phase change
phenomena, we refer to [6–8,14,17] for instance. In phase transition models, the unknown functions ui refer to the order
parameters, and in this respect, the special case of b = I appears to have been studied so far, where I is the identity on Rm .
Our result can be applied to problems with a general nonlinear term b having a convex potential (cf. Section 6.2).
The structure of this paper is as follows. In Section 2, the main result (Theorem 2.1) concerning the existence of solutions
to (P) is stated, once the assumptions (K1)–(K2) on K (t) and a deﬁnition of a solution are given. The existence of a solution
is proved in Sections 3, 4 and 5. Finally, in Section 6 we give some applications of the main result.
1.1. Notation and basic assumptions
Throughout this paper, we put H := L2(Ω) with the usual real Hilbert space structure. The inner product and norm in H
are denoted by (·,·) and by | · |H , respectively. We also put V := H1(Ω) with the following usual inner product and norm:
(u, v)V := (u, v) +
N∑
j=1
(∂ ju, ∂ j v) for u, v ∈ V and |u|V := (u,u)1/2V for u ∈ V .
We denote the product space by H := [L2(Ω)]m with the usual inner product (·,·)H and norm | · |H . Similarly, we put
V := [H1(Ω)]m with the usual inner product (·,·)V and norm | · |V . Also, we denote by V ∗ the dual space of V , and by 〈·,·〉
a duality pairing between V ∗ and V . Let F : V → V ∗ be the duality mapping, namely,
〈Fu, v〉 = (u, v)V for u, v ∈ V .
Note that V ∗ is a Hilbert space in which the inner product (·,·)∗ and norm | · |∗ are deﬁned by
(u, v)∗ =
〈
u, F−1v
〉
for u, v ∈ V ∗ and |u|∗ = (u,u)1/2∗ for u ∈ V ∗. (1.1)
By identifying H with its dual space, we have V ⊂ H ⊂ V ∗ with compact and dense embeddings; then,
〈u, v〉 = (u, v)H for u ∈ H and v ∈ V , (1.2)
|u|∗  C∗|u|H for u ∈ H , (1.3)
where C∗ is some positive constant.
In the proof of the existence result (Sections 3, 4 and 5), we use some techniques of proper (that is, not identically equal
to inﬁnity), l.s.c. (lower semi-continuous), convex functions and their subdifferentials, which are useful in the systematic
study of variational inequalities. So, let us outline some notations and deﬁnitions. Let W be a real Hilbert space with the
inner product (·,·)W . Then for a proper, l.s.c., convex function ψ : W → R ∪ {∞}, the effective domain D(ψ) is deﬁned by
D(ψ) := {z ∈ W ; ψ(z) < ∞}, and the subdifferential of ψ is a possibly multi-valued operator in W deﬁned by z∗ ∈ ∂ψ(z)
if and only if
z ∈ D(ψ) and (z∗, y − z)W ψ(y) − ψ(z) for all y ∈ W .
For various properties and related notions of proper, l.s.c., convex functions and their subdifferentials, we refer to the
monograph by Brézis [5].
Let us now give some assumptions on the data. Throughout this paper, the elliptic vector ﬁeld a and the nonlinear term
b are assumed to satisfy the following conditions:
(A) A : Ω ×Rm × (RN )m →R is a C1-class function such that a(x, s, p) = ∂p A(x, s, p),
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a(·, s, p) : Ω → (RN)m is measurable for any s ∈Rm, p ∈ (RN)m,
A(x, ·,·) : Rm × (RN)m → R is continuous for a.e. x ∈ Ω,
A(·, s, p) : Ω → R is measurable for any s ∈Rm, p ∈ (RN)m,
A(x, s, ·) : (RN)m → R is convex for any x ∈ Ω, s ∈Rm.
Moreover, there exist constants C1 > 0 and C2 > 0 such that∣∣a(x, s, p)∣∣2 + ∣∣A(x, s, p)∣∣+ ∣∣∂s A(x, s, p)∣∣2  C1(1+ |s|2 + |p|2),
A(x, s, p) C2|p|2
for all x ∈ Ω , s ∈ Rm and p ∈ (RN )m .
(B) B : Rm →R is a C1-class convex function such that b = ∂B is Lipschitz continuous.
From (B), we easily infer that there exists a constant Cb > 0 satisfying(
b(z1) − b(z2), z1 − z2
)
H  Cb
∣∣b(z1) − b(z2)∣∣2H , ∀z1, z2 ∈ H . (1.4)
As for the data {b0, f , K (t)}, the following condition (C) is always assumed.
(C) f ∈ W 1,2(0, T ; H) and K (t) is a non-empty, closed, convex set in V for all t ∈ [0, T ]. Also, b0 = b(u0) for some u0 ∈
K (0).
Finally, throughout this paper, Ci = Ci(·), i = 1,2,3, . . . , denotes positive (or nonnegative) constants, depending on the
argument(s).
2. Main result
We begin by deﬁning the notion of a solution to (P).
Deﬁnition 2.1. A function u : [0, T ] → V is a solution to (P) on [0, T ], if conditions (a)–(d) below are satisﬁed:
(a) u ∈ L∞(0, T ; V ) and there exists u∗ ∈ W 1,2(0, T ; H) such that b(u) = u∗ for a.e. t ∈ (0, T ) (cf. Remark 2.1).
(b) u(t) ∈ K (t) for a.e. t ∈ (0, T ).
(c) For a.e. t ∈ (0, T ), the following inequality holds(
u∗t (t),u(t) − v
)
H +
∫
Ω
a
(
x,u∗(t),∇u(t)) · ∇(u(t) − v)dx ( f (t),u(t) − v)H
for all v ∈ K (t).
(d) u∗(0) = b0 in H .
Remark 2.1. In what follows, we identify the function u∗ with b(u) in condition (a) of Deﬁnition 2.1, and always write b(u)
for u∗ .
Next, we list the assumptions (K1)–(K2) for the convex set K (t), 0 t  T .
(K1) There is a function α ∈ W 1,2(0, T ) satisfying the following property: for any s, t ∈ [0, T ], w ∈ H and z ∈ K (s), there
exists z˜ ∈ K (t) such that
|˜z − z|V 
∣∣α(t) − α(s)∣∣(1+ |z|V )
and ∫
Ω
A(x,w,∇ z˜ )dx−
∫
Ω
A(x,w,∇z)dx ∣∣α(t) − α(s)∣∣(1+ |z|2V + |w|H |z|V + |w|H ).
(K2) There is a constant C3 > 0 such that
|z|V  C3
(
1+ |∇z|H
)
for all z ∈ K (t) and t ∈ [0, T ].
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Theorem 2.1. Assume (A), (B), (C), (K1) and (K2) are satisﬁed. Then, there is at least one solution to (P) on [0, T ].
Remark 2.2. Assuming that a(x, s, p) is strictly elliptic in p, Alt and Luckhaus [3] showed the existence of weak solutions,
without any strong time-derivative of b(u) in [L1(Ω)]m , to (P) with Dirichlet–Neumann boundary conditions. Thanks to
the coercivity of the potential function A, we show Theorem 2.1 concerning the existence of strong solutions, which admit
strong time-derivatives of b(u) in H , to (P) for the general time-dependent constraint K (t) without the assumption that
a(x, s, p) is strictly elliptic in p.
Remark 2.3. The uniqueness of solutions to Problem (P) with m = 1 was proved in [18, Theorem 2.2] by showing the order
property of solutions. However, an argument to those in [18, Theorem 2.2] and [22, Section 4] is not applicable to prove
the uniqueness of solutions to (P) in the general case where m 2, because (P) is a system of quasilinear elliptic–parabolic
variational inequalities (cf. b(u)). So, the question of uniqueness of solutions to (P) with m 2 is still open.
3. Auxiliary lemmas
In this section and Sections 4 and 5 following, we suppose that all the assumptions of Theorem 2.1 hold.
First, we rewrite Problem (P) in the form of an evolution equation in H . To do so, for each t ∈ [0, T ] we deﬁne a function
ϕt : H × H →R∪ {∞} by
ϕt(w; z) :=
{∫
Ω
A(x,w,∇z)dx+ C2 + 1, if z ∈ K (t),
∞, otherwise. (3.1)
Then, we easily show the following lemma.
Lemma 3.1. (Cf. [18, Lemma 3.1].) For all t ∈ [0, T ] and w ∈ H , ϕt(w; ·) : H → R ∪ {∞} is a proper, l.s.c., convex function with
effective domain D(ϕt(w; ·)) = K (t). Moreover, there is a constant C4 > 0 such that
ϕt(w; z) C4|z|2V + 1 (3.2)
for all t ∈ [0, T ], z ∈ K (t) and w ∈ H .
Proof. The proof uses calculations similar to those in [18, Lemma 3.1], taking C4 = 12C2C−23 . For the details, see [18,
Lemma 3.1]. 
By the above lemma, for each w ∈ H the subdifferential ∂ϕt(w; ·) of ϕt(w; ·) is deﬁned by z∗ ∈ ∂ϕt(w; z) if and only if
z ∈ K (t)(= D(ϕt(w; ·))) and(
z∗, v − z) ϕt(w; v) − ϕt(w; z) for all v ∈ H . (3.3)
By a similar argument as in [18, Lemma 3.2], we can show the following lemma, which is concerned with the character-
ization of ∂ϕt(w; ·).
Lemma 3.2. (Cf. [18, Lemma 3.2].) Let t ∈ [0, T ] and w ∈ H . Then, for z, z∗ ∈ H , z∗ ∈ ∂ϕt(w; z) if and only if z ∈ K (t) and(−z∗, z − v)H + ∫
Ω
a(x,w,∇z) · ∇(z − v)dx 0 for all v ∈ K (t). (3.4)
By Lemma 3.2, we have the following reformulation of Problem (P).
Proposition 3.1. A function u : [0, T ] → H is a solution to (P) on [0, T ] if and only if the following conditions are satisﬁed:
(a) u ∈ L∞(0, T ; V ) and b(u) ∈ W 1,2(0, T ; H);
(b) b(u)′(t) + ∂ϕt(b(u)(t);u(t))  f (t) in H for a.e. t ∈ (0, T );
(c) b(u)(0) = b0 in H ,
where b(u) := b(u(t, ·)) and b(u)′ is its derivative as an H -valued function.
Deﬁnition 3.1. A function u : [0, T ] → H is called a solution to (CP) on [0, T ] if items (a)–(c) in Proposition 3.1 are satisﬁed.
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show the existence of a solution to (CP). In fact, for each ε ∈ (0,1] we consider the approximate problems (CP)ε as follows
(CP)ε
{
bε(uε)′(t) + ∂ϕt(bε(uε)(t);uε(t))  f (t) in H for a.e. t ∈ (0, T ),
bε(uε)(0) = b0,ε(:= bε(u0)),
where we put
bε(r) := b(r) + εr, r ∈ Rm.
Note that (CP)ε is approximated by the following problems (CP)ε,λ for λ ∈ (0,1]:
(CP)ε,λ
{
bε(uε,λ)′(t) + λLuε,λ(t) + ∂ϕtλ(bε(uε,λ)(t);uε,λ(t)) = f (t) in H for a.e. t ∈ (0, T ),
bε(uε,λ)(0) = b0,ε(:= bε(u0)).
Here, the map L : D(L)(⊂ H) → H is deﬁned by
Lz := F z for all z ∈ D(L) := {z ∈ V ; F z ∈ H}, (3.5)
and ∂ϕtλ(w; ·) is the subdifferential of the Yosida-regularization ϕtλ(w; ·) of ϕt(w; ·) given by
ϕtλ(w; z) := infy∈H
{
1
2λ
|z − y|2H + ϕt(w; y)
}
= 1
2λ
∣∣z − J wλ z∣∣2H + ϕt(w; J wλ z), ∀z ∈ H , (3.6)
where J wλ := (I + λ∂ϕt(w; ·))−1 and I is the identity on H . We refer to [5] for the basic properties of Yosida-regularization
of proper, l.s.c., convex functions. We note here that the following inequality holds as a consequence of (3.2) (cf. [15,
Lemma 2.2]):
ϕtλ(w; z) C5|z|2H + 1, (3.7)
where C5 > 0 is independent of t , w , z and λ ∈ (0,1].
In the next section, we show the existence of solutions uε,λ to (CP)ε,λ by a ﬁxed point argument. In Section 5 we show
that uε,λ converges to the solution to (CP)ε in an appropriate sense as λ → 0. Also, we prove the existence of solutions
to (CP) (that is, to (P)) by taking the limit in (CP)ε as ε → 0.
4. Approximate problem (CP)ε,λ
In this section, we show the existence of a solution to (CP)ε,λ by a ﬁxed point argument similar to that in [13,18]. In
fact, given w : [0, T ] → H , we ﬁrst solve the following problem (CP;w)ε,λ:
(CP;w)ε,λ
{
bε(uε,λ)′(t) + λLuε,λ(t) + ∂ϕtλ(w(t);uε,λ(t)) = f (t) in H for a.e. t ∈ (0, T ),
bε(uε,λ)(0) = b0,ε(:= bε(u0)).
Based on this, we deﬁne a mapping Q : C([0, T ]; H) → C([0, T ]; H) by putting
Q w := bε(uε,λ),
and show the existence of a ﬁxed point of Q .
To show the existence of solutions to (CP;w)ε,λ , we put for T > 0
E(T ) := W 1,2(0, T ; H) ∩ L∞(0, T ; V ).
By slightly modifying the proof of [18, Lemma 4.1], we obtain the following lemma, which is included without proof.
Lemma 4.1. (Cf. [18, Lemma 4.1].) Let w ∈ E(T ), and let R > 0 be a positive number such that supt∈[0,T ] |w(t)|H  R. Also, for the
sake of readability let us put
Φtw(z) := ϕt
(
w(t); z) for z ∈ H . (4.1)
Then, we have the following: for any s, t ∈ [0, T ] and z ∈ K (s)(= D(Φsw )), there exists z˜ ∈ K (t)(= D(Φtw )) such that
|˜z − z|V  C6
∣∣α(t) − α(s)∣∣(1+ (Φsw(z))1/2)
and
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{∣∣α(t) − α(s)∣∣(1+ Φsw(z))
+ (∣∣w(t) − w(s)∣∣H + ∣∣α(t) − α(s)∣∣∣∣w(s)∣∣H )(Φsw(z))1/2},
where α(t) is the function in (K1) and C6 > 0 is some constant independent of R.
Here, we recall a notion of convergence for convex functions developed by Mosco [21].
Deﬁnition 4.1. (Cf. [21].) Let ψ , ψn (n ∈ N) be proper, l.s.c., convex functions on a Hilbert space W . We say that ψn converges
to ψ on W in the sense of Mosco [21] as n → ∞ if the following two conditions are satisﬁed:
(i) for any subsequence {ψnk } ⊂ {ψn}, if zk → z weakly in W as k → ∞, then lim infk→∞ ψnk (zk)ψ(z);
(ii) for any z ∈ D(ψ), there is a sequence {zn} in W such that zn → z in W as n → ∞ and limn→∞ ψn(zn) = ψ(z).
We also recall the properties of Mosco convergence of convex functions. For a detailed proof, see [4].
Lemma 4.2. (Cf. [4].) Let ψ , ψn (n ∈ N) be proper, l.s.c., convex functions on a Hilbert space W . Then, the following properties are
equivalent:
(i) ψn converges to ψ on W in the sense of Mosco [21] as n → ∞.
(ii) ∂ψn → ∂ψ in the sense of resolvent as n → ∞, i.e.,
(I + λ∂ψn)−1x → (I + λ∂ψ)−1x in W for any λ > 0 and any x ∈ W ,
and there exist (u, v) ∈ ∂ψ and (un, vn) ∈ ∂ψn such that un → u in W , vn → v in W and ψn(un) → ψ(u) as n → ∞, where I
is the identity on W .
(iii) ∂(ψn)λ(x) → ∂ψλ(x) in W as n → ∞ for any x ∈ W and any λ > 0, where ∂(ψn)λ (resp. ∂ψλ) is the subdifferential of the
Yosida-regularization of ψn (resp. ψ ).
By taking Lemma 4.1 and (A) into account, we get the following lemma.
Lemma 4.3. Let w ∈ E(T ), {wn} ⊂ E(T ), and let R > 0 be a positive number such that supt∈[0,T ] |w(t)|H  R and
supt∈[0,T ] |wn(t)|H  R for all n ∈ N. Assume wn → w in C([0, T ]; H) as n → ∞. Then, Φtnwn converges to Φt0w on H in the sense of
Mosco [21] for any t0 ∈ [0, T ] and any sequence {tn} with tn → t0 as n → ∞, where Φtw is the same function as in (4.1).
Proof. By Lemma 4.1 we see that
t → Φtw is a continuous mapping on [0, T ] in the sense of Deﬁnition 4.1, (4.2)
namely, Φtnw converges to Φ
t0
w on H in the sense of Mosco [21] for any t0 ∈ [0, T ] and any sequence {tn} for which tn → t0
as n → ∞.
Let zn ∈ K (tn), tn ∈ [0, T ]. If {zn} is bounded in V , we observe from (A) that∣∣Φtnwn (zn) − Φtnw(zn)∣∣= ∣∣∣∣∫
Ω
{
A
(
x,wn(tn),∇zn
)− A(x,w(tn),∇zn)}dx∣∣∣∣
 C1/21
(|Ω|1/2 + 2R + |zn|V )|wn − w|C([0,T ];H) → 0 as n → ∞, (4.3)
where |Ω| is the volume of Ω .
Therefore, we observe from (4.2), (4.3), (A) and Lemma 4.1 that Lemma 4.3 holds, so we omit a detailed proof. 
Now, we can prove the solvability of (CP;w)ε,λ for each ε > 0, λ > 0 and w ∈ E(T ).
Proposition 4.1. Let ε > 0, λ > 0 and w ∈ E(T ). Then, there is a unique function uε,λ : [0, T ] → H , called a solution to (CP;w)ε,λ
on [0, T ], such that the following conditions are satisﬁed:
(a) uε,λ ∈ W 1,2(0, T ; H) ∩ L∞(0, T ; V );
(b) bε(uε,λ)′(t) + λLuε,λ(t) + ∂ϕtλ(w(t);uε,λ(t)) = f (t) in H for a.e. t ∈ (0, T );
(c) bε(uε,λ)(0) = bε(u0).
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bε(z1) − bε(z2), z1 − z2
)
H  ε|z1 − z2|2H , (4.5)
for all zi ∈ H , i = 1,2. Also, we see from Lemmas 4.2 and 4.3 that t → ∂ϕtλ(w(t); z) is a continuous mapping on [0, T ] for
all z ∈ H , and∣∣∂ϕtλ(w(t); z1)− ∂ϕtλ(w(t); z2)∣∣H  1λ |z1 − z2|H
for all t ∈ [0, T ] and zi ∈ H , i = 1,2. Therefore, by applying the abstract theory of doubly nonlinear evolution equations
governed by maximal monotone operators and a single-valued perturbation (cf. Shirakawa [24]), the problem (CP;w)ε,λ has
at least one solution uε,λ ∈ W 1,2(0, T ; H)∩ L∞(0, T ; V ) for each ε > 0, λ > 0 and w ∈ E(T ). Furthermore, we see from (4.4)
that bε(uε,λ) ∈ W 1,2(0, T ; H) ∩ L∞(0, T ; V ).
Now, we show the uniqueness of solutions to (CP;w)ε,λ . Let ui := uε,λ,i be a solution to (CP;w)ε,λ (i = 1,2), and put
v i := bε(uε,λ,i) (i = 1,2) for simplicity. Then, we have〈
v ′1(t) − v ′2(t), F−1
(
v1(t) − v2(t)
)〉+ 〈λLu1(t) − λLu2(t), F−1(v1(t) − v2(t))〉
+ 〈∂ϕtλ(w(t);u1(t))− ∂ϕtλ(w(t);u2(t)), F−1(v1(t) − v2(t))〉= 0 (4.6)
for a.e. t ∈ (0, T ).
Considering (3.5) and (1.1)–(1.4), we have〈
v ′1(t) − v ′2(t), F−1
(
v1(t) − v2(t)
)〉= 1
2
d
dt
∣∣v1(t) − v2(t)∣∣2∗ for a.e. t ∈ (0, T ), (4.7)〈
λLu1(t) − λLu2(t), F−1
(
v1(t) − v2(t)
)〉= λ(u1(t) − u2(t), v1(t) − v2(t))H
 λCb
∣∣b(u1)(t) − b(u2)(t)∣∣2H + ελ∣∣u1(t) − u2(t)∣∣2H , ∀t ∈ [0, T ] (4.8)
and ∣∣〈∂ϕtλ(w(t);u1(t))− ∂ϕtλ(w(t);u2(t)), F−1(v1(t) − v2(t))〉∣∣
 C∗
∣∣∂ϕtλ(w(t);u1(t))− ∂ϕtλ(w(t);u2(t))∣∣H ∣∣v1(t) − v2(t)∣∣∗
 C∗
λ
∣∣u1(t) − u2(t)∣∣H ∣∣v1(t) − v2(t)∣∣∗
 ελ
2
∣∣u1(t) − u2(t)∣∣2H + C2∗2ελ3 ∣∣v1(t) − v2(t)∣∣2∗, ∀t ∈ [0, T ]. (4.9)
Therefore, we infer from (4.6)–(4.9) that
1
2
d
dt
∣∣v1(t) − v2(t)∣∣2∗ + ελ2 ∣∣u1(t) − u2(t)∣∣2H  C2∗2ελ3 ∣∣v1(t) − v2(t)∣∣2∗ (4.10)
for a.e. t ∈ (0, T ). Hence, applying a Gronwall-type inequality (for example, [11, Proposition 0.4.1]) to (4.10), we obtain
v1(t) = v2(t) in V ∗ for all t ∈ [0, T ]. (4.11)
By (4.11), for all t ∈ [0, T ] we have
0= 〈v1(t) − v2(t),u1(t) − u2(t)〉= (v1(t) − v2(t),u1(t) − u2(t))H
 Cb
∣∣b(u1)(t) − b(u2)(t)∣∣2H + ε∣∣u1(t) − u2(t)∣∣2H ,
which implies that
b(u1)(t) = b(u2)(t) in H and u1(t) = u2(t) in H for all t ∈ [0, T ]. (4.12)
Therefore, the uniqueness can be proved, hence completing the proof of the proposition. 
By Proposition 4.1 (cf. (4.12)), we can deﬁne a mapping Q : E(T ) → E(T ) by Q w := bε(uε,λ), where uε,λ is the unique
solution to (CP;w)ε,λ on [0, T ].
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E(T , R,M) :=
{
w ∈ E(T ); sup
t∈[0,T ]
∣∣w(t)∣∣H  R, |w|E  M},
where
|w|2E := sup
0tT
∣∣w(t)∣∣2V +
T∫
0
∣∣w ′(t)∣∣2H dt.
We then show that Q maps the set E(T , R,M) into itself for appropriately chosen values of T > 0, R > 0 and M > 0.
We note from Lemma 4.1 and the abstract theory established by Kenmochi [11, Theorems 1.1.1, 1.1.2] that there is a
unique solution h ∈ W 1,2(0, T ; H) ∩ L∞(0, T ; V ) to the problem:{
h′(t) + ∂ϕt(0;h(t))  0 in H for a.e. t ∈ (0, T ),
h(0) = u0,
(4.13)
which implies that E(T , R,M) = ∅ for suﬃciently large R > 0 and M > 0.
The following lemma is the key to showing the boundedness of the function bε(uε,λ), where uε,λ is the unique solution
to (CP;w)ε,λ on [0, T ].
Lemma 4.4. (Cf. [12, Lemmas 1.1, 1.2].) Let ε ∈ (0,1], λ ∈ (0,1], and let h be a function in W 1,2(0, T ; H). Then, the following state-
ments hold.
(i) There are positive constants q1 , q2 , q3 and q4 , depending on Cb and |b(0)|H , such that
q1
∣∣bε(z)∣∣2H − q2  J˜∗ε(bε(z))− (bε(z),h(t))H  q3|z|2H + q4
for all z ∈ H , ε ∈ (0,1] and t ∈ [0, T ], (4.14)
where we put J˜∗ε(r) := J∗ε(r) − J∗ε(b(0)) for any r ∈ H , and J∗ε is a proper, l.s.c., convex function on H so that (bε)−1 = ∂ J∗ε
in H .
(ii) There are positive constants δ0 > 0 and C7 > 0 such that
ϕtλ(w; z) +
(
bε(z),h
′(t)
)
H −
(
f (t), z
)
H
 δ0
[˜
J∗ε
(
bε(z)
)− (bε(z),h(t))H ]− C7(∣∣b(0)∣∣2H + ∣∣ f (t)∣∣2H + ∣∣h′(t)∣∣2H + 1)
for all z ∈ H , ε ∈ (0,1], λ ∈ (0,1], w ∈ H and a.e. t ∈ (0, T ). (4.15)
Proof. By the same argument as in [12, Lemmas 1.1, 1.2], we can show (4.14) and (4.15), so we omit their proof. In fact, it
follows from (1.4) that(
bε(z1) − bε(z2), z1 − z2
)
H 
Cb
1+ εCb
∣∣bε(z1) − bε(z2)∣∣2H for all z1, z2 ∈ H and ε ∈ (0,1]. (4.16)
Then, by considering (3.7) and (4.16), we can take
q1 = Cb
8(1+ Cb) , q2 =
Cb
2(1+ Cb)
∣∣b(0)∣∣2H + 2(1+ Cb)Cb |h|2L∞(0,T ;H),
q3 = 1+ 1+ Cb
Cb
+
(
1+ Cb
Cb
)2
, q4 = 2
∣∣b(0)∣∣2H + 12 |h|2L∞(0,T ;H),
δ0 = C5
2q3
, C7 = C5
4q3
|h|2L∞(0,T ;H) +
C5
q3
+ 1
C5
(
1+ Cb
Cb
)2
+ 1
C5
+ 1. 
By using the solution h in (4.13) and Lemma 4.4, we have the following result concerning the boundedness of bε(uε,λ),
where uε,λ is the unique solution to (CP;w)ε,λ .
Lemma 4.5. Let ε ∈ (0,1], λ ∈ (0,1], w ∈ E(T ), and let R > 0 be a positive number such that supt∈[0,T ] |w(t)|H  R. Also, let uε,λ
be the unique solution to (CP;w)ε,λ , and let h be the unique solution to (4.13). Then, there is a positive constant C8 > 0 dependent on
C1,C2 and C7 such that
498 M. Kubo et al. / J. Math. Anal. Appl. 387 (2012) 490–511sup
t∈[0,T ]
∣∣bε(uε,λ)(t)∣∣H  q−1/21 [q2 + q3|u0|2H + q4]1/2 + q−1/21 C1/28 {| f |L2(0,T ;H) + ∣∣h′∣∣L2(0,T ;H)}
+ q−1/21 C1/28 T 1/2
{
1+ R + ∣∣b(0)∣∣H + sup
t∈[0,T ]
∣∣h(t)∣∣V }. (4.17)
Proof. Since uε,λ is the unique solution to (CP;w)ε,λ on [0, T ], we have(
bε(uε,λ)
′(t),uε,λ(t) − h(t)
)
H +
(
λLuε,λ(t),uε,λ(t) − h(t)
)
H +
(
∂ϕtλ
(
w(t);uε,λ(t)
)
,uε,λ(t) − h(t)
)
H
= ( f (t),uε,λ(t) − h(t))H for a.e. t ∈ (0, T ). (4.18)
We note the following relations:(
bε(uε,λ)
′(t),uε,λ(t) − h(t)
)
H =
d
dt
[˜
J∗ε
(
bε(uε,λ)(t)
)− (bε(uε,λ)(t),h(t))H ]
+ (bε(uε,λ)(t),h′(t))H for a.e. t ∈ (0, T ), (4.19)(
λLuε,λ(t),uε,λ(t) − h(t)
)
H = λ
(
uε,λ(t),uε,λ(t) − h(t)
)
V
 λ
2
∣∣uε,λ(t)∣∣2V − λ2 ∣∣h(t)∣∣2V for all t ∈ [0, T ], (4.20)(
∂ϕtλ
(
w(t);uε,λ(t)
)
,uε,λ(t) − h(t)
)
H  ϕ
t
λ
(
w(t);uε,λ(t)
)− ϕtλ(w(t);h(t)) for all t ∈ [0, T ]. (4.21)
Using the assumption (A), (3.1) and (4.19)–(4.21) in (4.18), we obtain
d
dt
[˜
J∗ε
(
bε(uε,λ)(t)
)− (bε(uε,λ)(t),h(t))H ]+ λ2 ∣∣uε,λ(t)∣∣2V
+ ϕtλ
(
w(t);uε,λ(t)
)+ (bε(uε,λ)(t),h′(t))H − ( f (t),uε,λ(t))H
 λ
2
∣∣h(t)∣∣2V + ϕtλ(w(t);h(t))− ( f (t),h(t))H
 C9
(
1+ ∣∣w(t)∣∣2H + ∣∣h(t)∣∣2V + ∣∣ f (t)∣∣2H ) (4.22)
for a.e. t ∈ (0, T ), where C9 is some positive constant dependent on C1, C2 and |Ω|.
Therefore, we observe from Lemma 4.4 and (4.22) that
d
dt
[˜
J∗ε
(
bε(uε,λ)(t)
)− (bε(uε,λ)(t),h(t))H ]+ δ0[˜ J∗ε(bε(uε,λ)(t))− (bε(uε,λ)(t),h(t))H ]
 C10
(
1+ ∣∣b(0)∣∣2H + ∣∣w(t)∣∣2H + ∣∣ f (t)∣∣2H + ∣∣h(t)∣∣2V + ∣∣h′(t)∣∣2H ) (4.23)
for a.e. t ∈ (0, T ), where C10 is some positive constant dependent on C7 and C9.
By applying Gronwall’s inequality to (4.23) and using (4.14), we obtain (4.17) for the constant C8 ≡ C10. 
Lemma 4.6. Let ε ∈ (0,1], λ ∈ (0,1], w ∈ E(T ), and let R > 0 be a positive number such that supt∈[0,T ] |w(t)|H  R. Also, let uε,λ
be the unique solution to (CP;w)ε,λ on [0, T ]. Then, there are positive constants C11 and C12 , independent of R, ε and λ, such that
λ sup
t∈[0,T ]
∣∣uε,λ(t)∣∣2V + λ sup
t∈[0,T ]
∣∣bε(uε,λ)(t)∣∣2V +
T∫
0
∣∣bε(uε,λ)′(t)∣∣2H dt + sup
t∈[0,T ]
ϕtλ
(
w(t);uε,λ(t)
)
 C11(1+ R)5eC12(1+R)
5(|G|L1(0,T )+|w ′|L1(0,T ;H)) × (1+ |u0|2V + |G|L1(0,T ) + ∣∣w ′∣∣L1(0,T ;H)), (4.24)
where we put G(t) := | f (t)|2H + | f ′(t)|2H + |α′(t)|2 + 1 for all t ∈ [0, T ].
Proof. From Lemma 4.1 and calculations similar to those in [15, Lemma 2.3] and [18, Section 4], we can show (4.24). In
fact, let 0 s t  T and let z ∈ K (s). Then, by Lemma 4.1 we ﬁnd z˜ ∈ K (t)(= D(Φtw )) such that∣∣˜z − J w(s)λ z∣∣V  C6∣∣α(t) − α(s)∣∣(1+ (Φsw( J w(s)λ z))1/2)
 C6
t∫
s
∣∣α′(τ )∣∣dτ (1+ (ϕsλ(w(s); z))1/2)
and
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(
J w(s)λ z
)
 C6(1+ R)4
{∣∣α(t) − α(s)∣∣(1+ Φsw( J w(s)λ z))
+ (∣∣w(t) − w(s)∣∣H + ∣∣α(t) − α(s)∣∣∣∣w(s)∣∣H )(Φsw( J w(s)λ z))1/2}
 C6(1+ R)4
{ t∫
s
∣∣α′(τ )∣∣dτ (1+ ϕsλ(w(s); z))
+
( t∫
s
∣∣w ′(τ )∣∣H dτ +
t∫
s
∣∣α′(τ )∣∣dτ ∣∣w(s)∣∣H
)(
ϕsλ
(
w(s); z))1/2}.
Note from (3.6) that
ϕtλ
(
w(t); z)− ϕsλ(w(s); z) 12λ |z − z˜|2H + ϕt(w(t); z˜)− 12λ ∣∣z − J w(s)λ z∣∣2H − ϕs(w(s); J w(s)λ z)
=
(
z − J w(s)λ z
λ
, J w(s)λ z − z˜
)
H
+ 1
2λ
∣∣˜z − J w(s)λ z∣∣2H + Φtw( z˜) − Φsw( J w(s)λ z)

∣∣∂ϕsλ(w(s); z)∣∣∗∣∣ J w(s)λ z − z˜∣∣V + 12λ ∣∣˜z − J w(s)λ z∣∣2V + Φtw( z˜) − Φsw( J w(s)λ z)
 C6
∣∣∂ϕsλ(w(s); z)∣∣∗
t∫
s
∣∣α′(τ )∣∣dτ (1+ (ϕsλ(w(s); z))1/2)
+ 1
2λ
C26(t − s)
t∫
s
∣∣α′(τ )∣∣2 dτ (1+ (ϕsλ(w(s); z))1/2)2
+ C6(1+ R)4
{ t∫
s
∣∣α′(τ )∣∣dτ (1+ ϕsλ(w(s); z))
+
( t∫
s
∣∣w ′(τ )∣∣H dτ +
t∫
s
∣∣α′(τ )∣∣dτ ∣∣w(s)∣∣H
)(
ϕsλ
(
w(s); z))1/2}, 0 ∀s ∀t  T .
Diving the above inequality by t − s and letting t ↓ s, we have
d
dτ
ϕτλ
(
w(τ ); z) C6∣∣∂ϕτλ (w(τ ); z)∣∣∗∣∣α′(τ )∣∣(1+ (ϕτλ (w(τ ); z))1/2)+ C6(1+ R)4{∣∣α′(τ )∣∣(1+ ϕτλ (w(τ ); z))
+ (∣∣w ′(τ )∣∣H + ∣∣α′(τ )∣∣∣∣w(τ )∣∣H )(ϕτλ (w(τ ); z))1/2} (4.25)
for a.e. τ ∈ (0, T ).
Let uε,λ be the unique solution to (CP;w)ε,λ on [0, T ]. Since uε,λ ∈ W 1,2(0, T ; H)∩ L∞(0, T ; V ), we can put z = uε,λ(s)
in (4.25) for any s ∈ [0, T ]. Hence, putting z = uε,λ(s), and integrating the both sides of (4.25) over any interval [s, t]
(0 s t  T ) yields
ϕtλ
(
w(t);uε,λ(t)
)− ϕsλ(w(s);uε,λ(s))− (uε,λ(t) − uε,λ(s), ∂ϕtλ(w(t);uε,λ(t)))H
 ϕtλ
(
w(t);uε,λ(s)
)− ϕsλ(w(s);uε,λ(s))
 C6
t∫
s
∣∣∂ϕτλ (w(τ );uε,λ(s))∣∣∗∣∣α′(τ )∣∣(1+ (ϕτλ (w(τ );uε,λ(s)))1/2)dτ
+ C6(1+ R)4
t∫
s
{∣∣α′(τ )∣∣(1+ ϕτλ (w(τ );uε,λ(s)))
+ (∣∣w ′(τ )∣∣H + ∣∣α′(τ )∣∣∣∣w(τ )∣∣H )(ϕτλ (w(τ );uε,λ(s)))1/2}dτ
for all 0 s t  T . Diving the above inequality by t − s and letting s ↑ t , we have
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dt
ϕtλ
(
w(t);uε,λ(t)
)− (u′ε,λ(t), ∂ϕtλ(w(t);uε,λ(t)))H
 C6
∣∣α′(t)∣∣∣∣∂ϕtλ(w(t);uε,λ(t))∣∣∗(1+ (ϕtλ(w(t);uε,λ(t)))1/2)+ C6(1+ R)4{∣∣α′(t)∣∣(1+ ϕtλ(w(t);uε,λ(t)))
+ (∣∣w ′(t)∣∣H + ∣∣α′(t)∣∣∣∣w(t)∣∣H )(ϕtλ(w(t);uε,λ(t)))1/2} for a.e. t ∈ (0, T ),
which implies that the function [0, T ]  t → ϕtλ(w(t);uε,λ(t)) is a function of bounded variation and satisﬁes
ϕtλ
(
w(t);uε,λ(t)
)− ϕsλ(w(s);uε,λ(s))+ t∫
s
(
bε(uε,λ)
′(τ ) + λLuε,λ(τ ) − f (τ ),u′ε,λ(τ )
)
H dτ
 C6
t∫
s
∣∣α′(τ )∣∣∣∣∂ϕτλ (w(τ );uε,λ(τ ))∣∣∗(1+ (ϕτλ (w(τ );uε,λ(τ )))1/2)dτ
+ C6(1+ R)4
t∫
s
[∣∣α′(τ )∣∣(1+ ϕτλ (w(τ );uε,λ(τ )))
+ (∣∣w ′(τ )∣∣H + ∣∣α′(τ )∣∣∣∣w(τ )∣∣H ){ϕτλ (w(τ );uε,λ(τ ))}1/2]dτ (4.26)
for all 0 s t  T .
Note from (4.16) that(
bε(uε,λ)
′(τ ),u′ε,λ(τ )
)
H 
Cb
1+ εCb
∣∣bε(uε,λ)′(τ )∣∣2H for a.e. τ ∈ (0, T ). (4.27)
We also notice the following relations:
t∫
s
(
f (τ ),u′ε,λ(τ )
)
H dτ = −
t∫
s
(
f ′(τ ),uε,λ(τ )
)
H dτ +
(
f (t),uε,λ(t)
)
H −
(
f (s),uε,λ(s)
)
H

t∫
s
{∣∣ f ′(τ )∣∣2H + C13ϕτλ (w(τ );uε,λ(τ ))}dτ
+ ( f (t),uε,λ(t))H − ( f (s),uε,λ(s))H , (4.28)
t∫
s
(
λLuε,λ(τ ),u
′
ε,λ(τ )
)
H dτ =
λ
2
∣∣uε,λ(t)∣∣2V − λ2 ∣∣uε,λ(s)∣∣2V (4.29)
for all 0 s t  T , and
C6
∣∣α′(τ )∣∣∣∣∂ϕτλ (w(τ );uε,λ(τ ))∣∣∗(1+ (ϕτλ (w(τ );uε,λ(τ )))1/2)
= C6
∣∣α′(τ )∣∣∣∣bε(uε,λ)′(τ ) + λLuε,λ(τ ) − f (τ )∣∣∗(1+ (ϕτλ (w(τ );uε,λ(τ )))1/2)
 C6
∣∣α′(τ )∣∣(C∗∣∣bε(uε,λ)′(τ )∣∣H + λ∣∣uε,λ(τ )∣∣V + C∗∣∣ f (τ )∣∣H )× (1+ (ϕτλ (w(τ );uε,λ(τ )))1/2)
 δ
∣∣bε(uε,λ)′(τ )∣∣2H + λ2 ∣∣uε,λ(τ )∣∣2V + 12 ∣∣ f (τ )∣∣2H
+
(
C26C
2∗
2δ
+ λC26 + C26C2∗
)∣∣α′(τ )∣∣2(1+ ϕτλ (w(τ );uε,λ(τ ))) (4.30)
for a.e. τ ∈ (0, T ), where the constant C13 in (4.28) is related to the constant C5 in (3.7), and where δ = Cb2(1+εCb) .
Then, we obtain from (4.26)–(4.30) that
Fε,λ(t) − Fε,λ(s) + Cb
2(1+ εCb)
t∫
s
∣∣bε(uε,λ)′(τ )∣∣2H dτ
 C14(1+ R)5
t∫
s
[
G(τ )
(
1+ ϕτλ
(
w(τ );uε,λ(τ )
)+ λ
2
∣∣uε,λ(τ )∣∣2V)
+ ∣∣w ′(τ )∣∣H{ϕτλ (w(τ );uε,λ(τ ))}1/2]dτ (4.31)
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where
Fε,λ(t) := ϕtλ
(
w(t);uε,λ(t)
)− ( f (t),uε,λ(t))H + λ2 ∣∣uε,λ(t)∣∣2V , ∀t ∈ [0, T ],
G(t) := ∣∣ f (t)∣∣2H + ∣∣ f ′(t)∣∣2H + ∣∣α′(t)∣∣2 + 1, ∀t ∈ [0, T ].
Note from (3.7) that
Fε,λ(t)
1
2
ϕtλ
(
w(t);uε,λ(t)
)− 1
2C5
∣∣ f (t)∣∣2H + λ2 ∣∣uε,λ(t)∣∣2V , ∀t ∈ [0, T ]. (4.32)
By (4.31) and (4.32), we obtain
Fε,λ(t) − Fε,λ(s) + Cb
2(1+ εCb)
t∫
s
∣∣bε(uε,λ)′(τ )∣∣2H dτ
 C15(1+ R)5
t∫
s
{
G(τ ) + ∣∣w ′(τ )∣∣H}(1+ Fε,λ(τ ))dτ (4.33)
for all 0 s t  T , 0< ε  1 and 0< λ 1, where C15 > 0 depends on C5,C14 and | f |L∞(0,T ;H) .
By applying a Gronwall-type inequality (for example, [11, Proposition 0.4.1]) to (4.33), and recalling (A) and (B) (cf. (1.4)),
we obtain (4.24) for some positive constants C11 and C12. 
Proposition 4.2. Assume the same conditions as in Theorem 2.1. Then, for each ε > 0 and λ > 0, there is a constant T0 > 0 such that
the problem (CP)ε,λ has at least one local (in time) solution on [0, T0].
Proof. By applying Schauder’s ﬁxed point theorem, we show the existence of a time local solution to (CP)ε,λ .
First, we show that Q is self-mapping on E(T0, R0,M0) for some positive constants T0, R0 and M0, that is,
Q w(= bε(uε,λ)) ∈ E(T0, R0,M0) for any w ∈ E(T0, R0,M0).
We take R0 > 0, M0 > 0 large enough that
q−1/21
[
q2 + q3|u0|2H + q4
]1/2 + q−1/21 C1/28 {| f |L2(0,T ;H) + ∣∣h′∣∣L2(0,T ;H)} R02 ,(
1
λ
+ 1
)(
3+ |u0|2V
)
C11(1+ R0)5e2C12(1+R0)5  M20,
and T0 ∈ (0, T ] small enough that
q−1/21
[
q2 + q3|u0|2H + q4
]1/2 + q−1/21 C1/28 {| f |L2(0,T0;H) + ∣∣h′∣∣L2(0,T0;H)}
+ q−1/21 C1/28 T 1/20
{
1+ R0 +
∣∣b(0)∣∣H + sup
t∈[0,T0]
∣∣h(t)∣∣V }
 R0,
|G|L1(0,T0)  1, T 1/20 M0  1.
Then, the estimates (4.17) and (4.24) imply that Q w(= bε(uε,λ)) belongs to the set E(T0, R0,M0) for w ∈ E(T0, R0,M0).
Thus, Q maps the set E(T0, R0,M0) into itself for T0, R0,M0 chosen as above.
Moreover, we see that E(T0, R0,M0) is convex and compact in C([0, T0]; H). Also, we see that Q : E(T0, R0,M0) →
E(T0, R0,M0) is continuous with respect to the topology of C([0, T0]; H). In fact, let {wn} ⊂ E(T0, R0,M0), w ∈
E(T0, R0,M0) and wn → w in C([0, T0]; H) as n → ∞. Then, it follows from Lemmas 4.2 and 4.3 that ∂(Φtnwn )λ(z) con-
verges to ∂(Φt0w )λ(z) in H for any λ ∈ (0,1], any z ∈ H , any t0 ∈ [0, T0] and any sequence {tn} for which tn → t0 as n → ∞.
Therefore, by applying the abstract convergence theory of evolution equations generated by subdifferentials (cf. [11, Theo-
rem 2.8.5], [24, Lemma 5.1]), we get the continuity of Q with respect to the topology of C([0, T0]; H).
Hence, we can apply Schauder’s ﬁxed point theorem to the mapping Q , and conclude the existence of a ﬁxed point of
Q and hence of a time local solution to (CP)ε,λ on [0, T0]. 
We now show the existence of global solutions to (CP)ε,λ .
Proposition 4.3. Assume the same conditions as in Theorem 2.1. Then, for each ε > 0, λ > 0 and T > 0, the problem (CP)ε,λ has at
least one global (in time) solution on [0, T ].
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Consider the inequality (4.22). Let uε,λ be the time local solution to (CP)ε,λ on a small time interval [0, T0], with 0 <
T0  T , obtained in Proposition 4.2. Then, since bε(uε,λ) ∈ E(T0), we can put w = bε(uε,λ) in (4.22), and we have
d
dt
[˜
J∗ε
(
bε(uε,λ)(t)
)− (bε(uε,λ)(t),h(t))H ]+ λ2 ∣∣uε,λ(t)∣∣2V
+ ϕtλ
(
bε(uε,λ)(t);uε,λ(t)
)+ (bε(uε,λ)(t),h′(t))H − ( f (t),uε,λ(t))H
 C9
(
1+ ∣∣bε(uε,λ)(t)∣∣2H + ∣∣h(t)∣∣2V + ∣∣ f (t)∣∣2H )
for a.e. t ∈ (0, T0). Therefore, it follows from the above inequality and Lemma 4.4 that
d
dt
[˜
J∗ε
(
bε(uε,λ)(t)
)− (bε(uε,λ)(t),h(t))H ] C16[˜ J∗ε(bε(uε,λ)(t))− (bε(uε,λ)(t),h(t))H ]+ η(t) (4.34)
for a.e. t ∈ (0, T0), where C16 is a positive constant dependent on C9 and Cb , and where
η(t) = C17
(
1+ ∣∣b(0)∣∣2H + ∣∣h(t)∣∣2V + ∣∣h′(t)∣∣2H + ∣∣ f (t)∣∣2H ), ∀t ∈ [0, T ]
for some constant C17 > 0 independent of ε and λ.
By applying Gronwall’s inequality to (4.34), it follows from (4.14) that
sup
t∈[0,T0]
∣∣bε(uε,λ)(t)∣∣2H  C18(1+ |u0|2H + |η|L1(0,T0))(≡ R20) (4.35)
for some positive constant C18 independent of |u0|H , ε and λ.
Next, let R > 0 with R  R0, and consider the inequality (4.31). Applying the Schwarz inequality to the term
|w ′(τ )|H {ϕτλ (w(τ );uε,λ(τ ))}1/2 and using (4.32), we obtain
Fε,λ(t) − Fε,λ(s) + Cb
2(1+ εCb)
t∫
s
∣∣bε(uε,λ)′(τ )∣∣2H dτ
 C19(1+ R)10
t∫
s
G(τ )
(
1+ Fε,λ(τ )
)
dτ + Cb
4(1+ εCb)
t∫
s
∣∣w ′(τ )∣∣2H dτ (4.36)
for all 0 s t  T , 0< ε  1 and 0< λ 1, where C19 > 0 is some constant dependent on C5, C14 and Cb .
Applying Gronwall’s inequality to (4.36), we obtain
Fε,λ(t) + Cb
2(1+ εCb)
t∫
0
eC19(1+R)10
∫ t
τ G(s)ds
∣∣bε(uε,λ)′(τ )∣∣2H dτ
 eC19(1+R)10
∫ T
0 G(s)ds
{
ϕ0λ
(
w(0);u0
)− ( f (0),u0)H + λ2 |u0|2V + C19(1+ R)10
T∫
0
G(s)ds
}
+ Cb
4(1+ εCb)
t∫
0
eC19(1+R)10
∫ t
τ G(s)ds
∣∣w ′(τ )∣∣2H dτ , ∀t ∈ [0, T ].
By the local existence result in Proposition 4.2, we can take w = bε(uε,λ) ∈ E(T0) in the above inequality, where uε,λ is
the solution to (CP)ε,λ on a small time interval [0, T0] with 0< T0  T . Then, we obtain (cf. (4.24))
λ|uε,λ|2L∞(0,t;V ) + λ
∣∣bε(uε,λ)∣∣2L∞(0,t;V ) + sup
τ∈[0,t]
ϕτλ
(
bε(uε,λ)(τ );uε,λ(τ )
)+ Cb
4(1+ εCb)
t∫
0
∣∣bε(uε,λ)′(τ )∣∣2H dτ
 C20(1+ R)10eC21(1+R)10
(
1+ ∣∣b(u0)∣∣2H + |u0|2V + | f |2W 1,2(0,T ;H)) (4.37)
for 0 t  T0, where the constants C20, C21 are independent of R , u0, ε and λ.
We now show the existence of a global solution to (CP)ε,λ by contradiction. To do so, we put
T ∗ := sup{T0; (CP)ε,λ has a solution on [0, T0]}.
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uε,λ : [0, T ∗) → V such that uε,λ is a solution to (CP)ε,λ on [0, T0] for any T0 < T ∗ . Then, by (4.35) and (4.37) we have
uε,λ ∈ L∞
(
0, T ∗; V ), bε(uε,λ) ∈ W 1,2(0, T ∗; H)∩ L∞(0, T ∗; V ).
Therefore, we conclude that the limit b∗ε := limt↑T ∗ bε(uε,λ)(t) exists strongly in H and weakly in V . Moreover we note that
uε,λ ∈ L∞(0, T ∗; V ), uε,λ(t) ∈ K (t) for a.e. t ∈ (0, T ∗), and that K (T ∗) is closed and convex in V . We observe from (K1) that
there is a sequence {tn} ⊂ (0, T ∗) and an element z∗ ∈ K (T ∗) satisfying tn ↑ T ∗ and
uε,λ(tn) → z∗ strongly in H and weakly in V as n → ∞.
Hence, we infer from (4.4) that b∗ε = bε(z∗). Thus, by using the local existence result and taking b∗ε as the initial value at
t = T ∗ , we can prolong the solution uε,λ beyond the time interval [0, T ∗]. This implies that T ∗ = T , because otherwise,
the extensibility of uε,λ contradicts the maximality of the interval [0, T ∗](⊂ [0, T )). Therefore, the solution must exist for
the whole time interval [0, T ]. Thus, the proof of Proposition 4.3 has been completed. 
From the proof of Proposition 4.3 (cf. (4.35), (4.37)), we get the following boundedness of solutions to Problem (CP)ε,λ .
Corollary 4.1. Assume the same conditions as in Theorem 2.1. Let ε > 0, λ > 0, and let uε,λ be a solution to (CP)ε,λ on [0, T ]. Then,
there are positive constants N1,T and N2,T , dependent on T and independent of ε > 0 and λ > 0, such that
sup
t∈[0,T ]
∣∣bε(uε,λ)(t)∣∣2H  N1,T (1+ |u0|2H + | f |L2(0,T ;H))(≡ N20,T ) (4.38)
and
λ|uε,λ|2L∞(0,T ;V ) + λ
∣∣bε(uε,λ)∣∣2L∞(0,T ;V ) + sup
t∈[0,T ]
ϕtλ
(
bε(uε,λ)(t);uε,λ(t)
)+ Cb
4(1+ εCb)
∣∣bε(uε,λ)′∣∣2L2(0,T ;H)
 N2,T (1+ N0,T )10eN2,T (1+N0,T )10
(
1+ |u0|2V +
∣∣b(u0)∣∣2H + | f |2W 1,2(0,T ;H)). (4.39)
5. Existence of solutions to (P)
In Section 4, we showed the existence of solutions uε,λ to (CP)ε,λ by a ﬁxed point argument and contradiction. In this
section, we prove Theorem 2.1 concerning the existence of solutions to (P). In fact, we ﬁrst show that uε,λ converges to the
solution to (CP)ε in an appropriate sense as λ → 0. Then, we prove the existence of solutions to (CP) (that is, to (P)) by
taking the limit in (CP)ε as ε → 0.
We begin by showing the existence of solutions to (CP)ε on [0, T ].
Proposition 5.1. Assume the same conditions as in Theorem 2.1. Then for each ε > 0 and T > 0, the problem (CP)ε has at least one
solution on [0, T ].
Proof. By the estimates (4.38)–(4.39), we can show the existence of solutions to (CP)ε . Let uε,λ be a solution to (CP)ε,λ on
[0, T ]. Then, we note from (3.6) that
ϕtλ
(
bε(uε,λ)(t);uε,λ(t)
)= 1
2λ
∣∣uε,λ(t) − J bε(uε,λ)(t)λ uε,λ(t)∣∣2H + ϕt(bε(uε,λ)(t); J bε(uε,λ)(t)λ uε,λ(t)) (5.1)
for all t ∈ [0, T ] and 0 < λ < 1, where J bε(uε,λ)(t)λ := (I + λ∂ϕt(bε(uε,λ)(t); ·))−1 and I is the identity on H . Therefore, we
observe from (3.2), (4.39) and (5.1) that
J
bε(uε,λ)(·)
λ uε,λ is bounded in L
∞(0, T ; V ) uniformly in λ ∈ (0,1]. (5.2)
Hence, we infer from (3.7), (4.4), (4.38)–(4.39) and (5.2) that there is a subsequence {λn} of {λ}, a countable dense subset
E1 of [0, T ] and functions uε ∈ L∞(0, T ; H), u∗ε ∈ W 1,2(0, T ; H) such that λn → 0,
bε(uε,λn ) → u∗ε weakly∗ in L∞(0, T ; H), (5.3)
bε(uε,λn )
′ → (u∗ε)′ weakly in L2(0, T ; H), (5.4)
uε,λn → uε weakly∗ in L∞(0, T ; H), (5.5)
J
bε(uε,λn )(t)
λn
uε,λn (t) converges strongly in H for all t ∈ E1 (5.6)
as n → ∞.
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 2λnN2,T (1+ N0,T )10eN2,T (1+N0,T )10
(
1+ |u0|2V +
∣∣b(u0)∣∣2H + | f |2W 1,2(0,T ;H)) (5.7)
for all t ∈ [0, T ] and n ∈ N. Then, we infer from (5.7) that
uε,λn (t) converges strongly in H for all t ∈ E1 as n → ∞. (5.8)
From (4.16), (5.5) and (5.8), we see that
uε,λn (t) → uε(t) in H , bε(uε,λn)(t) → bε(uε)(t) in H , ∀t ∈ E1 as n → ∞,
and hence
bε(uε)(t) = u∗ε(t), ∀t ∈ E1.
Thus, we observe from (4.4), (4.5), (4.38), (5.3)–(5.8) and Ascoli’s theorem that
bε(uε,λn) → bε(uε) in C
([0, T ]; H) and weakly in W 1,2(0, T ; H) as n → ∞, (5.9)
uε,λn → uε in C
([0, T ]; H) as n → ∞, (5.10)
J
bε(uε,λn )(·)
λn
uε,λn → uε in C
([0, T ]; H) as n → ∞, (5.11)
bε(uε)(0) = bε(u0) in H , (5.12)
sup
t∈[0,T ]
∣∣bε(uε)(t)∣∣2H  N1,T (1+ |u0|2H + | f |L2(0,T ;H))(≡ N20,T ). (5.13)
Also, by calculations similar to (4.3), we observe from (A), (4.38) and (5.13) that for all z ∈ K (t) and t ∈ [0, T ],∣∣ϕt(bε(uε,λn)(t); z)− ϕt(bε(uε)(t); z)∣∣ C1/21 (|Ω|1/2 + 2N0,T + |z|V )∣∣bε(uε,λn) − bε(uε)∣∣C([0,T ];H).
Therefore, if {zn}(⊂ K (t)) is bounded in V , we observe from (5.9) that∣∣ϕt(bε(uε,λn)(t); zn)− ϕt(bε(uε)(t); zn)∣∣→ 0 as n → ∞, ∀t ∈ [0, T ]. (5.14)
Combining (4.39), (5.1), (5.2), (5.9), (5.11), (5.14) and the lower semicontinuity of ϕt(bε(uε)(t); ·), we observe that for all
t ∈ [0, T ],
lim inf
n→∞ ϕ
t
λn
(
bε(uε,λn)(t);uε,λn (t)
)
 lim inf
n→∞ ϕ
t(bε(uε,λn)(t); J bε(uε,λn )(t)λn uε,λn(t))
= lim inf
n→∞
{
ϕt
(
bε(uε,λn)(t); J bε(uε,λn )(t)λn uε,λn(t)
)
− ϕt(bε(uε)(t); J bε(uε,λn )(t)λn uε,λn(t))
+ ϕt(bε(uε)(t); J bε(uε,λn )(t)λn uε,λn(t))}
 lim inf
n→∞ ϕ
t(bε(uε)(t); J bε(uε,λn )(t)λn uε,λn (t))
 ϕt
(
bε(uε)(t);uε(t)
)
. (5.15)
By (1.4), (3.2), (4.39), (5.4), (5.9) and (5.15), we have∣∣bε(uε)∣∣2L∞(0,T ;V ) + sup
t∈[0,T ]
ϕt
(
bε(uε)(t);uε(t)
)+ Cb
4(1+ εCb)
∣∣bε(uε)′∣∣2L2(0,T ;H)
 N3,T (1+ N0,T )10eN2,T (1+N0,T )10
(
1+ |u0|2V +
∣∣b(u0)∣∣2H + | f |2W 1,2(0,T ;H)), (5.16)
where N3,T is some positive constant independent of ε.
Now, let us show that uε is a solution to (CP)ε on [0, T ] with bε(uε)(0) = bε(u0).
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Ψ (w; z) :=
T∫
0
ϕt
(
w(t); z(t))dt and Ψλ(w; z) := T∫
0
ϕtλ
(
w(t); z(t))dt, ∀λ > 0,
∀w ∈ L2(0, T ; H) and ∀z ∈ L2(0, T ; V ).
Let {vn} be any bounded sequence in L2(0, T ; V ). Then by similar calculations to (5.14), we infer from (5.9) that∣∣Ψ (bε(uε,λn ); vn)− Ψ (bε(uε); vn)∣∣→ 0 as n → ∞. (5.17)
Hence, we see from (3.6) and (5.17) that
limsup
n→∞
Ψλn
(
bε(uε,λn); v
)
 limsup
n→∞
Ψ
(
bε(uε,λn); v
)= Ψ (bε(uε); v) (5.18)
for any function v in L2(0, T ; H) with ϕ(·)(0; v(·)) ∈ L1(0, T ).
From a similar argument to (5.15), Fatou’s lemma, the lower semicontinuity of ϕt(bε(uε)(t); ·) and (5.17), it follows that
lim inf
n→∞ Ψλn
(
bε(uε,λn );uε,λn
)
 lim inf
n→∞ Ψ
(
bε(uε,λn); J bε(uε,λn )λn uε,λn
)
 lim inf
n→∞ Ψ
(
bε(uε); J bε(uε,λn )λn uε,λn
)
 Ψ
(
bε(uε);uε
)
. (5.19)
Since uε,λn is a solution to (CP)ε,λn on [0, T ], the following inequality holds (cf. (4.18) with w = bε(uε,λn )):
T∫
0
(
f (t) − bε(uε,λn)′(t) − λnLuε,λn(t), v(t) − uε,λn (t)
)
H dt
 Ψλn
(
bε(uε,λn); v
)− Ψλn(bε(uε,λn);uε,λn), ∀v ∈ L2(0, T ; H) with ϕ(·)(0; v(·)) ∈ L1(0, T ) (5.20)
and
bε(uε,λn )(0) = bε(u0) in H
for all n = 1,2, . . . .
Note from (4.20) and (5.20) that
T∫
0
(
f (t) − bε(uε,λn)′(t), v(t) − uε,λn (t)
)
H dt
 Ψλn
(
bε(uε,λn); v
)− Ψλn(bε(uε,λn);uε,λn)+ λn2
T∫
0
∣∣v(t)∣∣2V dt. (5.21)
From (5.9), (5.10), (5.18), (5.19) and letting n → ∞ in (5.21), we get
T∫
0
(
f (t) − bε(uε)′(t), v(t) − uε(t)
)
H dt
 Ψ
(
bε(uε); v
)− Ψ (bε(uε);uε), ∀v ∈ L2(0, T ; H) with ϕ(·)(0; v(·)) ∈ L1(0, T ) (5.22)
and
bε(uε)(0) = bε(u0) in H .
Therefore, it follows from (5.22) that (cf. [10, Proposition 1.1 and Lemma 3.3])
bε(uε)
′(t) + ∂ϕt(bε(uε)(t);uε(t))  f (t) in H for a.e. t ∈ (0, T ).
Hence, uε is a solution to (CP)ε on [0, T ] with bε(uε)(0) = bε(u0). Thus, the proof of Proposition 5.1 has been com-
pleted. 
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prove the main Theorem 2.1.
Here, we give the key lemma for showing Theorem 2.1.
Lemma 5.1. (See [15, Lemma 2.1].) Let ε > 0 and let J∗ε be a proper, l.s.c., convex function on H so that (bε)−1 = ∂ J∗ε in H . Also, let
J∗ be a proper, l.s.c., convex function on H so that b−1 = ∂ J∗ in H . Then, J∗ε is the Yosida-regularization of J∗ .
Proof. By [15, Lemma 2.1(v)] we see that [(b−1)ε]−1 = b + ε I , where I is the identity on H and (b−1)ε is the Yosida-
approximation of b−1. Therefore, the result follows easily, so we omit the details of the proof. 
Now, we prove Theorem 2.1 concerning the existence of solutions to (P) on [0, T ].
Proof of Theorem 2.1. Let uε be a solution to (CP)ε on [0, T ] for each ε > 0. By taking the limit in (CP)ε as ε → 0, we
construct the solution to (P) on [0, T ].
From (3.2), (5.13) and (5.16) it follows that there is a subsequence {εn} of {ε}, a countable dense subset E2 of [0, T ] and
functions u ∈ L∞(0, T ; V ), u∗ ∈ W 1,2(0, T ; H) ∩ L∞(0, T ; V ) such that εn → 0,
bεn(uεn ) → u∗ in C
([0, T ]; H) and weakly∗ in L∞(0, T ; V ), (5.23)
bεn(uεn )
′ → (u∗)′ weakly in L2(0, T ; H), (5.24)
uεn → u weakly∗ in L∞(0, T ; V ), (5.25)
uεn (t) → u(t) strongly in H for all t ∈ E2 (5.26)
as n → ∞. Then, we see from Lemma 5.1 and (5.16) that∣∣bεn (uεn)(t) − Jb−1εn (bεn(uεn(t)))∣∣H = εn∣∣uεn (t)∣∣H → 0 for all t ∈ [0, T ] (5.27)
as n → ∞, where Jb−1εn := (I + εnb−1)−1 and I is the identity on H . Therefore, we observe from (5.23) and (5.27) that
Jb
−1
εn
(
bεn (uεn)
)→ u∗ in C([0, T ]; H) as n → ∞. (5.28)
We note that
uεn = (bεn)−1
(
bεn (uεn)
) ∈ b−1( Jb−1εn (bεn (uεn ))) in L2(0, T ; H) (5.29)
for all n ∈N. Hence, by (5.25), (5.28), (5.29) and the maximal monotonicity of b−1 it follows that
b(u)(t) = u∗(t) for a.e. t ∈ (0, T ),
and thus, we have
bεn(uεn ) → b(u) in C
([0, T ]; H) and weakly in W 1,2(0, T ; H) as n → ∞, (5.30)
b(u)(0) = b(u0) in H . (5.31)
From (5.13) and (5.30), we have that
sup
t∈[0,T ]
∣∣b(u)(t)∣∣2H  N1,T (1+ |u0|2H + | f |L2(0,T ;H))(≡ N20,T ). (5.32)
Since J∗ε is the Yosida-regularization of J∗ (cf. Lemma 5.1), we observe from (3.2), (5.16) and (5.30) that
J∗εn
(
bεn(uεn )(t)
)→ J∗(b(u)(t)) for all t ∈ [0, T ] as n → ∞. (5.33)
Also, by similar calculations to (5.14), we see from (5.30) that if {zn}(⊂ K (t)) is bounded in V , then∣∣ϕt(bεn(uεn )(t); zn)− ϕt(b(u)(t); zn)∣∣→ 0 as n → ∞, ∀t ∈ [0, T ]. (5.34)
Combining (3.2), (5.16), (5.25), (5.30), (5.34) and the lower semicontinuity of ϕt(b(u(t); ·)), we observe that
lim inf
n→∞ ϕ
t(bεn(uεn )(t);uεn(t))= lim infn→∞ {ϕt(bεn (uεn)(t);uεn (t))− ϕt(b(u)(t);uεn (t))+ ϕt(b(u)(t);uεn(t))}
 lim inf
n→∞ ϕ
t(b(u)(t);uεn (t))
 ϕt
(
b(u)(t);u(t)), ∀t ∈ [0, T ]. (5.35)
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t∈[0,T ]
ϕt
(
b(u)(t);u(t))+ Cb
4(1+ Cb)
∣∣b(u)′∣∣2L2(0,T ;H)
 N3,T (1+ N0,T )10eN2,T (1+N0,T )10
(
1+ |u0|2V +
∣∣b(u0)∣∣2H + | f |2W 1,2(0,T ;H)). (5.36)
Now, let us show that u is a solution to (CP) on [0, T ] with b(u)(0) = b(u0).
Let {vn} be any bounded sequence in L2(0, T ; V ). Then, by similar calculations to (5.17), we infer from (5.30) that∣∣Ψ (bεn (uεn ); vn)− Ψ (b(u); vn)∣∣→ 0 as n → ∞. (5.37)
From a similar argument to (5.35), Fatou’s lemma, the lower semicontinuity of ϕt(b(u) (t); ·) and (5.37), it follows that
lim inf
n→∞ Ψ
(
bεn (uεn);uεn
)= lim inf
n→∞
{
Ψ
(
bεn (uεn );uεn
)− Ψ (b(u);uεn)+ Ψ (b(u);uεn)}
 lim inf
n→∞ Ψ
(
b(u);uεn
)
 Ψ
(
b(u);u). (5.38)
Also, we infer from (5.33) that
lim
n→∞
T∫
0
(
bεn (uεn )
′(t),uεn (t)
)
H dt = limn→∞
T∫
0
d
dt
J∗εn
(
bεn (uεn )(t)
)
dt
= lim
n→∞
{
J∗εn
(
bεn (uεn )(T )
)− J∗εn(bεn (uεn)(0))}
= J∗(b(u)(T ))− J∗(b(u)(0))= T∫
0
d
dt
J∗
(
b(u)(t)
)
dt
=
T∫
0
(
b(u)′(t),u(t)
)
H dt. (5.39)
Since uεn is a solution to (CP)εn on [0, T ], the following inequality holds (cf. (5.22)):
T∫
0
(
f (t) − bεn(uεn )′(t), v(t) − uεn(t)
)
H dt
 Ψ
(
bεn(uεn ); v
)− Ψ (bεn (uεn );uεn), ∀v ∈ L2(0, T ; H) with ϕ(·)(0; v(·)) ∈ L1(0, T ) (5.40)
and
bεn (uεn )(0) = bεn (u0)
(= b(u0) + εnu0) in H
for all n = 1,2, . . . .
From (5.25), (5.30), (5.37)–(5.39) and letting n → ∞ in (5.40), we get
T∫
0
(
f (t) − b(u)′(t), v(t) − u(t))H dt  Ψ (b(u); v)− Ψ (b(u);u),
∀v ∈ L2(0, T ; H) with ϕ(·)(0; v(·)) ∈ L1(0, T ) (5.41)
and
b(u)(0) = b(u0) in H .
Therefore, it follows from (5.41) that (cf. [10, Proposition 1.1 and Lemma 3.3])
b(u)′(t) + ∂ϕt(b(u)(t);u(t))  f (t) in H for a.e. t ∈ (0, T ).
Hence, u is a solution to (CP) (that is, to (P)) on [0, T ] with b(u)(0) = b(u0). Thus, the proof of Theorem 2.1 has been
completed. 
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Variational inequalities for elliptic–parabolic PDE and its system have been studied in a lot of papers by different meth-
ods (e.g., time-discretization, penalty method and so on). Our result (Theorem 2.1) can be applied to various variational
inequalities for systems of elliptic–parabolic PDEs in a uniﬁed and transparent way. In this section, we shall exemplify how
Theorem 2.1 is applied to concrete problems.
Throughout this section, Ω is a bounded domain in RN (N  1) having Lipschitz boundary when N > 1.
6.1. Time-dependent boundary obstacle problem
In this subsection, we consider the following initial boundary value problem for a system of quasilinear elliptic–parabolic
equations with Signorini–Dirichlet–Neumann type mixed boundary conditions:
Problem (P1).
bi(u)t − ∇ · ai
(
x,b(u),∇u)= f i(t, x) in (0, T ) × Ω, (6.1)
ui  pi, ν · ai
(
x,b(u),∇u) 0,
and
(ui − pi)ν · ai
(
x,b(u),∇u)= 0 on (0, T ) × Γi,S , (6.2)
ui = pi on (0, T ) × Γi,D , (6.3)
ν · ai
(
x,b(u),∇u)= 0 on (0, T ) × Γi,N , (6.4)
bi
(
u(0, ·))= b0,i in Ω, (6.5)
where u = (u1, . . . ,um), ui standing for the pressure of i—the component ﬂuid, and ∇u = (∇u1, . . . ,∇um) ∈ (RN )m
being their gradient; the functions f i , pi and b0,i are given; a = (a1, . . . ,am) : Ω × Rm × (RN )m → (RN )m and b =
(b1, . . . ,bm) : Rm → Rm satisfy the conditions (A) and (B), respectively. Also, the boundary Γ of Ω admits the mutually
disjoint decomposition
Γ = Γi,S ∪ Γi,D ∪ Γi,N (i = 1, . . . ,m),
where Γi,S , Γi,D and Γi,N are H N−1-measurable subsets of Γ , and Γi,D has positive H N−1-measure (i = 1, . . . ,m).
Problem (P1) with m = 1 arises in the model of ﬂows in a partially saturated porous medium, with Γ1,S ,Γ1,D and Γ1,N
referring to the parts of the boundary in contact with the atmosphere, the reservoirs and the impervious layer, respectively.
Also, the given function p1 on the boundary refers to the pressure in the reservoirs on Γ1,D , and to the atmospheric
pressure on Γ1,S . Note that (P1) with m = 1 is derived by applying the Kirchhoff transformation to the continuity equation
for saturation inﬂows subjected to the linear Darcy’s law. For such a transformation, we refer to [3,16], for instance.
Many mathematician studied Problem (P1) with m = 1, i.e., a single equation. For instance, Hornung [9] showed
the existence-uniqueness of solutions to (P1) with m = 1, a1(x, s,∇u) ≡ ∇u1 and time-independent boundary data (i.e.,
p1(t, x) ≡ p(x)) by using a regularization process and L1-contractiveness of solution semigroup. Also, Kenmochi and Pawlow
[15,16] reﬁned and extended the result in [9] to time-dependent mixed boundary obstacle problem by using time-dependent
subdifferential theory.
In the case when m  1 and a(x, s, p) is strictly elliptic in p, the system (P) was studied by Alt and Luckhaus [3] for
the Dirichlet–Neumann boundary condition. However, in the case m > 1 there is no results of Problem (P1) for a system of
quasilinear elliptic–parabolic equations with Signorini–Dirichlet–Neumann type mixed boundary constraints.
Now, we apply the main result (Theorem 2.1) to (P1) deﬁning the convex set K (t) in an appropriate manner. Then, we
can get the solvability result of (P1), which includes relevant results in [3,9,15,16]. To do so, we assume (A), (B) and the
following condition:
(D1) p = (p1, . . . , pm) ∈ W 1,2(0, T ; V ) and f = ( f1, . . . , fm) ∈ W 1,2(0, T , H).
Here, for each t ∈ [0, T ] we deﬁne a convex set K 1(t) in V by
K 1(t) :=
{
z = (z1, . . . , zm) ∈ V
∣∣ zi  pi(t) on Γi,S and zi = pi(t) on Γi,D for i = 1, . . . ,m}.
Then, for each i = 1, . . . ,m, we see from (6.1)–(6.4) that the following variational inequality holds
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bi
(
u(t)
)
t,ui(t) − zi
)+ ∫
Ω
ai
(
x,b
(
u(t)
)
,∇u(t)) · ∇(ui(t) − zi)dx

(
f i(t),ui(t) − zi
)
for all z = (z1, . . . , zm) ∈ K 1(t) and t ∈ (0, T ).
In light of the above inequality, we infer that Problem (P) is the weak variational formulation of (P1), with u := (u1, . . . ,um),
b(u) := (b1(u), . . . ,bm(u)) and
a(x,w,∇u) := (a1(x,w,∇u), . . . ,am(x,w,∇u)) for x ∈ Ω , w ∈Rm and u ∈ V .
In order to apply Theorem 2.1, we have only to check (K1) and (K2). To show (K1), put z˜ := z − p(s) + p(t). Then, we
have z˜ ∈ K 1(t) if z ∈ K 1(s). Moreover, we get
|˜z − z|V =
∣∣p(t) − p(s)∣∣V 
t∫
s
∣∣p′(τ )∣∣V dτ . (6.6)
Also, let A be a potential function of a. Then, by (A), for w ∈ H we have∫
Ω
A(x,w,∇ z˜ )dx−
∫
Ω
A(x,w,∇z)dx
=
∫
Ω
1∫
0
d
dξ
A
(
x,w,∇(z + ξ(p(t) − p(s))))dξ dx
=
∫
Ω
1∫
0
a
(
x,w,∇(z + ξ(p(t) − p(s)))) · ∇(p(t) − p(s))dξ dx
 C1/21
(|Ω|1/2 + |w|H + |z|V + 2|p|L∞(0,T ;V ))∣∣p(t) − p(s)∣∣V . (6.7)
From these inequalities, we see that (K1) holds with
α(t) = (1+ C1/21 )(1+ |Ω|1/2 + 2|p|L∞(0,T ;V ))
t∫
0
∣∣p′(τ )∣∣V dτ for all t ∈ [0, T ].
Condition (K2) is also veriﬁed by noting that Γi,D has positive H N−1-measure (i = 1, . . . ,m) and by using the Poincaré
inequality. Therefore, we can apply Theorem 2.1 to Problem (P1), and hence we get the existence of solutions to (P1) with
b(u)(0) = b(u0) for each u0 ∈ K 1(0).
Remark 6.1. There are a lot of mathematical methods of analyzing a single elliptic–parabolic equation or its system like (P1)
(e.g., time-discretization, penalty method, mild solutions, renormalized solutions and so on). By applying our main The-
orem 2.1, we can get the strong solutions to (P1) and its estimates (cf. (5.36)), which is our advantages in studying the
regularity of solutions and our future problems (e.g., the large-time behavior of solutions, existence of time-periodic solu-
tions and time-periodic stability to (P1)).
Remark 6.2. As a very special case of (P1) with m = 2 and bi(u1,u2) = bi(u1 − u2), we can apply Theorem 2.1 to the
following regularized system of an oil and water problem:
bi(u1 − u2)t − ∇ ·
(∇ui + ki(b1(u1 − u2))ei)= f i(t, x) in (0, T ) × Ω,
b1(u1 − u2) + b2(u1 − u2) = 1 in (0, T ) × Ω,
with Signorini–Dirichlet–Neumann type mixed boundary conditions and initial conditions (cf. (6.2)–(6.5)). Here, i = 1,2;
ei is a vector in the xN -direction; and the functions f i are given. In physical applications, Ω is a porous medium; the
indices 1 and 2 relate to the two ﬂuids: water and oil; bi stands for the saturation; ui is the hydrostatic pressure; and ki is
the hydraulic conductivity. For the relevant works of an oil and water problem, we refer to Kružkov and Sukorjanskii˘ [20],
Kroener and Luckhaus [19], and Alt and Di Benedetto [1,2], for instance.
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In this subsection, we consider two interior obstacle problems: time-dependent Gibbs simplex and time-dependent dou-
ble obstacle.
We ﬁrst consider the following interior obstacle problem with time-dependent Gibbs simplex:
Problem (P2).
u(t) ∈ K 2(t) =
{
z = (z1, . . . , zm) ∈ V
∣∣∣∣ zi  gi(t), i = 1, . . . ,m,and ∑mi=1 zi  1 a.e. in Ω
}
, 0< t < T ,(
d
dt
b
(
u(t)
)
,u(t) − z
)
H
+
∫
Ω
a
(
x,b
(
u(t)
)
,∇u(t)) · ∇(u(t) − z)dx

(
f (t),u(t) − z)H for all z ∈ K 2(t) and t ∈ (0, T ),
b
(
u(0)
)= b0 in Ω,
where m 1 is a positive integer, u = (u1, . . . ,um), b(u) = (b1(u), . . . ,bm(u)), f is a given function in W 1,2(0, T ; H) and b0
is given initial data. Also, a = (a1, . . . ,am) : Ω ×Rm × (RN )m → (RN )m and b = (b1, . . . ,bm) :Rm →Rm satisfy the conditions
(A) and (B), respectively.
The constraint imposed by convex sets such as K 2(t) arises in many mathematical models of physical phenomena. In fact,
the time-independent obstacle case gi(t) ≡ 0 appears in the Frémond model of shape memory alloys (cf. [6]), irreversible
phase change model (cf. [7]) and so on. Recently, Kubo and Kumazaki [17] consider a system of evolution equations with
the time-dependent obstacle case. Note that in [6,7,17], parabolic equations were considered. So, it is worthy of considering
Problem (P2) since (P2) is a system of elliptic–parabolic variational inequalities with time-dependent interior obstacle of
Gibbs simplex.
Assume the conditions (A) and (B). Also, for the obstacle functions, we suppose that
(D2) g = (g1, . . . , gm) ∈ W 1,2(0, T , V ) such that gi(t) 0 a.e. in Ω for all t ∈ [0, T ] and i = 1, . . . ,m. Moreover, there exists
G0 ∈ V such that
m∑
i=1
gi(t) = G0  1 a.e. in Ω , for all t ∈ [0, T ].
Clearly, Problem (P) is the weak variational formulation of (P2). Then, we easily show (K1) by putting z˜ := z− g(s)+ g(t) for
z ∈ K 2(s) (cf. (6.6)–(6.7)). Condition (K2) is also veriﬁed by (D2). Therefore, we can apply Theorem 2.1 to interior obstacle
problem (P2) with time-dependent Gibbs simplex, and hence we get the existence of solutions to (P2) with initial data
b(u)(0) = b(u0) for each u0 ∈ K 2(0).
Finally, let us consider the interior double obstacle problem, denoted by (P3), which is one replacing K 2(t) with the
following convex set K 3(t) in Problem (P2):
K 3(t) =
{
z = (z1, . . . , zm) ∈ V
∣∣∣∣ g∗,i(t) zi  g∗i (t) a.e. in Ω,i = 1, . . . ,m
}
, 0< t < T .
The constraint imposed by K 3(t) also arises in many mathematical models of various nonlinear phenomena. In fact,
the double obstacle problems appear in problems in thermohydraulics (cf. [8]), phase change problems (cf. [14]) and so
on. In [8,14], the single equation with interior double obstacle was studied. However, there is no result of a system of
elliptic–parabolic variational inequalities with time-dependent interior double obstacle constraints.
Now, we consider Problem (P3). Assume the conditions (A) and (B). Also, for the obstacle functions, we suppose that
(D3) g∗ = (g∗,1, . . . , g∗,m) and g∗ = (g∗1, . . . , g∗m) are functions in W 1,2(0, T , V )∩W 1,2(0, T ; [L∞(Ω)]m)∩[L∞((0, T )×Ω)]m .
Moreover, there is a constant G1 > 0 such that
g∗i − g∗,i  G1 a.e. on (0, T ) × Ω (i = 1,2, . . . ,m).
Clearly, Problem (P) is the weak variational formulation of (P3). Now, we show (K1). To do so, put z˜ := (˜z1, . . . , z˜m) by
z˜i :=
(
zi − g∗,i(s)
) g∗i (t) − g∗,i(t)
g∗(s) − g (s) + g∗,i(t), ∀i = 1,2, . . . ,mi ∗,i
M. Kubo et al. / J. Math. Anal. Appl. 387 (2012) 490–511 511for z = (z1, . . . , zm). Then, we easily see that z˜ ∈ K 3(t) if z ∈ K 3(s). Also, by calculations similar to [25, Lemma 5.1], we can
check (K1). Condition (K2) is easily checked by (D3). Therefore, we can apply Theorem 2.1 to Problem (P3), and hence we
get the existence of solutions to interior double obstacle problem (P3) with initial data b(u)(0) = b(u0) for each u0 ∈ K 3(0).
Remark 6.3. The method of the present paper is the same spirit as in Kubo and Yamazaki [18] and Kubo and Kumazaki
[17] of time-dependent subdifferential theory (cf. Kenmochi [10,11], Shirakawa [24]). But here we introduce some necessary
modiﬁcations in order to handle elliptic–parabolic doubly nonlinear structure of equations in the form of the approximate
problem (see (CP)ε,λ) and in deriving uniform estimates (see proof of Lemma 4.6). Also, our main Theorem 2.1 can be widely
applied to mathematical models of nonlinear phenomena.
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