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P R E FA C E
Particle physics is remarkably well described by the Standard
Model (SM) up to the energies probed so far [1]. However there
are both experimental and theoretical motivations which point
towards physics beyond the Standard Model.
From the experimental side few but important phenomena
appear presently to deviate from the predictions of the SM. The
existence of dark matter [2], non-interactig matter which con-
stitues 80% of the mass of the Universe, is certainly one of the
most striking. The origin of mass itself is difficult to be explained
until the Higgs mechanism is experimentally proven. Moreover
the nature of neutrinos, which are experimentally massive, is not
consistent with SM hypothesis and is added a posteriori to it.
All of these problems appear to be related to particles mass,
and also from the theoretical point of view, most of the prob-
lems of the Standard Model, often referred to naturalness, hier-
archy and fine-tuning, depend essentially on the enormous dis-
tance between the SM typical energy scales and the Plank scale
MP = (8piGNewton)
−1/2 = 2.4 · 1018 GeV, i.e. when the gravita-
tional force becomes non negligible in particle interactions. These
problems are essentially connected by how the various theory
parameters vary with the energy scale. Since a parameter, i.e. the
Higgs mass, varies unnaturally with the cut-off energy at which
the theory is though to be valid, a fine-tuning of the parameters is
needed in order not to have divergences; and if the SM is valid
up to the Plank scale, then clearly there is a strange hierarchy
between the scale of most physics (electroweak scale) and the one
of gravitation.
These experimental and theoretical problems, which motivate
the search for physics beyond the Standard Model, can be re-
garded as more fundamental and philosophical questions. Is it
possible (and expectable) that exists one single theory to describe
all possible interactions in the whole energy range? Is it realistic
that this theory has a phenomena scale condensed in few orders
of magnitude while decoupling other phenomena (e.g. gravity) to
completely different scales and nothing else lies in between? Or
is it instead more natural to expect unknown phenomena to be
more deeply complex as the knowledge proceeds in an infinite
deepening.
vii
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We do not try to give answers to these questions in this work
since they are beyond the reach of present experimental and
theoretical physics, but we keep them in mind to understand the
limits of each effective theory, Standard Model included.
Also in the low energy regime problems with the Standard
Model are present. Particle interactions within the Standard
Model are described as gauge field theories, describing processes
calculable with perturbative methods as far as the couplings are
small. However strong interactions are described by couplings
which increase at low energies, preventing the perturbative ap-
proach. Hence the low energy phenomena involved in particle
production are far from being well described by the Standard
Model.
High energy physics, and proton-proton scattering in particu-
lar, is therefore an important laboratory for the search for new
phenomena and the comprehension of the known ones. The Large
Hadron Collider (LHC) at CERN is presently providing proton-
proton collisions at the highest energy ever reached on earth,
with an energy in the center of mass of
√
s = 7 TeV, foreseen
to be further increased in 2011. Besides having access to a new
energy scale, thanks to the high luminosities reached, also very
rare phenomena can be studied so that the LHC is one of the best
machines to the study particle physics at present days.
The LHCb experiment is one of the main experiments tak-
ing data at LHC. It has been designed mainly for the study
of b-hadrons physics, from precise measurements of CP viola-
tion to study of rare decays. The work during my Ph.D. started
considering B0 rare decays and the perspectives of the LHCb
experiment for the search of new physics in these processes.
Studies on the possible searches for the B0s → µ+µ− decay were
made but a more complete study was carried out on the radiative
B0s → µ+µ−γ decay and was recently summarised in an LHCb
public note [3]. These studies performed on Monte Carlo sim-
ulations foresaw one year of data taking at the nominal LHC
design conditions: pp collisions
√
s = 14 TeV with a luminosity
L = 2 · 1032 cm−2s−1. In parallel we started analysing also charm
rare decays, and in particular the D0 → µ+µ− decay.
In November 2008 the first protons started to circulate in the
LHC; unfortunately after few days of commissioning an accident
in one of the magnets caused a serious damage to the machine.
This required almost one year of stop for fixing and commission-
ing. First proton-proton collisions were delivered by the LHC
in December 2009, but in order not to risk further damages to
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the machine, the 2010 data taking energy was set to
√
s = 7 TeV;
modifications to the machine will be required before rising the
energy up to the design values.
This delay is reflected in this thesis which could exploit less
than one year of data taking and with low luminosity. Indeed
the 2010 data taking run was ended by the LHCb experiment
with LInt = 37.7 pb−1 of recorded integrated luminosity, mostly
collected in September and October 2010.
With the first part of these data, taken with very loose trigger
requirements, proton-proton collisions could be studied in an
unbiased way.
This work is focused on the study of the production ratios of
strange hadrons in proton-proton collisions, which give infor-
mation on the non-perturbative phenomena involved in particle
production and hadronisation, and on the transport of the ini-
tial state information, as the baryon number, to the final state
particles. Moreover we consider a study of the polarisation of Λ
particles produced at high energies, important for the compre-
hension of spin interactions in this regime.
On the other side we also report a preliminary study for
searches of the rare decay of the charmed meson D0 into two
muons (D0 → µ+µ−), whose decay rate could be enhanced in
new physics scenarios by several orders of magnitude with re-
spect to Standard Model predictions.
The material in this thesis is organised as follows. In Chapter 1
we give a theoretical introduction on the strange hadrons pro-
duction in proton-proton collisions and on their importance in
high energy physics for the comprehension of strange quark pro-
duction and hadronisation. A brief review of phenomenological
models is given and predictions from Monte Carlo simulations
are shown. The predictions of theoretical and phenomenological
models on the polarisation of Λ baryons are subsequently de-
scribed, with a focus on the ones of particular interest in high
energy proton-proton collisions.
Afterwards we discuss in the same chapter the theoretical inter-
est for rare charm decays and in particular for D0 → µ+µ−
searches. The Standard Model prediction and possible New
Physics contributions are reviewed in order to present the impor-
tance of this process for the possible indirect discovery of new
phenomena.
The work for this thesis was developed within the LHCb collab-
oration, the LHCb experiment and detector is therefore described
in Chapter 2. A brief description of the various subdetectors is
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given and the expected and measured performances are sum-
marised.
In the second part of this work we describe the different
measurements performed in pp collision data. In Chapter 3 we
present a measurement of the production of V0 particles in pp
collisions both at
√
s = 0.9 TeV and 7 TeV. The analysis method
is described and results for the Λ¯/Λ and Λ¯/K0S production ratios
are shown. Close attention is put in the discussion of possible
systematic uncertainties, in particular in relation with detector
properties.
Following the same analysis of Λ particles, we also discuss a
measurement of the Λ and Λ¯ polarisation. The analysis details
and preliminary results are presented in Chapter 4.
The studies for the search of the D0 → µ+µ− decay are re-
ported in Chapter 5. After discussing the developed analysis
strategy, we consider some studies performed on Monte Carlo
simulations of pp collisions at
√
s = 10 TeV, energy at which the
protons where expected to collide in 2009 when this study was
performed. While a complete study to measure the branching
ratio or its upper limit is not yet completed, we present some
preliminary studies on the background for this measurement
as obtained in pp collisions at
√
s = 7 TeV and give qualitative
estimates of prospects for the possible results.
For each of these measurements we give some final remarks
on the respective chapter, while a general outlook of this thesis
will be summarised in the Conclusions.
Part I
I N T R O D U C T I O N

1
T H E O R E T I C A L I N T R O D U C T I O N
Experiments at the LHC, colliding protons at high energies, have
the potential to explore both the limitations of the Standard
Model. On one side there is the non perturbative regime of the
QCD, which, while is well established on a pure theoretical
ground, it lacks of a good understanding of its phenomenology
where the perturbative expansion is no longer applicable. LHC
can then be exploited, owing to his copious number of soft events,
to understand the phenomenology, tune the Monte Carlo gener-
ators and test different models. On the other side there are the
limitations of the Standard Model on the high energy regime, in
particular in very rare phenomena, where contribution of New
Physics can be as important as the SM one revealing a brand new
field of Particle Physics.
The rest of this chapter is organised as follows: first we will
give a brief introduction on the general landscape of high energy
proton-proton interactions (§1.1), to concentrate afterwards on
strange quark production and hadronization (§1.2) and the predic-
tions for meson to baryon production ratio, baryon asymmetry
and polarisation; finally we will move on the other side of the SM
and study charm rare decays which can be exploited to reveal
hints of physics beyond the Standard Model.
1.1 high energy proton proton interactions
Proton proton collisions are very complex interactions mainly
phenomenologically described by current theories. Being the
protons of a composed structure, the elementary interactions
must be described in terms of partons, quark and gluons. In this
section we give a description of how proton-proton collisions are
thought to happen, dividing the whole process in different stages
which are often described by complementary phenomenologies,
lacking of a complete and coherent theoretical comprehension.
The following description is built in a roughly temporal order
baring in mind that, being this type of interactions intrinsically
of quantum-mechanical origin, this is just a convenient way to
explain them rather than a real succession of separated events.
3
4 theoretical introduction
At the first stage there are the two incoming hadrons, protons
in this case, which are brought to collision with a certain energy.
As already said, they can be viewed as a collection of partons,
of which the constituent quarks (uud) are only a probabilistic
majority and not the only component.
The main interaction is then due to two partons, one from
each side, which interact in one of the allowed modes of the
Standard Model (or of the considered New Physics scenario),
e.g. ud → ud, ug → ug, ud¯ → W+ etc. Obviously most of
the collisions are elastic, diffractive or so soft to have only little
physics interest. Interesting events, instead, usually start with a
hard parton interaction which can yield either short-lived massive
resonances (W±, top, Higgs bosons, etc) or other (light) partons.
The decays of massive resonances are usually considered to be
included in the “hard” part of these interactions, as the quantum
numbers are correlated and propagated to their final states. The
other partons produced will give rise to hadrons, trough the
hadronization process, which will be described later on.
As far as the the parton hard scattering is concerned, acceler-
ated colour charges are involved so that it is natural to expect
some (strong) bremsstrahlung radiation to be emitted. Usually
this kind of process is referred to as Initial State Radiation (ISR) if
coming from the incoming partons, or Final State Radiation (FSR)
if from the outgoing partons. In order to understand the source
of this radiation, rather than the bremsstrahlung picture, is more
significant to look at it from another point of view. Consider the
participants to the hard scattering, the harder it is the smaller is
the considered space region and consequently time interval so
that the partons must be (by the uncertainty principle) farther
away far from their mass shell. However initial and final state
partons must be on-shell so that the transition to off-shell is as-
cribable to the initial and final state radiations, which for this
reason are often described as space-like and time-like showers
respectively.
The FSR can be depicted as a succession of branchings from the
outgoing parton which leads to the emission of softer and softer
gluons until the typical energy of soft QCD is reached where
this kind of description no longer holds. The ISR, instead, can
be described as a specular process where the emitted gluons are
harder and harder until the core of the hard scattering takes place.
Clearly these gluons are virtual and they can be effectively realised
into final state partons only at this level; if no hard scattering
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occurred this virtual shower would be adsorbed by the same
parton.
So far we have treated only one parton-parton interaction.
However, being the protons built of a multitude of partons, more
than one parton per side can take active part to the collision.
Multi-parton Interactions are then usually considered in proton-
proton interactions and are useful to explain the experimental
data so far.
MPI is not to be confused with pile-up events, where more than
one proton-proton interaction is involved; this case can be usu-
ally described by treating each of the proton-proton interactions
independently.
At this point we are left with the partons created in the previ-
ous steps. The evolution of the partons from this stage to the final
hadrons is the most difficult part to describe from the theoretical
point of view, as it involves mainly soft quark and gluon interac-
tions, which are very far from the perturbative regime of QCD.
Hence models have to be introduced to explain this evolution in
a phenomenological fashion rather than from first principles. A
common idea of these models is to describe the confinement by a
field which grows linearly with the distance of the partons and
matches opposite colours between quark pairs and with gluons
(considered simply as colour anti-colour pairs). Eventually this
field can break, if the partons moving away have sufficient energy
and the colour field is then screened by the formation of another
quark pair. This sequence is repeated until the momentum of
the outgoing partons is not enough to break this field and only
quark pairs (or triplets) are present and constitute the final state
hadrons. This process, called hadronization, is rather complicated
and will be treated separately in more detail in §1.2, in particular
concerning strange quarks. Clearly the distinction between final
state interaction and hadronisation is rather subtle and relays
mainly in the amount of transferred momentum per interaction.
The final stage of this type of events is represented by final
state particles: while this is not really part of the proton-proton
interaction all the experimental data are formed by the revela-
tion of these (almost) stable particles. In particular, some of the
hadrons formed in the hadronization process and most of the
heavy particles produced in pp interactions (e.g. Z0, τ etc) usually
decay before encountering any particle detector and only their
decay products are detected. Only electrons, photons, muons and
some of the hadrons have a lifetime sufficiently long to reach
some detectors, but this depends obviously on the principal decay
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type (stable, electromagnetic, strong or weak) and on the Lorentz
boost.
Being all the experimental data obtained at this level, it is easy
to see that the experimental study of these processes will be
done in the opposite direction. Experimentally unstable hadrons
are reconstructed from the final state particles up those coming
directly from the primary interaction; the hard processes can be
inferred from a comparison of the predictions of different models
on the final states with the experiment.
This introduction is important to understand that while the
final states particles and the particles from which they have
decayed can be studied in a very detailed way, having all the
necessary information available, the partons from which they
originate and their interactions can be studied only indirectly
due to confinement, both in initial state interactions and inside
final state hadrons.
1.2 strange hadrons production
Within this work we will be interested in strange quarks pro-
duction. Since strange quarks are not valence quarks of initial
state of proton-proton collisions they are very well suited to test
quark production mechanism and hadronization. Contrary to
heavier quarks (c, b, t) strange quarks can be produced both in
the hard interactions and in the hadronization phase. Moreover
their constituent mass is comparable with the scale at which the
perturbative and non-perturbative regimes of the QCD are usu-
ally divided (ΛQCD) so that strange quarks production explores
the non-perturbative regime of QCD.
We will first consider the production of strange quarks from
the point of view of perturbative QCD (§ 1.2.1) and then re-
view some basic concepts of the production of strange quarks in
hadronisation (§ 1.2.2).
As far as strangeness production is concerned, of interest for
this work are the following observables, which will be used from
the experimental point of view in § 3 and § 4:
• Λ¯/Λ production ratio1, or Λ baryon production asymmetry,
defined as
Λ¯/Λ =
σ(pp→ Λ¯X)
σ(pp→ Λ¯X) (1.1)
1 For convenience we will indicate here and in the following the production
ratios with the particle names ratios.
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which is here defined just for the integrated cross-section
but in practise is often referred to as ratio as a function of a
particular variable and hence differential cross-sections are
used.
• Λ¯/K0S production ratio, or baryon over meson suppression,
analogously defined as
Λ¯/K0S =
σ(pp→ Λ¯X)
σ(pp→ K0SX)
(1.2)
• Λ polarisation, or Λ spin asymmetry, which will be defined
in detail in § 1.2.6.
The theoretical and Monte Carlo predictions for these observ-
ables will be presented in § 1.2.3, 1.2.4, 1.2.6 respectively.
1.2.1 Strangeness production in pQCD
Within the naive picture of pp interaction we have described
above, the strange quark production can occur at various levels.
In this section we analyse the production of strange quarks from
the perturbative QCD point of view.
We consider the process
p+ p→ Λ+X (1.3)
as an example for strangeness production. If we restrict ourselves
to the region of this reaction were the perturbative expansion of
QCD is valid (e.g. pT > 1 GeV/c) so that collinear factorisation
[4] becomes applicable we can derive the cross-section of this
process.
Here, we follow the derivation in Ref. [5] and write this cross-
section as
dσ =
ECd
3σpp→ΛX
d3PΛ
=
∑
a,b,c,d
∫
dxadxbdz
piz2
fpa(xa)f
p
b(xb)sˆδ(sˆ+ tˆ+ uˆ)×
×dσˆ
ab→cd
dtˆ
(xa, xb, z)DΛc (z), (1.4)
which is written in terms of dσˆ
ab→cd
dtˆ
, i.e. the cross-section of the
subprocess ab → cd at the parton level; fpa,b(xa,b) the parton
distributions in the two protons with Bjorken variables xa,b and
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DΛc the fragmentation function for the parton c into the produced
Λ with energy fraction z of the incoming quark c. In Eq. (1.4) we
indicate with sˆ, tˆ, uˆ the parton level Mandelstam variables.
As factorisation theorem states and is clearly understand-
able from Eq. (1.4) in this approach all the long-distance non-
perturbative contribution to the production of a final-state hadron
are hidden in the fragmentation function. Fragmentation functions
can be extracted from experimental data, e.g. considering the
same reaction of Eq. (1.3) but with e+e− in the initial state, but
can also be parametrised in terms of the parton distribution func-
tions [5]. In both cases the quark content of the fragmentation
functions is thought it can be probed by the study of hadron
production asymmetries [5, 6].
1.2.2 Hadronization
We refer to the hadronization process for the phase between
the hard hadron interactions, where partons are essentially free,
given the high energy involved, and the final state where the
partons are confined within hadrons of typical 1 GeV mass scale.
As far as QCD is concerned the hadronization is a process
intrinsically non perturbative since it deals with energies of a few
GeV. Therefore at present only phenomenological models give a
successful descriptions. In particular, the two approaches mostly
used are: string fragmentation [7, 8] and cluster fragmentation
[9].
1.2.2.1 String fragmentation and the Lund model
While non-perturbative QCD is not solved, a successful approach
to this type of studies is lattice QCD, where the evolution of
partons is simulated completely but in a discretised space-time.
These studies suggested that confinement is produced by a colour
dipole field extending between a pair of partons and the energy
stored therein increases linearly with the separation (ignoring the
short-distance Coulomb potential).
Starting from such a linear confinement, the string model [7,
8] is capable to describe the production of quark pairs. If one
considers two already produced partons (e.g. in a hard process)
which start to recede from each other, the linear dipole field can
be depicted as a colour flux tube stretched between the quark and
the anti-quark. This description considers a flux tube of a typical
hadron transverse size (1 fm) and uniform along its length which
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leads naturally to a linearly rising potential. Its dynamics can
be described in a Lorentz covariant way considering a massless
string with only the longitudinal degree of freedom. In particular,
the amount of energy per unit length can be derived from hadron
spectroscopy to be of the order κ ≈ 1GeV/fm.
The assumption of a uniformity in the force field will also
include the property that there are no concentrations of energy,
transverse momentum or angular momentum along the field. The
total energy stored in the string increases with the distance of
the two quarks q and q¯, this energy will be eventually enough to
produce a second pair q′q¯′, breaking the primary string.
Within such field massive qq¯ pairs (of mass µ) cannot be pro-
duced in a single space-time point. Classically they must be pro-
duced at a distance 2l apart so that the field energy in between
can be used for the mass production, so that
k · 2l = 2µ (1.5)
Hence the process is intrinsically of quantum mechanical nature
[8].
The generation of quark pairs from string breaking is described
in the Lund model as a quantum-mechanical tunnelling process
in a linear potential. Simple calculations show that the tunnelling
probability is inversely proportional to the quark constituent
masses:
|M|2 ∝ e−(piµ2/κ) (1.6)
leading to the suppression of heavy quarks production; in partic-
ular the proportion between different quark flavours is
u : d : s : c ≈ 1 : 1 : 0.3 : 10−11 . (1.7)
Charm and heavier quarks are therefore not expected to be pro-
duced in hadronization even if they can take part in this process
as the first quark pair, produced in the hard scattering.
After the first breaking the colour field will be stretched be-
tween the two colour singlets states qq¯′ and q¯q′. Each of these
pairs can start a process of string break-up as the one described
which can be repeated until each quark anti-quark pair has the
mass of an hadron.
The process described shows the production of mesons; the
production of baryons within this model is simply explained by
replacing the production of a quark pair by the production of
a di-quark pair in a colour triplet state [10]. The production of
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baryons is then suppressed with respect to mesons simply by the
larger mass of the di-quark pair compared to the quark pair.
A rather more complicated approach for baryon production
with respect to this di-quark picture is called pop corn [11]. In this
model di-quarks are never produced at once, but rather baryons
appear from the production of different qq¯ pairs. Assuming that
the original qq¯ pair is red anti-red coloured, i.e. rr¯, the string
stretched in between will usually generate rr¯ quark pairs, but
occasionally a green anti-green (gg¯) quark pair can be generated.
This new q′q¯′ pair will not feel any net colour field and hence
will not be able to gain energy (for the meson mass) from the
field. However, the colour field between q′ and q¯′ will be bb¯ on
average so that a third quark pair (q′′q¯′′ can be generated. In
this way two baryons are produced. More complex generation
patterns with also a meson in between are also possible. Moreover
this pop-corn picture is not alternative to the di-quark previously
described and the two can be often used as complementary.
1.2.2.2 Cluster fragmentation
An alternative way of explaining the hadronization process is
referred to as cluster fragmentation [9].
The central idea is the formation, at the end of the perturbative
phase of jet development, of colour singlet clusters of partons,
which subsequently decay to hadrons. The dominant colour index
structure can be represented in a planar form as depicted in
Fig. 1 which starts from the partons already produced in the hard
interaction.
It is assumed that a non-perturbative low q2 enhancement
of the splitting g → qq¯, which is relatively uncommon in the
perturbative branching process, cause all the gluons to be split
in quark pairs. Adjacent index pairs form colour singlet clusters
represented by the blobs in Fig. 1 provided the two indices asso-
ciated with each gluon are dynamically separated. Typically qq¯′
colour singlets are formed from quarks coming from adjacent
shower branches, therefore they tend to have small masses. In
this model, a cluster is completely characterised by its total mass
and flavour content while its internal structure is ignored. The
decays of clusters are then treated like a two body decay of a
resonance, taking into account, for the final states, just of the
density of states, including spin degeneracy but ignoring spin
correlations (phase space decay).
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Figure 1.: Colour structure of an event as represented in the cluster frag-
mentation model. The blobs represent colour singlet clusters
which are the basis of the hadronisation process described in
the text.
Hence note that the dynamical suppression of strange particle
or baryon production in cluster decay comes entirely from the
resonance spectrum via the reduction of phase space for these
channels.
This model gives a compact description of the whole hadroniza-
tion process with few input parameters, however in order to
explain the break-up of larger clusters it needs to incorporate
some string-like concepts in order to explain the decay along the
string direction.
1.2.2.3 Strange particle production in hadronization
Strange particle production offers good handles to understand
the hadronization phenomena and hence the confinement phase
of strong interactions.
The principal feature of strange quarks production is its sup-
pression with respect to u and d type quarks. This suppression
is related to the energy density in the colour field: within the
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Lund model it is therefore useful to measure it as the “string”
constant κ of Eq. (1.5). The “cluster” model explanation of this
suppression is instead attributed directly to the available density
of space in the cluster decay, which is of course diminished for
an ss¯ final state. The two explanations, are indeed very similar as
they explain strange-quark suppression as a kinematic process
rather than a dynamical property of strong interactions.
Moreover, the suppression of strange quarks give the possi-
bility to explore the hadronization phase in a more direct way:
while pions are produced copiously in high energy interactions,
typically just one or two pairs of strange particles are present.
Hence strangeness quantum number allows to label final state
particles and explore their correlations: the distribution in the
phase space of correlated strange hadrons gives a measurement
of the momentum transfer in the confinement process.
The importance of strange particles in hadronization is also
due to the fact that, while among the final state pions a large part
can come from resonance decays (e.g. ρ → pipi), the secondary
production of strange hadrons is less important, being due to
higher mass quarks or to other (primary) strange hadrons.
The production of strange baryons is also an important subject
since the hadronization into baryons is more delicate to include in
the models mentioned. Finally the polarisation of strange baryons
is a fundamental probe of the way strange quarks are joint to
other quarks in the hadronization phase.
1.2.3 Strange baryon production asymmetry
In order to understand the production mechanism of strange
particles it is often convenient to study production ratios rather
than absolute cross-sections. This because either from the experi-
mental and the theoretical point of view, the description of ratios
is much more clean, cancelling out most of the common features.
The asymmetry between Λ and Λ¯ production plays indeed a
very important role in this field. At a very superficial level the
production asymmetry in pp collisions can be easily understood:
incoming particles are hadrons which carry much more partons
than anti-partons so that the creation of a Λ particle requires
just an s quark to be produced while the Λ¯ requires an u¯ and d¯
besides the s¯ quark. So if the strange quarks are mostly produced
in ss¯ pairs it is clear that an asymmetry must come from the
energy needed to produce the other anti-quark needed in the Λ¯
case and not in the Λ one. This naive picture is often referred to
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Figure 2.: Λ¯ production asymmetry in proton proton collisions (left) as
a function of the Feynman’s x and (right) as a function of
p2T as obtained in perturbative QCD calculations of Ref. [5].
Theoretical predictions are compared with data from fixed
target pp collisions from the E769 collaborations [12].
(especially when talking about heavier quarks) as Leading Particle
Effect, where the final state particles keep trace (in a statistical
manner) of the initial state hadrons.
From the QCD point of view [5], as described in § 1.2.1, the
Λ production asymmetry is due to various factors. First of all
the content of the initial state hadrons, through the parton dis-
tribution functions, is different for the Λ¯ (u¯d¯s¯) with respect to
the Λ (uds). Secondly the fragmentation can be different and
in particular for the Λ¯, mostly sea quarks contributions must
be advocated. Predictions for the Λ-Λ¯ production asymmetry
obtained with the model of Ref [5] are shown in Fig. 2 and com-
pared with data from the E759 Collaboration taken by colliding a
250 GeV proton beam to a liquid hydrogen target [12]; note that
the convention adopted for the asymmetry is different from the
one of Eq. (1.1) which we will use experimentally, namely the
asymmetry is defined as
A(xF) =
d3σ/d3pΛ − d
3σ/d3pΛ¯
d3σ/d3pΛ + d3σ/d3pΛ¯
(1.8)
and an analogous formula holds for A(p2T).
The two plots in Fig. 2 show that the asymmetry is more
prominent in the high |xF | region, while at low xF it is reduced.
1.2.3.1 Baryon Number Transport
A similar explanation to the Leading Particle Effect is often de-
scribed in terms of Baryon Number Transport, i.e. the conservation
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of the initial state information to the final state, with particular
emphasis on the baryon number. This concept is more common
in a rather different field in High Energy Physics, namely the
high energy ion collisions. These reactions are thought to be
the tool to discover a new state of matter called Quark Gluon
Plasma, characterised by deconfined quarks and gluons and in
this environment the strange quark production can be used as a
probe.
Some authors suggest that anti-baryon to baryon production
ratios in these collisions could help to distinguish between a
hadron gas and a deconfined plasma of quarks and gluons [13];
we do not describe these processes since we will deal with proton-
proton interactions, which however must be taken as a reference
for the comparison with heavy ion collisions results.
We consider here only the concept of Baryon Number Transport
over various rapidity units in order to measure how the Λ¯/Λ
ratio can probe the mechanism of pp collisions.
The transport of the baryon number from the initial to the final
state particles over various units of rapidity is often related to
the deceleration of the incoming proton and has been subject of
different theoretical approaches [14, 15, 16, 17, 18, 19]. Hence it
is usually measured as a function of the rapidity difference:
∆y = ybeam − ybaryon (1.9)
which in the pp→ ΛX reaction is simply the difference in rapidity
between the incoming proton and the outgoing Λ.
Within the Dual Parton Model [15] the Baryon Number is
carried by the diquark and quark into which the incoming proton
is split. The hadronisation of the diquark into the outgoing Λ
(with the already explained mechanisms) transfers the baryon
number to the latter. However this view is difficult to maintain
when the difference in rapidity is various units; in this case in
fact the incoming proton diquark should loose as a whole a
considerable fraction of its momentum in the collision, which is
rather difficult to justify.
Therefore different other models have been proposed; in par-
ticular according to Ref [14, 16, 20] the baryon number could be
traced by a non-perturbative configuration of the gluon fields.
Within this picture the classical baryon number association with
the valence quark of a hadron would be just a prejudice, which
could be simply shifted to the gluons that hold the hadron to-
gether (often called “string junction”).
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The authors of Ref. [20] suggest that this association is difficult
to be studied by probing the structure of a baryon with hard
interactions since these involve usually one parton at time. The
right processes to be considered to understand this structure
would be then the ones in which the baryon number flow is
separated by the valence quark flow. The baryon production in
the central rapidity region of pp and heavy ion collisions would
be a suitable observable.
Quantitative predictions can made for the baryon production
asymmetry in this kind of interactions by considering topological
QCD expansion and Regge phenomenology which lead to a
baryon number transport suppressed exponentially as a function
of ∆y:
∝ e−(αJ−1)∆y (1.10)
where αJ is a parameter of the considered Regge model.
Hence phenomenologically one would expect to find a sizable
asymmetry at central rapidities depending on the value of αJ.
If the string junction intercept is approximately correspondent
to one meson exchange, αJ ≈ 0, so that the baryon transport
up to high rapidity differences should decrease down to zero,
correspondingly the baryon asymmetry should disappear (i.e.
Λ¯/Λ → 1 for high ∆y); on the contrary if as suggested by per-
turbative QCD αJ ≈ 1, the baryon transport will approach a
certain finite value leading to a residual asymmetry also in the
mid-rapidity region.
Within the LHCb experiment, as we will see in § 2, the mid-
rapidity region is not accessible because of the forward accep-
tance of the detector, however in high energy collisions, large ∆y
intervals are still accessible due to the very high rapidities of the
incoming protons compared with the produced Λ’s. Therefore,
the exponential shape of the baryon number transport versus ∆y
can still be studied as will be presented in § 3.
1.2.4 Strange baryon to meson ratio
A complementary information to the baryon asymmetry can be
obtained through the baryon to meson production ratio which
gives information on the differences in the hadronisation process
into these particle types.
Different models explain the meson and the baryon hadronisa-
tion in different ways. A suppression of the baryons with respect
to mesons is obviously present just for statistical reasons, because
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of the need of one more (valence) quark, and kinematically due
to the higher baryon masses (a lower tunnelling probability in
the string model or a lower phase space in the cluster model).
However, it is important to understand whether this explanations
are compatible with experimental data.
Within heavy-ion collisions the strange baryon over meson
production ratio is used to measure how the size of the colliding
objects influences the hadronisation [21]. In this context data from
pp collisions can be used as a benchmark besides being one of
the data points.
1.2.5 Monte Carlo predictions for strange particles production asym-
metries
Monte Carlo generators [22] simulate the very complex phe-
nomena we have briefly summarised in § 1.1 with the help of
(pseudo)-random numbers and phenomenological parametriza-
tions of the unknown processes.
In the LHCb experiment in particular the PYTHIA [23] package
is used to simulate proton proton collisions; we do not describe
the implementation of this software and refer to the cited paper
for any description.
Here we want just to summarise the current predictions for
the Λ¯/Λ and Λ¯/K0S ratios as obtained with different parametriza-
tions of PYTHIA. In particular we consider the so-called “Peru-
gia” tunes [24, 25]. These settings of PYTHIA have been tuned
using data mostly from LEP and Tevatron experiments, and ex-
trapolated to the LHC energies. The following parameters and
phenomena have been particularly tuned:
• Initial and final state radiation;
• Hadronisation;
• Underlying event;
• Beam remnants;
• Colour reconnections;
• Energy scaling.
for the parametrisation of which inside PYTHIA we refer to
the PYTHIA user manual[23].
Some predictions for the Λ¯/Λ and Λ¯/K0S production ratios have
been obtained with these tunes. In particular we show in Fig. 3
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Figure 3.: Theoretical predictions for the Λ¯/Λ production ratio from
Monte Carlo simulations as obtained using the PYTHIA pack-
age with different tunes [26].
the Λ¯/Λ production ratio as a function of the pseudorapidity (η)
for both
√
s = 0.9 TeV and
√
s = 7 TeV center of mass energy.
The plots on the right are zoomed in the region of interest of the
LHCb experiment. Equivalent plots for the Λ¯/K0S ratio are shown
in Fig. 4.
We do not try to give here a comparison between the predic-
tions of theoretical models with respect to these Monte Carlo
simulations. In fact these two approaches are complementary.
On one side the theory is often disconnected from experimental
considerations while on the other side the Monte Carlo approach
is usually trying to reproduce the experimental results often
forgetting some theoretical prejudices (e.g. colour reconnection).
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Figure 4.: Theoretical predictions for the Λ¯/K0S production ratio from
Monte Carlo simulations as obtained using the PYTHIA pack-
age with different tunes [26].
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1.2.6 Λ polarisation
The polarisation is the preference of a particle, in this case the Λ,
to have the spin oriented along a particular axis. It can be defined,
for Λ production in pp collisions as:
P =
σ↑ − σ↓
σ↑ + σ↓
(1.11)
where σ↑ = σ(pp→ Λ↑X) is the cross-section for the production
of a Λ with spin oriented upwards (with respect to the chosen
axis) or downwards (for the superscript ↓).
Due to parity conservation in strong interactions only a trans-
verse polarisation can arise in high energy hadron-hadron inter-
actions and indeed transversely polarised Λ hyperons have been
detected already long time ago in hadron-hadron collisions [27].
It is usually believed that hard scattering processes, as calcu-
lated in perturbative QCD, could not generate such spin effects;
this is intuitively explainable as particle production at high ener-
gies involving a large number of final states should not have high
coherent interference of amplitudes. In particular lowest order
QCD predicts no polarisation for the Λ with high transverse
momentum (> 5GeV/c) [28].
Various models are then available in order to explain the ob-
served data, each of which essentially attributes the polarisation
to non perturbative effects either in the production or in the
hadronization of the s quark from which the Λ originates.
A big amount of experimental data is available (for a compre-
hensive review, even if not up to date, cf. [27]) and show some
common features:
• Primary Λ (not from other resonances decays) show a sig-
nificant polarisation orthogonal to the production plane, i.e.
parallel to the unit vector:
nˆ =
~pb ∧ ~pΛ
|~pb ∧ ~pΛ|
(1.12)
where ~pb is the momentum of the incident beam. 2;
• The polarisation of Λ is found to be negative while no
polarisation is usually observed for Λ¯.
2 Some authors use the opposite convention, defining nˆ = ~pΛ∧~pb|~pΛ∧~pb| , which by
property of the vector product leads to a minus sign on the final polarisation
results.
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Figure 5.: Scheme of the measured Λ polarisation as a function of pT
for different xF values [29].
• It is independent of the energy of the reaction (
√
s).
• Secondary Λ are usually not polarised.
• It depends strongly on the transverse momentum and in
particular the absolute value rises linearly with pT, for
pT < 1 GeV/c and the slope increases with xF.
• For pT > 1 GeV/c |PΛ| is independent of pT and rises
linearly with xF.
Most of the data on Λ polarisation from pp collisions are consis-
tent with a very schematic view presented in Fig. 5 from Ref. [29].
It shows the Λ polarisation for proton hadron interactions as
a function of pT for different xF values. The figure is obtained
from the compilation of many different experimental results but
represents a reference scheme rather than a fit to them.
In the following will review some models which try to explain
the theoretical origin of the polarisation. We will concentrate
mainly on a semi-classical view and on a very modern approach,
because we want to present the variety of models which are ap-
plicable to this phenomenon rather than furnish a comprehensive
review. For completeness we will briefly summarise the main
aspects of other models without going into details.
For reference, we describe in Appendix B the principles through
which the polarisation can be measured by exploiting the Λ→
ppi− final state angular distributions.
1.2.6.1 Semi-classical model for the Λ polarisation
A qualitative explanation and quantitative estimation of the pro-
duction of polarised Λ in proton proton collision can be given
starting from the Lund model for baryon production. The model
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assumes that the Λ particle is produced from an ss¯ quark pair
produced by string breaking, as explained in §1.2.2, and a di-
quark ud in a spin singlet state. In Ref. [30] the authors assume
that the (ud)0 di-quark comes from the spectators quarks of one
of the colliding protons; however the following derivation is valid
also for di-quarks produced in the hadronization process as far
as they are spin singlets. It can be easily noticed that within this
mechanism the spin of the outgoing Λ is completely determined
by that of the s quark.
It is also assumed that in the breaking of the string the trans-
verse momentum is conserved so that the two quarks are pro-
duced with opposite transverse momentum (kT and −kT ). The
transverse momentum of the Λ is then determined in part by the
di-quark transverse momentum (qT ) but also by the s quark kT .
If the scattering angle is small enough these momenta sum up
directly to give the transverse momentum of the Λ :
pT ≈ qT + kT (1.13)
The condition of small scattering angles is satisfied if one studies
the forward (or backward) region of proton-proton interactions;
this is the case for the LHCb experiment as we will see in the
next chapters.
The two quarks being massive they have to be produced at
a certain distance from each other so that the energy stored
in the field between them can be converted in their masses (cf.
eq. (1.5)). Now it is easy to see that the quark pair will acquire
in this way an angular momentum perpendicular to the plane
given by the string axes and their transverse momentum. In order
to conserve the angular momentum in the whole process the
model hypothesises that the spin of the two quarks compensate
this orbital angular momentum. Thus the polarisation of the
Λ particle is merely due to the correlation between the quark
transverse momentum and its spin.
Quantitatively, assuming as previously κ to be the energy den-
sity stored in the string and be the s and s¯ quarks produced
at a distance l with momenta ~kT and −~kT respectively, energy
conservation leads to the following relation
κl = 2
√
m2s + k
2
T (1.14)
wherems is the effective mass of the s quarks. The orbital angular
momentum is then simply:
L = lkT = 2kT (m
2
s + k
2
T )/κ (1.15)
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pointing along the orthogonal to the plane specified by the
scattering (and string) direction and ~kT .
The angular momentum L is then compensated by the polari-
sation of the quarks Pq; this can be parametrised as:
Pq = L/(β+ L) (1.16)
where β is a convenient parameter to describe the degree of
correlation. Note that different parametrisation can be used with
some common features: rising about linearly with L for small L
values and with a saturation at high transverse momentum.
In order to compute the shape of the Λ polarisation as a func-
tion of pT one has to take into account the distributions of kT and
qT . The s quark transverse momentum distribution as obtained
from the tunnelling effect of the Lund model is usually of the
form:
dP
dkT
∝ e−(kT/σk)2 (1.17)
due to the exponential suppression of the tunnelling process. As-
suming different forms for the distribution of qT the final results
can be computed and are shown in Fig 6. Note that contrary to
our assumed notation, the figures show the polarisation referred
to the axis ~pΛ ∧ ~pbeam and hence have the opposite sign (positive
instead of negative).
1.2.6.2 Λ polarisation from polarised fragmentation functions
Since experimental data suggests that polarisation does not van-
ish at high transverse momentum (pT > 1GeV/c and up to
pT ∼ 4GeV/c) factorisation theorem becomes applicable so that a
better understanding can come from this region where detailed
calculations are more feasible.
In this context it has been proposed that the polarisation of Λ
particles can be studied using polarising fragmentation functions (cf.
[32, 33] and references therein).
As an example, if one considers one of the possible processes
which can contribute to the production of polarised Λ, e.g. qg→
qg the cross-section can be written in the form:
σ ∝ q(x1)⊗ g(x2)⊗ σqg→qg ⊗DΛ/q(z) (1.18)
where q(x1) and g(x2) are the quark and gluon densities in
the first and second proton respectively, σqg→qg is the cross-
section for the bare involved partons, and DΛ/q(z) is the Λ
fragmentation function.
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Figure 6.: The Λ polarisation (P) as a function of the transverse mo-
mentum. The different lines correspond to the central value
and the limits of the predictions given with the Lund model
in Ref.[30] while the experimental data points come from
Ref [31]. The convention for the Λ polarisation is the opposite
to the one adopted in this work.
A Λ polarisation can arise from Eq. (1.18) only from DΛ/q(z).
At leading order it has to be symmetric by parity so that the
polarisation must come from higher orders and should be sup-
pressed as αsmq/
√
s [28]. However if a dependence on the spin
and on kT , the parton transverse momentum, is allowed in the
fragmentation function a polarisation can be present also at the
leading order. The so-called polarising fragmentation function
D⊥1T (kT , z) is then introduced [34].
This approach is promising since at high energies the factorisa-
tion theorem allows to decouple the perturbative initial state from
the non-perturbative fragmentation. The fragmentation functions
have been extracted by fitting them to the existing data [32] with
the restriction of pT > 1 GeV/c to exclude the soft regime. Us-
ing these functions predictions of the polarisation can be made
[32, 33, 35]. In figure 7 the predictions obtained in [32] are com-
pared with data from [36] and good agreement is found.
A drawback is that in order for factorisation to hold, the final
state must have high transverse momentum (pT > 1GeV/c) and,
in order for the polarisation to be sizable, also the longitudinal
momentum must be large (xF & 0.1). These two conditions are
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Figure 7.: Λ polarisation in unpolarised pp collisions as a function of
xF. The predictions of Ref [32] are compared with data from
[36] and good agreement is found.
not always verified in high energy collisions; strange hadrons
production in fact is often present in soft collisions so that the
transverse momentum is usually very low. Moreover being the
collisions in the center of mass system rarely particles have a
considerable portion of the projectile energy.
However continuations of this work in different fields are giv-
ing promising predictions for the measurement of the Λ polar-
isation also at high energy colliders [35, 33, 37] In particular in
[37] the authors suggest that at small xF the polarisation can be
measurable in the pp→ Λ+ Jets+X process. This reaction will
be measurable at LHC in particular in the experiments which
cover the low rapidity region.
As far as the LHCb experiment is concerned some other pre-
dictions show that the Λ polarisation can be very useful also
in the forward region covered by this detector [38, 39]. The au-
thors concentrate on p−A reactions which at high energy should
probe the gluon saturation scale. In particular the forward Λ
production in these reactions is dominated by incoming quarks
with high x which collide with high gluon density in the target.
The pp collisions studied by the LHCb experiment can be taken
as a reference but, being the involved energies so high, also a one
of the possible p−A reactions which could probe this phase. The
authors of Ref [38] make very clear predictions of the way the
polarisation should depend on the transverse momentum and on
xF. In particular |PΛ| should grow with pT up to a certain maxi-
mum and then start decreasing. The position of this maximum is
a measurement of the gluon saturation scale Qs while its height
(i.e. the maximum |PΛ| for a given reaction) depends on xF. These
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Figure 8.: Λ polarisation (PΛ) as a function of the Λ transverse mo-
mentum (lt) as predicted in Ref [38]. Left plots shows the
Λ polarisation for two different gluon saturation scale Qs
values (Qs = 2, 3 GeV) while the plot on the right shows PΛ
as a function of lt at different xF (denoted by ξ in this picture)
values at a fixed Qs = 2 GeV value.
two predictions are reported in Fig. 8 where i can be clearly seen
that as the Qs grows also the peak position in the PΛ versus
pT moves to higher values. Fig. 8 right plot demonstrates that
according to these predictions a non negligible polarisation can
be seen also at very low xF values (denoted by ξ in that picture)
even if the height of the peak starts to be difficult to find due to
the smoothness of the curve.
1.2.6.3 Other models
The models which we have described to understand the polarisa-
tion represent just the semi-classical beginning of this physical
phenomenon explanation and one of the last attempts to explain
it using QCD driven reasoning. However many different models
during the past thirty years have tried to investigate the theoreti-
cal founding of the Λ polarisation. A review of this models can
be found in Ref. [40] and a discussion on the theoretical basis of
some of them is in Ref [41].
In the following we will briefly summarise the main ideas of
this models, without going into details, in order to underline the
variety of possible explanations for such a subtle phenomenon.
recombination model [42, 43] This semi-classical model at-
tributes the Λ polarisation to a Thomas precession effect
due to the acceleration of the s quark in the hadronisation
process. While the qualitative behaviour of the polarisation
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is correctly predicted, the experimental results of PΛ as a
function of xF and pT are not reproduced.
berlin model [44, 45] The main idea is to relate the polarisa-
tion of hyperons to the left-right asymmetries observed in
single -spin hadron-hadron collisions. In particular as the
incoming spin is thought to move towards a preferred direc-
tion the outgoing hadron in these reactions, the polarisation
is thought to come by the preferred direction to which the
Λ is sent. Some quantitative predictions of the polarisation
versus xF appear to be in agreement with data but no pT
dependence is foreseen.
milano model [46] The production of Λ particles is given
in this model, besides direct production, by the decay of
various baryon resonances produced off-shell. The model
is able to reproduce the unpolarised cross-section for the
production of hyperons in pp collisions but predicts a po-
larisation which decreases at high Λ pT in contradiction
with the experimental data.
soffer model [47] relates the Λ polarisation in the pp→ ΛX
reaction to the one in the binary pip→ KΛ process. However
no dynamical source for this last polarisation is explained
so that the problem of the polarisation origin is just moved
to a different reaction. The model is able to predict roughly
the pT and xF functionality while it cannot predict anti-
hyperon production and polarisation being not due to low
energy pip reactions.
We will not go into further details in the description of the
theoretical interest of the Λ polarisation. Being a very complicated
topic many different point of view contribute to uncovering its
potential in understanding hadronisation and, in general, spin
effects in unpolarised proton collisions.
However it is clear from this overview that despite the over-
whelming amount of available data, no consensus is reached on
its origin so that measurement of Λ polarisation at LHC could
help in understanding the origin of this phenomenon.
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1.3 rare charm decays
Among the searches for new physics beyond the Standard Model
(SM), Flavour Physics plays a leading role in the indirect ones.
In particular, the clearest place to look for deviation from the
Standard Model predictions are processes which are forbidden
or rare in it and instead can be allowed or enhanced in other
physics scenarios.
Flavour changing neutral currents (FCNC) are forbidden at
tree level in the Standard Model, so that the processes which
happen just through them are sensitive as a test of the quantum
structure of the theory.
Being allowed at loop level, FCNC usually mediate rare or very
rare processes in the SM also because they suffer of suppression
due to the Glashow-Iliopoulos-Maiani (GIM) cancellation. FCNC
have been extensively studied in the strange and beauty sectors,
i.e. primarily in processes which involve K and B mesons. In
fact in the down-type quark sector the GIM suppression is less
effective due to the presence of top-quarks running in the loops
so that there is an effective decoupling with respect to the other
diagrams, owing to the large t mass.
Within the charm sector FCNC are instead most effectively
suppressed due to the absence of high mass down type quark.
Therefore within the SM D0− D¯0 mixing and rare D decays have
very small values. These processes then can receive contributions
from new physics scenarios which can be up to several orders of
magnitude larger than the SM ones.
Among these processes we have considered the D0 → µ+µ−
decay because of its clear signature from the experimental point
of view, which can be detected in the LHCb experiment thanks
to its high precision spectrometer, including the muon detectors,
and the high statistics furnished by the LHC.
The current experimental limit for the branching ratio has been
set by the Belle experiment and is [48]:
BR(D0 → µ+µ−) < 1.4 · 10−7 (1.19)
at a 90% confidence level. As we shall see this is still very far
from the SM branching ratio but is beginning to put constraints
on the new physics parameters space.
In the following we will summarise the predictions of the SM
for this channel and then we will briefly review the possible
contributions of some new physics scenarios.
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1.3.1 D0 → µ+µ− decay in the Standard Model
Within the Standard Model two kinds of contributions to the
D0 → µ+µ− decay are present: the short distance contribution due
to perturbatively calculable amplitudes and the long-distance con-
tribution due to long-range propagation of intermediate hadronic
states, of non-perturbative nature.
d, s,b W±
W∓
γ,Z0
c
u¯
µ−
µ+
d, s,b W±
W∓ νµ
c
u¯
µ−
µ+
Figure 9.: Feynman diagrams of two possible Standard Model contribu-
tions to the FCNC D0 → µ+µ− decay.
The short-distance contribution is at one loop in the standard
model. Feynman diagrams of two possible contributions are
shown in Fig. 9. These calculations are usually treated using
an effective hamiltonian which has the W and b contributions
integrated out as their respective thresholds are reached in the
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renormalisation group evolution. The effective Hamiltonian is
given by [49]:
Heff = −
4GF√
2
 ∑
q=d,s,b
C
(q)
1 (µ)O
(q)
1 (µ) +C
(q)
2 (µ)O
(q)
2 (µ)
+
8∑
i=3
Ci(µ)Oi(µ)
]
, mb < µ < MW
Heff = −
4GF√
2
 ∑
q=d,s
C
(q)
1 (µ)O
(q)
1 (µ) +C
(q)
2 (µ)O
(q)
2 (µ)
+
8∑
i=3
C ′i(µ)O
′
i(µ)
]
, µ < mb , (1.20)
with the Oi form a complete operator basis, and Ci are the cor-
responding Wilson coefficients. Here we do not give the explicit
form of the operators, which can be easily found in the literature.
The variable µ represents the renormalisation scale and the lower
part of Eq. (1.20) indicates the condition in which the b quark
has been integrated out. Within this approach the dependence
on the Cabibbo-Kobayashi-Maskawa (CKM) matrix elements is
contained in the Wilson coefficients.
The general form for the amplitude describing the D0(p) →
µ+(k+, s+)µ−(k−, s−) process is
MD0→µ+µ− = u¯(k−, s−)
[
AD0µ+µ− + γ5 BD0µ+µ−
]
v(k+, s+)
(1.21)
and the associated decay rate is
ΓD0→µ+µ− =
MD
8pi
√
1− 4
m2µ
M2D
[
|AD0µ+µ− |
2 +
(
1− 4
m2µ
M2D
)
|BD0µ+µ− |
2
]
.
(1.22)
The D0 → µ+µ− decay is given by the basic transition cu¯ →
µ+µ−. Following the derivation in Ref. [49] we can write the
short distance contribution amplitude (O(αs) corrected) to this
transition as:
B
(s.d.)
D0µ+µ−
' G
2
FM
2
WfDmµ
pi2
F (1.23)
where
F =
∑
i=d,s,b
VuiV
∗
ci
[
xi
2
+
αs
4pi
xi ·
(
ln2 xi +
4+ pi2
3
)]
(1.24)
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with xi = m2i /M
2
W . While The amplitude AD0µ+µ− vanishes due
to the equations of motion. Note that the explicit dependence
on muon mass in (1.23) in the decay amplitude makes the corre-
sponding D0 → e+e− even more suppressed with respect to the
D0 → µ+µ− case. This dependence reflects simply the helicity
suppression of this kind of decay. This calculation lead to an over-
all short-distance contribution to the D0 → µ+µ− decay which
gives a branching ratio:
BRs.d.(D0 → µ+µ−) ' 10−18 (1.25)
very far from being detectable by current and near future experi-
ments.
However, within the SM also long distance contributions to the
D0 → µ+µ− decay are present. These are of two types: single-
particle and two-photon.
The amplitude for the single-particle contribution can be writ-
ten as
B
(mix)
D0µ+µ−
=
∑
Pn
〈Pn|Hwk|D0〉 1
M2D −MP2n
BPnµ+µ− (1.26)
where Pn = pi0,η,η′ and BPnµ+µ− is the corresponding amplitude
for the Pn → µ+µ− process. The contribution of these processes
to the D0 → µ+µ− branching ratio is in total of the order of
10−18.
The second contribution comes from the two-photon interme-
diate state which can be estimated to be:
BR(γγ)(D0 → µ+µ−) ' 2.7× 10−5BR(D0 → γγ) . (1.27)
In fact, this is the largest contribution to the D0 → µ+µ− branch-
ing ratio, being BR(D0 → γγ) & 10−8 so that the SM prediction
for this breaching ratio is [49]:
BRSM(D0 → µ+µ−) & 10−13 (1.28)
Of course, this is still out of reach for the present experiments, but
as we will see in the next section, new physics can contribute up
to several orders of magnitude to this channel so that it represents
a good testing ground for these models.
1.3.2 D0 → µ+µ− decay in New Physics scenarios
Different new physics scenarios can give contributions to the
D0 → µ+µ− decay and some of them can be orders of magnitude
larger than the SM one.
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The introduction of new particles in such theories leads to the
rise of tree level amplitudes or contributes to the loop level sector
for this channel. However, each new particle can contribute also
to different processes so that for every new theory the parameter
space can be as tight as present measurements allow it to be.
Particularly, the rate at which the D0 → µ+µ− decay happens
can be strictly related to the level of D0 − D¯0 mixing [50]. Hence
the present measurement of xD = ∆MD/ΓD leads to constraints
on the D0 → µ+µ− branching ratio as well.
The general form for theD0 → µ+µ− rate reported in Eq. (1.22)
is valid also for the new physics scenarios and the relative new
particle contributions will be evident in the in the various Wilson
coefficients contribution to A and B.
We will not report in detail the different models and the related
calculations for our channel, but limit ourselves to review the
basic concepts and results of the ones which could enhance
significantly its branching ratio.
1.3.2.1 Generic tree-level amplitudes
The contribution of new particles mediating the D0 → µ+µ− re-
action can be analysed also in a more general fashion, considering
generic possible new tree-level amplitudes.
spin 1 boson As far as a generic a spin 1 particle V with
neutral flavour changing interactions is considered the D0 →
µ+µ− branching ratio can be written as[50]:
BR
(V)
D0→µ+µ− =
f2Dm
2
µMD
32piM4VΓD
√
1−
4m2µ
M2D
(gV1 − gV2)
2 (
g ′V1 − g
′
V2
)2 .(1.29)
where gV1 (gV2) and g′V1 (g
′
V2) are the couplings with left-
handed (right-handed) quarks and leptons respectively and MV
is the mass of the considered boson.
spin 0 boson On the other hand, if a spin-0 boson S is con-
sidered the branching ratio takes the form:
BR
(S)
D0→µ+µ− =
f2DM
5
D
128pim2cM
4
SΓD
√
1−
4m2µ
M2D
(gS1 − gS2)
2
×
[(
g ′S1 + g
′
S2
)2(
1−
4m2µ
M2D
)
+
(
g ′S1 − g
′
S2
)2](1.30)
where gS1 and g′S2 are the quark couplings for left to right-
handed quark anti-quark interactions and vice versa respectively,
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while the primed quantities are referred to leptons. Now, if only
scalar couplings are allowed (gS1 = g′S2) the different contribu-
tions to theD0 → µ+µ− cancel out exactly so that no contribution
comes from this tree-level amplitudes and loops must be consid-
ered.
1.3.2.2 Supersymmetry with R-parity violation
Supersymmetric theories associate to SM particles a “partner”
assuming a symmetry between boson and fermions is present
but broken at the energy scales typically probed by present ex-
periments.
Supersymmetric particles, not observed so far, can contribute to
SM processes and hence enhance rare decays as the D0 → µ+µ−
studied here. Considering the simplest extension of the SM, the
Minimal Supersymmetric Standard Model, or MSSM, it has been
shown that no sizable contribution come from this model to the
D0 → µ+µ− branching ratio[50].
Within Supersymmetric models, the R-parity conservation pro-
hibits the violation of the lepton and baryon numbers conserva-
tion. However different symmetries can be advocated to prevent
such violations without an explicit R parity conservation. If one
considers R-parity violating ( 6Rp) models there can be terms which
allow tree-level contributions to the D0 → µ+µ−. In terms of the
couplings given by these contributions the D0 → µ+µ− branch-
ing ratio can be written as:
BR
6Rp
D0→µ+µ− =
f2Dm
2
µMD
ΓD
[
1−
4m2µ
M2D
]1/2 (
λ˜ ′22kλ˜
′
21k
)2
128pim4
d˜k
(1.31)
where λ′ijk stand for the coupling that in this model weights the
transition between the i-generation lepton, j-generation up-type
quark and j-generation down-type quark (or the corresponding
super partners).
Different rareD decays (but also some rare K decay) can impose
constraints on the coupling parameters. In particular exploiting
bounds from the D → ρµ+µ− and D → ρpi+pi− decays [51] the
branching ratio can be written as[52]:
BR
6Rp
D0→µ+µ− < 3.5 · 10−7
(
λ˜ ′22kλ˜
′
21k
0.004
)2
(1.32)
with a clear dependence on the size of the involved couplings.
1.3 rare charm decays 33
Conversely, relating the D0 → µ+µ− branching ratio to the
D0 − D¯0 mixing, other authors [50], make the following predic-
tion:
BR
6Rp
D0→µ+µ− ' 4.8×10−7xD
(
300 GeV
md˜k
)2
6 4.8×10−9
(
300 GeV
md˜k
)2
.
(1.33)
with inverse proportionality on the mass of the supersymmetric
partner of the down-type quarks.
As it can be seen the, depending on the parameters of the
6Rp supersymmetry, the D0 → µ+µ− branching ratio can be
enhanced of several orders of magnitude so that it could be
discovered at LHC or, in case of no signal, tight bounds on these
parameters could be put.
We do not specify these kind of interactions, while we de-
scribed separately the (loop-level) NP contribution from R-parity
violating Supersymmetry since it gives the largest contribution
and then is the most promising.
Moreover we must say that various other charm rare decays
are also sensitive, even more than D0 → µ+µ−, to New Physics,
but we restricted our analysis to this decay since it is the one that
we chose for our experimental search, being the cleaner thanks
to its simple di-muon signature.
Finally, from this brief review we would like to conclude that
the D0 → µ+µ− is a promising tool for the search of new physics
beyond the Standard Model.

2
T H E L H C B E X P E R I M E N T A N D D E T E C T O R
The LHCb experiment [53] is dedicated to flavour physics studies
at the Large Hadron Collider (LHC) [54] at CERN. In particu-
lar precision measurements of CP violation and rare decays in
beauty and charmed hadrons will be performed for indirect
searches of new physics beyond the Standard Model.
In order to accomplish such delicate measurements LHCb has
been designed with some important characteristics. A flexible
and yet robust trigger, described in §2.4, is needed to select
many different final states in hadronic environment. The detec-
tion of short lived resonances and lifetime measurements require
optimal vertex resolution, while good momentum and conse-
quently invariant mass resolution help to reduce combinatorial
background. Finally particle identification is a critical issue for
final states distinction. In addition to muons and electrons and
neutrals which are identified by means of muon chambers and
calorimeters respectively, also charged hadrons (pi, K, p) have to
be distinguished through RICH detectors.
In the following the LHCb detector will be described in detail
as well as its commissioning and performances.
2.1 detector design
The LHCb detector has the structure typical of a single arm
spectrometer and covers the forward region of proton-proton
interactions from 10 mrad to 300 (250) mrad in the bending (non
bending) plane.
This peculiar geometry has been designed to detect the decay
products of b and b¯-hadrons, which are produced in the same
forward (and backward) region at the typical LHC energies (
√
s >
1 TeV). For the same reasons, the LHCb detector is also well suited
for c-hadrons studies.
The LHCb detector is placed in Intersection Point 8 of LHC,
which formerly hosted the DELPHI experiment at LEP. In order
to exploit the entire cavern length without further civil engineer-
ing work, the proton-proton interaction point of LHC has been
displaced by 11.25 m from the centre to the side of the cavern.
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Figure 10.: Layout of the LHCb detector as seen in a vertical projection.
The detector layout is shown in Fig.10. A right-handed coordi-
nate system is defined with the z axis along the beam direction
and the y axis along the vertical.
Most of the LHCb sub-detectors are built in two separable
halves which can be moved out horizontally for maintainance.
In order to minimise the interactions of particles with the detec-
tor inactive material, which would lower the detection efficiency
and degrade the momentum resolution, special care has been put
to reduce the detector material budged. After travelling about 10
m in the LHCb detector a particle, from the VELO to the entrance
of RICH2, has traversed about 60% of a radiation length and 20%
of an absorption length [55].
In the following all the sub-detectors will be described in detail.
2.2 tracking
The LHCb tracking system is composed of the Vertex Locator
(VELO) and four tracking stations: the Tracker Turicensis (TT) up-
stream of the dipole magnet and the T1-T3 trackers downstream
of the magnet. VELO, TT and the inner part of T1-T3, called Inner
Tracker (IT), use silicon microstrip detectors, while the outer part
of T1-T3 employs straw-tubes.
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Figure 11.: Full layout of the Vertex Locator. The sensor modules are
positioned in the very inner region, very close (8 mm) to the
beams and share the same primary vacuum.
2.2.1 Vertex Locator
The VErtex LOcator (VELO)[56] is used to measure precisely
the trajectories of particles very close to the proton-proton in-
teraction point: this ensures an excellent resolution on vertex
positions which enables to separate the secondary vertices due to
b and c hadrons decays from the primary vertex (proton-proton
interaction).
The VELO is built as a series of planar silicon detector modules,
parallel to the vertical (x-y) plane, which measure the radial (r)
and azimuthal (φ) coordinates of particles.
The VELO sensors are arranged along the beam direction and
placed at a radial distance of only 8mm from the beam. This does
not allow a safe LHC beam injection, therefore the two halves
of the VELO can be moved apart whenever needed, allowing
a safe beam injection and ramping, besides giving access for
maintainance purposes.
All the VELO detectors are inside a vessel which is maintained
under the same ultra high vacuum as the machine (beam vacuum
or primary); however sensors are held inside two boxes under a
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Figure 12.: Design of the VELO sensors positions in the xz plane (top)
for the fully closed position and in the xy plane for the fully
closed (left bottom) and open (right bottom) positions.
secondary (lower) vacuum. The walls of the boxes on the beam
side are called RF foils, specially designed to prevent Radio-
Frequency pickup of the VELO sensors from the LHC beams.
Two sensor planes, called pile-up veto system, whose function
will be described in section 2.4.1.3, are placed upstream of the
VELO.
The VELO is built of r- and φ-sensors to measure the radial
and azimuthal variables respectively. Both types of sensor are con-
structed with the same technology, namely of silicon microstrips
diodes 300 µm thick. Readout for both sensor types is placed at
the outer radius.
The layout of both the sensors types is shown in Fig. 13. The
microstrips of the r-sensor are concentric semi-circles, with their
centres coinciding with the nominal LHC beam position. Each
strip is divided in four segments 45° wide, this ensures a lower
occupancy per readout channel and lower strip capacitance. The
strip pitch increases linearly from a minimum of 40 µm to a
maximum of 101.6 µm, at the outer radius of 41.9 mm. This
variable pitch design makes the various hits of a track contribute
with equal weight to the impact parameter precision.
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Figure 13.: Scheme of the r (left half) and φ (right half) VELO sensor
types. For the φ sensors the strips of two adjacent modules,
with different bendings, are shown.
The φ-sensors measure the azymuthal angle which form a
cylindrical coordinate system together with r and z. This sensors
are not simply made by radially disposed strips because this
design would lead to unacceptably high occupancies of the strips
due to a large area in the outer part. Therefore they are instead
divided in two regions at a radius of 17.25 mm as is visible in
Fig. 13. The inner part is made of sensor with pitch increasing
radially from 39.3 µm to 78.3 µm, while the outer starts from a
pitch of 39.3 µm ending at 97 µm. Moreover strips are skewed
with respect to the radial direction of 20° (10°) for the inner (outer)
region; adjacent φ-sensors have opposite skew which improves
the rejection of ghost hits thanks to the stereo view.
Different systems play an important role in a delicate detector
such the VELO. For safety reasons, the two halves of the VELO
have to be moved out from the nominal position during beam
injection and ramping. Moreover, the position of the sensors has
to be optimised, even on a fill by fill basis, to have their centres
coinciding with the beam. Hence, a very precise movement sys-
tem have been designed for the VELO, which can set the position
of the two halves with an accuracy of about 10 µm.
The RF-boxes which contain the VELO sensors, are very thin to
minimise the material budged, but are exposed on one side to the
LHC machine Ultra High Vacuum (10−8mbar). For this reason a
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vacuum system has been put in place in order to maintain also
their inner region under vacuum, with a residual pressure of the
order of 10−4mbar limited by detectors and cables outgassing.
Finally, in order to limit radiation damages to the silicon sen-
sors, they should be maintained in operation at a temperature
below −5°C. This cooling is achieved with a cooling system which
uses two-phase CO2.
The VELO detector design was optimised to minimise the
amount of material traversed by particles, while still providing
a good geometrical acceptance. Each of the tracks originating
from the interaction point, and inside LHCb acceptance (i.e. pseu-
dorapidity 1.6 < η < 4.9), pass through at least three modules.
Detailed simulations have calculated the amount of material tra-
versed by each of this tracks which in average is 17.5% of a
radiation length, with the largest contribution coming from the
RF-foil.
The individual strip resolution has been determined from test
beam measurements and is clearly a strong function of the strip
pitch. The best raw resolution is 7 µm.
2.2.2 Silicon Tracker
The Silicon Tracker (ST) is a project common to both the Tracker
Turicensis (TT)[57] and the Inner Tracker (IT) [58] detectors. In-
deed they have are very similar, using silicon microstrips with a
strip pitch of 200 µm. The TT is placed upstream of the dipole
magnet, while the IT is the inner part of the three tracking stations
(T1-T3) placed downstream of the magnet.
Each of the four ST stations is composed by four detector layers
with the so called x-u-v-x arrangement of strips directions: first
and fourth layers have vertical strips, while u-v have layers with
strips rotated by ±5°. This layout is designed in order to have the
best hit resolution in the x direction (along the bending plane),
without loosing the stereo view of the tracks.
2.2.2.1 Tracker Turicensis
The TT detector is composed of four sensors which are housed
in module electrically and thermally insulated. The volume is
maintained at a working temperature of 5°C. The four sensors
are divided in two pairs separated by 27 cm along the beam axis
to allow a better pattern recognition.
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Figure 14.: Layout of one of the TT layers. The different readout sectors
are shown with different shadings.
Figure 15.: Layout of one of the IT layers. The different modules placed
just around the beam-pipe are shown.
The layout of one of the layers is shown in Fig. 14. It consists
of different modules put side by side. Each single module covers
half of LHCb acceptance in height. The different modules are
slightly staggered in order to be overlapped by a few millimetres;
this prevents acceptance gaps and helps the relative alignment
between modules.
Each of the modules is made of seven silicon sensors placed
in row. The silicon sensors are 500 µm thick and each of them is
composed of 512 silicon strips with a pitch of 183 µm.
2.2.2.2 Inner Tracker
Each of the three IT stations is composed of four detector boxes
disposed around the beam-pipe in a cross shape as shown in
Fig. 15. The IT detector boxes, like the TT ones, are maintained at
a temperature of 5°C.
Each detector box contains 4 layers of detectors, in the already
described x-u-v-x configuration. Each of the layers consists of 7
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Figure 16.: Exploded view of a two-sensor module of the IT.
sensors modules. Adjacent modules are staggered in z by few
millimetres and overlap in x by 3 mm to avoid acceptance gaps
and facilitate the relative alignment of the modules.
Each detector module consists of one (above and below the
beam pipe) or two silicon sensors plus a front-end readout hybrid;
an exploded view of a two-sensor module is shown in Fig. 16.
Each of the sensors is almost identical in design to the ones of the
TT. They are single sided p+-on-n sensors, carrying 384 silicon
strips with a strip pitch of 198 µm.
2.2.2.3 Performance
Extensive measurements were made to validate the expected per-
formances of the Silicon Detector. Signal-to-noise ratio was found
in agreement with the expectations around 12:1. The correspond-
ing total detection efficiency was found to be above 99.8%.
The spatial resolution was also measured and found to be 50
µm in agreement with the design specifications.
From detailed simulations the strip occupancy was found to be
between 3.5% and 0.35% for the TT, depending on the proximity
to the beam axis, while for the IT the occupancy is between 2.5%
and 0.5%.
A careful analysis of the material budget has been also per-
formed. For the TT, where most of the dead material (supports,
cooling etc.) is located outside the LHCb acceptance, the material
present is equivalent to 0.04 X0 half of which is due to the active
detectors. For the IT however the dead material is inside LHCb
acceptance, hence the material budged is less uniform and corre-
sponds to about 0.035 X0 but has peaks of 0.3 X0 where cooling
rods are present.
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Figure 17.: Overall layout of the Outer Tracker (light blue) shown to-
gether with the TT, IT and beam-pipe
2.2.3 Outer Tracker
The Outer Tracker (OT)[59] is a drift-time detector which mea-
sures the position of charged particles over the whole LHCb
acceptance, with the exception of the very inner area which is
covered by the already described Inner Tracker.
This detector is made of gas filled drift tubes with a inner
diameter of 4.9 mm. The straw tubes are arranged in gas tight
modules. The used gas mixture is composed of Argon (70%) and
CO2 (30%) continuously flushed and purified in a closed loop.
Detector modules are grouped in three stations (T1-T3) (Fig. 17)
each of which has four layers arranged in the already described
x-u-v-x stereo configurations, with the first and fourth layers with
straw-tubes along the vertical direction, for a better measurement
of the x directions in which tracks are bent, and the middle layers
rotated by ±5° with respect to the vertical.
The different stations are divided in modules. The layout of
one module is shown in Fig. 18: it is made of two staggered layers
of drift tubes, which are read from the outer side of the module.
2.2.3.1 Material budget
All detector services and supports for the OT could be allocated
outside the LHCb acceptance, so that the total material budget is
44 the lhcb experiment and detector
Figure 18.: Cross-section design of one of the OT modules. A zoom on
the different strawtubes dimensions and positions is shown.
dominated by the active part of the detector, and is equivalent to
3.2% of X0 per station and 9.6% of X0 in total.
2.2.3.2 Performance
Tests with an electron beam were performed to asses the per-
formances of the OT. Track finding efficiencies larger than 99%
were found and position resolutions below 200 µm. Noise level
was found to be very low, corresponding to 1 kHz per channel,
corresponding to an average channel occupancy of 7.5 · 10−3%.
Moreover the crosstalk, or probability to find a coherent hit in
neighbouring channels, was found to be lower than 5%.
2.2.4 Magnet
In order to measure charged particles momentum, trajectories
have to be bended by the presence of a magnetic field. In LHCb
this is ensured by a warm dipole magnet [60] placed between the
first (TT) and the second group (T1-T3) of tracking stations. It
has an angular coverage for the full LHCb acceptance, i.e. ±250
mrad in the vertical (non-bending) plane and ±300 mrad in the
horizontal (bending) plane. While aiming at high magnetic field
between the tracking stations, the magnet had to produced a very
low residual field in the RICH1 detector (less than 2 mT) and the
design is influenced by this constraint.
The magnet is composed of two identical coils which are dis-
posed symmetrically with respect to the horizontal plane, and
with an angular opening which follows LHCb acceptance; in
Fig. 19 a schematic layout is shown. Each coil is conical with
respect to its axis, and saddle shaped; it is composed of fifteen lay-
ers, grouped in five triplets, of Al–99.7 hollow conductor. Plates
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Figure 19.: Layout of the LHCb dipole magnet. In this figure the inter-
action point lies behind the magnet.
of laminated low carbon steel were used to form the magnet yoke
which surrounds the coils.
2.2.4.1 Field mapping
The integrated magnetic field has to be known with a precision of
about 10−4 in order to achieve the required momentum resolution
on charged particles.
Extensive campaigns of field mapping were performed after
the magnet installation, from the interaction point to the RICH2,
along about 9 meters. Both field polarities were tested; in fact
their knowledge is very important for systematics checks since the
magnetic field approximately divides opposite charged particles
to the different halves of the detectors. Using data from both
field polarities helps understanding the detector and reducing
residual acceptance asymmetries.
Hall probes, which could measure the 3 coordinates of the
magnetic field, were used as field sensors, after being calibrated
to a precision of 10−4. Measurements were compared to magnetic
field calculations obtained with TOSCA (Vector Field TM). The
precision achieved for the field measurement has been of 4 ·
10−4. The main component, By, is shown in Fig. 20 for both
polarities and is compared to the calculation results. An excellent
agreement is reached.
46 the lhcb experiment and detector
Figure 20.: Magnetic field along the z axis as mapped (points) and from
theoretical predictions (continuous line).
A total integrated magnetic field of
∫
Bdl ' 4 T ·m is seen
by a particle travelling the LHCb detector, and in particular∫
Bdl = 3.615 T ·m is the value downstream of the TT stations.
2.3 particle identification
Particle identification (PID) is a crucial requirement for the LHCb
experiment. In particular in order to reconstruct the hadronic b
decays is very important to be able to distinguish kaons from
pions. Moreover calorimetry is fundamental in order to measure
particles energy and for neutral hadrons and photons detection.
Finally muon identification is of primary importance for leptonic
decays analysis. In this section the different LHCb detectors
designed for particle identification are presented: Ring Imaging
Cherenkov detectors (RICH1 and RICH2) in §2.3.1, Hadronic and
Electromagnetic calorimeters (ECAL and HCAL) in §2.3.2 and
muon detectors in §2.3.3.
2.3.1 RICH
Two Ring Imaging Cherenkov (RICH) [61] detectors are present in
LHCb to cover the full particles momentum range. RICH1, placed
upstream of the magnet, covers the low momentum range (∼
1− 60 GeV/c) using areogel and C4F10 as radiators. RICH2 placed
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(a) (b)
Figure 21.: Layout of the RICH1 detector projected in the (y, z) plane
(a) and a 3D model together with the VELO(b)
downstream of the magnet, covers the high momentum range
(from ∼ 15 GeV/c to beyond 100 GeV/c) using CF4 as radiator.
Both RICH detectors use a combination of flat and spherical
mirrors in order to focus the Cherenkov light to photo-detectors
placed outside the acceptance. The two RICH are described in
detail in the following.
2.3.1.1 RICH1
The RICH1 detector is located upstream of the LHCb magnet
between the VELO and the TT. It contains areogel and C4F10 gas
radiators, providing a sensitivity for identification of particles
with momentum between ∼ 1 and 60 GeV/c. RICH1 covers the
full LHCb angular acceptance from ±25 mrad to 300 (250) mrad
in the horizontal (vertical) plane. A scheme of the RICH1 layout
is shown in Fig. 21.
When particles travel trough the radiators, Cherenkov photons
are emitted along the whole path. The reconstruction of the
Cherenkov emission angle is then affected by an error on the exact
emission point. The parameters of the optical system have been
optimised in designing a RICH in order to minimise this error,
achieving a signal emission error of 0.67 mrad negligible with
respect to other sources. Spherical mirrors are tilted with respect
to vertical in order to send the light to the flat mirrors placed
outside the angular acceptance. Being along the trajectory of
particles, spherical mirrors had to be designed with low material
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(a) (b)
Figure 22.: Layout of the RICH2 detector in the (x, z) plane (a) and a
3D model of it (b).
budget: carbon fibre reinforced polymer was used instead of glass
mirrors, corresponding, in total, to 1.5% X0. Thanks to a careful
design, imperfections on the mirrors geometry give negligible
contribution to the angle precision. Flat mirrors, placed in two
planes below and above the beam-line, outside acceptance, are
made of Simax glass; they contribute with an error < 0.2 mrad to
the final precision.
The RICH1 (and RICH2) detector utilise Hybrid Photon Detec-
tors (HPDs) to measure the emitted Cherenkov photons. In an
HPD a photon hits the photocatode emitting an electron which is
accelerated by a high voltage and guided to the sensitive surface,
a silicon detector. These HPDs are divided in pixels so that the po-
sition of the incident photon can be measured. Dedicated HPDs
were developed for LHCb; tests showed a quantum efficiency well
above the specification minimum of 20% and a dark count rate
of 5 kHz/cm2, 103 times less than average expected occupancy.
Magnetic fields produce deviation in the path of photo-electrons
inside HPDs so that the detected image results distorted: HPDs
operate properly at a maximum magnetic field of 3 mT. Hence,
being near the LHCb dipole, they had to be shielded from the
residual magnetic field, and are thus allocated in magnetic shield
boxes.
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2.3.1.2 RICH2
The RICH2 detector is located downstream of the tracking sta-
tions and before the first muon station (M1). It contains a CF4
radiator, with sensitivity for identification of particles with mo-
mentum larger than 15 GeV/c up to well above 100 GeV/c. It has
a reduced angular acceptance from 15 mrad to 120 (100) mrad in
the horizontal (vertical) plane.
A schematic layout of RICH2 is shown in Fig. 22. Unlike the
RICH1, RICH2 is developed horizontally, with photo-detectors
allocated on the left and right of the beam-line. With a careful
design the overall material budget, including the active radiator,
is about 0.15 X0.
The emission-point error has to be kept as small as possible:
as for RICH1, an optimisation of the mirror parameters has min-
imised this error. The limiting factor on the angle precision is
the chromatic dispersion of the radiator and corresponds to an
uncertainty of 0.42 mrad. Due to a large surface to be covered
spherical and flat mirrors are divided in smaller elements in
RICH2: the spherical mirrors surfaces is obtained with hexagonal
mirror elements, while the flat mirrors are composed of rectan-
gular elements. The mirrors have been installed and aligned with
a final precision of the order of 100 µm.
The same HPDs as for RICH1 were used in RICH2 and analo-
gous considerations hold for their shielding.
2.3.1.3 Performance
Detailed studies both at test beam and with Monte Carlo sim-
ulations were made in order to assess the RICH performances.
A RICH prototype, with its associated electronics, was tested
with N2 as radiator. on a 10 GeV/c pion beam at the CERN-PS.
The distribution of reconstructed Cherenkov angles was found in
good agreement with the simulations and the angle resolution
was measured to be 1.66± 0.03 mrad.
A full description of the two RICH detectors have been imple-
mented trough GEANT4 package in the LHCb simulations. The
mean number of photo-electrons for particles travelling the RICH
detectors was determined to be 6.7 for aerogel, 30.3 for C4F10 and
21.9 for CF4, while the single angular resolution were 2.6 mrad,
1.5 mrad and 0.7 for aerogel, C4F10 and CF4 respectively.
The final effect of this performances on the particle identifica-
tion will be discussed in § 2.5.3.4.
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2.3.2 Calorimeter system
The LHCb calorimeter system, besides providing energy measure-
ments, plays a fundamental role in the first level of the trigger
selecting high transverse energy (ET ) particles.
The overall design of the Calorimeter system is classical: an
Electromagnetic Calorimeter (ECAL), to detect electrons and
photons, is followed by an Hadronic Calorimeter (HCAL) for
charged and neutral hadrons.
In order to select electrons from the high charged pions back-
ground, a pre-shower (PS) has been built before the electromag-
netic calorimeter. Moreover, a scintillator pad detector is installed
before the PS in order to select charged particles and reject back-
ground to electrons coming from high ET pi0.
All the calorimeter subsystems follow the same working prin-
ciple: light is produced by particles by scintillation and is subse-
quently read by photomultipliers after having been conducted
through wavelength-shifting fibres (WLS).
For an optimal energy resolution on electromagnetic showers,
they have to be fully contained on the ECAL, which has been de-
signed to be 25 radiation lengths. On the contrary, for triggering
on hadrons, such a good energy resolution is not needed so that
HCAL is only 5.6 interaction lengths (minimising the occupied
space).
The whole calorimeter system is segmented in the (x,y) plane;
the segmentation increases in dimension for different sections
moving away from the beam-pipe. In particular the SPD/PS and
ECAL are segmented in three sections and with scaling widths
in a projective design. HCAL is segmented in only two sections
with larger sizes. A picture of this segmentation scheme is given
in Fig. 23.
2.3.2.1 The scintillator pad and pre-shower detector
The SPD/PS detector is composed by two planes of scintillator
pads of high granularity (12032 channels in total) with a 15 mm
thick lead converter in between. The pre-shower lead converter
corresponds to 2.5 X0. As already said, the two detector planes
are divided in three regions with different cell width in order to
match the charged particles multiplicity which decreases with
the distance from the beam-line. The cell size is slightly different
for the two planes in order to accomplish the desired projectivity.
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Figure 23.: A scheme of the segmentation of the calorimeter system in
the vertical (x,y) plane. The ECAL segmentation, valid also
for SPD/PS detectors, is shown on the left, while the right
plot is for HCAL only.
The cell design is very simple: a pad of scintillator plastic is
equipped with WLS fibres coiled and placed in a ring groove
milled in it; both ends of the WLS fibre are read. Light, produced
by a ionising particle in the scintillator is driven by the WLS to
the detector exit were other (clear) fibres guide it to the PMTs. In
order to be able to read the single fibres, the SPS/PS detector has
been equipped with multianode photomultiplier tubes (MAPMT).
In particular the two fibre lines coming from a single pad are
read by a single MAPMT pixel.
The performances of the SPS/PS modules for e to pi separa-
tion were assessed in test beam studies at the CERN SPS with
electrons and pions with momentum between 10 and 50 GeV/c.
Pions rejection always above 99.5 % was achieved with electron
retention between 91% and 97% depending on the particle mo-
mentum. Photon to electron separation at the trigger level is
achieved through the SPD information, however some processes
can contribute to a photon background to the electrons. Apart
from photon conversion before the SPD, two other background
sources are present and have been studied with photons with
momentum between 20 and 50 GeV/c:
• photon interactions in the SPD which can produce charged
particles, for which measurements have shown a misidenti-
fication probability of about 0.8%;
• back splash interactions due to particles coming back from PS
or ECAL electromagnetic showers, for which the measured
probability is around 1%.
All these effects are integrated and in agreement with the predic-
tion of the LHCb Monte Carlo generator simulations.
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2.3.2.2 Electromagnetic calorimeter
The LHCb Electromagnetic calorimeter, ECAL, is designed with
the classical shashlik technology: a sampling calorimeter is built
alternating scintillator and lead pads with a readout based on
plastic WLS fibres. While this technique has a modest energy
resolution (if compared with other calorimeter types) fast time
response, radiation resistance and reliability due to large past
experiences are reached.
ECAL outer dimension follows LHCb projectivity, while the
inner angular acceptance is limited at 25 mrad for both directions
because of the high radiation doses at smaller angles. The three
regions in which the calorimeter is divided are called inner,
middle and outer, with increasing cell sizes.
Each cell of the calorimeter hosts a detector module which
is the base unit of the detector. Each module is composed of
alternated layers of 2 mm thick lead as converter and 4 mm
thick scintillator tiles which are covered by 120 µm thick white
reflecting paper. Each module corresponds to 25 X0 in depth and
a Moliere radius of 3.5 cm.
The scintillator pads are made of polystyrene with 0.25% PTP
and 0.01% POPOP dopants. A light yield fluctuation of 2.5%
RMS is reached among the different pads. Each of the lead and
scintillator pads holds precisely positioned holes which host the
WLS fibres bended in order to traverse each module twice. A light
yield variation of 1.6% is reached by reading the fibres. Standard
phototubes are used to read the light coming from the bunch of
fibres of the modules: one, four and nine phototubes are used to
read inner, middle and outer region modules respectively.
2.3.2.3 Hadron calorimeter
The hadron calorimeter (HCAL) of LHCb is a sampling calorime-
ter, build up of iron tiles as radiator and scintillating tiles as
active material. As it can be seen in Fig. 24 the disposition of the
different tiles is parallel to the beam axis and hence to the particle
flow. The longitudinal length of the iron tiles correspond to the
hadron λI in steel. WLS fibres are used to collect the scintillation
light and drive it to the photomultipliers.
The HCAL is designed segmented in two regions, inner and
outer, with different cell sizes (131.3 mm for the inner and the dou-
ble for the outer region). The active tiles are made of polystyrene
as the base plastic and PTP and POPOP as dopants, and wrapped
in white reflecting paper. The WLS fibres are inserted at the edges
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Figure 24.: Layout of a typical HCAL module cell. The structure divided
in scintillator and absorber pads can be seen on the left.
of the tiles, and each of them collects light from three scintillat-
ing tiles along the direction of the development of the hadronic
shower. Since the light degrades while propagating through the fi-
bre, the optical contact is progressively reduced along the shower
direction so that all the tiles contribute equally to the collected
light. All the fibres from one cell are read by the same pho-
tomultiplier which is in optical contact with them through a
small light mixer. As for ECAL, also for HCAL photomultipliers
were shielded from the magnetic field by enclosing them with a
MuMetal layer.
A special feature of HCAL is to have a device for self-calibration:
a 137Cs gamma source (with 10mCi of activity) can be trans-
ported in front of each module thanks to a computer controlled
driving system. HCAL is then calibrated by measuring the PMT
anode current while moving the gamma source to scan each
module. Moreover by comparing the anode currents obtained
at test beams, an absolute calibration to particles energy can be
made, which can also help to cross-check the ECAL calibration.
2.3.3 Muon system
Muon detection and identification is fundamental i LHCb both
for triggering and for reconstruction of many different physics
channels either for CP violation and for rare b-hadron decays.
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Figure 25.: Schematic view of the full MUON system.
Figure 26.: Exploded view of one MWPC.
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Figure 27.: Schematic view of one triple GEM detector.
The LHCb muon system is composed of five stations with angular
acceptance from 20 (16) mrad to 306 (258) mrad in the bending
(non bending) plane. The first station (M1) is placed upstream
of the calorimeters while the other four (M2-M5) are placed
downstream and intervealed by iron absorbers 80 cm thick. The
total absorption length is about 20 λI if the calorimeters are taken
into account, thus muons with at least 6 GeV/c of momentum
can traverse all the 5 chambers.
The first three stations (M1-M3) have high spatial resolution
in order to ensure a good transverse momentum reconstruction
for triggering purposes, while M4 and M5, with limited spa-
tial resolution are mainly used for identification of penetrating
particles.
Each muon station is divided in four regions (R1-R4) with
scaling dimension and granularity, doubling at each step: the
same particle flux is thus expected in each region.
Multi-wire proportional chambers were chosen as detector
technology for the entire muon system with the exception of
the very inner region of the first station (M1R1) where, due the
to high particle rate, triple-GEM detectors are used. In order to
achieve an efficiency exceeding 95% in a 25 ns time window, a
fast gas mixture and optimised charge collection geometry were
studied for both technologies. In order to ensure high efficiency
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each of the M2-M5 detector chambers is built with four gas gaps
connected in OR; M1 MWPCs have just two gaps because of ma-
terial budged minimisation, while M1R1 uses two superimposed
triple-GEM chambers connected in OR.
Different readout technologies have been chosen for the various
stations and regions by dividing the chambers in logical pads
which define the spatial resolution of one hit. Logical pads may be
different from physical pads segmentation either for cathode and
for anode readouts. Most of the chambers are read through the
different cathode segments; R4 chambers which don’t need a high
spatial resolution are read from group of wires which constitute
the physical pad; R1-R2 of M2 and M3 use a mixed readout in
order to achieve the higher resolution needed therein; finally
M1R1 (triple-GEM) chambers use anode pads readout. A total of
122112 physical channels is present in the muon system connected
in OR to form 25920 logical channels; by the combination of the
logical channels 55296 logical pads are used in the muon tracking.
Each of the M2-M5 (M1) MWPCs is made of four (two) gas
filled gaps where the anode wires are located intervealed by
the cathode layers as shown in Fig. 26 while the external layers
are grounded and act as electrical shield. The gas mixture is
Ar : CO2 : CF4 (40 : 55 : 5) which provides a gain G ' 105 at a
voltage of 2600-2700 V. Severe quality controls were performed
in the MWPCs building process: the final wire pitch distribution
has an r.m.s. of 16 µm and the maximum accepted noise rate was
1kHz per front-end channel, which has a no effect for the trigger.
As previously said, the innermost region of M1 is equipped
with triple-GEM detectors which can be used in the high particle
flux rate which is foreseen for this region at LHC (500 kHz/cm2).
Each of these chambers has an active area of 20× 24cm2 and is
built of two triple-GEM detectors superimposed and connected
in OR. A triple-GEM detector consists of three gas electron mul-
tiplier foils (GEM) placed in a gas-filled gap between an anode
and a cathode layers. Electrons, produced by a traversing ionising
particle, are drifted and accelerated and pass through the GEM
foils where are multiplied. After the last GEM foil the electron
avalanche moves toward the anode inducing a current signal in
its pads. A gas mixture of Ar : CO2 : CF4 (40 : 15 : 40) has been
chosen allowing a time resolution better than 3 ns.
Extensive tests were performed on the muon chambers both in
test beams and with cosmic rays. Measurements have shown that
the desired high efficiency is reached by the MWPCs working
with 4 gaps in OR; moreover tests with only 3 gaps in OR prove
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Figure 28.: Schematic data flow through the LHCb trigger system.
that a high efficiency can be maintained even in case one of
the gaps is no more usable, providing robustness to the whole
system. Similar tests performed on GEM detectors have shown a
very high efficiency for the two layers operated in OR but also,
increasing the detector gain, for single layers.
2.4 trigger
The LHCb detector is designed to operate at an average luminos-
ity of 2 · 1032cm−2s−1, reduced with respect to the LHC nominal
one (∼ 1034cm−2s−1). In this conditions the average frequency of
visible interactions is 10 MHz which, in order to be recorded on
tape, has to be reduced to about 2 kHz. This reduction is achieved
by means of two trigger levels: a Level-0 trigger (L0) and an High
Level Trigger (HLT). A scheme of the data flow through the
trigger system is shown in Fig.28. The L0, implemented with
custom made electronics, reduces the event rate from 40 MHz to
1 MHz imposing constraints on the highest ET hadron, electron
and photon and the two highest pT muons; global event cuts in
order to reject multiple interactions and on the number of tracks
are also applied. The HLT reduces further the rate from 1 MHz
to 2 KHz using full event information in algorithms that run in a
processor farm; after having confirmed the L0 decision, it further
selects by requiring high pT and impact parameter tracks and
finally reconstructing inclusive and exclusive final states
The L0 and HLT triggers are describe in detail in the following
sections.
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Figure 29.: Schematic view of the L0 information flow, which from the
relevant subdetectors goes to the final decision unit through
the three L0 trigger types.
2.4.1 L0 Trigger
The L0 trigger is subdivided in three main components: the muon
L0 trigger, the calorimeter L0 trigger and the pile-up system; each
of these component receives information from the detectors with
same name. The collected information is sent to the L0 decision
unit (L0-DU) which takes the final decision.
As far as the LHC nominal conditions are concerned (pp in-
teractions at
√
s = 14 TeV and luminosity L = 2× 1032cm−2s−1)
the typical L0 trigger threshold are: at least one HCAL cluster
with ET > 3.5 GeV (hadrons), an ECAL cluster with ET > 2.5 GeV
(electrons, photons, pi0) or a muon trigger given by one muon
with pT > 1.2 GeV or two muons with p1T + p
2
T > 1 GeV.
2.4.1.1 L0 calorimeter trigger
The calorimeter trigger looks for high transverse energy (ET )
particles exploiting the information from the whole calorimeter
system. Electrons, photons, neutral and charged hadrons are
selected from 2× 2 cells clusters in SPD, PS, ECAL and HCAL.
The cluster dimension is enough to contain the whole shower
from a particle but not too large in order to avoid two particle
showers to be summed.
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L0 candidates are formed from the above information and
selected in three stages.
1. Front-end cards of ECAL and HCAL manage 32 cells and
select the highest 2× 2 cluster.
2. ECAL is then merged with PS and SPD hits identifying the
type of candidate: electron, photon or pi0.
3. Finally the highest ET candidate is selected and the total ET
in HCAL, used to reject events without a visible interaction,
and SPD multiplicity are computed.
In order to minimise the processing time, for each event, just the
candidate with highest ET is kept at each stage.
2.4.1.2 L0 muon trigger
The L0muon trigger exploits tracks reconstructed from hits in the
muon system. The muon system alone allows a ∼ 20% resolution
on the transverse momentum (pT ) of the muons.
The muon trigger is composed of four processors which analyse
the 4 sectors of the muon system (corresponding to the four
quadrants of the vertical (x,y) plane). The track finding starts
using logical pads hits to reconstruct the first and second highest
pT muons. Seeds for the track finding are given by hits in the M3
station; for each seed hits are searched in the other muon stations
along a straight line which joins the M3 hit and the interaction
point. A Field-Of-Interest (FOI) region is defined in each station;
the dimension of the FOI depends on the spatial resolution of
the stations. If one hit is found in each of the M2-M5 stations a
muon candidate is formed and, extrapolating to the M1 station
the hit closest to the extrapolation is chosen. The track find is
very simplified by the muon system geometry: being the whole
design projective with respect to the interaction point a one (two)
to one correspondence is present between logical pads in M2 and
M3 and logical pads in M4 and M5 (M1).
The position of a track in the first two stations allows the
measurement of the pT and finally the candidate with highest pT
is selected and sent to the Decision Unit.
2.4.1.3 L0 pile-up
The pile-up system is dedicated to the rejection of events with
multiple visible interactions. It exploits two sensor modules simi-
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lar to the ones of the VELO and placed upstream of it in order to
reconstruct the primary vertices positions.
The two sensor planes (A and B) are composed of two VELO
r-sensors (See §2.2.1); the measured radii for each traversing
track can be simply related to the interaction point position: if
k = rB/rA then
zPV =
kzA − zB
k− 1
(2.1)
is the z position of the primary vertex from which the particle
is originated. By combining all the zPV measurements from hit
combinations an histogram is derived which should show only
one peak for single interaction and more than one peak for
multiple-interactions. If by masking the highest found peak a
second peak is found, with some requirements on its height, the
event is vetoed and hence rejected by L0.
2.4.2 High Level Trigger
The High Level Trigger (HLT) is made of a C++ algorithm which
runs on up to 2000 CPUs of the Event Filter Farm (EFF). These
algorithms have access to the complete event information com-
ing from the detector; unfortunately due to the high incoming
event rate (1 MHz) just part of this information can be exploited
according to the available CPU power. Being completely software
based the HLT is completely flexible and can be changed at any
moment to vary with beam conditions, energy and luminosity,
and physics requirements.
The HLT is subdivided in two stages, HLT1 and HLT2. HLT1
has to confirm the L0 decision and to further reduce the rate at a
level where the full patter recognition can be performed, i.e. 30
kHz; at this rate the HLT2 exploit the whole event information
in order to reconstruct and select inclusive and exclusive final
states.
2.4.2.1 HLT1
The HLT1 is divided in so-called “alleys”, one for each L0 trigger
line. L0 objects, calorimeter clusters and muon tracks, are then
passed to the HLT1 together with the full event information.
Different algorithms are used for the L0 confirmation:
• L0→T: reconstructs hits in the L0 object trajectory (or trajec-
tory hypothesis for calorimeter clusters) starting from seeds
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in the T stations and requires both a space and momentum
match;
• L0 →VELO: starting from 2D tracks in the VELO using
just r-sensors, after a χ2 requirement with respect to the L0
object, 3D tracks and PV are reconstructed and tracks are
matched to the L0 object;
• VELO→T: above-mentioned VELO tracks are propagated
to T stations and matched as the L0→T algorithm;
• T→VELO: analogous to the L0→VELO but starting from a
seed in the T stations.
Each of the HLT1 alleys employs a sequence of these algorithms
in order to reduce the rate. As an example the muon alley tries
to match L0 muon candidates using first the L0→T algorithm to
match the track and then the T→VELO, imposing a constraint on
the minimum impact parameter of the muon with respect to the
primary vertex.
2.4.2.2 HLT2
At the HLT1 output rate, the HLT2 is able to perform the full
event reconstruction in the same way as in the offline analysis,
with the exception of the track fitting which is not performed
with a Kalman filter in this case. Common resonances are formed
with loose requirements (e.g. φ→ K+K− or J/ψ→ µ+µ−) which
are subsequently used by different lines.
The HLT2 final step requires cuts similar to an offline analysis
reconstructing completely some exclusive final states (e.g. B→
J/ψφ) or inclusively (e.g. B → φX). The output of the HLT2 is
the logical OR of all the inclusive and exclusive selections and
corresponds to a final rate of 2kHz which is stored on tape for
offline analysis.
2.5 lhcb commissioning and performances
The commissioning of LHCb [62] started in 2007 with tests of each
of the subdetectors separately. Safety systems and hardware con-
trol and monitoring were initially tested. Hardware checks were
then performed including power cables (high and low voltage),
signal and trigger cables; exploiting calibration pulses, mapping
and connectivity were tested in order to identify dead or noisy
62 the lhcb experiment and detector
detector channels and a first time alignment was done on the
subdetectors.
After this first step the LHCb detector was commissioned as a
whole to be ready to take data for the foreseen LHC start date
of September 2008. The system control, which exploits PVSS
SCADA to control processes and Finite State Machines for state
and commands, was already taken from one console by a small
shift crew. The detector readout was commissioned at 100 kHz
limited by the network and event filter farm and a data storage
at 2 kHz was already exploited.
2.5.1 Commissioning with cosmic rays events
The LHCb detector is not well suited for the detection of cosmic
rays, which arrive mainly in vertical direction; nevertheless, even
if at low rate (less than 1 Hz), about 106 events have been collected
and used in order to understand the detectors behaviour.
Cosmic rays data have been useful for various tasks. The basic
blocks of the trigger have been tested and commissioned success-
fully. A first spatial alignment and coarse time synchronisation
have been executed on bigger subdetectors.
The subdetector which took more advantage from the cosmic
rays data taking has been, for obvious reasons, the MUON system
[63]. About 250000 tracks were reconstructed with a standalone
MUON tracking and a first space and time alignment were per-
formed. Moreover MUON detectors performances such as cluster
size, time resolution and detection efficiency were estimated from
these data. In particular the efficiency resulted at the level of
99%, with exact values depending on the considered station and
region.
2.5.2 Commissioning with beam induced events
During summer 2008 beam injection tests were performed. The
beam was dumped on a beam-stopper (TED) 300 m behind LHCb
and 8 (12) mrad horizontally (vertically) displaced from the LHCb
beam axis. A high particle density was produced in these dumps
(10/cm2 of particle flux on the beam dump axis, 0.1/cm2 on the
VELO) and detected by LHCb. Even if TED particles came from
the wrong direction (i.e. MUON first) and were not centred, the
produced tracks helped in aligning the detectors, especially the
smaller ones, in space and time.
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On September 10th 2008 new beam tests were performed, with
the beam injected upstream the LHCb detector and circulating,
for about 30 minutes, in the right direction for LHCb (i.e. VELO
first). Many clean beam-gas interaction events and some splash
events, with beam hitting the collimator, were recorded. Dur-
ing these tests control and DAQ systems showed a very good
response and the consecutive trigger reading was exploited.
2.5.3 Commissioning and performances with beams
After the LHC incident of September 2008, the data taking with
proton-proton collisions started again in 2009 at
√
s = 0.9 TeV
and finally in 2010 at
√
s = 7 TeV. Data taking helped to fully
commission the detector and the data acquisition system.
In the following some of the present performances of the LHCb
detector will be shown as obtained exploiting either the data from
2010 pp collisions or test beams data.
2.5.3.1 Vertex Locator
As already said at
√
s = 7 TeV the two halves of the Vertex
Locator can be safely positioned, in stable beam conditions, in
their nominal fully closed position. In this situation the nominal
performance of the VELO can be fully exploited.
In order to understand the vertex resolution with real data the
following procedure was adopted: inside each event the tracks
were splitted in two samples (either randomly or in detector
regions) and one primary vertex for each sample was fitted.
Then the difference of the two positions is a measurement of
the resolution; results obtained with this method are shown in
Fig. 30 as a function of the number of tracks used to fit the vertex.
Similarly the impact parameter (IP) with respect to the primary
vertex resolutions can be measured. In Fig. 31 the IP resolution as
a function of the inverse of the transverse momentum is shown as
obtained from 2010 data and compared to MC simulations. These
resolutions are linear functions of the transverse momentum
and for 2010 data are σx(IP) = 16.2+ 24.6/pT µm and σx(IP) =
16.2+ 24.6/pT µm in in the x and y directions respectively. While
the real data have a worse resolution with respect to simulations,
they are always improving thanks to new alignments and better
descriptions of the real detector which clearly refine as the data-
taking proceeds.
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Figure 30.: Primary vertex resolutions as obtained from measurements
in pp collisions at
√
s = 7 TeV shown as a function of the
number of tracks used to fit the vertex position. The red
and blue points are the resolution in the x and y direction
respectively.
Figure 31.: Resulutions on the impact parameter of particles with re-
spect to the PV as obtained from measurements in pp colli-
sions at
√
s = 7 TeV. The resolutions are shown, as a function
of the inverse of the transverse momentum of the particle,
on the left for the x direction and on the right for the y. Data
results (in black) are compared with simulations (in red).
2.5 lhcb commissioning and performances 65
2.5.3.2 Tracking
Tracks in LHCb are reconstructed with hits coming from the full
tracker (VELO, TT, IT and OT). The reconstruction algorithm fits
the trajectories taking into account magnetic field and multiple
scattering. All the tracks with sufficient detector hits are recon-
structed and, depending on their trajectories and, consequently,
on the detector which traverse, the following tracks types can be
defined and their schematic view can be seen in figure 32:
Figure 32.: Scheme of the different LHCb track types.
long tracks traverse the full tracking system from the VELO
to the T stations and thus have the most precise momentum
measurement.
upstream tracks traverse only the VELO and TT stations
and, being in general lower momentum tracks, are bent out
of the detector acceptance by the magnetic field.
downstream tracks traverse only the TT and T stations.
Usually are due to decay products of long lived resonances
which decay after the VELO.
velo tracks are measured in the VELO only and are typi-
cally large angle or backward tracks, useful for the primary
vertex reconstruction.
t tracks are only measured in the T stations. They are typically
produced in secondary interactions, but are useful for the
matching with photong rings in RICH2.
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Figure 33.: Tracking efficiency for long tracks as a function of the trans-
verse momentum. The values refer to TT and T1-T3 overall
efficiency.
The track reconstruction starts so called track seeds, i.e. track
segments in the VELO and in the T stations. These segments are
propageted through the magnetic field giving trajectories which
are fitted exploting all the available hits with a Kalman filter,
traking into accound multiple scattergina and energy loss. The
χ2 of this fit gives a measurement of the quality of the tracks.
The tracking system performances have been measured exploit-
ing the copious number of K0S produced in typical minimum bias
proton proton collisions.
Given its large lifetime, a good purity on this signal can be
reached without requiring two fully reconstructed tracks. If one
considers combinations of one long track and one track formed
by a track segment in the VELO extrapolated to match a hit in the
calorimeter, the rest of the tracking system (TT and T1-T3) can
be tested in an unbiased way. The tracking efficiency can then
simply measured as the fraction of VELO-Calo tracks which are
also reconstructed as long tracks.
The result of this measurement can be seen, as a function of
the transverse momentum, in Fig. 33. The values obtained in this
way are just overall efficiencies for the TT and T1-T3 tracking
system. VELO efficiency is not considered being used as basis for
the sample.
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Figure 34.: Energy resolution for the ECAL as measured with electrons.
2.5.3.3 Energy measurement
Energy resolution and response uniformity of ECAL modules was
studied at test beam. A certain non-uniformity is expected due
to various reasons: imperfect reflection from tile edges and a de-
pendence of the amount of collected light with the distance from
a WLS fibre. Tests with minimum ionising particles compared
with Monte Carlo simulations show and reproduce this local non-
uniformity while global non-uniformity was found to be negligi-
ble. Electromagnetic showers from electrons and photons reduce
considerably this non-uniformities because of obvious statistical
compensation. The module response with 50 GeV/c electrons
is uniform within 0.8%. The energy resolution determined from
test beams has been parametrised as σE/E = a/
√
E⊕ b⊕ c/E
where a, b and c represent the stochastic, constant and noise
terms respectively. Test beam result in a measured stochastic
term 8.5% < a < 9.5% and constant term b ∼ 0.8% which reaches
and overcome the design resolution σE/E = 10%/
√
E⊕ 1%.
HCAL performances were studied at the CERN SPS test beam.
First of all the dependence of the response versus the angle
with respect to the beam was measured in the 0°- 15°range and
found a uniformity well within ±3%. Owing to the limited space
available the overall length of HCAL is equivalent to 5.6λI (plus
1.2λI of the ECAL) and the active to passive material ratio is 0.18
which matches the loose energy resolution requirement for this
detector. The energy response have been studied with pions test
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Figure 35.: Energy resolution for the HCAL as obtained from measure-
ments with 50 GeV pions. The fit to the data measures the
resolution as quoted in the text.
beam. The low energy tail due to the shower leakage doesn’t
affect the rejection power to the low ET minimum bias events
even if it causes some inefficiency for high ET events. The energy
resolution has been studied by fitting, for different energies, the
HCAL response with a gaussian. The fit to the data, shown in
Fig. 35, gives σE/E = (69± 5)%/
√
E⊕ (9± 2)%E (with E in GeV).
2.5.3.4 Particle identification
Particle identification with the RICH system is performed as
follows.
The fundamental algorithm is based on a likelihood approach
which combines information from the various detectors in order
to calculate a probability for a given particle hypothesis.
Each pixel pattern in the in the RICH photodetectors is matched
to a track. The likelihood is constructed considering the effec-
tive Cherenkov radiation emission angle for a given track-RICH
combination The likelihood is then calculated for the different
particle hypothesis.
The output of this algorithm gives the best hypothesis for
each track as the massimum of the likelihood in the different
hypothesis (often expressed as log-Likelihood differences rather
than Likelihood ratios).
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Figure 36.: Muon identification efficiency as measured from data taken
in pp collisions at
√
s = 7 TeV. Data points (red) are com-
pared to MC simulations (blue).
Muons are instead identified by extrapolating reconstructed
tracks with p > 3 GeV/c into the muon stations. Hits are searched
within fields of interest (FOI) around the extrapolation point of
the track in each muon station, parameterized as a function of
momenta for each station and region. A track is considered as
a muon candidate when a minimum number of stations (2-4
depending on momentum) have hits in their corresponding FOI.
Moreover a combined identification can be build considering
further information as the slopes in the muon system and the
main tracker, and the average track-to-hit distance for the various
hits associated to the track. Then for each track the difference in
log-likelihood between the muon hypothesis and pion hypothesis
is determined, and summed with the values from the RICH and
calorimeter systems.
Muon identification has been tested on real data using the
J/ψ → µ+µ− decay. One of the two muons is required to fully
reconstructed by the tracking system and the muon system while
for the second muon no requirement is made on the MUON
system information. In this manner the efficiency of the muon
identification can be measured directly on pp collisions. In Fig. 36
the results of the muon identification measurement are shown
as a function of the muon momentum and compared with MC
simulations with which they are consistent.

Part II
E X P E R I M E N TA L W O R K

3
M E A S U R E M E N T O F V0 P R O D U C T I O N R AT I O S
The study of the V0 particles is important to understand the
physics of the strange quark production and of the hadronization
phase in high energy pp collisions (Cf.§ 1.2).
In this chapter we present measurements performed within the
LHCb experiment of two main observables, the Λ¯/Λ production
ratio, which is a measurement of the strange baryon production
asymmetry, and the Λ¯/K0S production ratio, measurement of the
baryon to meson suppression.
The Λ¯/Λ production ratio is defined as:
Λ¯
Λ
=
σ(pp→ Λ¯X)
σ(pp→ ΛX) (3.1)
where X is used to denote the inclusive nature of the cross-
section and includes any final state accompanying the Λ particles.
Similarly the Λ¯/K0S ratio is defined as
Λ¯
K0S
=
σ(pp→ Λ¯X)
σ(pp→ K0SX)
. (3.2)
For the two ratios we consider only particles produced at the
primary vertex either directly or from strong or electromagnetic
decays of particles produced therein; more details on this distinc-
tion will be given in §3.1.
The measurement of production ratios, rather than production
cross-sections, besides being cleaner from the theoretical point of
view, is also simpler experimentally. Some common factors to be
taken into account in the cross-section cancel out when dealing
with ratios. In particular the luminosity can be simplified exactly
and most of the efficiencies cancel out approximately, simplifying
the final analysis.
The measurements of the two production ratios have been
done in parallel, with common data samples and analysis and
therefore will be presented together in this chapter.
Common data samples (§3.2) have been used both for data and
Monte Carlo simulations, and they have been analysed in parallel.
A common selection, described in §3.3, has been developed for
all V0 particles, and raw event yields have been extracted from
invariant mass distributions both for data and MC simulations.
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The data raw event yields (§3.5.2) have been corrected for the
efficiency obtained from MC (§3.6) so that the final event yields
have been obtained. Then the two production ratios have been
measured in bins of transverse momentum, pT, and rapidity, y,
and the results will be presented in §3.7.
While the measurement is apparently simple, it needs a clear
knowledge of the detector so that great attention has been put in
the evaluation of possible systematics, described in §3.8.
3.1 prompt and secondary v0
As explained in the introduction, to understand the real mecha-
nism of V0 production we intend to study the prompt component.
We consider as prompt all the particles produced directly at the
primary vertex (PV) or coming from strong or electromagnetic de-
cays of other particles produced in the PV. The theoretical reason
for the inclusion of the latter component is that the s quark of the
V0, in these decays, in not altered and comes directly from the
PV. A secondary but very important reason, is that these events
are usually experimentally indistinguishable from the V0 directly
from PV; in fact being able to distinguish them would require
the detection of very soft photons or slow charged particles for
which the efficiency would be very low, if not vanishing.
In order to understand the composition in terms of V0 of
typical pp collisions we have looked at Monte Carlo simulated
minimum bias events. Most of these events (at high energies)
contain at least one V0 particle. In particular, in minimum bias
events at
√
s = 7 TeV a K0S is present in about 71% of the cases
and a Λ in about 60%, the two percentages decrease to 50% and
35% respectively for K0S and Λ in collisions at
√
s = 0.9 TeV.
These numbers are derived from generator level Monte Carlo
simulations without propagation in the detector and are referred
to the entire solid angle, not to the LHCb acceptance. If one
considers a full simulation the numbers might change due to
V0 produced in particle interactions with material or absorbed
therein.
As mentioned before, the V0 particles can come from other
resonances decays, in particular in Tables 1 and 2 are listed the
various fractions of V0 coming from the PV or from other particles
decays as obtained from MC simulations at generator level at√
s = 0.9 TeV and
√
s = 7 TeV respectively.
In Tables 4, 3 are listed all the possible sources of V0 particles
as obtained from MC events with full detector simulation; the
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reported origin particles can be either the head of the decay
chain or particles which interacted with detector material and
produced a V0. At generator level about half of the Λ and ∼ 60%
of the K0S come from the PV and the rest is mainly due to various
K∗ resonances for the K0S and to Σ and Ξ particles for the Λ so
that the prompt fraction of the V0 particles is at the level of 97%
or more. After full detector simulation the percentages do not
change much, but many more sources of V0 particles are present,
mainly due to V0 re-scattering or other particles interactions in
the material.
3.2 data samples and running conditions
The data samples used in these analysis were collected by the
LHCb detector in pp collisions at LHC during 2010. Samples at
two different energies were recorded respectively at
√
s = 0.9 TeV
and 7 TeV.
3.2.1 Data at
√
s = 0.9 TeV
During the end of 2009 proton beams were delivered by the LHC
at 450 GeV per beam so that the first collision tests were made at√
s = 0.9 TeV. This energy corresponds to the injection energy of
the proton beams from the SPS. Different analyses were started
considering data taken at this energy among which also the V0
production ratios analyses. Since data were found interesting but
the statistics was very low a special run at
√
s = 0.9 TeV was
requested once the luminosity increased and was delivered on
May 2nd and 3rd 2010. Integrated luminosities of 148 and 163
µb−1 were recorder with LHCb magnetic field polarity up and
down respectively, for a total of 311 µb−1.
The collisions have been recorded by LHCb which was running
in nominal conditions with the exception of the VELO. In these
conditions both the crossing angle and size of the beams are
larger than those at nominal higher energies beams, for which
the detector has been designed. For these reasons, to avoid dam-
ages in the VELO, its two halves were kept 10 mm away from
the nominal closed position (semi-open position), reducing the
azimuthal acceptance of the detector.
The trigger during this data taking was in the so-called “micro-
bias” configuration. This is a sort of minimum bias trigger which
requires just one track in the VELO detector (a 2 dimensional
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Table 1.: Head of decay chain for V0 particles in minimum bias events
at
√
s = 0.9 TeV, as obtained from MC simulations at generator
level. Charge conjugate modes are always implied. Standard
PDG ID [64] are listed for reference.
Head PDG ID (abs.) Fraction (%) Fraction on non-PV (%) V0 prompt
PV 0 60.5± 0.5 Yes
a02(1320) 115 0.4± 0.1 1.2± 0.2 Yes
a±2 (1320) 215 0.7± 0.1 2.0± 0.2 Yes
f2(1270) 225 0.3± 0.1 0.9± 0.1 Yes
K∗0(892) 313 8.9± 0.3 24.1± 0.7 Yes
K∗02 (1430) 315 1.5± 0.1 4.0± 0.3 Yes
K∗+(892) 323 18.9± 0.4 51.2± 0.8 Yes
K∗+2 (1430) 325 2.3± 0.1 6.1± 0.4 Yes
φ(1020) 333 2.8± 0.2 7.6± 0.4 Yes
f′2(1525) 335 0.4± 0.1 1.2± 0.2 Yes
D∗±(2010) 413 0.1± 0.0 0.3± 0.1 No
D0 421 0.2± 0.0 0.4± 0.1 No
D∗0(2010) 423 0.1± 0.0 0.4± 0.1 No
Others 2.7± 0.1 0.1± 0.1
(a) Head of decay chain for K0S
Head PDG ID (abs.) Fraction (%) Fraction on non-PV (%) V0 prompt
PV 0 42.0± 0.6 Yes
Σ∗∓ 3114 8.0± 0.4 13.8± 0.6 Yes
Σ0 3212 18.1± 0.5 31.2± 0.8 Yes
Σ∗0 3214 9.1± 0.4 15.7± 0.6 Yes
Σ∗± 3224 10.6± 0.4 18.3± 0.7 Yes
Ξ∓ 3312 4.2± 0.3 7.3± 0.4 Yes
Ξ∗∗∓ 3314 1.3± 0.1 2.2± 0.3 Yes
Ξ0 3322 5.1± 0.3 8.7± 0.5 Yes
Ξ∗0 3324 1.3± 0.2 2.3± 0.3 Yes
Ω∓ 3334 0.1± 0.0 0.2± 0.1 No
Λ±c 4122 0.2± 0.1 0.3± 0.1 No
Others < 0.1 < 0.1
(b) Head of decay chain for Λ
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Table 2.: Head of decay chain for V0 particles in minimum bias events
at
√
s = 7 TeV, as obtained from MC simulations at generator
level. Charge conjugate modes are always implied. Standard
PDG ID [64] are listed for reference.
Head PDG ID (abs.) Fraction (%) Fraction on non-PV (%) V0 prompt
PV 0 58.2± 0.1 Yes
a02(1320) 115 0.4± 0.1 1.2± 0.0 Yes
a±2 (1320) 215 0.9± 0.1 2.2± 0.1 Yes
f2(1270) 225 0.4± 0.1 1.1± 0.1 Yes
K∗0(892) 313 9.2± 0.1 23.9± 0.1 Yes
K∗02 (1430) 315 1.7± 0.1 4.5± 0.1 Yes
K∗+(892) 323 18.8± 0.1 48.7± 0.1 Yes
K∗+2 (1430) 325 2.4± 0.1 6.2± 0.1 Yes
φ(1020) 333 2.9± 0.1 7.4± 0.1 Yes
f′2(1525) 335 0.5± 0.1 1.4± 0.1 Yes
D± 411 0.2± 0.1 0.5± 0.1 No
D∗±(2010) 413 0.2± 0.1 0.6± 0.1 No
D0 421 0.3± 0.1 0.8± 0.1 No
D∗0(2010) 423 0.2± 0.1 0.4± 0.1 No
Others 3.2± 0.1 0.1± 0.1
(a) Head of decay chain for K0S
Head PDG ID (abs.) Fraction (%) Fraction on non-PV (%) V0 prompt
PV 0 40.4± 0.1 Yes
Σ∗− 3114 8.8± 0.1 14.8± 0.1 Yes
Σ0 3212 17.4± 0.1 29.3± 0.1 Yes
Σ∗0 3214 9.3± 0.1 15.6± 0.1 Yes
Σ∗+ 3224 10.8± 0.1 18.1± 0.1 Yes
Ξ± 3312 4.8± 0.1 8.1± 0.1 Yes
Ξ∗∓ 3314 1.3± 0.1 2.2± 0.1 Yes
Ξ0 3322 5.0± 0.1 8.5± 0.1 Yes
Ξ∗0 3324 1.4± 0.1 2.3± 0.1 Yes
Ω± 3334 0.1± 0.1 0.2± 0.1 No
Λ±c 4122 0.2± 0.1 0.4± 0.1 No
Others < 0.1 < 0.1
(b) Head of decay chain for Λ
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Table 3.: Origin of K0S in minimum bias events at
√
s = 0.9 TeV, as
obtained from MC simulations with full detector simulation.
Origin means either head of decay chain or particle that in-
teracted with material and originated a K0S. Charge conjugate
modes are always implied.
Origin particle PDG ID (abs.) Fraction (%) Fraction on non-PV (%)
PV 0 54.7
ρ0(770) 113 0.5 1.1
a02(1320) 115 0.4 1.0
K0L 130 0.2 0.4
pi± 211 0.9 1.9
ρ0(770) 213 0.5 1.0
a±2 (1320) 215 0.9 2.0
ω(782) 223 0.3 0.6
f2(1270) 225 0.4 1.0
K∗(892)0 313 8.9 19.6
K∗02 (1430) 315 1.4 3.2
K± 321 2.9 6.5
K∗±(892) 323 17.2 38.0
K∗±2 (1430) 325 2.0 4.5
φ(1020) 333 2.6 5.8
f′2(1525) 335 0.5 1.0
D± 411 0.1 0.2
D∗±(2010) 413 0.1 0.3
D0 421 0.2 0.3
D∗0(2010) 423 0.1 0.2
∆± 1114 0.1 0.3
n 2112 0.5 1.0
∆0 2114 0.2 0.4
p 2212 0.5 1.1
∆± 2214 0.2 0.4
Σ∗± 2224 0.3 0.7
Λ 3122 0.1 0.3
Others 2.7 0.1
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Table 4.: Origin of Λ in minimum bias events at
√
s = 0.9 TeV, as ob-
tained from MC simulations with full detector simulation.
Origin means either head of decay chain or particle that inter-
acted with material and originated a Λ V0. Charge conjugate
modes are always implied.
Origin particle PDG ID (abs.) Fraction (%) Fraction on non-PV (%)
PV 0 29.7
ρ0(770) 113 0.7 1.0
a02(1320) 115 0.1 0.2
K0L 130 1.2 1.6
pi± 211 1.4 2.0
ρ±(770) 213 0.6 0.9
a±2 (1320) 215 0.2 0.3
ω(782) 223 0.4 0.6
f2(1270) 225 0.2 0.2
K0 311 6.0 8.5
K∗(892)0 313 2.8 3.9
K∗02 (1430) 315 0.3 0.4
K± 321 8.5 12.1
K∗±(892) 323 2.2 3.1
K∗±2 (1430) 325 0.2 0.4
φ(1020) 333 0.7 1.0
f′2(1525) 335 0.1 0.1
∆± 1114 0.2 0.3
n 2112 0.7 1.0
∆0 2114 0.2 0.3
p 2212 0.8 1.1
∆± 2214 0.3 0.4
∆++(−−) 2224 0.4 0.6
Σ∗± 3114 5.7 8.2
Λ 3122 0.4 0.5
Σ0 3212 12.0 17.1
Σ∗0 3214 6.5 9.3
Σ∗± 3224 8.0 11.5
Ξ± 3312 3.0 4.3
Ξ∗± 3314 0.8 1.1
Ξ0 3322 3.2 4.6
Ξ∗0 3324 0.9 1.3
Ω± 3334 0.1 0.1
others 0.6 < 0.1
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Table 5.: Summary of the datasets used in this work. The analysed
integrated luminosity is shown for real data while the number
of events is shown for Monte Carlo simulations; numbers for
different field polarities are shown separately.
Field down Field up
Data at
√
s = 0.9 TeV 163 µb−1 148 µb−1
Data at
√
s = 7 TeV 597 µb−1 1193 µb−1
MC at
√
s = 0.9 TeV 73 M 73 M
MC at
√
s = 7 TeV 69 M 60 M
rz track) or in the TT stations. This trigger results in ∼ 100%
efficiency for the channels we considered in this work.
3.2.2 Data at
√
s = 7 TeV
The second dataset used for this analysis was recorded by LHCb
at the energy
√
s = 7 TeV. LHCb started recording data in these
conditions on April 1st 2010 and they have been kept for the whole
year 2010. The LHCb detector was in its nominal conditions,
including the VELO which at these energies can run in its closed
position.
The data used for this analysis has a visible interaction rate
much smaller than 1, i.e. there is essentially no pile up. Also
these data have been recorded using the “micro-bias” trigger and
corresponds to integrated luminosities of 1193 and 597 µb−1 for
the field up and down configurations respectively.
3.2.3 Monte Carlo samples
The LHCb collaboration has produced simulated Monte Carlo
(MC) events data sets which reproduce closely the conditions of
real data taking.
Minimum bias MC events have been used for this analysis. In
particular 73 M events for each magnetic field polarity have been
generated at
√
s = 0.9 TeV. The detector was simulated with the
VELO semi-open position already described in order to match
real data conditions. The
√
s = 7 TeV sample is composed of 60
and 69 M events for the field up and down configurations respec-
tively and has the VELO in its nominal fully closed position.
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Furthermore some MC samples were also generated in order
to compare the data with various PYTHIA [23] tunings. In partic-
ular the so called “Perugia-0”, tuned on LEP and Tevatron data,
and the “Perugia NOCR”, with extreme description of Baryon
number transport without color reconnection, tunings [25] were
used to generate MC samples at both energies since these are
considered here “standard-candles”. These samples were sim-
ply generated without full detector simulation since they are
used only to understand the Monte Carlo predictions for our
observables with different tunings.
Being V0 hadrons copiously present in minimum bias events
only this type was considered in the MC for the estimation
of LHCb performances both for the signal properties and for
background contamination.
3.3 v0 selection
Events at high energy proton-proton collisions are quite complex;
within the LHCb acceptance hundreds of tracks are reconstructed
per event: in particular distributions of the number of recon-
structed tracks per event in pp collisions at
√
s = 0.9 TeV and 7
TeV are shown in Fig. 37 (a) and (b) respectively. Nevertheless,
the selection of V0 particles is rather simple. Owing to the V0
large proper times (Λ cτ = 7.89 cm, K0S cτ = 2.6842 cm) and
boosts their decay vertices are usually some distance away from
the primary vertex so that many handles allow to separate real
V0 from combinatorial background. Simple requirements on the
impact parameter of the decay products with respect to the pri-
mary vertex are usually enough to discard the large number of
particles from the primary vertex. We have developed a simple
analysis for these decays aiming mainly at having pure samples
without biasing our observables.
In order to select V0 candidates, pairs of oppositely charged
tracks are selected. In this analysis only long tracks have been
used, which require hits in every tracking detector helping to un-
derstand detector effects and control the systematic uncertainties.
Given the lifetimes for the considered V0 particles, a large frac-
tion of them decays out of the VELO so that their reconstruction
can be done only using downstream tracks which do not require
any hit in this detector. However the momentum (and hence the
mass) resolution is worse for downstream tracks, so that we have
preferred to avoid using them.
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(a) (b)
Figure 37.: Distributions of the number of tracks reconstructed in LHCb
per event in pp data at (a)
√
s = 0.9 TeV and (b)
√
s = 7 TeV
in LHCb.
Each track is required to have the χ2 per degree of freedom
of the track fit less than 9. This cut, being very loose, has been
chosen just as a quality cut to select clean tracks and reject ghost
tracks.
The two tracks are combined to form a common vertex which
is then fitted. A quality cut on the χ2/dof of the fit was chosen
considering the signal to background ratio and the value was
found to be optimal around 9. This cut is quite loose however
the combinatorial background is efficiently removed by the kine-
matic selection so that we have chosen this value in order not to
diminish the signal efficiency.
Within this selection we do not use particle identification in or-
der to distinguish between pions and protons since, as seen later,
it is not needed to have pure signals. Therefore we consider all of
the tracks either as pions or protons assigning the correspondent
mass hypothesis when needed.
3.3.1 Kinematic selection
The final selection is performed exploiting the kinematics of the
decay. In order to avoid any bias on our measurements and to
reduce the uncertainty contribution coming from efficiencies, any
cut on the transverse momentum either of the V0 or of its decay
products has been avoided, also because not really needed to
select pure samples.
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The variable which holds most of the information in this type
of events is the impact parameter (IP) relative to the primary
vertex. While the V0 particle, being directly produced at the
primary vertex, must have a small impact parameter relative to
the PV, the decay products must be displaced from it. Moreover
given the V0 proper time the large lever arm ensures that even
for small decay angles the IP of the decay products would be
large.
In order to combine the information of the three impact pa-
rameters (V0 and its decay products) the following variable was
defined:
ν = log(IP1)+ log(IP2)− log(IPV0) = log(
IP1 · IP2
IPV0 · [1 mm] ) (3.3)
this combination can be thought as a Fisher discriminant [65] for
the logarithms of the impact parameters. In the following will
be presented a study which compares the ν variable with other
widely used discriminant methods.
3.3.1.1 Comparison of ν discriminant variable with different multi-
variate methods
In order to assess the performances of the ν variable, it was
compared to other commonly used multivariate methods. We
exploited a tool for multivariate techniques, called TMVA [66],
widely used, especially in the high energy physics community.
It allows the study of different multivariate methods for data
mining purposes; we refer to its user guide for a detailed mathe-
matical treatment of the different multivariate methods [67].
As input samples for these studies we have used a loosely
preselected sample of minimum bias events from MC simulations
at
√
s = 0.9 TeV. K0S candidates were built as previously described
and divided in two samples:
• signal sample, composed of MC truth matched K0S candi-
dates;
• combinatorial background sample, composed of all the
other random combinations.
Then the three input variables (IP1, IP2, IPV0) were combined
using the following methods:
• ν variable1
1 Because of the way TMVA requires its input, the implementation of the ν
variable has been done via the “FDA” method (Function Discriminant Analysis)
which allows the user to define the desired function of the input variables.
84 measurement of v0 production ratios
• Likelihood
• Fisher discriminant
• Standard cuts
• Neural network
since we will describe these methods in detail in §5.1.5, we do
not repeat here their treatment.
The different methods were trained and tested using the above-
mentioned samples, which were divided (randomly) in two
halves each in order to separate the training from the testing
sample; two independent samples are in fact needed in order not
to bias the estimate of the performances.
The methods were then rated according to their results on
the testing sample in terms of signal efficiency and background
rejection. In Fig. 38 we show the background versus the signal ef-
ficiency. It can be seen that the ν variable outperforms most of the
methods with the exception of the Neural network (MLP). The ν
variable is in particular more efficient at a given background rejec-
tion than standard cuts and (linear) fisher discriminant showing
that some non-linearity and correlation in the combination of the
input variables is present. It is at the same level of the likelihood
and worse than the neural network but significantly simpler than
these methods.
A second test was performed using as input variables directly
the logarithms of the impact parameters. In this way the Fisher
discriminant should be almost equal to the ν, for the set of
parameters (1,1,-1). The already described steps were made and
the final results are shown in the Fig. 38 bottom plot. Again ν
is better than standard cuts, at the same level of the likelihood
and worse than the neural network. The comparison with the
Fisher discriminant shows that ν is still better. The reason of
this behaviour may be found in the way the Fisher discriminant
is optimised: this method tries in fact to find the best axis in
the variables space to separate the two populations, however
this optimisation is exact only for gaussian distributed variables
while it can be sub-optimal in case of different distributions or in
presence of non-linear correlations. In this sense the ν variable
appears to be better suited to the problem under consideration.
While the performance of the likelihood and of the neural
network were equal or better than ν, we preferred to continue
using this variable since the study of systematics due to our
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knowledge of IP distributions in data is much simpler in this case
than in more complex methods.
3.3.2 Misidentification background
and Armenteros-Podolanski analysis
As already stated no particle identification method was used
in this analysis. No mis-identification background is expected
in V0 events excepted from crossover misidentification of Λ to
K0S and vice-versa. If we assign to the proton from the Λ decay
the pion mass the reconstructed pipi mode could lie in the K0S
invariant mass region, and the opposite happens if one of the
two K0S pions is labelled as a proton. A particle identification
cut would safely remove this background, but at the price of
lowering signal efficiencies and, more important, introducing
higher uncertainties on the efficiency since the performance of a
RICH detector is more complex to understand than that of the
tracking system.
In the following we present some studies which show the par-
ticle identification properties and background after our selection
in order to prove that our crossover background is quite small so
that no concern comes from this issue.
A classical way to analyse V0 events when particle identifica-
tion is not present, or one prefer not to use it, is the Armenteros-
Podolanski analysis [68]. It can be shown that a certain identifica-
tion of the decay products can be achieved just by exploiting the
kinematic properties of the decay. In particular there is an elliptic
relation between p−T , the transverse momentum of the negatively
charged particle 2 with respect to the V0 momentum, and the
longitudinal momentum asymmetry defined as:
α =
p+L − p
−
L
p+L + p
−
L
(3.4)
where p±L is the longitudinal momentum with respect to the V
0
of the decay products. Particles with different masses or different
decay products produce different ellipsis so that they can be
easily distinguished.
In Fig. 39 we show what we would expect from perfectly pure
V0 samples: this figure is obtained from MC truth matched V0
particles from simulations at
√
s = 7 TeV. The three ellipses can be
2 This is just a convention, an analogous relation can be derived for the positively
charged particle.
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Figure 38.: Background efficiency versus signal efficiency, for different
multivariate methods studied for the rejection of combinato-
rial background in V0 selection. A zoom in the high signal
efficiency region is shown. Top plots shows methods output
with impact parameters as input while in the bottom plot
the methods had log(IP) as input. The ν variable is denoted
as “FDA” in these plots.
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Figure 39.: Armenteros-Podolanski plot for Monte Carlo associated
events. The black ellipse arch is composed of K0S → pi+pi−
events, while the red and blue ellipses represent Λ¯→ p¯pi+
and Λ→ ppi− events respectively. The MC simulations are
of pp collisions at
√
s = 7 TeV.
seen to be very precisely separated apart from two crossing points
of the K0S with the Λ¯ and Λ ellipses. In this two points the two
decay scheme hypothesis coincide kinematically so that cannot be
distinguished using only the Armenteros-Podolanski information.
However if one uses the two different decay products hypotheses
one can calculate the invariant masses of the decaying particle.
Often only one of the two decay hypotheses lies in the correct
signal region so that the crossing misidentification is small.
In Fig. 40 the Armenteros-Podolanski plot for selected V0
candidates in Monte Carlo and data events in the large invariant
mass region are shown. The different signals can be distinguished
very brightly and the overlap between K0S and Λ’s is very little.
When considering only an invariant mass region of plus or minus
three standard deviations for the three signals and after sideband
subtraction the same events are shown in Fig. 41 for MC events
(top plots) and data ones (bottom plots); as it can be seen the
signal is very pure already after the kinematic selection.
In order to remove the misidentification background of Λ in
the K0S invariant mass region a cut has been applied requiring
that the ppi− and p¯pi+ combinations had an invariant mass in
the pipi hypothesis different of 4.5MeV/c2 from the K0S nominal
mass. This cut appears in Fig. 41 as a small deficit of events in
the Λ and Λ¯ plots in the region where the K0S ellipse would have
crossed the Λ ones. After applying this cut the contamination
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Figure 40.: Armenteros-Podolanski plot after pre-selection for (left) MC
and (right) data events at
√
s = 7 TeV with field down.
of K0S to the Λ and Λ¯ samples is reduced to less than 0.5%. An
analogous cut was foreseen for the opposite condition of Λ and Λ¯
contamination to the K0S sample; however this cut was not applied
since this contamination was already at a negligible level.
3.3.3 Boost to the centre of mass
Due to the presence of the LHCb magnetic field the proton beams
are subjected to a deviation of about 2 mrad at
√
s = 0.9 TeV
and 0.3 mrad at 7 TeV. In order to compensate for this deviation
the incoming beams arrive in the LHCb interaction point with a
certain angle symmetric and opposite for each beam with respect
to the LHCb laboratory frame z axis. This angle lies in the (x, z)
plane, orthogonal to the magnetic field.
Therefore, the pp collisions rest frame is not exactly coincident
with the laboratory frame and hence, in order to compute the
variables in the correct centre of mass frame a Lorentz transfor-
mation have to be applied to all the considered particles. The
transformation consists mainly in a boost along the x direction in
opposite directions for opposite field configurations. Moreover,
the system has to be rotated in order to make the z direction
coincident with the incoming beam direction.
In the following when we use variables such as momentum,
rapidity etc, we consider them as computed in this proton-proton
centre of mass system, if not otherwise specified.
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Figure 41.: Armenteros-Podolanski plots for (top) MC and (bottom)
data events at
√
s = 7 TeV with field down after sideband
subtraction and pipi invariant mass cut. From left to right Λ¯,
K0S and Λ events are shown respectively.
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3.4 properties of the selected v0
From the selected samples we can extract the properties of the V0
particles. This is very useful in order to compare real data with
MC simulations to understand if the latter reproduce the reality
and can be used to estimate efficiencies and other corrections to
be applied to the data.
In this paragraph we compare the uncorrected distributions for
some variables of data and MC. The Monte Carlo distributions
are obtained from selected events, following the same procedure
applied to the data. We do not require any information coming
from MC truth so that the distributions should be an unbiased
estimate for the properties of the data.
All the distributions are shown after background subtraction
performed statistically. For each distribution two histograms are
obtained one for the mass window of the V0 particle and the other
for the sidebands region. The background is removed from the
former distribution by subtracting the latter with a scaling factor
proportional to the ratio of the two considered invariant mass
intervals. This technique is similar to the sideband subtraction
adopted for signal extraction (cf. 3.5), in particular it exploits
the property of the combinatorial background to be a linearly
distributed along the invariant mass.
In Fig. 42 and 43 the momentum distributions of the Λ and K0S
are shown respectively. The data and MC distributions are com-
pared in these plots; the MC distributions have been normalised
to the number of entries in the corresponding data histograms.
This would be applied from now on whenever we compare data
and MC distributions, unless otherwise specified. It can be seen
that the distributions for MC and data are different, the latter
having a larger average in each sample. Since both MC and data
are analysed in parallel, the difference in the spectra must rely
on a physics difference between the simulations and the real
data. The origins of these differences can be different and their
discussion is beyond the scope of this work; here we consider
the MC only as a way to understand our detector efficiencies.
This feature is propagated to the different distributions which
are correlated with the momentum, pT and xF in particular.
In Fig. 44 and 45 the rapidity (y) distributions of the Λ and K0S
respectively are shown. The two figures show plots for the sam-
ples at the two different energies and at both field configurations.
The data and MC distributions are not very different but clearly
do not agree in some bins. In particular the data has an higher
3.4 properties of the selected v0 91
average in every plot. This reflects the higher momentum of the
data with respect to the Monte Carlo. This same effect is even
more visible in the transverse momentum distributions which
are shown in figures 46 and 47 for Λ and K0S respectively. The pT
spectra are clearly different for data and MC showing that the
real data correspond to harder V0 particles at both energies. As
will be explained in 3.6.1.1 this spectrum difference can cause a
bias when correcting the data for the efficiencies calculated from
MC, so that a reweighting technique, there described, has been
used.
Another interesting variable is the Feynman x, or xF, which is
usually defined in the experimental context as
xF =
2pL√
s
(3.5)
where pL is the longitudinal momentum for the considered par-
ticle in the laboratory frame. The distribution of xF for Λ and
K0S as obtained in data and MC samples are shown in Fig. 48
and 49. In addition of the consideration that the spectrum is
again different for data and MC, another important conclusion
can be drawn: we observe that the average xF for the considered
samples is 〈xF〉 ∼ 0.04 and 〈xF〉 ∼ 0.003 for
√
s = 0.9 TeV and√
s = 7 TeV respectively so that, even if our detector is forward,
with the study of V0 we are actually probing the central region
of pp interactions. This property will be particularly important
when analysing the Λ polarisation.
Finally we show in Fig. 50, 51 and 52 the distributions of the
azimuthal angle φ for Λ, Λ¯ and K0S respectively. It can be noticed
that the MC reproduces quite well the distributions of the data.
In particular at
√
s = 0.9 TeV it can be seen both in MC and
data distributions the effect on the acceptance of the VELO open
position which cause a loss of events at φ = ±pi/2. From the
comparison in these three figures of the left side plots, referred
to field down configuration, and right side plots, for field up, it
can be noticed that the acceptance for Λ decays is not invariant
for the field change. In particular while with the field down the
Λ combinations accumulate around φ = 0, with field up they
move to φ = ±pi. The situation is reversed for the Λ¯ combinations.
This effect is not present in the K0S combinations suggesting that
the reasons have to be found in the asymmetry of the Λ and Λ¯
decay. The detection and reconstruction efficiency for protons
and pions is certainly not the same leading to asymmetries in the
reconstructed phase space. No concern comes from this since the
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Figure 42.: Distributions of the Λ and Λ¯ momentum for MC (black
line) and data (red error bars) at
√
s = 0.9 TeV (top) and at
7 TeV (bottom). The left side plots are for the field down
configuration while the right side ones for the field up.
distributions are well reproduced by the MC. Anyhow studies on
the possible systematic uncertainties given by this variable were
conducted and will be resumed in §3.8.6.1.
3.5 signal extraction
In order to extract the number of selected V0 in our samples, we
need to identify the invariant mass region which we consider as
signal and the ones which we use to estimate our background
(sidebands).
In Fig. 53 and 54 we show the invariant mass distributions for
selected V0 candidates as obtained analysing the pp collisions
data at
√
s = 0.9 TeV and 7 TeV. The distributions are fitted with
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Figure 43.: Distributions of the K0S momentum for MC (black line) and
data (red error bars) at
√
s = 0.9 TeV (top) and at 7 TeV (bot-
tom). The left side plots are for the field down configuration
while the right side ones for the field up.
a gaussian signal function plus a linear function to reproduce the
combinatorial background.
The estimated invariant mass resolutions are σΛ ' 1.3 MeV/c2
for Λ and Λ¯ candidates and σK0S ' 4.1 MeV/c2 for K0S candidates.
We do not report more precise measurements of the resolutions
since an exact estimate of their values is beyond the scope of the
present work.
We have used the approximate values of the resolutions σΛ =
1.5 MeV/c2 and σK0S = 4.5 MeV/c
2 in order to set the invariant
mass signal region and sidebands. If σV0 is the approximate
resolution for the considered V0 species, we define as “signal”
what is inside ±3σV0 with respect to the nominal [69] value of the
V0 mass. Conversely, we define sidebands two regions on the left
and right of the signal region. These regions have been set 10σΛ
and 10σK0S in width for the Λ¯/ Λ and for the K
0
S respectively.
The values of the signal and sidebands region are summarised in
Table 6.
Following this division, the extraction of the number of events
from the invariant mass distributions has been obtained through
sideband subtraction. This simple technique computes the num-
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Figure 44.: Distributions of the Λ and Λ¯ rapidity for MC (black line)
and data (red error bars) at
√
s = 0.9 TeV (top) and at 7
TeV (bottom). The left side plots are for the field down
configuration while the right side ones for the field up.
Table 6.: Summary of the signal and sidebands invariant mass regions
for the different V0 species. Values are reported as a function
of the approximate experimental resolutions, σΛ and σK0S ,
and the nominal masses [69], mΛ and mK0S , of the respective
candidates. Numerical values are in MeV/c2.
Sample Signal region Left sideband Right sideband
Λ and Λ¯ mΛ ± 3σΛ [1080, 1080+ 15σΛ] [1150− 15σΛ, 1150]
K0S mK0S ± 3σK0S [447.6, 447.6+ 4σK0S ] [547.6− 4σK0S , 547.6]
3.5 signal extraction 95
Figure 45.: Distributions of the K0S rapidity for MC (black line) and data
(red error bars) at
√
s = 0.9 TeV (top) and at 7 TeV (bottom).
The left side plots are for the field down configuration while
the right side ones for the field up.
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Figure 46.: Distributions of the Λ and Λ¯ pT for MC (black line) and data
(red error bars) at
√
s = 0.9 TeV (top) and at 7 TeV (bottom).
The left side plots are for the field down configuration while
the right side ones for the field up.
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Figure 47.: Distributions of the K0S pT for MC (black line) and data (red
error bars) at
√
s = 0.9 TeV (top) and at 7 TeV (bottom). The
left side plots are for the field down configuration while the
right side ones for the field up.
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Figure 48.: Distributions of the Λ and Λ¯ xF for MC (black line) and data
(red error bars) at
√
s = 0.9 TeV (top) and at 7 TeV (bottom).
The left side plots are for the field down configuration while
the right side ones for the field up.
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Figure 49.: Distributions of the K0S xF for MC (black line) and data (red
error bars) at
√
s = 0.9 TeV (top) and at 7 TeV (bottom). The
left side plots are for the field down configuration while the
right side ones for the field up.
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Figure 50.: Distributions of the Λ azimuthal angle φ for MC (black
line) and data (red error bars) at
√
s = 0.9 TeV (top) and at
7 TeV (bottom). The left side plots are for the field down
configuration while the right side ones for the field up.
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Figure 51.: Distributions of the Λ¯ azimuthal angle φ for MC (black
line) and data (red error bars) at
√
s = 0.9 TeV (top) and at
7 TeV (bottom). The left side plots are for the field down
configuration while the right side ones for the field up.
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Figure 52.: Distributions of the K0S azimuthal angle φ for MC (black
line) and data (red error bars) at
√
s = 0.9 TeV (top) and at
7 TeV (bottom). The left side plots are for the field down
configuration while the right side ones for the field up.
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Figure 53.: Invariant mass distributions for selected V0 candidates in pp
collisions at
√
s = 0.9 TeV. From top to bottom the Λ¯→ p¯pi+,
Λ→ ppi− and K0S → pi+pi− combinations are shown.
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Figure 54.: Invariant mass distributions for selected V0 candidates in pp
collisions at
√
s = 7 TeV. From top to bottom the Λ¯→ p¯pi+,
Λ→ ppi− and K0S → pi+pi− combinations are shown.
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ber of signal events by statistically subtracting the combinatorial
background in the invariant mass region from an estimate ob-
tained with the sidebands, namely:
Nsig = Nmw −Nsb/ρ (3.6)
where Nsig is the extracted number of signal events from Nmw
events in the signal mass window minus Nsb of the sidebands
regions weighted by ρ which is the ratio between the widths
of the signal mass windows and sidebands. This technique is
analytically exact if the background is distributed linearly as a
function of the invariant mass, as we expect for combinatorial
background.
3.5.1 Choice of variables and binning
Most of the theoretical works on the V0 production consider
pseudo-rapidity and transverse momentum as relevant variables.
However we prefer to use pT and rapidity instead of pseudo-
rapidity. In fact rapidity transforms by translation in Lorentz
boosts which helps to compare results at different energies; in
particular, as we have seen, we want to understand the behaviour
of the Λ¯/Λ ratio as a function of ∆y.
In order to have sufficient statistics in the considered bins, the
following binning division were chosen. In rapidity we consider
constant 0.5 wide bins from y = 2.0 to y = 4.0 for
√
s = 0.9 TeV
plus one additional bin (4.0 < y < 4.5) at
√
s = 7 TeV. In trans-
verse momentum we divided the range in non-constant bins of
about the same statistics, using the following intervals, in MeV/c:
[150(250), 500, 650, 800, 1000, 1200, 2500] for the
√
s = 7 TeV (
√
s =
0.9 TeV) sample.
3.5.2 Raw yields
We have extracted the number of V0 candidates in the considered
kinematic regions for the two data samples of pp collisions at√
s = 0.9 TeV and 7 TeV. As already said for each energy the sam-
ples taken with different magnetic field are analysed separately
and consequently the results are reported in different tables.
In Table 7 we report the integrated number of the different V0
species as obtained from data. The numbers are not efficiency
corrected.
The raw yields in transverse momentum and rapidity bins have
been also obtained. Since this is a long list of tables, being one
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Table 7.: Number of background subtracted V0 as obtained from the
different data samples analyses. The numbers are not corrected
for efficiency.
Sample Λ¯ Λ K0S√
s = 0.9 TeV field down 4104 5435 48658√
s = 0.9 TeV field up 7563 10321 91988√
s = 7 TeV field down 135084 144611 1552920√
s = 7 TeV field up 263132 298709 3114803
for each V0 species, energy and field, we have decided to report
them all in Appendix A. The tables show the raw yields in pT
and y bins but also the yields integrated in the considered pT
range in y bins.
Most of the bins have sufficient statistics, however in the very
low pT and low rapidity region some of the samples have not
enough events because in these regions the efficiency is very low.
3.6 efficiency correction
In order to obtain the production yield for V0 particles, the raw
event yields, obtained from signal extraction, have to be corrected
for the efficiency.
The efficiency has been measured exploiting MC simulations
and computed as:
εMC =
NselMC(prompt, non–diffractive)
N
gen
MC(prompt, non–diffractive)
(3.7)
where Nsel (gen)MC is the number of selected (generated) Monte
Carlo events for each considered bin. For the calculation of the
efficiency we consider just prompt V0 particles, as previously
defined. Moreover we do not consider the diffractive component.
Thus, we do not make any attempt for correcting neither the
non-prompt nor the possible diffractive contributions through
efficiency, however we give an estimate of their contribution
and possible effect on the final measurement in the systematics
uncertainties calculation, in §3.8.2 and 3.8.3 respectively.
The number of selected Monte Carlo events is estracted by
analysing full MC simulations in the very same way as the real
data, following reconstruction, selection and signal extraction.
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Hence the efficiency of Eq. (3.7) is inclusive of acceptance, recon-
struction and selection efficiencies. Moreover the denominator
is defined as the total number of V0 generated and therefore
the efficiency takes into account those particles which decay via
other channels or which interact with the detector material before
decaying.
The efficiencies for every sample and for each V0 species are
reported in tables from 47 to 58 of Appendix A.
3.6.1 Calibration of the pT scale
As already stated, there is a significant difference between the
V0 transverse momentum distribution of data and MC. From
the theoretical point of view this can be due to many reasons,
which could reflect the poor description of our MC with respect
to reality. However in this context we are using Monte Carlo
simulations just as a convenient way to understand the efficiency
of our detector with respect to V0 selection. In this respect the
underlying initial state physics differences are not important and
we shall concentrate instead on the influence of this spectrum
difference on the efficiency estimation.
Clearly the reconstruction and selection efficiencies are function
of the transverse momentum. If the pT distribution is not the same
for data and MC, the correction with an efficiency integrated in
transverse momentum would bias the results. In terms of the
LHCb detector pT and y are almost a measurement of the zone
of the detector which detected the V0 particles decay products.
This is not exact for two reasons:
• the V0 decay products do not share exactly the same portion
of phase space of the V0;
• a third independent coordinate is present, the azimuthal
angle φ, which could influence the efficiency.
While the influence of the latter will be discussed as a systematic
uncertainty in §3.8.6.1, the effect of the former should not give a
large contribution since the correlation between the phase space
of the V0 and of its decay products is the same for data and MC.
Therefore it is reasonable to assume that, while the overall
function of the efficiency with respect to pT can be different, its
first derivative have to be the same, i.e.:
∂εData(pT)
∂pT
=
∂εMC(pT)
∂pT
(3.8)
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where ε(pT) is the efficiency either averaged on the other variables
or in a given bin of an other variable (e.g. in a given y bin). This
assumption is rather weak and is based just on the conviction that
the detector simulation represents quite well its real behaviour.
In principle a rather safe estimate of the efficiency would be
already given when calculating the results in bins of pT; however
when integrating the results this contribute with statistical errors
for each bin. Hence we have decided to calculate the estimate of
the efficiency from MC simulations after re-weighting their pT
spectrum in order to match the one obtained in the data.
Even if a only a small difference is present in the y distribution
for data and MC, it has been decided to re-weight both variables
distributions simultaneously in order to avoid artifacts in the
non-reweighted distribution.
3.6.1.1 Re-weighting technique
The re-weighting of the pT and y spectrum is done as follows.
First we estimate the background subtracted bidimensional pT-
y distributions for data and MC, as shown in Fig. 46 and 47.
Secondly we normalise these distributions so that can be treated
as probability distribution functions: fdata(pT,y) and fMC(pT,y)
for data and MC respectively. Then we divide the distribution of
the data with the one of the MC:
w(pT,y) =
fdata(pT,y)
fMC(pT,y)
(3.9)
which gives us the desired weight function. Since we obtain
w(pT,y) as the ratio of two histograms in order to have a contin-
uous function we interpolate it with a polynomial function. This
procedure of course does not increase artificially the information
content of the function but permits a smoother usage. After that
we can use w(pT,y) to weight the MC events.
Note that in order not to bias the efficiency estimation the re-
weighting has to be applied both to reconstructed and generated
MC events, i.e. to the numerator and to the denominator of the
efficiency.
The re-weighting procedure has been applied separately to Λ
and K0S particles, while a common function has been used for Λ
and Λ¯.
The possible systematic errors connected with this procedure
will be discussed in §3.8.4.
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3.6.2 Corrected yields
By applying the efficiency correction to the raw yields we have
obtained the corrected production yields for the different V0
species. We report these results in Appendix A: Tables from 59 to
70 show the results for the different V0 species at
√
s = 0.9 TeV
and 7 TeV for both the magnetic fields.
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3.7 results
In this section we present the results of our analysis for the Λ¯/Λ
and Λ¯/K0S production ratios.
3.7.1 Λ¯/Λ ratio
The Λ¯/Λ ratio obtained in bins of rapidity and transverse mo-
mentum from the corrected yields calculated in §3.6.2 is reported
in Table 71 and 72 of Appendix A for
√
s = 0.9 TeV with field
down and field up respectively. Since the two results are in agree-
ment they have been averaged for the final results which are
reported in Table 8. The pT integrated results are also shown for
the
√
s = 0.9 TeV sample in Fig. 55; the plot on the left shows
the results for field down and field up samples which are com-
pared using only statistical errors. The plot on the right side of
Fig 55 shows the final results for the Λ¯/Λ ratio as a function of
rapidity; it includes statistical and systematics errors summed in
quadrature. The results are compared with different Monte Carlo
samples: one is the standard PYTHIA tune for the LHCb MC,
the second the Perugia-0 tune and the third the Perugia-NOCR
tune [24, 25] presented in 1.2.5. As it can be seen the data ob-
tained in our analysis are not consistent with the predictions of
the two Monte Carlo simulations for the LHCb MC and Perugia-
0 tunes while they are in agreement with the Perugia-NOCR
sample. In Figure 56 we show the Λ¯/Λ ratio as a function of the
transverse momentum of the baryons: the ratio is shown for the
two different field configurations in (a) and averaged in (b). It
can be seen that this observable is independent of pT. This is
confirmed by the plot in Fig. 57 where the Λ¯ ratio is shown as a
function of the rapidity for different pT ranges which give results
in agreement with each other.
Analogous results have been obtained for the
√
s = 7 TeV
analysis. The final results for the Λ¯/Λ ratio in bins of pT and y
are shown in Tables 73 and 74 of Appendix A separately for field
down and up respectively and averaged in Table 9 together with
the pT integrated values. In Figure 58 we report the pT integrated
results as a function of the rapidity for the LHCb data as obtained
in this analysis and for the three mentioned Monte Carlo samples
(LHCb MC, Perugia-0 tune and Perugia-NOCR tune [24, 25]).
The Λ¯/Λ ratio is very close to 1 at
√
s = 7 TeV and the various
MC prediction are all consistent with the experimental results.
The decreasing trend as a function of rapidity is better reproduced
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(a) (b)
Figure 55.: The Λ¯/Λ ratio as a function of rapidity as measured in pp
collisions at
√
s = 0.9 TeV in LHCb: (a) the comparison of
results obtained at the two polarities of the LHCb magnetic
field; (b) the final results, obtained averaging the two fields
values, compared with the LHCb standard Monte Carlo
and Monte Carlo predictions which use the Perugia-0 and
Perugia-NOCR PYTHIA tunes[24, 25].
(a) (b)
Figure 56.: The Λ¯/Λ ratio as a function of pT as measured in pp colli-
sions at
√
s = 0.9 TeV in LHCb: (a) the comparison of results
obtained at the two polarities of the LHCb magnetic field;
(b) the final results, obtained averaging the two fields values.
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Figure 57.: The Λ¯/Λ ratio as a function of rapidity for different pT
ranges as measured in pp collisions at
√
s = 0.9 TeV in
LHCb.
by the Perugia-NOCR sample, confirming that this tune is best
suited in order to describe the baryon number transport.
In Figure 59 we show the Λ¯/Λ ratio as a function of pT (inte-
grated over rapidity). As noticed for the
√
s = 0.9 TeV sample,
also at 7 TeV this production ratio is not a function of transverse
momentum. Again, this is confirmed by the different Λ¯/Λ ratios
trends as a function of rapidity for different pT ranges, shown in
Fig. 60, which are consistent with each other.
As we have anticipated in §1.2.3 the same results can be shown
as a function of ∆y, the difference between the rapidity of the
incoming proton and the one of the outgoing Λ, defined as:
∆y = ybeam − yΛ . (3.10)
This variable allows us to compare results taken at different ener-
gies and in different rapidity ranges. In Fig. 61 (a) the results of
our analysis at
√
s = 0.9 TeV and
√
s = 7 TeV are shown together
with one data point from the STAR experiment at RHIC [70]. As
it can be seen our results are continuous as a function of ∆y,
they are in agreement with each other in the ∆y range in which
overlap and are consistent with the STAR data point. In Fig. 61 (b)
we reproduce the same plot comparing these experimental results
with different MC predictions obtained using the Perugia-0 and
Perugia NOCR tunes of PYTHIA. Results appear more consistent
with the Perugia NOCR tune for small ∆y and with Perugia-0
tune for larger rapidity differences, suggesting that none of the
two tunes is able to reproduce this trend in the whole range. The
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(a) (b)
Figure 58.: The Λ¯/Λ ratio as a function of rapidity as measured in pp
collisions at
√
s = 7 TeV in LHCb: (a) the comparison of
results obtained at the two polarities of the LHCb magnetic
field; (b) the final results, obtained averaging the two fields
values, compared with the LHCb standard Monte Carlo
and Monte Carlo predictions which use the Perugia-0 and
Perugia-NOCR PYTHIA tunes[24, 25].
(a) (b)
Figure 59.: The Λ¯/Λ ratio as a function of pT as measured in pp colli-
sions at
√
s = 7 TeV in LHCb: (a) the comparison of results
obtained at the two polarities of the LHCb magnetic field;
(b) the final results, obtained averaging the two fields values.
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Figure 60.: The Λ¯/Λ ratio as a function of rapidity for different pT
ranges as measured in pp collisions at
√
s = 7 TeV in LHCb.
non perfect description of this phenomenon by MC tunes is also
confirmed by the fact that the same MC tune at fixed ∆y but
different energies do not predict the same value. However our
experimental uncertainties in the high ∆y range do not allow to
discriminate between the two models.
3.7.2 Λ¯/K0S ratio
Following the same procedure of the Λ¯/Λ ratio, results on the
Λ¯/K0S ratio have been also obtained. The values of the Λ¯/K
0
S
ratio in bins of pT and rapidity are shown in Table 10 for the√
s = 0.9 TeV data analysis.
The Λ¯/K0S values as a function of rapidity, integrated in pT,
are also shown in Fig. 62 and are compared with Monte Carlo
predictions from a standard tune LHCb Monte Carlo, and from
the Perugia-0 and Perugia NOCR Pythia tunes [24, 25]. The Λ¯/K0S
ratio slightly decreases as a function of rapidity, as predicted by
MC simulations, but the central value is not consistent with the
predictions, which are close to each other.
In Fig. 63 we show instead the Λ¯/K0S ratio as a function of the
transverse momentum comparing the different field results in (a)
and reporting the average in (b). Moreover we show in Fig. 64
the Λ¯/K0S results as a function of rapidity for different pT ranges.
Both plots show that Λ¯/K0S ratio increases as a function of pT
indicating that the suppression of the baryons in hadronisation
is less important in harder collisions.
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(a)
(b)
Figure 61.: Λ¯ ratio as a function of ∆y as obtained from pp collisions
in LHCb at
√
s = 0.9 TeV and
√
s = 7 TeV. Results are
compared from one data point from the STAR experiment
at RHIC [70]. In (b) we also show the comparison with
Monte Carlo predictions obtained with the Perugia-0 and
Perugia-NOCR Pythia tunes [24, 25] at the two different
energies.
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(a) (b)
Figure 62.: The Λ¯/K0S ratio as a function of rapidity as measured in pp
collisions at
√
s = 0.9 TeV in LHCb: (a) the comparison of
results obtained at the two polarities of the LHCb magnetic
field; (b) the final results, obtained averaging the two fields
values, compared with the LHCb standard Monte Carlo
and Monte Carlo predictions which use the Perugia-0 and
Perugia-NOCR PYTHIA tunes[24, 25].
(a) (b)
Figure 63.: The Λ¯/K0S ratio as a function of pT as measured in pp colli-
sions at
√
s = 0.9 TeV in LHCb: (a) the comparison of results
obtained at the two polarities of the LHCb magnetic field;
(b) the final results, obtained averaging the two fields values.
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Figure 64.: The Λ¯/K0S ratio as a function of rapidity for different pT
ranges as measured in pp collisions at
√
s = 0.9 TeV in
LHCb.
Finally we report the Λ¯/K0S results at
√
s = 7 TeV in Table 11
in bins of pT and rapidity. The pT integrated results are the last
row of this table and are shown in Fig. 65. Therein they are
compared with Monte Carlo predictions from the standard LHCb
MC Pythia tune, and from the Perugia-0 and Perugia NOCR
tunes. At this collision energy, the Λ¯/K0S ratio is almost flat as
a function of rapidity and the trend of the data is reproduced
by the various MC samples which however do not agree with
the mean value, which is around 0.25 in the data and 0.2 in
the MC predictions. The discrepancy is not large if compared
with experimental uncertainties, but only two data points are
consistent with predictions. Data seem to indicate that both at√
s = 0.9 TeV and 7 TeV the suppression of hadronisation into
baryons with respect to mesons is less effective than predicted. In
Fig. 67 we show the same plot, Λ¯/K0S ratio as a function of rapidity,
for different transverse momentum ranges. Moreover the trend of
Λ¯/K0S ratio versus pT for pp collisions at
√
s = 7 TeV is reported
in Fig. 66. Again we see that the Λ¯/K0S ratio is a strong function
of transverse momentum and we can conclude, as for the
√
s =
0.9 TeV sample, that the suppression of baryons in hadronisation
is less effective when the energy transfer in the collision is larger.
This indicates, as suggested by the different phenomenological
models, that the suppression is mainly due to kinematic factors
which open a smaller phase space to the creation of a diquark
with respect to a single quark in hadronisation.
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(a) (b)
Figure 65.: The Λ¯/K0S ratio as a function of rapidity as measured in pp
collisions at
√
s = 7 TeV in LHCb: (a) the comparison of
results obtained at the two polarities of the LHCb magnetic
field; (b) the final results, obtained averaging the two fields
values, compared with the LHCb standard Monte Carlo
and Monte Carlo predictions which use the Perugia-0 and
Perugia-NOCR PYTHIA tunes[24, 25].
(a) (b)
Figure 66.: The Λ¯/K0S ratio as a function of pT as measured in pp colli-
sions at
√
s = 7 TeV in LHCb: (a) the comparison of results
obtained at the two polarities of the LHCb magnetic field;
(b) the final results, obtained averaging the two fields values.
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Figure 67.: The Λ¯/K0S ratio as a function of rapidity for different pT
ranges as measured in pp collisions at
√
s = 7 TeV in LHCb.
Table 8.: Λ¯/Λ ratio in y and pT bins, for events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 1.48± 1.50± 0.07 0.91± 0.08± 0.04 0.77± 0.09± 0.04 0.21± 0.27± 0.01 0.82± 0.06± 0.04
500 < pT < 650 2.15± 0.94± 0.10 0.77± 0.07± 0.04 0.70± 0.06± 0.03 0.67± 0.22± 0.04 0.72± 0.04± 0.04
650 < pT < 800 0.78± 0.24± 0.04 0.77± 0.07± 0.04 0.69± 0.05± 0.04 0.73± 0.13± 0.03 0.72± 0.04± 0.04
800 < pT < 1000 0.96± 0.25± 0.06 0.75± 0.07± 0.04 0.77± 0.05± 0.04 0.63± 0.08± 0.03 0.74± 0.04± 0.04
1000 < pT < 1200 0.74± 0.17± 0.03 0.78± 0.09± 0.04 0.68± 0.06± 0.03 0.46± 0.07± 0.02 0.67± 0.04± 0.03
1200 < pT < 2500 0.87± 0.12± 0.04 0.66± 0.07± 0.03 0.79± 0.06± 0.04 0.56± 0.07± 0.03 0.74± 0.04± 0.04
pT integrated 0.88± 0.17± 0.00 0.77± 0.06± 0.00 0.74± 0.05± 0.00 0.57± 0.08± 0.00
Table 9.: Λ¯/Λ ratio in y and pT bins, for events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 1.54± 0.83± 0.06 0.91± 0.29± 0.03 0.45± 0.57± 0.02 - 1.02± 0.27± 0.04
250 < pT < 500 - 0.94± 0.13± 0.03 0.96± 0.10± 0.03 0.97± 0.16± 0.03 0.37± 0.51± 0.02 0.95± 0.07± 0.03
500 < pT < 650 0.60± 0.52± 0.02 1.02± 0.15± 0.04 0.98± 0.11± 0.03 0.86± 0.13± 0.03 0.94± 0.38± 0.03 0.96± 0.07± 0.03
650 < pT < 800 1.07± 0.72± 0.04 0.88± 0.15± 0.03 0.86± 0.09± 0.03 1.06± 0.16± 0.04 0.87± 0.25± 0.03 0.92± 0.07± 0.03
800 < pT < 1000 1.01± 0.42± 0.04 1.00± 0.16± 0.03 0.89± 0.09± 0.03 0.97± 0.13± 0.03 0.74± 0.20± 0.03 0.92± 0.06± 0.03
1000 < pT < 1200 0.96± 0.35± 0.03 0.90± 0.17± 0.03 0.93± 0.11± 0.03 0.92± 0.13± 0.03 0.74± 0.24± 0.03 0.90± 0.07± 0.03
1200 < pT < 2500 0.94± 0.18± 0.03 0.94± 0.11± 0.03 0.89± 0.08± 0.03 0.97± 0.10± 0.03 0.80± 0.17± 0.03 0.92± 0.05± 0.03
pT integrated 0.94± 0.28± 0.00 0.95± 0.12± 0.00 0.92± 0.08± 0.00 0.96± 0.11± 0.00 0.80± 0.20± 0.00
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Table 10.: Λ¯/K0S ratio in y and pT bins, for events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.10± 0.08± 0.01 0.19± 0.01± 0.01 0.18± 0.01± 0.01 0.11± 0.08± 0.01 0.19± 0.01± 0.01
500 < pT < 650 0.29± 0.09± 0.02 0.24± 0.02± 0.02 0.21± 0.01± 0.01 0.19± 0.04± 0.01 0.23± 0.01± 0.02
650 < pT < 800 0.32± 0.08± 0.02 0.29± 0.02± 0.02 0.27± 0.02± 0.02 0.28± 0.03± 0.02 0.29± 0.01± 0.02
800 < pT < 1000 0.39± 0.07± 0.03 0.33± 0.02± 0.02 0.32± 0.02± 0.02 0.29± 0.03± 0.02 0.33± 0.01± 0.02
1000 < pT < 1200 0.31± 0.05± 0.02 0.36± 0.03± 0.02 0.36± 0.02± 0.03 0.26± 0.03± 0.02 0.36± 0.02± 0.02
1200 < pT < 2500 0.49± 0.05± 0.03 0.42± 0.03± 0.03 0.40± 0.02± 0.03 0.30± 0.03± 0.02 0.42± 0.02± 0.03
pT integrated 0.28± 0.04± 0.02 0.26± 0.02± 0.02 0.25± 0.02± 0.02 0.23± 0.02± 0.02
Table 11.: Λ¯/K0S ratio in y and pT bins, for events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 0.17± 0.06± 0.01 0.18± 0.04± 0.01 0.10± 0.09± 0.01 0.13± 0.57± 0.01 0.15± 0.03± 0.01
250 < pT < 500 - 0.16± 0.02± 0.01 0.17± 0.01± 0.01 0.19± 0.02± 0.01 0.18± 0.13± 0.01 0.16± 0.01± 0.01
500 < pT < 650 0.07± 0.04± 0.00 0.24± 0.03± 0.01 0.24± 0.02± 0.01 0.21± 0.02± 0.01 0.26± 0.07± 0.02 0.22± 0.01± 0.01
650 < pT < 800 0.23± 0.12± 0.01 0.25± 0.03± 0.01 0.27± 0.02± 0.02 0.28± 0.03± 0.02 0.25± 0.05± 0.01 0.25± 0.01± 0.02
800 < pT < 1000 0.33± 0.10± 0.02 0.35± 0.04± 0.02 0.33± 0.02± 0.02 0.32± 0.03± 0.02 0.31± 0.06± 0.02 0.32± 0.02± 0.02
1000 < pT < 1200 0.44± 0.11± 0.03 0.37± 0.05± 0.02 0.39± 0.03± 0.02 0.36± 0.04± 0.02 0.36± 0.08± 0.02 0.36± 0.02± 0.02
1200 < pT < 2500 0.45± 0.06± 0.03 0.45± 0.04± 0.03 0.43± 0.03± 0.03 0.46± 0.04± 0.03 0.38± 0.06± 0.02 0.43± 0.02± 0.03
pT integrated 0.25± 0.06± 0.02 0.26± 0.02± 0.02 0.26± 0.02± 0.02 0.26± 0.02± 0.02 0.24± 0.04± 0.01
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3.8 systematic uncertainties
After discussing the final results, we concentrate now in the
possible systematic uncertainties which can influence the mea-
surement of the two production ratios. These uncertainties were
already included in the final results previously shown.
3.8.1 Stability of the results with respect to the selection cuts
The influence of the V0 selection on our observables has been
assessed by considering a not pre-selected sample of the data and
MC simulations. Without a preselection the level of combinatorial
background is huge so that in order to keep our samples man-
ageable we had to use a small fraction of the original samples.
We have analysed these samples in order to extract the distri-
butions of the ν variable for the different V0 species in the two
samples. We have then computed the Λ¯/Λ and Λ¯/K0S ratios as
a function of ν for data and MC. We do not expect the single
ratios to be independent from ν since, for example, the impact
parameters of a K0S decay product can be different for a given
kinematic region to the ones of the Λ decay products. However
we do expect that, if no systematic uncertainty is present, this
dependence is the same for data and MC. Therefore we have
computed the ratio of the data over MC Λ¯/Λ and Λ¯/K0S ratios.
This ratio was then fitted with a constant line and the χ2/dof of
the fit has been considered as a measurement of the consistency
with this hypothesis.
The results of this procedure are shown in Fig. 68 where the
data over MC ratio of the Λ¯/Λ and Λ¯/K0S observables is shown.
For each distribution a constant line fit is shown together with its
χ2/dof and the relative probability. While the Λ¯/Λ probability is
very good, the one for the Λ¯/K0S ratio is quite small, nevertheless
it is enough to say that both distributions are consistent with the
null hypothesis. Therefore we do not assign any systematic error
for this contribution.
3.8.2 Non-prompt contribution in selected events
Since our efficiency correction does not take into account the
possible non-prompt component present in V0 selected from pp
collision data, we need to estimate whether and how much this
affects our final results on production ratios.
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Figure 68.: Data over MC ratio of the (left) Λ¯/Λ and (right) Λ¯/K0S ob-
servables as a function of ν as obtained from not preselected
samples.
In order to size this effect we have computed the relative varia-
tion on the final results obtained by including non-prompt events
in the Monte Carlo efficiency.
We have obtained an average relative variation on the final
results of 0.01 and 0.02 for the Λ¯/Λ and Λ¯/K0S ratios respectively.
3.8.3 Diffractive events contribution
As illustrated for the non-prompt contribution, also the pres-
ence of diffractive events in the data sample can influence our
measurements.
Therefore we have measured this effect by the difference ob-
tained in the final results by including or not the diffractive events
in the Monte Carlo calculation of the efficiency.
We have obtained an average relative variation on the final
results of 0.01 and 0.02 for the Λ¯/Λ and Λ¯/K0S ratios respectively.
3.8.4 Uncertainties in the re-weighting of the pT-y MC spectrum
The procedure illustrated in 3.6.1.1, in order to calibrate the
transverse momentum and rapidity distributions of the Monte
Carlo samples, is certainly a source of uncertainty for the final
results.
In order to assess the level of this uncertainty we have mea-
sured the variation on the efficiency by varying the function used
to re-weight this spectrum. In particular we have considered a
variation of the binning of the histograms used to interpolate the
weighting function between 15 and 25 per variable, i.e. ±5 around
the value, 20, used in the analysis procedure. Furthermore we
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have considered a variation in the number of parameters consid-
ered in the spline used to reweight the MC spectrum. We have
considered variations between a 3-order to a 5-order polynomial.
Overall the variations for both parameters that we have ob-
served are at the level of 1% on the final results. Therefore we
assign a conservative systematic error of the same amount due
to this procedure.
3.8.5 Influence of the Λ transverse polarisation to the production
ratios.
As we have seen in the introduction and will study in detail
in chapter 4, Λ particles produced in pp collisions can be trans-
versely polarised, i.e. have a spin asymmetry along the orthogonal
to the production plane. For the convention used and the details
on the reference systems we refer to the mentioned chapter.
In order to study the effect that a Λ transverse polarisation
could rise on the V0 production ratios we computed the variation
of the rations for a maximum change in the polarisation, i.e. from
P = −1 to P = +1. The effect on the V0 ratios of the polarisation
can come from a modification of the acceptance 3 for the Λ as a
function of the P.
The distribution of the Λ events as a function of cos ϑ can be
parametrised as:
dN
d cos ϑ
= A(cos ϑ)(1−αP cos ϑ) ≡ f(cos ϑ,P) (3.11)
where A(cos ϑ) is the acceptance as a function of cos ϑ for un-
polarized events and the second factor is just the distribution
of cos ϑ for polarised Λ events, with P being the polarisation
level and α the asymmetry parameter [69] (Cf. Appendix B for a
detailed calculation).
We parametrise the unpolarized acceptance with a forth order
polynomial as follows
A(cos ϑ) = a(1+b cos ϑ+ c cos2 ϑ+d cos3 ϑ+ e cos4 ϑ) (3.12)
where a, . . . , e are the parameters of the different terms. In order
to derive the acceptance parameters we consider the distribution
of cos ϑ for Monte Carlo simulated events. These events have no
polarisation so that Eq. (3.11) becomes (3.12) and the fit to the
distribution of cos ϑ gives us A(cos ϑ).
3 In this case with acceptance we mean the cumulative effect of geometric accep-
tance, reconstruction and selection.
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Looking at the distributions of the MC simulated Λ events in
Fig. 69 the parametrisation appear to be justified.
The number of reconstructed and selected Λ is now simply the
integral of equation (3.11); the influence of the polarisation on
this value can be simply estimated by computing this integral
for different P values. In particular we consider the maximum
possible variation which is given by the difference between the
integral with extreme values P = ±1, viz.:
∆Λ =
∫1
−1 f(cos ϑ,P = +1)d(cos ϑ) −
∫1
−1 f(cos ϑ,P = −1)d(cos ϑ)∫1
−1 f(cos ϑ,P = +1)d(cos ϑ) +
∫1
−1 f(cos ϑ,P = −1)d(cos ϑ)
(3.13)
where ∆Λ is a measurement of the percentage variation of the
Λ measured yields for a maximum variation (or maximum ig-
norance) of the polarisation. The expression in eq. (3.13) can be
analytically solved given our polynomial form for A and, after a
little algebra, leads to:
∆Λ = α
5b+ 3d
15+ 5c+ 3e
(3.14)
which gives the variation of the yields in terms of the parameters
of A. It has to be noticed the presence of α, the asymmetry
parameter, in eq.(3.14), which tells us that the variation is on
opposite directions for Λ and Λ¯; this would be a very dangerous
problem, giving a bias for the production ratio measurement
for polarised Λ if the overall variation was not very small, as is
indeed the case.
In Fig 69 is shown the distribution of cos ϑ for Λ¯ and Λ from
reconstructed and selected MC simulated events at
√
s = 0.9 TeV
with field down. The black lines are the fit of the function A
to the distributions; the parameters of these fits are reported in
Table 12 together with the calculation of the values of ∆Λ for Λ
and Λ¯. Finally the values of the relative variation for the Λ¯/Λ and
Λ¯/K0S ratios are reported which are both consistent with no error.
The same procedure has been applied to
√
s = 0.9 TeV events
with field up and to
√
s = 7 TeV events with field down and up:
the results are shown in figures 70, 71 and 72 and in tables 13, 14,
15 respectively. Each data sample gives results compatible with
no systematic error on the ratios coming from the uncertainty on
the polarisation of the Λ baryons and anti-baryons.
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(a) Λ¯ (b) Λ
Figure 69.: Distribution of cos ϑ for (left) Λ¯ and (right) Λ from recon-
structed and selected MC simulated events at
√
s = 0.9 TeV
with field down. The line is the fit of A to the distribution.
Table 12.: Systematic uncertainty on the Λ¯/Λ and Λ¯/K0S ratios coming
from the polarisation angle acceptance for
√
s = 0.9 TeV field
down events. The parameter values of the fit of A (Eq. (3.12))
to Monte Carlo events are shown. The last 3 rows show the
∆Λ value and the systematic relative uncertainties for the two
ratios.
Parameter Λ¯ Λ
a 292.389± 4.705 304.837± 4.805
b −0.064± 0.042 −0.025± 0.041
c 1.894± 0.135 1.937± 0.133
d 0.069± 0.065 0.026± 0.064
e −1.457± 0.143 −1.517± 0.140
∆ 0.004± 0.009 −0.002± 0.009
σ(Λ¯/Λ) 0.005± 0.013
σ(Λ¯/K0S) 0.007± 0.018
126 measurement of v0 production ratios
(a) Λ¯ (b) Λ
Figure 70.: Distribution of cos ϑ for (left) Λ¯ and (right) Λ from recon-
structed and selected MC simulated events at
√
s = 0.9 TeV
with field up. The line is the fit of A to the distribution.
Table 13.: Systematic uncertainty on the Λ¯/Λ and Λ¯/K0S ratios coming
from the polarisation angle acceptance for
√
s = 0.9 TeV field
up events. The parameter values of the fit of A (Eq. (3.12)) to
Monte Carlo events are shown. The last 3 rows show the ∆Λ
value and the systematic relative uncertainties for the two
ratios.
Parameter Λ¯ Λ
a 265.684± 4.505 299.492± 4.783
b −0.017± 0.045 −0.003± 0.042
c 2.177± 0.147 2.033± 0.137
d 0.007± 0.069 0.021± 0.065
e −1.690± 0.155 −1.619± 0.146
∆ 0.002± 0.009 0.001± 0.009
σ(Λ¯/Λ) 0.000± 0.013
σ(Λ¯/K0S) 0.004± 0.019
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(a) Λ¯ (b) Λ
Figure 71.: Distribution of cos ϑ for (left) Λ¯ and (right) Λ from recon-
structed and selected MC simulated events at
√
s = 7 TeV
with field down. The line is the fit of A to the distribution.
Table 14.: Systematic uncertainty on the Λ¯/Λ and Λ¯/K0S ratios coming
from the polarisation angle acceptance for
√
s = 7 TeV field
down events. The parameter values of the fit of A (Eq. (3.12))
to Monte Carlo events are shown. The last 3 rows show the
∆Λ value and the systematic relative uncertainties for the two
ratios.
Parameter Λ¯ Λ
a 663.449± 7.175 666.554± 7.239
b 0.037± 0.028 −0.021± 0.028
c 2.119± 0.094 2.276± 0.096
d −0.045± 0.044 0.041± 0.044
e −1.423± 0.097 −1.555± 0.099
∆ −0.002± 0.006 0.001± 0.006
σ(Λ¯/Λ) −0.002± 0.008
σ(Λ¯/K0S) −0.003± 0.012
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(a) Λ¯ (b) Λ
Figure 72.: Distribution of cos ϑ for (left) Λ¯ and (right) Λ from recon-
structed and selected MC simulated events at
√
s = 7 TeV
with field up. The line is the fit of A to the distribution.
Table 15.: Systematic uncertainty on the Λ¯/Λ and Λ¯/K0S ratios coming
from the polarisation angle acceptance for
√
s = 7 TeV field
up events. The parameter values of the fit of A (Eq. (3.12)) to
Monte Carlo events are shown. The last 3 rows show the ∆Λ
value and the systematic relative uncertainties.
Parameter Λ¯ Λ
a 612.673± 6.872 633.814± 7.081
b −0.007± 0.021 0.030± 0.029
c 2.029± 0.094 2.457± 0.100
d 0.022± 0.036 −0.045± 0.046
e −1.310± 0.099 −1.771± 0.104
∆ −0.001± 0.005 0.000± 0.006
σ(Λ¯/Λ) −0.001± 0.007
σ(Λ¯/K0S) −0.002± 0.009
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3.8.6 Effects of possible detector asymmetries
The LHCb detector is divided in two approximately symmetric
halves (for details cf. Chapter 2). The magnetic field given by the
dipole magnet bends in opposite directions tracks with opposite
charge so that negatively charged particles are preferably detected
from one half while positively charged ones from the other side.
Obviously, inverting the magnetic field polarity switches the
bending so that asymmetries can be easily crosschecked.
These possible asymmetries have been evaluated in this work
both by checking the acceptance of the detector as a function
of φ and by looking at possible differences between so called
“cowboys” and “sailors” types of track pairs.
3.8.6.1 φ angular acceptance effects
Since the signal yield estimation for the measurement of the
Λ¯/Λ and Λ¯/K0S ratios has been done in bins of rapidity and
transverse momentum, the only possible source of a systematic
uncertainty coming from acceptance effects can reside in the φ
coordinate (the azimuthal angle) which is the only kinematic
variable independent of the other two.
If the φ acceptance description in the Monte Carlo simulations
is not correctly reproducing the data, residual asymmetries can
affect the final ratios.
In order to estimate these effects we compare the φ distri-
butions for Λ and K0S particles as estracted from background
subtracted signal and MC events. In Fig. 50 and 52 the distribu-
tions of data and MC for Λ and K0S respectively are compared; it
can be seen that the MC reproduces well the shape of the data
distribution but in some bins some discrepancy appears. The lack
of events at φ ≈ ±pi/2 for the √s = 0.9 TeV sample is simply due
to the VELO-open configuration for this energy which reduces
the acceptance for long tracks in those regions.
The effect of these discrepancies can be seen in detail in the
left side plots of figures 73, 74, 75 and 76 where the Λ¯/Λ and
Λ¯/K0S ratios are shown as a function of φ for different fields and
different energies. The common feature of these plots is that a
clear pattern can be seen, mapping some detector asymmetry
which suppresses the ratio at φ = ±pi and enhance it at φ = 0 for
field down events (vice versa for field up). As we already noticed,
in fact, considering field down events, these differences can be
traced both in a suppression of Λ¯ and in an enhancement of Λ
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yields at φ = 0; while at φ = ±pi the situation is the opposite.
Hence the difference is to be searched not in an efficiency for one
specific particle but rather in a specific asymmetry which makes
the detector prefer one particle to another depending on the φ
region.
In the right hand side plots of figures 73, 74, 75 and 76 are
shown instead the ratios of the Λ¯/Λ and Λ¯/K0S distribution as a
function of φ for data divided by MC.4 In these plots the common
feature due to the natural inefficiencies of our detector cancel out
and just some features remain. These features could be source
systematic uncertainties for our measurements. However if one
compares field up and field down events, the effect is the opposite
so that this asymmetry do not represent a significant problem
for our analysis. In fact, in Fig. 77 we show the distributions of
Λ¯/Λ and Λ¯/K0S ratio as a function of φ averaging field down and
field up events. The asymmetries tend to disappear making us
confident that they do not affect our physics results. In particular,
considering these distributions as flat we calculate a χ2 variable
comparing the different points to the average value. As the results
are well compatible with the hypothesis of a flat distribution we
do not assign a systematic error for this contribution.
3.8.6.2 Cowboys and sailors
Historically the V0 particles were divided in two groups accord-
ing to the shape that they showed in bubble chamber pictures.
Pairs of tracks bended in such a way to approach each other
after V0 decay vertex were usually called “cowboys”, while pairs
bended oppositely to move away from each other were called
“sailors” (or “marines”), both names being due to their shape re-
calling the stereotyped vision of the legs of cowboys and sailors.
A schematic view of the two track pairs types is shown in Fig. 78.
Within LHCb the distinction between cowboys and sailors
corresponds (approximately) to the difference between a V0 can-
didate with a positive track on the right half and a negative
track on the left and the opposite case. Obviously cowboy and
sailor V0 switch with the field polarity. The exactly opposite cases
correspond to having the decay plane exactly in the (x, z) plane.
In general a decay will be in a generic plane with angle ξ with
respect to the y axis (the field axis) and the distinction between
4 Note that data and MC distributions are here not normalised to each other so
that their ratio is not necessarily 1, but rather the ratio of the mean values of
the observables.
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Figure 73.: The left hand side plots show the distributions of the Λ¯/Λ
ratio as a function of φ at
√
s = 0.9 TeV for (top) field down
and (bottom) field up configurations for data (red error bars)
and MC (black line). The right hand side plots show the
ratio of the same data distribution divided by correspondent
MC distribution.
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Figure 74.: The left hand side plots show the distributions of the Λ¯/Λ
ratio as a function of φ at
√
s = 7 TeV for (top) field down
and (bottom) field up configurations for data (red error bars)
and MC (black line). The right hand side plots show the
ratio of the same data distribution divided by correspondent
MC distribution.
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Figure 75.: The left hand side plots show the distributions of the Λ¯/K0S
ratio as a function of φ at
√
s = 0.9 TeV for (top) field down
and (bottom) field up configurations for data (red error bars)
and MC (black line). The right hand side plots show the
ratio of the same data distribution divided by correspondent
MC distribution.
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Figure 76.: The left hand side plots show the distributions of the Λ¯/K0S
ratio as a function of φ at
√
s = 7 TeV for (top) field down
and (bottom) field up configurations for data (red error bars)
and MC (black line). The right hand side plots show the
ratio of the same data distribution divided by correspondent
MC distribution.
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Figure 77.: Distributions of the V0 production ratios as a function of φ;
the data over MC ratios as obtained averaging field up and
field down events are shown for (top) the Λ¯/Λ ratio and
(bottom) the Λ¯/K0S ratio.
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Figure 78.: Scheme of the “cowboy” and “sailor” tracks pairs definition.
The red dashed lines represent the tracks in the “cowboy”
configuration, the continuous black lines the “sailor” one. B
is the magnetic field directed perpendicularly to the paper
and entering into it.
cowboys and sailors will be a smooth function of ξ. In Fig. 79 we
show a schematic view of the definition of the angle ξ.
As far as our measurement of Λ¯/Λ is concerned, the difference
between cowboys and sailors could be propagated to a slight
difference in the efficiencies for Λ and Λ¯. This could be due
to a difference in the efficiency for protons and anti-protons
which, taken one field polarity and a given ξ, would be bended
in opposite directions; the same reasoning holds for pions.
In order to assess a possible systematic effect arising from this
distinction, we studied the Λ¯/Λ ratio for cowboys and sailors as
a function of ξ. If the ratio would be different for different track
pairs types and the yield of Λ and Λ¯ were not even in the two
species a systematic effect would arise biasing the results toward
the most numerous sample.
In Fig. 80 we show the distributions of the ξ variable for the
different V0 species in data and MC at
√
s = 7 TeV for field up
and down.
In Fig. 81 we show the distributions for the Λ¯/Λ and Λ¯/K0S
ratios as a function of ξ for
√
s = 7 TeV data and MC samples
with field down. On the left we show the distributions separately
for data and MC while on the right we show their ratios. The
plots show that no sizable effect can come from this variable.
In particular we performed a fit to understand the difference
between the data over MC ratio distribution and a perfectly flat
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Figure 79.: Definition of the angle ξ for the “cowboys” - “sailors” dis-
tinction.
distribution and the χ2/dof are reported in the plots. As it can
be seen the distributions are consistent with the hypothesis of
being flat. We have repeated these tests for each of the samples
and we have found the same consistency. We do not report for
brevity all of the plots.
3.8.7 Material interactions
Material interactions can influence our measurements in two
ways:
1. V0 particles produced in the PV can interact with the de-
tector active and inactive material being absorbed before
decaying so that they cannot be detected.
2. Interactions of other particles with material can create sec-
ondarily produced V0 particles which would dilute our
measurement (e.g. K−p→ Λn).
Both effect modify the number of detected V0 particles in
our analysis. The second effect is partially included in the non-
prompt contribution which we have already analysed. Moreover
secondarily produced V0 particles are effectively rejected by
the cut on the ν variable since they can have a sizable impact
parameter with respect to the primary vertex.
The influence of the two effect is further reduced by the re-
quirement of long tracks in our analysis; in fact long tracks are
due to V0 particles decaying within the VELO detector so that
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Figure 80.: Distribution of the ξ variable for the different V0 species in
pp collisions at
√
s = 7 TeV for (top) field up and (bottom)
field down events.
Figure 81.: Distribution of the V0 production ratios as a function of
ξ. Data and MC distributions are shown separately on the
left for (top) the Λ¯/Λ ratio and (bottom) the Λ¯/K0S ratio; the
data over MC ratio is shown on the right together with the
fit for a constant line. The sample used for these plot is at√
s = 7 TeV with field down.
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the material traversed by each V0 particle is at most equal to
some part of the VELO.
We have studied the influence of material interactions on our
measurements considering the variation of the V0 production
ratios as a function of the traversed material. In particular, we
have divided our samples according to the distance travelled in
the radial coordinate by the V0 particle in two bins: r < 5 mm
(almost no material traversed) and r > 5 mm (RF foil and sensor
material traversed Cf.§2.2.1).
We expect some variation between the first and the second bin
but as far as this is reproduced by the Monte Carlo it is corrected
within the data when dividing by the efficiency. Hence, we have
computed the Λ¯/Λ and Λ¯/K0S ratios in these two bins for Monte
Carlo and data samples. We have subsequently divided the data
by the MC histograms in order to have the relative variation.
The results of this procedure applied to the
√
s = 0.9 TeV and√
s = 7 TeV field down events are shown in Fig. 82 and 83 for
the Λ¯/Λ and Λ¯/K0S ratios respectively, where we show the ratio
of the data and MC distributions. As it can be seen, there is a
certain difference in these ratios between the first and the second
bin. We consider this as an effect due to a non perfect description
of the detector material in the MC simulations. Numerically the
effect is diminished by the fact the most (∼ 75%) of the statistics is
concentrated in the first bin, i.e. for the V0 that do not encounter
any material before decaying.
By the comparison of the first and second bin we can esti-
mate the size of this effect and the relative contribution to the
systematic uncertainty on our measurements. For the Λ¯/Λ ratio
the only sample in which the two bins are not consistent within
the errors is the
√
s = 0.9 TeV field down. While this makes us
suspect that this effect, being sizable in just one sample, may be
due to statistical fluctuations, we prefer to assign a systematic
uncertainty to all the samples. The final systematic uncertainties
in percentage are reported in Table 16 for the different samples.
3.8.8 Summary of the systematic uncertainties
We report in Tables 17 and 18 the summary for the different
systematic uncertainties considered in this work on the Λ¯/Λ and
Λ¯/K0S ratios respectively. The total value obtained by adding the
different contributions in quadrature has been used for the final
results.
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Table 16.: Summary of the systematic uncertainties due to the material
interactions.
Sample σ(Λ¯/Λ) σ(Λ¯/K0S)√
s = 0.9 TeV field up 0.5% 1.5%√
s = 0.9 TeV field down 2.5% 3.2%√
s = 7 TeV field up 0.25% 0.3%√
s = 7 TeV field down 0.5% 0.6%
Figure 82.: Distributions of the Λ¯/Λ ratio in different bins of r, the
radial distance travelled by the V0 particle, for (top) the√
s = 0.9 TeV and (bottom) the
√
s = 7 TeV sample. Data
over MC distributions are shown.
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Figure 83.: Distributions of the Λ¯/K0S ratio in different bins of r, the
radial distance travelled by the V0 particle, for (top) the√
s = 0.9 TeV and (bottom) the
√
s = 7 TeV sample. Data
over MC distributions are shown.
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Table 17.: Summary of the systematic uncertainties on the Λ¯/Λ produc-
tion ratio.
Effect σ(Λ¯/Λ)
√
s = 0.9 TeV
√
s = 7 TeV
field down field up field down field up
Selection cuts variation - - - -
Λ transverse polarisation - - - -
Non-prompt contribution 1% 1% 1% 1%
Diffractive contribution 1% 1% 1% 1%
pT calibration 1% 1% 1% 1%
φ acceptance - - - -
Cowboys and sailors effect - - - -
Material interactions 0.5% 2.5% 0.25% 0.5%
Total 1.8% 3% 1.7% 1.8%
Table 18.: Summary of the systematic uncertainties on the Λ¯/K0S pro-
duction ratio.
Effect σ(Λ¯/K0S)√
s = 0.9 TeV
√
s = 7 TeV
field down field up field down field up
Selection cuts variation - - - -
Λ transverse polarisation - - - -
Non-prompt contribution 2% 2% 2% 2%
Diffractive contribution 2% 2% 2% 2%
pT calibration 1% 1% 1% 1%
φ acceptance - - - -
Cowboys and sailors effect - - - -
Material interactions 0.5% 2.5% 0.25% 0.5%
Total 3% 3.9% 3% 3%
4
M E A S U R E M E N T O F T H E Λ AND Λ¯ TRANSVERSE
POLARISATION
In this chapter we present a measurement of the polarisation of
Λ particles produced in high energy pp collisions as obtained
with data taken by the LHCb experiment.
4.1 convention
The Λ polarisation, as described in the theoretical introduction,
is an asymmetry in the spin orientation of these baryons as
produced in a particular reaction, in this case proton-proton col-
lisions. It can be measured exploiting the self-analysing parity
violating Λ→ ppi− decay. Once a reference axis has been consid-
ered the polarisation is measured from the angular distribution
of the proton (or pion) with respect to that axis.
As already explained from theoretical considerations (for sym-
metry reasons) and from experimental data, no polarisation is
allowed within the production plane, while transverse polarisa-
tion, i.e. orthogonal to the production plane, is permitted.
In Fig. 84 is reported a scheme of the used reference system.
The production plane is given by the beam axis (which corre-
sponds, after beam crossing correction, to the z axis of the LHCb
reference frame) and by the Λ momentum direction at produc-
tion. The Λ rest frame is then orientated such that the z axis is
directed in the Λ momentum direction (which is also the axis of
the boost to the center of mass) and the y axis is:
yˆ =
~pb ∧ ~pΛ
|~pb ∧ ~pΛ|
(4.1)
while the x completes this right-handed Cartesian system. The
angle ϑ to be measured is then given by the one formed by the
proton (boosted to the Λ rest frame) and the y axis.
The distribution of ϑ for polarised Λ is:
dN
d cos ϑ
= A(cos ϑ)(1−αP cos ϑ) ≡ f(cos ϑ,P) (4.2)
where P is the polarisation, A is the instrumental acceptance (in-
cluding reconstruction and selection efficiency) and α is the asym-
metry parameter[69] (for a detailed calculation see Appendix B).
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Figure 84.: Schematic view of the reference systems for the measure-
ment of the Λ polarisation. The production plane is located
by the vector product of the beam one direction and the pro-
duced Λ momentum. The Λ center of mass frame is directed
so that the z and x directions belong to the production plane,
while the orthogonal y is used to define the ϑ polarisation
angle.
The extraction of the polarisation value, once the distribution has
been corrected for the acceptance, is then simply done by fitting
a linear function of cos ϑ.
Obviously the other two direction cosines could also be mea-
sured, but often, and we adopt this convention, it is preferable to
measure the angles in the production plane. These angles will be
denoted by χ and ζ, for the angles in the production plane with
respect to the x and z axis respectively.
4.2 Λ selection
For the polarisation measurement we have considered the se-
lected Λ as obtained in the measurement of the V0 production
ratios. Hence for the used samples and selection details cf. § 3.2
and § 3.3 respectively.
Here we want to underline the effect that this selection might
have on the measurement of the polarisation. The only used
selection cut which could affect the distribution of the proton
angle is clearly the cut on the ν variable. In fact, the χ2 of the
track fit and the χ2 of the vertex fit cannot be dependent on ϑ.
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Figure 85.: Distribution of the ν discrimination variable against the
cosine of the polarisation angle ϑ for Λ combinations in pp
collision data events. Distribution is statistically background
subtracted.
The ν variable selects, for the same V0 impact parameter, com-
binations with protons and pions with large impact parameters.
Geometrically this corresponds to cutting part of the combina-
tions with ϑ = pi/2, i.e. lying in the production plane, and in
particular the ones with ζ = 0,pi. This effect can be seen in Fig. 85
which shows the distribution of the ν variable against the cosine
of ϑ for Λ particles in pp collision data. This plot has been ob-
tained by studying a sub-sample of the considered data, selected
without any cut on the ν variable.
However, while this cut can modify the distribution of the
proton ϑ by cutting events at pi/2, the slope of the distribution
cannot be biased because this cut is symmetric with respect to ϑ.
A bias could arise instead in the measurement of the ζ distri-
bution. In this case the ν cut would reject more combinations at
ζ = 0 (proton forward) than at ζ = pi (pion forward). In fact this
two values of the ζ angle indicate which of the two particles is
directed parallel and which anti-parallel to the Λ momentum in
the lab frame. But the pion in the Λ decay has usually a smaller
momentum than the pion, and hence, when the it is directed
backwards has a smaller probability to be detected than the pro-
ton (due to the possibility that the magnet bend out the low
momentum charged particles before they reach the T1-T3 track-
ers). Nevertheless we have decided to keep this selection for our
helicity measurements because first of all we want to be sensitive
to the transverse polarisation rather than the longitudinal one
and second because this kind of instrumental bias is almost un-
avoidable in our experiments and depends only marginally on
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the ν variable, but more on the forward projective nature of the
detector configuration.
4.3 extraction of ϑ distributions and correction for
efficiency
After the selection, one can extract from the Λ candidates the
distribution of ϑ. Before doing this, as stated in § 3.3.3, we have
to correct for the beam crossing angle, by boosting the Λ and its
decay products in the CM system and rotating the system such
that the beam axis direction be coincident with the z axis. After
that we calculate the relevant quantities in the Λ rest frame as
depicted in Fig. 84.
In particular, for convenience, rather than considering the angle
ϑ itself we consider directly its cosine; in this case the proton
angular distribution is just a line which, if normalised, would
have the polarisation as its slope.
The distributions then can be simply made in constant bins of
cos ϑ to be fitted in order to extract the parameters.
Even if our particular selection should not bias, as we have
see, the cos ϑ, various detector effect could change the shape of
this distribution. Now, in order to understand if a polarisation is
present we have not only to fit the distribution in order to obtain
the P value but also to compare the distribution with the null
hypothesis, i.e. compare it with a constant distribution. For this
reason, we decided to correct the ϑ in the data with the efficiency
as calculated from MC simulations. In particular the efficiency
should be defined as:
εMC(ϑ) =
fselMC(ϑ)
f
gen
MC(ϑ)
(4.3)
indicating with f the distribution of ϑ for the given MC sample,
generated (gen) or reconstructed and selected (sel). However the
distribution for the MC generated sample (i.e. before reconstruc-
tion and selection) is perfectly flat and with no polarisation, that
is fgenMC(ϑ) ≡ 1. Hence, apart from an overall normalisation, the
efficiency with which we should correct the data distributions is
just the selected MC distribution and we can safely ignore the
generated MC distribution, avoiding in this way also the statis-
tical error contribution coming from an additional histogram.
Since our parametrisation of the ϑ distribution contains already
an overall normalisation of which we shouldn’t concern, we will
not normalise anyhow our data corrected distribution.
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Table 19.: Values of the χ2/dof and the relative probability for the hy-
pothesis of flat distributions of corrected cos ϑ for the different
V0 species.
χ2/d.o.f. p(χ2)
Λ¯ 32.49/19 0.027
Λ 37.95/19 0.006
K0S 189.66/19 -
In order to obtain the cos ϑ distribution for signal events we
have to subtract the background contribution, for which we use
the simple sideband subtraction already described (Cf. § 3.5).
The distributions for pp collisions data and MC samples at√
s = 0.9 TeV are shown in Fig. 86 (left side) for Λ¯, Λ and K0S
candidates. The MC distribution is normalised to the one of the
data. As it can be seen the reconstruction and selection cause a
distortion of the Monte Carlo distribution shape. This distortion is
clearly very similar to the one in the data sample. As already said
the Monte Carlo distribution in these plots represent the efficiency
with which we have to correct the data. In the right side of Fig. 86
we show the data cos ϑ distribution divided by the MC one.
While the Λ and Λ¯ distributions seems to be properly corrected
for efficiency while the K0S distribution is not. In particular, while
the shape of K0S data and MC distributions appear to be the same,
the parabolic values are clearly different as it is shown by the
ratio distribution.
We have fit the data over MC distribution ratios with constant
lines in order to accept or reject the null hypothesis of no polari-
sation. The χ2 divided by the degrees of freedom are reported
in the plots and in Table 19 together with the corresponding
probabilities. The Λ¯ and Λ distribution are compatible with the
null hypothesis, while the K0S has a clear discrepancy, which will
be discussed in the systematics paragraph § 4.5.3.
The extraction of the polarisation values has been done in
bins of xF and in bins of pT separately, integrating out the other
variable. This has been done in order to increase the statistics.
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(a) (b)
(c) (d)
(e) (f)
Figure 86.: Distribution of cos ϑ for (top) Λ¯, (middle) Λ and (bottom) K0S
particles as obtained for pp collision data and MC samples
at
√
s = 0.9 TeV. Distributions are sideband subtracted and
normalised to the data one.
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Figure 87.: Polarisation of Λ, Λ¯ and K0S as a function of xF as measured
in pp collisions at
√
s = 0.9 TeV.
4.4 results
We present here and discuss our results on the Λ¯ and Λ polarisa-
tion as obtained in pp collisions at
√
s = 0.9 TeV.
In Fig. 87 we show the values of the polarisation for Λ and Λ¯
particles as a function of xF; the numerical values are reported in
Table 20. For comparison we show also the polarisation measured
for the K0S decay the value of which are listed in Table 21.
All of the results appear consistent with no polarisation: some
of the bins show values which are not consistent with zero within
the errors, but none of them is farther than 1.5 σ.
In Fig. 88 we show instead the values of the polarisation for
Λ and Λ¯ particles as a function of pT; the numerical values are
reported in Table 22. For comparison we show also the corre-
sponding polarisation measured for the K0S decay the value of
which are listed in Table 23.
Also our measurement of the polarisation as a function of pT
seems to be limited by the statistics. However we can see some
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Table 20.: Polarisation values for Λ and Λ¯ as measured as a function of
xF in pp collisions at
√
s = 0.9 TeV
PΛ PΛ¯
0.00 < xF < 0.02 −0.199± 0.054 0.187± 0.062
0.02 < xF < 0.03 −0.063± 0.053 0.011± 0.060
0.03 < xF < 0.04 0.043± 0.047 −0.099± 0.056
0.04 < xF < 0.07 −0.049± 0.110 0.082± 0.149
0.07 < xF < 0.11 −0.007± 0.012 0.049± 0.139
Table 21.: Polarisation values for K0S as measured as a function of xF in
pp collisions at
√
s = 0.9 TeV
PK0S
0.00 < xF < 0.02 0.002± 0.012
0.02 < xF < 0.03 −0.009± 0.014
0.03 < xF < 0.04 −0.009± 0.021
0.04 < xF < 0.07 0.039± 0.024
0.07 < xF < 0.11 −0.038± 0.065
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Figure 88.: Polarisation of Λ, Λ¯ and K0S as a function of pT as measured
in pp collisions at
√
s = 0.9 TeV.
trend of the Λ polarisation to grow in absolute value as a function
of pT which would be consistent with the theoretical expectations.
In order to increase the statistics in the sensitive region of our
measurement we have performed a measurement of the polari-
sation for V0 particles with xF > 0.02 and pT > 1 GeV/c. In this
way we exclude most of the statistics which is predicted to have
no polarisation and we concentrate in the region where a sizable
polarisation is expected. In Figure 89 we show the distributions
of cos ϑ for the different V0 species after this selection. The ratio
of the data to MC distributions is also shown with the fit for the
measurement of the polarisation. The resulted polarisation values
together with the χ2 of the fits are summarised in Table 24. A
non negligible polarisation can be observed in the Λ case, with a
value P = −0.104± 0.044 and a good χ2 of the fit, conversely the
Λ¯ results not polarised. Since no significant slope can be seen in
the K0S case we cannot attribute this Λ polarisation to acceptance
effects.
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Table 22.: Polarisation values for Λ and Λ¯ as measured as a function of
pT in pp collisions at
√
s = 0.9 TeV
PΛ PΛ¯
0.00 < pT < 0.40 −0.085± 0.076 −0.006± 0.084
0.40 < pT < 0.60 0.065± 0.059 0.004± 0.068
0.60 < pT < 0.80 0.019± 0.061 0.007± 0.071
0.80 < pT < 1.00 0.057± 0.056 0.052± 0.065
1.00 < pT < 1.39 −0.088± 0.083 −0.093± 0.100
1.39 < pT < 2.00 −0.172± 0.174 0.060± 0.238
2.00 < pT < 3.00 −0.205± 0.014 −0.513± 0.198
Table 23.: Polarisation values for K0S as measured as a function of pT in
pp collisions at
√
s = 0.9 TeV
PK0S
0.00 < pT < 0.40 0.008± 0.014
0.40 < pT < 0.60 −0.006± 0.016
0.60 < pT < 0.80 −0.032± 0.018
0.80 < pT < 1.00 0.060± 0.024
1.00 < pT < 1.39 0.002± 0.024
1.39 < pT < 2.00 −0.079± 0.039
2.00 < pT < 3.00 0.040± 0.081
Table 24.: Polarisation values for Λ, Λ¯ and K0S as measured for in pp
collisions at
√
s = 0.9 TeV for the V0 particles with xF > 0.02
and pT > 1 GeV/c.
V0 P χ2/dof
Λ¯ 0.039± 0.053 14.664/18.000
Λ −0.104± 0.044 17.548/18.000
K0S −0.020± 0.021 12.822/18.000
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Summarising, our study of Λ and Λ¯ polarisation shows no
significant polarisation for neither of the two baryons when inte-
grated over xF or over pT. A
Since the expected polarisation is low, more sensitive mea-
surements are needed. In particular our measurements is still
dominated by statistics. Since the current sample of data in pp
collisions at
√
s = 0.9 TeV is likely to remain the full statistics
at this energy, an improvement is possible only by considering
looser selections. A further improvement is possible by consid-
ering different track types, e.g. downstream type, which are a
considerable part of the Λ sample, due to its the large lifetime.
4.5 systematic uncertainties
We consider in the following some possible systematic uncertain-
ties which could affect the measurement of the Λ polarisation.
4.5.1 Magnetic moment precession in the LHCb magnetic field
An effect which could spoil our measurement is the precession
of the Λ spin caused by the LHCb magnetic dipole field. This
effectively change the direction of the spin from the one at the
production to the one at the decay of the Λ. As already said the
interesting measurement is the polarisation at the production,
but this would be diluted by this rotation.
In order to understand if this can cause a problem for our
measurement, we can calculate directly the angular difference for
the spin of the Λ, due to the magnetic field.
The angular frequency (pulsation) for the precession of the
spin of a Λ in a magnetic field B is given by:
ω = −
gΛµN
 h
B (4.4)
where
µN = e h/2mp = 5.05078324(13) · 10−27 [JT−1] (4.5)
is the nuclear magneton and
gΛ = −0.613± 0.004 (4.6)
is the gyromagnetic factor for the Λ. 1. Then the pulsation is
ω = 2.936 · 107B [Hz] (4.7)
1 Both µN and gΛ numerical values are taken from the PDG review of particle
physics [64]
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considering the B field to be measured in Tesla. For convenience
we will call specific pulsation the pulsation for unit of magnetic
field, given by:
ωb = ω/B = 2.936 · 107 [T−1Hz] . (4.8)
The magnetic field of LHCb, directed parallel to the y axis of
the lam frame, is at most 0.1 T within 2 m from the interaction
point (cf. Fig. 20). If we substitute the upper value B=0.1 T in the
pulsation formula we get:
ω = 2.936 · 106[Hz] (4.9)
this means that the period is
T = 2.14 · 10−6s (4.10)
and the equivalent distance flying at the speed of light is:
s = 6.416 · 102m (4.11)
which would be the distance to be covered for a Λ particle in
order for its spin to precede of a whole turn in a constant B field
of 0.1 T.
Now we can work out the equivalent error in the spin direction
if ignoring the spin precession for a Λ particle in a B field of 0.1
T for one meter at the speed of light:
σ(θ) =
ω · 1m
c
= 9.793 · 10−3 [rad] (4.12)
Even if we translate this in an equivalent error on the proton ϑ of
the same amount, which is a conservative approach, this can be
easily neglected for our measurement.
However if we consider the whole LHCb magnetic B field,
which has an integrated bending power
∫
Bdl = 4Tm this would
correspond to an angular error:
σ(θ) = ωb
∫
Bdl/c = 3.917 · 10−1 [rad] (4.13)
which would be a large error instead. However since we require
long tracks for the Λ decay products, our Λ decay all in the VELO
and hence are well within 2 metres from the interaction point,
leading to an estimated total error on the spin angle of:
σ(θ) =
ω · 2m
c
= 1.959 · 10−2 [rad] (4.14)
which can be safely ignored for our final estimates.
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4.5.2 Secondary Λ production
As we have already seen in § 3.1 a non negligible portion of
the Λ produced in proton-proton collisions come from higher
mass hyperons decays. In particular we have seen that the per-
centage of the Λ are produced directly at the PV, of which we
want to measure the polarisation, is only about 40%. Hence a
relevant and unavoidable contribution to the ϑ distribution comes
from secondary Λ. Note that, while within the V0 production
ratios analyses we considered as prompt the Λ from strong and
electromagnetic decays of particles produced at the PV, in the
polarisation analysis we would like to reject also this component.
No attempt has been done in this work to control this kind of
decays by explicitly trying to reconstruct the full hyperon into Λ
decays (e.g. Σ0 → Λγ, Ξ− → Λpi−, etc). First of all this is due to
the complexity and inefficiency of this kind of analysis being the
Λ companion in this decays particularly soft and hence difficult
to detect, and secondly because we want to compare our results
to similar data obtained in other experiments where this kind of
rejection has never been achieved.
Hence in the following we will continue in studying the effective
polarisation without specifying this “effectiveness”.
4.5.3 K0S helicity angle cross-check
.
The measurement of the Λ polarisation can be modified, as we
have seen, by various effects. A natural way to check the influence
of any possible instrumental effect which could arise in this kind
of measurement is the comparison with the very same analysis
applied to the K0S → pi+pi− decay. The K0S is a pseudoscalar meson
with spin 0 so that the polarisation concept is not even defined
for this particle. The distribution of the decay product of the K0S
must be just the one allowed by the available phase space, i.e.
completely flat for the cos ϑ of the pions.
Considering the sample of K0S used in Chapter 3 for the Λ¯/K
0
S
production ratio we have analysed the distribution of the ϑ angle
for K0S → pi+pi− events, using the positive pion in the place of
the proton. The analysis procedure is exactly the same as the
one depicted for Λ events, including efficiency correction and
polarisation extraction.
The distribution for the K0S cos ϑ was already shown in Fig. 86,
and the polarisation values were calculated as a function of xF
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(Table 20) and as a function of pT (Table 22). No significant slope
was found, even if in some of the bins it is no compatible with
zero. Moreover considering the corrected cos ϑ distribution of K0S
in 86 (f), we can see that the description of the acceptance given
by MC events is not perfect and gives a non-flat distribution after
correction.
A possible reason may be the different momentum spectra
of K0S particles in MC and data as we have seen in Chapter 3.
Once boosted to the center of mass frame, the different cos ϑ
bins correspond to different final state momenta. The efficiency
for each bin therefore depends on the momentum distribution.
We have calculated the cos ϑ distribution for K0S particles after
re-weighting the MC momentum distribution in an analogous
way as described in § 3.6.1.1. The result of this procedure is
shown in Fig. 90 before (a) and after (b) the reweighting. Apart
from an overall normalisation which has not been restored for
simplicity, it can be seen that the re-weighted distribution is more
compatible with a flat distribution, with a χ2/dof decreasing from
186.66/19 to 62.44/19. A discrepancy is still present, indicating
that this effect is not the only one to modify the data distribution
differently from MC expectations.
Further studies are needed in order to understand this dis-
agreement. However the influence that this effect can bring to the
measurement of the Λ polarisation is low. In fact the discrepancy
is symmetric with respect to positive and negative cos ϑ so that
no odd parity contribution is added to corrected data distribu-
tion, that is no polarisation is artificially induced by acceptance
correction as demonstrated by the measurement of polarisation
for K0S particles.
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Figure 89.: Distribution of cos ϑ for (top) Λ¯, (middle) Λ and (bottom)
K0S particles as obtained for pp collision data and MC sam-
ples at
√
s = 0.9 TeV for V0 particles with xF > 0.02 and
pT > 1 GeV/c. Distributions are sideband subtracted and
normalised to the data one.
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(a) (b)
Figure 90.: Corrected distribution of cos ϑ for K0S → pi+pi− combinations
before (a) and after (b) reweighting the MC momentum
spectrum in order to match the data one. Distributions are
not normalised.
5
S E A R C H F O R D 0 → µ+µ− D E C AY
5.1 measurement strategy
In this section we explain the strategy for the measurements of the
D0 → µ+µ− branching ratio or, in case of no signal observation,
for an estimate of its upper limit. We give here a brief summary
and next we will go into the details of the single steps.
For the search of D0 → µ+µ− decays we have decided to
use the so called tagged analysis, i.e. looking for D∗+ → D0(→
µ+µ−)pi+ decay, the reasons for this will be described in §5.1.1.
This analysis will be extended in the future using also the un-
tagged analysis looking directly to D0 → µ+µ−.
The selection procedure has been divided in several steps,
mainly for technical reasons:
• Trigger HLT2 (§5.1.3)
• Stripping (§5.1.4)
• Final selection based on multivariate methods. (§5.1.5)
Once the final selection has been applied we are left with the
events with which to estimate our branching ratio. In order not
to impose a bias in our analysis procedure we have decided to
blind in data the region of the µµ invariant mass around the D0
nominal mass until the end of the analysis and look at the events
therein just after being confident of our method.
The background to our channel which we have to reject is
mainly of two types:
• combinatorial background, composed of random combina-
tions of two real muons;
• mis-identification background, due to D0 hadronic two-
body decays with both decay products mis-identified as
muons.
While the first type of background, after been reduced as much
as possible by selection cuts, can be subtracted by considering
the invariant mass sideband regions, the mis-identification back-
ground is peaked in the signal mass-region so that it has to be
159
160 search for d0 → µ+µ− decay
controlled with muon identification and precise measurement of
the mis-ID probability (Cf. §5.1.2).
In order to estimate the signal properties for the final selection
with real data we need a control channel very similar to our signal
but with large branching ratio; we have chosen to use the D0 →
pi+pi− decay which has practically the same kinematics since
the difference between muon and pion mass is small compared
to the D0 mass. Some comparison will also be made with the
D0 → K−pi+ decay which has a larger branching ratio.
The D0 → pi+pi− channel will also be used as normalisation
channel in the branching ration calculation.
5.1.1 D∗ tag
In order to search for the D0 → µ+µ− decay, we have considered
the possibility to find it using the D∗+ → D0pi+ decay as source
of D0, i.e. looking for D∗+ → D0(→ µ+µ−)pi+ decays. 1 This
technique is often called D∗ tag because is commonly used in
order to label the flavour of the D0 by the charge of the D∗±.
With this choice we consider just a fraction of the total inclusive
D0 sample but we gain considerably in background rejection
thanks to the additional information on the D∗ decay.
In particular the fraction of D0 considered when looking just
at D∗ decays is [71, 69]:
N(D∗+ → D0)
N(D0)
=
f(c→ D∗+)BR(D∗+ → D0)
f(c→ D0) ' 0.28 (5.1)
where f(c→ D∗+) and f(c→ D0) are the inclusive probabilities
of a c quark to hadronise into a D∗ and D0 respectively, and
BR(D∗+ → D0pi+) is the branching ratio of the considered decay.
As it can be seen we consider in this way less than 1/3 of the
events. This number has to be further multiplied by the pion
reconstruction efficiency which is around 30% for long tracks and
about 20% for upstream tracks.
The D∗ tag, however, allow a much higher combinatorial back-
ground rejection, with respect to the inclusive search. In fact, if
we introduce the mass difference
∆m = mD∗ −mD0 = mpiµµ −mµµ , (5.2)
we can prove that the resolution on ∆m is much better of the one
on the two masses separately. In fact the measurements of mD0
1 Here and in the following we always imply that we include also charge conju-
gated modes, unless otherwise specified.
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and mD∗ are correlated one with each other being the result of
the sum of the decay products four-vectors, two of which are in
common; hence the only difference is due to the measurement
of the pion momentum. Being the two positively correlated the
errors on their subtraction partially cancel out when the full error
propagation is taken into account. Naively this can be understood
by the fact that the difference is just an indirect measurement of
the mass of the pion.
In principle one would expect that a certain additional com-
binatorial background would come from all the possible D0pi
combinations composed by a given D0 and the multitude of pi-
ons produced in high energy proton-proton collisions. This is in-
deed true, but a second effect helps us to reduce the background,
i.e. the threshold effect. In fact the available phase space for the
D∗+ → D0pi+ decay is much reduced by the small difference
between the mass of the pion and the nominal ∆m, exactly [69]:
∆m0 = mD∗±(2010) −mD0 = 145.421± 0.010 MeV
mpi = 139.57018± 0.00035 MeV .
This small difference cause that only D∗ candidates are phys-
ically acceptable only if they have a minimum mass ∆m corre-
sponding to the pion mass. This reduced phase space due to the
near threshold makes that the probability for a given D0pi com-
bination to be in the region next to the D∗ smaller and smaller
as the threshold approaches so that most of the possible fake D∗
candidates will be concentrated at high ∆m and easily rejected.
5.1.2 Measurement of the mis-identification
Apart from the combinatorial background, an irreducible limit on
the search for the D0 → µ+µ− decay could come from the mis-
identification background. In fact the main two-body hadronic
decays of the D0, i.e. D0 → K−pi+, D0 → pi+pi− and D0 → K+K−,
can mimic our signal channel if both the decay products are
incorrectly identified as muons. The branching ratios of these
decays are listed in Table 25. Even if the D0 → K−pi+ decay has
the larger branching fraction most of the background will come
from the D0 → pi+pi−. In fact when a kaon gets mis-identified as
a muon the large mass difference between the two particles cause
a shift in the reconstructed D0 which is large enough to move
most of this events out of the D0 signal mass window. Clearly,
the D0 → K+K− decay is subject to an even larger displacement
and therefore does not represent a problem. On the contrary, this
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Table 25.: Branching ratios of the main hadronic two-body decays of
the D0 meson [69].
Decay Branching ratio
D0 → K−pi+ (3.89± 0.05)%
D0 → pi+pi− (1.397± 0.026) · 10−3
D0 → K+K− (3.94± 0.07) · 10−3
reasoning does not apply to the D0 → pi+pi− decay where the
mass difference between the real D0 peak and the mis-identified
one is of order 10 MeV. Therefore the µµ invariant mass will
present a peak due to the mis-identified D0 → pi+pi− events
which cannot be eliminated by simple side-band subtraction and
requires a good knowledge of the mis-identification probability
(mis-ID).
Within our experiment the muon identification is calibrated
using the J/ψ → µ+µ− decay as a source of muons and the
Λ → ppi− decay as a source of hadrons [72]. As we have seen
in Chapter 3 a pure Λ sample can be selected without the need
of particle ID so that it can be an unbiased source of pions and
protons for the mis-ID calibration. Similarly, the J/ψ → µ+µ−
decay can be selected by identifying with strong identification
cuts one of the two muons leaving the second one, unbiased, to
be used for the estimate of the muon identification.
In our study, however, we consider a second method to have a
direct and precise estimate of our mis-identification background
in the kinematic region in which we are interested; this method
can also be used as a cross-check of the previously described one.
We consider the D0 → pi±µ∓ decay, which is forbidden in the
Standard Model due to lepton number conservation and whatever
New Physics scenario one considers it must be suppressed by
many orders of magnitude. Therefore D0 → pi±µ∓ candidates
present in pp collision data must be due, apart from random
combinations, to D0 → pi+pi− decays with one of the two pions
mis-identified as a muon. The single mis-identification probability
then can be measured as:
p(pi→ µ) = N(D
0 → piµ)
2 ·N(D0 → pipi) (5.3)
where the number of events for each channel can be estimated
from the invariant mass distributions and the factor 2 comes from
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the fact that a D0 → pi+pi− decay can be mis-identified once for
each pion. The double mis-ID then is simply the square of (5.3)
since no correlation is expected. 2
The same strategy can be applied to the D0 → K−pi+ decay,
which can be mis-identified as a D0 → K−µ+ decay. The use
of this channel has the advantage of having a higher branching
ratio and lower combinatorial background (if the kaon is selected
using some identification cut) but presents the drawback that the
kinematic region of the mis-identified pion is slightly different
from theD0 → µ+µ− one due to the the asymmetricD0 → K−pi+
decay.
In this work we consider both channels since the D0 → K−µ+
strategy is better suited when less statistics is available.
5.1.3 Trigger HLT2
As we have seen in §2.4.2 there is no possibility to record all the pp
collisions data at high luminosities, so that a certain fraction must
be rejected exploiting the L0 and HLT trigger. Being software
based the HLT can be configured according to the physics analysis
needs, and in particular the HLT2 contains already exclusive
selections. Therefore we developed HLT2 lines to select our signal
channel.
The HTL2 trigger has to cope with different requirements for
its operation. The output rate of the HLT2 is fixed at the 2 kHz
by the frequency with which events can be written on storage,
therefore the decision must be taken as fast as possible. Both CPU
and rejection requirements must be taken into account. For most
physics channel triggers, the major source of CPU comes from
the combination process in order to find the signal candidates.
Within hadronic events the high number of tracks makes the
number of possible two tracks combinations high and it is even
worse for three or four body processes.
Therefore recently it has been decided by the collaboration
to apply a cut of pT > 500 MeV/c to all the tracks in the HLT2
processing. While this cut reduces the random combinatorial
background by rejecting soft tracks, it prevents us to trigger on
the full D∗+ → D0(→ µ+µ−)pi+ channel since the pion from the
D∗ decay has low pT. Hence we have developed our HLT2 trigger
lines in order to select untagged D0 → µ+µ− decay.
2 This wouldn’t be true if we wanted to give a mis-ID as a function of the
momentum since the two pions are clearly correlated in phase space; but here
we consider just the average value.
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The developing of our trigger lines has been based on the
following guidelines:
1. obtain an higher as possible efficiency for the signal chan-
nel;
2. use exactly the same trigger cuts for signal and control
samples;
3. if the background rejection is not enough for control chan-
nels (due to the presence of pions instead of muons), prescale
the control channel lines;
The point number 2 is due to the fact that while, in principle,
as far as the trigger efficiencies (εs for signal and εc for control
channels) are known, their absolute value doesn’t change the
analysis, a smaller error in the final branching ratio measurement
is obtained by making them as close as possible 3.
In order to have signal and control channels selected as simi-
larly as possible the practical implementation of our HLT2 lines
has been done by building a common template for D0 → x+y−
decays. The selection is based on cuts on the following variables
and a summary of the applied cuts values is reported in Table 27:
• Muons track fit χ2. Each track is fitted starting from the de-
tector hits positions, a χ2 of the goodness of fit is associated
and helps to remove ghost tracks and have a more precise
momentum measurement.
• Distance of closest approach between the two muons (DOCA).
The minimum distance of the trajectories of two particles
coming from a common decay should be zero or, because of
experimental errors, very small; conversely random tracks
combinations can have a DOCA of various millimetres and
therefore we can reject them with this cut.
• D0 Vertex fit χ2. A common vertex is fitted starting from
the two tracks and a χ2 of the fit is calculated.
• pT(D0) and pT(µ). Since the cc¯ quarks are produced in hard
interactions, charmed particles usually have a large trans-
verse momentum with respect to the mean of the particles
produced in minimum bias interactions. For convenience
we cut on the minimum and maximum pT of the two muons
separately.
3 A trivial demonstration of this is can be obtained in the case that the errors on
the efficiencies are equal, by looking at the optimisation of
√
1/x2 + 1/y2.
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• χ2IP(D0). The χ2 of the impact parameter of the pi and of
the D0 with respect to the primary vertex position. This
χ2 is a measurement of the impact parameter which takes
into account the errors on the determination of the primary
vertex. In particular it is defined as the variation in the
χ2 per degree of freedom of the vertex fit done with and
without the considered particle. Clearly, if the particles
comes from the PV this variation of the reduced χ2 should
be small, while for secondarily produce particles this has
to be large.
• min(χ2IP(µ)) and max(χ2IP(µ)). On the contrary since
the two muons come from the D0 decay vertex which is
displaced with respect to the PV and since they have a
certain transverse momentum with respect to the D0 flight
direction their impact parameter with respect to the PV
must be sizable. Hence the two muons are required to
have a large χ2IP; the two cuts are for convenience applied
separately to the minimum and to the maximum of the two
χ2IP, since, due to the pT of the D0 in the lab frame, one of
the two muons will certainly have a smaller IP.
• χ2FD of the D
0. This variable is a measurement of the dis-
tance of the D0 decay vertex from the PV, i.e. of the D0
flight distance, which takes into account the errors of the
two vertices positions. It is defined as:
χ2FD = (~rDV −~rPV)
TΣ−1(~rDV −~rPV) (5.4)
where ~rDV and ~rPV) are the fitted positions of the D0 and
primary vertices respectively and Σ−1 is the inverse of the
covariance matrix for these measurements.
• Pointing angle, that is the angle between the D0 candidate
momentum and the line that joins the Primary and the D0
decay vertex, in formulas:
Angle(~pD0 ,~rPV −~rDV) . (5.5)
Despite the outlined selection reject most of random combi-
nations, in a high energy hadronic environment the number of
possible Kpi and pipi combination is very high so that many events
pass our selection because statistically one of the various combi-
nations satisfies the requirements. Therefore we had to apply a
prescale to some of our trigger lines in order to match the needed
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Table 26.: Values of the prescale factors applied to the different channels.
The value is reported as relative fraction, i.e. 1 means no
prescale.
Channel Prescale
D0 → µ+µ− 1
D0 → K−pi+ 0.02
D0 → pi+pi− 0.1
D0 → K−µ+ 0.2
D0 → pi±µ∓ 1
rejection. The prescale randomly select a certain fraction of the
events before letting them pass through the trigger line. The net
effect is that one has an unbiased output sample simply reduced
by a known factor. The values of the prescales used for our HLT2
trigger lines are listed in Table 26.
5.1.4 Stripping
In parallel with the HLT2 we have also developed stripping lines
in order to preselect the data samples to be analysed. In the
Stripping procedure we could exploit all the possible tracks of
one event since no stringent CPU requirements are present offline.
Therefore we have developed stripping lines to selected D∗+ →
D0(→ µ+µ−)pi+ decays together with the corresponding control
channels. These correspond to the tagged analysis previously
described; moreover we have also foreseen to select inclusively
D0 → µ+µ− decays for the untagged analysis which however we
will not describe here.
The summary of the cuts applied in the stripping pre-selection
is reported in Table 28. As it can be seen these cuts trace the HLT2
ones as far as the D0 → µ+µ− decay is concerned. Additional
cuts include impact parameter and transverse momentum cuts
on the pion and D∗ and ∆m regions.
5.1.5 Final multivariate selection
In order acquire the higher signal efficiency as possible while
rejecting the background we have planned to use multi-variate
methods for our final selection.
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Table 27.: Summary of the selection cuts used in the HLT2 trigger for the
D0 → µ+µ− selection in 2010 data. Cuts referred to muons
are also applied to kaons and pions for the D0 → pi+pi− and
D0 → K−pi+ decays.
Variable Cut value
DOCA < 0.1 mm
min(pT(µ)) > 750 MeV/c
max(pT(µ)) > 1100 MeV/c
min(p(µ)) > 4000 MeV/c
Track fit χ2 < 5
min(χ2IP(µ)) w.r.t. PV > 3
max(χ2IP(µ)) w.r.t. PV > 8
χ2IP(D0) w.r.t. PV > 15
χ2FD of the D
0 > 20
cos(Angle(~pD0 ,~rPV −~rDV)) > 0.9998
pT(D
0) > 1800 MeV/c
χ2IP(D0) w.r.t. PV < 15
D0 Vertex fit χ2 < 10
D0 Mass window ±70 MeV/c2
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Table 28.: Summary of the selection cuts used in the stripping procedure
for the D∗+ → D0(→ µ+µ−)pi+ selection in 2010 data. Cuts
referred to muons are also applied to kaons and pions for
the D∗+ → D0(→ pi+pi−)pi+ and D∗+ → D0(→ K−pi+)pi+
decays. The cuts which are labelled with pi are referred to the
slow pion coming from the D∗ decay.
Variable Cut value
min(pT(µ)) > 750 MeV/c
max(pT(µ)) > 1100 MeV/c
min(p(µ)) > 4000 MeV/c
Track fit χ2(µ) < 5
min(χ2IP(µ)) w.r.t. PV > 3
max(χ2IP(µ)) w.r.t. PV > 8
χ2FD of the D
0 > 20
cos(Angle(~pD0 ,~rPV −~rDV)) > 0.9997
pT(D
0) > 1800 MeV/c
D0 Vertex fit χ2 < 10
χ2IP(D0) w.r.t. PV < 15
Track fit χ2(pi) < 7
pT(pi)) > 110 MeV/c
χ2IP(pi) w.r.t. PV < 10
D0 Mass window ±70 MeV/c2
D∗± Mass window ±110 MeV/c2
∆m (145.421± 10) MeV/c2
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Unlike standard cuts, multivariate methods are able to exploit
the full information contained in the used variables and in their
correlations. In this section we explain briefly some of the multi-
variate methods used in the following, without any claim of
completeness. In fact many possible different methods do exist
as far as data mining is concerned [73, 66].
likelihood For an event with nvar variables xi, the likeli-
hood defines the probability to belong to the k-category as:
L k =
nvar∏
i
pki (xi) (5.6)
i.e. the product of the probabilities for each variable to come from
an event in that category. These are calculated with probability
distribution functions which in the experimental case are usually
deduced by fitting histograms. As a discriminant variable is often
used the ratio of the likelihoods for two given hypothesis and
this ratio can be transformed in the difference of the likelihood
logarithms, as done for the PID variable (Cf. §2.5.3.4).
fisher discriminant This is a method to select events with
a convenient linear combination of variables [65] based on the
search of an axes in the variables space where to project the
events, in such a way that signal and background populations
are as distant one from each other and as tight distributed as
possible. Numerically the discriminant is built as:
yFi =
n∑
i=0
λixi . (5.7)
where xi are the considered variables and λi the optimised coef-
ficients.
neural networks With (Artificial) Neural Networks (NN)
are indicated simulations of artificial neurons connected one with
each other; each neuron being able to give a particular output to
a given input. The power of NN comes from the opportunity of
requiring a non-linear response from a neuron, and hence from
the whole network, that becomes able to solve complex problems.
Each neuron is connected to others with some weights w, and
gives a single output for each input, applying the response func-
tion. As response function ϕ(x) usually a sigmoid function 11+e−x
or a tanh(x) is chosen. If for simplicity we consider multilayer
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NN where neurons are divided in layers and connections are
allowed only between different layers, the output of the whole
network would be:
yout =
nh∑
j=1
y
(2)
j w
(2)
j1 =
nh∑
j=1
ϕ
(
nin∑
i=1
xiw
(1)
ij
)
w
(2)
j1 (5.8)
where nin and nh are the number of input and middle neurons,
and wij is the weight between the ith and jth neurons of two
layers.
decision trees These are methods of selecting a signal from
a background using a path of decisions considering one variable
at a time; the path ends when a certain criterion is satisfied.
Variable space is then subdivided in different regions belonging
to signal or background.
This selection method is formally similar to the cut-based one,
but while the latter is able to select just a region of variable space,
Decision Trees are able to select many regions, allowing better
performances.
After applying a preselection, for each method we consider the
output variable as the only discriminant variable. This will be
used in the final limit estimation as the sensitive variable together
with the invariant mass information.
Each of these methods must be trained against the signal and
background samples. In order to perform this training exploiting
real data, we will consider the D0 → pi+pi− sample as far as the
kinematic is concerned. The muon identification instead will not
be part of multivariate analysis.
5.1.6 Branching ratio calculation and limit estimation
Once the final analysis will be tuned on real data, the blinded
invariant mass can be opened. If a significant number of signal
events is present one can calculate the correspondent branching
ratio, while if not a limit on its size can be put.
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5.1.6.1 Branching ratio calculation
As anticipated, the calculation of the D0 → µ+µ− branching ratio
will be done by normalising to the D0 → pi+pi− decay.
BR(D0 → µ+µ−) = ND0→µ+µ−
ND0→pi+pi−
εpipi
εµµ
BR(D0 → pi+pi−) (5.9)
where the efficiency ratio εpipi/εµµ takes into account for the dif-
ferent efficiencies that the two channels can have on the different
analysis stages. In particular
εpipi
εµµ
=
εtrig(pipi)
εtrig(µµ)
× εsel(pipi)
εsel(µµ)
× 1
εµID(µµ)
. (5.10)
While the selection efficiency cancel out, by construction, for the
way we developed the analysis, the trigger and identification
efficiencies do not.
The trigger efficiency must be divided in several steps (Cf. §2.4).
The HLT2 trigger, as we have seen, has been built for our signal
and control channels such that the same selection is applied to
both. This will make the HLT2 trigger efficiency ratio close to one,
apart from, again, the identification efficiency, which however we
will treat separately.
The rest of the trigger, L0 and HLT1, cannot be customised for
each analysis so that we have to work out its efficiency from real
data.
5.1.6.2 Branching ratio limit estimation
If no significant excess of events is found in the signal region,
our analysis will be able to put an upper limit on the branching
ratio, constraining in this way the phase space of new physics
scenarios.
The naive way of estimating the upper limit would be by con-
sidering the fluctuation on the number of background events in
the signal region, as the ultimate limit on the sensitivity. However,
more complex techniques allow to improve the sensitivity for a
given background level. Here we consider the work in Ref. [74].
The limit estimation technique there illustrated consists of a
modified frequentist method which combines, through repeated
simulation trials, the probabilities for an outcome correspondent
with the given signal plus background found and gives as esti-
mation of the suppression of the signal hypothesis for a given
confidence level.
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5.2 monte carlo studies
In order to assess the performances of the LHCb experiment
for the search of the D0 → µ+µ− decay we have performed
sensitivity studies using Monte Carlo simulations.
5.2.1 Monte Carlo samples
These studies have been performed before the start of the LHCb
data taking when it was foreseen that the center of mass energy
of pp collisions in 2010 would have been
√
s = 10TeV , for this
reason the MC samples that we have adopted are simulated at
this energy. 4 The cross-sections for the production of charm and
beauty quarks at this energy as implemented in PYTHIA are:
σ(cc¯) ' 6.26 mb
σ(bb¯) ' 0.699 mb .
Different samples were used for this study. First of all a signal
sample, composed by events with a D∗+ → D0(→ µ+µ−)pi+
decay in the final state. This is achieved by selecting minimum
bias events with at least one D∗ → D0pi decay and forcing the
D0 to decay into two muons. The sample is further selected at
generator level with the so-called decay products cut, i.e. the decay
products are required to be in the geometric LHCb acceptance
(i.e. with polar angle 10 < θ < 300 mrad).
As control and normalisation samples and in order to estimate
the mis-ID, the D0 → pi+pi− sample was used the generation of
which is identical to the signal sample.
In order to estimate the combinatorial background various
samples were analysed:
• Minimum bias, no requirements are imposed on this sample
which represents all the possible (visible) pp collisions.
• Minimum bias → µµ, same as the previous sample but
requiring that at least two muons are present in the final
state inside the LHCb geometric acceptance.
• Inclusive cc¯, a minimum bias sample with at least a cc¯
pair produced in the interaction, no requirement on the
acceptance are imposed.
4 For reference: technically these samples are referred to as MC09 samples.
5.2 monte carlo studies 173
Table 29.: Summary of the used samples statistics for the Monte Carlo
samples. The number of events and the equivalent luminosity
is indicated for each sample (not for the signal since we don’t
know its branching ratio). MCT and No MCT indicate the
two minimum bias samples with and without the MC Truth
stored.
Sample N Equiv. Lint(pb−1)
D∗+ → D0(→ µ+µ−)pi+ 114 k
D∗+ → D0(→ pi+pi−)pi+ 5 M 9.26
bb¯→ µ+µ− 25 M 4.30
Inclusive bb¯ 52 M 0.17
Minimum bias (MCT) 10 M 0.2 · 10−3
Minimum bias (No MCT) 1 G 25 · 10−3
Minimum bias→ µµ 23.7 M 1.79
Inclusive cc¯ 10M 3.8 · 10−3
• Inclusive bb¯, same as the previous sample but requiring a
bb¯ pair to be produced.
• bb¯→ µ+µ− , a selection of the inclusive bb¯ sample with at
least two muons in the final state, which are required to be
inside the geometric LHCb acceptance.
A summary of the considered samples with the relative statis-
tics and equivalent integrated luminosity is reported in Table 29.
This table includes two different minimum bias samples: one of
them contained information about the Monte Carlo Truth (MCT),
i.e. about the particles which have been actually generated and
simulated through the detector, while the second didn’t. The
reason for the need of two samples is that the MC Truth informa-
tion requires a lot of storage space so that one of the minimum
bias samples, in order to be able to have a large statistics, was
recorded without storing this information.
5.2.2 Preselection
A first selection of the data samples was achieved through a
pre-selection in order to reject part of the background and to
deal with more manageable samples. This step correspond to the
stripping procedure adopted currently with real data, but has
different cut values for historical reasons.
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Different variables were exploited; the cut values for each vari-
able were chosen in order to have the largest efficiency for the
signal while rejecting as much background as possible. In partic-
ular the following variables have been used, some of which have
been already described, the cut values of which are summarised
in Table 30:
• ∆η(D0pi), the difference in pseudo-rapidity between the D0
and the pi.
• ∆φ(D0pi), the difference in the azimuthal angle φ between
the D0 and the pi.
• ∆η(µµ), the difference in pseudo-rapidity between the two
muons.
• χ2IP(pi) and χ2IP(D0).
• min(χ2IP(µ)) and max(χ2IP(µ)).
• pT(D0) and pT(pi).
• Muons ∆ logL(µ,pi) As explained in §2.5.3.4 a delta log-
likelihood variable is built for particle identification pur-
poses from the information of the various detectors. In
order to identify the two muons and discard part of the
mis-identification background we have applied a cut on
the ∆ logL(µ,pi) which compares the muon with the pion
hypothesis.
• Pion ∆ logL(e,pi). In order to reduce the amount of D0pi
combinations we have required a loose cut on the identifi-
cation of the pion with respect to the electron hypothesis.
• χ2FD of the D
0.
• ∆m andD0 mass. In order to polish the background sample
from uninteresting events, preliminary mass window cuts
were applied both to the D0 mass and to the ∆M.
All of the variables presented in this list and the cuts sum-
marised in Table 30 are applied to the signal as well as to all the
background channels. For the D∗+ → D0(→ pi+pi−)pi+ as a con-
trol channel the cuts referred to the muons have been applied to
the two D0 decay products pions with the exception of the muon
identification variable, which has been applied separately in or-
der to estimate D0 → pi+pi− as as control and as a background
channel.
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Table 30.: Summary of the preselection cuts applied to the various sam-
ples for the MC analysis. Cuts are referred to the selection
of D∗+ → D0(→ µ+µ−)pi+. They have been applied equally
to the D∗+ → D0(→ pi+pi−)pi+ sample with the muon cuts
applied to the pions, with the exception of the muon identifi-
cation.
Variable Cut value
∆η(D0pi) < 0.2
∆φ(D0pi) < 0.2
∆η(µµ) < 1.3
min(χ2IP(µ)) w.r.t PV > 1
max(χ2IP(µ)) w.r.t PV > 10
χ2IP(D0) w.r.t PV < 10
χ2IP(pi) w.r.t PV < 10
pT(D
0) > 2 GeV
pT(pi) > 0.15 GeV
χ2FD of the D
0 > 25
pi: ∆ logL(e,pi) < 0
µ: ∆ logL(µ,pi) > 0
∆m(D∗+ −D0) − 145.5 < 2.5
D0 mass window ±30MeV
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The results of the preselection as applied to the various Monte
Carlo samples are reported in Table 31. The number of selected
events and the equivalent efficiency is tabulated for each sam-
ple. We also list in this table the number of expected events in
100 pb−1 of integrated luminosity: this is the expected luminosity
at the end of the first physics run of LHC and we consider this
as a first step for the final result of this analysis.
Some of the background samples are very efficiently rejected by
this preselection, hence in order to increase the statistics for these
samples we have loosened the invariant mass window cut. This
can be done since this samples are mostly source of combinatorial
background so that their µµ invariant mass window distribution
is flat and no correlation is expected (as a first approximation)
with the rest of the preselection cuts. This method allowed us to
compute the relevant numbers of Table 31 with more reliability.
The samples for which it has been necessary to loosen the mass
window are accompanied in this table by an F scale factor which
takes into account the relative increase in statistics. In Table 31
some of the samples are analysed without requiring a muon-
identification cut; this cut in fact would reject most events of these
samples while here we want to understand their contribution to
the combinatorial background.
We notice that after muon-identification cut has been applied
the combinatorial background comes almost exclusively from the
bb¯→ µ+µ− sample. In fact the inclusive bb¯ sample is foreseen
to have a contribution which is of the same order of the bb¯ →
µ+µ− and this is a sub-sample (about 2% in cross-section) of the
inclusive one. Also looking at minimum bias samples we notice
that the number of inclusive minimum bias and events with two
muons in the final state is pretty much the same after muon-ID
cut.
Looking at the D∗+ → D0(→ pi+pi−)pi+ sample we see that
after applying the µ-ID cut still 86 events will be present, these
events will be gaussian distributed in invariant mass and to
statistical subtract them will be therefore necessary the mis-ID
measurement already described.
In conclusion we confirm with these studies that two main
backgrounds will be present for our signal channel: combina-
torial background coming from bb¯ → µ+µ− events and mis-
identification background from D0 → pi+pi− decays.
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Table 31.: Summary of the effect of the preselection on the various MC
samples.
Sample Nsel εtot Nsel(100pb−1) F µ-ID cut
D∗+ → D0(→ µ+µ−)pi+ 5177 0.03 1.8 · 109 ×BR Yes
D∗+ → D0(→ pi+pi−)pi+ 4286 0.0086 1.48 · 106 No
D∗+ → D0(→ pi+pi−)pi+ 8 1.6 · 10−6 86 Yes
bb¯→ µ+µ− 542 2.2 · 10−5 1238 10 Yes
Inclusive bb¯ 32 6 · 10−7 1850 10 Yes
Minimum bias (MCT) 3 3 · 10−7 1.14 · 106 No
Minimum bias (No MCT) 531 5 · 10−7 2 · 106 No
Minimum bias (No MCT) 6 6 · 10−9 709 50 Yes
Minimum bias→ µµ 127 5.3 · 10−6 707 10 Yes
Inclusive cc¯ 103 1 · 10−5 2.6 · 106 No
5.2.3 Multivariate methods
The final analysis for these MC studies was done with multivari-
ate methods, according to § 5.1.5.
The implementation, training and testing of the different multi-
variate methods was done exploiting the TMVA package [66, 67].
The variables used in the multivariate analysis were the follow-
ing:
• Pointing angle.
• min(pT (µ))
• ∆φ(D0,pi)
• ∆η(D0,pi)
• χ2IP(D0) w.r.t. PV
• min(χ2IP(µ)) w.r.t. PV
We already described some of these variables previously; here
we underline that even variables used in preselection, i.e. with
already a cut applied on them, can be further exploited by mul-
tivariate selections. The distributions for the different variables
are shown in Fig. 91, where background and signal samples are
compared with common normalisation.
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Figure 91.: Distribution of the variables used as input for the multivari-
ate methods for D0 → µ+µ− signal events and combinato-
rial background.
The MC signal and background samples were split into two
halves in order to use independent samples for training and
testing purposes.
The performances of the different methods were probed look-
ing at the efficiency on the background as a function of the
efficiency on the signal samples obtained by varying the cut on
the considered method output variable. The results are shown in
Fig 92, were in particular three different methods are compared:
Likelihood, Fisher and Decision Trees (BDT).
The different methods were rated according to the final results,
i.e. to the limit which could be set by the experiment, and the one
with the best limit was chosen.
5.2.4 Results
Exploiting the method previously described we have computed
the expected limit that, according to our studies on the MC
simulations, the LHCb experiment will be able to set in 100 pb−1
of integrated luminosity. The resulted limit is:
BR(D0 → µ+µ−) < 2.55 · 10−8 (5.11)
at 90% confidence level. Such a result would overcome the present
results by about one order of magnitude. Some caveats must
be underlined here; we remind that this analysis is performed
considering a
√
s = 10 TeV center of mass energy, while LHC
is currently running at
√
s = 7 TeV and the first 100 pb−1 of
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Figure 92.: Background efficiency as a function of signal efficiency for
different multivariate methods for the selection of the D0 →
µ+µ− channel.
integrated will be collected certainly at this energy. At different
energy in the centre of mass the total charm production cross-
section is different and, according to PYTHIA predictions, would
decrease from 6.3 at 10 TeV to about 4.6 ad 7 TeV. With a reduced
cross-section the number of D0 is clearly less by the same factor,
however also the background is less so that the limit does not
worsen by the same amount.
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5.3 data analysis
As explained in the general analysis strategy, trigger and pre-
selection (or stripping) are fundamental for this kind of search.
HLT2 and stripping selections were developed, commissioned
and used in 2010 data taking in order to acquire data for D0 →
µ+µ− and its control channels. In the following we describe the
present status of the analysis on data events.
5.3.1 Data and Monte Carlo samples
Within the 2010 data taking, a total integrated luminosity of
LInt = 37.7 pb−1 was recorded by the LHCb experiment in pp
collisions at
√
s = 7 TeV. The data was acquired using the already
described triggers and processed with the stripping selection
algorithms; both included the lines we developed in order to
select D0 → µ+µ− and its control channels.
The analysis presented here do not include the whole acquired
luminosity. In fact during the initial part of the data acquisition
the trigger lines for D0 → µ+µ− were not included yet. Moreover
at the time of writing this work the stripping procedure is not
completed for the whole data set. The data sample considered
here corresponds therefore to an integrated luminosity of LInt =
22 pb−1.
In order to compare the properties of real data with simula-
tions also different Monte Carlo samples were analysed with the
same procedure. These samples reproduce pp collisions at the
conditions of 2010 data taking. MC samples of signal and control
channels has been considered.
Table 32.: Number of events as selected by the stripping algorithms for
the different control channels of the D0 → µ+µ− decay.
Channel Events
D∗+ → D0(→ K−pi+)pi+ 38189
D∗+ → D0(→ pi+pi−)pi+ 44719
D∗+ → D0(→ K−µ+)pi+ 17485
D∗+ → D0(→ pi±µ∓)pi+ 34067
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5.3.2 Efficiencies from MC simulations
An important issue for this analysis is the comprehension of the
reconstruction and selection efficiencies for the signal and control
samples. These have been studied through Monte Carlo samples
of pp collisions at
√
s = 7 TeV.
Here we present only the overall selection efficiencies for the
D∗+ → D0(→ µ+µ−)pi+ and D∗+ → D0(→ pi+pi−)pi+ channels,
which are:
ε(D∗+ → D0(→ µ+µ−)pi+) = 0.0191± 0.0004 (5.12)
ε(D∗+ → D0(→ pi+pi−)pi+) = 0.0025± 0.0001 (5.13)
respectively. Overall efficiencies comprehend trigger efficiency
(both L0 and HLT2), reconstruction and selection (stripping) effi-
ciencies. It can be seen that the two efficiencies are very different.
This is mainly due to the difference in trigger which is the L0
Muon for the former and L0 Hadron for the latter.
Studies are ongoing in order to understand the trigger effi-
ciencies directly from data events as well as from Monte Carlo
simulations.
5.3.3 D0 → pi+pi− channel
TheD0 → pi+pi− channel has been selected in the considered data
samples by applying the stripping procedure both to data and
MC. In Figure 93 we show the invariant mass distributions for
the D∗+ → D0(→ pi+pi−)pi+ channel as obtained in pp collision
data. In particular we show the D0 invariant ass in (a), the D∗
invariant mass in (b) and the ∆M in (c).
In Figure 93 can be noticed a peak to the left of the D0 nom-
inal mass. It is due to D0 → K−pi+ decays with the kaon mis-
identified as pion and could be safely removed by applying a cut
on the ∆ logL between the kaon an pion hypothesis.
The D0 invariant mass is shown in Figure 94 (d) after requiring
the ∆m to be within 1.5 MeV/c2 from the nominal value. The
distribution is fitted with a gaussian to represent the signal plus
a line to represent the background. By integrating the signal
function we obtain a first estimate of the number of selected pipi
events in real data, ND∗+→D0(→pi+pi−)pi+ = 2392± 37.
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(a) (b)
(c)
Figure 93.: Distribution of (a) the D0 invariant mass, (b) the D∗ in-
variant mass and (c) the ∆M for D∗+ → D0(→ pi+pi−)pi+
events in data of pp collisions at
√
s = 7 TeV. Samples are
considered after the stripping procedure without further
selection.
Figure 94.: Distribution of the D0 invariant mass for D∗+ → D0(→
pi+pi−)pi+ events in data of pp collisions at
√
s = 7 TeV after
applying a further selection (see text).
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We want to estimate if the number of selected D0 → pi+pi−
events in pp data is compatible with the expectations from MC
events. This number can be obtained as
N
exp
D∗+→D0(→pi+pi−)pi+ = LInt σ(pp→ D∗)BRD∗→D0BRD0→pipiε
(5.14)
where ε is the overall efficiency and BR stands for the branching
ratio of the two processes. The cross-section for the inclusive
production of D∗ in pp collisions at
√
s = 7 TeV has been recently
measured by the LHCb experiment and is [75]:
σLHCb(pp→ D∗) = 676± 137µb . (5.15)
The number of expected D∗+ → D0(→ pi+pi−)pi+ events is then:
3170± 660. This number is of the same order of the selected com-
binations in real data even if not completely compatible. Apart
from differences between efficiency in data and in MC, this can be
due to the uncertainty in the considered luminosity and trigger
efficiencies which are under study.
From the selected data sample we can also study the proper-
ties of the selected D0 decays. This help us to understand the
D0 → µ+µ− channel which must be kinematically coincident
apart from the pion muon mass difference. In Figure 95 we show
the distribution for the momentum (a), the transverse momentum
(b) and the rapidity (c) of the D0 particle as obtained from data
and compared with the analogous distribution obtained in MC.
The distributions are obtained by statistically removing the back-
ground by means of sideband subtraction and are not efficiency
corrected.
As can be seen, the Monte Carlo reproduces quite well the
distributions of the data. However a certain difference in the pT
distribution can be seen in the lower part of the spectrum and
can be due to incorrect simulations of the hardware trigger in MC
simulations. In Figure 96 the distributions for the momentum
(a) and pT (b) for the pions from D0 → pi+pi− decay are shown
and compared to the MC simulations. While the momentum
distribution for data is consistent with MC, the transverse mo-
mentum is significantly peaked at higher values, due probably to
a propagation of the difference in D0 pT spectrum. In the (c) part
of same figure we also show the impact parameter distribution
for the pion.
These differences between MC and data have to be considered
as systematic uncertainties on the efficiency estimation from MC.
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(a) (b)
(c)
Figure 95.: Distributions of D0 properties as obtained from D∗+ →
D0(→ pi+pi−)pi+ events in pp collisions at √s = 7 TeV.
Distributions are not efficiency corrected and are compared
with MC simulations of the same channel.
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(a) (b)
(c)
Figure 96.: Distributions of pi properties as obtained from D∗+ →
D0(→ pi+pi−)pi+ events in pp collisions at √s = 7 TeV.
Distributions are not efficiency corrected and are compared
with MC simulations of the same channel.
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Figure 97.: Distribution of the ∆ logL(µ,pi) for Monte Carlo particles:
muons and pions are from D0 → µ+µ− and D0 → pi+pi−
decays respectively.
5.3.4 Muon identification
The muon identification is based mainly on information from
the Muon chambers, but exploits also information from the other
detectors (e.g. a MIP signal in the calorimeter and the RICH
information). A ∆ logL function is built upon this information
and can be used to discriminate muons from other particles,
mainly pions and kaons. We studied the muon identification
using MC simulations of the signal D0 → µ+µ− channel and
of the D0 → pi+pi− control channel as a source of muons and
pions respectively. Both have been processed with the already de-
scribed procedure (obviously without applying any identification
variable). The distribution of ∆ logL(µ,pi) for the two samples is
shown in Fig. 97 where it can be seen that a long tail of pions is
present in the muon region. A sensible part of this contamination
is due to the irreducible contribution of pion decays in flight
which are clearly identified as muons by the muon chambers.
Apart from the ∆ logL we have to consider the IsMuon vari-
able which is used also in the online framework for its simplicity.
It is built by extrapolating a track reconstructed in the track-
ing system to the MUON chambers. There hits are searched
around the extrapolation within a defined Field Of Interest. If
requirements which depends on the muon momentum and on
the considered Muon station are satisfied the boolean value of
IsMuon is set to true. This simple variable is specially useful in
the online approach where a fast decision must be given, however
contains clearly less information than the PID ∆ logL .
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(a) (b)
Figure 98.: Distribution of (a) the muon momentum for Monte
Carlo D0 → µ+µ− events for all muons, muons with
∆ logL(µ,pi) > 0, muons with IsMuon true and with both
requirements applied. In (b) the efficiencies as a function
of the muon momentum for the mentioned variables are
shown.
Table 33.: Muon identification efficiencies and pion mis-identification
probabilities as obtained from MC studies for different identi-
fication requirements. The values are integrated over the full
momentum spectrum and the errors are only statistical.
Cut εµ εpi→µ
IsMuon 0.914± 0.004 0.006± 0.001
∆ logL(µ,pi) > 0 0.971± 0.002 0.113± 0.003
∆ logL(µ,pi) > 0 and IsMuon 0.909± 0.004 0.004± 0.001
In Figure 98 (a) we show the distribution of the momentum
of muons from MC simulations of D0 → µ+µ− decays after the
stripping preselection. The distribution for all muons, muons
with ∆ logL(µ,pi) > 0, muons with IsMuon true and with both
cuts applied are shown. Through these distributions we calcu-
lated the efficiencies for the muon identification by means of the
mentioned variables; the efficiencies as a function of the muon
momentum are shown in Figure 98 (b). The integrated efficiency
computed from these distributions are summarised in Table 33
where the errors are only statistical.
The distribution of pions from MC D0 → pi+pi− decays is
shown in Figure 99 (a) as a function of the momentum for all
the pions, for pions with ∆ logL(µ,pi) > 0, pions with IsMuon
true and with both requirements applied. Analogously we can
calculate the efficiency for this identification variables applied to
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Figure 99.: Distribution of (a) the muon momentum for Monte Carlo
D0 → pi+pi− events for all pions, pions with ∆ logL(µ,pi) >
0, pions with IsMuon true and with both requirements
applied. In (b) the efficiencies as a function of the pion
momentum for the mentioned variables are shown.
pions (i.e. mis-identification probabilities) and the results is shown
in Fig. 99 (b) as a function of the pion momentum. The integrated
misidentification probability for pions with the mentioned cuts
are summarised in Table 33 where the errors are only statistical.
As previously stated we want to measure the misidentifica-
tion probability directly in real data. We therefore consider the
D0 → K−µ+ and D0 → pi±µ∓ channels as coming from misiden-
tification of D0 → K−pi+ and D0 → pi+pi− respectively. We se-
lected these channels with the mentioned trigger and stripping
lines. In order to estimate the number of D0 → Kpi,pipi,Kµ,piµ
events, additionally we applied a cut on the ∆m requiring it
to be less than 1.5 MeV/c2 distant from the nominal value. The
resulting invariant mass distributions for the D0 → K−µ+ and
D0 → pi±µ∓ decays are shown in Fig. 100 (a) and (c). A clear
peak is visible in the D0 → K−µ+ case while the D0 → pi±µ∓
distribution is less clean. The peak position is shifted with respect
to the nominal D0 mass; this shift can be recovered by assigning
to the muon of the two decays the correct pion mass: the results
of this correction are shown in Fig. 100 (b) and (d), where it can
be noticed that a cleaner peak is present also in the D0 → pi±µ∓
case. These last distributions have been fit with a gaussian dis-
tribution plus a line to represent the signal and combinatorial
background components respectively. By integrating the signal
function we obtain the number of detected events for the two
channels.
The integrated number of signal events, after being corrected
for the prescales applied in the HLT2 (cf.Table 26) can be used, to-
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Table 34.: Mis-identification probabilities as measured from D0 →
K−µ+ and D0 → pi±µ∓ events. Values obtained applying
the IsMuon requirement and adding the ∆ logL(µ,pi) > 0
cut are shown. Double mis-identification and number of ex-
pected misidentified D0 → pi+pi− events in the considered
sample are also listed.
IsMuon IsMuon and ∆ logL(µ,pi) > 0
p(pi→ µ)D0→Kµ 0.00554± 0.00009 0.00293± 0.00007
p(pi→ µ)D0→piµ 0.00556± 0.00048 0.00282± 0.00034
p(pipi→ µµ) (3.1± 0.1) · 10−5 (8.6± 0.4) · 10−6
ND0→pi+pi−→µµ 5.6± 0.2 1.56± 0.08
gether with the corresponding numbers for the D0 → K−pi+ and
D0 → pi+pi− channels, in order to compute the mis-identification
probability for a pion into a muon. The results of this procedure
are shown in Table 34 for the IsMuon requirement and adding
the ∆ logL(µ,pi) > 0 cut. The values for the ∆ logL cut alone are
not available since within the HLT2 and stripping procedure, in
order to reduce the background, the IsMuon cut was already
applied. The shown errors are only statistical. Agreement with
the predicted values from MC simulations is present even if the
errors on the latter are large.
Here we want to underline that even if MC agreement wasn’t
present the importance of these measurement is to have a direct
estimate of the mis-identification contribution to the background
in the D0 → µ+µ− channel, using directly data information
rather than MC.
With the hypothesis that the double mis-id probability is sim-
ply the square of the single one we can estimate the number
of expected misidentified events in the considered integrated
luminosity. These numbers are shown in Table 34. The expected
number of mis-identified D0 → pi+pi− events is 5.6 with IsMuon
and 1.56 if also the ∆ logL cut is applied, therefore being small if
compared to the combinatorial background.
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(a) D0 → K−µ+ (b) D0 → K−µ+ corrected
(c) D0 → pi±µ∓ (d) D0 → pi±µ∓ corrected
Figure 100.: Distribution of the invariant mass for D0 → K−µ+ com-
binations (a) before and (b) after the correction restoring
the pion mass. Figures (c) and (d) show the analogous
distributions for D0 → pi±µ∓ combinations. The samples
are selected considering the IsMuon true requirement.
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5.3.5 Combinatorial background
In order to study the properties of the combinatorial background
directly in pp collision data, we have selected D∗+ → D0(→
µ+µ−)pi+ combinations following the already outlined procedure.
The signal region of the D0 invariant mass, [1840, 1885] MeV/c2,
has been blinded for this study and will be opened only when
the analysis will be complete and confidently ready for the final
results.
The invariant mass distributions for the selected D∗+ → D0(→
µ+µ−)pi+ combinations are shown in Fig. 101. The D0 invariant
mass (a), the ∆m (b), and their bidimensional plot (c) are shown.
In order to estimate the number of residual background events
in the signal region of the D0 invariant mass we have applied a
cut on the ∆m, required to be within 1.5 MeV from the nominal
value. The D0 invariant mass distribution of this selected sample
is shown in Fig. 101 (d) and has been fitted with a line. The
integrated number of background events within 20 MeV from the
D0 nominal value is:
Nbkg = 97± 10 . (5.16)
Assuming no further selection, we can compute the sensitivity
for the D0 → µ+µ− branching ratio as limited by the number of
background events as:
BR(D0 → µ+µ−) < 1.28
√
Nbkg
LInt ε σ(pp→ D∗)BR(D∗ → D0)
= 6.6 · 10−8
This estimate is not precise and is meant just to give the order of
magnitude of the expected limit. It doesn’t consider the studies
which are still ongoing on some aspects of the present analysis
and is referred only to the considered luminosity.
Moreover this background is still reducible by the use of mul-
tivariate methods as we have anticipated in the MC studies. In
Figure 102 we show some of the variables which could be used
in a multi-dimensional analysis. As it can be seen some rejection
power is present in various variables.
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(a) (b)
(c) (d)
Figure 101.: Distribution of the invariant masses for D∗+ → D0(→
µ+µ−)pi+ combinations in pp collisions at 7 TeV. D0 in-
variant mass (a), ∆M and their correlation (c) are shown.
Distributions are after the stripping preselection where the
signal region of the D0 invariant mass has been blinded.
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(a) D0 transverse momentum (b) D0 IP χ2
(c) D0 pointing angle (d) Minimum transverse momentum of
the two muons
Figure 102.: Distributions of different variables which can be used in
a multivariate analysis to reduce the background for the
D0 → µ+µ− search. Black points are combinatorial back-
ground events as taken from the D0 invariant mass side-
bands in pp collision data at
√
s = 7 TeV. Blue histogram
is composed of MC simulated signal events.
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5.4 final remarks on d0 → µ+µ− analysis
We have presented a first analysis of the possibilities for the
search of the rare decay D0 → µ+µ− in LHCb and developed a
full analysis strategy presented here as a work in progress.
Monte Carlo studies show that very good sensitivities can be
reached by looking for the tagged D∗+ → D0(→ µ+µ−)pi+ decay
and exploiting the power of multivariate techniques for the final
analysis. These studies must be repeated for the changed data
taking conditions but we do not expect sensible worsening of
the performances, besides the lost of statistics due to the lower
production cross-section.
On the other side, studies have been started on real data pp col-
lisions at
√
s = 7 TeV. Preliminary studies on the D∗+ → D0(→
pi+pi−)pi+ decay show fare agreement with MC predictions as far
as the kinematic properties of the final state are concerned. Muon-
identification has been studied directly on real data and gives a
double mis-identification probability of order 10−5 which yields
to negligible mis-identification contribution on the final selected
D0 → µ+µ− events in the considered luminosity. Moreover the
method has shown to be able to predict the mis-identification
contribution in a sensitive way so that it will be exploited in order
to subtract this background when the statistics will require it.
Even if the analysis is in progress and no final sensitivity can be
quoted yet, preliminary studies on the combinatorial background
show that it is at the level of 100 events in the signal region for
the considered luminosity and is further reducible by exploiting
multivariate techniques.
More studies are in progress in order to determine the effi-
ciency ratios between the D0 → µ+µ− and its control channel,
D0 → pi+pi−, and the full 2010 statistics is yet to be analysed.
With these caveat in mind however, these studies allow us to
foresee, in case of no signal observation, an expected limit on the
D0 → µ+µ− branching ratio of the order of 10−7 which would be
already compatible or better than the current best value provided
by the Belle experiment.
C O N C L U S I O N S
Proton-proton collisions at energies in the centre of mass of√
s = 0.9 TeV and 7 TeV have been studied in this work within
the LHCb experiment. This energy range, the TeV scale, is still to
be studied in detail with proton collisions.
As a first step, we have studied the production of strange
hadrons in these reactions at both the considered energies. The
production ratio of Λ¯ over Λ has been measured as a function of
transverse momentum and rapidity of the considered hadrons.
The results show that the Λ¯/Λ ratio decreases as function of
rapidity and is independent of transverse momentum. The ra-
tio increases as a function of the difference in rapidity between
the baryons and the incoming proton beam showing that the
suppression of anti-baryons is less important as the central part
of the collision is gradually reached. Considering this ratio a
measurement of the transport of the baryon number information
from the initial to the final state of the pp → Λ(Λ¯)X reaction,
the measurement of this observable leads to a comprehension
of the mechanisms of quark production and hadronisation. The
comparison with Monte Carlo simulations shows that the phe-
nomenological models on which they are based, tuned on LEP
and Tevatron data, are not able to reproduce the values of the
Λ¯/Λ ratio in pp collisions at LHC.
The study of hadronisation in pp collisions has been done
considering the Λ¯/K0S production ratio. The measurements per-
formed at
√
s = 0.9 TeV and 7 TeV show that the suppression of
the hadronisation into baryons with respect to mesons is almost
independent of the rapidity while is a strong function of the
transverse momentum. If we interpret this transverse momentum
as composed mainly by the one of the produced strange quark,
this suggests that the baryon suppression in hadronisation is less
effective when a larger energy is available. This is predicted by
the considered phenomenological models as a simple phase space
effect which is smaller for the production of a diquark than for
a quark, for simple kinematic reasons. However the comparison
with MC simulations based on these models shows that agree-
ment with data is not perfect, indicating that at LHC energies
there is a possible discrimination for models which agree in other
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energy ranges or different initial states.
The Λ and Λ¯ produced at
√
s = 0.9 TeV have been also ex-
ploited in order to measure their polarisation which have been
studied as a function of the baryon transverse momentum and
Feynman’s x, and integrated over the whole sample. No sig-
nificant polarisation has been found, the measurement being
limited by the small statistics of the sample. However a mea-
surement in the most sensitive region with pT > 1 GeV/c and
xF > 0.02 has shown a 2σ polarisation in the Λ sample, with a
value P = −0.104± 0.044, while no polarisation has been found
for the anti-baryon. This result encourage us to deepen this
study with a more efficient selection, including downstream tracks,
presently discarded, in order to confirm this preliminary value
by reducing the statistical error. This measurement will help the
comprehension of spin effects in this high energy regime where
such phenomena have not yet been measured.
The D0 → µ+µ− decay has been studied as a promising
process for the search of new physics phenomena. Studies per-
formed with Monte Carlo simulations of pp collisions at
√
s =
10 TeV have shown that already with an integrated luminosity
of 100 pb−1 upper limits on the D0 → µ+µ− branching ratio
can be put up to a level of order 10−7 or below. Moreover pre-
liminary studies on real pp collisions data at
√
s = 7 TeV have
shown that this limit is realistically reachable also at lower energy
having under control the mis-identification and combinatorial
background. This level of exclusion would be already lower than
the present best limit. The possibility to measure the Standard
Model branching ratio is clearly out of reach but a wide range of
new physics scenarios can be possibly discovered or constraint
through this measurement.
From these different measurements some common conclusions
can be drawn. Proton-proton collisions at the TeV regime are
a fundamental tool of discovery for new processes in particle
physics. The high energies and luminosities reached at LHC will
help in understanding the physics beyond the Standard Model.
However the study of pp collisions shows that also very well
known processes, as strange hadron production and polarisa-
tion, can shed new light on the fundamental laws in particle
interactions.
Part III
A P P E N D I X

A
V0 PRODUCTION RATIOS TABLES
We list in this Appendix some tables belonging to the V0 ratios
analysis. They are not essential for the comprehension of the
analysis and are reported here for reference in order to make the
reading of the analysis chapter more fluid.
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Table 35.: Number of selected Λ¯ in y and pT bins, for field down events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 2.20± 1.48 328.20± 18.12 181.40± 13.47 4.80± 2.19 516.60± 22.73
500 < pT < 650 16.40± 4.05 288.40± 16.98 269.00± 16.40 20.60± 4.54 594.40± 24.38
650 < pT < 800 20.60± 4.54 256.00± 16.00 349.20± 18.69 90.40± 9.51 716.20± 26.76
800 < pT < 1000 34.20± 5.85 216.20± 14.70 428.60± 20.70 119.60± 10.94 798.60± 28.26
1000 < pT < 1200 40.20± 6.34 135.00± 11.62 289.80± 17.02 80.40± 8.97 545.40± 23.35
1200 < pT < 2500 128.40± 11.33 214.60± 14.65 408.00± 20.20 139.40± 11.81 890.40± 29.84
pT integrated 242.00± 15.56 1438.40± 37.93 1926.00± 43.89 455.20± 21.34
Table 36.: Number of selected Λ in y and pT bins, for field down events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 3.00± 1.73 298.40± 17.27 157.80± 12.56 2.40± 1.55 461.60± 21.48
500 < pT < 650 10.80± 3.29 347.80± 18.65 368.20± 19.19 26.00± 5.10 752.80± 27.44
650 < pT < 800 31.00± 5.57 325.20± 18.03 486.40± 22.05 78.00± 8.83 920.60± 30.34
800 < pT < 1000 66.20± 8.14 293.20± 17.12 557.40± 23.61 149.00± 12.21 1065.80± 32.65
1000 < pT < 1200 41.80± 6.47 170.60± 13.06 468.00± 21.63 189.80± 13.78 870.20± 29.50
1200 < pT < 2500 138.80± 11.78 289.60± 17.02 582.00± 24.12 276.60± 16.63 1287.00± 35.87
pT integrated 291.60± 17.08 1724.80± 41.53 2619.80± 51.18 721.80± 26.87
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Table 37.: Number of selected K0S in y and pT bins, for field down events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 152.50± 12.35 2254.50± 47.48 6146.25± 78.40 2960.50± 54.41 11513.75± 107.30
500 < pT < 650 242.00± 15.56 1791.00± 42.32 3564.50± 59.70 2388.50± 48.87 7986.00± 89.36
650 < pT < 800 296.75± 17.23 1740.50± 41.72 2674.00± 51.71 1896.50± 43.55 6607.75± 81.29
800 < pT < 1000 426.75± 20.66 1733.50± 41.64 2310.75± 48.07 1820.25± 42.66 6291.25± 79.32
1000 < pT < 1200 366.25± 19.14 1077.50± 32.83 1364.00± 36.93 1085.75± 32.95 3893.50± 62.40
1200 < pT < 2500 700.25± 26.46 1587.25± 39.84 1868.25± 43.22 1314.00± 36.25 5469.75± 73.96
pT integrated 2184.50± 46.74 10184.25± 100.92 17927.75± 133.89 11465.50± 107.08
Table 38.: Number of selected Λ¯ in y and pT bins, for field up events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 1.20± 1.10 227.40± 15.08 130.20± 11.41 - 358.80± 18.94
500 < pT < 650 8.40± 2.90 227.40± 15.08 265.20± 16.28 26.20± 5.12 527.20± 22.96
650 < pT < 800 21.00± 4.58 220.20± 14.84 305.40± 17.48 54.00± 7.35 600.60± 24.51
800 < pT < 1000 48.60± 6.97 206.20± 14.36 346.00± 18.60 103.60± 10.18 704.40± 26.54
1000 < pT < 1200 29.20± 5.40 119.80± 10.95 262.20± 16.19 80.40± 8.97 491.60± 22.17
1200 < pT < 2500 88.00± 9.38 182.00± 13.49 350.80± 18.73 126.40± 11.24 747.20± 27.33
pT integrated 196.40± 14.01 1183.00± 34.39 1659.80± 40.74 390.60± 19.76
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Table 39.: Number of selected Λ in y and pT bins, for field up events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 2.20± 1.48 239.80± 15.49 173.00± 13.15 1.20± 1.10 416.20± 20.40
500 < pT < 650 5.80± 2.41 295.40± 17.19 368.00± 19.18 24.20± 4.92 693.40± 26.33
650 < pT < 800 27.00± 5.20 323.80± 17.99 442.60± 21.04 65.60± 8.10 859.00± 29.31
800 < pT < 1000 35.40± 5.95 286.40± 16.92 526.20± 22.94 178.40± 13.36 1026.40± 32.04
1000 < pT < 1200 46.20± 6.80 161.40± 12.70 383.40± 19.58 140.40± 11.85 731.40± 27.04
1200 < pT < 2500 121.00± 11.00 234.60± 15.32 508.80± 22.56 236.00± 15.36 1100.40± 33.17
pT integrated 237.60± 15.41 1541.40± 39.26 2402.00± 49.01 645.80± 25.41
Table 40.: Number of selected K0S in y and pT bins, for field up events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 136.75± 11.69 2079.00± 45.60 5464.25± 73.92 2666.75± 51.64 10346.75± 101.72
500 < pT < 650 206.00± 14.35 1516.00± 38.94 3200.00± 56.57 2142.50± 46.29 7064.50± 84.05
650 < pT < 800 258.00± 16.06 1591.50± 39.89 2402.25± 49.01 1745.50± 41.78 5997.25± 77.44
800 < pT < 1000 367.00± 19.16 1530.75± 39.12 2136.00± 46.22 1537.50± 39.21 5571.25± 74.64
1000 < pT < 1200 315.75± 17.77 1004.50± 31.69 1278.75± 35.76 915.25± 30.25 3514.25± 59.28
1200 < pT < 2500 613.00± 24.76 1438.50± 37.93 1663.25± 40.78 1133.50± 33.67 4848.25± 69.63
pT integrated 1896.50± 43.55 9160.25± 95.71 16144.50± 127.06 10141.00± 100.70
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Table 41.: Number of selected Λ¯ in y and pT bins, for field down events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 673.00± 25.94 1226.40± 35.02 50.40± 7.10 14.40± 3.79 1964.20± 44.32
250 < pT < 500 - 5550.00± 74.50 9153.80± 95.68 3738.80± 61.15 110.80± 10.53 18553.40± 136.21
500 < pT < 650 46.60± 6.83 4544.60± 67.41 7917.20± 88.98 4239.00± 65.11 748.20± 27.35 17495.60± 132.27
650 < pT < 800 290.80± 17.05 3879.20± 62.28 8582.60± 92.64 4458.40± 66.77 1193.20± 34.54 18404.20± 135.66
800 < pT < 1000 769.60± 27.74 4201.60± 64.82 9933.20± 99.67 5675.60± 75.34 1690.80± 41.12 22270.80± 149.23
1000 < pT < 1200 954.40± 30.89 3417.80± 58.46 6937.20± 83.29 4929.00± 70.21 1337.60± 36.57 17576.00± 132.57
1200 < pT < 2500 3325.60± 57.67 8435.20± 91.84 11448.20± 107.00 10106.00± 100.53 2467.80± 49.68 35782.80± 189.16
pT integrated 5387.00± 73.40 30701.40± 175.22 55198.60± 234.94 33197.20± 182.20 7562.80± 86.96
Table 42.: Number of selected Λ in y and pT bins, for field down events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 525.20± 22.92 1171.00± 34.22 64.40± 8.02 8.20± 2.86 1768.80± 42.06
250 < pT < 500 - 5677.00± 75.35 9746.80± 98.73 3718.60± 60.98 72.00± 8.49 19214.40± 138.62
500 < pT < 650 104.20± 10.21 4790.60± 69.21 8435.60± 91.85 4581.00± 67.68 639.80± 25.29 18551.20± 136.20
650 < pT < 800 294.00± 17.15 4011.40± 63.34 9167.00± 95.74 4760.00± 68.99 1246.20± 35.30 19478.60± 139.57
800 < pT < 1000 774.00± 27.82 4389.60± 66.25 10889.60± 104.35 6055.60± 77.82 2018.20± 44.92 24127.00± 155.33
1000 < pT < 1200 1057.00± 32.51 3425.40± 58.53 7561.40± 86.96 5396.80± 73.46 1548.20± 39.35 18988.80± 137.80
1200 < pT < 2500 3571.60± 59.76 8740.20± 93.49 12452.00± 111.59 11200.20± 105.83 3281.40± 57.28 39245.40± 198.10
pT integrated 5800.80± 76.16 31559.40± 177.65 59423.40± 243.77 35776.60± 189.15 8814.00± 93.88
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Table 43.: Number of selected K0S in y and pT bins, for field down events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 341.50± 18.48 16054.00± 126.70 50862.75± 225.53 43571.75± 208.74 12682.50± 112.62 123512.50± 351.44
250 < pT < 500 3873.50± 62.24 58841.25± 242.57 155685.00± 394.57 153423.25± 391.69 63814.50± 252.62 435637.50± 660.03
500 < pT < 650 5167.50± 71.89 43393.00± 208.31 75422.75± 274.63 83042.50± 288.17 35846.00± 189.33 242871.75± 492.82
650 < pT < 800 6388.25± 79.93 39926.75± 199.82 56072.00± 236.80 62706.00± 250.41 26164.00± 161.75 191257.00± 437.33
800 < pT < 1000 8948.50± 94.60 41411.75± 203.50 49868.50± 223.31 57449.00± 239.69 22149.25± 148.83 179827.00± 424.06
1000 < pT < 1200 7942.75± 89.12 28551.00± 168.97 30602.00± 174.93 35516.75± 188.46 13184.25± 114.82 115796.75± 340.29
1200 < pT < 2500 21114.00± 145.31 51585.75± 227.12 45886.25± 214.21 52978.25± 230.17 19229.50± 138.67 190793.75± 436.80
pT integrated 53776.00± 231.90 279763.50± 528.93 464399.25± 681.47 488687.50± 699.06 193070.00± 439.40
Table 44.: Number of selected Λ¯ in y and pT bins, for field up events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 1130.80± 33.63 2042.60± 45.20 103.00± 10.15 12.20± 3.49 3288.60± 57.35
250 < pT < 500 - 10511.80± 102.53 17620.80± 132.74 7023.20± 83.80 197.20± 14.04 35353.00± 188.02
500 < pT < 650 113.80± 10.67 8657.20± 93.04 15286.60± 123.64 8147.20± 90.26 1380.80± 37.16 33585.60± 183.26
650 < pT < 800 570.40± 23.88 7183.80± 84.76 16698.80± 129.22 8613.00± 92.81 2464.00± 49.64 35530.00± 188.49
800 < pT < 1000 1512.00± 38.88 8064.20± 89.80 19386.20± 139.23 11139.20± 105.54 3434.60± 58.61 43536.20± 208.65
1000 < pT < 1200 2000.20± 44.72 6406.20± 80.04 14066.00± 118.60 9647.20± 98.22 2669.40± 51.67 34789.00± 186.52
1200 < pT < 2500 6682.60± 81.75 16470.00± 128.34 23051.40± 151.83 19840.80± 140.86 5202.00± 72.12 71246.80± 266.92
pT integrated 10879.00± 104.30 58424.00± 241.71 108152.40± 328.87 64513.60± 254.00 15360.20± 123.94
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Table 45.: Number of selected Λ in y and pT bins, for field up events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 1408.60± 37.53 2636.00± 51.34 190.80± 13.81 35.40± 5.95 4270.80± 65.35
250 < pT < 500 - 12264.60± 110.75 20059.60± 141.63 7987.20± 89.37 182.80± 13.52 40494.20± 201.23
500 < pT < 650 148.20± 12.17 9779.60± 98.89 17622.20± 132.75 9539.60± 97.67 1448.40± 38.06 38538.00± 196.31
650 < pT < 800 772.60± 27.80 8283.40± 91.01 18733.20± 136.87 9918.60± 99.59 2750.40± 52.44 40458.20± 201.14
800 < pT < 1000 1863.80± 43.17 9068.00± 95.23 21983.80± 148.27 12714.20± 112.76 3969.00± 63.00 49598.80± 222.71
1000 < pT < 1200 2153.80± 46.41 7542.60± 86.85 15588.00± 124.85 10998.60± 104.87 3146.80± 56.10 39429.80± 198.57
1200 < pT < 2500 7148.00± 84.55 18208.20± 134.94 25300.60± 159.06 22563.20± 150.21 6060.40± 77.85 79280.40± 281.57
pT integrated 12086.40± 109.94 66555.00± 257.98 121923.40± 349.18 73912.20± 271.87 17593.20± 132.64
Table 46.: Number of selected K0S in y and pT bins, for field up events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 626.25± 25.02 31408.75± 177.23 101598.00± 318.74 88197.75± 296.98 24915.25± 157.85 246746.00± 496.74
250 < pT < 500 7666.25± 87.56 118198.25± 343.80 311274.00± 557.92 307747.25± 554.75 127343.50± 356.85 872229.25± 933.93
500 < pT < 650 10252.50± 101.25 86668.25± 294.39 151664.25± 389.44 164743.50± 405.89 72679.50± 269.59 486008.00± 697.14
650 < pT < 800 12852.75± 113.37 79723.75± 282.35 112807.50± 335.87 126374.50± 355.49 51972.25± 227.97 383730.75± 619.46
800 < pT < 1000 18038.00± 134.31 82908.75± 287.94 99692.50± 315.74 114788.50± 338.80 44123.75± 210.06 359551.50± 599.63
1000 < pT < 1200 16301.50± 127.68 56870.00± 238.47 61126.25± 247.24 71689.50± 267.75 26490.00± 162.76 232477.25± 482.16
1200 < pT < 2500 42126.25± 205.25 104137.25± 322.70 92417.25± 304.00 106480.75± 326.31 38401.25± 195.96 383562.75± 619.32
pT integrated 107863.50± 328.43 559915.00± 748.27 930579.75± 964.67 980021.75± 989.96 385925.50± 621.23
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Table 47.: Efficiency for Λ¯ in y and pT bins, for field down events at
√
s = 0.9 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.01± 0.01 1.05± 0.06 0.71± 0.05 0.02± 0.01 0.49± 0.02
500 < pT < 650 0.08± 0.03 1.80± 0.11 2.29± 0.13 0.27± 0.05 1.19± 0.05
650 < pT < 800 0.17± 0.04 1.82± 0.12 3.18± 0.17 0.73± 0.09 1.52± 0.06
800 < pT < 1000 0.35± 0.05 1.81± 0.12 3.72± 0.19 1.49± 0.14 1.80± 0.07
1000 < pT < 1200 0.59± 0.08 1.66± 0.14 4.14± 0.25 1.78± 0.20 1.92± 0.08
1200 < pT < 2500 0.66± 0.07 1.45± 0.11 3.53± 0.20 2.44± 0.21 1.77± 0.07
pT integrated 0.26± 0.02 1.50± 0.04 2.35± 0.06 0.67± 0.03
Table 48.: Efficiency for Λ in y and pT bins, for field down events at
√
s = 0.9 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.05± 0.01 0.88± 0.05 0.56± 0.04 0.00± 0.00 0.39± 0.02
500 < pT < 650 0.14± 0.03 1.66± 0.10 2.22± 0.12 0.12± 0.03 1.08± 0.04
650 < pT < 800 0.21± 0.04 1.94± 0.12 2.89± 0.15 0.59± 0.07 1.45± 0.05
800 < pT < 1000 0.30± 0.05 1.88± 0.12 4.22± 0.19 1.30± 0.11 1.91± 0.06
1000 < pT < 1200 0.51± 0.08 1.61± 0.13 4.50± 0.24 1.76± 0.17 1.99± 0.08
1200 < pT < 2500 0.72± 0.07 1.26± 0.09 3.78± 0.19 2.35± 0.18 1.83± 0.06
pT integrated 0.29± 0.02 1.42± 0.04 2.40± 0.05 0.61± 0.03
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Table 49.: Efficiency for K0S in y and pT bins, for field down events at
√
s = 0.9 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.16± 0.01 1.59± 0.03 4.79± 0.06 2.53± 0.05 2.43± 0.02
500 < pT < 650 0.44± 0.03 2.68± 0.06 6.06± 0.10 4.69± 0.09 3.60± 0.04
650 < pT < 800 0.70± 0.04 3.73± 0.09 6.64± 0.12 5.66± 0.12 4.26± 0.05
800 < pT < 1000 1.16± 0.06 4.33± 0.10 6.93± 0.14 6.46± 0.15 4.69± 0.06
1000 < pT < 1200 1.53± 0.09 4.77± 0.15 6.84± 0.19 6.83± 0.22 4.85± 0.08
1200 < pT < 2500 1.87± 0.09 4.32± 0.13 6.06± 0.17 6.30± 0.20 4.42± 0.07
pT integrated 0.68± 0.03 2.83± 0.08 5.74± 0.12 4.24± 0.11
Table 50.: Efficiency for Λ¯ in y and pT bins, for field up events at
√
s = 0.9 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.04± 0.02 1.08± 0.07 0.69± 0.06 - 0.52± 0.03
500 < pT < 650 0.10± 0.03 1.75± 0.12 2.22± 0.13 0.23± 0.05 1.19± 0.05
650 < pT < 800 0.16± 0.04 1.88± 0.13 3.00± 0.17 0.92± 0.11 1.55± 0.06
800 < pT < 1000 0.30± 0.05 1.70± 0.12 3.69± 0.19 1.41± 0.15 1.75± 0.07
1000 < pT < 1200 0.42± 0.07 1.55± 0.14 3.93± 0.25 2.40± 0.25 1.87± 0.08
1200 < pT < 2500 0.63± 0.07 1.34± 0.11 3.07± 0.19 2.02± 0.21 1.56± 0.06
pT integrated 0.27± 0.02 1.50± 0.05 2.35± 0.06 0.80± 0.04
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Table 51.: Efficiency for Λ in y and pT bins, for field up events at
√
s = 0.9 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.02± 0.01 1.01± 0.07 0.58± 0.05 - 0.45± 0.02
500 < pT < 650 0.10± 0.03 1.74± 0.11 2.15± 0.12 0.21± 0.04 1.14± 0.05
650 < pT < 800 0.16± 0.04 1.91± 0.13 3.20± 0.16 0.58± 0.08 1.54± 0.06
800 < pT < 1000 0.31± 0.05 1.75± 0.12 3.72± 0.18 1.34± 0.13 1.78± 0.06
1000 < pT < 1200 0.43± 0.07 1.65± 0.14 3.96± 0.24 2.09± 0.21 1.91± 0.08
1200 < pT < 2500 0.63± 0.07 1.17± 0.09 3.72± 0.19 2.37± 0.19 1.76± 0.06
pT integrated 0.27± 0.02 1.48± 0.04 2.44± 0.06 0.76± 0.04
Table 52.: Efficiency for K0S in y and pT bins, for field up events at
√
s = 0.9 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.17± 0.02 1.57± 0.04 4.68± 0.06 2.50± 0.05 2.45± 0.02
500 < pT < 650 0.47± 0.03 2.78± 0.07 5.99± 0.10 4.58± 0.09 3.67± 0.04
650 < pT < 800 0.72± 0.05 3.69± 0.09 6.51± 0.13 5.54± 0.13 4.27± 0.05
800 < pT < 1000 1.14± 0.07 4.48± 0.11 6.67± 0.14 6.15± 0.15 4.66± 0.06
1000 < pT < 1200 1.47± 0.09 4.61± 0.15 7.04± 0.20 6.54± 0.22 4.83± 0.08
1200 < pT < 2500 1.97± 0.09 4.54± 0.13 6.18± 0.17 5.92± 0.20 4.49± 0.07
pT integrated 0.73± 0.03 2.88± 0.09 5.65± 0.13 4.13± 0.12
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Table 53.: Efficiency for Λ¯ in y and pT bins, for field down events at
√
s = 7 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 0.65± 0.36 1.63± 0.58 0.19± 0.21 0.01± 0.06 0.55± 0.16
250 < pT < 500 - 2.23± 0.34 3.95± 0.46 1.65± 0.32 0.05± 0.06 1.71± 0.14
500 < pT < 650 0.12± 0.11 2.71± 0.46 4.95± 0.64 3.37± 0.57 0.62± 0.26 2.47± 0.21
650 < pT < 800 0.19± 0.14 2.52± 0.47 6.55± 0.78 3.59± 0.63 1.25± 0.40 2.91± 0.25
800 < pT < 1000 0.41± 0.20 2.33± 0.44 6.62± 0.76 4.67± 0.71 1.43± 0.43 3.13± 0.25
1000 < pT < 1200 0.81± 0.32 2.67± 0.56 6.36± 0.89 5.55± 0.91 1.47± 0.52 3.40± 0.31
1200 < pT < 2500 1.04± 0.23 2.74± 0.37 4.80± 0.52 4.51± 0.56 1.50± 0.37 2.90± 0.19
pT integrated 0.44± 0.08 2.41± 0.17 5.05± 0.26 3.41± 0.23 0.87± 0.12
Table 54.: Efficiency for Λ in y and pT bins, for field down events at
√
s = 7 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 1.21± 0.48 1.18± 0.48 0.09± 0.15 - 0.56± 0.16
250 < pT < 500 - 2.20± 0.33 4.06± 0.46 1.60± 0.31 - 1.71± 0.14
500 < pT < 650 0.09± 0.09 3.02± 0.48 5.26± 0.65 2.97± 0.53 0.46± 0.22 2.50± 0.21
650 < pT < 800 0.28± 0.17 2.58± 0.48 5.90± 0.74 4.32± 0.69 0.99± 0.35 2.89± 0.24
800 < pT < 1000 0.48± 0.22 2.39± 0.45 6.17± 0.74 4.52± 0.69 1.33± 0.41 3.04± 0.24
1000 < pT < 1200 0.77± 0.31 2.71± 0.56 6.14± 0.86 4.78± 0.85 1.48± 0.51 3.21± 0.29
1200 < pT < 2500 1.07± 0.23 2.77± 0.37 4.28± 0.49 4.80± 0.56 1.70± 0.38 2.90± 0.18
pT integrated 0.46± 0.08 2.51± 0.17 4.81± 0.25 3.40± 0.23 0.83± 0.12
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Table 55.: Efficiency for K0S in y and pT bins, for field down events at
√
s = 7 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 0.10± 0.03 3.27± 0.18 11.74± 0.34 10.83± 0.35 3.15± 0.20 5.72± 0.11
250 < pT < 500 0.28± 0.03 3.93± 0.12 11.80± 0.20 13.06± 0.22 5.54± 0.15 6.75± 0.07
500 < pT < 650 0.77± 0.08 6.03± 0.20 11.55± 0.28 14.13± 0.33 6.88± 0.24 7.68± 0.11
650 < pT < 800 1.25± 0.11 7.04± 0.25 11.21± 0.32 14.14± 0.38 6.31± 0.27 7.79± 0.12
800 < pT < 1000 1.84± 0.14 7.92± 0.28 10.61± 0.33 14.00± 0.40 6.26± 0.29 7.94± 0.13
1000 < pT < 1200 2.47± 0.20 8.36± 0.35 9.96± 0.40 13.54± 0.50 5.94± 0.36 7.88± 0.16
1200 < pT < 2500 3.22± 0.16 7.94± 0.24 7.79± 0.26 11.04± 0.33 4.83± 0.24 6.83± 0.11
pT integrated 1.21± 0.12 5.83± 0.15 10.91± 0.27 13.00± 0.33 5.60± 0.24
Table 56.: Efficiency for Λ¯ in y and pT bins, for field up events at
√
s = 7 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 0.90± 0.32 1.30± 0.38 0.09± 0.11 - 0.56± 0.12
250 < pT < 500 - 2.25± 0.25 3.95± 0.32 1.57± 0.22 0.05± 0.05 1.81± 0.11
500 < pT < 650 0.09± 0.07 2.50± 0.32 5.01± 0.44 3.32± 0.39 0.44± 0.16 2.51± 0.15
650 < pT < 800 0.32± 0.14 2.87± 0.36 5.94± 0.51 3.30± 0.41 1.14± 0.28 2.93± 0.17
800 < pT < 1000 0.58± 0.17 2.17± 0.30 6.27± 0.51 3.78± 0.43 1.66± 0.33 3.02± 0.17
1000 < pT < 1200 0.60± 0.20 2.72± 0.40 5.46± 0.57 4.50± 0.56 1.83± 0.42 3.10± 0.20
1200 < pT < 2500 1.23± 0.18 2.93± 0.27 4.30± 0.35 4.20± 0.38 1.76± 0.29 2.91± 0.13
pT integrated 0.54± 0.06 2.49± 0.12 4.76± 0.17 3.11± 0.15 0.98± 0.10
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Table 57.: Efficiency for Λ in y and pT bins, for field up events at
√
s = 7 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 0.80± 0.30 1.77± 0.44 0.09± 0.11 - 0.65± 0.13
250 < pT < 500 - 2.39± 0.26 4.29± 0.33 1.72± 0.23 0.04± 0.04 1.96± 0.11
500 < pT < 650 0.11± 0.08 2.78± 0.33 5.58± 0.46 3.55± 0.40 0.46± 0.16 2.76± 0.16
650 < pT < 800 0.31± 0.13 2.56± 0.33 5.89± 0.50 3.81± 0.44 1.25± 0.29 2.97± 0.17
800 < pT < 1000 0.61± 0.17 2.47± 0.32 6.65± 0.52 4.48± 0.47 1.36± 0.29 3.28± 0.18
1000 < pT < 1200 0.69± 0.21 2.49± 0.37 5.89± 0.58 5.41± 0.60 1.32± 0.34 3.26± 0.21
1200 < pT < 2500 1.20± 0.18 2.92± 0.27 4.52± 0.35 4.69± 0.39 1.54± 0.26 3.02± 0.13
pT integrated 0.55± 0.06 2.53± 0.12 5.08± 0.18 3.54± 0.16 0.87± 0.09
Table 58.: Efficiency for K0S in y and pT bins, for field up events at
√
s = 7 TeV. Values are shown in percent.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 0.09± 0.03 3.19± 0.16 11.45± 0.31 10.89± 0.31 3.29± 0.18 5.72± 0.10
250 < pT < 500 0.26± 0.03 4.09± 0.11 11.99± 0.18 12.87± 0.20 5.68± 0.14 6.85± 0.06
500 < pT < 650 0.71± 0.07 6.06± 0.18 11.50± 0.25 14.16± 0.29 6.79± 0.22 7.68± 0.10
650 < pT < 800 1.23± 0.10 7.08± 0.23 11.14± 0.29 13.70± 0.33 6.40± 0.24 7.78± 0.11
800 < pT < 1000 1.91± 0.13 8.12± 0.25 10.75± 0.30 13.63± 0.35 6.18± 0.26 7.97± 0.12
1000 < pT < 1200 2.50± 0.18 8.57± 0.32 10.03± 0.36 12.69± 0.43 5.73± 0.32 7.77± 0.15
1200 < pT < 2500 3.21± 0.14 8.00± 0.22 7.79± 0.23 10.27± 0.28 4.43± 0.21 6.68± 0.10
pT integrated 1.21± 0.11 5.93± 0.13 10.93± 0.24 12.70± 0.30 5.59± 0.21
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Table 59.: Corrected production yields for Λ¯ in y and pT bins, for field down events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 16890± 15077 31275± 2456 25536± 2657 26816± 17596 105139± 6550
500 < pT < 650 20909± 8577 16027± 1334 11729± 973 7623± 2140 49909± 2841
650 < pT < 800 12051± 3898 14054± 1271 10994± 832 12340± 1986 46984± 2533
800 < pT < 1000 9865± 2300 11975± 1131 11516± 809 8023± 1041 44271± 2237
1000 < pT < 1200 6791± 1441 8151± 981 7001± 591 4516± 711 28356± 1722
1200 < pT < 2500 19602± 2722 14770± 1484 11550± 864 5703± 693 50188± 2520
pT integrated 91490± 8685 96070± 3634 81911± 2713 67937± 4580
Table 60.: Corrected production yields for Λ in y and pT bins, for field down events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 6270± 4082 33872± 2822 28222± 3163 63575± 71325 117907± 7812
500 < pT < 650 7505± 2900 20987± 1689 16573± 1254 21451± 6508 69713± 3747
650 < pT < 800 14747± 4051 16750± 1379 16857± 1182 13238± 2195 63431± 3175
800 < pT < 1000 21949± 4531 15620± 1336 13215± 817 11446± 1362 55900± 2524
1000 < pT < 1200 8252± 1769 10616± 1192 10402± 741 10757± 1309 43629± 2280
1200 < pT < 2500 19208± 2476 22987± 2185 15382± 994 11765± 1135 70464± 3103
pT integrated 100013± 8738 121736± 4407 108979± 3252 119171± 6969
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Table 61.: Corrected production yields for K0S in y and pT bins, for field down events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 98365± 11459 142201± 4273 128375± 2274 117005± 3017 474205± 6205
500 < pT < 650 54985± 5170 66829± 2227 58783± 1353 50966± 1438 221967± 3451
650 < pT < 800 42270± 3612 46676± 1566 40286± 1067 33508± 1055 155191± 2644
800 < pT < 1000 36679± 2611 40054± 1362 33334± 960 28172± 926 134100± 2379
1000 < pT < 1200 23954± 1898 22584± 981 19943± 773 15893± 701 80335± 1862
1200 < pT < 2500 37465± 2282 36773± 1424 30818± 1104 20850± 880 123727± 2598
pT integrated 323341± 14672 360051± 10267 312344± 7068 270687± 7713
Table 62.: Corrected production yields for Λ¯ in y and pT bins, for field up events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 2733± 2717 21093± 2008 18817± 2277 - 68558± 5094
500 < pT < 650 8574± 3965 12999± 1219 11962± 1021 11188± 3319 44188± 2707
650 < pT < 800 12811± 4186 11707± 1122 10181± 816 5900± 1088 38797± 2230
800 < pT < 1000 16454± 3693 12115± 1204 9388± 698 7371± 1057 40284± 2152
1000 < pT < 1200 7033± 1772 7723± 996 6675± 591 3354± 515 26239± 1676
1200 < pT < 2500 13935± 2128 13632± 1488 11438± 926 6245± 852 47775± 2619
pT integrated 72846± 7474 78881± 3305 70729± 2494 48989± 3597
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Table 63.: Corrected production yields for Λ in y and pT bins, for field up events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 10402± 9114 23678± 2236 30069± 3485 - 92467± 6744
500 < pT < 650 5678± 2891 16939± 1478 17091± 1333 11313± 3302 60597± 3436
650 < pT < 800 17077± 5274 16913± 1454 13823± 968 11371± 2120 55789± 2873
800 < pT < 1000 11256± 2637 16364± 1470 14135± 924 13298± 1609 57801± 2745
1000 < pT < 1200 10750± 2365 9788± 1135 9690± 760 6718± 872 38347± 2159
1200 < pT < 2500 19222± 2670 19974± 2071 13684± 919 9978± 1046 62664± 2935
pT integrated 87101± 8405 104311± 4061 98382± 3068 84708± 5292
Table 64.: Corrected production yields for K0S in y and pT bins, for field up events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 80099± 9918 132251± 4178 116874± 2195 106581± 2890 422121± 5832
500 < pT < 650 44013± 4489 54616± 1937 53446± 1300 46743± 1393 192421± 3168
650 < pT < 800 35874± 3314 43114± 1525 36876± 1033 31528± 1041 140494± 2525
800 < pT < 1000 32188± 2489 34190± 1218 32028± 970 25019± 888 119607± 2250
1000 < pT < 1200 21514± 1844 21783± 989 18157± 721 13998± 659 72700± 1763
1200 < pT < 2500 31053± 1918 31688± 1235 26910± 985 19154± 850 108078± 2322
pT integrated 259947± 12718 317767± 9988 285498± 7138 245501± 7646
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Table 65.: Corrected production yields for Λ¯ in y and pT bins, for field down events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 103496± 56792 75440± 26938 26664± 30337 105609± 458973 358917± 104002
250 < pT < 500 - 248432± 37596 231872± 26945 226256± 44144 209843± 241784 1081935± 90515
500 < pT < 650 39619± 36358 167724± 28577 159809± 20649 125851± 21468 121257± 52008 708344± 61290
650 < pT < 800 150134± 111266 154177± 29128 130938± 15679 124029± 21878 95816± 31040 633148± 53751
800 < pT < 1000 185449± 89220 180221± 34066 149945± 17339 121561± 18561 118399± 35731 711619± 56586
1000 < pT < 1200 118276± 47600 128219± 26889 109017± 15268 88872± 14567 91121± 32626 517016± 46611
1200 < pT < 2500 320109± 72046 308236± 41873 238722± 25998 224114± 28080 164330± 40649 1232029± 80144
pT integrated 1227532± 214195 1273495± 89130 1093155± 56084 974174± 65635 873030± 123708
Table 66.: Corrected production yields for Λ in y and pT bins, for field down events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 43528± 17447 99215± 40779 68745± 109590 - 313962± 88872
250 < pT < 500 - 258124± 39254 240233± 27312 232651± 45887 - 1125877± 93727
500 < pT < 650 119132± 125827 158747± 25426 160410± 20009 154098± 27819 138052± 67098 742390± 63422
650 < pT < 800 105271± 64662 155774± 28976 155431± 19462 110285± 17646 126505± 45624 673687± 56963
800 < pT < 1000 160502± 72206 183668± 34568 176532± 21126 133993± 20503 152069± 47259 794479± 64088
1000 < pT < 1200 137732± 56638 126282± 26023 123101± 17294 112970± 20237 104961± 36327 592035± 54494
1200 < pT < 2500 332654± 72968 315752± 42031 290697± 33273 233247± 27442 193222± 43699 1355192± 86837
pT integrated 1261292± 214019 1258106± 85910 1234482± 64212 1052234± 70218 1066587± 152228
216
v
0
pro
du
ctio
n
ratio
s
ta
bles
Table 67.: Corrected production yields for K0S in y and pT bins, for field down events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 351616± 122906 490878± 27650 433222± 12861 402380± 13245 402649± 25447 2157426± 42920
250 < pT < 500 1370614± 161228 1498131± 44482 1319627± 22691 1174490± 20163 1152041± 31724 6449734± 68168
500 < pT < 650 673779± 67214 720090± 24180 653150± 16067 587808± 13701 520953± 18310 3163363± 44183
650 < pT < 800 510657± 45525 567439± 20182 500051± 14484 443463± 12039 414792± 17853 2454721± 39339
800 < pT < 1000 487484± 37160 522759± 18336 469911± 14804 410477± 11794 353824± 16467 2265673± 37877
1000 < pT < 1200 322211± 26332 341626± 14481 307397± 12617 262243± 9750 222103± 13627 1469611± 31027
1200 < pT < 2500 656515± 32066 649339± 20021 589014± 19729 479701± 14522 397910± 20268 2793202± 45351
pT integrated 4439575± 432122 4801782± 120105 4256672± 105820 3760446± 96815 3450589± 146530
Table 68.: Corrected production yields for Λ¯ in y and pT bins, for field up events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 125378± 45105 156567± 45230 110107± 129796 - 584040± 129568
250 < pT < 500 - 467540± 52266 446548± 36827 446693± 63540 379475± 338953 1948804± 117655
500 < pT < 650 121424± 94794 346804± 44169 305153± 27133 245325± 29071 316019± 117373 1339232± 82321
650 < pT < 800 176031± 74305 250673± 31538 281326± 24127 260933± 32832 216154± 53607 1212733± 72441
800 < pT < 1000 261735± 77624 372474± 51817 309233± 25252 294772± 33771 206444± 41489 1441566± 81947
1000 < pT < 1200 332414± 110688 235730± 34393 257622± 26749 214418± 26844 146172± 33429 1121346± 74068
1200 < pT < 2500 543108± 80789 562012± 51984 536220± 43362 472522± 42509 295247± 48067 2452110± 112669
pT integrated 2011233± 237388 2348472± 116394 2271226± 83434 2076276± 101419 1561463± 153313
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Table 69.: Corrected production yields for Λ in y and pT bins, for field up events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 176849± 67516 148920± 36858 215434± 260640 - 653565± 134296
250 < pT < 500 - 513039± 55229 467329± 36511 464882± 62568 513656± 547760 2068746± 119019
500 < pT < 650 139840± 101089 352375± 42334 315878± 26231 268658± 30182 315144± 113196 1396447± 80810
650 < pT < 800 248623± 107008 322946± 42230 318044± 27062 259992± 30265 220015± 51289 1361493± 79928
800 < pT < 1000 303230± 86413 367258± 48025 330560± 25756 283723± 29550 290818± 62858 1511131± 81530
1000 < pT < 1200 312360± 96633 303495± 45673 264701± 26270 203338± 22686 238894± 62656 1210917± 76983
1200 < pT < 2500 593257± 88786 623228± 56971 560168± 43109 481362± 39809 393962± 66789 2626855± 116255
pT integrated 2207944± 257308 2628057± 128062 2398041± 84270 2087192± 94411 2015624± 206076
Table 70.: Corrected production yields for K0S in y and pT bins, for field up events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 676374± 217238 986143± 50824 886983± 23981 809902± 23564 757530± 42315 4317130± 77184
250 < pT < 500 3003003± 332879 2890871± 76194 2596214± 39609 2390377± 36668 2243634± 54926 12724910± 119709
500 < pT < 650 1443696± 134105 1431294± 43287 1319339± 29205 1163275± 24059 1070859± 34249 6332024± 79419
650 < pT < 800 1045682± 84608 1125280± 36078 1012277± 26177 922138± 22538 811778± 31197 4934880± 70936
800 < pT < 1000 943517± 62979 1021570± 31875 927213± 25845 842005± 21778 713853± 29989 4512013± 67301
1000 < pT < 1200 652170± 47150 663273± 24975 609168± 22238 564745± 19445 462164± 26088 2991907± 57020
1200 < pT < 2500 1310521± 57186 1301199± 35735 1187039± 35142 1036651± 28717 867819± 41415 5744287± 83947
pT integrated 8948420± 786418 9439126± 210051 8513689± 190045 7716536± 181685 6909757± 263322
218
v
0
pro
du
ctio
n
ratio
s
ta
bles
Table 71.: Λ¯/Λ ratio in y and pT bins, for field down events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 2.69± 2.98± 0.05 0.92± 0.11± 0.02 0.90± 0.14± 0.02 0.42± 0.55± 0.01 0.89± 0.08± 0.02
500 < pT < 650 2.79± 1.57± 0.05 0.76± 0.09± 0.01 0.71± 0.08± 0.01 0.36± 0.15± 0.01 0.72± 0.06± 0.01
650 < pT < 800 0.82± 0.35± 0.01 0.84± 0.10± 0.02 0.65± 0.07± 0.01 0.93± 0.22± 0.02 0.74± 0.05± 0.01
800 < pT < 1000 0.45± 0.14± 0.01 0.77± 0.10± 0.01 0.87± 0.08± 0.02 0.70± 0.12± 0.01 0.79± 0.05± 0.01
1000 < pT < 1200 0.82± 0.25± 0.01 0.77± 0.13± 0.01 0.67± 0.07± 0.01 0.42± 0.08± 0.01 0.65± 0.05± 0.01
1200 < pT < 2500 1.02± 0.19± 0.02 0.64± 0.09± 0.01 0.75± 0.07± 0.01 0.48± 0.08± 0.01 0.71± 0.05± 0.01
pT integrated 0.91± 0.12± 0.02 0.79± 0.04± 0.01 0.75± 0.03± 0.01 0.57± 0.05± 0.01
Table 72.: Λ¯/Λ ratio in y and pT bins, for field up events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.26± 0.35± 0.01 0.89± 0.12± 0.03 0.63± 0.10± 0.02 - 0.74± 0.08± 0.02
500 < pT < 650 1.51± 1.04± 0.05 0.77± 0.10± 0.02 0.70± 0.08± 0.02 0.99± 0.41± 0.03 0.73± 0.06± 0.02
650 < pT < 800 0.75± 0.34± 0.02 0.69± 0.09± 0.02 0.74± 0.08± 0.02 0.52± 0.14± 0.02 0.70± 0.05± 0.02
800 < pT < 1000 1.46± 0.47± 0.04 0.74± 0.10± 0.02 0.66± 0.07± 0.02 0.55± 0.10± 0.02 0.70± 0.05± 0.02
1000 < pT < 1200 0.65± 0.22± 0.02 0.79± 0.14± 0.02 0.69± 0.08± 0.02 0.50± 0.10± 0.01 0.68± 0.06± 0.02
1200 < pT < 2500 0.72± 0.15± 0.02 0.68± 0.10± 0.02 0.84± 0.09± 0.03 0.63± 0.11± 0.02 0.76± 0.05± 0.02
pT integrated 0.84± 0.12± 0.03 0.76± 0.04± 0.02 0.72± 0.03± 0.02 0.58± 0.06± 0.02
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Table 73.: Λ¯/Λ ratio in y and pT bins, for field down events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 2.38± 1.62± 0.04 0.76± 0.41± 0.01 0.39± 0.76± 0.01 - 1.14± 0.46± 0.02
250 < pT < 500 - 0.96± 0.21± 0.02 0.97± 0.16± 0.02 0.97± 0.27± 0.02 - 0.96± 0.11± 0.02
500 < pT < 650 0.33± 0.47± 0.01 1.06± 0.25± 0.02 1.00± 0.18± 0.02 0.82± 0.20± 0.01 0.88± 0.57± 0.01 0.95± 0.12± 0.02
650 < pT < 800 1.43± 1.37± 0.02 0.99± 0.26± 0.02 0.84± 0.15± 0.01 1.12± 0.27± 0.02 0.76± 0.37± 0.01 0.94± 0.11± 0.02
800 < pT < 1000 1.16± 0.76± 0.02 0.98± 0.26± 0.02 0.85± 0.14± 0.01 0.91± 0.20± 0.02 0.78± 0.34± 0.01 0.90± 0.10± 0.02
1000 < pT < 1200 0.86± 0.49± 0.01 1.02± 0.30± 0.02 0.89± 0.18± 0.02 0.79± 0.19± 0.01 0.87± 0.43± 0.01 0.87± 0.11± 0.01
1200 < pT < 2500 0.96± 0.30± 0.02 0.98± 0.19± 0.02 0.82± 0.13± 0.01 0.96± 0.17± 0.02 0.85± 0.29± 0.01 0.91± 0.08± 0.02
pT integrated 0.97± 0.24± 0.02 1.01± 0.10± 0.02 0.89± 0.06± 0.02 0.93± 0.09± 0.02 0.82± 0.16± 0.01
Table 74.: Λ¯/Λ ratio in y and pT bins, for field up events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 0.71± 0.37± 0.01 1.05± 0.40± 0.02 0.51± 0.86± 0.01 - 0.89± 0.27± 0.02
250 < pT < 500 - 0.91± 0.14± 0.02 0.96± 0.11± 0.02 0.96± 0.19± 0.02 0.74± 1.03± 0.01 0.94± 0.08± 0.02
500 < pT < 650 0.87± 0.92± 0.02 0.98± 0.17± 0.02 0.97± 0.12± 0.02 0.91± 0.15± 0.02 1.00± 0.52± 0.02 0.96± 0.08± 0.02
650 < pT < 800 0.71± 0.43± 0.01 0.78± 0.14± 0.01 0.88± 0.11± 0.02 1.00± 0.17± 0.02 0.98± 0.33± 0.02 0.89± 0.07± 0.02
800 < pT < 1000 0.86± 0.36± 0.02 1.01± 0.19± 0.02 0.94± 0.11± 0.02 1.04± 0.16± 0.02 0.71± 0.21± 0.01 0.95± 0.07± 0.02
1000 < pT < 1200 1.06± 0.48± 0.02 0.78± 0.16± 0.01 0.97± 0.14± 0.02 1.05± 0.18± 0.02 0.61± 0.21± 0.01 0.93± 0.08± 0.02
1200 < pT < 2500 0.92± 0.19± 0.02 0.90± 0.12± 0.02 0.96± 0.11± 0.02 0.98± 0.12± 0.02 0.75± 0.18± 0.01 0.93± 0.06± 0.02
pT integrated 0.91± 0.15± 0.02 0.89± 0.06± 0.02 0.95± 0.05± 0.02 0.99± 0.07± 0.02 0.77± 0.11± 0.01
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Table 75.: Λ¯/K0S ratio in y and pT bins, for field down events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.17± 0.15± 0.01 0.22± 0.02± 0.01 0.20± 0.02± 0.01 0.23± 0.15± 0.01 0.22± 0.01± 0.01
500 < pT < 650 0.38± 0.16± 0.01 0.24± 0.02± 0.01 0.20± 0.02± 0.01 0.15± 0.04± 0.00 0.22± 0.01± 0.01
650 < pT < 800 0.29± 0.10± 0.01 0.30± 0.03± 0.01 0.27± 0.02± 0.01 0.37± 0.06± 0.01 0.30± 0.02± 0.01
800 < pT < 1000 0.27± 0.07± 0.01 0.30± 0.03± 0.01 0.35± 0.03± 0.01 0.28± 0.04± 0.01 0.33± 0.02± 0.01
1000 < pT < 1200 0.28± 0.06± 0.01 0.36± 0.05± 0.01 0.35± 0.03± 0.01 0.28± 0.05± 0.01 0.35± 0.02± 0.01
1200 < pT < 2500 0.52± 0.08± 0.02 0.40± 0.04± 0.01 0.37± 0.03± 0.01 0.27± 0.04± 0.01 0.41± 0.02± 0.01
pT integrated 0.28± 0.03± 0.01 0.27± 0.01± 0.01 0.26± 0.01± 0.01 0.25± 0.02± 0.01
Table 76.: Λ¯/K0S ratio in y and pT bins, for field up events at
√
s = 0.9 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 2.0 < y < 4.0
250 < pT < 500 0.03± 0.03± 0.00 0.16± 0.02± 0.01 0.16± 0.02± 0.01 - 0.16± 0.01± 0.01
500 < pT < 650 0.19± 0.09± 0.01 0.24± 0.02± 0.01 0.22± 0.02± 0.01 0.24± 0.07± 0.01 0.23± 0.01± 0.01
650 < pT < 800 0.36± 0.12± 0.01 0.27± 0.03± 0.01 0.28± 0.02± 0.01 0.19± 0.04± 0.01 0.28± 0.02± 0.01
800 < pT < 1000 0.51± 0.12± 0.02 0.35± 0.04± 0.01 0.29± 0.02± 0.01 0.29± 0.04± 0.01 0.34± 0.02± 0.01
1000 < pT < 1200 0.33± 0.09± 0.01 0.35± 0.05± 0.01 0.37± 0.04± 0.01 0.24± 0.04± 0.01 0.36± 0.02± 0.01
1200 < pT < 2500 0.45± 0.07± 0.02 0.43± 0.05± 0.02 0.43± 0.04± 0.02 0.33± 0.05± 0.01 0.44± 0.03± 0.02
pT integrated 0.28± 0.03± 0.01 0.25± 0.01± 0.01 0.25± 0.01± 0.01 0.20± 0.02± 0.01
v
0
pro
du
ctio
n
ratio
s
ta
bles
221
Table 77.: Λ¯/K0S ratio in y and pT bins, for field down events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 0.21± 0.12± 0.01 0.17± 0.06± 0.01 0.07± 0.08± 0.00 0.26± 1.14± 0.01 0.17± 0.05± 0.00
250 < pT < 500 - 0.17± 0.03± 0.00 0.18± 0.02± 0.01 0.19± 0.04± 0.01 0.18± 0.21± 0.01 0.17± 0.01± 0.01
500 < pT < 650 0.06± 0.05± 0.00 0.23± 0.04± 0.01 0.24± 0.03± 0.01 0.21± 0.04± 0.01 0.23± 0.10± 0.01 0.22± 0.02± 0.01
650 < pT < 800 0.29± 0.22± 0.01 0.27± 0.05± 0.01 0.26± 0.03± 0.01 0.28± 0.05± 0.01 0.23± 0.08± 0.01 0.26± 0.02± 0.01
800 < pT < 1000 0.38± 0.19± 0.01 0.34± 0.07± 0.01 0.32± 0.04± 0.01 0.30± 0.05± 0.01 0.33± 0.10± 0.01 0.31± 0.03± 0.01
1000 < pT < 1200 0.37± 0.15± 0.01 0.38± 0.08± 0.01 0.35± 0.05± 0.01 0.34± 0.06± 0.01 0.41± 0.15± 0.01 0.35± 0.03± 0.01
1200 < pT < 2500 0.49± 0.11± 0.01 0.47± 0.07± 0.01 0.41± 0.05± 0.01 0.47± 0.06± 0.01 0.41± 0.10± 0.01 0.44± 0.03± 0.01
pT integrated 0.28± 0.06± 0.01 0.27± 0.02± 0.01 0.26± 0.01± 0.01 0.26± 0.02± 0.01 0.25± 0.04± 0.01
Table 78.: Λ¯/K0S ratio in y and pT bins, for field up events at
√
s = 7 TeV.
2.0 < y < 2.5 2.5 < y < 3.0 3.0 < y < 3.5 3.5 < y < 4.0 4.0 < y < 4.5 2.0 < y < 4.5
150 < pT < 250 - 0.13± 0.05± 0.00 0.18± 0.05± 0.01 0.14± 0.16± 0.00 - 0.14± 0.03± 0.00
250 < pT < 500 - 0.16± 0.02± 0.00 0.17± 0.01± 0.01 0.19± 0.03± 0.01 0.17± 0.15± 0.01 0.15± 0.01± 0.00
500 < pT < 650 0.08± 0.07± 0.00 0.24± 0.03± 0.01 0.23± 0.02± 0.01 0.21± 0.03± 0.01 0.30± 0.11± 0.01 0.21± 0.01± 0.01
650 < pT < 800 0.17± 0.07± 0.01 0.22± 0.03± 0.01 0.28± 0.02± 0.01 0.28± 0.04± 0.01 0.27± 0.07± 0.01 0.25± 0.02± 0.01
800 < pT < 1000 0.28± 0.08± 0.01 0.36± 0.05± 0.01 0.33± 0.03± 0.01 0.35± 0.04± 0.01 0.29± 0.06± 0.01 0.32± 0.02± 0.01
1000 < pT < 1200 0.51± 0.17± 0.02 0.36± 0.05± 0.01 0.42± 0.05± 0.01 0.38± 0.05± 0.01 0.32± 0.07± 0.01 0.37± 0.03± 0.01
1200 < pT < 2500 0.41± 0.06± 0.01 0.43± 0.04± 0.01 0.45± 0.04± 0.01 0.46± 0.04± 0.01 0.34± 0.06± 0.01 0.43± 0.02± 0.01
pT integrated 0.22± 0.03± 0.01 0.25± 0.01± 0.01 0.27± 0.01± 0.01 0.27± 0.01± 0.01 0.23± 0.02± 0.01

B
P R I N C I P L E S F O R T H E M E A S U R E M E N T O F T H E
Λ POLARISATION
The measurements of the Λ polarisation starts from the “self-
analysing” Λ → ppi− decay. It is called self-analysing because,
being mediated by the weak interaction, exhibit parity violation.
The violation of parity permits the transport of the spin infor-
mation from the Λ to the angular distribution in the final states
which can be used in order to measure the Λ polarisation.
As already said strong interactions give rise to transversely
polarised Λ particles. Considering the Λ rest-frame and taking
as z axis the spin direction, the angular distribution of the decay
particles can be easily expressed in terms of the ϑ and φ of the
so specified spherical coordinate system.
The angular distribution will depend on the angular momen-
tum between the pion and the proton. Now, since the Λ has spin
JΛ =
1
2 , we can have two possibilities:
• l = 0, which corresponds to Λ and proton spins parallel,
leading to an s-wave;
• l = 1, with spins anti-parallel, leading to a p-wave.
In general we expect a combination of the two for the final state.
Considering Jz = +12 , if m1 and m2 are the z projections of the
proton spin and of the orbital angular momentum respectively,
the s-wave component is given by m2 = 0 and m1 = 12 and
consequently build up of the spherical harmonic Y00 and of the
spin of the proton in the up direction (χ+):
ψs = asY
0
0χ
+ (B.1)
where as is the amplitude of this component. The p-wave com-
ponent instead is due to two contribution: m2 = 0 and m1 = 12
or m2 = 1 and m1 = −12 , so that:
ψp = ap
[√
2
3
Y11χ
− −
√
1
3
Y01χ
+
]
(B.2)
where the two contributions have been summed using Clebsh-
Gordan coefficients for the sum of a J = 1 to a J = 12 state. Being
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the total amplitude the sum of the s-wave and of the p-wave,
ψ = ψs +ψp, the probability distribution for the final state is
given by:
ψψ∗ = (asY00 −ap
√
1
3
Y01)(asY
0
0 −a
∗
p
√
1
3
Y01)+a
2
p(
√
2
3
Y11)
2 (B.3)
where the orthogonality of χ+ and χ− has been used and as has
been taken as real in order to fix the arbitrary phase. Using the
explicit expression of the spherical harmonics one finally obtains:
f(ϑ) = ψψ∗ = |as|2 + |ap|2 − 2as<(a∗p) cos ϑ (B.4)
which can be re-written as:
f(ϑ) = 1−α cos ϑ (B.5)
with
α =
2<(a∗p)
|as|2 + |ap|2
(B.6)
usually referred to as the Λ asymmetry parameter, because of
the obvious interpretation as the source of the asymmetry in the
distribution, but is also known as analysing power because the
possibility to analyse the polarisation of the Λ is proportional to
α.
The description of the Λ¯→ p¯pi+ decay is completely the same.
In particular, from simple symmetry constraints, the following
relation must hold:
αΛ = −αΛ¯ (B.7)
which however is valid only if CP symmetry is not broken in the
Λ sector. Indeed this relation can be used as a measurement of
the direct CP violation in the Λ.
As already said, on the experimental side one usually cannot
identify the spin axis event-by-event, so that the z axis is usually
identified as the orthogonal to the production plane (z ‖ pbeam∧
pΛ); in this case the proton distribution is modified by the amount
of Λ polarisation P with respect to that axis:
f(ϑ) = 1−αP cos ϑ (B.8)
and obviously coincides with Eq. (B.5) just for full polarisation
(P = 1).
Note that if the weak interaction didn’t violate parity conser-
vation (α = 0) the Λ polarisation would not be experimentally
observable from this measurement.
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