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We use the integral form of the Boltzmann equation which allows us to take into account the
memory effects using the initial condition that selects the solutions going to the local equilibrium
Maxwell distribution in the t → −∞ limit. Implementing the relaxation-time approximation for
the collision integral (BGK-equation) we present the derivation of the hyperbolic Navier-Stokes and
the hyperbolic heat conduction equations in the first order approximation. It is shown that the
relaxation time in the obtained hyperbolic equations is the Maxwellian relaxation time. As special
case we obtain the telegraph equation for the heat propagation in static medium and estimate the
relaxation time for the heat conduction in some materials.
PACS numbers:
I. INTRODUCTION
The hyperbolic equation for the heat conduction (and
also for the diffusion) has been of interest for a long time.
It is known that this equation has so-called the relaxation
term which takes into account the propagation of a signal
with a finite speed. Many authors have dealt with this
problem. Cattaneo [1, 2] and Vernotte [3] were the first
who based their analysis on kinetic theory arguments and
added the relaxation term to the Fourier equation. The
Cattaneo equation or the hyperbolic heat flux has the
form
q = −λ∇T − τg
∂q
∂t
, (1)
where λ is the thermal conductivity and τg is some re-
laxation time. In our designations τg is the hyperbolic
relaxation time, which is usually obtained from the ex-
periment. For example, for nitrogen τg = 10
−9 s and
for aluminium τg = 10
−11 s [4]. From Eq. (1) and the
continuity equation one can write the hyperbolic heat
conduction equation.
This point of view has been used in several contexts:
e.g. in the analysis of waves in thermoelastic media, fast
explosions, and a second sound in solids. Wide ranging
bibliography can be found in [5, 6, 7, 8, 9]. An excellent
monograph on this problem is in Ref. [10].
The problem of derivation of the hyperbolic equation
from microscopic equations caused the special interest
for a long time. There are several works on the hyper-
bolic diffusion. One of the first publications appeared in
1935 [11]. In this paper Davidov obtained the hyperbolic
equation only for one-dimensional case and for a constant
molecular velocity. The similar results on this problem
one can find in other works [12, 13, 14, 15, 16]. In the
publications of Davies [17] and Das [18] on Brownian mo-
tion the hyperbolic diffusion equation was obtained from
the Fokker-Plank equation. It means that equations for
transfer processes of the hyperbolic form can be derived
from the underlying kinetic equations.
For the heat transfer the Grad’s model is of great in-
terest [19], and its thirteen-moment approximation. This
theory solves the Boltzmann equation in non-equilibrium
situations, and the hyperbolic heat flux and others
hyperbolic-like transfer equations can be obtained in the
linear approximation [20]. It is shown that the relax-
ation time in these equations explicitly depend on the
collision parameters. However, exact form of Eq. (1) has
not been obtained using Grad’s method. Instead of Eq.
(1) the hyperbolic heat flux in Grad’s expansion contains
other terms that can be explained by the expansion of the
collision integral.
Nevertheless, there is another way for the theoretical
investigation of the non-equilibrium processes by con-
structing the distribution function f which depends on
time in the form of a delay functional [21, 22, 23], i.e.
taking into account memory effects. There is a reduced
description of the non-equilibrium system where the dis-
tribution function f is expressed in terms of the first
five moments, which are parameters of the hydrodynamic
state (concentration n, mass velocity u and temperature
T ). This method is used in the well-known Chapman-
Enskog approach [24, 25, 26]. The function f is sought as
a functional of the latter parameters which satisfy the hy-
drodynamic equations. These solutions are known as nor-
mal solutions [19, 23, 24]. In contrast to the Chapman-
Enskog approach, in the work of Zubarev [21] the Boltz-
mann equation is expressed in an integral form, where
there is the initial condition that provides the selection
of the normal solutions. Consequently it has no other
solutions. The analogous method was used for the Liou-
ville equation in several works [23, 27, 28, 29, 30]. For
the derivation of the transfer equations with physically
realistic time delays one more condition is necessary such
as, for example, the relaxation time approach. If we do
not use any additional supposition, it is very difficult to
choose the physical relaxation time explicitly, while Eq.
(1) is approximation, and as it will be shown in this work,
the relaxation time approximation.
In the present paper we obtain the hyperbolic Navier-
2Stokes and heat conduction equations from the Boltz-
mann equation in the relaxation time approximation
(BGK-equation [31]) using the idea of the delay func-
tional. This approach allows to obtain the expressions
for the relaxational fluxes in integral as well as in dif-
ferential forms. For this result we use the integral form
of the Boltzmann equation with an initial condition, and
the relaxation time approximation (RTA) for the collision
integral.
In Sec. II we give a short description of the basic prop-
erties of the Boltzmann equation. In Sec. III we con-
sider the integral form for the Boltzmann equation and
the relaxation time approximation for the collision inte-
gral. The expression for the pressure tensor, heat flux
and hyperbolic balance equations are obtained in Sec.
IV. Then we consider the hyperbolic heat propagation
in static medium in Sec. V. Conclusions are given in Sec.
VI.
For the illustration we consider mono-atomic gas and
distribution function in the first approximation with re-
spect to small gradients.
II. THE BASIC PROPERTIES OF THE
BOLTZMANN EQUATION
Let us consider the Boltzmann equation for the single-
particle distribution function of the molecules over veloc-
ities v in a point r at an instant time t
∂f
∂t
+ vα
∂f
∂rα
= I(f, f). (2)
The collision integral is given by
I(f, f) =
∫
(f ′1f
′ − f1f) g σ d
2Ω d3v1,
f ′1 = f(r,v
′
1, t), f
′ = f(r,v′, t),
f1 = f(r,v1, t), f = f(r,v, t),
g = |v − v1| (3)
where v, v1 is the initial velocities, v
′, v′1 is the final
velocities of molecules after pair collision, σ is the scat-
tering cross section, and Ω is the solid angle .
The parameters of the hydrodynamic state of the
system are expressed through the distribution function
f(r,v, t) as
n(r, t) =
∫
f(r,v, t)d3v, (4a)
uα(r, t) =
1
n(r, t)
∫
vαf(r,v, t)d
3v, (4b)
T (r, t) =
2m
3kn(r, t)
∫
c2
2
f(r,v, t)d3v, (4c)
where n(r, t) is the particle number density, u(r, t) is
the mass velocity (or hydrodynamic velocity), T (r, t) is
the temperature, c = v − u(r, t) is the thermal velocity,
k is the Boltzmann constant, and m is the mass of the
particle.
Multiplying Eq. (2) by 1, vα, and c
2/2, and integrating
with respect to v we obtain the known balance equations
∂n
∂t
+
∂
∂rα
(nuα) = 0, (5a)
∂uα
∂t
+ uβ
∂uα
∂rβ
= −
1
ρ
∂pαβ
∂rβ
, (5b)
∂T
∂t
+ uα
∂T
∂rα
= −
2
3kn
(
pαβ
∂uα
∂rβ
+
∂qα
∂rα
)
, (5c)
where ρ = mn is the mass density. The pressure tensor
pαβ and the heat flux qα are defined by the relations
pαβ =
∫
mcαcβf(r,v, t)d
3v, (6a)
qα =
∫
cα
mc2
2
f(r,v, t)d3v. (6b)
III. INTEGRAL FORM FOR THE BOLTZMANN
EQUATION
Since the Boltzmann equation is very complicated,
simpler kinetic equations have been proposed in the liter-
ature. A widely used simplified model is the well known
the relaxation time approximation (RTA) for the colli-
sion integral (e. g. see Refs.[10, 25, 26, 31, 32]). In this
case the resulting Boltzmann equation has the form
∂f
∂t
+ vα
∂f
∂rα
= −
f − f (0)
τr
, (7)
where
f (0) = n(
m
2pikT
)
3
2 e−
m
2kT
c2 , (8)
is the local equilibrium Maxwell distribution, τr is the
relaxation time which is of the order of the mean free
time τ0.
Let us write the function f in the following form:
f = F + f (0). (9)
Substituting (9) in Eq. (7) we obtain the equation for
the function F
∂F
∂t
+
1
τr
F = −
Df (0)
Dt
− vα
∂F
∂rα
. (10)
3where
D
Dt
=
∂
∂t
+ vα
∂
∂rα
is the time derivative along the trajectory of a particle.
We note that that the hydrodynamic variables n(r, t),
u(r, t) and T (r, t), defined by Eqs. (4), coincide with
the corresponding variables calculated from the local
Maxwellian distribution (8). Thus, the first five moments
of the function F = f − f (0) equal zero.
To specify a solution of Eq. (10) the idea of Zubarev
and Honkin [21] is used in the following considerations.
One assumes that at some time t0 we have F (t0) = 0,
i. e. f(t0) = f
(0)(t0). Then there considers the limiting
process t − t0 → ∞ supposing that the solution goes to
the local Maxwell distribution in the t → −∞ limit. To
satisfy the latter conditions Eq. (10) is represented in
the integral form
F (t) =
∫ t
−∞
e
1
τr
(t′−t)
(
−
Df (0)
Dt
− vα
∂F
∂rα
)
t′
dt′, (11)
where the subscript t′ behind the bracket means that the
time argument inside the bracket equal t′. Thus, Eq.
(11) allows us to take into account the memory effects,
and to select normal solutions corresponding to an initial
condition
lim
t→−∞
F (t) = 0. (12)
In an assumption of small gradients of hydrodynami-
cal parameters the integral equation (11) can be solved
by expanding F in series in the powers of the Knudsen
number Kn (Kn = lf/∆l, lf is the mean free path of
particle, and ∆l is the characteristic space scale for the
hydrodynamic processes), or iteratively, assuming
F (n+1)(t) =
∫ t
−∞
e
1
τr
(t′−t)
(
−
Df (0)
Dt
− vα
∂F (n)
∂rα
)
t′
dt′.
(13)
This iterational procedure can be implemented for the
consequent determining of different approximations in
constructing of normal solutions.
In fact, one can obtain the same result if we use for-
mally the Zubarev’s method [21] in the RTA. The differ-
ence is only in the exponential term where the term 1/τr
is substituted by (1 + ετr)/τr. The parameter ε one can
consider as a some parameter providing the convergence
of Eq. (11). In our case the role of this parameter plays
the exponential term 1/τr with ε = 0.
IV. THE FIRST APPROXIMATION
As the first approximation in Eq. (13) we set F (0) = 0
(i. e. from Eq. (9) F (0) = f (0) − f (0) = 0). Thus,
F (1)(t) = −
∫ t
−∞
e
1
τr
(t′−t)
(
Df (0)
Dt
)
t′
dt′, (14)
where the gradients of F (1) are neglected . On the other
hand by differentiating Eq. (14) over time we obtain
∂F (1)
∂t
+
1
τr
F (1) = −
Df (0)
Dt
, (15)
i. e., the first time derivative ∂/∂t of F (1) is taken into
account. It can be explained by the fact that the integral
equation (11) does not have the derivative ∂F/∂t, which
is not considered in the iterational expansion.
A. The Transfer Lows
Using Eq. (8) we have
Df (0)
Dt
=
f (0)
RT
[
RT
(
1
n
dn
dt
+
∂uα
∂rα
)
+
+cα
(
duα
dt
+
1
ρ
∂p
∂rα
)
+
+
(
c2
2RT
−
3
2
)(
dRT
dt
+
2
3
RT
∂uα
∂rα
)
+
+
(
cαcβ −
1
3
c2δαβ
)
∂uα
∂rβ
+
+cα
(
c2
2RT
−
5
2
)
∂RT
∂rα
]
(16)
where
d
dt
=
∂
∂t
+ uα
∂
∂rα
,
R = k/m is the gas constant.
As mentioned above, the function F does not give
contribution to the hydrodynamic parameters. Conse-
quently, for the first five moments of the function F (1)
the following conditions have to be fulfilled
∫
F (1)d3v = 0, (17a)
∫
vαF
(1)d3v = 0, (17b)
∫
c2
2
F (1)d3v = 0. (17c)
From these conditions there follows that the first three
terms of Eq. (16) in round brackets, which are the hy-
drodynamical equations of ideal fluid, have to be equal
zero. To prove this we will follow the work of Zubarev
and Honkin [21] representing their results for our case.
First, we will show that the integrals
Iαβ(t) =
∫
d3vψα
∫ t
−∞
dt′e
1
τr
(t′−t)(f (0)ψβ)t′ , (18)
4ψβ =


1, β = 0
cβ , β = 1, 2, 3
c2
2 −
3
2
k
m
T, β = 4
equal zero for α 6= β, and do not equal zero for α = β.
Let us consider a function
gβ(t) =
∫ t
−∞
e
1
τr
(t′−t)(f (0)ψβ)t′dt
′. (19)
The function gβ(t) satisfies an equation
(
∂
∂t
+
1
τr
)
gβ(t) = f
(0)ψβ . (20)
We multiply Eq. (20) on ψα and integrate it over v
obtaining
(
∂
∂t
+
1
τr
)
Iαβ(t) = Jαβ , (21)
where
Jαβ =
∫
d3vf (0)ψαψβ . (22)
Taking into account that the integrals Jαβ = 0 for α 6= β,
and Jαβ 6= 0 for α = β, we prove the our statement for
the integrals (18).
In similar way one can show that
∫
d3vψγ
∫ t
−∞
dt′e
1
τr
(t′−t)(f (0)ϕαβ)t′ = 0, (23a)
∫
d3vψγ
∫ t
−∞
dt′e
1
τr
(t′−t)(f (0)ϕα)t′ = 0, (23b)
∫
d3vϕαβ
∫ t
−∞
dt′e
1
τr
(t′−t)(f (0)ϕα)t′ = 0, (23c)
where
ϕαβ = cαcβ −
1
3
c2δαβ , (24a)
ϕα = cα
(
c2
2RT
−
5
2
)
. (24b)
The relations (23) follow from the properties of the mu-
tual orthogonality of the functions ψβ , ϕαβ and ϕα.
Let us substitute expressions (14) and (16) into Eqs.
(17). Then using the properties of the integrals (18) and
(23) we obtain that the relations (17) are fulfilled only
in the case when the hydrodynamical equations of ideal
fluid are implemented
∂n
∂t
+ n
∂uα
∂rα
= 0, (25a)
∂uα
∂t
+
1
ρ
∂p
∂rα
= 0, (25b)
∂T
∂t
+
2
3
T
∂uα
∂rα
= 0, (25c)
and the function F (1) has the form
F (1) = −
∫ t
−∞
e
1
τr
(t′−t) ×
×
[
f (0)
RT
(
ϕαβ
∂uα
∂rβ
+ ϕα
∂RT (t′)
∂rα
)]
t′
dt′. (26)
We see that the right hand side of Eq. (26) is expressed in
terms of gradients of the hydrodynamic variables. Thus,
the function F (1) represents a normal solution of the
Boltzmann equation.
We can obtain the pressure tensor and the heat flux
in the first approximation using expressions (6) and or-
thogonal properties for ϕαβ and ϕα:
pαβ − pδαβ = −
∫ t
−∞
e
1
τr
(t′−t)M(t, t′)×
×
(
∂uα
∂rβ
+
∂uβ
∂rα
−
2
3
∂uγ
∂rγ
δαβ
)
t′
dt′, (27a)
qα = −
∫ t
−∞
e
1
τr
(t′−t)L(t, t′)
∂T (t′)
∂rα
dt′, (27b)
where
M(t, t′) =
1
10
∫
mcαcβ
(
f (0)
RT
ϕαβ
)
t′
d3c, (28a)
L(t, t′) =
1
3
∫
cα
mc2
2
(
f (0)
T
ϕα
)
t′
d3c (28b)
are the kernels of the equations (27).
The integral form for the heat flux, like Eq. (27b),
is known relatively long time [33, 34]. These equations
describe the transfer in the local non-equilibrium systems
or in the so-called materials with memory [35]. However,
as shown above the same result one can also obtain for
the pressure tensor Eq. (27a).
Eqs. (27) take the classical form for t ≫ τr. In
this case the exponent becomes the delta-function, con-
sequently one can carry out behind the integral the other
integrands in the point t′ = t
(pαβ − pδαβ)
∣∣∣∣
t≫τr
= −M(t)×
×
(
∂uα
∂rβ
+
∂uβ
∂rα
−
2
3
∂uγ
∂rγ
δαβ
)∫ t
−∞
e
1
τr
(t′−t)dt′ =
= −τrM(t)
(
∂uα
∂rβ
+
∂uβ
∂rα
−
2
3
∂uγ
∂rγ
δαβ
)
=
= −µ
(
∂uα
∂rβ
+
∂uβ
∂rα
−
2
3
∂uγ
∂rγ
δαβ
)
, (29a)
5qα
∣∣∣∣
t≫τr
= −L(t)
∂T (t)
∂rα
∫ t
−∞
e
1
τr
(t′−t)dt′ =
= −τrL(t)
∂T (t)
∂rα
= −λ
∂T (t)
∂rα
, (29b)
where µ and λ are the classical shear viscosity and ther-
mal conductivity. Using the Appendix A one can show
that they have forms:
µ = τrM(t) = τrnkT =
1
2
τr v¯
2nm, (30a)
λ = τrL(t) = τr
5
2
kT
m
nk =
5
4
τr v¯
2nk, (30b)
where v¯ =
√
2kT/m is the average molecular velocity.
These equations have the known classical limit:
τr v¯
2 → const, if τr → 0 and v¯
2 →∞. (31)
It is important to note that in contrast to the known
Navier-Stokes and Fourier lows the equations (27) con-
tain time delay.
B. Balance Equations
In order to obtain the hydrodynamic balance equations
in the first approximation we differentiate Eqs. (27) over
time:
∂(pαβ − pδαβ)
∂t
= −M(t)
(
∂uα
∂rβ
+
∂uβ
∂rα
−
2
3
∂uγ
∂rγ
δαβ
)
−
−
1
τr
(pαβ − pδαβ) + p˜αβ, (32a)
∂qα
∂t
= −L(t)
∂T (t)
∂rα
−
1
τr
qα + q˜α. (32b)
where
p˜αβ = −
∫ t
−∞
e
1
τr
(t′−t) ∂M(t, t
′)
∂t
×
×
(
∂uα
∂rβ
+
∂uβ
∂rα
−
2
3
∂uγ
∂rγ
δαβ
)
t′
dt′, (33a)
q˜α = −
∫ t
−∞
e
1
τr
(t′−t) ∂L(t, t
′)
∂t
∂T (t′)
∂rα
dt′ (33b)
are the last terms in Eqs. (32),
∂M(t, t′)
∂t
= −
m
10
∫ (
∂uα
∂t
cβ +
∂uβ
∂t
cα
)
×
×
(
f (0)
RT
ϕαβ
)
t′
d3c, (34a)
∂L(t, t′)
∂t
= −
m
3
∫ (
∂uα
∂t
c2
2
+
∂uβ
∂t
cαcβ
)
×
×
(
f (0)
T
ϕα
)
t′
d3c (34b)
are the kernels of Eqs. (33). Since the expressions (34)
contain the orthogonal functions in the meaning of the
scalar product (18), the integrals (33) equal zero
p˜αβ = 0, q˜α = 0. (35)
For further considerations we write Eqs. (32) in a more
convenient form:
pαβ = pδαβ − 2µ
(
Λαβ −
1
3
∂uγ
∂rγ
δαβ
)
−
τr
∂(pαβ − pδαβ)
∂t
, (36a)
qα = −λ
∂T
∂rα
− τr
∂qα
∂t
, (36b)
where
Λαβ =
1
2
(
∂uα
∂rβ
+
∂uβ
∂rα
)
. (37)
To obtain the hydrodynamic balance equations, we
substitute pαβ and qα into equations (5b) and (5c), which
are the conservations laws. First we calculate some of the
essential expressions that will be needed later:
∂pαβ
∂rβ
=
∂p
∂rβ
− µ
(
∇2uα +
1
3
∂
∂rβ
(∇·u)
)
−
−2
∂µ
rβ
(
Λαβ −
1
3
∂uγ
∂rγ
δαβ
)
−
−τr
∂
∂t
(
∂pαβ
∂rβ
−
∂p
∂rβ
)
, (38)
pαβ
∂uα
∂rβ
=
(
τr
∂p
∂t
+ p
)
(∇·u)− 2µΛαβ
∂uα
∂rβ
+
+
2
3
µ(∇·u)2 − τr
∂pαβ
∂t
∂uα
∂rβ
, (39)
∂qα
∂rα
= −λ∇2T −∇λ∇T − τr
∂
∂t
∂qα
∂rα
. (40)
Taking into account (5b) and (38) we obtain:
τr
∂
∂t
[
ρ
(
∂uα
∂t
+ uβ
∂uα
∂rβ
)]
+ ρ
(
∂uα
∂t
+ uβ
∂uα
∂rβ
)
=
= −
∂
∂rα
(
p−
µ
3
(∇·u)
)
+ µ∇2uα − τr
∂
∂rα
∂p
∂t
+
+Z, (41)
6where
Z = 2
∂µ
∂rβ
(
Λαβ −
1
3
∂uγ
∂rγ
δαβ
)
.
From Eqs. (5c), (39) and (40) one has:
3
2
kτr
∂
∂t
[
n
(
∂T
∂t
+ uβ
∂T
∂rβ
)]
+ n
(
∂T
∂t
+ uβ
∂T
∂rβ
)
=
= λ∇2T +∇λ∇T −
−
(
τr
∂p
∂t
+ p
)
(∇·u) + 2µΛαβ
∂uα
∂rβ
−
2
3
µ(∇·u)2 +
+τr
∂pαβ
∂t
∂uα
∂rβ
−
−τr
∂
∂t
[(
τr
∂p
∂t
+ p
)
(∇·u)− 2µΛαβ
∂uα
∂rβ
+
2
3
µ(∇·u)2 −
−τr
∂pαβ
∂t
∂uα
∂rβ
]
. (42)
In Eqs. (41) and (42) terms of the first order are µ, λ,
u, ∂u/∂xi, ∂ρ/∂xi and ∂T/∂xi. We keep only the terms
of the first order and neglect all terms which contain the
derivatives over µ and λ. Then in Eq. (41) one can
neglect Z, and, in the right-hand part of Eq. (42), the
second, fourth, fifth term, and, in the square brackets,
the second and third term. For the sixth term, and the
last term in the square brackets on the right-hand side of
Eq. (42) one can apply the following approximation:
τr
∂pαβ
∂t
∂uα
∂rβ
=
[
∂p
∂t
δαβ − 2
∂µ
∂t
(
Λαβ −
1
3
(∇·u)δαβ
)
−
−2µ
(
∂Λαβ
∂t
−
1
3
∂
∂t
(∇·u)δαβ
)
−
−τr
∂2
∂t2
(pαβ − pδαβ)
]
∂uα
∂rβ
≈
≈
∂p
∂t
(∇·u)− τr
∂2pαβ
∂t2
∂uα
∂rβ
+ τr
∂2p
∂t2
(∇·u) =
=
∂p
∂t
(∇·u) + τr
∂2p
∂t2
(∇·u)−
−τr
∂
∂t
(
∂p
∂t
(∇·u)− τr
∂2pαβ
∂t2
∂uα
∂rβ
+ τr
∂2p
∂t2
(∇·u)
)
≈
≈
∂p
∂t
(∇·u), (43)
where we use the same above mentioned rules of the first
order approximation. Then we obtain the hyperbolic hy-
drodynamic balance equations of the first order
∂ρ
∂t
+∇(ρu) = 0, (44)
— the equation of continuity,(
τr
∂
∂t
+ 1
)[
ρ
(
∂u
∂t
+ (∇·u)u
)]
=
= −∇
[(
τr
∂
∂t
+ 1
)
p−
µ
3
(∇·u)
]
+ µ∇2u (45)
— the hyperbolic Navier-Stokes equation,
(
τr
∂
∂t
+ 1
)[
ρ
(
∂T
∂t
+ (∇·u)T
)]
=
=
mλ
cvk
∇2T −
1
cv
(∇·u)
(
τr
∂
∂t
+ 1
)
(ρT ) (46)
— the hyperbolic heat conduction equation. Here, cv =
3/2 and p = nkT .
If u = 0 then Eq. (46) takes the form:
τr
∂2T
∂t2
+
∂T
∂t
=
mλ
cvkρ
∇2T, (47)
which is the hyperbolic heat conduction equation in static
medium.
Equations (44)-(47) are transformed to the classical
hydrodynamic balance equations if τr = 0.
V. HYPERBOLIC HEAT FLUX AND
HYPERBOLIC HEAT CONDUCTION EQUATION
In this section we consider the heat propagation in
static medium, i. e. when the mass velocity equal zero
u = 0, based on the results obtained for the heat flux and
the heat conduction equation in the previous section.
One can see that Eq. (36b) is the hyperbolic heat flux
Eq. (1) where the hyperbolic relaxation time τg is the
Maxwellian relaxation time τr:
qα = −λ
∂T
∂rα
− τr
∂qα
∂t
, (48)
where the thermal conductivity λ is defined by Eq. (30b).
Thus, we show that the Cattaneo equation (1) is the
result of the relaxation time approximation.
In the limit τr → 0 we obtain the classic form for the
heat flux
q0α = lim
τr→0
qα = −λ
∂T
∂rα
, (49)
which corresponds to the case when t ≫ τr (cp. Eq.
(29b)).
Let us write the hyperbolic heat conduction equation
or telegraph equation (47):
τr
∂2T
∂t2
+
∂T
∂t
= a∇2T, (50)
where
a =
mλ
cvkρ
is the thermal diffusivity. Taking into account that the
specific heat is C = cvk/m, the thermal diffusivity is
written as
a =
λ
Cρ
, (51)
7which is in agreement with the classic definition [10, 25,
26].
Denoting w2 = (5/6)v¯2 and substituting λ from (30b)
we obtain the expression for the a:
a = τrw
2. (52)
From Eq. (50) one can see, that for τr → 0 we have
the parabolic heat conduction equation
∂T
∂t
= a
∂2T
∂r2α
. (53)
For τr →∞ the expression (50) becomes a wave equa-
tion
∂2T
∂t2
= w2
∂2T
∂r2α
, (54)
whose solutions are known in the literature as the second
sound, which was observed in solids at low temperatures
[10].
The relaxation time τr is the time of establishing of the
local equilibrium Maxwell distribution (local thermody-
namical equilibrium) by the definition from Eq. (7). The
exact value for the τr depends on the type of the molec-
ular interaction, i.e. on the collision integral (cp. Eqs.
(3) and (7)). It is known that the relaxation time τr and
the mean free time τ0 have the same order. However, let
us estimate it on the other hand.
As follows from structure of Eq. (50) the heat front is
propagated with the speed vf [4, 10, 35, 36]:
vf =
√
a
τr
=
√
5
6
v¯ ≈ v¯, (55)
i.e. practically with the average molecular velocity. If we
suppose that the distance of the propagation of the heat
front for the time τr is not less than the mean free path
τrvf > τ0v¯, (56)
the estimation for the relaxation time has the form
τr >
√
6
5
τ0. (57)
One can see that the expression (57) is not in distinction
with the known fact that the equilibrium Maxwell distri-
bution is established over 3-4 molecular collisions [25, 26].
In this way, the equations (45) - (47) are suitable for the
description of the processes at time intervals t which have
order of the mean free time τ0 for molecules. The limit
τ0 → 0 corresponds to a process when t≫ τ0, i. e. when
the processes described by the classical Navier-Stokes and
heat conduction equations were already formed.
In conclusion of this section we estimate the relax-
ation times for Nitrogen and phonons in Aliminium. The
expression for the Maxwellian relaxation time of mono-
atomic gas is very simple (see Eq. 30a):
τr =
µ
p
, (58)
where p is the static pressure. The relaxation time for
phonons one can obtain in the approximation of phonon
gas [37]:
λ =
1
3
Cρu2sτr, (59)
where us is the sound speed. Substituting µ=4.15 Poise
for Nitrogen at 1000 K and atmospheric pressure [38],
and λ=209.3 W/m K, C=880 J/kg, ρ=2.7 g/cm3 and
us=5.8 km/s for Aluminium [39] we obtain for τr the
values 4.096×10−10 s and 1.024×10−11 s for Nitrogen
and Aluminium, respectively. As one can see from the
comments to Eq. (1) these values for the Maxwellian
relaxation times are in a good agreement with the relax-
ation times for the hyperbolic heat conduction given by
Lykov [4].
VI. CONCLUSION
In the present work, we have applied the integral form
for the Boltzmann equation and the relaxation time ap-
proximation for the collision integral. In the first order
iteration we have derived the hyperbolic-like forms for
the heat transfer and for the Navier-Stokes equations.
For the static medium we have obtained the Cattaneo
heat flux and the well known telegraph equation for the
heat conduction. It was shown that the relaxation time
for the hyperbolic equations is the Maxwellian relaxation
time. The obtained equations can be used for the descrip-
tion of the fast heat-mass transfer processes of the order
of the mean free time.
Additionally, for the heat propagation in static
medium, we estimate the hyperbolic and Maxwellian re-
laxation times for the heat conduction in Nitrogen and
Aluminium. The obtained values are found to be in a
good agreement with experiment.
Appendix A: CALCULATION OF M(t, t) AND L(t, t)
1.
Let us write the expression (28a) for M(t) =M(t, t):
M(t) =
1
10
∫
mcαcβ
[
f (0)
RT
(
cαcβ −
1
3
c2δαβ
)]
d3c, (A1)
M(t) =
m
10RT
∫
f (0)
[
(cαcβ)(cαcβ)−
1
3
c2(cαcβ)δαβ)
]
d3c.
(A2)
For the expression in brackets we have:
(cαcβ)(cαcβ)−
1
3
c2(cαcβ)δαβ) =
2
3
3∑
β=1
3∑
α=1
c2αc
2
β. (A3)
8Then M takes the form:
M(t) =
m
10RT
2
3
3∑
β=1
3∑
α=1
∫
f (0)c2αc
2
βd
3c, (A4)
and it can be separated into two parts:
M(t) = 3Jαα + 6Jαβ , (A5)
where Jαα and Jαβ have simple expressions:
Jαα =
m
10RT
2
3
∫
f (0)c4αd
3c =
1
5
nkT, (A6)
Jαβ =
m
10RT
2
3
∫
f (0)c2αc
2
βd
3c =
1
15
nkT. (A7)
Finally, M has the form:
M(t) = nkT (A8)
2.
Let us write now the expression (28b) for L(t) =
L(t, t):
L(t) =
1
3
∫
cα
mc2
2
f (0)
T
cα
(
m
2kT
c2 −
5
2
)
d3c. (A9)
Then we integrate on all space of velocities and obtain
L(t) =
m
6T
n(
m
2pikT
)
3
2
∫ ∫ ∫
c4e−Ac
2
×
×
(
m
2kT
c2 −
5
2
)
dcxdcydcz =
5
2
kT
m
nk. (A10)
Taking into account the expression for the average
molecular velocity v¯2 = 2kT/m, one can write:
L(t) =
5
4
v¯2nk. (A11)
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