In this paper I use the National Supported Work (NSW) data to examine the finite-sample performance of the Oaxaca-Blinder unexplained component as an estimator of the population average treatment effect on the treated (PATT). Precisely, I follow sample and variable selections from Dehejia and Wahba (1999), and conclude that Oaxaca-Blinder performs better than any of the estimators in this influential paper, provided that overlap is imposed. As a robustness check, I consider alternative sample (Smith and Todd 2005) and variable (Abadie and Imbens 2011) selections, and present a simulation study which is also based on the NSW data.
Introduction
Recent papers by Barsky et al. (2002) , Black et al. (2006) , Melly (2006) , and Fortin, Lemieux, and Firpo (2011) have noted that the Oaxaca-Blinder decomposition, a popular method used in empirical labour economics to study differentials in mean wages, 1 In an important contribution, Kline (2011) has recently shown that this method is equivalent to a propensity score reweighting estimator based on a linear model for the treatment odds, and satisfies therefore the "double robustness" property (Robins, Rotnitzky, and Zhao 1994) .
He has also used the well-known National Supported Work (NSW) data 2 to provide a seminal assessment of the finite-sample performance of the Oaxaca-Blinder decomposition, though he has only used a single non-experimental comparison dataset and a single selection of control variables, and he has compared his result to a relatively small number of alternative estimates.
In this paper I provide a much broader picture of the finite-sample performance of the Oaxaca-Blinder unexplained component as an estimator of the PATT. I also use the NSW data, but I closely follow Dehejia and Wahba (1999) in their sample and variable selections, so that I can reassess their influential claim that methods based on the propensity score compare favourably with other estimators. When overlap is imposed, the Oaxaca-Blinder decomposition is shown to perform superior compared to any of the estimators in Dehejia and Wahba (1999) and to additional methods such as inverse probability weighting, kernel matching, matching on covariates, and bias-corrected matching. To assess the robustness of this 1 See Blinder (1973) and Oaxaca (1973) for seminal contributions and Fortin et al. (2011) for a comprehensive survey. Over the last two decades, the decomposition framework has also been extended to distributional statistics other than the mean (see, e.g., Juhn, Murphy, and Pierce 1993; DiNardo, Fortin, and Lemieux 1996; Melly 2005 ). 2 These data were analysed originally by LaLonde (1986) and subsequently by Heckman and Hotz (1989) , Wahba (1999, 2002) , Todd (2001, 2005) , Becker and her nontreated outcome, Y i (1) − Y i (0). In general, such treatment effects are averaged over various (sub)populations of interest. The average over the subpopulation of treated individuals is called the population average treatment effect on the treated (PATT):
Alternatively, one may wish to average individual treatment effects over the whole population to obtain the population average treatment effect (PATE):
There are generally two main strands in the treatment effects literature, often referred to as selection on observables and selection on unobservables, and this division is based on assumptions which are used to identify various treatment effects. This paper -and all the analyses of the NSW data in general -is only concerned with selection on observables, a strand whose main assumptions are typically referred to as unconfoundedness and overlap. 7 Under unconfoundedness, it is assumed there do not exist any unobserved variables which would be associated both with the potential outcomes and the treatment status. Consequently:
Under overlap, on the other hand, it is assumed there do not exist such (sets of) values of the control variables which would perfectly predict either of the treatment statuses:
Under the assumptions of unconfoundedness and overlap both the PATT and the PATE are identified (see Imbens and Wooldridge 2009), 8 and can be estimated using a large number of 7 As discussed by Smith and Todd (2005) , however, the assumption of unconfoundedness is unlikely to hold in the NSW data. For example, NSW participants were generally placed in different local labour markets than comparison group members. Also, the set of observed control variables is relatively poor. Nevertheless, previous studies of the NSW data were implicitly based on unconfoundedness, and this paper follows in this tradition. 8 In order to identify the PATT, only the second inequality in (4) is required. alternative estimators. Like previous studies of the NSW data, this paper investigates the finitesample performance of various estimators of the PATT.
Estimators
A recent survey of the alternative estimators of average treatment effects has been provided by Imbens and Wooldridge (2009 9 Precisely, let the model for outcomes be linear and let the regression coefficients be flexible, i.e. different for the treated and the nontreated individuals:
where
In other words, any intergroup differential in outcomes can be decomposed into the net effect of treatment (the PATT) and a component attributable to differences in group composition (selection bias). These two components have typically been referred to as the unexplained component and the explained component, respectively, and the former has often been interpreted as "discrimination" in studies of intergroup wage differentials. Such an estimator of the PATT can be applied either as the distance between the two estimated regression functions which is evaluated at the mean values of control variables in the treated subsample or, as noted by Słoczyński (2013), as the coefficient on W i in the regression of Y i on 1, W i , X i , and W i · (X i − X 1 ).
Recently, Kline (2011) has shown that this estimator is not only consistent for the PATT, but also "doubly robust" (Robins et al. 1994 ), since it is equivalent to a reweighting estimator based on a linear model for the treatment odds. 10 Standard errors for various components of Oaxaca-Blinder decompositions were derived by Jann (2008). 11 In this paper I also implement several more sophisticated methods which have received considerable attention in the treatment effects literature. I use three other reweighting (inverse probability weighting) estimators in which the nontreated subsample is reweighted with the inverse of the estimated propensity score (the conditional probability of treatment). These estimators were described in detail by Busso, DiNardo, and McCrary (2009) , and referred to as IPW1, IPW2, and IPW3. In IPW1, the sum of weights is stochastic; in IPW2, it is always equal I also use kernel matching, and match on the estimated propensity score using both the Epanechnikov and Gaussian kernels. Large sample properties of this class of estimators were studied by Heckman, Ichimura, and Todd (1998) and kernel-based propensity score matching was shown to be inefficient. Nevertheless, these estimators are generally quite popular, and standard errors are usually bootstrapped. 12 Another popular estimator is nearest-neighbour (NN) matching which has been studied extensively by Abadie and Imbens (2006 , 2008 , 2011 . NN matching was shown not to be √ n-consistent in general, and not to attain the semiparametric efficiency bound in settings where it attains √ n-consistency (Abadie and Imbens 2006) . Therefore, I use both the standard and the bias-adjusted variant of matching (Abadie and Imbens 2011), and match both on covariates and on the estimated propensity score, using 1 and 4 matches. It is important to note that the bootstrap is not valid for matching estimators (Abadie and Imbens 2008) , and inference should be based on the analytic standard errors in Abadie and Imbens (2006) .
Moreover, I use stratification on the estimated propensity score as well as a combination of stratification and within-strata regression adjustment. As recommended by Rosenbaum and Rubin (1984) , I divide all observations into five strata using the quintiles of the distribution of the estimated propensity score. Then, I either compare mean outcomes of the treated individuals and the nontreated individuals within each stratum or estimate within-strata average treatment effects using linear regression, and average across all strata. In both cases inference should be based on a simple formula in Imbens and Wooldridge (2009).
As a comparison with the previously discussed methods, I also use linear regression (pooled OLS). Of course, this method is similar to the Oaxaca-Blinder decomposition, although it restricts the regression coefficients to be equal for the treated and the nontreated individuals; it is also implicitly based on the assumption of homogeneous treatment effects.
All these estimators are applied in four variants, as I use them both on the full sample and on samples which are restricted in order to improve overlap. Since a weaker version of (4)
is required for identification, I discard all the treated individuals whose estimated propensity score is less than the minimum or greater than the maximum estimated propensity score for the nontreated individuals (Rule 1). This rule guarantees that treatment effects are not estimated for those treated individuals for whom no similar counterparts can be found in the nontreated subsample. Following Dehejia and Wahba (1999) , I also use an alternative rule, and discard all the nontreated individuals whose estimated propensity score is less than the minimum or greater than the maximum estimated propensity score for the treated individuals (Rule 2). There is a subtle difference between these two rules, as in the latter case I still estimate treatment effects for all the treated individuals, but it is guaranteed that none of the dissimilar nontreated individuals is used to calculate the counterfactual outcome for the treated. Finally, I use a rule of 6 thumb which has recently been derived by Crump et al. (2009) . These authors have developed a systematic approach to select subsamples which diminish sensitivity to the choice of specification, and concluded that the optimal rule can typically be approximated by discarding all the individuals whose estimated propensity score is less than 0.1 or greater than 0.9 (Rule 3).
It is important to note that this rule is not designed to remove biases in estimation of average treatment effects; still, it has been used to reduce bias by Angrist and Pischke (2009), so it may be worthwhile to examine whether it is successful in general. Also, note that Rules 1 and 3
implicitly change the estimand. The new estimand is also an average treatment effect on the treated, but only averaged for individuals with appropriate values of the estimated propensity score. In all cases, however, I define biases relative to the "true" PATT, as this estimand seems to be more interesting in applications. 
A reanalysis of Dehejia and Wahba (1999)
In this subsection I closely follow Dehejia and Wahba (1999) in their sample and variable selections, so that I can reassess their claim that methods based on the propensity score compare favourably with other estimators. Dehejia and Wahba (1999) used all the six non-experimental comparison datasets (PSID1-3 and CPS1-3), and descriptive statistics in Table 1 in this paper are nearly identical to the values reported in Table 1 in Dehejia and Wahba (1999) and Table 1 in Smith and Todd (2005) . 14 In their analysis, Dehejia and Wahba (1999) applied three different selections of control variables, each of them matched to one, two or three non-experimental comparison datasets. 15 As explained by the authors, their variable selections were based on balancing tests, i.e. a specification was accepted whenever the null that all control variables are balanced within each stratum could not be rejected. To make the subsequent estimates of the 13 As described in LaLonde (1986), PSID-1 includes all men in the original PSID data, except those who were older than 55 or classified as retired; PSID-2 is a subset of PSID-1 which includes those men who were not employed in the spring of 1976; PSID-3 is a subset of PSID-2 which includes those men who were not employed in the spring of 1975. Similarly, CPS-1 includes all men in the original CPS data, except those who were older than 55; CPS-2 is a subset of CPS-1 which includes those men who were not employed in March 1976; CPS-3 is a subset of CPS-2 which includes those men whose income in 1975 was lower than the poverty level.
14 Unfortunately, this is not the case with LaLonde (1986) whose CPS-2 and CPS-3 subsamples could not be recreated by Dehejia and Wahba (1999) . Table 1 in this paper closely replicates, however, descriptive statistics for PSID-1, PSID-2, PSID-3, and CPS-1 which were reported in Table 3 in LaLonde (1986). 15 For PSID-1, Dehejia and Wahba (1999) selected Age, Age squared, Education, Education squared, Married, No degree, Black, Hispanic, "Earnings '74", "Earnings '74" squared, Earnings '75, Earnings '75 squared, and the product of Black and "Nonemployed '74". For PSID-2 and PSID-3, they also included "Nonemployed '74" and Nonemployed '75, but excluded the product of Black and "Nonemployed '74". For CPS-1, CPS-2, and CPS-3as compared with the latter variable selection -they also included Age cubed and the product of Education and "Earnings '74", but on the other hand excluded both "Earnings '74" squared and Earnings '75 squared.
PATT fully comparable with the results reported by Dehejia and Wahba (1999) , I apply exactly the same sets of control variables throughout this subsection. 16 Table A.1 presents mean biases, root mean square errors (RMSEs), and standard deviations (SDs) for a large number of non-experimental estimators which utilise sample and variable selections from Dehejia and Wahba (1999) . RMSEs are calculated as:
where  is a set of comparison datasets andτ exp is the benchmark estimate. 17 It is generally impossible to replicate the results in Dehejia and Wahba (1999) for stratification-based estimators, since the authors did not report the number of strata and their boundaries. Their regression estimates (column 2, Table 3 ) can be replicated, although the authors reported their variable selection incorrectly; these estimates require including Earnings '75 squared in the reported specification. Using variable selections reported in Dehejia and Wahba (1999), I also obtain very different estimates for NN matching on the propensity score. For PSID-1, I get 560 instead of 1,691; for PSID-2, 871 instead of 1,455; for PSID-3, 1,522 instead of 2,120; for CPS-1, 730 instead of 1,582; for CPS-2, 1,399 instead of 1,788; for CPS-3, -662 instead of 587. At the same time, I have been able to replicate the original estimates for PSID-2 and PSID-3, and this requires excluding No degree from the reported specification, as the authors -again -reported their variable selection incorrectly. Therefore, in general, I might not be applying specifications which were used by Dehejia and Wahba (1999), even though I definitely apply their reported specifications. the propensity score, and stratification with regression adjustment.
While improving overlap using Rules 1 and 2 does not seem, on average, to make much difference, 18 
Robustness checks
To assess the robustness of the very good performance of Oaxaca-Blinder, in this subsection I consider alternative sample and variable selections. First, I continue using the Dehejia and Wahba (1999) version of the NSW data, but change the variable selection, and utilise a specification from a recent paper by Abadie and Imbens (2011). 19 These results are presented in Table A. 2. Second, I use the "early RA" sample from Smith and Todd (2005) , but maintain the variable selection from the previous subsection. These results are presented in Table A. 3. (Table A. 2), biases and variances of the estimators are generally higher. Oaxaca-Blinder continues, however, to perform very well. In terms of RMSE, it is only outperformed by inverse probability weighting, but this difference is not significant. As reported by Smith and Todd (2005) , it is very difficult to replicate the experimental benchmark using their "early RA" sample, and this is evident in Table A.3 where biases and variances are again much higher. Still, Oaxaca-Blinder with no overlap improvement performs best in terms of RMSE among all the estimators, and it also performs very well -especially in terms of RMSE, but also in terms of mean bias -within each class of overlap improvement rules. Many of these differences in RMSEs are again not significant, but Oaxaca-Blinder seems to consistently outperform regression, stratification, and several variants of NN matching. Rules 1 and 3 increase bias and variance of the estimators.
Under the new variable selection

An empirical Monte Carlo study
In this subsection I provide a further robustness check, and present an "empirical Monte Carlo study" which is also based on the NSW data. It is a difficult decision to choose an appropriate design for a simulation study, since it is now widely accepted that traditional ("stylised") Monte 13 and selected interactions. These results are presented in Table 2 . 21 Stratification with regression adjustment (omitted category) performs best in terms of RMSE, and there are only two estimators which do not perform significantly worse: stratification and Oaxaca-Blinder. 22 IPW1 (unnormalised reweighting) and NN matching on covariates with a small number of matches perform particularly badly. On the other hand, matching on covariates is generally better than matching on the propensity score (Model 2); also, if one uses NN matching, then it seems to make sense to choose a larger number of matches, while bias adjustment does not make much difference. Intuitively, RMSEs are larger for small datasets and whenever the ratio of treated to control units is very large (9:1).
Unlike in the previous applications, Rules 1 and 3 improve the finite-sample performance of the estimators. This difference can be interpreted as an effect of the simulation design which restricts treatment effects to be homogeneous. In such a setting it might always be helpful to discard all the individuals which do not have good matches in the other subsample, as the true effect of treatment can still be estimated using the remaining data.
Also, this simulation study does not seem to have uncovered any data features which would determine the relative performance of Oaxaca-Blinder. Its relative performance improves in small datasets, but this effect is not significant. 
Summary and Conclusions
In this paper I use the NSW data to examine the finite-sample performance of the Oaxaca-Blinder decomposition as an estimator of the population average treatment effect on the treated (PATT). I utilise the same sample and variable selections which were used in an influential paper by Dehejia and Wahba (1999) , and conclude that Oaxaca-Blinder performs better, on average, than any of the estimators in this original paper. To assess the robustness of this result, 21 Because of computational burden I exclude kernel matching from simulations with N = 1, 200. This estimator is computationally intensive, as it requires cross-validation of the bandwidth in each replication. Also, I do not report simulation results for regression, since this method has an unfair advantage in a design which implicitly assumes that treatment effects are homogeneous. On average, regression performed best in terms of RMSE, and such a result is clearly not believable in general. 22 Note that neither stratification nor stratification with regression adjustment has been considered by Huber et al. (2013), while Oaxaca-Blinder has been referred to in a different way. 14 I explore alternative variable (Abadie and Imbens 2011) and sample (Smith and Todd 2005) selections, and perform an "empirical Monte Carlo study" (Huber et al. 2013 ) which is also based on the NSW data. I conclude that the very good performance of Oaxaca-Blinder is indeed a robust result which holds in all these cases.
More generally, however, I do not wish to claim that this result will inevitably hold in 
