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Abstract
To a network N(q) with determinant (s; q) depending on a parameter vector q ∈ R
via identification of some of its vertices, a network N̂(q) is assigned. The paper deals with
procedures to find N̂(q), such that its determinant ̂(s; q) admits a factorization in the deter-
minants of appropriate subnetworks, and with the estimation of the deviation of the zeros of
̂ from the zeros of . To solve the estimation problem state space methods are applied.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
We consider determinants, which are generated through weighted undirected
graphs G consisting of the vertices V and the edges E:
V := {1, . . . , n+ 1}, E := {(i1, j1), . . . , (im, jm)} ⊆ V 2.
The weight of every edge (ik, jk) is given by a scalar polynomial. Let w : E →
R[s] be the corresponding weight function, which assigns every edge its polynomial
weight. Then the triple (V ,E,w) =:N is said to be a network. In the case where
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all weights are constants, w is said to be a length function, w(e) the length of the
edge e ∈ E, andN turns out to be a network in the sense of [13]. The networkN is
parametrized via the coefficients of the polynomials pk := w(ik, jk) collected in the
vector q:
q := [qT1 , . . . , qTm]T ∈ R, pk(s) = [1, s, . . . , sdk ]qk, qk ∈ Rdk+1.
For the assignment of a scalar polynomial (s; q) to N(q), a matrix polynomial
P(·; q) ∈ R(n+1)×(n+1)[s] is generated according to
P(s; q) :=A diag(p1(s), . . . , pm(s))AT, (1)
where A ∈ R(n+1)×m denotes the all vertex matrix of N. Now we set
(s; q) := |L(s; q)| := detL(s; q), L(s; q) := P {i}{j}(s; q),
and call  the determinant of N. Here P {i}{j} is obtained by deleting row i and
column j of P . The independence of  on i, j ∈ V up to the signature turns out to
be a consequence of the equicofactor property of P , which is an implication of the
equivalence of all elements of {P {i}{j}|i, j ∈ V }.
The paper focuses on the influence of q ∈ R on the zeros of (·; q) taking into
account the structure of N(q).
In the sequel we denote this zero set by σ((·; q)). The elements of σ((·; q))
are called the finite eigenvalues of L(·; q). We further assume (·; q) ≡ 0 for at
least one q ∈ R. Then L is said to be nonsingular, and it is well known, for ex-
ample see [11, Chapter 8], that the eigenvalues of L determine the dynamics of
the linear differential algebraic equation (DAE) system L(d/dt)v(t) = f (t), where
f is a Cn-valued function of the real variable t . Due to Eq. (1) the coefficients of
L are symmetric matrices. Vice versa, for every matrix polynomial Q ∈ Rn×n[s]
with symmetrical coefficients there exists a matrix polynomial P satisfying (1), such
that Q = P {n+1}{n+1}. Hence, the question for the parameter influence on the finite
eigenvalues of a matrix polynomial with symmetrical coefficients can be transformed
into the corresponding question for the zeros of a network determinant.
In the case where Q is quadratic, and its coefficients are symmetric Z-matrices
with positive main diagonal, the resulting networkN is interpretable as an electrical
circuit, and the network determinant defined as above is really the nodal determinant
in electrical network theory. There is a vast literature on the subject. See, for exam-
ple [3]. In particular, the independence of  on i, j ∈ V reflects the arbitrariness of
defining the zero potential. A large class of electrical circuits admits the description
through DAE systems of the form L(d/dt)v(t) = f (t). Therefore, our results are
convenient to discuss the influence of electrical parameters on the oscillation be-
havior of electrical circuits. With respect to switched-capacitor networks details can
be found in [4], and for general switched networks we refer the reader to [1]. An
excellent source for the theory of Z-matrices can be found in [12, Chapter 2.5].
Our approach to deal with the above stated influence problem consists in the iden-
tification of appropriate vertices of N with the intention to obtain an especially
structured network N̂, the determinant ̂ of which falls into a product ̂1̂2 of
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determinants of certain subnetworks N̂ϑ . Then σ(̂) = σ(̂1) ∪ σ(̂2), and hence
the dependency of σ(̂) on q is given by the according dependencies of σ(̂1) and
σ(̂2), which are much more easier to discuss as for σ(). Because N̂ does not
deviate very strongly from N, it can be expected, that σ(̂) does not deviate very
strongly from σ(). Via linearizations of  and ̂ by the Theorem of Bauer–Fike
[5, Theorem 7.2.2, p. 342] an estimation of this deviation is obtained.
With respect to this program, we examine factorization properties of , which
are provided by the network structure. We say that N is structured, if it is gener-
ated by concatenation of similar or dual networks, or it is symmetric or cyclic. Of
course combinations of such structures are allowed, too. For example, letN be given
according to
N : (κ1)−N1 − (κ2)−N2 − (κ3)−N3 − (κ4)−N4 − (κ1)
(κ2) N5 (κ4)
. (2)
ThenN is structured in our sense, namelyN can be seen as a connection of the sub-
networkN5 with the cyclic network N˜ : (κ1)−N1 − (κ2)−N2 − (κ3)−N3 −
(κ4)−N4 − (κ1). Since N1 and N4 are connected in κ1, it is natural to call N˜
cyclic. A different interpretation of N as structured network is given by the repre-
sentation in the cyclic form
(κ1)−N1 − (κ2)−N6 − (κ4)−N4 − (κ1),
where N6 represents itself a cyclic network: (κ2)−N2 − (κ3)−N3 − (κ4)−
N5 − (κ2).
It turns out, that the determinant  of a structured network can be represented as
a sum of products consisting of determinants generated through its subnetworkNϑ .
Under certain symmetry conditions, such a representation falls into a product, that
means  is factorizable in the desired sense. Then we say thatN possesses a factor-
izable structure. To illustrate the strength of our vertex identification approach, we
apply our results for Darlington networks, that are networks of structure (2), where in
addition some similarity and duality assumptions concerning the subnetworks Nϑ
are made. Such networks play an important role in the realization of desired electrical
voltage relations. For example, in the case where N1 =N3 and N2 =N4, the
network (2) obtains a factorizable structure, namely
 = ̂1(212̂1 + ̂25), (3)
where ϑ denotes the determinant of Nϑ , and ̂ϑ the determinant of a slight modi-
fied appropriate subnetwork of N.
Let the distance  between σ(̂) =: {µ1, . . . , µd} and σ() =: {λ1, . . . , λd} be
defined by  = max{λ, µ}, where
λ = max{mλ1 , . . . , mλd}, mλ! = min{|λ! − µk| : k = 1, . . . ,d},
µ = max{mµ1 , . . . , mµd}, mµ! = min{|µ! − λk| : k = 1, . . . ,d}. (4)
That means for every λ ∈ σ() (µ ∈ σ(̂)) there exists at least one µ ∈ σ(̂) (λ ∈
σ()) with a distance of at most . Then  can be estimated by the Theorem of
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Bauer–Fike via two matrices A and Â, which are the main operators of minimal
state space descriptions of the strictly proper parts of L−1 and L̂−1:
λ  ‖T̂ −1(A− Â)T̂ ‖p, µ  ‖T −1(A− Â)T ‖p.
Here, the matrix T (T̂ ) is chosen to diagonalizeA (Â), and ‖.‖p denotes any p-matrix
norm. As main result we obtain, that by identification of two vertices, the difference
A− Â admits the representation A− Â = UV T, where U and V are appropriately
chosen vectors, and the equation deg = deg ̂ is supposed. Consequently, for the 2-
matrix norm the deviations λ and µ are bounded through products of the Euclidean
lengths of certain vectors, namely
λ  ‖T̂ −1U‖2 ‖T̂ TV ‖2, µ  ‖T −1U‖2 ‖T TV ‖2. (5)
Since U and V explicitly contain the network parameters, the influence of q on
 gets more transparent.
The paper is organized as follows. In Section 2 the network determinant concept is
introduced. Then formulas are provided, which express  through the determinants
of appropriate subnetworks. In Section 3 the results of the previous section are ap-
plied to structured networks. Subsequently the determinants of Darlington networks
are treated. In Section 4 the inequalities (5) are derived. The construction of A and
Â is done via classical realization theory exploiting natural given decomposition
possibilities for the coefficients of the underlying matrix polynomials. The existence
of two vectors U and V with A− Â = UV T is guaranteed as a consequence of the
Sherman–Morrison–Woodbury formula. Combination of this representation result
with the Theorem of Bauer–Fike yields our main result summarized in Theorem 2.
A concluding example illustrates both its feasibility and usefulness.
Throughout this article, we denote by Rn×n[s] the set of all real (n× n) matrix
polynomials, and by Rn×n(s) the set of all real (n× n) rational matrix functions. For
square matrices M , we denote by |M| the determinant of M , and by σ(M) the set
of all its eigenvalues. For two square matrices A and B, we denote by diag(A,B)
the block diagonal matrix generated by A and B. For a set α, we denote by #α the
number of its elements.
2. The determinant of N
Definition 1. Let a network N := (G, w) be given, where G := (V ,E), and
V := {1, . . . , n+ 1}, E := {(i1, j1), . . . , (im, jm)} ⊆ V 2, w : E → R[s].
The all vertex matrix A of G is generated via E according to A := [ei1 − ej1 , . . . ,
eim − ejm ], where ei denotes the ith unit vector of length n+ 1. Depending on the
vertex sets
α := {i1, . . . , ir}, β := {j1, . . . , jr} ⊆ V
the restricted matrix polynomial Pαβ is defined by deleting the rows i1, . . . , ir and
the columns j1, . . . , jr in
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P :=ADAT ∈ R(n+1)×(n+1)[s], D := diag(w(ik, jk))mk=1. (6)
For abbreviation we set αβ := |Pαβ | and Pα := Pαα , α := αα . The determinant
(−1)α+βαβ is said to be a cofactor of order r of P , where α + β =∑rk=1(ik + jk).
If α = V , then let α = 1.
The coefficients of the weight polynomials pk := w(ik, jk) play the role of the
parameters forN and P , where q := [qT1 , . . . , qTm]T ∈ R, pk(s) = [s0, . . . , sdk ]qk ,
qk ∈ Rdk+1.
A matrix polynomial P ∈ R(n+1)×(n+1)[s] is referred to as equicofactor, if all its
first order cofactors are equal [9, Chapter 26], more precisely if for all i, j, k, ! ∈ V
the equation (−1)i+j{i}{j} = (−1)k+!{k}{!} holds true. Two matrix polynomials
P1 and P2 of the same size are called equivalent, P1 ∼ P2, if P1 = U1P2U2 for some
matrix polynomials Uϑ with constant nonzero determinant. To justify the network
determinant concept we need Proposition 1.
Proposition 1. Let P be of the form P =AL DATR ∈ R(n+1)×(n+1)[s], whereAL
and AR are the all vertex matrices of two graphs GL and GR. Then for all i, j, k,
! ∈ V we have P {i}{j} ∼ P {k}{!}, that means in particular P is equicofactor.
Proof. Suppose that a (n+ 1)× (n+ 1)matrixM satisfiesMv = 0, and vTM = 0,
where v = [1, . . . , 1]T. Then M{i}{j} is related to M{n+1} according to M{i}{j} =
UTi M
{n+1}Uj , where
Uj :=
{[e1, . . . , ej−1, ej+1, . . . , en,−e1 − · · · − en], j < n+ 1
In, j = n+ 1 ,
|Uj | = (−1)n+1−j ,
and ek denotes the kth unit vector of length n. Now, we have vT[AL,AR] = 0,
hence P fulfils the assumptions made for M . 
Consequently, the following definition is natural.
Definition 2. The first order cofactor  := |P {1}| is said to be the determinant of
N, and (−1)α+βαβ a cofactor of N of order #α. We set σ(N(q)) = {λ ∈ C :
(λ; q) = 0} for fixed q ∈ R.
Two networks Nϑ are said to be similar, N1 ∼P N2, if for a permutation ma-
trix P the equation P1 = PT P2P is fulfiled, that means one network is generated
by the other only by a new vertex enumeration. N1 and N2 are said to be dual
with respect to α := {i1, i2} and β := {j1, j2}, if for some c ∈ C \ {0} the equation
cα1
β
2 = 12 is satisfied. In the framework of realization theory dual networks
admit the following interpretation, supposed the realization problem is introduced as
follows: for a given rational function h find a network N and a vertex pair α with
h = α/. In the case that P is quadratic, N can be interpreted as an electrical
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circuit and h as the driving point impedance between the terminal pair given by α.
The following equivalence is evident:N1 andN2 are dual with respect to α and β,
if and only if N1 realizes h in α and N2 realizes (hc)−1 in β. For similar networks
the coincidence of all their cofactors can be stated.
Proposition 2. Let N1 ∼P N2 and [π1, . . . , πn+1] = [1, . . . , n+ 1]P. Then for
all α, β, α̂ := {πi1 , . . . , πir }, β̂ := {πj1 , . . . , πjr } ⊆ V we have αβ1 = α̂β̂2 .
Proof. For α := V \ α, and Iα := [ei1 , . . . , eir ] ∈ R(n+1)×r one gets
P
αβ
1 = ITα P1Iβ = ITαPT P2PIβ = ITα̂ P2Iβ̂ = P
α̂β̂
2 . 
In order to express the determinant of N through the determinants of its subnet-
works Nϑ , cofactors of the form αϑ are suitable.
Proposition 3. Suppose that N is generated by identification of the ordered vertex
sets α of N1 and β of N2, and let the identified vertices be denoted by κ!:
N :
(κ1)
| ... |
N1 (κ!) N2
| ... |
(κr)
.
Then for r = 1, the equation  = 12, and for r = 2, the equation  = 1β2 +
α12 holds true.
Proof. Due to Proposition 2 for ! = 1, . . . , r , the equations i! = n1 − r + !, and
j! = ! can be assumed, where nϑ denotes the total vertex number ofNϑ . Then with
respect to (6) the corresponding matrix polynomials P and Pϑ are related to each
other according to
P = diag(P1,On2−r )+ diag(On1−r , P2)
=:
A vvT a + b wT
w B
 , a, b ∈ Rr×r [s],
that means P has the form of a quasi block diagonal matrix consisting of two blocks,
which are overlapping in a (r × r) area. Immediately for r = 1 the equation P {n1} =
diag(A,B) follows, that means |P {n1}| = |P {n1}1 ||P {1}2 |, and with the equicofactor
property of all involved matrix polynomials the statement is proved. To prove it for
r = 2, one develops |P {n1}| into a sum of products, such that every factor depends
only on N1 or only on N2:
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|P {n1}| =
∣∣∣∣A v1vT1 a11
∣∣∣∣ |B| + |A| ∣∣∣∣b11 w1wT1 B
∣∣∣∣ ,
= |P {n1}1 ||P {1,2}2 | + |P {n1−1,n1}1 ||P {2}2 |.
Again with the equicofactor property of P and Pϑ , the proof becomes com-
plete. 
Remark 1. Higher order cofactors α of N admit the interpretation as the deter-
minant of a restricted version of N: if N̂ is generated by identifying all vertices of
α with the artificial vertex i and by deleting all edges (i, j) ∈ α2 arising in the edge
set E of N, then α = ̂. For example, for α = {i1, i2, i3} one obtains
To illustrate the strength of the network determinant concept, we like to represent
the determinant ccvs of a network Nccvs, which one obtains through connection
of a structured network N with a current controlled voltage source (CCVS) in the
vertex quadruple α := {i, j}, β := {k, !}:
N :
(i)
| |
N1 − (k) (!)−N2
| |
(j)
,
Nccvs :
(i)
| | |
N1 − (k)− CCVS −(!)−N2
| | |
(j)
.
A mathematical model of such a circuit is given by
Pext(s)
[
v(s)
i(s)
]
=
[
eη − eµ
0
]
I (s), Pext(s) =
[
P(s) ek − e!
eTi − eTj r
]
. (7)
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Here, P(s) denotes the matrix polynomial generated through N, v(s) the node po-
tentials, i(s) the current flowing through the CCVS from node k to node !, I (s)
the current, which is injected from outside into the node µ, and is extracted from
the node η, and r ∈ R the resistance of the CCVS. By consideration of the last line
of (7), obviously the potential difference vi(s)− vj (s) is equal to the product ri(s).
Now we are able to represent the eigenfrequencies of such a circuit, that are the zeros
of ccvs := |P {1}ext |, as the zeros of a linear combination of the determinant of N and
one of its second order cofactors.
Lemma 1. Let P and Pext be defined as in (6) and (7). Then ccvs = r− d
holds true, where  denotes the determinant of N, and d its second order cofactor
(−1)α+βαβ .
Proof. Using appropriate column and row permutations, α = β = {1, n+ 1} can be
achieved. Then P is of the form P =ALDAR . If one defines for ∗ ∈ {L,R} the all
vertex matrix A∗ according to
A∗ =
[
A∗
oT
e1 − en+1 e1 − en+2 en+1 − en+2
]
∈ R(n+2)×(m+3),
then Pext = Un+2QUTn+2, where Q = ALdiag(D,−1, r − 1, 1)ATR , and Un = In −
e1e
T
n .
Hence, P {κ}ext = Un+2,{κ}QUTn+2,{κ}. Here U{κ} is obtained by deleting row κ in U .
Now, for (κ, ∗) ∈ V \ {1} × {L,R}, the equation Un+2,{κ}A∗ = Un+1A∗,{κ} is evi-
dent, consequently P {κ}ext = Un+1Q{κ}UTn+1, that means P {κ}ext ∼ Q{κ}. AL and AR are
all vertex matrices, therefore Q fulfils the assumption of Proposition 1, and their
application yields Q{κ} ∼ Q{ξ}, what implies P {κ}ext ∼ P {ξ}ext for κ, ξ ∈ V \ {1}. In par-
ticular |P {n+1}ext | = r− |P {1,n+1}| is valid. Finally, for κ = 1 one obtains
|P {1}ext | = det
 P {1} −en+1− eTn+1 r
 = r− |P {1}|eTn+1(P {1})−1en+1
= r− |P {1,n+1}|. 
Now we exploit the structure ofN to express ccvs through appropriate cofactors
of Nϑ . To do this we assume that Nϑ consists of nϑ vertices, that α is formed
through identification of the vertex pair {n1 − 1, n1} of N1 with the vertex pair
{1, 2} of N2, and β coincide with vertex 1 of N1 and vertex n2 of N2:
N :
(n1 − 1, 1)
| |
N1 (1) (n2) N2
| |
(n1, 2)
,
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N1 N2 N
i n1 − 1 1 n1 − 1
j n1 2 n1
k 1 1
! n2 n
. (8)
Obviously, the total vertex number n ofN amounts n1 + n2 − 2. Table (8) shows
the enumeration of i, j, k, ! with respect to N1, N2, and N. If one defines α =
{i, j}, β = {k, j}, and γ = {!, j}, then combination of Proposition 3 and Lemma 1
yields
ccvs =
(
r1 − (−1)n1αβ1
)
α2 +
(
r2 + (−1)n2αγ2
)
α1 . (9)
Proof. Due to our enumeration assumption the matrix polynomials P, Pϑ gen-
erated through N, Nϑ , satisfy P = diag(P1,On2−2)+ diag(On1−2, P2). Accord-
ing to the last column of table (8) the cofactor d arising in Lemma 1 fulfils d =
(−1)n{1,n},{n1−1,n1}. Now, the quasi block diagonal structure of P yields
d = (−1)n
(
{1,n1}{n1−1,n1}1 
{1,n2}{1,2}
2 − {1,n1−1}{n1−1,n1}1 {2,n2}{1,2}2
)
. (10)
In general, the equations
{1,n1−1},{n1−1,n1}1 = (−1)n1{n1−1,n1}1 − {1,n1}{n1−1,n1}1 ,
{1,n2}{1,2}2 = (−1)n2{1,2}2 − {2,n2}{1,2}2 (11)
hold true. Replacement of {1,n1−1},{n1−1,n1}1 and 
{1,n2}{1,2}
2 in (10) through the right
hand sides of (11) yields
d = (−1)n1{1,n1}{n1−1,n1}1 {1,2}2 − (−1)n2{2,n2}{1,2}2 {n1−1,n1}1 .
Finally with Proposition 3 we get ccvs = r1{1,2}2 + r2{n1−1,n1}1 − d , and
therefore (9). 
3. Determinants of structured networks
We say that N possesses a structure, if it is generated by connection of similar
or dual networks or if it is symmetric or cyclic. In the following we show, how such
structural properties of the network lead to corresponding factorization properties
of its determinantal polynomial . For symmetric networks a surprising result is
obtained, namely σ(N) contains elements, which are independent on the parameters
located on the symmetry axis.
Definition 3. Let N be generated by identification of the ordered vertex sets α and
β of two similar networks N1 ∼P N2. Let r = #α, and β̂ = {πj1 , . . . , πjr }, where
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[π1, . . . , πn+1] = [1, . . . , n+ 1]P. If α = β̂, then α is said to be a symmetry axis of
N, and N is said to be symmetric.
Lemma 2. Let N be generated by identification of the ordered vertex sets α and
β of N1 and N2, and suppose that N1 ∼P N2. Then the determinant  of N
admits for r = 1 the representation  = 21, and for r = 2 the representation  =
1(α1 + β̂1 ), where β̂ is defined as above. In the case, that N is generated by
reflection of N1 along its vertex set α, we have  = 2r−11α1 .
Proof. Due to N1 ∼P N2, with respect to Proposition 2, the equations 1 = 2
and β̂1 = β2 hold. Hence,  = 1β2 + α12 = 1(α1 + β2 ) = 1(α1 + β̂1 ).
If N is generated by reflection of N1 along its vertex set α, then α = β̂ and for
r = 2 the last equations imply  = 21α1 , that means for r  2 the second state-
ment is true. To prove it in the general case, the following fact from linear algebra
can be applied: let A ∈ Cs×s , B ∈ Cs×r , C ∈ Cr×r , D ∈ Cr×r . Then
A B
C 2D C
B A
= 2r A B
C D
|A|.
Now, let α = {n− r + 1, . . . , n}, where n denotes the total vertex number of N1.
Then the matrix polynomials P and Q generated through N and N1 admit the
partitions
P =
Qα WWT 2Qα WT
W Qα
 , Q = [Qα W
WT Qα
]
,
α = {1, . . . , n− r}, W = [w1, . . . , wr ].
Using the abbreviation W˜ = [w1, . . . , wr−1] one obtains
|P {n}| =
Qα W˜
W˜T 2Qα∪{n} W˜T
W˜ Qα
= 2r−1 Q
α W˜
W˜T Qα∪{n} |Q
α|
= 2r−1 |Q{n}| |Qα|.
Together with Proposition 1, the second statement follows. 
Remark 2. Since the determinant of a symmetric network N can be factorized
according to  = 2#α−11α1 , the zero set σ(N) can be decomposed as σ(N) =
σ(1) ∪ σ(α1 ). Therefore with respect to Remark 1, the existence of elements in
σ(N), which are independent on the weights distributed on the symmetry axis α,
follows.
Now we consider cyclic networks.
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Definition 4. The network N is said to be cyclic, if it is of the form
(κ1)−N1 − (κ2)−N2 − (κ3)− · · · − (κn)−Nn − (κ1),
where Nϑ represents a network in the sense of Definition 1.
Lemma 3. LetN be cyclic, and κn+1 := κ1. Then=∑ni=1 {κi ,κi+1}i ∏nj=1,j /=i j .
If at least two subnetworks are similar, then N possesses a factorizable structure.
Proof. Since N is cyclic, its determinant admits the representation
 = {κn,κ1}n
n−1∏
i=1
i + ˜n, (12)
where ˜ denotes the determinant of the shortened cyclic network
N˜ : (κ1)−N1 − (κ2)−N2 − (κ3)− · · · − (κn−1)−Nn−1 − (κ1),
and the vertex κn of Nn−1 is identified with the vertex κ1 of N1. Namely, if one
sets
N̂ : N1 − (κ2)−N2 − (κ3)− · · · − (κn−1)−Nn−1,
then N is generated by connection of Nn with N̂ in the vertex pair (κ1, κn) of
N1 and Nn−1, and Proposition 3 implies  = {κ1,κn}n ̂+ ̂{κ1,κn}n. Since N̂ is
generated by single vertex connections of N1, . . . ,Nn−1, its determinant fulfils
̂ =∏n−1i=1 i . With respect to Remark 1 and to the construction of N˜, we have
̂
{κ1,κn} = ˜. By induction starting from (12), the statement of the lemma follows.
Suppose Ni ∼Nj . Then ˜ := i = j arises in every term of the representation
of . Therefore,  is divisible by ˜. 
To illustrate the use of our representation formulas, we apply our results to Dar-
lington networks, which are obtained connecting three networksNϑ in the following
manner
N : (κ1)−N1 − (κ2)−N2 − (κ3)−N1 − (κ4)−N2 − (κ1)
(κ2) N3 (κ4)
. (13)
Obviously,N is a periodic cyclic network with a secant between κ2 and κ4. Note
however that figure (13) does not uniquely defineN. Additionally we have to specify
which vertices of Nϑ are used to generate κξ . To fill this gap, let κξ be formed by
identification of α := {i1, i2}, β := {j1, j2}, γ := {k1, k2} according to the table
N1 N2 N1 N2 N3
κ1 i1 j1
κ2 i2 j1 k1
κ3 j2 i1
κ4 i2 j2 k2
.
136 S. Feldmann et al. / Linear Algebra and its Applications 371 (2003) 125–146
For example, κ4 is formed by identification of i2, j2, k2 of N1, N2, N3. A de-
tailed description of the meaning of Darlington networks can be found in [8, Section
7]. Now, suppose thatN1 andN3 realize the rational functions f and g in α and γ ,
respectively. In the case that N2 realizes g2/f in β, with the preceding results the
equation
 = (12)23(f 2 + g2)(f + g)2f−2 (14)
for the determinant  of N can be derived. Obviously, if g is a constant, then N1
and N2 are dual to each other.
Proof of formula (14). Let Ncycl be defined by the cyclical component of N:
Ncycl : (κ1)−N1 − (κ2)−N2 − (κ3)−N1 − (κ4)−N2 − (κ1).
Then with respect to Proposition 3 the equation
 = cycl{κ2,κ4}3 + {κ2,κ4}cycl 3 (15)
holds true. Corresponding to Lemma 3, the determinant cycl satisfies
cycl = 12
(
{κ1,κ2}1 2 + 1{κ2,κ3}2 + 2{κ3,κ4}1 + 1{κ4,κ1}2
)
.
Replacement of κi according to the identification table yields
cycl = 212˜, ˜ := α12 + 1β2 . (16)
The use of Proposition 3 backwards admits the interpretation of ˜ as the determinant
of
N˜ :
(i1, j1)
| |
N1 N2
| |
(i2, j2)
.
By identification of κ2 with κ4, and referring to Remark 1, the coincidence of
{κ2,κ4}cycl with the determinant ̂ of
N̂ : (κ1)−N1 − (κ2)−N2 − (κ3)
(κ1)−N2 − (κ2)−N1 − (κ3)
is obtained. Obviously, N̂ falls into two networks
(κ1)−N1 − (κ2)
(κ1)−N2 − (κ2),
(κ2)−N2 − (κ3)
(κ2)−N1 − (κ3),
which are connected in the single vertex κ2. Again with Proposition 3 we get
̂ =
(
{κ1,κ2}1 2 + 1{κ1,κ2}2
) (
{κ2,κ3}1 2 + 1{κ2,κ3}2
)
.
Replacement of κi according to the identification table yields
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{κ2,κ4}cycl = ̂ = ˜2. (17)
If one replaces in (15) the quantities cycl and {κ2,κ4}cycl through the right hand sides
of (16) and (17), and {κ2, κ4} according to the identification table through γ , then
one gets
 = 212˜γ3 + ˜23 = ˜(212γ3 + ˜3).
(If one replaces 3 by 5 and defines ̂1 := ˜, ̂2 := γ3 , then formula (3) arising
in the introduction is obtained. With respect to Remark 1, ̂2 can be interpreted as
the determinant of a network.)
Our realization assumption concerning N3 means g = γ3 /3. Therefore,  ad-
mits the factorization
 = ˜(212g + ˜)3. (18)
Our realization assumptions concerning N1 and N2 yields ˜ = 12(f 2 +
g2)f−1, that means
212g + ˜ = 212g + 12(f 2 + g2)f−1 = 12(f + g)2f−1.
If one inserts these equations in (18), finally formula (14) is obtained.
4. Disturbance of σ(N) due to vertex identification
The question arises, what is the distance  between σ(N) and σ(N̂), if N̂ is
generated by identification of two vertices of N, and  is defined through (4). Let
P be the matrix polynomial generated by N. Due to Proposition 1 we know that
P {i} ∼ P {j} for two vertices i and j . Hence we suppress the superscript {∗} and
abbreviate P {∗} by L. Now, if L−1 is represented as L−1 = Q+ R, where
Q ∈ Rn×n[s], R(s)=C(sI − A)−1B ∈ Rn×n(s), A ∈ Rd×d, BT, C ∈Rn×d,
with minimal state space dimension d, then σ(N) = σ(A). The arising matrix triple
 := (A,B,C) is said to be a minimal realization of R. Note, that  is not uniquely
determined by R, but for two different minimal realizations ϑ of R there exists a
regular matrix T with A1 = T −1A2T , B1 = T −1B2, C1 = C2T . For abbreviation
we set
M(N) :=M(L) := {A ∈ Rd×d|∃C,BT ∈ Rn×d : R(s) = C(sId − A)−1B}.
Then all elements ofM(N) are similar. In [2] for arbitrary nonsingular matrix poly-
nomial L an iterative algorithm is provided to compute a representative of M(L).
Now let A ∈M(N) and Â ∈M(N̂) be of the same size. Then the deviations λ
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and µ defined by (4) can be estimated by the Theorem of Bauer–Fike [5, Theorem
7.2.2, p. 342].
Theorem 1 [Bauer–Fike]. If µ is an eigenvalue of Â and A = T diag(λk)dk=1T −1,
then
min{|µ− λk| | k = 1, . . . ,d}  ‖T −1(A− Â)T ‖p,
where ‖ · ‖p denotes any of the p-norms.
Corollary 1. The deviations λ and µ satisfy the inequalities λ  ‖T̂ −1(A− Â)
T̂ ‖p, and µ  ‖T −1(A− Â)T ‖p, where A = T diag(λk)dk=1T −1, and Â = T̂ diag
(µk)
d
k=1T̂ −1.
Proposition 3 gives a hint, which vertices of N are convenient for identification
to get a network N̂ with factorizable structure. In the next lemma the identification
process is realized by border crossing.
Lemma 4. Let N be of the form
N(δ) :
(i1, i2)
| | |
N1 pδ N2
| | |
(j1, j2)
, δ ∈ R, p ∈ R[s],
and N̂ϑ be generated from Nϑ by identification of iϑ with jϑ generating the ar-
tificial vertex i. Then limδ→∞ σ(N(δ)) = σ(N̂1) ∪ σ(N̂2) ∪ σ(p). In addition, if
one sets
N̂ :
N̂1 − (i)− N̂2
|
p − (j)
,
where j denotes a new vertex, then limδ→∞ σ(N(δ)) = σ(N̂).
Proof. Application of Proposition 3 yields  = ˜+ ˜{κ1,κ2}pδ, where ˜ denotes
the determinant of
N˜ :
(κ1)
| |
N1 N2
| |
(κ2)
, κ1 = (i1, i2), κ2 = (j1, j2).
Corresponding to Remark 1, ˜{κ1,κ2} coincides with the determinant of N̂1 −
(i)− N̂2. Again with Proposition 3 we get ˜{κ1,κ2} = ̂1̂2, and hence = (˜δ−1 +
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̂1̂2p)δ, that means the first statement holds true. The use of Proposition 3 back-
wards, yields the interpretation of ̂1̂2p as the determinant of N̂. 
To get an upper bound for the distance  between σ(N) and σ(N̂), now A ∈
M(N) is constructed exploiting the all vertex matrixA of the underlying graphG of
N. An element Â ofM(N̂) is obtained by border crossing within A. To do this, we
introduce the rank defect numbers of a matrix polynomial Q(s) =:∑ν!=0 Q!sν−! ∈
Rn×n[s] according to
r0 = rank Q0, r! = rank [Q0, . . . ,Q!] − rank [Q0, . . . ,Q!−1], ! = 1, . . . , ν.
In particular, for nonsingular Q, the equation r0 + · · · + rν = n holds true.
Since the matrix polynomial L(s) =:∑ν!=0 L!sν−! is generated through the re-
striction of a matrix polynomial of the form P =ADAT, its coefficients admit
factorizations of the form
L! =A! diag(qˆ!)AT! , A! = [v!1, . . . , v!m! ], q = [qˆ0, . . . , qˆν]T ∈ R,
where A! represents an appropriate section of the restricted all vertex matrix A{∗}.
Due to the definition of r!, via appropriate column permutations the rank equations
rank [A0, . . . ,A!] = rank [v01, . . . , v0r0 | · · · |v!1, . . . , v!r! ], ! = 0, . . . , ν,
can be achieved. The (n× n) matrix Aext := [v01, . . . , v0r0 | · · · |vν1 , . . . , vνrν ] is said
to be a canonical extension of A0. In particular, |L| ≡ 0 implies |Aext| /= 0.
In order to construct A ∈M(N), we need the concept of a column reduced
matrix polynomial Q, and its Schur complement Sr(Q), which is defined as usual
for r = 0 by S0(Q) = Q, and for r > 0, and |Q22| ≡ 0, where Q = [Qij ]2ij=1 ∈
Rn×n[s], Q22 ∈ Rr×r [s], by the rational matrix function Sr(Q) = Q11 −Q12
Q−122 Q21 ∈ R(n−r)×(n−r)(s).
Definition 5. Let the nonsingular matrix polynomial Q ∈ Rn×n[s] be represented
in the form Q(s) = Qhc diag(sk1 , . . . , skn)+ [v1(s), . . . , vn(s)], Qhc ∈ Rn×n, vi ∈
Rn[s], deg vi(s) < ki . Then the integers ki are said to be the column degrees, andQhc
the highest column degree coefficient matrix of Q. The matrix polynomial Q is said
to be column reduced if |Qhc| = 0. Since |Q(s)| = |Qhc|sd + · · · + |Q(0)|, d :=
k1 + · · · + kn, Q is column reduced if and only if deg |Q| = d. To our knowledge
the first introduction of this concept is due to Wedderburn, [10, Chapter 4].
Proposition 4. Let L(s) =∑ν!=0A! diag(qˆ!)AT! sν−! ∈ Rn×n[s], q = [qˆT0 , . . . ,
qˆTν ]T ∈ R, be generated through a network N, and Aext be a canonical extension
of A0. Then for almost every q the matrix polynomial P˜ :=A−1extLA−Text is column
reduced, its Schur complement Pˇ := Srν (P˜ ) exists, and turns out to be a column
reduced matrix polynomial as well.
Proof. Since Aext is constructed by appropriate chosen columns of the restricted
all vertex matrix A{∗}, the matrix polynomial L admits the representation
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L =Aextdiag(p01, . . . , p0r0 , . . . , pν1 , . . . , pνrν )AText + · · · ,
where degp!k = ν − !, p!k ∈ w(E) ⊂ R[s], and r0, . . . , rν are the rank defect num-
bers of L. Hence, the inequality
∑ν
!=1 !rν−!  deg |L| = deg |P˜ | is obtained for
almost every coefficient vector q. Due to the construction of Aext we have
P˜ (s)= diag(P0,On−r0)sν + diag(P1,On−r0−r1)sν−1 + · · ·
+ diag(Pν−1,Orν )s +Pν, (19)
for appropriately chosen matrices P! ∈ R(r0+···+r!)×(r0+···+r!), that means the col-
umn degrees ki of P˜ satisfy
[k1, . . . , kn] = [ν, . . . , ν︸ ︷︷ ︸
r0
, ν − 1, . . . , ν − 1︸ ︷︷ ︸
r1
, . . . , 1, . . . , 1︸ ︷︷ ︸
rν−1
, 0, . . . , 0︸ ︷︷ ︸
rν
].
Therefore, deg |P˜ |  d = k1 + · · · + kη =∑ν!=1 !rν−!, where η = n− rν . Com-
bination with the first inequality yields deg |P˜ | = d, that means P˜ is column reduced
for almost every q.
In order to prove the existence of the Schur complement Pˇ , we consider the tri-
angular block structure of P˜hc:
P˜hc =

P00 P01 . . . P0ν
P11 . . . P1ν
.
.
.
...
O Pνν
 , P!! ∈ Rr!×r! .
Since P˜ is column reduced, P˜hc is regular, that means the regularity of all main
diagonal blocks P!!. Since the right lower (rν × rν) corner of P˜ coincides with Pνν ,
the existence of Pˇ is proved. Explicitly, from (19) we get
Pˇ (s)= diag(P0,On−r0−rν )sν + diag(P1,On−r0−r1−rν )sν−1 + · · ·
+Pν−1s + Srν (Pν).
Therefore, Pˇ ∈ Rη×η[s], and immediately the coincidence of its column degrees
with the positive column degrees of P˜ follows. Finally, with |P˜ | = |Pνν ||Pˇ | the col-
umn reducedness of Pˇ is obtained. 
Now, all quantities are available to construct A ∈M(N):
1. Let Pˇ ∈ Rη×η[s] be defined as in Proposition 4, and the vector polynomials Vk by
its columns: Pˇ =: [V1, . . . , Vη], V!(s) =: V k!! sk! + · · · + V 1! s + V 0! , V i! ∈ Rη,
V
k!
! /= 0.
2. Let the matrices , , J , and  be defined by
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 = Pˇ−1hc ∈ Rη×η,  = [V k1−11 , . . . , V 01 | · · · |V
kη−1
η , . . . , V
0
η ] ∈ Rη×d,
J = diag(Jk1 , . . . , Jkη ) ∈ Rd×d,  = diag(ek1 , . . . , ekη ) ∈ Rd×η,
(20)
where d = k1 + · · · + kη, Jk =

0
1 0
.
.
.
.
.
.
1 0
 ∈ Rk×k , ek =

1
0
...
0
 ∈ Rk .
3. Let A be defined by A := J − ∈ Rd×d.
Then A ∈M(N).
This construction receipt is an adapted version of the general receipt to obtain a
minimal state space description of a rational matrix function. A detailed description
can be found in [7, Section 6.4].
In order to find vectors U,V ∈ Rd for (A, Â) ∈M(N)×M(N̂), such that Â−
A = UV T, we return to the representation of L in the form
L(s; q) =
ν∑
!=0
A! diag (qˆ!)AT! s
ν−!, q = [qˆT0 , . . . , qˆTν ]T ∈ R.
Consequently, a disturbance δ of an arbitrary component of q can be represented
according to
L(s; q + eκδ) = L(s; q)+ v(δsk)vT, v ∈ Rn.
Here, eκ denotes the κth unit vector of length . That means such a disturbance
can be described simply through the addition of a rank 1 matrix. Now it turns out
that this option stays valid, if one passes over from L ∈ Rn×n[s] to A ∈M(N).
The proof is essentially based on the Sherman–Morrison–Woodbury formula [5, p.
51]: Let A ∈ Cd×d, U, V ∈ Cd×r , and suppose the existence of A−1 and H := (Ir +
V T A−1U)−1. Then A+ UV T is invertible and satisfies
(A+ UV T)−1 = A−1 − A−1UHV T A−1.
Proposition 5. Let L be generated through a network N, and rν be its last rank
defect number. Then with respect to every parameter qκ of L there exists a canonical
extension Aext of A0, such that for almost every q ∈ R the Schur complement
Pˇ := Srν (A−1extLA−Text ), exists and satisfies
Pˇ (s; q + eκδ) = Pˇ (s; q)+ u(q)h(q, δ)sku(q)T, u(q) ∈ Rη,
where h is of the form h(q, δ) =
{
δ/(1 + c1(q)δ), k = 0,
δ, k > 0.
Proof. Because L is generated through a network, the disturbance of an parameter
qκ can be described by L(s; q + eκδ) = L(s; q)+ v(δsk)vT. If the power k of s is
positive, then for all canonical extensions Aext of A0 we have
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P˜ (s; q + eκδ) :=A−1extL(s; q + eκδ)A−Text
=
[
P11(s; q)+ uδskuT P12(q)
P21(q) P22(q)
]
,
[
u
0
]
:=A−1extv,
where u ∈ Rη×η. With respect to Proposition 4 we know that P˜ is column reduced
for almost every q, that means in particular P22(q) is invertible for almost every q,
and hence
Pˇ (s; q + eκδ)= P11(s; q)+ P12(q)P22(q)−1P21(q)+ uδskuT
= Pˇ (s; q)+ uδskuT.
Now, for k = 0 we have to distinguish between two cases: either v is a linear
combination of the first η columns of Aext, or v can be used to generate the last rν
columns of a canonical extension Aext of A0. In the first case one can argue as in
in the case k > 0. For the second case we assume that v arises as one of the last rν
columns of Aext. Then we have
P˜ (s; q + eκδ) =
[
P11(s; q) P12(q)
P21(q) P22(q)+ ej δeTj
]
.
With the Sherman–Morrison–Woodbury formula one obtains
Pˇ (s; q + eκδ)= P11(s; q)− P12(q)(P22(q)+ ej δeTj )−1P21(q)
= Pˇ (s; q)+ u(q)h(q, δ)u(q)T,
where u := P12P−122 ej , h := δ/(1 + c1δ), and c1 := eTj P−122 ej . 
Moreover, the statement of Proposition 5 transfers to an analog statement for A ∈
M(N).
Proposition 6. Let A ∈M(N). Then A(q + eκδ) = A(q)+ U(q)H(q, δ)V (q)T.
Here U,V ∈ Rd, and H is of the form H = h/(1 + c2h), where h is defined as in
Proposition 5.
Proof. Let L be generated through N, and Aext be a canonical extension of A0,
such that Proposition 5 can be applied, and let via the Schur complement Pˇ the
matrices , , J ,  be constructed as in (20). Then Proposition 5 provides the
representations
(q + eκδ)−1 = (q)−1 + u(q)h(q, δ)v(q)T,
(q + eκδ) = (q)+ u(q)h(q, δ)w(q)T.
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Suppose that c2h = −1, where c2(q) = v(q)T(q)u(q), and set H = h/(1 +
c2h). Then with the Sherman–Morrison–Woodbury formula one obtains
(q + eκδ) = (q)− (q)u(q)H(q, δ)v(q)T(q).
Due to the similarity of all elements of M(N), A = J − can be assumed.
Consequently, omitting the arguments q and δ, one obtains
A(q + eκδ)= J −(q + eκδ)(q + eκδ)
= J −(− uHvT)(+ uhwT)
= A−u((1 −Hc2)hwT −HvT).
The definition of H yields (1 −Hc2)h = H , what implies
A(q + eκδ) = A(q)+(q)u(q)H(q, δ)(v(q)T(q)(q)− w(q)T).
Hence, setting U(q) := (q)u(q), and V (q) := (q)T(q)Tv(q)− w(q), the
representation formula is proved. 
Corollary 2. Â(q) := limδ→∞A(q+eκδ) exists if and only ifH := limδ→∞H(·, δ)
exists. LetN and N̂ be as in Lemma 4, and suppose the existence of Â. If #σ(Â) =
d, then Â ∈M(N̂).
Combination of the Theorem of Bauer–Fike with Lemma 4, Proposition 6, and
Corollary 2 yields our main result.
Theorem 2 [Main Theorem]. Let N and N̂ϑ be as in Lemma 4 with p(s) = sk,
σ (N) = {λ1, . . . , λd}, and µ ∈ σ(N̂1) ∪ σ(N̂2) ∪ {0}. Let A ∈M(N), and sup-
pose the existence of the limit H. If A = T diag(λk)dk=1 T −1, and U,V are defined
as in the proof of Proposition 6, then
min{|λ1 − µ|, . . . , |λd − µ|}  ‖T −1U‖2 |H| ‖T TV ‖2.
Proof. By construction we have σ(A(q + eκδ)) = σ((·; q + eκδ)). Hence, with
respect to Lemma 4 the equation σ(Â) = σ(̂1) ∪ σ(̂2) ∪ {0} follows. Ifµ ∈ σ(Â),
then with Theorem 1 one obtains min{|λ1 − µ|, . . . , |λd − µ|}  ‖T −1(Â− A)T ‖2,
where T diagonalizesA. Because of Proposition 6 and Corollary 2 we have Â− A =
UHV T. Finally, since ‖M‖2 coincides with the maximal singular value of the matrix
M , the estimation holds true. 
Coming to the end, we like to illustrate Theorem 2 by an example. Let the network
N be given by
N : (κ1)− p1 − (κ2)− p2 − (κ3)− p3 − (κ4)− p2 − (κ1)
(κ2) p4δ (κ4)
,
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with the edge weights p1(s) = s2 − q1, p2(s) = s − q2, p3(s) = s2 − q3, p4(s) =
s, and the parameter vector q = [qˆT, δ]T, qˆ = [q1, q2, q3]T. Definition 1 yields
P =ADAT, D = diag(p1, p2, p3, p2, p4),
A= [e1 − e2, e2 − e3, e3 − e4, e1 − e4, e2 − e4],
and for the determinant of N the scalar polynomial
(s; q)= (δ + 2)s5 + 2(δ + 1 − q2)s4 + (δ(1 − q3 − q1 − 2q2)
− 2(2q2 + q1 + q3))s3 + (2(q1q2 + q2q3 + q22 )− q1 − q3
− δ(q3 + 2q2 + q1))s2 + (δ(q1q2 + q1q3 + q22 + q2q3)
+ 2(q1q3 + q1q2 + q2q3))s − q22q3 − q1q22 − 2q1q2q3.
According to Definition 2 we have σ(N) = σ(). Obviously it is quite difficult
to exploit this representation of  for further investigations of the influence of q
on σ(N). Regarding the structure of N this influence can be discussed using the
adjoined networks
N0 :
(κ1) −p1− (κ2)
| |
p2 p2
| |
(κ4) −p3− (κ3)
N∞ :
(κ1)− (p1 + p2)− (i)− (p2 + p3)− (κ3)
|
p4
|
(j)
Here, N0 corresponds with δ = 0, and N∞ with δ = ∞. The construction receipt
after the proof of Proposition 4 makes A ∈M(N) available:
A= 1
2

−1 2q1 + q2 0 −1 q2
2 0 0 0 0
−1 q2 2q2 −1 q2
−1 q2 0 −1 q2 + 2q3
0 0 0 1 0

+

−1
0
1
1
0
 δ4 + 2δ︸ ︷︷ ︸
H(δ)
[1,−q2,−2q2,−1,−q2].
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Because of the minimality of A, for all q ∈ R4, excepted the case δ = −2, the
equation σ(N) = σ(A) holds true. Due to the existence of H = limδ→∞H(δ) =
1/2, the matrix Â(qˆ) := A([qˆ,∞]) exists. From Lemmas 3 and 4 we know, that
σ(N0) = σ(A([qˆ, 0])) = σ(p1p2p3 + p1p2p2 + p1p3p2 + p2p3p2),
σ (N∞) = σ(Â(qˆ)) = σ(p1 + p2) ∪ σ(p2 + p3) ∪ σ(p4).
The dependency of σ(N∞) on qˆ can be described easily, namely
σ(p1 + p2) =
{(
−1 ±√1 + 4(q1 + q2)) /2} ,
σ (p2 + p3) =
{(
−1 ±√1 + 4(q2 + q3)) /2} .
To get a control over σ(N0), we observe that σ(N0) = σ(p2) ∪ σ(pˆ), where
pˆ(s; qˆ)= 2p1(s)p3(s)+ (p1(s)+ p3(s))p2(s)
= 2(s4 + s3)− 2(q1 + q2 + q3)s2 − (q1 + q3)s
+ (q1 + q3)q2 + 2q1q3.
Simple calculation shows that
2((s + 1/4)2 − q1)((s + 1/4)2 − q3)= 2(s4 + s3)− 2 (q1 − 3/8 + q3) s2
− (q1 + q3 − 1/8)s + 1/128
− (q1 + q3)q2 + 2q1q3.
Comparison of the coefficients yields σ(pˆ) ≈ {−1/4 ±√q1} ∪ {−1/4 ±√q3},
supposed |q2|  |q1|, |q3|. Summing up, the approximations
σ(N0(qˆ)) ≈ {q2} ∪
{−1/4 ±√q1} ∪ {−1/4 ±√q3} ,
σ (N∞(qˆ)) ≈ { 0 } ∪
{−1/2 ±√q1} ∪ {−1/2 ±√q3}
can be stated. The right hand side defines the five intervals [q2, 0], and
[−1/2 +√q1,−1/4 +√q1 ], [−1/2 −√q1,−1/4 −√q1 ],
[−1/2 +√q3,−1/4 +√q3 ], [−1/2 −√q3,−1/4 −√q3 ].
Consequently it is to expect, that by the made assumption |q2|  |q1|, |q3|, and by
variation of δ in [0,∞], the five zeros of N are moving close to these five intervals.
Concretely, for q1 = −100, q2 = −4, q3 = −200, and δk = k/10, k = 1, . . . , 1000,
the following figure visualizes the error estimates obtained by Theorem 2 for the
deviation of σ(N0) and σ(N∞) from σ(N):
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The solid (dotted) line represents the estimate for the deviation ofσ(N0) (σ(N∞))
from σ(N).
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