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En el presente proyecto de investigación se desarrolló un sistema inteligente de 
reconocimiento de lenguaje de señas peruano, tuvo como objetivo general disminuir la 
barrera de comunicación existente entre los estudiantes con deficiencia auditiva del 
colegio bautista para sordos Harvest de Chiclayo y un oyente. El sistema fue 
desarrollado para escritorio y codificado en el lenguaje de programación Python, 
asimismo se hizo uso de disciplinas científicas como son la visión artificial para el 
procesamiento de la imagen y adquisición del segmento de las manos mediante la 
técnica de espacios de color HSV, como también de la inteligencia artificial y redes 
neuronales convolucionales para la construcción del modelo y posterior predicción de la 
seña. El tipo de investigación que se siguió fue aplicada y experimental. Además, se 
obtuvieron los siguientes resultados: sin el sistema traductor, una persona oyente tarda 
en comprender a un estudiante con deficiencia auditiva 1.85 minutos y con el sistema 
propuesto se demora en comprender 0.57 minutos, obteniendo una diferencia de 1.28 
min. Respecto al número de señas interpretadas correctamente, sin el sistema son de 
2.5 señas, y con el sistema alcanza un valor de 7.65 señas evidenciando así una mejora, 
finalmente, el modelo obtuvo una precisión del 95%. Se concluyó que con la 
implementación del sistema se logró disminuir la barrera de comunicación existente 
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In this research project an intelligent system of Peruvian sign language recognition was 
developed, with the general objective of reducing the communication barrier between 
students with hearing impairment of the Baptist school for the deaf Harvest de Chiclayo 
and a listener. The system was developed for desktop and encoded in the Python 
programming language, specifically it was made use of scientific disciplines such as 
artificial vision for image processing and the acquisition of the segment of the hands 
through the technique of HSV color spaces, such as Also of artificial intelligence and 
convolutional neural networks for the construction of the model and subsequent 
prediction of the signal. The type of research that was followed was applied and 
experimental. In addition, the following results were obtained: without the translator 
system, a hearing person takes a long time to understand a student with a hearing 
impairment 1.85 minutes and with the proposed system it takes to understand 0.57 
minutes, obtaining a difference of 1.28 min, with respect to the number  of signs 
interpreted correctly, without the system they are 2.5 signs, and with the system it 
reaches a value of 7.65 signs thus showing an improvement, finally, the model obtained 
an accuracy of 95%. It was concluded that with the implementation of the system the 
existing communication barrier between a hearing impaired student of the Baptist school 
for the deaf Harvest and a listener was reduced. 
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La mayor parte de los avances tecnológicos, culturales, y sociales del 
desarrollo humano han favorecido y aún favorecen a los que pueden oír, 
considerando a las personas con deficiencia auditiva como un grupo lingüístico 
minoritario, permaneciendo ignoradas en sus reales necesidades y dificultades. 
 
 
(Franciso A., 1999) Se muestran cuatro aspectos que se ven afectados durante 
el ciclo de vida de una persona con deficiencia auditiva. En primer lugar, afecta 
en relaciones familiares, amigos, vecinos, entre otros, ya que al relacionarse con 
otras personas oyentes es necesaria la presencia de un intérprete de lengua de 
señas, no obstante, en ocasiones la traducción es muy simplificada, con la 
consiguiente pérdida de información, ocasionando en las personas sordas 
sentimientos de frustración. 
 
 
También se presentan en el aspecto educativo, los problemas de comunicación 
repercuten en el aprendizaje, la educación que reciben las personas sordas en 
el Perú es muy limitada, considerando que solo existe un colegio con profesores 
en lengua de señas y un Centro de Educación Básica Alternativa (Fuente: 
Asociación de intérpretes y guías intérpretes de lengua de señas del Perú) así 
como la inexistencia de Instituciones Especiales de Educación Superior. 
 
 
Además, en el ámbito laboral las barreras de comunicación tienen como 
consecuencia que las personas con deficiencia auditiva pierden información 
necesaria para el desarrollo de sus actividades. 
 
 
Y por último en medios de comunicación, pues gran parte de la información 
transmitida en estos medios son auditivos, llegando a la conclusión que la 
información que reciben las personas sordas es mínima. 
 
 
Según el censo 2017 del Instituto Nacional de Estadística e Informática (INEI), 
existen en el país 3 millones 51 mil 612 personas que padecen de alguna 
discapacidad y representan el 10,4% del total de la población del país, de las 
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cuales el 7,6% (232 mil 176) padecen problemas para oír, y el 3,1% (93 mil 
presentan dificultad para hablar o comunicarse. 
 
 
Las mayores dificultades a las que se enfrentan las personas sordomudas se 
presentan a la hora de relacionarse con su entorno en la medida en que no se 
comparte el mismo código lingüístico, considerando esto como una barrera que 
imposibilita o limita la obtención de información y autonomía. 
 
 
1.2 Formulación del problema 
 
 
¿Cómo disminuir la barrera de comunicación existente entre un 
estudiante con deficiencia auditiva de la Institución Educativa Bautista para 






La implantación del sistema inteligente de reconocimiento de lenguaje de 
señas peruano disminuirá la barrera de comunicación existente entre un 
estudiante con deficiencia auditiva de la Institución Educativa Bautista para 
sordos Harvest, y un oyente. 
 
 




Las personas con deficiencia auditiva, como respuesta a la necesidad de 
relacionarse con su entorno, aprenden a comunicarse a través de la lengua de 
señas, que se basa principalmente en movimientos y expresiones de las manos, 
el rostro, y el cuerpo. 
 
 
Es conveniente enfatizar que no existe una lengua de señas universal, en 
nuestro país existe la Lengua de Señas Peruana (LSP), la cual posee su propio 
léxico, estructura lingüística, características regionales, y además de propios 




Para que pueda existir una comunicación exitosa entre una persona con 
deficiencia auditiva y un oyente, que desconozca la lengua de signos, es 
necesario la presencia de un intérprete, lo que genera serias limitaciones para 
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acceder a diferentes servicios públicos o privados, como un hospital o una 
entidad financiera que no cuenta con el servicio gratuito y progresivo de 
intérprete para sordos cuando éstos lo requieran, a pesar de que lo establece el 




Teniendo en cuenta este factor desfavorable, se propone implementar un 
sistema inteligente de reconocimiento de lenguaje de señas peruano, con el fin 
de disminuir la barrera de comunicación existente, así como contribuir a mejorar 
las relaciones interpersonales entre una persona con discapacidad auditiva y un 
oyente, el cual permitirá su inclusión en diferentes sectores como el educativo, 
social y laboral. 
 
1.5 Limitaciones de la investigación 
 
 
El desarrollo de la investigación está enmarcado en las siguientes limitaciones: 
 
 
a. El ambiente en el cual se utilizará el sistema debe contar con la suficiente 
iluminación, caso contrario la predicción podría ser errónea. 
 
 
b. El número de señas reconocidas es de 8, esto está condicionado por la 
Unidad de Procesamientos de gráficos (GPU) en la que se entrenó el modelo. 
 




1.6.1 Objetivo general 
 
Desarrollar un sistema inteligente traductor de lenguaje de señas peruano 
para disminuir la barrera de comunicación existente entre un estudiante con 
deficiencia auditiva de la Institución Educativa Bautista para sordos Harvest, y 
un oyente. 
 
1.6.2 Objetivos específicos 
 
- Análisis de la comunicación actual en estudiantes de la Institución Educativa 
Bautista para sordos Harvest que usan el lenguaje de señas peruano. 
 
 
- Evaluación  y  elección  de  las  herramientas  para  el  desarrollo  del  sistema 
inteligente. 
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- Evaluar el uso del sistema inteligente en la institución educativa. 
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La visión artificial o visión por computador surge en la década de los 60 
con la idea básica de conectar una cámara a un computador; esto implicó la 
captura de imágenes a través de una cámara para adquirir, procesar y 
analizar sus características con el fin de obtener información que pueda ser 
interpretado por una computadora. 
 
 
Un resultado muy importante que marcó el inicio de la visión artificial, fue un 
trabajo de Larry Roberts, el creador de ARPAnet. En 1961 creo un programa, el 
"mundo de microbloques”, en el que un robot podía “ver” una estructura de 
bloques sobre una mesa, analizar su contenido y reproducirla desde otra 
perspectiva, demostrando así que esa información visual que había sido 
mandada al ordenador por una cámara había sido procesada adecuadamente 
por él. 
 
En los últimos años se han desarrollado diferentes proyectos basados en visión 
artificial cuya finalidad es traducir en texto o voz, el lenguaje de señas, con el 
objetivo común de permitir que personas con deficiencia auditiva puedan 
comunicarse con personas que no comparten su mismo código lingüístico. 
 
 
(Chiguano Rodríguez, Moreno Díaz, & Corrales Paucar, 2011) En el año 2011 
en la Facultad de Ingeniería Eléctrica y Electrónica de la Escuela Politécnica 
Nacional de Ecuador se diseñó e implementó un sistema traductor mediante 
visión artificial en un ambiente controlado, el sistema adquiere la imagen de una 
cámara web que es analizada por un algoritmo de procesamiento digital de 
imágenes para extraer las características y realizar la traducción. El programa 
fue desarrollado en LabView incluyendo sus herramientas de visión artificial. En 
el procesamiento digital de imágenes se aplicaron algunos filtros y operaciones 
morfológicas para resaltar las características de la imagen y eliminar información 
innecesaria como ruido. También se eliminaron objetos extraños en la imagen 
mediante un recortado del área de interés. Con la ayuda del Vision Assistant de 
LabView se elaboraron las bases de datos, para llevar a cabo la comparación 
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con la imagen recortada y de esta manera asignar la letra correspondiente a 
cada imagen. 
 
(Valencia Sierra & Villa Brochero, 2014) Además, Valeria V. & Betsy V., de la 
Universidad Autónoma del Caribe, implementaron un sistema de reconocimiento 
de gestos no móviles mediante el entorno de Matlab, por medio del cual se 
visualiza la imagen de la letra adquirida, junto con la traducción en el lenguaje 
de señas colombiano. Este sistema se desarrolló para reconocer las 20 letras no 
móviles del lenguaje de señas colombiano, obteniendo un promedio de error del 
23% concluyendo así que dicha aplicación resultó ser eficaz para la traducción 
de letras adquiridas con la mano derecha utilizando un guante quirúrgico, como 
método de parametrización de las imágenes de entrada capturadas. 
 
(Parra Plaza, 2014) Asimismo, Jaime P. del Grupo de Investigación en Ciencias 
con Aplicaciones Tecnológicas (GI-CAT), de la Universidad Antonio José 
Camacho, presentó una herramienta computacional basada en procesamiento 
de imágenes para asistir a las personas que presentan deficiencia auditiva. La 
herramienta está en capacidad de capturar una secuencia de imágenes que 
corresponde a los gestos que el usuario hace con sus manos para realizar alguno 
de los signos empleados para la comunicación no verbal. La herramienta somete 
esta información a una serie de etapas de procesamiento con miras a identificar 
apropiadamente de qué gesto se trata y a emitir su equivalente textual. Para las 
pruebas de reconocimiento se emplearon los gestos para las primeras seis letras 
del alfabeto. En un primer conjunto de pruebas se emplearon 50 imágenes de 
entrenamiento, pero se observó cómo se generaba ambigüedad en la 
identificación de varios de los signos. Se incrementó la cantidad de imágenes en 
pasos de diez y se observó cómo a partir de 100 imágenes la identificación ya 
no presenta ambigüedades. 
 
 
(González Riveros & Yimes Inostroza, 2016) También, en el 2016 Carlos G. & 
Francisco J., desarrollaron un sistema de reconocimiento gestual de lengua de 
señas chilena mediante cámara digital. Los algoritmos utilizados corresponden 
a la librería OpenCV, tanto los algoritmos de pre procesamiento, detección, 
reconocimiento y entrenamiento. El principal problema de reconocimiento con 
cámara digital se presentó en el fondo irregular de la imagen. La solución al 
problema fue detectar el fondo antes de enfocar la mano, así al detectar la mano, 
se calculó la diferencia entre el fondo y el fondo con la mano, dando como 
17  
resultado la mano sin fondo. Se evaluaron tres casos de estudio, en primer lugar, 
en un ambiente controlado, donde los resultados fueron acertados en su 
totalidad, en segundo lugar, un ambiente no controlado y por último un ambiente 
bajo luz artificial, en ambos los resultados no fueron los esperados, por sobre 
todo en el ambiente no controlado en donde se provocó la gran parte de los 
falsos positivos, además tras la realización de todas las pruebas fue necesario 
por lo menos entrenar más de 30 veces el mismo gesto. 
 
 
Las investigaciones desarrolladas ya antes mencionadas se enfocan en la 
traducción de signos que puedan ser interpretados con una sola mano, como 
son letras y números, siendo de poca utilidad para transmitir mensajes complejos 
que requieren un mejor análisis, como la posición de ambas manos para su 
traducción, es por ello que mediante el presente proyecto de investigación en 
base a conocimientos de visión artificial y redes neuronales convolucionales, se 
diseñará un sistema que reconozca el lenguaje de señas peruano basado en la 
posición de ambas manos, el cual pretende mejorar la comunicación entre una 
persona con deficiencia auditiva y un oyente. 
 




2.2.1 Lengua de señas 
 
 
La lengua de señas es el medio de comunicación natural de las personas 
con discapacidad oral o auditiva, el cual en base a expresiones y movimientos 
principalmente de las extremidades superiores, les permite comunicarse con 
otras personas y entre ellos. 
 
 
Las personas con deficiencia auditiva nacen con la total capacidad para 
desarrollar el lenguaje. Sin embargo, su limitación auditiva impide que puedan 
aprender el idioma o lengua oral que se habla en su entorno. 
 
 
(Valenzuela, 2016) Al igual que en los idiomas orales, las lenguas de señas 
también presentan diferencias. Esto debido a la influencia de unos países sobre 
otros o a las características propias de cada región, así por ejemplo existe una 
lengua de señas colombiana (LSC), una lengua de señas argentina (LSA), una 
lengua de señas peruana (LSP), o una lengua de señas americana (ASL). 
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2.2.2 Imágenes digitales 
 
 
(Ordoñez Santiago, 2005) Por la forma de manejar los datos en un 
archivo de imagen, se puede hablar de dos modos principales para manipular la 
información que integra una imagen digital. 
 
2.2.2.1 Imágenes de mapas de bits 
 
 
Las imágenes de mapa de bits, bitmaps o imágenes raster, están 
formadas por una rejilla de celdas. A cada una de estas celdas, que se 
denominan píxeles, los cuales son unidades de información, se le asigna un valor 
de color y luminancia propios. Por esto, cuando vemos todo el conjunto de 
celdas, tenemos la ilusión de una imagen de tono continuo. 
 
 
Cuando creamos una imagen de mapa de bits se genera una rejilla específica 
de píxeles. Por esto, al modificar su tamaño, transformamos, a su vez, la 
distribución y coloración de los píxeles, Por consiguiente, las imágenes de mapa 
de bits pierden calidad si se modifican sus dimensiones. 
 
 




Denominados gráficos orientados a objetos. Su tamaño es mucho más 
reducido, en comparación con los mapas de bits, porque el modo como 
organizan la información de una imagen es más simple que en aquellos. Dicha 
simplicidad radica en generar los objetos que conforman una imagen a través de 
trazos geométricos determinados por cálculos y fórmulas matemáticas. De tal 
manera que los gráficos vectoriales se visualizan a partir de las coordenadas de 
una línea guardadas como referencia, mismas que forman los objetos a partir de 
la definición matemática de los puntos y líneas rectas o curvas. 
 
 
Las imágenes vectoriales son almacenadas como una lista que describe 
matemáticamente la posición de los puntos y de las características de sus 
vectores, así como también las propiedades de los objetos. 
 
 
Asimismo, al aumentar o reducir la resolución de un gráfico vectorial, tampoco 
se pierde definición en la imagen, porque la computadora solo tiene que redefinir 
las coordenadas y vectores que la imagen contenga pera redimensionar los 
objetos. 
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2.2.3 Procesamiento digital de imágenes 
 
 
(Parra Plaza, 2014) Se define como el conjunto de diferentes estrategias 
y métodos que se emplean para analizar, modificar y/o extraer información 
contenida en estructuras de datos de tipo matricial, cuyo contenido representa 
en general intensidades de iluminación o de color en un área bi o tridimensional. 
 
 
(Avinash, 1982) Una imagen digital es una función bidimensional f (x; y), en 
donde las coordenadas espaciales están representadas por los valores de “x” e 
“y”, y además en nivel de gris que corresponde al valor de la función f. Puede 
considerarse como una matriz o mallado cuyos índices de fila y columna, 
identifican un punto en la imagen y el correspondiente valor del elemento de la 
matriz que identifica el nivel de intensidad de luz en ese punto o píxel. 
 
 
(Gonzalez & Woods, 2008) Gonzales y Woods modelan los pasos fundamentales 
que se siguen en el procesado de imágenes. Teniendo en cuenta que cada 
aplicación de visión artificial tiene sus propias especificaciones dependiendo de 
la función específica a realizar, existen tres niveles en común entre ellas, en 
primer lugar una visión de bajo nivel conformado por la Adquisición de la Imagen 
y la etapa de Pre procesamiento, un nivel de visión intermedia compuesto por la 
Segmentación de la imagen y su Representación, y por último, una visión de alto 




2.2.3.1 Adquisición de imágenes 
 
 
Es el primer paso del proceso de un sistema de visión. Se adquiere la 
imagen mediante algún dispositivo o sensor de captura que haga posible su 
digitalización con el objetivo de realzar, mediante técnicas de fotografía las 
características visuales de los objetos. 
 
 
2.2.3.2 Pre procesamiento 
 
 
(González Riveros & Yimes Inostroza, 2016) Posterior a la obtención de 
una imagen digital, el siguiente paso es el pre procesamiento, en el cual se busca 
mejorar la calidad de la imagen adquirida mediante técnicas como manipulación 
de contraste, atenuación de ruido o realce de bordes, además de aplicar aquellas 
transformaciones a la imagen que resalten las características que se desean 
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extraer o eliminar aquello que las distorsiona, de manera que quede lo más ideal 
posible, facilitando así las operaciones de las etapas posteriores. 
 
 
(González Riveros & Yimes Inostroza, 2016) Se describen tres técnicas para 
mejorar la calidad informativa de la imagen adquirida. 
 
 
La manipulación de contraste, la cual pretende aumentar el contraste de las 
imágenes con el objetivo de mejorar algunas de sus características ocultas por 
falta de iluminación uniforme en la escena, en segundo lugar la eliminación de 
ruido, teniendo en cuenta que todas las imágenes tienen cierta cantidad de 
valores distorsionados, bien por causa del sensor de la cámara o al medio de 
transmisión de la señal, considerando que el ruido se manifiesta generalmente 
en píxeles aislados que toman un valor gris deferente al de sus vecinos, y por 
último el realce de bordes que transforma una imagen de manera que expone 
solo el detalle de bordes o fronteras. Los bordes aparecen como las líneas de 
contorno de los objetos dentro de la imagen, los cuales pueden utilizarse en 
posteriores operaciones de análisis de imágenes para el reconocimiento de 
objetos o rasgos. 
 
 
(Aldalur & Santamaría, 2002) El realce de bordes tiene un efecto inverso a la 
eliminación de ruido, ya que de lo que se trata es de resaltar aquellos píxeles 
que representan un valor de gris diferente al de sus vecinos. Por ello, si la imagen 
presenta valores distorsionados, el efecto de ruido se multiplicará; por lo que 





Es una de las etapas más importantes en la localización de objetos en un 
entorno, en este proceso se aplican algoritmos o procedimientos para separar la 
imagen en regiones que permitan aislar información de interés, detectando 
automáticamente los bordes o contornos entre los elementos que aparecen y 
separándolos del entorno en el que se encuentran, buscando con esto 
discriminar partes que no sean relevantes para la tarea específica. 
 
(Vargas Baeza, 2010) Para la segmentación de las imágenes se usan tres 
conceptos básicos, similitud, los pixeles agrupados del objeto deben ser 
similares respecto a algún criterio (nivel de gris, color, borde, textura, etc.), 
conectividad,  los  píxeles  pertenecientes  al  mismo  objeto  tienen  que  ser 
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contiguos, es decir, deben estar agrupados, y discontinuidad, donde los objetos 
tienen formas geométricas que definen unos contornos, estos bordes delimitan 
unos objetos de otros. 
 
 




(González Riveros & Yimes Inostroza, 2016) Después que la imagen ha 
sido procesada, se puede proceder a detectar los objetos presentes en ella; para 
ello se busca en la imagen cuáles son las características relevantes que definen 
al objeto, como los bordes, texturas e incluso movimiento. 
 
 
Los bordes son una de las características más útiles que se encuentran en una 
imagen, ya que se utilizan para definir los límites entre objetos y el fondo de la 
imagen. (Departamento de Ingenieria Electrónica, 2005) Los bordes de una 
imagen digital se pueden definir como transiciones entre dos regiones de niveles 
de gris significativamente distintos. Suministran una valiosa información sobre 
las fronteras de los objetos y puede ser utilizada para segmentar la imagen, 
reconocer objetos, etc. 
 
 
También la textura es una característica importante utilizada en segmentación, 
identificación de objetos o regiones de interés en una imagen y obtención de 
forma. El uso de la textura para identificar una imagen proviene de la habilidad 
innata de los humanos para reconocer diferencias texturales. Por medio de la 
visión y el tacto, el ser humano es capaz de distinguir en forma intuitiva diversos 
tipos de textura. 
 
 
(Escuela Superior de Ingenieria, 2008) En una imagen digital, la textura depende 
de tres conceptos, la frecuencia de cambio de los tonos en los píxeles, la 
dirección o direcciones de cambio, y el contraste entre un píxel y sus vecinos. 
 
 
Otro tipo de característica es la detección del movimiento, que puede ser 
causado, por el movimiento de la cámara, movimiento de los objetos, cambios 
en la iluminación o cambios en la estructura, forma o tamaño del objeto. 
 
 
(Pajares & De la Cruz, 2001) Existen varios métodos para realizar un detector de 
movimiento, aunque el más sencillo e intuitivo es aquel que se basa en calcular 
las diferencias entre dos imágenes. El problema que tienen estos algoritmos 
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reside en su precisión, que es menor que en otros algoritmos, pero las ventajas 
que poseen es que son mucho más simples y por tanto procesan la imagen en 
poco tiempo, por lo que su utilidad es mayor. 
 
 
Se describen tres pasos para analizar el movimiento, determinar en qué zonas 
de la imagen existe algún objeto que esté moviéndose. En esta primera etapa no 
es importante la exactitud, sólo detectar las futuras zonas de interés, en las que 
se realizar un análisis más detallado. 
 
 
En la segunda etapa la atención sólo está en aquellas zonas donde se haya 
detectado actividad y se extrae información que pueda ser  usada para el 
reconocimiento de objetos, análisis del movimiento, etc. 
 
 
La última etapa tiene en cuenta el conocimiento previo del problema en concreto. 
Al aplicar este algoritmo, el resultado obtenido no es una imagen. Lo que se ha 
obtenido es una secuencia que se representa por f (x, y, t), en la que ‘t’ hace 
referencia a la diferencia de tiempos entre una imagen y la siguiente. 
 
2.2.3.5 Reconocimiento e interpretación 
 
 
(Vargas Baeza, 2010) La última etapa en el procesamiento digital de 
imágenes, es la que comprende al reconocimiento e interpretación de formas, 
con miras a interpretar los resultados de las fases anteriores y compararlos con 
referentes en bases de datos de conocimiento buscando correspondencias, en 
general basadas en patrones. 
 
 
El reconocimiento es el proceso que asigna una etiqueta o un nombre, a un 
objeto basándose en la información que proveen sus descriptores o patrones. La 




En esta etapa del procesamiento digital de imágenes, se desarrollan algoritmos 
computacionales orientados a la emulación del proceso de visión humana, que 
permiten reconocer objetos, tomar decisiones o efectuar tareas. Para lo cual se 
utilizan técnicas de reconocimiento geométrico de formas, como el aprendizaje 
supervisado en condiciones estadísticas; algoritmos de  clasificación  no 
supervisados o clustering, redes neuronales convolucionales, pattern matching, 
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solo por mencionar algunas. Por lo que el reconocimiento de patrones, está 
íntimamente relacionado con otras áreas tales como: sistemas de procesamiento 
de señales, inteligencia artificial, modelado neuronal, teoría de la optimización y 






(Okkonen, Kellokumpu, Pietikainen, & Heikkila, 2007) OpenCV (Open 
Source Computer Vision Library) es una fuente abierta de visión por computador 
además de contar con una biblioteca de software de aprendizaje automático. 
OpenCV fue construido para proporcionar una arquitectura común para 
aplicaciones de visión por computador, así de esta forma acelerar el uso de la 
percepción de la máquina en los productos comerciales. 
 
 
La biblioteca cuenta con más de 2500 algoritmos optimizados, que incluye un 




Estos algoritmos tienen diferentes aplicaciones como detectar y reconocer los 
rostros, identificar objetos, clasificar las acciones humanas en videos, extraer 
modelos 3D de objetos, producen nubes de puntos 3D de cámaras estéreo, unir 
imágenes para producir en alta resolución una sola escena, encontrar imágenes 
similares de una base de datos de imágenes, eliminar los ojos rojos de las 
imágenes tomadas con flash, seguir los movimientos de los ojos, reconocer el 




Cuenta con interfaces de C++, C, Python, Java y MATLAB y es compatible con 
Windows, Linux, Android y Mac OS. OpenCV se inclina principalmente hacia las 




2.2.5 Machine Learning 
 
 
Machine Learning o Aprendizaje Automático es un conjunto de métodos 
basados en Inteligencia Artificial, en donde un sistema es capaz de aprender por 
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si solo en base a entrenamiento o a su propia experiencia, combinando datos de 
entrada y situaciones del mundo real. 
 
 
Según Forbes, a través del uso de algoritmos es posible parsear datos, y 
aprender de ellos, permitiendo así que el sistema pueda predecir o sugerir algo. 
Desde sus inicios la Inteligencia Artificial ha creado algoritmos que han ido 
evolucionando permitiendo ser usados en diferentes aplicaciones como 
detección de rostros, reconocimiento fácil, buscadores, predicción y pronósticos, 
genética, vehículos autónomos o análisis de Imágenes de alta calidad. 
 
 
(Cerde, 2017) Se describen dos formas en las que un sistema puede adquirir 
conocimiento, en primer lugar, Machine Learning Supervisado, es el más 
utilizado y requiere de intervención humana para la creación de etiquetas en el 
histórico de datos de manera que el sistema pueda predecir  un resultado 
probable a partir de las mismas, además de un Machine Learning no 
Supervisado, el cual es menos común y utiliza datos históricos que no han sido 




(González Riveros & Yimes Inostroza, 2016) El aprendizaje automático se basa 
en dos pilares, un algoritmo de entrenamiento que se encarga de generar el 
modelo que utilizará el algoritmo de predicción, y el algoritmo de predicción que 







TensorFlow es una potente biblioteca de aprendizaje profundo 
desarrollada por el equipo de investigación de inteligencia artificial de Google, 
fue liberado como software de código abierto el 9 de noviembre del 2015, 
originalmente fue creada para Python y extendida posteriormente a otros 
lenguajes de programación, como C++, Java y Go, esta biblioteca nos ayuda a 
diseñar, construir y entrenar redes neuronales para detectar correlaciones y 
descifrar patrones, análogos al aprendizaje y razonamiento usados por los 
humanos. 
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TensorFlow utiliza como forma de programación grafos de flujo de datos. Los 
nodos en el grafo representan operaciones matemáticas, mientras que las 
conexiones del grafo representan los conjuntos de datos multidimensionales 
denominados tensores, con un tensor nos referimos a un conjunto de valores 
primitivos, como números flotantes o enteros, representados en una matriz de 1 





[[[1., 2., 3.]], [[7., 8., 9.]]] 
 





Actualmente TensorFlow se utiliza en trabajos de investigación  como en la 
producción de productos de Google, tales como el algoritmo de búsqueda de 
Google, RankBrain, o Google Translator. 
 
 
Empresas como Uber, Airbnb, Twitter, Airbus, o IBM apuestan por esta 
tecnología, convirtiéndose en un eslabón importante para el desarrollo de 
productos innovadores. 
 




(Cajal, 1899) Nos demuestra que el sistema nervioso está compuesto por 
una red de células individuales, denominadas neuronas, las cuales se 
encuentran ampliamente interconectadas entre sí. 
 
 
La neurona es la unidad básica del sistema neuronal biológico, cuya estructura 
está compuesta por las dendritas, el soma y el axón, su función principal es 
recibir, procesar y transmitir información. Las dendritas son prolongaciones que 
proceden del soma y constituyen el canal de entrada de la información, el soma 
es el cuerpo celular de la neurona donde se realiza el procesamiento de la 
información, y el axón corresponde al canal de salida, que es el resultado de la 
multiplicación entre la señal de entrada con la fuerza de la sinapsis que se 
conecta a la dendrita. Cabe resaltar que cada neurona recibe información de 








Una red neuronal biológica está compuesta por millones de neuronas 
organizadas en capas. En base a esta arquitectura se puede emular un sistema 
neuronal artificial, estableciendo una estructura jerárquica similar a la existente 






Figura 2: Similitud entre una neurona biológica y una neurona artificial. 
 
Fuente: Elaboración propia. 
 
 
El elemento esencial será la neurona artificial, la cual se organizará en capas 
que en su conjunto constituirán una red neuronal. Finalmente, una red neuronal 
junto con los interfaces de entrada y salida constituirá el sistema global de 





Figura 3: Sistema global de proceso de una red neuronal. 
(Rumelhart & McClelland, 1986) 
 
 
El modelo estándar de una neurona artificial se introduce en los principios 
descritos en “Psychological and Biological Models” por Rumelhart y McClelland 
(1986). Siguiendo dichos principios, la i-ésima neurona artificial estándar está 
definida por: 
Un conjunto de entradas ��  y unos pesos sinápticos ��� , con � = 1, . . . , 
� 
Una regla de propagación ℎ�   definida a partir del conjunto de entradas y  
los 
pesos sinápticos. Es decir: 
ℎ�(�1, . . . , �𝑛, ��1 , . . . , ��𝑛) 
La regla de propagación más comúnmente utilizada consiste en combinar 




ℎ� (�1, . . . , �𝑛, ��1 , . . . , ��𝑛) = ∑ ��� �� 
�=1 
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Suele ser habitual añadir al conjunto de pesos de la neurona un parámetro 
adicional 𝜃� , que se denomina umbral, el cual se acostumbra a restar al potencial 
pos-sináptico. Es decir: 
 
𝑛 
ℎ�(�1, . . . , �𝑛, ��1 , . . . , ��𝑛) = ∑ ��� �� − 𝜃� 
�=1 
Si hacemos que los índices � y � comiencen en 0, y denotamos por ��0  =  𝜃�  
y 
�0  =  −1, podemos expresar la regla de propagación como: 
𝑛𝑛 
ℎ�(�1, . . . , �𝑛, ��1 , . . . , ��𝑛) = ∑ ��� �� = ∑ ��� �� − 𝜃� 
�=0 �=1 
 
Una función de activación, la cual representa simultáneamente la salida de la 
neurona y su estado de  activación. Si denotamos por ��   dicha función  de 
activación, se tiene: 
𝑛 






















Figura 4: Modelo de una neurona artificial standard. 
(Rumelhart & McClelland, 1986) 
 




La función de activación o función de transferencia, calcula el estado de 
actividad de una neurona, es decir transforma la entrada en un valor o estado de 
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activación, cuyo rango normalmente se encuentra entre [0, 1] o [-1, 1], en el que 
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el valor de 0 o -1 indica una neurona totalmente inactiva, y el valor de 1, como 
indicador de una neurona activa. La función de activación cumple con el objetivo 
de limitar el rango de salida de la neurona y se selecciona de acuerdo con el 
problema o criterio del investigador, en ocasiones por prueba y error. 
 
 
Existen funciones de activación que han sido demostradas para su aplicación en 
algoritmos de aprendizaje automático, se buscan funciones en la que su derivada 
sea simple, para minimizar con ello el costo computacional, siendo normalmente 
usadas, la función tangente hiperbólica, función sigmoide, ReLU (Unidad Lineal 
Rectificada) y softmax. 
 
 
La función tangente hiperbólica transforma los valores de entrada en un rango 
de [-1, 1], donde los valores altos tienden de manera asintótica a 1 y los valores 
muy bajos tienden de manera asintótica a -1, se utiliza como función de decisión, 



































Cuando se concatenan capas que usan como función de activación tanh, es 
probable que se genere un problema conocido como vanishing gradient. El 
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vanishing gradient consiste en que el valor del gradiente se vuelve tan pequeño 
que los pesos en la corrección no sufren un cambio significativo, esto debido por 




La función sigmoide tiene un comportamiento similar a la función tangente 
hiperbólica, transforma los valores de entrada introducidos en un rango de [0, 1], 
donde los valores altos tienden de manera asintótica a 1 y los valores muy bajos 
tienden de manera asintótica a 0, esta función presenta un buen rendimiento en 


































La función sigmoide presenta el mismo problema de vanishing gradient, existen 
algunas evidencias que demuestran un mejor rendimiento de la función tangente 
hiperbólica respecto a la sigmoide, al estar centrada en 0, ya que normalmente 
el algoritmo converge antes y mejor con los datos centrados a 0, aunque la 
función tangente hiperbólica requiere un mayor coste computacional. 
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{ 
La función ReLU o Unidad Lineal Rectificada es la función de activación más 
común en redes neuronales actuales, por ser la que mejor se adapta al 
funcionamiento de una neurona biológica (Hahnloser, Sarpeshkar, Mahowald, 
Douglas, & Seung, 2000), transforma los valores de entrada dejando los valores 
positivos tal como ingresan y asignando todos los valores negativos a 0, lo que 
pueda causar que los pesos sean actualizados de tal manera que la neurona 
quede inhabilitada durante el entrenamiento, este problema puede evitarse 
seleccionando una adecuada tasa de aprendizaje (Learning Rate), la función 
ReLU es más efectiva que la función sigmoidea, se comporta bien con imágenes, 
además de presentar un buen desempeño en redes neuronales convolucionales 
y de aprendizaje profundo. 
�(�) = max(0, �) =   
� , � ≥ 0
 






























Y por último, la función softmax o función exponencial normalizada, transforma 
los valores de salida en una distribución de probabilidades en el rango de 0 a 1, 
de tal manera que la suma total de las probabilidades sea igual a la unidad, se 
emplea generalmente en la última capa para realizar modelos de clasificación no 
binaria o multiclase, en términos generales, la función softmax calcula las 
probabilidades de cada clase sobre el total de clases posibles, estos resultados 
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serán determinantes para definir la clase objetivo, quien será la que obtenga la 
probabilidad más alta. 
 
�(�)� = � 𝑥� ∑� �𝑥� 
�=1 
2.2.7.2 Arquitectura de redes neuronales 
 
 
(Hilera Gozález & Martínez Hernando, 1995) La arquitectura de una red 
neuronal consiste en la organización de las neuronas en unidades estructurales 
denominadas capas que en conjunto constituyen una red neuronal. Se 
distinguen tres tipos de capas, una capa de entrada o sensorial que recibe 
directamente la información proveniente de fuentes externas a la red, una capa 
oculta o de procesamiento, que son internas a la red neuronal y no tienen 
contacto directo con el entorno exterior, el número de capas ocultas puede estar 
entre cero y un número superior, y por ultimo una capa de salida compuesta por 




Figura 8: Arquitectura de una red unidireccional con tres capas de neuronas. 




El número de capas ocultas pueden estar interconectadas de diversas formas, 
lo que determina junto con su número, las diferentes arquitecturas de redes 
neuronales, teniendo en cuenta estos conceptos podemos hablar de redes 
monocapa, compuesta por una única capa de neuronas, generalmente son 
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utilizadas en tareas relacionadas con la auto asociación como regenerar datos 
de entrada que se presentan a la red incompletos o distorsionados, también 
podemos hablar de redes multicapa que disponen de un conjunto de neuronas 
asociadas en varios niveles, además según el flujo de datos podemos distinguir 
entre redes unidireccionales (feedforward), donde la información se propaga en 
un único sentido como la red back-propagation o perceptron, útiles en tareas de 
reconocimiento y clasificación de patrones, y por último las redes recurrentes o 
retroalimentadas (feedback) donde la información circula tanto hacia adelante 
como hacia atrás durante el funcionamiento de la red, siendo las más conocidas 
la red ART (Adaptive Resonance Theory) y la red BAM (Bidirectional Associative 
Memory). 
 
2.2.7.3 Redes neuronales convolucionales 
 
 
Las redes neuronales convolucionales también denominada ConvNet o 
CNN, presentan una arquitectura particularmente adaptada para el análisis y la 
clasificación de imágenes, permitiendo una mayor eficiencia en la etapa de 
entrenamiento, además de reducir los parámetros de entrada en comparación 
con una red neuronal densa (Nielsen, 2015). Esta arquitectura se encuentra 
conformada por un conjunto de capas ocultas diseñadas para identificar 
características de manera progresiva, es decir las primeras capas detectan 
líneas, curvas, bordes, esquinas y otros patrones, mientras que las capas más 
profundas reconocen formas complejas como una mano, un rostro o la silueta de 
un animal. Este tipo de red neuronal consta de diversas capas de convolución y 
pooling de manera alternada, al final la red cuenta con una capa totalmente 
conectada o full-connected para la clasificación. La entrada a la red suele ser 
normalmente una imagen con dimensiones [m, m, r], donde m corresponde tanto 







Figura 9: Estructura básica de una red neuronal convolucional 
(Nielsen, 2015) 
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La operación de convolución extrae diferentes características de bajo y alto nivel 
de la entrada (Cadense, 2015). La salida de la capa convolucional es un mapa 
de rasgos o características que se obtiene como resultado de la convolución 
entre la entrada de tamaño m x m x r y un número k de filtros o kernels de 
dimensiones n x n x q. A cada entrada se le aplican diferentes filtros que se 
especializan en detectar una característica en concreto, obteniendo al final de la 










Para calcular el primer valor de la matriz de características, la entrada se 
superpone con el filtro y se calcula el producto escalar entre los elementos de la 
entrada y el kernel, una vez se obtiene el resultado el filtro se desplaza una 
posición o stride de valor n hacia la derecha de la entrada y se realiza la misma 
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operación, almacenando el valor obtenido en la posición siguiente de la matriz 
de convolución, este proceso se repite hasta completar la matriz, desplazando el 
filtro de izquierda a derecha y de arriba hacia abajo. Las redes neuronales 
convolucionales se basan en una función de activación no lineal la cual se aplica 
en cada elemento obtenido de las matrices de convolución, normalmente en este 










La operación de agrupación o pooling reduce las dimensiones de la matriz 
convolucional, obteniendo características predominantes sin afectar el proceso 
de entrenamiento. Existen dos tipos de agrupación, la primera retorna el valor 
máximo (max pooling), mientras la segunda devuelve el promedio de todos los 
valores (average pooling), en ambos casos la matriz es superpuesta por un 










Al final de una red neuronal convolucional se encuentra una capa de clasificación 
totalmente conectada, esta determina la clase objetivo al que pertenece la 
entrada, basándose en una ponderación obtenida de la capa anterior. Esta última 
capa tendrá tantas neuronas como número de categorías que se desea clasificar. 
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3.1.1 Tipo de investigación 
 
 
(Baena Paz, 2014) La investigación aplicada o empírica se caracteriza 
por llevar a la práctica o utilizar los conocimientos teóricos adquiridos, se plantea 
en resolver una necesidad que requiere de una solución inmediata y específica, 
teniendo como objetivo el estudio del problema destinado a la acción. Este tipo 
de investigación puede aportar nuevos hechos si se proyecta de manera 
satisfactoria, confiando en la nueva información que puede ser útil y estimable 
para la teoría. 
 
 
La investigación aplicada destina sus esfuerzos a resolver las necesidades que 
se plantean la sociedad y los hombres, el presente proyecto pretende elaborar 
un sistema inteligente de reconocimiento de lenguaje de señas peruano 
mediante la aplicación de disciplinas científicas como la visión artificial y el 
aprendizaje profundo, con el objetivo de mejorar la comunicación entre una 
persona con deficiencia auditiva y un oyente. El diseño que se usará en la 
investigación es de tipo experimental, con el fin de establecer una relación causal 
y evaluar si existe influencia entre nuestra variable dependiente e independiente. 
 
3.1.2 Población y muestra 
 
 
El lugar de investigación abarcó la Institución Educativa Bautista para 
Sordos Harvest ubicado en la provincia de Chiclayo, distrito de Pimentel. 
 
 
La población estudiantil actual es finita habiendo un total de 20 estudiantes que 
presentan discapacidad auditiva. 
 
 
Todos los elementos de la población son representativos y tienen la misma 
probabilidad de ser parte de la muestra, por lo que se consideró el total de la 
población sin realizar un muestreo. 
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3.1.3 Operacionalización de variables 
 
 
VARIABLE INDEPENDIENTE (VI) 
 




VARIABLE DEPENDIENTE (VD) 
 






























Sistema de interpretación 
alternativo que ayudará 
como intermediario entre 
una persona con 
deficiencia auditiva y un 
oyente, donde las señas 
de personas con 
discapacidad auditiva se 
convierten en texto o voz. 






































comunicación de los 
estudiantes con 
deficiencia auditiva 








Dificultad que presentan 
los estudiantes para 
comunicarse y 
relacionarse con su 
entorno. (Gómez Esteban 

















Cantidad promedio de 
señas interpretadas 
correctamente por el 
oyente. 
 
Tiempo promedio que 
tarda un estudiante 
con deficiencia 
auditiva en 




Cuadro 1 Operacionalización de variables 
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3.2 Metodología y Recolección de datos 
 
 
(Belavagi & Muniyal, 2016) En el siguiente esquema se especifica la 
metodología para el desarrollo del sistema inteligente de reconocimiento de 





























Inicialmente se realiza la obtención del conjunto de datos necesario para el 
desarrollo del sistema. El set de datos se divide en datos de entrenamiento y 
datos de prueba. Se aplican técnicas de pre procesamiento de imágenes con la 
finalidad de suavizar datos ruidosos y eliminar valores atípicos, obteniendo datos 
fiables para la construcción del modelo. En la fase de entrenamiento se utiliza el 
primer conjunto de datos para determinar los pesos o parámetros que definen el 
modelo de red neuronal. Se calculan de manera reiterativa de acuerdo con los 
valores de entrenamiento definidos por el investigador, con el objetivo de 
minimizar el error entre la salida obtenida por la red neuronal y la salida deseada. 
 
 
En la fase anterior el modelo puede que se ajuste demasiado a las características 
presentes en los datos de entrenamiento, para evitar este problema se aconseja 
utilizar un segundo grupo de datos diferentes a los de entrenamiento que permita 
controlar el proceso de aprendizaje. Finalmente se evalúa el modelo teniendo en 
cuenta los parámetros de rendimiento. 
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3.2.1 Técnica e Instrumento de Recolección de datos 
 
 
En el proceso de recolección de datos del presente trabajo, se aplicará 
como instrumento la ficha de observación, mediante la cual se podrá 
determinar que se está haciendo, cómo se está haciendo, cuanto tiempo 
toma y por qué se hace. 
 
 













Se avaluará el tiempo promedio que 
tarda un estudiante con deficiencia 
auditiva del colegio Bautista Harvest 
en comunicarse con una persona 
que desconoce el lenguaje de 
signos, este se medirá utilizando el 
cronómetro como instrumento, 
además se determinará la cantidad 
promedio de señas interpretadas 





















Se evaluará la precisión, cantidad de 
señas correctamente traducidas por el 
sistema, asimismo el tiempo promedio 
en que el estudiante con discapacidad 
auditiva del colegio Bautista Harvest se 
comunica con el oyente. 
 
 
Cuadro 2 Diseño de contrastación de hipótesis 
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En el desarrollo del presente proyecto de investigación se utilizó la 
plataforma de código abierto Anaconda con una distribución del lenguaje Python 
en su versión 3.7, la biblioteca de aprendizaje automático TensorFlow 1.13, y la 
librería de visión artificial OpenCV en su versión 3.4. 
 
 
Para la construcción, entrenamiento e interpretación del modelo se requirió un 
computador con un procesador Core i7 7th Gen y una tarjeta Gráfica GF GTX 
1050, además de una cámara digital FHD para la captación y procesamiento de 
la señal de video continua. 
 
4.1.2 Preparación del entorno de trabajo 
 
 
Con Anaconda es posible gestionar entornos virtuales que tengan 
diferentes versiones de Python y / o paquetes instalados en ellos, con el fin de 
aislar las librerías que usamos para un proyecto en específico. 
 
 
Anaconda cuenta con una terminal de línea de comandos (Anaconda Prompt), 
donde se ejecutan las instrucciones para la configuración del entorno, antes de 
continuar fue necesario verificar que conda se haya instalado correctamente y 
se esté ejecutando en el sistema, se escribió en la terminal: 
 
 
(base) > conda --version 
 
(base) > conda 4.6.14 
 
 
Conda tiene un entorno predeterminado denominado base, sin embargo, no es 
recomendable instalar dependencias en este entorno por lo que se creó un 
entorno virtual independiente desde un archivo environment.yml en el cual se 
especifica el nombre del entorno (pythoncv) y una lista de dependencias 
necesarias para el desarrollo del proyecto (Ver apéndice A). Se ejecutó en la 
terminal de conda: 
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(base) > conda env create --f environment.yml 
 
 
Para usar el entorno creado fue necesario activarlo, la activación implica agregar 
una entrada al PATH que hace referencia al entorno y ejecuta cualquier script de 
activación que este pueda contener. 
 
(base) > conda activate pythoncv 
 
 
Se verificó que el nuevo entorno se haya instalado correctamente y esté activo, 
para visualizar una lista de todos los entornos se ejecutó el siguiente comando: 
 
 
(pythoncv) > conda info --envs 
 
 
Obteniendo una lista de entornos similar a la siguiente, en donde el asterisco 





















Finalmente fue necesario una interfaz gráfica de usuario (GUI), para gestionar la 
estructura y recursos de desarrollo, se decidió usar el IDE basado en web 
jupyterLab, el cual permite trabajar con documentos, actividades, editores de 
texto, terminales y componentes personalizados de manera flexible, integrada y 
extensible. La dependencia de jupyterLab se encuentra en el archivo de 
environments.yml con el que fue creado el entorno anterior (pythoncv), para 
iniciar el servicio se ejecutó en la terminal: 
 
 
(pythoncv) > jupyter-lab 
 
 
El comando anterior despliega la aplicación web de jupyterLab en la dirección 
http://localhost:8888/lab. El directorio raíz por defecto será el path desde 
donde se ejecutó la instrucción. 
 
 










│ ├── training/ 
 
│ ├── validation/ 
 




│ ├── train.py 
 
│ ├── predict.py 
 




│ ├── model.h5 
 







La raíz del proyecto se dividió en cuatro subdirectorios y un archivo main.py, 
como punto de entrada de la aplicación. 
 
 
El directorio utils contiene un archivo talk.py el cual fue necesario para realizar la 
conversión de texto a voz en Python. 
 
 
Un directorio data que almacena el conjunto de datos que fueron divididos 
previamente en datos de entrenamiento, validación y pruebas. 
 
 
El directorio cnn que contiene los archivos de entrenamiento y predicción de la 
red neuronal convolucional, así como el archivo classes.txt con una lista de 
etiquetas generadas a partir del nombre de las clases. 
 
 
Finalmente, el directorio model donde se almacenaron los archivos generados al 
concluir el entrenamiento de la CNN, estos contienen los datos estructurados del 
modelo, es decir la configuración y pesos respectivamente, necesarios para la 
predicción. 
 
Para el desarrollo del sistema se tuvo en cuenta 8 clases o señas para el 










































Cuadro 3 Enumeración de las señas por clase 
 
4.2 Captura de señal de video continua 
 
 
La señal de video continua fue obtenida a través de la clase VideoCapture 
de OpenCV, con la cual es posible leer una secuencia de imágenes o frames 
tanto de una cámara externa como de un archivo de video, permitiendo realizar 
diferentes operaciones sobre ellas. 
 
 
Antes de usar la clase VideoCapture fue necesario importar la dependencia de 
OpenCV (cv2) en el archivo main.py, posteriormente se creó un objeto de la clase 
VideoCapture que requiere como parámetro el índice del dispositivo o el nombre 
del archivo de video. 
 
 
Generalmente solo una cámara se encuentra conectada al sistema, en este 
proyecto se utilizó la cámara integrada del ordenador, por lo cual se definió como 
0 el valor del índice, indicando a OpenCV que use la única cámara conectada al 
computador, si existe más de una cámara conectada, se puede seleccionar la 
segunda cambiando el valor de 0 a 1. 
 
 
cap = cv2.VideoCapture(0) 
 
 
Por consiguiente, se empleó el método de VideoCapture isOpened, para verificar 
si la captura de video ya se ha inicializado, además del método read para obtener 
el siguiente cuadro en la cámara. 
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cv2.isOpened() 
ret, frame = cap.read() 
 
El método read retorna un valor booleano (ret) para indicar si el marco se ha 
obtenido de manera correcta, si el valor es verdadero se muestra el marco 
resultante mediante el método de OpenCV imshow, que recibe como argumento 






Para realizar una captura cuadro a cuadro, se asignó el código a un bucle o ciclo, 
de tal manera que se ejecute repetidas veces, obteniendo y visualizando a la vez 
fotograma por fotograma. Se utilizó la función waitkey(n) después de imshow 
para asignar un retraso de n milisegundos mientras se procesan las imágenes. 
Al leer los fotogramas de la cámara, usar waitKey(1) fue un valor apropiado dado 
que la velocidad de fotogramas de la pantalla estará limitada por la velocidad de 






Al finalizar la captura de video es imprescindible liberar los recursos tanto de 
software y hardware a través del método release, si no generará una OpenCV 






De la misma forma se destruyeron todas las ventanas abiertas de HighGUI, 











Antes del procesamiento de la imagen obtenida por la cámara, se decidió 
por el uso de un guante de color único para segmentar ambas manos del resto 
de la imagen, de ahí que se decidió por una tonalidad de verde, además se 
emplearon diferentes técnicas de procesamiento de imágenes como son la 
dilatación y el suavizado. 
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Con OpenCV fue posible convertir un espacio de color a otro. De manera 
predeterminada el método read utilizado para obtener la señal de la cámara, 
devuelve un fotograma con un espacio de color BGR (Blue, Green, Red). 
 
 
Para la conversión de color, se utilizó la función cvtColor, la cual recibe como 
parámetros la imagen de entrada, y el tipo de conversión respectivamente. Para 
este proyecto se decidió usar el espacio de color HSV (Hue, Saturation, Value) 
el cual es útil para identificar el contraste de las imágenes en función del tono, 
saturación y luminosidad. 
 
 
hsv = cv2.cvtColor(frame, cv2.COLOR_BGR2HSV) 
 
 
En OpenCV, el rango del tono es de 0 a 179, el de saturación es de 0 a 255, y 
finalmente el rango de luminosidad es de 0 a 255. OpenCV realiza esta 
transformación de RGB a HSV mediante el siguiente cálculo: 
 
 













Cálculo del tono: 
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(R, G, B) 
 






(0, 255, 0) 
 




Para rastrear la gama de color verde en los guantes, se utilizó la función de 
OpenCv inRange, esta función comprueba si los elementos de una matriz de 




Para cada elemento de una matriz de entrada de un solo canal: 
���(�) = ������(�)0   ≤ ���(�)0   ≤ ������(�)0 
Para una matriz de entrada de dos canales: 
���(�) = ������(�)0   ≤ ���(�)0   ≤ ������(�)0 ^ ������(�)1   ≤ ���(�)1   ≤ 
������(�)1 
Como resultado de la transformación de RGB a HSV, el color verde obtuvo un 
 
tono de valor 120° que se encuentra entre el rango de 0° a 360°, OpenCV divide 
a la mitad los valores de H para ajustarse al rango [0, 255], obteniendo como 
resultado una nueva tonalidad comprendida entre 0° y 180°, por tanto, ahora el 





Figura 13: Mapa de color HSV. 
(Fuente propia) 
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En el gráfico anterior el eje ‘x’ representa la tonalidad entre 0° y 180°, mientras 
el eje ‘y’ muestra la saturación en el rango de 0 a 255. La luminosidad para el 







Para encontrar la gama del color verde correcta, se buscó en el mapa de color 
HSV el valor aproximado de tono y saturación, obteniendo buenos resultados 
para la tonalidad en un rango de 40 a 80, para la saturación un rango de 50 a 
255 y un valor 20 a 255 para la luminosidad, de esta manera se obtuvo las 
matrices de límite inferior y superior. 
 
 
lowerb = (40, 50, 20) 
 
upperb = (80, 255, 255) 
 
mask = cv2.inRange(hsv, lowerb, upperb) 
 
 
Posteriormente se hizo uso de la función bitwize_and, la cual retorna un 
subconjunto de una imagen definida por una máscara a partir de la conjunción 
binaria de dos matrices o una matriz y un escalar, esta máscara fue el resultado 









Se aplicó la función bitwise_and al frame original con la máscara de la imagen 
HSV para obtener solo las tonalidades de color verde definidas anteriormente. 
 
res = cv2.bitwise_and(frame, frame, mask=mask) 
 
 









Figura 15: Filtrado del color verde en el espacio HSV 
 
 
4.3.2 Suavizado de la imagen 
 
 
Es posible que exista algo de ruido en la imagen anterior. Para 
deshacerse de él y ayudar a la aplicación a enfocarse en detalles más 
específicos, se utilizó el método de difuminación, específicamente la función 
medianBlur de OpenCV, este filtro fue necesario para recorrer cada elemento de 
la imagen y reemplazar cada píxel con la mediana de sus píxeles vecinos 
(ubicados en un vecindario cuadrado alrededor del píxel evaluado) con el fin de 
decidir si es o no representativo de su entorno. Los argumentos de esta función 
son: Una imagen de entrada obtenida de la máscara de color HSV y el tamaño 
de apertura del núcleo (ksize), el cual debe ser impar y mayor que 1, al ser un 
valor relativo, para este proyecto se utilizó un núcleo de dimensiones 9 x 9 
obteniendo buenos resultados. 
 
 





Figura 16: Representación del método de difuminación con un filtro de 3 x3 
(Fuente propia) 
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Como se muestra en la figura 16, el valor 150 del pixel central no es 
representativo de los pixeles vecinos por lo que se reemplaza por el valor de la 
mediana (124). Al aplicar la función medianBlur en nuestra máscara se redujo el 






Figura 17: Comparación entre una imagen sin difuminar y difuminada. 
(Fuente propia) 
4.3.3 Dilatación de la imagen 
 
 
Se hizo uso de la operación morfológica de dilatación para eliminar el 
ruido interno, OpenCV proporciona una función para dilatar directamente una 
imagen, la cual consiste en convolucionar un elemento estructurante sobre una 
imagen de entrada agregando una capa adicional de pixeles en su estructura. La 
función dilate recibe tres parámetros: La imagen de entrada que vendría a ser la 
imagen difuminada que se obtuvo anteriormente, el elemento estructurante, en 
este caso se usó una matriz de unos de 3 x 3 generada a partir de la función 
np.ones y un tercer parámetro que es el número de iteraciones, el cual determina 
cuánto se desea dilatar la imagen, básicamente aplica la operación de manera 
iterativa sobre la imagen resultante, para este caso bastó con una sola iteración. 
 
 





Figura 18: Dilatación de la imagen difuminada (Fuente propia) 
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4.4 Construcción de la red neuronal convolucional 
 
 
La arquitectura de la red neuronal convolucional se diseñó a través de la 
biblioteca de código abierto TensorFlow y la API de redes neuronales de alto 
nivel Keras 2.2.4, esta nos permitió la creación del prototipo de una red neuronal 
convolucional, además de entrenar y evaluar la red. 
 
 
4.4.1 Recolección de conjunto de datos 
 
 
Se necesitó obtener un conjunto de datos para la fase de entrenamiento, 
validación y evaluación de la red neuronal, para ello se diseñó un algoritmo capaz 
de capturar, procesar y almacenar la imagen segmentada de las manos por cada 
clase o seña. Se hizo uso de la función de OpenCV cv2.imwrite, la cual recibe 
como argumentos el nombre y la imagen que se desea almacenar. Este set de 




Según Warden 2017; para entrenar un clasificador se necesitan 1000 imágenes 
por clase, el origen de este número proviene del desafió de clasificación de 
ImageNet, donde cada clase contaba con aproximadamente mil imágenes, esto 
fue lo suficientemente bueno para entrenar las primeras generaciones de 
clasificadores como AlexNet y demuestra como regla general que alrededor de 
mil imágenes son suficientes para una clasificación de 8 clases. En cuanto al 
conjunto de datos se subdividió en un 80% para entrenamiento (validación) y un 
20% para la evaluación del modelo usando la técnica de validación cruzada K- 
Fold dada por Talend para la prueba de algoritmos de aprendizaje, siendo K el 
número de divisiones, se tomó el valor recomendado de 5, es decir, se dividió 

















Figura 19: Resultado del procesamiento de imagen por clase. (Fuente propia) 
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4.4.2 Pre procesamiento de datos 
 
 
Es posible que al intentar entrenar el modelo se requiera disponer de una 
gran capacidad de memoria, por lo que fue necesario dividir el proceso de 
entrenamiento en bloques o batchs de menor tamaño de imágenes, para ello la 
API de Keras cuenta con la clase ImageDataGenerator, esta clase permitió 
generar dichos bloques. 
 
 
Además, cuando se dispone de un número de imágenes relativamente pequeño, 
es posible aumentar el número modificando las imágenes originales haciendo 
uso del zoom, escalado, recorte, flip horizontal, entre otros, con el fin de obtener 
un modelo más robusto, esta técnica se conoce como data augmentation. 
 
 
from keras import backend as K 
 
from keras.preprocessing.image import ImageDataGenerator 
 
 
Después de importar la clase ImageDataGenerator fue indispensable limpiar la 
sesión de Keras, esto se hizo para eliminar  todos los nodos de modelos 
generados en la fase de prueba y error, de esta manera se liberaron recursos de 
la memoria y evitó que los nuevos modelos requieran de más tiempo para 






A continuación, se definió la ruta base para el set de datos de entrenamiento, 
validación y pruebas respectivamente. 
 
 
training_data = ‘./data/traning’ 
validation_data = ‘./data/validation’ 
test_data = ‘./data/test’ 
 
 
Para los datos de entrenamiento, se pidió a la clase ImageDataGenerator que 
los normalice a través de la propiedad rescale, además se indicó que transforme 
la imagen original con las propiedades shear_range con un valor de 0.2, 
zoom_range con 0,2 y un flip_Horizontal con un valor verdadero, estas indicaron 
un ángulo de corte en sentido anti horario, el rango para un zoom aleatorio y un 
giro de 360° a la imagen en el eje ‘y’ respectivamente. Para los datos de 
validación no se realizó ninguna transformación aparte de la normalización. 
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Por otro lado, mediante la función flow_from_directory, se precisó que use el 
directorio especificado como base y utilice como etiquetas los nombres de los 
subdirectorios del mismo. Además, se definió la resolución de las imágenes 
mediante la propiedad target_size, para este proyecto se utilizó una dimensión 
de 150 x 150, posteriormente se indicó que se trabajó con más de una clase 
(clasificación multiclase), definiendo el valor de class_mode como categorical, 
adicionalmente al tener un conjunto de imágenes en blanco y negro fue 
necesario especificar la propiedad color_mode con el valor grayscale (escala de 
grises) y finalmente el parámetro batch_size que especifica el número de 
imágenes a entrenar en cada bloque, asignando un valor de 16. 
 
 
En el archivo classes.txt se almacenó los índices de las clases, usados después 
para la predicción, al imprimir en la terminal el contenido de la propiedad 
























4.4.3 Obtención del modelo 
 
 
Existen dos formas de construir modelos en Keras, secuenciales y 
funcionales, la API Functional crea modelos complejos y flexibles, como 
resultado es posible crear redes siamesas o redes residuales, mientras la API 
Sequential nos permite crear modelos lineales o por capas, la cual en la mayoría 
de las situaciones es ideal para desarrollar modelos de aprendizaje profundo, 
razón por la cual se usó para la construcción de la red neuronal convolucional 
del proyecto. 
 
from keras.models import Sequential 
cnn = Sequential() 
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Para agregar una capa a la red se usó el método add(), generalmente una red 
neuronal convolucional consta de una capa de convolución (Convolutional2D) 
seguida de una capa de Pooling (MaxPooling2D). 
 
 
from keras.layers import Convolution2D, MaxPooling2D 
 
 
El modelo necesita saber qué forma de entrada debe esperar, por esta razón la 
primera capa necesita recibir información sobre su forma de entrada, las demás 
pueden hacer inferencia de forma automática. Existen varias formas posibles de 
hacerlo, se utilizó la propiedad input_shape que especifica una tupla con las 
dimensiones de la entrada, siendo el valor igual a (150, 150, 1), indicando el 
ancho, alto y número de canales de la imagen respectivamente, se especificó 32 
como el número de filtros de salida en la convolución, con un tamaño del kernel 
de (2, 2) que define la altura y el ancho de la ventana de convolución 2D, en 












Además, se añadió una capa de agrupación máxima con un tamaño de kernel 
de (2, 2), por defecto si no se especifica el número de strides, toma el valor del 






Siguiendo el procedimiento anterior, se añadió una capa adicional tanto de 
convolución y de pooling, con la única diferencia que se cambió el número de 
filtros de la capa de convolución por 64, con la finalidad de obtener un modelo 
más robusto para la extracción de características. 
 
 





Antes de añadir una capa densa, se procedió a nivelar el tensor de entrada 
utilizando el método Flatten(), este método elimina todas las dimensiones 
excepto una, obteniendo como resultado un nuevo tensor con un número de 






Seguidamente se añadió una capa densa totalmente conectada con 16 neuronas 






Asimismo, se añadió la capa Dropout, la cual establece aleatoriamente una tasa 
de fracción de unidades de entrada a 0 en cada actualización durante el tiempo 
de entrenamiento, ayudando así a evitar el sobreajuste. Tras probar el 





Finalmente se añadió una capa densa, esta vez indicando como número de 
salidas el número de clases a predecir, se utilizó la función de activación softmax 
la cual transforma los valores de salida en una distribución de probabilidades en 





Figura 20: Sumario de la red neuronal convolucional. 
(Fuente propia) 
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Con la estructura de capas definida, se procedió a compilar el modelo, este 
proceso requirió de los siguientes parámetros: una función de pérdida (loss), 
determinada como categorical_crossentropy por ser una tarea de clasificación 
multiclase, un optimizador, se decidió por usar ‘adam’ el cual actualiza los pesos 
de la red de forma iterativa en función de los datos de entrenamiento, y 
finalmente, las métricas utilizadas para evaluar el rendimiento del modelo, se 
optó por ‘categorical_accuracy’ que comprueba si el index del máximo valor 
verdadero es igual al índice del máximo valor predicho y ‘accuracy' para 











Por último, se utilizó el método fit para el entrenamiento de la red, se indicó que 
el modelo entrene durante 10 épocas con 50 iteraciones por lotes antes de que 
una época de entrenamiento se considere terminada, también fue posible indicar 
una cantidad de pasos para los datos de validación estableciendo un valor de 














Como resultado del entrenamiento de la red neuronal se generaron dos archivos, 
model.h5 y weight.h5, estos contienen los datos estructurados del modelo, 
necesarios para la clasificación y posterior evaluación. 
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4.4.4 Evaluación del modelo 
 
 
En primer lugar, se cargó el modelo en una variable mediante la función de 
Keras load_model, además para obtener las métricas necesarias y evaluar la 
fiabilidad del clasificador se comparó el resultado de las predicciones de nuestro 
modelo con el conjunto de datos de prueba, esto fue posible mediante la función 
predict_classes, y finalmente se hizo uso de la función classification_report de la 
librería sklearn, como consecuencia se visualizó una tabla ordenada con las 
métricas resultantes para cada una de las clases. 
 
 
model = load_model(model) 








































































































Cuadro 4 Resultados de la evaluación del modelo 
 
 
Como se aprecia en la tabla se obtuvo una precisión total de 91%, lo cual indica 
que el modelo se ajusta considerablemente a datos desconocidos, además un 
recall o recuperación de 90% que representa la proporción de observaciones 
predichas correctamente con respecto a todas las observaciones de la clase real, 
siendo un valor considerablemente aceptable al estar por encima del 50%, y F1 
score que es el promedio ponderado de precisión y recuperación. Esta última es 
útil para comparar diversos modelos y encontrar el óptimo, en esta investigación 

















La evaluación del sistema se ejecutó con 20 estudiantes del colegio 
Bautista para sordos Harvest, la interacción entre el estudiante con deficiencia 
auditiva y el oyente se realizó mediante el sistema de reconocimiento de lenguaje 
de señas peruano, como entrada el sistema recibió una señal de video continua 
provista por una cámara web, esta señal se procesa, consiguiendo como 
resultado la clase o seña predicha por el clasificador. La contrastación de la 
Hipótesis se realizó de acuerdo al método planteado Pre Test – Post Test, para 
determinar si se acepta o rechaza la hipótesis. 
 
5.2 Pre Test 
 
 




Se evaluó el tiempo promedio que tarda un estudiante con deficiencia 
auditiva en comunicarse con una que desconoce del lenguaje de signos, además 
de la cantidad promedio de señas interpretadas correctamente, asimismo se 
estableció como tiempo máximo un minuto, esto en caso la seña no pueda ser 
reconocida por el oyente. Para la ejecución de este escenario se identificó los 








Cantidad promedio de señas 
interpretadas correctamente 





Tiempo promedio que tarda 
un estudiante con deficiencia 
auditiva en comunicarse con 























CS = Cantidad de señas por estudiante 
 
TC = Tiempo de comunicación por estudiante / Minutos 











Clases (Ver Cuadro 3) 
 
Total 
0 1 2 3 4 5 6 7  
CS  
C - I 
 
C - I 
 
C - I 
 
C - I 
 
C - I 
 
C - I 
 
C - I 
 
C - I 
1 I I C C C I I I 3 
2 I I C I I I I I 1 
3 I I C C I I I C 3 
4 C I I C I C C I 4 
5 I I C C I I I I 2 
6 C I I C I I I I 2 
7 C I C C C I I I 4 
8 I I C C C I I I 3 
9 I I C C I I I I 2 
10 I I C C C I I I 3 
11 C I I C I C I C 4 
12 I I C C I I I I 2 
13 I I I I C I I I 1 
14 I I C C C I I I 3 
15 I I C C I C I I 3 
16 I I I C I I I I 1 
17 I I C C I I C I 3 
18 I I C C I I I I 2 
19 I I C C I I I I 2 
20 I I C C I I I I 2 
 
 
Cuadro 5 Cantidad promedio de señas interpretadas correctamente sin el sistema 
 


















Clases (Ver Cuadro 3) 
 
Total 



















1 0.32 0.25 0.12 0.09 0.12 0.28 0.23 0.24 1.65 
2 0.23 0.31 0.21 0.23 0.23 0.24 0.25 0.26 1.96 
3 0.25 0.26 0.15 0.13 0.25 0.23 1.0 0.07 2.34 
4 0.15 0.21 0.11 0.15 0.24 0.12 0.12 0.32 1.42 
5 0.31 0.23 0.13 0.16 0.21 0.25 0.24 0.27 1.8 
6 0.22 0.32 0.26 0.1 0.23 0.24 0.29 0.25 1.91 
7 0.18 0.45 0.15 0.09 0.12 0.26 0.28 0.28 1.81 
8 0.23 0.24 0.21 0.05 0.14 0.21 0.27 0.21 1.56 
9 0.28 0.26 0.14 0.04 0.26 0.27 0.24 0.26 1.75 
10 0.32 0.25 0.21 0.14 0.17 0.24 0.32 0.27 1.92 
11 0.15 0.26 0.32 0.10 0.14 0.15 0.10 0.08 1.3 
12 0.24 0.21 0.24 0.13 1.0 0.32 0.24 0.29 2.67 
13 0.32 0.18 0.22 0.25 0.21 0.24 0.28 0.32 2.02 
14 0.26 0.15 0.15 0.14 0.14 0.36 0.32 0.27 1.79 
15 0.28 0.17 0.12 0.07 0.26 0.19 0.21 0.24 1.54 
16 0.33 0.14 0.26 0.05 0.17 0.27 0.20 0.26 1.78 
17 0.41 0.32 0.13 0.10 0.24 0.23 0.09 0.26 1.78 
18 0.23 0.28 0.24 0.12 0.32 0.26 0.31 1.0 2.76 
19 0.22 0.21 0.15 0.06 0.23 0.28 0.25 0.24 1.64 
20 0.18 0.27 0.13 0.09 0.26 0.26 0.20 0.28 1.67 
 
 
Cuadro 6 Tiempo promedio que tarda una persona con deficiencia auditiva en comunicarse con 












Como se observa en las tablas de resultados, la cantidad promedio de señas 
 
interpretadas correctamente por el oyente sin el sistema traductor de lenguaje 
de señas peruano es de 2.5, que representa el 31.25% del total de señas, el cual 
es un bajo porcentaje para conseguir comprender el mensaje que se quiere 
transmitir, además el tiempo promedio que tarda un estudiante con deficiencia 
auditiva en comunicarse con un oyente incluso sin éxito es de 1.85 minutos, esto 
puede generar dificultades emocionales al no lograr ser entendido. 
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5.3 Post Test 
 
 




Se evaluó la precisión, el número de predicciones totales, el número de 
señas correctamente predichas, así como el tiempo de procesamiento del 
sistema traductor de lenguaje de señas peruano para obtener dicha predicción. 






































Clases (Ver Cuadro 3) 
 
Total 
0 1 2 3 4 5 6 7  
CS  
C - I 
 
C - I 
 
C - I 
 
C - I 
 
C - I 
 
C - I 
 
C - I 
 
C - I 
1 C C C C C C C C 8 
2 C C C C C C C C 8 
3 C C I C C C C C 7 
4 C C C C C C C C 8 
5 C C C C C C C I 7 
6 C C C C C C C C 8 
7 C C C C C C C C 8 
8 C C I I C C C C 6 
9 C C C C C C C C 8 
10 C C C C C C C C 8 
11 C C C C C C C C 8 
12 C C C C C C C C 8 
13 I C C C C C C C 7 
14 C C C C C C C C 8 
15 C C C C C C C C 8 
16 C C I C C C C C 7 
17 C C C C C C C C 8 
18 C C C C C C C C 8 
19 C C C C C C C C 8 
20 C C C C C C C I 7 
 
 
Cuadro 7 Cantidad promedio de señas interpretadas correctamente con el sistema 
 




















la investigación dada por Valencia Sierra y Villa Brochero de la Universidad 








Clases (Ver Cuadro 3) 
 
Total 
0 1 2 3 4 5 6 7  
TC 
T T T T T T T T 
1 0.075 0.078 0.053 0.048 0.061 0.041 0.057 0.055 0.467 
2 0.07 0.053 0.06 0.067 0.1 0.079 0.067 0.071 0.568 
3 0.093 0.043 0.063 0.075 0.057 0.042 0.068 0.074 0.515 
4 0.098 0.096 0.071 0.079 0.079 0.107 0.082 0.051 0.663 
5 0.095 0.064 0.051 0.106 0.101 0.067 0.067 0.077 0.627 
6 0.07 0.043 0.103 0.098 0.045 0.046 0.054 0.043 0.502 
7 0.102 0.069 0.062 0.11 0.073 0.067 0.048 0.049 0.58 
8 0.1 0.053 0.083 0.043 0.075 0.052 0.041 0.048 0.494 
9 0.105 0.102 0.063 0.108 0.056 0.054 0.095 0.055 0.639 
10 0.083 0.11 0.092 0.084 0.081 0.105 0.069 0.101 0.724 
11 0.041 0.056 0.048 0.107 0.091 0.085 0.083 0.052 0.562 
12 0.047 0.062 0.055 0.095 0.042 0.075 0.067 0.078 0.52 
13 0.101 0.06 0.106 0.091 0.078 0.091 0.101 0.075 0.703 
14 0.064 0.097 0.05 0.069 0.085 0.097 0.072 0.092 0.625 
15 0.08 0.068 0.075 0.059 0.076 0.085 0.049 0.093 0.585 
16 0.082 0.06 0.056 0.049 0.101 0.048 0.087 0.066 0.549 
17 0.084 0.11 0.048 0.045 0.107 0.069 0.095 0.1 0.657 
18 0.072 0.088 0.064 0.093 0.049 0.096 0.074 0.064 0.601 
19 0.066 0.11 0.058 0.108 0.094 0.11 0.108 0.058 0.713 
20 0.073 0.106 0.103 0.062 0.046 0.106 0.051 0.048 0.594 
 
 
Cuadro 8 Tiempo promedio que tarda una persona con deficiencia auditiva en comunicarse con 









= = 0.57 
20 
 
Como se observa en las tablas de resultados, la cantidad promedio de señas 
interpretadas correctamente por el oyente con el sistema traductor de lenguaje 
de señas peruano es de 7.65, que representa el 95.625% del total de señas, 
evidenciando una mejora considerable. Asimismo, el tiempo promedio de 
comunicación de un estudiante con discapacidad auditiva según el tiempo de 
procesamiento del sistema ha disminuido a 0.57 min. 
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En la investigación se desarrolló un sistema inteligente de reconocimiento 
de lenguaje de señas peruano tardando en interpretar 0.57 min a 7.65 señas en 
promedio de un total de 8 señas, disminuyendo así la barrera de comunicación 
existente entre un estudiante con deficiencia auditiva de la Institución Educativa 
Bautista para sordos Harvest y un oyente. 
 
 
Se determinó que la comunicación actual entre un estudiante del colegio Bautista 
para sordos Harvest y un oyente se tarda en interpretar correctamente  un 
número de 2.5 señas en 1.85 min aproximadamente. 
 
 
El sistema propuesto fue desarrollado en base a disciplinas científicas como son 
la visión artificial e inteligencia artificial, por lo que se hizo uso de redes 
neuronales convolucionales, además de herramientas como la librería de código 
abierto Tensor Flow, usada en la construcción del modelo y OpenCV para la 
captura y procesamiento de imágenes. 
 
 
El diseño y desarrollo del sistema de reconocimiento de lenguaje de realizó 
mediante las siguientes fases: recolección de conjunto de datos o set de datos, 
pre procesamiento de datos, obtención del modelo y evaluación del modelo, 
además, fue necesario procesar y obtener una imagen en la que se visualice la 
segmentación de ambas manos, para ello se empleó la técnica de espacios de 
color HSV, utilizando la gama del color verde. 
 
 
Se evaluó el uso del sistema inteligente de reconocimiento de lenguaje de señas 
peruano en la institución educativa, observando una mayor interacción entre un 
estudiante con deficiencia auditiva y un oyente. 
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Utilizar el sistema en otras instituciones públicas o privadas las cuales 
requieran de un intérprete de lenguaje de señas peruano. 
. 
 
Ampliar el diccionario de señas con el fin de evaluar el rendimiento del modelo y 
optimizar en caso sea necesario, se puede utilizar el proceso de aprendizaje por 
transferencia para obtener un clasificador más robusto. 
 
 
Al momento de evaluar el sistema se recomienda escoger un ambiente con una 
iluminación adecuada, esto para obtener la correcta segmentación de las manos 
y no existan problemas en la predicción de la seña, además se debe utilizar una 
cámara de alta definición (HD). 
 
 
Para obtener la predicción de la seña, el estudiante con deficiencia auditiva debe 
situarse delante y al centro de la cámara a una distancia prudente, donde sea 
posible visualizar ambas manos, asimismo se recomienda utilizar la vestimenta 
de un color diferente al de los guantes. 
 
 
Para iniciar el desarrollo de un sistema similar se recomienda estudiar los 
métodos existentes de clasificación de imágenes, sus ventajas y desventajas, 
con el fin de seleccionar el método adecuado para obtener el mejor resultado. 
 
 
Realizar un mayor número de investigaciones en este ámbito para ampliar el 
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import numpy as np 








if not ret: 
break 
hsv=cv2.cvtColor(frame, cv2.COLOR_BGR2HSV) 









if(counter % 8 == 0): 



















from tensorflow.python.keras.preprocessing.image import ImageDataGenerator 
from tensorflow.python.keras import optimizers 
from tensorflow.python.keras.models import Sequential 
from tensorflow.python.keras.layers import Dropout, Flatten, Dense  
from tensorflow.python.keras.layers import Convolution2D, MaxPooling2D 
























































cnn = Sequential() 
 
 









































































APÉNDICE E: Archivo predict.py 
 
import talk  
import numpy as np 
from tensorflow.python.keras.models import load_model 
from keras.preprocessing.image import load_img, img_to_array 




























































for classe in classes: 
if classes[classe]==answer: 
print("Prediction: "+classe) 
talk.talk(classe) 
break 
 
 
 
else: 
return answer 
counter=0 
last_prediction=9999 
