We show an equivalence between 1-query quantum algorithms and representations by degree-2 polynomials. Namely, a partial Boolean function f is computable by a 1-query quantum algorithm with error bounded by ǫ < 1/2 iff f can be approximated by a degree-2 polynomial with error bounded by ǫ ′ < 1/2. This result holds for two different notions of approximation by a polynomial: the standard definition of Nisan and Szegedy [22] and the approximation by block-multilinear polynomials recently introduced by Aaronson and Ambainis [1].
Introduction
Many of the known quantum algorithms can be studied in the query model where one measures the complexity of an algorithm by the number of queries to the input that it makes. In particular, this model encompasses Grover's search [17] , the quantum part of Shor's factoring algorithm (periodfinding) [26] , their generalizations and many of the more recent quantum algorithms such as element distinctness [6] and NAND tree evaluation [15, 7, 25] .
For proving lower bounds on quantum query algorithms, one often uses a connection to polynomials [8] . After k queries to an input x 1 , . . . , x N , the amplitudes of the algorithm's quantum state are polynomials of degree at most k in x 1 , . . . , x N . Therefore, one can prove that there is no quantum algorithm using fewer than k queries by showing the non-existence of a polynomial with certain properties.
For example, one can use this approach to show that any quantum algorithm for Grover's search algorithm requires Ω( √ N ) queries [8] or to show an optimal quantum lower bound for finding collisions [3] . In some cases, the lower bounds obtained by polynomials method are tight, either exactly (for example, for computing the parity of N input bits x 1 , . . . , x N [8] ) or up to a constant factor (Grover's search and many other examples). In other cases, the number of queries to compute a function f (x 1 , . . . , x N ) is asymptotically larger than the lower bound which follows from polynomials [5, 2] .
In this paper, we discover the first case where we can go in the opposite direction: from a polynomial to a bounded-error quantum algorithm 1 . That is, polynomials with certain properties and quantum algorithms are equivalent! In more detail, we consider computing partial Boolean functions f (x 1 , . . . , x n ) and show that the existence of a quantum algorithm that computes f with 1 query is equivalent to the existence of a degree 2 polynomial that approximates f . This result holds for two different notions of approximation by a polynomial: the standard one in [22] and the approximation by block-multilinear polynomials introduced in [1] .
The methods that we use are quite interesting. To transform a polynomial into a quantum algorithm, we first transform it into the block-multilinear form of [1] and then use a variant of Grothendieck's inequality for relating two matrix norms [24] . One of the two norms corresponds to the constraints on the block-multilinear polynomials while the other norm corresponds to algorithm's transformations being unitary. While Grothendieck's inequality has been used in the context of quantum non-locality (e.g. in [4] ), this appears to be its first use in the context of quantum algorithms.
We then show two results for polynomials of larger degree:
• similarly to general polynomials, block-multilinear polynomials are not equivalent to quantum algorithms in the general case: one of cheat-sheet functions of [2] requiresΩ(n) quantum queries but can be described by a block-multilinear polynomial of degreeÕ( √ n);
• for representations by polynomials of degree d = O(1), a partial function f can be represented by a general polynomial of degree d if and only if it can be represented by a block-multilinear polynomial of degree d.
We note that the first result does not exclude an equivalence between quantum algorithms and polynomials for a small number of queries that is larger than 1. For example, 2-query quantum algorithms could be equivalent to polynomials of degree 4. The second result shows that, to prove such an equivalence, it suffices to give a transformation from block-multilinear polynomials to quantum algorithms. Another consequence of the second result is that, if we have a general polynomial f (x 1 , . . . , x n ) which is bounded (i.e., |f | ≤ 1 for all x 1 , . . . , x n ∈ {0, 1}), the value of this polynomial can be estimated with O(n 1−1/2d ) queries about values of x 1 , . . . , x n . This resolves an open problem from [1] and is shown by transforming f into a block-multilinear form and then using the sampling algorithm of [1] for block-multilinear polynomials.
Preliminaries

Notation
By [a .. b], with a, b being integers, a ≤ b, we denote the set {a, a + 1, a + 2, . . . , b}.
For a vector x, let x p stand for the p-norm; when p = 2, this is the Euclidean norm and the notation is simplified to x . For a matrix A, by A p→q we denote
Ax q = max
Ax q .
By A we understand the usual operator norm A 2→2 . D x stands for the diagonal matrix with components of x on its diagonal. By K we denote the (real) Grothendieck's constant which is defined as the smallest number with the following property: if A = (a ij ) is such that i,j a ij x i y j ≤ 1 for any choice of x i , y j ∈ {−1, 1}, then i,j a ij (u i , v j ) ≤ K for any choice of vectors (with real components) u i , v j with u i = 1 and v j = 1 for all i, j. It is known [24, 10] that
Quantum query complexity and polynomial degree
We consider computing partial Boolean functions f (x 1 , . . . , x n ) : X → {0, 1} (for some X ⊆ {0, 1} n ) in the standard quantum query model. For technical convenience, we relabel the values of input variables x i from {0, 1} to {−1, 1}. Then, a partial Boolean function f maps a set X ⊆ {−1, 1} n to {0, 1}. Let Q ǫ (f ) be the minimum number of queries in a quantum algorithm computing f correctly with probability at least 1 − ǫ, for every x = (x 1 , . . . , x n ) for which f (x) is defined. Definition 1. deg ǫ (f ) is the minimum degree of a polynomial p (in variables x 1 , . . . , x n ) such that
It is well known that Q ǫ (f ) ≥ 1 2 deg ǫ (f ) [8] . We now consider a refinement of this result due to [1] . We say that a polynomial p of degree k is block-multilinear if its variables x 1 , . . . , x N can be partitioned into k blocks, R 1 , . . . , R k , so that every monomial of p contains exactly one variable from each block 2 .
Lemma 2 ([1, Lemma 20] ). Let A be a quantum algorithm that makes t queries to a Boolean input x ∈ {−1, 1} n . Then there exists a degree-2t block-multilinear polynomial p : R 2t(n+1) → R, with 2t blocks of n + 1 variables each, such that (i) the probability that A outputs 1 for an input x = (x 1 , . . . , x n ) ∈ {−1, 1} n equals p(x, . . . ,x), wherex := (1, x 1 , . . . , x n ) (withx repeated 2t times), and
The first variable in each block (which is set to 1 in the requirement (i)) corresponds to the possibility that the algorithm is not asking any of the actual variables x 1 , . . . , x n in a given query. (Although the statement of Lemma 20 in [1] does not mention such variables explicitly, they are used in the proof of the Lemma.) Definition 3. Let the block-multilinear approximate degree of f , or bmdeg ǫ (f ), be the minimum degree of any block-multilinear polynomial p : R k(n+1) → R, with k blocks of n + 1 variables each, such that
n for which f (x) is defined, and
bmdeg(f ) denotes bmdeg 0 (f ).
As a particular case, this definition includes block-multilinear polynomials p : R kn → R which satisfy
because we can view them as polynomials p : R k(n+1) → R in which each monomial containing a variable x 1,0 , x 2,0 , . . . , or x k,0 has a coefficient zero.
The first of the two inequalities follows by taking q(x) = p(x, . . . ,x). If p satisfies the requirements of Definition 3, then q satisfies the requirements of Definition 1. The second inequality follows from Lemma 2.
Equivalence between block-multilinear and general polynomials
The two types of polynomial representations ( deg and bmdeg) are equivalent to one another, up to some loss in the quality of approximation. This has been shown independently by us and by O'Donnell and Zhao [14] :
n . Then there is a block-multilinear polynomialp :
O'Donnell and Zhao [14] show C d ≤ (2e) d . In Appendix C we show our version of this result with C 2 ≤ 3 for d = 2 and
The result of O'Donnell and Zhao is a special case of the general theory of decoupling [19, 23] which proves much more general results. In contrast, our proof is specific to the problem above but, due to that, it is quite simple and gives better constants C d .
As a consequence of this Theorem, we have
Proof. We take the polynomial q which approximates f (x 1 , . . . , x n ) with error ǫ according to Definition 1 and apply Theorem 4 to p(x 1 , . . . , x n ) = q(x 1 , . . . , x n ) − 1 2 . Then the polynomial 1 2 + 1 2C dp approximates f in the sense of Definition 3.
Block-multilinear polynomials of degree 2
be a block-multilinear polynomial of degree 2, with the variables in the first block labeled as x 1 , . . . , x n and the variables in the second block labeled as y 1 , . . . , y m . We say that p is bounded if |p(x 1 , . . . , x n , y 1 , . . . , y m )| ≤ 1 for all x 1 , . . . , y m ∈ {−1, 1}. Then, we have
a ij x i y j ≤ 1.
Let A be the n × m matrix with entries a ij , then
and p being bounded translates to the infinity-to-1 norm of A being at most 1, i.e., A ∞→1 ≤ 1.
3 Equivalence between polynomials of degree 2 and 1-query quantum algorithms
Let f be a partial Boolean function. In this section, we show that the following two statements are equivalent 3 :
3 . Therefore we also get a similar equivalence between Q ǫ (f ) ≤ 1 and deg ǫ ′′ (f ) ≤ 2.
Proof. We start with two technical lemmas.
Lemma 7. If a n × m complex matrix B satisfies B ≤ C, then there exists a unitary U (on a possibly larger space with basis states |1 , . . . , |k for some k ≥ max(n, m)) such that, for any unit vector |y = m i=1 α i |i , U |y = B|y C + |φ , with |φ consisting of basis states |i , i > n only.
Proof. Without the loss of generality, we can assume that C = 1 (otherwise, we just replace the matrix B by
Since B ≤ 1, the eigenvalues of B † B are at most 1 and, hence, A is positive semidefinite. Let A = V † ΛV be the eigendecomposition of A, with V being a unitary matrix and Λ a diagonal matrix. We take W = √ ΛV . Then, A = W † W and, if we take the block matrix
Let k × m be the size of the matrix U . For any i ∈ {1, . . . , m}, we have i|U † U |i = i|I |i = 1 and for any i, j ∈ {1, . . . , m} : i = j, we have i|U † U |j = i|I |j = 0. Therefore, U |1 , . . . , U |m are orthogonal vectors of length 1 and we can complete U to a k × k unitary matrix by choosing U |m + 1 , . . . , U |k so that they are orthogonal (both one to another and to U |1 , . . . , U |m ) and of length 1.
with √ nm A ≤ C and let
Then, there is a quantum algorithm that makes 1 query to x 1 , . . . , x n , y 1 , . . . , y m and outputs 1 with probability
The 1-query quantum algorithm uses a version of the well-known SWAP test [11] for estimating the inner product | ψ |ψ ′ | of two quantum states |ψ and |ψ ′ . Our test works by preparing the state 1
and then performing the Hadamard transformation on the first qubit and measuring the first qubit 4 . The probability that the result of the measurement is 0 is equal to
where ℜx denotes the real part of a complex number x. By Lemma 7, there is a unitary U s.t. for any unit vector |y = m i=1 α i |i we have U |y = B|y C + |φ , with i |φ = 0 for all i ∈ [n].
The algorithm applies SWAP test to |x =
Each of those states can be prepared with one query (to x i 's or y i 's). Hence, we can also prepare the state (2) with one query. The inner product ψ |ψ ′ that is being estimated is equal to
a ij x i y j be the polynomial from Definition 3 which shows that bmdeg ǫ ′ (f ) = 2. Then, as we argued in subsection 2.4, the matrix A = (a ij ) satisfies A ∞→1 ≤ 1. Although this does not imply that A is sufficiently small, we can preprocess the polynomial p so that we achieve √ n ′ m ′ A ′ ≤ K for the n ′ -by-m ′ matrix A ′ of coefficients of the polynomial after the preprocessing.
To preprocess the polynomial, we perform an operation called variable-splitting [1] . The operation consists of taking a variable x j (or y j ) and replacing it by m variables, in the following way. We introduce m new variables x l 1 , . . . , x lm , and define p ′ as the polynomial obtained by substituting
in the polynomial p instead of x j . If we substitute x l 1 = . . . = x lm = x j , p ′ is equal to p(x 1 , . . . , x n , y 1 , . . . , y m ). Thus, being able to evaluate p ′ implies being able to evaluate p (in the same sense of the word "evaluate").
In Appendix A, we show
m , then for every δ > 0 there exists a sequence of row and column splittings that transforms 4 This test is slightly different from the standard SWAP test in which one prepares both |ψ and |ψ ′ and then performs a SWAP gate conditioned by a qubit that is initially in the
|1 state. Because of this difference, we can perform the SWAP test with just 1 query instead of 2 (one for |ψ and one for |ψ ′ ). Another result of this difference is that the probability of measuring 0 changes from
for the standard SWAP test to 1 2 (1 + ℜ ψ |ψ ′ ) for our test.
Then, we can apply Lemma 8 with C = K + δ to evaluate the polynomial
. . , y ′ m ′ ) which corresponds to the point (x 1 , . . . , x n , y 1 , . . . , y m ) at which we want to evaluate the original polynomial p(x 1 , . . . , y m ).
If
. We now consider an algorithm which outputs 0 with probability 1 2K+1 and runs the algorithm of Lemma 8 otherwise (with probability 2K 2K+1 ). Let q be the probability of this algorithm outputting
Thus, we have a quantum algorithm with a probability of error which is at most ǫ = Because of Theorem 10, there is no transformation from a polynomial of degree 2k that approximates f (x 1 , . . . , x n ) with error ǫ < 1/2 to a quantum algorithm with k queries and error ǫ ′ < 1/2, with ǫ and ǫ ′ independent of k.
However, there may be a transformation from polynomials of degree 2k to quantum algorithms with k queries, with the error ǫ ′ = g(ǫ, k) of the resulting quantum algorithm depending on k but not on function f (x 1 , . . . , x n ) or the number of variables n. Theorem 10 implies the following limit on such transformations:
There is a sequence of Boolean functions f (1) , f (2) , . . . such that, for any sequence of quantum algorithms A 1 , A 2 , . . . computing them with O(bmdeg(f i )) queries, the probability of correct answer is at most
.
Proof. Let f be the function from Theorem 10. Then, we have bmdeg(f ) =Õ( √ n).
If we have a quantum algorithm A that computes a function f with a probability of correct answer at least 1 2 + δ, we can use amplitude estimation [9] to estimate whether A produces answer f = 1 with probability at least 1 2 + δ or with probability at most 1 2 − δ. The standard analysis of amplitude estimation [9] shows that we can obtain an estimate that is correct with probability at least 2/3, with O(1/δ) repetitions of A. To avoid a contradiction with Q ǫ (f ) = Ω(n), we must have
A result with a weaker bound on the error is, however, possible. For example, it is possible that deg 1/2−δ (f ) = 2k or bmdeg 1/2−δ (f ) = 2k implies a quantum algorithm which makes k queries and has the error probability at most
Equivalence between general and block-multilinear polynomials
Also, Aaronson and Ambainis [1] showed that a quantum algorithm which makes d queries can be simulated by a classical algorithm making O(n 1−1/2d ) queries, based on the following result
. Then, h(y) can be approximated within precision ±ǫ with high probability,
with a big-O constant that is allowed to depend on d).
It has been open whether a similar theorem holds for general (not block-multilinear) polynomials h(x 1 , . . . , x n ). Aaronson and Ambainis [1] showed that this is true for degree 2 (using quite sophisticated tools from Fourier analysis) but left it as an open problem for higher degrees. With Theorem 4, we can immediately resolve this problem.
Corollary 13. Let g : R n → R be a polynomial of degree d with |g(y)| ≤ 1 for any y ∈ {−1, 1} n .
Then, g(y) can be approximated within precision ±ǫ with high probability, by querying O((
variables (with a big-O constant that is allowed to depend on d).
Proof. We apply Theorem 4 to construct a corresponding block-multilinear polynomial h and then use Theorem 12 to estimate h with precision
. Since C d is a constant for any fixed d, we can absorb it into the big-O constant.
This result was independently shown by O'Donnell and Zhao [14] (using their form of Theorem 4).
Conclusions
We have shown a new equivalence between quantum algorithms and polynomials: the existence of a 1-query quantum algorithm computing a partial Boolean function f is equivalent to the existence of a degree-2 polynomial p that approximates f . Our equivalence theorem can be seen as a counterpart of the equivalence between unbounded-error quantum algorithms and threshold polynomials, proved by Montanaro et al. [21] , and the equivalence between nondeterministic quantum algorithms and nondeterministic polynomials, proved by de Wolf [28] .
Our equivalence is, however, much more challenging to prove. A transformation from polynomials to unbounded-error or nondeterministic quantum algorithms can incur a very large loss in error probability (for example, it can transform a polynomial p with error 1/3 to a quantum algorithm A with the probability of correct answer 1 2 + 1 2 n ). In contrast, our transformation produces a quantum algorithm whose error probability only depends on the approximation error of the polynomial p and not on the number of variables n. To achieve this, we use a relation between two matrix norms related to Grothendieck's inequality.
Our equivalence holds for two notions of approximability by a polynomial: the standard one [22] which allows arbitrary polynomials of degree 2 and the approximation by block-multilinear polynomials recently introduced by [1] . The first notion of approximability is known not to be equivalent to the existence of a quantum algorithm: there are several constructions of f for which Q ǫ (f ) is asymptotically larger than deg(f ) [5, 2] , with Q ǫ (f ) =Ω(deg 2 (f )) as the biggest currently known gap [2] . We have shown that a similar gap holds for the second notion of approximability. Thus, neither of the two notions is equivalent to the existence of a quantum algorithm in the general case.
Three open problems are:
1. Equivalence between quantum algorithms and polynomials for more than 1 query?
Is it true that quantum algorithms with 2 queries are equivalent to polynomials of degree 4? It is even possible that quantum algorithms with k queries are equivalent to polynomials of degree 2k for any constant k -as long as the relation between the error of quantum algorithm and the error of the polynomial approximation depends on k, as discussed in section 4.1.
From polynomials to quantum algorithms.
It would also be interesting to have more results about transforming polynomials into quantum algorithms, even if such results fell short of a full equivalence between the two notions. For example, if it was possible to transform polynomials of degree 3 into 2 query quantum algorithms this would be an interesting result, even though it would be short of being an equivalence (since 2 query quantum algorithms are transformable into polynomials of degree 4 and not 3).
Other notions of approximability by polynomials?
Until this work, there was a hope that the block-multilinear polynomial degree bmdeg(f ) may provide a quite tight characterization of the quantum query complexity Q(f ). Now, we know that the gap between bmdeg(f ) and Q(f ) can be as large as the best known gap between deg(f ) and Q(f ). Can one come up with a different notion of polynomial degree that would be closer to Q(f ) than deg(f ) or bmdeg(f )?
Are deg and bmdeg equivalent?
For all functions f that we have checked, deg ǫ (f ) = 2 implies bmdeg ǫ (f ) = 2 with the same ǫ > 0. Can one prove this? More generally, does deg ǫ (f ) = k implies bmdeg ǫ (f ) = k with the same ǫ > 0 or is there a function that can be approximated by a general polynomial of degree k but not by a block-multilinear polynomial of the same degree? As mentioned in section 4.1, the function f of [2] with Q(f ) =Ω( deg(f )) 4 ) is one candidate for separating these two notions.
[17] L. K. Grover. A fast quantum mechanical algorithm for database search. 
Appendix
A Proof of Lemma 9 A.1 Additional Notation
The variables of the polynomial (1) correspond to rows and columns of the coefficient matrix
. Hence, we can reword variable-splitting in terms of rows and columns of A, introducing the operations of row-splitting and column-splitting.
Let a i· stand for the ith row (a i1 , . . . , a im ) of A and similarly a ·j stand for the jth column of A. Row-splitting (into k rows) takes a row a i· and replaces it with k equal rows a i· /k = (a i1 /k, . . . , a im /k). Similarly, column-splitting takes a column a ·j and replaces it with k equal columns a ·j /k.
We also denote
Notice that · G is a norm (and, in fact, it is the dual norm of the factorization norm γ 2 , see, e.g., [20] ). Let λ max (B) denote the maximal eigenvalue of a square matrix B; then
Denote g(A) = A √ nm/ A ∞→1 . By Γ(A) we denote the numerator A √ nm.
We say that a matrix A ′ of size n ′ × m ′ can be obtained from A if there exists a sequence of row and column splittings that transforms A to the matrix A ′ ; if A ′ can be obtained from A, we denote it by A −→ A ′ . Moreover, for simplicity we assume that no row or column is split repeatedly, i.e., if a row a i· is split into k rows a i· /k, then none of these obtained rows is split again.
By G(A) we denote the infimum of g(A ′ ) over all matrices A ′ which can be obtained from A:
We have g(A) ≥ 1 for all matrices A. (To see this, we observe that
. Taking maximums over all x on both sides gives A ∞→1 ≤ √ nm A which is equivalent to g(A) ≥ 1.) Therefore, we also have G(A) ≥ 1.
It is possible to show that the assumption that no row or column is split repeatedly does not alter the value of this infimum; more generally, one could consider weighted splitting of rows (or columns), e.g., allowing to replace a row a i· with k rows w j a i· , j ∈ [k], where w j are non-negative weights satisfying w 1 + . . . + w k = 1. Also in this case it is possible to show that the infimum of g(A ′ ) over all matrices A ′ , yielded by permitted splittings, has the same value as G(A).
Let A denote the class of all matrices (with real entries) which do not contain zero rows or columns. Notice that if A ∈ A and A −→ A ′ , then also A ′ ∈ A. The class A n,m contains all matrices in A of size n × m.
By R n + we denote the set of all vectors w ∈ R n such that w i > 0 for all i ∈ [n]. Using the introduced notation, we can restate Lemma 9:
Lemma 9'. For every matrix A we have
The inequality here is due to Grothendieck's inequality, see, e.g., Theorem 4 of [20] . The remaining part of this section is devoted to proving the equality in (4).
A.2 Splitting preserves the infinity-to-one norm
Here we show that splitting rows or columns does not change the norms · ∞→1 and · G . and
Proof. Let a matrix A ∈ A n,m be fixed. It is sufficient to show the statement for matrices A ′ that can be obtained by splitting a row a i· of A into l + 1 rows a i· /(l + 1) (these rows are indexed by i,
Suppose that x ∈ {−1, 1} n , y ∈ {−1, 1} m are such that x T Ay = A ∞→1 . Notice that
x k a k· y.
Let x ′ ∈ {−1, 1} n+l be obtained from x by replacing x i with (x i , x i , . . . , x i ) (i.e., the component x i , corresponding to the split row a i· , is replicated l + 1 times) and these components are indexed with i, . .
This shows that
Suppose that x ∈ {−1, 1} n+l , y ∈ {−1, 1} m are such that
, are the rows a i· /(l + 1), obtained from a i· . Letx ∈ R n be such thatx
. . , n,
Notice that
Thus x ∞ ≤ 1. On the other hand,
Hence the two norms are equal. Consider the norm
Choose n + l unit vectors as follows:
Taking the supremum over all r and unit vectors p k , q j , we obtain
Choose n unit vectors as follows:
, k = i.
By the triangle inequality
It follows that
Taking the supremum over all r and p k , q j , we obtain
Hence the two norms are equal.
A.3 Characterization of row(column)-splitting
Lemma 15. Suppose that A ∈ A n,m ; for each i ∈ [n] the row a i· is split into k i rows and for each j ∈ [m] the column a ·j is split into l j rows; the resulting matrix is denoted by A ′ .
Hence it is sufficient to show that A ′ = Ã . We begin by showing this statement in case when l 1 = l 2 = . . . = l m = 1, i.e., only row-splitting takes place.
Denote
Notice thatÃ
Similarly it can be obtained that
we conclude that
which implies Ã = A ′ . Now consider the case of arbitrary l j ∈ N. Denote by B the n × (l 1 + . . . + l m ) matrix, obtained from A by splitting each of its columns a ·j into l j columns. Then A −→ B −→ A ′ . By the previous arguments,
whereB isB is n × (l 1 + . . . + l m ) matrix with ith row equal to 
Then the transpose ofB can be obtained from the m × n matrix C = (C ji ),
by splitting the jth row of C into l j rows. By previous argument, B T = C , whereC =Ã T . Thus we conclude
This shows that Γ(A ′ ), for every matrix A ′ which can be obtained from A by splitting rows/columns, can be characterized by vectors w, v (s.t. the squares of components of w, v are rational numbers). The converse is also true: Lemma 16. Suppose that A ∈ A n,m but vectors w ∈ R n + , v ∈ R m + are such that w 2 i ∈ Q, v 2 j ∈ Q for all i, j. Then there exist numbers k i ∈ N and l j ∈ N such that splitting A's ith row a i· into k i rows and the jth column a ·j into l j rows yields a matrix A ′ such that Γ(A ′ ) = Ã w v where
Proof. First note that the statement is true if w 2 i ∈ N and v 2 j ∈ N for all i, j, since then one takes k i = w 2 i and l j = v 2 j .
Since
Moreover,ŵ 2 i ∈ N,v 2 j ∈ N, thus one can take k i =ŵ 2 i and l j =v 2 j . Now, by performing the corresponding row/column splitting, one obtains a matrix A ′ satisfying
We can consider an even more general situation:
Here byÃ we denote the matrix with componentsã ij = a ij w i v j , but A ′ N stands for the matrix which is obtained from A by splitting its ith row a i· into k i,N rows and the jth column a ·j into l j,N rows.
Proof. We choose two sequences of vectors w (1) , w (2) , . . . and v (1) , v (2) , . . . so that w (N ) ∈ Q n + and w = lim N →∞ w (N ) and similarly for v (N ) and v. LetÃ (N ) be a matrix with entriesã 
Suppose that A ∈ A n,m and w ∈ R n + , v ∈ R m + are fixed. LetÃ be the matrix with components
Then Claims 15 and 17 together imply that inf
Denote the latter infimum with F T A . In view of Lemma 14 this means that
A.4 Proof of Lemma 9'
We recall the following characterization of matrices with A G ≤ 1; for a proof, see [24, p. 239 ].
Lemma 18. For every matrix A (of size n × n), the inequality A G ≤ 1 holds iff there is a matrix A (of size n × n) and vectors w, v ∈ R n with non-negative components s.t. w = v = 1, Ã ≤ 1 and for all i, j ∈ [n]: a ij =ã ij w i v j .
From this it is easy to obtain the following:
Lemma 19. For every matrix A ∈ A n,n there exists a matrixÃ ∈ A n,n and vectors w, v ∈ R n
Moreover, w and v minimize the function
Proof. Suppose that a matrix A ∈ A n,n is scaled so that A G = 1.
From Lemma 18 the existence ofÃ with Ã ≤ 1 and w, v ∈ R n + with w = v = 1 follows. Notice that w i = 0 and w ′ j = 0 for all i, j, since otherwise A / ∈ A. Similarly, alsoÃ ∈ A n,n must hold.
We claim that Ã = 1. Assume the contrary, Ã = c ∈ (0, 1).
LetB be a n × n matrix withb ij =ã ij /c, then B = 1 and by Lemma 18 we have B Notice that inf 
where c 1 = k/p, c 2 = l/q. We see that G(A) ≤ lim N →∞ g(A N ) = g(Â ′ ). Taking infimum over allÂ ′ s.t.Â −→Â ′ , inequality G(Â) ≥ G(A) follows. Hence the two quantities must be equal.
B Proof of Theorem 10
We use the notion of certificate complexity. Let C be an assignment of values C : S → {0, 1} for some S ⊆ [n]. We say that x = (x 1 , . . . , x n ) is consistent with C if it satisfies x i = C(i) for all i ∈ S. We say that C is a certificate for f on an input x if x is consistent with C and, for any y ∈ {0, 1} n that is consistent with C, we have f (y) = f (x).
The certificate complexity of f on an input x (denoted by C(f, x)) is the smallest |S| in a certificate C for f on the input x. The certificate complexity of f (denoted C(x)) is the maximum of C(f, x) over all x ∈ {0, 1} n . (For more information on the certificate complexity and its connections to other complexity measures, we refer the reader to the survey by Buhrman and de Wolf [12] .)
We use the same function as in the Q(f ) =Ω(deg 2 (f )) result of Aaronson et al. [2] . The construction of this function [2] starts by designing a function g : {−1, 1} n → {0, 1} with Q(g) = Ω(n) and C(g) =Õ( √ n). (We omit the definition of g because Q(g) =Ω(n) and C(g) =Õ( √ n)
are the only properties of g that we use.) Then, they define f as follows:
