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Abstract
We give several explicit examples of quantum cluster algebra structures, as introduced by
Berenstein and Zelevinsky, on quantized coordinate rings of partial flag varieties and their
associated unipotent radicals. These structures are shown to be quantizations of the cluster
algebra structures found on the corresponding classical objects by Geiß, Leclerc and Schro¨er,
whose work generalizes that of several other authors. We also exhibit quantum cluster algebra
structures on the quantized enveloping algebras of the Lie algebras of the unipotent radicals.
Keywords: quantized coordinate ring, quantum cluster algebra, partial flag variety, unipotent radical, quantized
enveloping algebra
Mathematics Subject Classification (2000): 20G42 (Primary), 16W35, 17B37
Contents
1 Introduction 2
2 Objects associated to sub-root data 5
2.1 Sub-root data, partial flag varieties and unipotent radicals . . . . . . . . . . . . . 5
2.2 Cluster algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Quantum cluster algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Examples 9
3.1 Example: complex projective space . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 Example: the Grassmannian Gr(2, 5) . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3 Example: a corank 2 example in type A4 . . . . . . . . . . . . . . . . . . . . . . 14
†Email: jan.grabowski@maths.ox.ac.uk. Website: http://people.maths.ox.ac.uk/~grabowsk/
1
1 Introduction
Cluster algebras were introduced in a series of papers by Fomin and Zelevinsky from 2001 on-
wards ([1], [2], [3], [4]), providing a framework for combinatorics associated to dual canonical
bases of homogeneous coordinate rings, canonical bases of quantum groups and total positiv-
ity for semisimple algebraic groups. One way of thinking of what it means for a (necessarily)
commutative algebra to possess a cluster algebra structure is that it has a particular form of pre-
sentation, with many generators (the cluster variables) but relatively simple relations (exchange
relations).
Much work has been done in recent years on the theory of cluster algebras, beginning with
the fundamental question of classification. In the original work of Fomin and Zelevinsky, it was
shown that cluster algebras have a Cartan–Killing classification ([2]), with associated concepts
of rank, finite and infinite types and roots. A large number of authors have addressed the
combinatorial side, studying the relationships with previously-known combinatorial structures
such as generalized associahedra (see for example [5]).
It has also become common to reformulate the definitions of Fomin and Zelevinsky using
quivers and this has highlighted relationships with the representation theory of path algebras
and related structures. A good survey on this material is [6].
Significant progress in cluster algebra theory has also come from categorification, notably
cluster categories of modules whose tilting theory encodes the cluster combinatorics ([7], [8] and
many subsequent authors; see [6] for a survey), as well as other forms of categorification ([9],
[10]).
Examples of cluster algebras include polynomial algebras (of rank 0) and coordinate algebras,
e.g. C[SL2] (of cluster algebra type A1) and C[SL4/N ], N upper unitriangular matrices (of
cluster algebra type A3).
Two notable subsequent developments have inspired this work. The first was the demon-
stration of cluster algebra structures on homogeneous coordinate rings of partial flag varieties
and their associated unipotent radicals by Geiß, Leclerc and Schro¨er ([9]), giving a general con-
struction that includes earlier examples by other authors, particularly Scott ([11]). The second
was the definition by Berenstein and Zelevinsky of a quantum cluster algebra ([12]) and a con-
struction conjectured to give quantum cluster algebra structures to quantized coordinate rings of
double Bruhat cells. Among these is the case Cq[G
e,w0 ], from which one would directly obtain a
quantum cluster algebra structure on a subalgebra of Cq[N ], N the maximal unipotent subgroup
of the algebraic group G.
The natural question posed by considering these together is whether or not one could find
quantum cluster algebra structures on the quantized coordinate rings of partial flag varieties and
unipotent radicals. That is, whether or not one could produce a quantization of the work of
Geiß, Leclerc and Schro¨er. By means of the explicit examples given here, we demonstrate that
this is a plausible endeavour, deserving of further attention.
The focus of this paper is these examples, rather than general constructions and theorems
or applications, though we hope that these will follow shortly. We begin, however, in Section 2
with brief descriptions of various objects that one may associate to what we term sub-root data.
By a sub-root datum we mean a pair of root data (C, C′) such that C has a subsystem of type
C′; one can think of choosing a sub-diagram of a Dynkin diagram, making allowances for graph
automorphisms. Let I be the indexing set (for the simple roots, fundamental weights, etc.)
associated to C and J that for C′, as a subset of I.
On the geometric side, a sub-root datum gives rise to a standard parabolic subgroup PJ of
an algebraic group G of type C, a partial flag variety G/PJ , an opposite unipotent radical N
−
I\J ,
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their multi-homogeneous coordinate rings and the quantum analogues of these. On the algebraic
side, there are the Lie algebras of the group and subgroups, universal enveloping algebras of
these and their quantum analogues.
The last of these, quantized enveloping algebras of Lie algebras of unipotent subgroups, is
the point of connection between this paper and our previous work in [13]. There, we defined
these objects as certain subalgebras of the full quantized enveloping algebra and studied their
properties. In particular, we showed that they are braided Hopf algebras of a special kind,
namely Nichols algebras. These algebras will be denoted Uq(n
−
I\J ).
In Section 2.2, we recall the basic data and constructions appearing in the definition of cluster
algebras (of geometric type) and then describe the quantum analogue in Section 2.3. In that
section we also give an example of a quantum cluster algebra that is not associated to a sub-
root datum, namely the quantized coordinate algebra Cq[SL2]. The cluster algebra structure on
C[SL2] is often used as a simple but effective illustration of the definitions; the quantized version
does the same for quantum cluster algebras in an equally pleasing way. Their cluster algebra
type is A1 in both cases.
The main body of this paper is contained in Section 3, where we give our examples. We
begin in Section 3.1 with the sub-root datum (An, An−1), when the partial flag variety is just
projective space and the unipotent subgroup is an affine space. The associated (quantized)
coordinate algebras are (quantum) symmetric algebras and hence are rank 0 (quantum) cluster
algebras.
Next, in Section 3.2 we examine the Grassmannian Gr(2, 5), coming from the sub-root datum
(A4, A1 ⊕ A2) (deleting the node numbered 2). We give a quantum cluster algebra structure
on Cq[Gr(2, 5)] coming from quantum Plu¨cker coordinates and the quantum Plu¨cker relations,
quantizing the well-known cluster algebra structure on C[Gr(2, 5)] first described by Fomin and
Zelevinsky in their original papers. We use this to describe a quantum cluster algebra structure
on Cq[N
−
{2}], the quantized coordinate ring of the opposite big cell. We also give a bijection which
transfers this quantum cluster algebra structure over to Uq(n
−
{2}), which is in fact isomorphic to
Cq[N
−
{2}]. All of these have associated cluster algebra type A2.
Thirdly, in Section 3.3, we identify a quantum cluster algebra structure on Uq(n
−
{1,2}) ⊆ Uq(sl5)
(deleting nodes 1 and 2 from the Dynkin diagram of type A4). This is a more complicated corank
2 example, where the corank is the difference between the rank of C and C′ and is one measure
of the complexity of Uq(n
−
I\J ). This example is of quantum cluster algebra type A3.
This example relied on our earlier work ([13]), which produced information on generating sets
for these algebras. We had implemented the construction in the computer program GAP ([14]),
making use of the package QuaGroup ([15]), and hence we were able to carry out computer-
assisted calculations to verify quasi-commuting of elements and the quantum exchange relations.
As one would expect, the quantized enveloping algebras Uq(n
−
I\J ) have a close relation with
the quantized coordinate rings Cq[N
−
I\J ], namely that they are graded dual to one another.
However, more can be true: in some cases, these algebras are in fact isomorphic. It is not known
precisely which cases this is true for but when it is, it obviously implies that if a quantum cluster
algebra structure exists on the coordinate ring side, one exists on the enveloping algebra side.
However, we have also been able to produce a quantum cluster algebra structure on Uq(n
−
{1,2}),
when it is not known if this is isomorphic to Cq[N
−
{1,2}] and at present we do not have a quantum
cluster algebra structure for the latter. This suggests that it is reasonable to think that quantized
enveloping algebras of Lie algebras of unipotent radicals might all have quantum cluster algebra
structures, in contrast to the classical case where non-commutative enveloping algebras cannot
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be cluster algebras.
We remark that we have demonstrated examples of quantum cluster algebras of type An for
n = 0, 1, 2, 3, albeit in several different realizations.
Recently, in work with Ste´phane Launois ([16]) we have extended the example of Section 3.2
to the quantized coordinate rings Kq[Gr(2, n)] for K an arbitrary field and n ≥ 3, showing that
they are quantum cluster algebras of type An−3. From this, we have also obtained quantum
cluster algebra structures on the quantum Schubert cells of these Grassmannians. The quantum
Schubert cell associated to the partition (t, s) (where t ≥ s, t + s ≤ 2n − 2) is of quantum
cluster algebra type As−1, independent of t. We have also obtained quantum cluster algebra
structures on Kq[Gr(3, k)] for K a field containing a square root of q and k ∈ {6, 7, 8}, yielding
quantum cluster algebras of types D4, E6 and E8. (These cases exhaust the finite-type quantum
cluster algebra structures on quantum Grassmannians.) We view this as a further step towards
achieving the goal of quantizing the work of Geiß, Leclerc and Schro¨er, but it is clear that some
new methods will be required, likely including a suitable categorification.
Our particular motivation was to give some additional explicit examples of quantum cluster
algebras, drawing on the work of Geiß, Leclerc and Schro¨er and bringing it together with our
own previous work. On a larger scale, the enterprise of finding quantum cluster algebras is partly
aimed at trying to reach a better understanding of the canonical basis of Lusztig and Kashiwara.
Some progress has been made in relating the classical cluster algebras to semi-canonical bases so
it is hoped that the quantized versions will play a similar role with respect to canonical bases.
This hope is strengthened by recent work of Nakajima ([17]), who has related these topics using
graded quiver varieties, and Lampe ([18]).
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2 Objects associated to sub-root data
2.1 Sub-root data, partial flag varieties and unipotent radicals
Throughout, we will work over the field C and assume that q is not a root of unity. (It will be
clear that more general considerations are possible but we will restrict ourselves to this situation.)
Let C be an l× l generalized Cartan matrix with columns indexed by a set I. Let (H,Π,Π∨)
be a minimal realization of C, where H ∼= C2|I|−rank(C), Π = {αi | i ∈ I} ⊂ H
∗ (the simple roots)
and Π∨ = {hi | i ∈ I} ⊂ H (the simple coroots). Then we say C = (C, I,H,Π,Π
∨) is a root
datum associated to C. (Lusztig ([19]) has a more general definition of a root datum but this
one will suffice for our purposes here.)
Given two root data C and C′ = (C ′, J,H ′,Π′, (Π′)∨) and an injective map ι : J → I, we
will say C′ is a sub-root datum of C if C ′ij = Cι(i)ι(j) and there exists an injective linear map
s : H ′ → H such that s(h′i) = hι(i). We will generally suppress ι in our notation and identify J
with ι(J) ⊆ I. If C′ is a sub-root datum of C, we will write C′ ⊆ C and set D = I \J . Pictorially,
we are choosing a Dynkin diagram and a sub-diagram; the map ι removes any ambiguities due
to graph automorphisms.
Associated to C′ ⊆ C are several algebraic and geometric objects:
• If G = G(C) is a connected semisimple complex algebraic group associated to C, G has a
(standard) parabolic subgroup PJ associated to J ⊆ I.
e.g. G = G(A4) = SL5(C), J = {1, 3, 4} ⊆ I = {1, 2, 3, 4}, D = {2},
PJ =




∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗




.
• We can form G/PJ , a partial flag variety.
e.g. G/P∅ = G/B, the full flag variety. (Here C
′ = A0.)
e.g. G(An)/P{1,...,n−1} = CP
n, complex projective space.
e.g. G(A4)/P{1,3,4} = Gr(2, 5), the Grassmannian of planes in C
5.
The partial flag variety G/PJ is a projective variety, via the well-known Plu¨cker embedding
G/PJ →֒
∏
d∈D P(L(ωd)). Here, L(λ) is the irreducible G-module corresponding to a
dominant integral weight λ and {ωi}i∈I are the fundamental weights.
• Each standard parabolic subgroup PJ has an associated opposite unipotent radical, N
−
D
(see for example [20] for details).
e.g. G = G(A4), D = {2},
N−D =




1 0 0 0 0
0 1 0 0 0
∗ ∗ 1 0 0
∗ ∗ 0 1 0
∗ ∗ 0 0 1




.
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Note that N−D may be embedded in G/PJ as a dense, open subset and is an affine space of
the same dimension as G/PJ . Indeed, N
−
D may be identified with the opposite of the big
cell of G/PJ for its Bruhat decomposition.
• Via the Plu¨cker embedding, we may form the corresponding ND-graded multi-homogeneous
coordinate algebras C[N−D ] and C[G/PJ ], the latter having the decomposition
⊕
λ∈ND L(λ)
∗.
• The coordinate ring C[G] has a quantum analogue, Cq[G] (see for example [21], where this
algebra is denoted Oq(G)). Via this quantized coordinate ring, we can define a quantization
of C[G/PJ ], Cq[G/PJ ] and also a certain localisation Cq[G/PJ ](f
−1
e ) whose degree 0 part
is the quantized coordinate ring of the corresponding big cell, i.e. the opposite of N−D . We
refer the reader to [22, Section 3] for a survey containing detailed definitions, which will
not be required here. (There, Cq[G/PJ ] is denoted Sq[G/PS ]).
• The algebraic group G = G(C) has an associated complex Lie algebra, g = g(C), which has
a quantized enveloping algebra Uq(g) defined over C, with q ∈ C
∗. This is generated by
elements Fi, K
±1
i and Ei for i ∈ I, with well-known relations (see for example [23]).
• Analogous to the parabolic subgroup PJ is the subalgebra Uq(pJ )
def
= Uq(g
′)U>q (g) ⊆ Uq(g),
where g′ = g′(C′) and U>q (g) = <K
±1
i , Ei | i ∈ I>. In [13], we showed that one can
associate to this subalgebra a braided Hopf algebra Uq(n
−
D
), dual to Cq[N
−
D ].
2.2 Cluster algebras
We will recall briefly the definition of a cluster algebra of geometric type with coefficients ([1]).
We start with an initial seed (y,B), consisting of a tuple of generators (called a cluster) for the
cluster algebra and an exchange matrix B = (bij). (A cluster is not a complete set of generators,
but a subset of such a set.) More seeds are obtained via mutation of the initial seed and the
elements of the initial cluster are of two types, mutable cluster variables and coefficients. The
coefficients are not mutated and so are present in every cluster obtained from the initial one by
mutation. An abstract cluster algebra is typically considered to be an algebra over the field of
rational functions in the coefficients, taken over a base field K. We will indicate the mutable
variables in a cluster by boldface type.
Mutation has two aspects, matrix mutation and variable mutation. Matrix mutation µk is
involutive and given by the rule
(µk(B))ij =
{
−bij if i = k or j = k
bij +
|bik|bkj+bik |bkj |
2 otherwise
(Here k is not permitted to be an index of a coefficient variable.) For example,
 0 1 0−1 0 1
0 −1 0

 µ1−→

0 −1 01 0 1
0 −1 0



 0 1 0−1 0 1
0 −1 0

 µ2−→

 0 −1 11 0 −1
−1 1 0


If (y = (y1, . . . , yd), B) is the initial seed then the mutated seed in direction k is given by (µk(y) =
(y1, . . . , y
∗
k, . . . , yd), µk(B)), where the new generator y
∗
k is determined by the exchange relation
yky
∗
k =
∏
bik>0
ybiki +
∏
bik<0
y−biki
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The alternative quiver description converts B to a quiver by the rule that a strictly positive
entry bij determines a weighted arrow i
bij
→ j and a strictly negative one a weighted arrow in the
opposite direction. (Thus B is what is termed a signed adjacency matrix.) In this approach,
coefficients correspond to “frozen” vertices, indicated by drawing a box around the vertex. Then
matrix mutation defines the operation of quiver mutation, for example
1


2 //3
µ1
−→
1
2 //
GG
3
1


2 //3
µ2
−→
1
/
//
/
2
GG
3oo
We say a K-algebra A is a cluster algebra or admits a cluster algebra structure if there is an
initial seed such that the set of all cluster variables (i.e. the union of all the clusters) obtained
under iterated mutation is a generating set for A. In many examples, it is observed that it is
not necessary to be able to invert the coefficients so that one can consider the cluster algebra as
being defined over the base field K, rather than having to pass to a localisation of A.
A cluster algebra is of finite type (as all our examples will be) if the quiver of B lies in the
same mutation equivalence class as an orientation of a finite-type Dynkin diagram and the type
of the cluster algebra is the type of this diagram. If the cluster algebra under consideration is
of finite type Xn, there is a bijection between the set of all mutable cluster variables (from all
clusters) and the almost positive roots of the root system of type Xn. (The almost positive roots
are the positive roots together with the negative simple roots.)
Work of Geiß, Leclerc and Schro¨er ([9]) has identified cluster algebra structures on C[G/PJ ]
and C[N−D ] associated to C
′ ⊆ C as above. Their approach produces the cluster algebra structure
from a categorification, specifically from a subcategory of Λ(C)-mod, the category of modules of
the preprojective algebra of type C. The complete rigid modules in this subcategory correspond
to the clusters of C[N−D ] and mutation arises from certain short exact sequences.
Their categorification is used to prove the properties required of a cluster algebra but there is
a purely combinatorial recipe to construct the initial seed and exchange matrix ([9, Section 9.3]).
We will not give this explicitly here but will give the cluster algebra structures it produces
alongside our quantized examples, for comparison.
Significantly, Geiß, Leclerc and Schro¨er have also shown that monomials in the variables ap-
pearing in a single cluster are elements of the dual semicanonical basis of C[N−I ]. It is conjectured
that these monomials lie in the dual canonical basis.
2.3 Quantum cluster algebras
Berenstein and Zelevinsky ([12]) have given a definition of a quantum cluster algebra. These
algebras are now non-commutative but not so far from being commutative. Each quantum
seed includes an additional piece of data, a skew-symmetric matrix L = (lij) describing quasi-
commutation relations between the variables in the cluster. Quasi-commuting means ab = qlabba,
also written in q-commutator notation as [a, b]qlab = 0.
There is also a mutation rule for these quasi-commutation matrices and a modified exchange
relation that involves further coefficients that are powers of q derived from B and L, which
we describe now. Given a quantum cluster y = (X1, . . . ,Xr), exchange matrix B and quasi-
commutation matrix L, the exchange relation for mutation in the direction k is given by
X ′k =M(−ek +
∑
bik>0
bikei) +M(−ek −
∑
bik<0
bikei)
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where the vector ei ∈ C
r (r being the number of rows of B) is the ith standard basis vector and
M(a1, . . . , ar) = q
1
2
∑
i<j aiaj ljiXa11 · · ·X
ar
r .
By construction, the integers ai are all non-negative except for ak = −1. The monomial M (as
we have defined it here) is related to the concept of a toric frame, also introduced in [12]. The
latter is a technical device used to make the general definition of a quantum cluster algebra.
For our examples, where we start with a known algebra and want to exhibit a quantum cluster
algebra structure on this, it will suffice to think of M simply as a rule determining the exchange
monomials.
We note that the presence of the “12” factor in the definition of M suggests that if we wanted
to work over fields other than C, we may need to extend scalars by introducing a square root of
q. In fact this will not be necessary in all examples but it would be required in some.
The natural requirement that all mutated clusters also quasi-commute leads to a compatibility
condition between B and L, namely that BTL consists of two blocks, one diagonal with positive
integer diagonal entries and one zero. (However, these blocks need not be contiguous, depending
on the ordering of the row and column labels.) We will denote by 0m,n the m×n zero matrix and
by Im the m×m identity matrix. Block matrices will be written in the usual way, e.g. (A B C).
These definitions are all demonstrated in the following simple yet instructive example.
Example 1. Let A = C[b, c] and define two algebras
Aq(a, d) = A<a, d>/<[ a, b ]q, [ a, c ]q , [ d, b ]q−1 , [ d, c ]q−1>
and
Cq[SL2] = Aq(a, d)/<ad = 1 + qbc, da = 1 + q
−1bc>.
Cq[SL2] is a quantum cluster algebra of type A1 with initial seed ((a, b, c), B, L),
B =

 0−1
−1

 Γ(B) =
a //

b
c
L =

 0 1 1−1 0 0
−1 0 0

 Γ(L) =
a //

b
c
Then BTL = (2I1 01,2) = (2 0 0). The clusters are (a, b, c) and (d, b, c). Setting X1 = a, X2 = b
and X3 = c, the first quantum exchange relation is
X ′1 = M(−1, 0, 0) +M(−1, 1, 1)
= q0X−11 + q
1
2
(−l21−l31+l32)X−11 X2X3
= a−1 + qa−1bc,
that is, X ′1 = d and ad = 1 + qbc. Note that C[SL2] = A1(a, d)/<ad = 1 + bc> has the natural
“classical limit” cluster algebra structure (forgetting L).
We remark that we have been unable to identify a quantum cluster algebra structure on
Uq(sl2). The dualisation of the structure we presented here would suggest the mutable cluster
variables should be the usual generators E and F but the commutation relation between these is
not of a form which fits into the exchange relation type. However, it is possible that a different
presentation might allow Uq(sl2) to be seen as a quantum cluster algebra.
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Importantly, Berenstein and Zelevinsky show that the exchange graph (the graph whose
vertices are the clusters and edges are mutations) remains unchanged in the quantum setting.
That is, the matrix L does not influence the exchange graph. It follows that quantum cluster
algebras are classified by Dynkin types in exactly the same way as the classical cluster algebras.
Examples of quantum cluster algebras include quantum symmetric algebras (of rank 0) and
it is conjectured that quantum double Bruhat cells are also examples ([12]). The major aim of
this work was to add to this list by exhibiting more examples, which we explain next.
3 Examples
3.1 Example: complex projective space
The partial flag variety obtained from G = G(An) = SLn+1(C), J = I \ {n} is G/PJ = CP
n,
complex projective space. The corresponding quantized coordinate ring Cq[CP
n] is Sq(C
n+1), a
quantum symmetric algebra, thus of rank 0 as a quantum cluster algebra.
The unipotent radicalN−{n} is C
n, i.e. affine space of dimension n, and its quantized coordinate
ring Cq[C
n] is Sq(C
n), so is also a rank 0 quantum cluster algebra.
The dual to this, Uq(n
−
{n}), is again a quantum symmetric algebra on n variables: the Lie
algebra n−{n} is the n-dimensional natural sln(C)-module V with the zero Lie bracket, having
universal enveloping algebra U(n−{n})
∼= S(V ).
3.2 Example: the Grassmannian Gr(2, 5)
3.2.1 The partial flag variety
The partial flag variety obtained from G = G(A4) = SL5(C), J = I \ {2} is G/PJ = Gr(2, 5),
the Grassmannian of 2-dimensional subspaces in C5. The quantized coordinate ring Cq[Gr(2, 5)]
is the subalgebra of the quantum matrix algebra Cq[M(2, 5)] generated by the quantum Plu¨cker
coordinates.
The quantum matrix algebra is generated by {xij | 1 ≤ i ≤ 2, 1 ≤ j ≤ 5} subject to the
quantum 2× 2 matrix relations on each 2× 2 submatrix of(
x11 x12 x13 x14 x15
x21 x22 x23 x24 x25
)
,
where the quantum 2× 2 matrix relations on
(
a b
c d
)
are
ab = qba ac = qca bc = cb
bd = qdb cd = qdc ad− da = (q − q−1)bc.
Hence a presentation for Cq[M(2, 5)] is
Cq[M(2, 5)] = C<xij | 1 ≤ i ≤ 2, 1 ≤ j ≤ 5> /
< [x1i, x1j ]q = 0, [x2i, x2j ]q = 0,
[x1i, x2i ]q = 0, [x2i, x1j ] = 0,
[x1i, x2j ] = (q − q
−1)x1jx2i ∀ 1 ≤ i < j ≤ 5 >.
The set of quantum Plu¨cker coordinates Pq that generate Cq[Gr(2, 5)] are the 2× 2 quantum
minors Pq = {∆
ij
q
def
= x1ix2j − qx1jx2i | 1 ≤ i < j ≤ 5}. As described in [24] and [25], two
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quantum Plu¨cker coordinates ∆ijq and ∆klq quasi-commute if and only if {i, j} and {k, l} are weakly
separated, meaning—in this particular case—that the corresponding diagonals of a pentagon do
not intersect except possibly at vertices. The power of q appearing in the corresponding quasi-
commutation relation is also combinatorially determined.
We now give an initial quantum seed for a quantum cluster algebra structure on Cq[Gr(2, 5)].
For the initial quantum cluster we choose
y˜ = (∆15q ,∆
14
q
,∆13
q
,∆12q ,∆
23
q ,∆
34
q ,∆
45
q ).
This is a set of quasi-commuting variables by the above criterion: the corresponding diagonals
of the pentagon are seen to be the five edges (in bijection with the coefficients) and two non-
crossing diagonals, (1, 3) and (1, 4). That is, this cluster corresponds to a triangulation of the
pentagon, as in the classical case (see e.g. [2]). The elements of this cluster are certainly linearly
independent: indeed, the set Pq of quantum Plu¨cker coordinates is linearly independent (see for
example [26]).
The corresponding quantum exchange matrix B˜ is equal to that for the well-known cluster
algebra structure on C[Gr(2, 5)] ([11]) and, along with its quiver Γ(B˜), is
B˜ =


−1 0
0 −1
1 0
0 1
0 −1
−1 1
1 0


Γ(B˜) =
12 // 13 //

14 //

15
23 34
aaCCCCCCCC
45
aaCCCCCCCC
where the quiver vertex corresponding to ∆ijq is labelled by ij. We see that this quantum cluster
algebra is of type A2, since the subquiver on the vertices 13 and 14 is an orientation of the
Dynkin diagram of this type.
The quasi-commutation matrix L˜ and its quiver Γ(L˜) are
L˜ =


0 −1 −1 −1 0 0 1
1 0 −1 −1 0 1 1
1 1 0 −1 1 1 2
1 1 1 0 1 2 2
0 0 −1 −1 0 1 2
0 −1 −1 −2 −1 0 1
−1 −1 −2 −2 −2 −1 0


Γ(L˜) =
12
((//
$$
4<
$,Q
QQQ
QQQ
QQQ
QQQ
QQ
QQQ
QQQ
QQQ
QQQ
QQQ
!!C
CC
CC
CC
C 13
// ((
$,Q
QQQ
QQQ
QQQ
QQQ
QQ
QQQ
QQQ
QQQ
QQQ
QQQ
!!C
CC
CC
CC
C

14 //
!!C
CC
CC
CC
C

15

23 2:// 34 // 45
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These are compatible: B˜T L˜ = (02,1 2I2 02,4).
From this data and using the quantum exchange rule, we can write down the exchange
relations and identify the remaining cluster variables. We will give an explicit example of these
calculations by considering the mutation µ2, which mutates the minor ∆
14
q
. (This is µ2, as ∆
14
q
is the second entry of y˜.) The calculation progresses as in Example 1 above:
X ′2 =M(0,−1, 1, 0, 0, 0, 1) +M(1,−1, 0, 0, 0, 1, 0)
= qaX−12 X3X7 + q
bX1X
−1
2 X6
for some a, b. Now using the relation X1X2 = q
−1X2X1 (which is encoded by L˜12), we may
commute the X−12 in the second term to the left and hence multiply through by X2 to obtain
X2X
′
2 = q
aX3X7 + q
b+1X1X6
= q−1X3X7 + qX1X6
since
a = 12((−1)(1)(L˜32) + (−1)(1)(L˜72) + (1)(1)(L˜73)) =
1
2(−1 + 1− 2) = −1 and
b = 12((1)(−1)(L˜21) + (1)(1)(L˜61) + (−1)(1)(L˜62)) =
1
2(−1 + 0 + 1) = 0.
Then, substituting in, we see that ∆14
q
X ′2 = q
−1∆13
q
∆45q + q∆
15
q ∆
34
q = ∆
14
q
∆35
q
, where the
latter equality follows from the quantum Plu¨cker relations. So we deduce that X ′2 =∆
35
q
, since
Cq[Gr(2, 5)] is a domain ([26]).
We know from the general theory of type A2 cluster algebras that only two more cluster
variables need to be identified. These are obtained from the mutations µ3 and µ2 ◦ µ3 and the
exchange relations determining these are
µ3 : X3X
′
3 = q
−1X4X6 + qX2X5 =⇒ X
′
3 =∆
24
q
µ2 ◦ µ3 : X2X
′′
2 = q
−1X4X7 + qX1X
′
3 =⇒ X
′′
2 =∆
25
q
.
We obtain X ′3 =∆
24
q
and X ′′2 =∆
25
q
in the same way as we obtained X ′2.
In Figure 1, we show the exchange graph in this case, with clusters identified with triangu-
lations of the pentagon in the manner described previously and mutations indicated by labelled
arrows. The top vertex corresponds to the initial cluster described here, whose mutable variables
are the quantum minors ∆14
q
and ∆13
q
: we number the pentagon’s vertices starting with 1 at
the top and increasing clockwise.
In all, ten exchange relations should be considered, corresponding to the ten arrows in Fig-
ure 1. It is straightforward (if tedious) to write these down, once one has computed the mutated
exchange matrices. Then one may verify that all the exchange relations are quantum Plu¨cker
relations and all cluster variables are quantum minors. (We originally made use of the computer
program Magma ([27]) to aid this verification but note that a direct proof, for any n, is given in
our work with Launois ([16]).)
Thus the complete set of cluster variables is
{∆35
q
,∆25
q
,∆24
q
,∆14
q
,∆13
q
} ∪ {∆15q ,∆
12
q ,∆
23
q ,∆
34
q ,∆
45
q }
where we have arranged the mutable cluster variables so that they are in bijection with the almost
positive roots of the root system of type A2 in the order (α1, α1 + α2, α2,−α1,−α2). We see
that this set is equal to Pq, the set of quantum Plu¨cker coordinates which generates Cq[Gr(2, 5)].
Hence no localisation of the coefficients is needed and Cq[Gr(2, 5)] is a quantum cluster algebra
over C.
11
23
3
2
2
3
3
2
2
3
Figure 1: Exchange graph for cluster algebra structure on C[Gr(2, 5)] and its quantum analogue.
3.2.2 The unipotent radical
The unipotent radical N−{2} associated to the above data is an affine space of dimension 6: as a
subgroup of G = SL5(C) it is that shown on page 5.
As shown in [28, Corollaries 1 & 2], the quantized coordinate ring of the unipotent subgroup
N−{2} is identified with Cq[M(2, 3)]. As is well-known in the classical case and shown in [25,
Proposition 2] in the quantum case, Cq[M(2, 3)] embeds into Cq[Gr(2, 5)] (the quantum Stieffel–
Plu¨cker correspondence), via an analogue of the map from M(2, 3) to Gr(2, 5) that sends a 2× 3
matrix A to the row space of the matrix
(
0 1
−1 0
)
⊕A.
The quantum cluster algebra structure on Cq[N
−
{2}
] may be obtained from that on Cq[Gr(2, 5)]
by noting that as a consequence of this map, the former is generated by the set of quantum minors
Pq \ {∆
12
q }. This reflects the construction of Cq[N
−
{2}] as a quotient of Cq[Gr(2, 5)].
Thus an initial quantum seed is given by
y = (∆15q ,∆
14
q
,∆13
q
,∆23q ,∆
34
q ,∆
45
q )
B =


−1 0
0 −1
1 0
0 −1
−1 1
1 0


Γ(B) =
13 //

14 //

15
23 34
aaCCCCCCCC
45
aaCCCCCCCC
L =


0 −1 −1 0 −1 0
1 0 −1 0 0 0
1 1 0 1 0 1
0 0 −1 0 0 1
1 0 0 0 0 1
0 0 −1 −1 −1 0


Γ(L) =
13 //
((
((QQ
QQQ
QQQ
QQQ
QQQ
Q //

14 // 15
23 6634 //
=={{{{{{{{
45
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Notice that although B is given simply by deleting the row of B˜ labelled by 12, the matrix L is
not related to L˜ in this way since the quasi-commutation relations are different in the quotient.
The matrices B and L are compatible: BTL = (02,1 2I2 02,3).
We can transfer this quantum cluster algebra structure on Cq[N
−
{2}] to its dual Uq(n
−
{2}), a
subalgebra of Uq(sl5). A basis for the degree 1 part of this N-graded subalgebra, and hence by
[13] a generating set for the whole subalgebra, is as follows, with the action of the generators
Ei, Fi ∈ Uq(sl2 ⊕ sl3), i ∈ {1, 3, 4}, indicated:
g11
def
= F2K2
F1 //
F3

g21
def
= [F1, F2 ]qK1K2
E1
oo
F3

g12
def
= [F3, F2 ]qK2K3
F1 //
F4

E3
OO
g22
def
= [F3, [F1, F2 ]q ]qK1K2K3
E1
oo
F4

E3
OO
g13
def
= [F4, [F3, F2 ]q ]qK2K3K4
F1 //
E4
OO
g23
def
= [F4, [F3, [F1, F2 ]q ]q ]qK1K2K3K4
E1
oo
E4
OO
(Fi, Ki being the usual Uq(sl5)-generators.)
The relations are
[ g1i, g1j ]q = 0 for 1 ≤ i < j ≤ 3
[ g2i, g2j ]q = 0 for 1 ≤ i < j ≤ 3
[ g1i, g2i ]q = 0 for 1 ≤ i ≤ 3
[ g2i, g1j ] = 0 for 1 ≤ i < j ≤ 3
(Note that the last of these is an ordinary commutation relation.)
The quantum cluster algebra structure on Uq(n
−
{2}) corresponds to that on Cq[N
−
{2}] via the
bijection ∆ijq 7→ q(D
ij
q−1
), where Dij
q−1
is the 2× 2 q−1-minor on columns i and j of the matrix
(
0 1 g11 g12 g13
−1 0 g21 g22 g23
)
.
So, the initial quantum cluster is
y′ = (qD15q−1 , qD
14
q−1
, qD13
q−1
, qD23q−1 , qD
34
q−1 , qD
45
q−1)
and the exchange and quasi-commutation matrices are respectively B and L as above, for the
quantum cluster algebra structure on Cq[N
−
{2}]. In particular, the mutable cluster variables are
qD13
q−1
= q(q−1g11) = F2K2 and qD
14
q−1
= g12 = [F3, F2 ]qK2K3.
The remaining cluster variables are again obtained from the mutations µ2, µ3 and µ2 ◦ µ3
and the three exchange relations determining these are
µ2 : X2X
′
2 = q
−1X3X6 + qX1X5 =⇒ X
′
2 = qD
35
q−1
µ3 : X3X
′
3 = X5 + qX2X4 =⇒ X
′
3 = qg22 = qD
24
q−1
µ2 ◦ µ3 : X2X
′′
2 = X7 + qX1X
′
3 =⇒ X
′′
2 = qg23 = qD
25
q−1
.
where Xi is the ith element of the initial quantum cluster y
′ above. Note that the second two of
these may be derived from the corresponding relations in Cq[Gr(2, 5)] by setting q
−1X4 = 1 and
13
re-numbering appropriately. As an example, the first relation, in both the minor notation and
in terms of the generators gij , is(
qD14
q−1
)(
qD35
q−1
)
= q−1
(
qD13
q−1
)(
qD45q−1
)
+ q
(
qD15q−1
)(
qD34q−1
)
qg12g11g23 − g12g13g21 = g11g12g23 − q
−1g11g13g22 + q
2g13g11g22 − qg13g12g21
(an equation of degree 7 in the Fi). This and the remaining exchange relations were verified
using the package QuaGroup for GAP.
Hence the mutable quantum cluster variables are{
qD35
q−1
, qD25
q−1
, qD24
q−1
, qD14
q−1
, qD13
q−1
}
=
{
qD35q−1 , qg23, qg22, g12, g11
}
and the coefficients are{
qD15q−1 , qD
23
q−1 , qD
34
q−1 , qD
45
q−1
}
=
{
g13, g21, qD
34
q−1 , qD
45
q−1
}
Again the mutable cluster variables are in bijection with the almost-positive roots of A2, in the
same order as before. In particular, we see that (scalar multiples of) all generators of Uq(n
−
{2})
occur in these two lists, so Uq(n
−
{2}) is a quantum cluster algebra.
3.3 Example: a corank 2 example in type A4
The partial flag variety obtained from G = G(A4) = SL5(C), J = I \ {1, 2} is a projective space
of dimension 7. The unipotent radical N−{1,2} associated to the above data is an affine space of
dimension 7: as a subgroup of G = SL5(C) it is
N−{1,2} =




1 0 0 0 0
∗ 1 0 0 0
∗ ∗ 1 0 0
∗ ∗ 0 1 0
∗ ∗ 0 0 1




.
We now describe a quantum cluster algebra structure on Uq(n
−
{1,2}). A basis for the degree 1
part of Uq(n
−
{1,2}) is
b12
def
= F1K1 b24
def
= AdF3(b23) = [F3, F2 ]qK2K3
b23
def
= F2K2 b25
def
= AdF4(b24) = [F4, [F3, F2 ]q ]qK2K3K4
and these four elements generate Uq(n
−
{1,2}). (Their linear independence in Uq(sl5) follows from
the PBW-basis theorem; see for example [21].)
The action of Ei, Fi ∈ Uq(sl3) on Uq(n
−
{1,2})1 may be represented as follows:
b12 b23
F3 //
b24
E3
oo
F4 //
b25
E4
oo
Note that Uq(n
−
{1,2})1 is not a simple module. The relations in Uq(n
−
{1,2}) are
[ b2i, b2j ]q = 0 for 3 ≤ i < j ≤ 5
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Adb12(Adb12(b2k)) = [ b12, [ b12, b2k ]q ]q−1 = 0 for 3 ≤ k ≤ 5
Adb2k(Adb2k(b12)) = [ b2k, [ b2k, b12 ]q ]q−1 = 0 for 3 ≤ k ≤ 5
We note in particular that Uq(n
−
{1,2}) is not a quadratic algebra, as it has relations in degree 3
for this grading.
Next we give an initial quantum seed (y,B,L). For y we choose
y = (b25, b24, b23, [ b12, b23 ]q, b23b12b24 − qb24b12b23, b24b12b25 − qb25b12b24, [ b25, b12 ]q).
These elements are linearly independent, as a consequence of the PBW-basis theorem and con-
sideration of their multi-degrees as (homogeneous) polynomials in the Fi. In order to interpret
these expressions, we set
b13 = [ b23, b12 ]q, b14 = [ b24, b12 ]q, b15 = [ b25, b12 ]q.
Then the elements of y can be expressed as either entries or 2× 2 quantum minors of the matrix(
1 (1− q2)b12 b13 b14 b15
0 1 b23 b24 b25
)
.
Writing Dijq for the 2 × 2 quantum minor on columns i and j of the above matrix, we have the
following alternative description of y:
y = (b25, b24, b23,D
23
q ,D
34
q ,D
45
q , b15).
This quantum cluster is dual to a quantization of a classical cluster for C[N−{1,2}] constructed by
the method of [9], which is
z = (n25,n24,n23,D
23,D34,D45, n15)
where Dij denotes the (ordinary) 2× 2 minor on columns i and j of the matrix(
1 n12 n13 n14 n15
0 1 n23 n24 n25
)
.
We could use the minor labels instead, except that b15 is not a 2× 2 minor of the above matrix.
It is however a minor of the matrix(
1 (1− q2)b12 b13 b14 b15 0
0 1 b23 b24 b25 1
)
and all other relevant minors are unchanged by considering this matrix instead. Then b15 is given
by the quantum minor D56q , leading to our final expression for y,
y = (D15
q
,D14
q
,D13
q
,D23q ,D
34
q ,D
45
q ,D
56
q )
which gives us the labelling set we use below.
The exchange matrix and quasi-commutation matrix are
B =


0 −1 0
1 0 −1
0 1 0
0 0 −1
0 −1 1
−1 1 0
1 0 0


L =


0 −1 −1 0 −1 0 −1
1 0 −1 0 0 0 0
1 1 0 1 0 1 0
0 0 −1 0 0 1 1
1 0 0 0 0 1 1
0 0 −1 −1 −1 0 0
1 0 0 −1 −1 0 0


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We see that this example is of cluster algebra type A3; the corresponding quivers are
Γ(B) =
13 //

14 //

15

23 34
aaCCCCCCCC
45
aaCCCCCCCC
56
aaCCCCCCCC
Γ(L) =
13 //
((
((QQ
QQQ
QQQ
QQQ
QQQ
Q

14 // 15
23 66 7734
//
=={{{{{{{{
6645 56
aaCCCCCCCC
The matrices B and L are compatible: BTL = (2I3 03,4).
The remaining cluster variables are obtained from the following set of mutations and corre-
sponding exchange relations.
µ1 : X1X
′
1 = q
−1X2X7 +X6 =⇒ X
′
1 = b14 = D
46
q
µ2 : X2X
′
2 = q
−1X3X6 + qX1X5 =⇒ X
′
2 = D
35
q
µ3 : X3X
′
3 = X5 + qX2X4 =⇒ X
′
3 = D
24
q
µ2 ◦ µ1 : X2X
′′
2 = q
−1X ′1X3 +X5 =⇒ X
′′
2 = b13 = D
36
q
µ3 ◦ µ2 : X3X
′′
3 = X
′
2 + qX1X4 =⇒ X
′′
3 = D
25
q
µ3 ◦ µ2 ◦ µ1 : X3X
′′′
3 = q
−1/2X ′′2 + q
1/2X4 =⇒ X
′′′
3 = q
−1/2(1− q2)b12
= q−1/2D26
q
As usual, Xi denotes the ith entry of y. These exchange relations were again verified using the
package QuaGroup for GAP.
We note in particular the appearance of q1/2 in the last exchange relation. This also occurs
in Berenstein and Zelevinsky’s study of quantum cluster algebra structures for quantum double
Bruhat cells ([12]). They work over Q(q) and note that the extension of scalars to ensure a
square root of q appears to be necessary. Since we are working over C, we do not need to make
any field extension, of course, but this must be borne in mind if one were to consider other fields.
The complete set of quantum cluster variables is
{D46
q
,D36
q
,D35
q
, q−1/2D26
q
,D25
q
,D24
q
,D15
q
,D14
q
,D13
q
} ∪ {D23q ,D
34
q ,D
45
q ,D
56
q }.
The mutable cluster variables are in bijection with the almost-positive roots of the root system
of type A3, in the following order:
(α1, α1 + α2, α2, α1 + α2 + α3, α2 + α3, α3,−α1,−α2,−α3).
In Figure 2, we give the exchange graph for this quantum cluster algebra structure, omitting the
coefficients (which of course occur in each cluster). The exchange graph for a cluster algebra
of type A3 is isomorphic to the third Stasheff associahedron and this remains unaltered in the
quantum setting. In Figure 3 we replace each cluster by the triangulation of a hexagon determined
by the minor indices, as before.
We see that no localisation of coefficients is required and since scalar multiples of all generators
of Uq(n
−
{1,2}) occur in the list of cluster variables, we conclude that Uq(n
−
{1,2}) is a quantum cluster
algebra.
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D35
q
q−1/2D26
q
D25
q
q−1/2D26
q
D25
q
D24
q
D25
q
D24
q
D15
q
D35
q
D25
q
D15
q
D24
q
D15
q
D14
q
D46
q
D24
q
D14
q
D46
q
D14
q
D13
q
D15
q
D14
q
D13
q
D46
q
D36
q
D13
q
D46
q
D36
q
q−1/2D26
q
D36
q
D35
q
q−1/2D26
q
D36
q
D35
q
D13
q
D46
q
q−1/2D26
q
D24
q
D35
q
D15
q
D13
q
Figure 2: Exchange graph for quantum cluster algebra structure on Uq(n
−
{1,2}).
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Figure 3: Exchange graph for quantum cluster algebra structure on Uq(n
−
{1,2}), with hexagon
triangulations. (We label the hexagon vertices with 1 at the top left vertex and increasing in a
clockwise direction.)
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