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ABSTRACT: The prediction of reaction pathways for solid-solid transformations remains a 
key challenge. Here, we develop a pathway sampling method via swarm intelligence and graph 
theory, and demonstrate that our PALLAS method is an effective tool to help understand phase 
transformations in solid-state systems. The method is capable of finding low-energy transition 
pathways between two minima without having to specify any details of the transition mechanism 
a priori. We benchmarked our PALLAS method against known phase transitions in cadmium sele-
nide (CdSe) and silicon (Si). PALLAS readily identifies previously-reported, low-energy phase 
transition pathways for the wurtzite to rock-salt transition in CdSe and reveals a novel lower-
energy pathway that has not yet been observed. In addition, PALLAS provides detailed infor-
mation that explains the complex phase transition sequence observed during the decompression 
of Si from high pressure. Given the efficiency to identify low-barrier-energy reaction pathways, 
the PALLAS methodology represents a promising tool for materials by design with valuable in-
sights for novel synthesis. 
The discovery and implementation of novel materials plays an 
essential part in the development of modern technology. Distinct 
from the traditional, “Edisonian-type” discovery of new materials, 
computer-assisted methods, which reduce the number of trial-and-
error experimental attempts, have been a powerful tool for the accel-
eration of materials design and discovery. The initial step in the the-
oretical design of a material is to evaluate “synthesizability” (i.e., en-
ergetic stability), which relies heavily on structural information. 
Crystal structure prediction (CSP) methods, which aim to find the 
ground-state configuration on the high-dimensional potential en-
ergy surface (PES), play a key role in materials design and discovery. 
Several structure prediction methods such as genetic algorithms1, 
random sampling2, Basin Hopping3, Minima Hopping4, and particle 
swarm optimization5,6, have been developed to identify the most sta-
ble structures within the vast configurational space of the PES. By 
combining CSP methods with density functional theory (DFT), 
ground-state configurations may be determined for a given chemical 
system at a specific thermodynamic condition. In many systems, 
however, there are numerous configurations with energies only 
slightly above the ground state. Due to the vast number of these met-
astable states as compared with the unique ground state, any partic-
ular ground-state property is likely not the optimal one possible for 
that system. For example, the hardest form of carbon (diamond) is 
metastable at 1 atm. The metastable TiO2 polymorph anatase is 
known to exhibit superior photocatalytic activity over its ground-
state rutile counterpart.7,8 Thus, the ability to control and direct the 
synthesis of metastable materials is necessary to achieve extraordi-
nary control over properties for specific applications.  
According to transition state theory, the thermodynamic prop-
erties of transition states (saddle points) between local minima can 
be used to quantify chemical reaction rates and to identify possible 
synthetic pathways.9,10 While the limited knowledge of a collection 
of minima is important for materials discovery (c.f., CSP methods),  
a much more detailed understanding of the PES, including transition 
pathway details, is needed to further advance synthetic control and 
fundamental understanding of phase transitions.  
A number of approaches have arisen to determine the reaction 
pathways that connect PES minima with each other. Several meth-
ods have been successfully applied on isolated systems, such as mol-
ecules or clusters.11–19 For crystalline systems with periodic boundary 
conditions (PBC), one strategy is based on network representations, 
where phase transitions are treated as topological transformation 
networks.20,21 This topological approach enables the prediction of 
new phases that are closely related to known phases and their asso-
ciated transition pathways.21 Another well-known pathway sampling 
scheme is based on the nudged elastic band (NEB) method,22,23 
which constructs a virtual “band” between the initial and final states 
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and searches for the minimum energy transition pathway. In order 
to apply the NEB method, one must devise a suitable starting inter-
polation between the initial and final states, and identify each pair of 
corresponding atoms between the two states. Despite the various 
successful applications of the NEB method for examining transition 
mechanisms (e.g., simple diffusion), there are major limitations for 
the investigation of phase transitions involving complex crystal 
structures. The number of assignments of corresponding atoms be-
tween the initial and final states increases combinatorically with the 
number of atoms within the unit cell. Additionally, any choice of lat-
tice points can serve as cell vectors for the same crystalline structure, 
which increases complexity of the transition mapping.  
Recently, mode-following methods, such as the solid-state di-
mer method24 or the crystal stochastic surface walking method25, 
were developed to circumvent these issues. These mode-following 
methods establish paths from minima to first-order saddle points by 
following eigenmodes of the Hessian. Instead of optimizing an initial 
input pathway, mode-following methods naturally evolve configura-
tions between saddle points and adjacent minima.  However, mode-
following methods are typically applied as a single-end approach, 
which means they cannot be directly used for extracting transition 
pathways between two specific states, and  the energy landscape 
must be extensively explored when using this kind of approach.25–28 
Reactive processes theoretically can be obtained from molecular dy-
namics (MD), but standard MD simulations are limited by the time 
scales required for sampling rare events such as phase transitions. 
Transition path sampling (TPS) is a recent method to address the 
problem of rare events.29,30 Nevertheless, TPS requires an initial path 
connecting the reactant and product, making it difficult to apply to 
systems for which no previously knowledge of PES is available.  
To identify the best pathway (defined as the path with the global 
minimum barrier energy), one needs not only to determine the pos-
sible intermediate states that can connect between reactant and 
product, but one also needs to find the series of connections with the 
lowest barrier energy. Here, we present a new pathway sampling 
method based on swarm intelligence and graph theory (PALLAS) that 
is designed to efficiently find the transition states (TS) and the asso-
ciated intermediate local minima (M) along the reaction pathway. 
The transition state is defined as a first-order saddle point of the en-
ergy function.31 PALLAS integrates the solid-state dimer method 
(SSD) as the saddle point optimization engine24, a robust “finger-
print” method32 that can accurately quantify the dissimilarity be-
tween crystal structures, structure searching through multi-objective 
particle swarm optimization (MOPSO)33, and graph theory34 to au-
tomatically analyze a complex network of transition paths in order to 
find the “best” low-barrier pathways between two specific initial and 
final states for crystalline systems with PBC. 
The PALLAS method, depicted in the flow chart (Figure 1), con-
sists of five main parts: (1) generation of random velocities for both 
the reactant and product; (2) climbing processes to locate saddle 
points and near-by minima; (3) measurement of configurational dis-
tances between the different structures; (4) analysis of pathway net-
works using graph algorithms; (5) generation of new velocities by 
multi-objective particle swarm optimization (MOPSO) for mini-
mizing the fingerprint distance and barrier energy.  
 
 
 
Figure 1. Flowchart of the PALLAS method.  
 
The first step (1) of our approach is to generate random veloci-
ties for the reactant and product. In this work, the reactant and prod-
uct are crystal structures, which are represented using two compo-
nents: the basis vectors of the unit cell and the atomic coordinates 
within the cell. The velocities are used to change the cell vectors and 
atomic positions. Since the atomic positions and cell vectors have 
different units, we need to combine them into a unified velocity vec-
tor. Here we adopt the Jacobian metric, as introduced by Xiao et al.24, 
to define a uniform velocity for a crystal structure,   𝒗 = {𝐽𝒗%, 𝒗'},     (1) 
where J is the Jacobian,24 𝒗%  is the lattice velocity describing the 
changes of the unit cell, and 𝒗'  is atomic velocity indicating the 
changes in the atomic coordinates. Note that 𝒗%  is a 3 ✕ 3 matrix and 𝒗'  is a N ✕ 3 matrix, where N is the number of atoms in the unit cell, 
so 𝒗 can be written as a (N + 3) ✕ 3 matrix. 
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Figure 2.  Schematic diagram of the PALLAS method.  The blue hexagons depict the transition states obtained by using the SSD method. 
The orange circles indicate the intermediate minima from the geometry optimization of transition states. The MOPSO method opti-
mizes the fingerprint distance d and the energies of the transition states. Once the fingerprint distance is minimized to “zero” (less 
than a threshold value, in practice), a transition pathway that connects the reactant and the product will be discovered.  
 
In the second step (2), random velocities (𝒗) are applied to the 
reactant and product. The random velocities are generated with a 
multivariate Gaussian distribution, which leads to two groups of 
configurations displaced from the starting minima. Starting with the 
two random reactant (R) and product (P) images, two groups of 
saddle points are generated along different directions by applying 
the SSD method, as shown in Figure 2. By following local optimiza-
tion procedures, the two sets of saddle points naturally follow transi-
tion paths to close-by local minima. The minima from group R are 
connected to the reactant, and the minima from group P are con-
nected to the product. We use an undirected network graph to rep-
resent the collection of local minima, transition states, and connec-
tions between them. Network graphs have been used previously to 
represent crystal structures and atomic bonds in crystals, and repre-
sent a powerful tool to investigate topological properties of crystal-
line systems.20 Within the PALLAS method, the network graph is im-
plemented to describe the relations between different structures ra-
ther than the topological relations of atoms within the same struc-
ture.20 Within the network, each structure (minima and transition 
states) is considered as a node, while edges depict transition path-
ways between them.  
Structures within the pathway network must be distinguished 
from each other.  To estimate similarity/dissimilarity between dif-
ferent structures in the third step (3), we utilize a crystal fingerprint 
for measuring the configurational distances between the structures 
from group R and the structures from group P. A multitude of crystal 
fingerprint methods have been proposed for the analysis of the struc-
tural similarities , including Coulomb matrices,35 Behler-Parrinello 
symmetry functions,36 smooth overlap of atomic position kernels,37 
element resolved radical distribution functions38 as implemented in 
the USPEX code,1  and bond characterization matrices as in the 
CALYPSO code.5,6 The crystal fingerprint technique used here is based 
on Gaussian overlap matrices,32,39 which characterize the local envi-
ronments of all atoms in a cell and can efficiently calculate configu-
rational distances between crystalline structures that satisfy the 
mathematical properties of a metric32. This particular fingerprint 
method was demonstrated to be robust over a wide range of struc-
ture types and clusters.32 Here, configurations are considered to be 
identical if their fingerprint distance is < 10-3.  
Extracting the lowest barrier paths with the least number of in-
termediate transition states from the pathway network is related to 
the minimax path problem in graph theories. This path problem is a 
subject of combinatorial optimization, and exhaustive search is not 
tractable. In the fourth step (4), we apply Kruskal’s algorithm40 and 
breadth-first search41,42 (BFS) to analyze the pathway network and 
estimate the barrier energy Eb(Xi) between the local minima Xi and 
reactant/product. First, we utilize Kruskal’s algorithm to find paths 
that connect both minima with the lowest possible energy barrier Em. 
Next, we truncate the pathway network by removing all transition 
states with energies higher than Em. We then use BFS to pass through 
the truncated network and find the optimal transition pathways with 
the lowest barrier during the searching process. 
In the fifth step (5), we utilize the advantages of MOPSO33 to 
discover the optimal pathways automatically. MOPSO is a robust 
stochastic optimization technique based on swarm intelligence. It 
utilizes the hypothesis of social interaction for problem-solving. 
Within the MOPSO scheme, a configuration in the search space is 
treated as a particle. For particle i, we combine the fingerprint dis-
tances and structural energies to define the fitness function as 
𝐹*+,-.//+ = 𝑤1 	𝑚𝑖𝑛6 	{𝐷8𝑿+,6:} + 𝑤<𝐸>(𝑿𝒊)𝑤1 + 𝑤<  
 (2) 
where Xi is the configuration of structure i, D(Xi,j) is fingerprint dis-
tance from structure i to structure j of the opposite group, Eb(Xi) is 
the barrier energy of the pathway from structure i to the reac-
tant/product, and 𝑤1 and 𝑤< are the weights for the two parts. 
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Figure 3. Low-energy WZ-RS transition pathways obtained for the CdSe system. Energy values are in meV/atom with respect to the 
WZ structure. The left panel shows four transition pathways discovered using the PALLAS method. In the right panel, the horizontal 
axis shows the fingerprint distance (d) between two closest intermediate minima from the reactant and the product side respectively, 
and the vertical axis indicates the barrier energies. Here, fingerprint distances < 10-3 indicate that the two closest intermediate minima 
are identical and thus the RS and WZ phases are connected through a pathway of intermediate structures. Multiple points with fin-
gerprint distances < 10-3 at one energy indicate the sampling of identical (within numerical tolerance) pathways. The fingerprint 
distance value is not precisely zero due to numerical tolerances of geometry optimization for atomic positions and cell coordinates.  
 
The fitness function is then minimized by the MOPSO algo-
rithm, which is designed to perform multidimensional optimization. 
The new velocity of each particle (i) at the PSO iteration step t+1 is 
determined by: 𝒗+,B1 = 𝜔𝒗, + 𝑐1𝑟1(𝒑𝒃𝒆𝒔𝒕+, − 𝒙+,) + 𝑐<𝑟<(𝒈𝒃𝒆𝒔𝒕+, − 𝒙+,)  (3) 
where ω denotes the inertia weight, 𝑐1and  𝑐< are learning factors, 𝑟1 
and 𝑟< are two separately generated random numbers in the range [0, 
1], and 𝒙+,  is the configuration of particle i at step t.  Previous studies 
suggested that 𝑐1 = 𝑐< = 2 and 0.4 ≤ ω ≤0.9 gave the best overall per-
formance for PSO5,6,43. At any particular step, the particle in the 
swarm with the best fitness value will be selected as the global best 
particle (gbest), while each individual particle maintains a personal 
best position (pbesti) achieved to date. 
Instead of updating the position of particles by the original PSO 
formula 𝒙+,B1 = 𝒙+, + 𝒗+,B1 , here the new velocities generated are 
applied to the minima through SSD calculations, leading to new sets 
of transition states and subsequent adjacent minima.  The move-
ment of each particle in the search space is dynamically influenced 
by its individual past experience (pbest) and global best experience 
attained by the entire swarm (gbest) (Eq. 3). Thus, the evolution in 
velocity makes the particles move towards the global best solution, 
which is the transition pathway with the lowest barrier between the 
reactant and the product. 
The PALLAS simulation is stopped when the halting criterion is 
reached. Similar to the problem of structure prediction, the determi-
nation of the transition pathway with the global minimum barrier 
energy can be classified as an NP-hard (non-deterministic polyno-
mial-time hard) problem, which means there are an infinite number 
of transition pathways; it is impossible to develop an algorithm to 
determine all pathways. The development/utilization of accurate re-
active force fields (e.g., machine learning force fields36,44) combined 
with growing computing power will tend towards improved search 
efficiency, however there is no absolute criterion that can be applied 
for halting the PALLAS method. In practice, default halting occurs af-
ter the simulation does not find a new lower-energy-barrier transi-
tion pathway after 10 consecutive generations. 
The PALLAS method can currently interface with several external 
packages to perform energy and force calculations, e.g., VASP45 and 
LAMMPS46. PALLAS is very amenable to parallel implementation as cal-
culations for each particle are virtually independent and little com-
munication is required between walkers.  By parallelizing the PALLAS 
method, pathway searches run very efficiently on modern parallel 
computers. We now describe two applications of PALLAS to illustrate 
the utility of the method.  
In the first application, we studied transition pathways for crys-
talline CdSe. In recent years, many computational approaches have 
been utilized to explore phase transitions from the wurtzite (WZ) to 
rock-salt (RS) structures in binary semiconductors22,24, and compar-
ison with the PALLAS method serves as a useful benchmark. We ex-
amined pathways for the WZ → RS phase transition in CdSe using 
the same empirical potential47 within LAMMPS46 for direct compari-
son with previous studies22,24. 
The CdSe simulation results are summarized in Figure 3, in 
which a selected set of transition pathways found by PALLAS are pre-
sented. Using the PALLAS method, we successfully reproduced the 
two low-energy transition pathways obtained previously.22,24 These 
previously-determined pathways, with barrier energies of 92 
meV/atom (path I) and 86 meV/atom (path III), respectively, were 
discovered using the SSD method combined with a kinetic Monte 
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Carlo algorithm22,24. Interestingly, a new mechanism with a lower 
barrier was found for the WZ to RS transition (path IV), which has 
not been reported before. This newly discovered path IV involves 
two transition states and one intermediate minimum. First, a dis-
placement along the b-axis of the WZ structure results in a new tran-
sition state with the space group Cm. Next, a stacking rearrangement 
within the Cm structure leads to an intermediate minimum, which is 
a body-centered tetragonal structure (bct, I-4m2). Ultimately, the 
RS structure is formed through a contraction of the bct structure via 
another transition state with space group Pm. This newly discovered 
low-energy transition pathway demonstrates that the PALLAS 
method is capable of exploring the energy landscape very efficiently.  
In addition, we found new pathways with slightly higher barrier 
energies by using our PALLAS method (e.g., path II with the barrier 
energy of 90 meV).  The underlying transition mechanism of both 
path II and path III can be identified as a shearing of (110) layers in 
the WZ phase, which is consistent with previous MD simulations.48–
50 The method may sample the same transition pathways during the 
calculation, as indicated by the blue points with the same energies 
shown in Figure 3. Compared to the pathways with higher barriers, 
the 80 meV / atom pathway is sampled much less frequently, which 
means it is more difficult obtain on the PES. The discovery of this 
low-barrier pathway shows that the PALLAS method has the ability to 
sidestep getting stuck in deep funnels. 
For the second application, we explored the transition pathways 
of silicon. In this case, density functional theory (DFT) was used to 
evaluate the energies and forces. The DFT calculations were per-
formed within the Perdew-Burke-Ernzerhof exchange-correlation51 
as implemented in the VASP code45. Projector-augmented wave po-
tentials (PAW)52 were used with valence electrons as 3s23p2. The 
simulation cell was chosen to contain up to 16 atoms using a dense 
Monkhorst–Pack k mesh53 to sample the Brillouin zone. 
As the most important semiconductor material used widely for 
electronic devices, silicon has become the cornerstone of our tech-
nology-based society. While diamond cubic is the most stable struc-
ture at ambient pressure, silicon exhibits a rich and well-documented 
phase diagram under high pressures54. Numerous allotropes have 
been discovered under high pressures either by theoretical or exper-
imental studies55–58, and several of them can be stabilized at ambient 
conditions59–61, 62. In addition, multiple silicon phases are known to 
form through complex kinetically-controlled processes63.   
Despite a great number of previous theoretical studies on the en-
ergetic stabilities of different Si structures, there are very few studies 
regarding the atomistic mechanisms and transition pathways for 
these complicated phase transitions. One fascinating example is the 
irreversible metastable back-transformation associated with decom-
pression from the high-pressure β-Sn phase. Instead of returning to 
the most energetically stable diamond structure (d-Si), the β-Sn 
structure transforms into metastable BC8/R8 structures upon de-
compression.59–61,64–66  Wang et al.67 examined the transition mecha-
nism for this irreversible structural transformation using the NEB 
method22. The pathway from β-Sn to BC8 was found to have a much 
lower barrier energy (e.g., ~150 meV / atom at 8 GPa) than the path-
ways from β-Sn to other Si phases, which helps explain the unusual 
avoidance of the thermodynamically stable phase.  
We also searched for transition pathways for the β-Sn → BC8 in 
Si at 8 GPa using our PALLAS method. We discovered a transition 
pathway with a much lower barrier of 96 meV/atom at 8 GPa as 
shown in Figure 4. Interestingly, this pathway also contains the R8 
phase, which serves as an intermediate minimum between the BC8 
and β-Sn structures. This observation explains why the β-Sn phase 
transforms first to the R8 structure before converting to the BC8 
structure in decompression experiments60,61,66,68–71. The relative ener-
gies of these phases shift with pressure and can favor the formation 
of either R8/BC8 depending on the depressurization conditions. 
That is, at 8 GPa the R8 structure is the global minimum along this 
pathway, and BC8 becomes the lower-energy structure at lower 
pressure. 
 
 
Figure 4. Phase transition pathway for β-Sn → BC8 Si at 8 GPa.  
 
On heating the BC8 structure at ambient pressure, it transforms 
to yet another metastable phase, hexagonal diamond silicon (hd-Si), 
rather than converting back to the most stable d-Si structure59. To 
our best knowledge, no theoretical study has been performed to in-
vestigate this phase transformation process. By using our PALLAS 
method in combination of first principles calculation, we searched 
for transition pathways between BC8 → hd-Si and BC8 → d-Si at am-
bient pressure. The calculation results are summarized in Figure 5, 
which includes all of the local minima and transition states from the 
sampling. Here we use a network representation to organize the 
complex transition pathway network, which shows the connected 
pathways between different structures of silicon at ambient pressure. 
The network layout was calculated using the ForceAtlas 2 algo-
rithm72 implemented in the Gephi package73.  
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Figure 5. Transition pathway network for Silicon at 1 atm predicted by using the PALLAS method. Each circle represents a unique 
structure (including local minima and saddle points). The size and color represent volume and energy, respectively. The thin lines 
show all the different pathways between the different structures. The thick lines shows the “best” (lowest energy) pathway from BC8 
→ d-Si, and hd-Si is an intermediate minimum along the transition pathway. For clarity, the overall path is broken into two colors 
(black and red) to indicate the portions for BC8 → hd-Si and hd-Si → d-Si, respectively. The reactant, product and transitions state 
structures are depicted on the sides. 
 
Intriguingly, we find that hd-Si is located on the lowest-energy 
transition pathway from BC8 → d-Si as an intermediate minimum. 
For BC8 → hd-Si, the barrier energy is estimated as ~39 meV / atom, 
and the phase transition involves local bond rotations. This low-en-
ergy kinetic barrier suggests that local bond rotations can easily take 
place at moderate temperature. The calculated energy barrier 
(kB*450 K) is consistent with the experimental transition tempera-
ture above 200 °C (473 K).59 However, the conversion from hd-Si to 
d-Si is associated with bond twisting and breaking, resulting in a high 
barrier energy of ~171 meV /atom. Our results indicate that the con-
version from BC8 to d-Si is inhibited by the high kinetic barrier of 
hd-Si → d-Si, which is consistent with the experimental findings.59 
The transition from hd-Si to d-Si occurs upon heating above 
600 °C.74 
In summary, we have developed the PALLAS method that aims to 
find transition pathways for crystalline systems automatically. The 
PALLAS method couples several major modules to efficiently explore 
the PES for constructing fully-connected transition pathway net-
works that are guided by configurational distance, and optimized by 
MOPSO and graph algorithms.  By following SSD and local optimi-
zation procedures, the search will naturally follow transition paths on 
the PES. The PALLAS method is capable of discovering transition 
pathways between a given reactant and product without the pre-
definition of a reaction coordinate, or the use of prohibitive MD sim-
ulations for rare event sampling. The efficiency of our new method is 
confirmed by new results that were found in CdSe and Si phase tran-
sitions. The capabilities of the PALLAS method are promising as a ma-
jor tool for materials by design and can also be used for generating 
large training sets (including both local minima and transition states) 
for machine learning techniques to predict materials properties. In 
addition, the transition pathway network provides many metastable 
structures with kinetic information, which is useful for screening 
whether new phases can be synthesized75.  
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