Astronomical seeing is quantified by a single parameter, turbulence integral, in the framework of the Kolmogorov turbulence model. This parameter can be routinely measured by a Differential Image Motion Monitor, DIMM. A new instrument, MultiAperture Scintillation Sensor (MASS), permits to measure the seeing in the free atmosphere above ∼0.5km and, together with a DIMM, to estimate the ground-layer seeing. The absolute accuracy of both methods is studied here using analytical theory, numerical simulation, and experiments. A modification of the MASS data processing to compensate for partially saturated scintillation is developed. We find that the DIMM can be severely biased by optical aberrations (e.g. defocus) and propagation. Seeing measurements with DIMM and MASS can reach absolute accuracy of ∼10% when their biases are carefully controlled. Pushing this limit to 1% appears unrealistic because the seeing itself is just a model-dependent parameter of a non-stationary random process.
surements becomes critical for the site comparison, where the differences are often below 10%.
In principle, both DIMM and MASS should give accurate results when their instrument parameters are set correctly and their intrinsic biases are understood and removed. Here we investigate these biases in detail, quantify them, and propose corrections. Biases of the DIMM method have been already addressed in the literature (Martin 1987; Tokovinin 2002a) . We continue by considering additional effects such as light propagation and optical aberrations. The analysis of the MASS method given by Tokovinin et al. (2003) is extended by studying small departures from the weak-scintillation theory which cause a systematic bias, "over-shoots", and can be corrected by a modified data processing.
This work has been stimulated by the need to get accurate results from the existing suite of MASS-DIMM instruments, described in the accompanying paper (Kornilov et al. 2007 ). Correct setting and operation of these instruments, also critical for getting accurate data, is addressed in that paper. Here we concentrate on the theoretical analysis and simulations, trying to formulate practical recommendations and recipes while avoiding mathematical complexity as much as possible.
We begin by asking the question "what is seeing and how accurately can it be defined and measured?" in Sect. 2. In Sect. 3, c 2007 RAS Seeing (FWHM) rad ε 0 = 0.98λ/r 0 Turbulence integral m 1/3 J = path C 2 n (z) dz Fried parameter m r 0 = [0.423(2π/λ) 2 J] −3/5 r 0 = 1.01λ/ε 0 Phase power spectrum m 2 Φϕ(f) = C |f| −11/3 , C = 0.00969(2π/λ) 2 J C = 0.0229r −5/3 0 the MASS method is studied under conditions of realistic (not weak) scintillation. Then in Sect. 4 we address two previously neglected effects in a DIMM -propagation and optical aberrations -and show that they can cause a significant bias, in addition to the known DIMM biases. Our conclusions and recommendations are formulated in Sect. 5.
WHAT IS MEASURED BY A SEEING MONITOR?

Turbulence parameters
Turbulence measurements are based on the standard theory (Tatarskii 1961; Roddier 1981 ). For convenience, major atmospheric parameters are recalled in Table 1 . These definitions assume a scale-free Kolmogorov turbulence spectrum with only one parameter, turbulence strength. This single parameter can be expressed equivalently by ε0, r0, or J. These quantities (except J) depend on the imaging wavelength λ which is assumed here to be 500 nm if not specified. Accurate measurement of this single parameter (called "seeing" in a broad sense) is the purpose of a seeing monitor. The atmosphere can be split into an arbitrary number of zones (or layers), and we also want to measure the seeing produced by each of the layers -the turbulence profile. Other atmospheric parameters (time constant, isoplanatic angle), not considered here, are also of interest to modern astronomy. The seeing ε0 is often considered to be the angular image spread caused by the atmosphere. This interpretation is only approximate because even in a perfect telescope the actual longexposure point spread function (PSF) depends on several additional parameters (outer scale, wavelength, telescope diameter, guiding). Current seeing monitors measure only one number ε0 which is necessary, but not sufficient for accurate prediction of the atmospheric PSF or other turbulence-related optical quantities.
It is always implicitly assumed that the statistical properties of turbulence are stationary, while in fact they are not. Any measurement refers only to the particular moment in time and to the particular viewing direction. The non-stationarity precludes very precise measurements of atmospheric parameters because averaging over a larger spatial or temporal sample of turbulence does not lead to the improved statistical precision. This aspect, often overlooked, also makes seeing measurements intrinsically irreproducible. Comparisons between seeing monitors or between a monitor and a telescope can be only made in a statistical sense, with associated non-stationarity errors. Fortunately, in a MASS-DIMM instrument both channels sample the same turbulent path, hence non-stationarity does not affect the precision of the GL seeing estimate.
The seeing is not a well-defined physical quantity like length or mass, so the intrinsic accuracy of seeing monitors cannot be arbitrarily high. It is unrealistic to expect a relative accuracy better than 1% because the "seeing" cannot be defined with such a high accuracy. It is shown below that keeping biases within few percent is not easy.
Seeing monitors
A seeing monitor measures some statistical properties of phase and/or amplitude of a light wave at the ground and interprets them in terms of the model parameter, seeing. Several approximations are involved in this process, as illustrated in Fig. 1 and discussed below.
Both DIMM and MASS are sensitive to phase distortions with spatial scales below 1 m where the Kolmogorov model works well. A DIMM with small apertures is not affected by the finite turbulence outer scale L0 (less than 1% bias on variance for L0 > 4 m, cf. Borgnino, Martin, & Ziad 1992) . On the other hand, the absolute image motion in a small 10-cm telescope is influenced by a finite L0, typically at ∼10% level. Thus, a site-testing instrument based on the absolute (non-differential) image motion gives a biased r0 estimate if L0 is not known. In practise, such seeing monitors are no longer used because they are also affected by mechanical errors (wind shake, tracking). For the same reasons, the theoretically perfect interferometric method of seeing measurements (Dainty & Scaddan 1975) has not become widely adopted. 
Propagation
Seeing measurements are affected by the light propagation transforming pure phase distortions to a mixture of phase and amplitude distributions. The spatial spectra of the light phase ϕ and logarithm of amplitude χ after passing through a weak turbulent layer and propagation over a distance z are
The spectrum of intensity fluctuations (scintillation) is ΦI = 4Φχ. The amplitude and phase are not correlated at any given point, but their cross-spectrum is not zero at f = 0, being proportional to the product of the sine and cosine terms. The scintillation index s 2 is defined as
where I is the instantaneous light intensity received through some aperture, ∆I is its fluctuation. In the small-perturbation regime, s 2 ≪ 1, formula (3) is equivalent to the variance of the log I = 2χ. The scintillation index is calculated then by integrating the amplitude spectrum (2) with a suitable aperture filter. The effect of several turbulent layers is simply additive.
The equations (1) and (2) are only approximate for a real (not weak) turbulence. Even near the zenith, scintillation indices s 2 > 1 were measured. This regime of strong scintillation corresponds to the onset of focusing when the deviations from the standard theory become quite significant. Figures 2 and 3 show simulated scintillation signals and their spatial power spectra for weak and strong scintillation (cf. Sect. 2.4). In the latter case, the pattern is dominated by small spikes due to focusing of the light by the "lenses" created by the high-atmosphere turbulence. The size of these spikes is less than the size of the lenses and, accordingly, the power at high spatial frequencies increases compared to the weak-scintillation spectrum (2), while at low frequencies it decreases. The appearance of extra power can be explained qualitatively in the following way. Under weak scintillation, each sinusoidal component of the phase screen creates intensity modulation with the same frequency. As the amplitude of the phase perturbation increases, the phase gratings start to produce second and higher-order or crossed harmonics in the inten- sity distribution at the ground. Individual layers are no longer independent but cross-modulate each other. The phase is affected by the saturation in a similar way as the amplitude.
Simulation tool
Given the lack of accurate wave-propagation theory, the best way to study higher-order propagation effects is by numerical simulation. Simulations are also indispensable in evaluating various instrumental effects.
We use the Fourier method of generating random phase screens with Kolmogorov statistics. A 2-dimensional array of zero-mean Gaussian complex random numbers is created, their amplitudes ∝ √ C|f | −11/6 (f is the spatial frequency, C is the coefficient from Table 1 ) and phases distributed uniformly in the interval (−π, π). The Fourier transform (FT) of this array creates the phase screen. It is well known that this method underestimates the low-frequency components of turbulence, and, notably, produces wrong phase structure functions. The reason is that any function obtained by discrete FT is periodic, with a period equal to the grid size. However, the effects of the numerical outer scale can be neglected if the aperture size is a small fraction of the screen size. Indeed, we checked that in the weakperturbation regime our numerical simulations reproduce the analytical scintillation spectra and DIMM response to within 2%.
The propagation of wave-fronts is calculated by the spectral technique. If U1(r) is the amplitude of the light wave before propagation, andŨ1(f ) is its FT, then the FT of the amplitudẽ U2(f ) after propagation over a distance z is obtained by frequency filtering:
This method is computationally fast, involving only two FTs. Its drawback is that in fact it describes the propagation in a waveguide with a cross-section equal to the simulation grid and reflective walls. However, the propagation of periodic phase screens does not present problems near the grid boundaries because the amplitude "wraps around" the simulated domain boundaries and does not produce artifacts.
We generate large screens of complex light amplitudes at the ground resulting from the propagation through one or several turbulent layers at various altitudes. Typically, with 1024 2 points and 0.5 cm sampling the grid size is 5.12 m. To simulate the data sequence of a seeing monitor, the screens are shifted in both coordinates by V τ , where V is the wind speed and τ is the sampling time interval. The shift is directed at some small angle with respect to the x-axis. In this way, the aperture moves mostly in x but is displaced in y by ∼ 0.2 m per line, eventually covering the whole screen one or several times. There are no adverse effects at the borders because the screens are periodic. The statistical averaging is sufficient to simulate typical 1-min measurements.
The complex amplitude of light at the aperture of a seeing monitor is re-sampled on a finer grid and used to calculate the measured quantities such as the spot images in DIMM or fluxes in MASS. The effects of finite CCD pixels and detector noise can be studied as well. The current simulator has some limitations. The wind speed is common to all layers. The blur during a finite exposure time in DIMM is not simulated. In MASS, we simulate the exposure time τ by a linear blur of the apertures over a distance V τ . The simulation is usually monochromatic.
ACCURACY OF THE MASS METHOD
From scintillation to seeing
The MASS instrument is based on the spatial analysis of intensity fluctuations at the ground level. The spatial scale of the scintillation "speckle" produced by turbulence at a distance z is of the order of the Fresnel radius rF = √ λz, i.e. ∼ 10 cm for a 10-km propagation (Roddier 1981) . The spectrum (2) reaches maximum at the spatial frequency |f | ∼ r −1 F . Light from a bright star is detected in MASS with four concentric annular apertures with diameters from 2 cm (inner) to 8 cm (outer). The size of these apertures is of the order of rF and they act jointly as a spatial filter, permitting to dis-entangle scintillation originating at different altitudes. This is achieved in several steps.
Step 1. The sequences of photon counts from 4 apertures with individual micro-exposure of 1 ms are acquired and processed to calculate 10 scintillation indices -normal indices s 2 A for each aperture A and 6 differential indices s 2 AB for pairs of apertures A and B. The formulae for calculating the indices and subtracting the bias caused by the photon noise are given in ). The indices s 2 A and s 2 AB are equal to the variance of the natural logarithms log IA and log(IA/IB) in the limit of small fluctuations of the light intensities IA and IB, s 2 ≪ 1. The turbulence theory usually operates with the variance of the logarithm. However, we measure the photon counts which can be zero and fluctuate even at constant light, hence the indices should be calculated from the normal (non-logarithmic) variances.
Step 2. A linear relation between the observables (indices) and the turbulence profile C 2 n (z) is established by the weakperturbation theory,
where the weighting function (WF) W k (z) describes the altitude response of a given aperture or aperture combination k. For a weak Kolmogorov turbulence, the WF depends only on the aperture geometry and spectrum of detected radiation and can be derived from (2) (Tokovinin 2002b (Tokovinin , 2003 . A normal index for an aperture of diameter DA corresponds to the lowpass filtering of scintillation, passing |f | < 1/DA, whereas a differential index corresponds to a band-pass spatial filter with 1/DB < |f | < 1/DA. Thus, MASS with its centimetric apertures is sensitive to the turbulence of centimetric scales where the Kolmogorov model is adequate. It has been shown that the differential index in two concentric annular apertures is almost independent of the propagation distance z for z > zAB = D 2 AB /λ, where DAB = (DA + DB)/2 is the average aperture diameter (Tokovinin 2002b (Tokovinin , 2003 . It means that the scintillation index gives a direct measure of the turbulence integral, hence seeing, produced at distances beyond zAB. On the other hand, normal scintillation indices increase as z β , with β = 5/6 for small distance Roddier 1981) . Accordingly, most of the scintillation is produced by the high layers.
Step 3. Using the known WFs, the set of 10 indices is fitted with a model of 6 thin turbulent layers at altitudes hi of 0.5, 1, 2, 4, 8, and 16 km, with turbulence integrals Ji in each layer as parameters . The zenith angle γ is taken into account by the model, z = h sec γ. In reality, the turbulence is distributed continuously in altitude with a profile C 2 n (h). The integrals Ji delivered by MASS are approximately equal to C 2 n (h)Ri(h)dh, where the response functions Ri(h) resemble triangles in log h coordinate centred on hi . The sum of all Ri(h) is close to one for h > 0.5 km.
Over-shoots and their correction
MASS relies on the small-perturbation theory, assuming that the scintillation is weak, s 2 ≪ 1, and that the combined effect of several turbulent layers is additive (Eq. 5). In practise, scintillation is not always weak (Sect. 2.3). In this case, profile restoration by the linear method, as implemented in MASS, leads to the over-estimated total turbulence integral (free-atmosphere seeing) and to the shift of the restored profile to lower altitudes. Although the theory of strong scintillation has been addressed in many papers (e.g. Andrews et al. 1999 , and references therein), there is no quantitative description of the intensity power spectrum available. In order to extend MASS operation to moderately strong scintillation, we rely exclusively on numerical simulations (Sect. 2.4). Poly-chromatic light was simulated by an equal mix of three wavelengths of 0.4, 0.45, and 0.55 µm. One or two phase screens at various altitudes were simulated. The physical size of simulated phase screens is 2.5 m across, with 2.5 mm pixels. The power spectrum of intensity fluctuations at the ground was computed (e.g. Fig. 3 ) and converted into normal and differential scintillation indices of MASS by integrating it with suitable spatial filters.
The values of the measured indices inform us on the strength of the scintillation. Our approach is to correct the measured indices semi-empirically and to bring them into agreement with the weak-scintillation theory. Let s 2 be the 10-element vector of measured indices, s 2 0 -the vector of theoretical indices expected in the linear theory without saturation, and s 2 * -the vector of corrected indices. A rather general correction formula can be written as
The rationale for selecting this formula is that it automatically removes correction for weak scintillation, and that this type of formula works well for the differential indices. Here, Z is the 10 × 10 correction matrix. We determine the correction matrix Z empirically from the results of simulations, by least-squares fitting. The fitting is restricted to the relevant scintillation range 0.1 < s 2 A < 0.7 because weak scintillation does not need correction (but adds statistical noise), while correcting stronger scintillation is hopeless. The matrix Z is found by least squares as
where the matrices S, S0, Y have dimensions 10 × M , M being the number of simulated cases. We simulated both single and double layers at various altitudes with various strengths of each layer. All results were mixed together in calculating the matrix Z, with a total of M = 35 cases satisfying the condition 0.1 < s 2 A < 0.7. Figure 4 demonstrates the success of this approach with plots of the simulated (pluses) and corrected (squares) indices divided by the weak-scintillation ones. The average ratio s 2 * /s 2 0 of all indices differs from 1 by less than 1% after correction, the scatter is also significantly reduced. The best correction is achieved for s 2 AB , rms s 2 * /s 2 0 scatter 1.6%, and the worst correction -for s 2 D , rms scatter 4.6%. The correction of indices with the matrix Z "learned" from the simulations is implemented in the current version of the MASS software, TURBINA. Old data can be re-processed with this program. An example of successive "overshoot" correction is shown in Fig. 5 . Our empirical correction technique works for s 2 A < 0.7. The correction matrix is determined only for the typical aperture diameters and bandpass used in MASS, it has to be revised if these parameters change.
A simplified method of correcting MASS seeing for overshoots has been established earlier and works quite well. If r0,MASS is the Fried parameter of the free-atmosphere seeing measured with the old MASS software, then the corrected r0 will be
Temporal sampling
The photon counts in MASS are sampled with the exposure time ∆t = 1 ms. Averaging the signals during ∆t reduces the fluctuations, causing a bias in the measured indices. This bias is corrected in the software by calculating the indices with exposure time ∆t and 2∆t and extrapolating linearly to zero exposure. This extrapolation is calculated as s 2 0 = 1.5s 2 1 − 0.5ρ1, where s 2 1 is the measured index and ρ1 is the covariance with a time lag of 1 sampling period .
In October 2004 we recorded MASS signals with a faster sampling ∆t = 0.25 ms under rapid-turbulence conditions. It turned out that the linear extrapolation actually over-corrects the indices s 2 A and s 2 AB by as much as ∼ 6%. An analytical study made earlier (Tokovinin 2002b ) also concluded that a less drastic correction works better. Accordingly, in the new MASS software the correction is halved, s 
Inner turbulence scale
Turbulence spectrum at high spatial frequencies (comparable to the turbulence inner scale) may have excess power compared to the Kolmogorov model, the so-called Hill bump (Andrews et al. 1999) . The inner scale is usually of the order of few millimetres, but it can reach centimetric values in the upper atmosphere. This phenomenon can potentially increase the scintillation and lead to over-shoots.
Apart from the extra scintillation, small distortions unaccounted for by the Kolmogorov model must cause excessive image blur, appearing as an extra halo of the PSF. We tried to detect such effect by analysing average re-centred images of a star in the DIMM channel of a MASS-DIMM. With 10-cm DIMM apertures, the spots are always diffraction-limited under good seeing, but become broadened as the seeing degrades. Figure 6 shows an example of the 1-dimensional optical transfer function (OTF) of average re-centred DIMM spots in spatial coordinate r = λf . It is compared to the product of the shortexposure atmospheric and diffraction-limited TFs calculated for λ = 0.55 µm with r0 measured by both MASS and DIMM. We do not notice any departure from the DIMM model at centimetric scales and conclude that the 1.18 ′′ seeing adequately described the spot profile, without any perceptible effects of the "Hill bump". On the other hand, MASS over-estimated the seeing because of the un-corrected over-shoots. This analysis was repeated several times on other nights. We conclude that the effect of the finite inner scale on MASS can be safely neglected.
ACCURACY OF THE DIMM METHOD
DIMM has a reputation of a "fool-proof" technique for measuring seeing. However, this is not true because its results are affected by optical propagation, centroid algorithm, aberrations, exposure time, noise, etc. Some of these effects can cause a bias much larger than 10%. The accuracy of the DIMM method is studied below by both numerical simulations and analytical theory. The analytics is useful for understanding the small-signal response of a DIMM which turns out to be rather different from the usual assumption that DIMM measures tilts. On the other hand, simulations reveal the faults of the weak-perturbation theory, as for the MASS.
We consider here a DIMM instrument with typical parameters: aperture diameter D = 10 cm and baseline B = 25 cm. In the numerical simulations, we selected a pixel scale of 0.
′′ 32 and a field size of 10 ′′ around each spot. The complex amplitude of the monochromatic (λ = 0.5 µm) light waves at the ground after propagation through turbulence was calculated with 1 cm sampling (Sect. 2.4). The same amplitude screens can be re-used with varying DIMM parameters (e.g. aberrations). The simulated baseline is 0.24 m (even number of pixels). The centroid window follows the spot, as in typical DIMM instruments, because otherwise the spots would move with respect to the window and the response under bad seeing would be diminished. With 4000 spot pairs in a typical simulation, the statistical error of the differential variance (hence of the derived response coefficients) is 1.6%. Apart from the statistical errors, subtle details of the algorithm and its implementation may influence the results of simulations, which are not exact in the absolute sense.
Response coefficient of an ideal DIMM
In a DIMM, two circular portions of the wavefront are isolated. The variance of the differential wave-front tilts in longitudinal (parallel to the base) σ 2 l and transverse σ 2 t directions is related to the Fried parameter r0 as (Martin 1987; Sarazin & Roddier 1990; Tokovinin 2002a )
The response coefficients of DIMM K l and Kt depend on the B/D ratio and on the kind of the tilt measured. Usually, the tilt is evaluated from the centroids of two stellar images formed by the sub-apertures; in this case it corresponds to the wavefront gradient (G-tilt). The response coefficients for the G-tilt as a function of b = B/D can be approximated by the formulae (Tokovinin 2002a )
For our example, b = 2.5, K l = 0.1956, and Kt = 0.1270. The r0 parameter (and seeing) is computed from the measured differential image-motion variance σ 2 l by inverting Eq. 9. Hence, it is proportional to the response coefficients to the power 3/5. A 10% error in the response entails a 6% error in seeing.
Response of the centroid algorithm
In a real DIMM instrument, the image motion is estimated by calculating centroids of the spots. Only a sub-set of detector pixels is used in order to reduce the influence of the noise. These pixels are selected either by setting a threshold well above the background noise or by defining a window around the brightest pixel. Both approaches can be expressed by a general formula
where cx is the estimated centroid x-coordinate, Ii,j are pixel intensities, xi,j are their x-coordinates. The weights wi,j equal one for selected pixels and zero otherwise, although a more sophisticated weighting scheme could be adopted. Here we explore circular windows where w = 1 for pixels at a distance less than δλ/D from the spot centre. The parameter δ defines the radius of the centroid window in units of the diffraction spot size λ/D. Formula (11) is only an approximation to the true image centroid. As a result, the response coefficient of a DIMM is not exactly equal to its theoretical value for G-tilt, but rather depends on the details of centroid calculation. We developed an analytical formula relating the distribution of the light phase and amplitude at the pupil to the change of the image centroid ∆cx (Appendix A), valid for small perturbations. It is analogous to the Taylor expansion of PSF developed for high-contrast imaging (Perrin et al. 2003) . The centroid shift ∆cx is equal to the sum of the integrals of atmospheric perturbations ϕ(x) and χ(x) multiplied by the filter functions Fϕ(x) and Fχ(x), respectively. Knowing the spectra of the perturbations, we calculate the smallsignal response coefficients of a DIMM with Eq. A9. The relative accuracy of our calculation is 3% or less. Figure 7 shows the filter functions of the centroid estimator (11) in the pupil plane calculated by Eqs. A7,A8. For a narrow (δ = 1) centroid window, the filter resembles remotely a Zernike tilt, while for a wide (δ = 5) window it is closer to a gradient averaged over the aperture (opposite spikes at the edges). The DIMM optics is assumed perfect, therefore the centroid is insensitive to amplitude fluctuations at the pupil (scintillation), Fχ(x) = 0.
The situation becomes more complicated when we consider a realistic DIMM instrument with some optical aberrations. In this case, the centroid cx is affected by both phase and amplitude fluctuations at the pupil (Fig. 8) . This effect can be understood qualitatively: a defocused spot resembles a pupil image, hence the centroid estimator becomes sensitive to the gradient of pupil illumination. Sequences of simulated spot images (Fig. 9) illustrate this situation. In a DIMM with perfect optics, the spots are sharp, while their intensities fluctuate because of the scintillation. The defocused spots look more distorted by the same seeing and their centroids move more, biasing the measurements.
The aberrations are characterised here by the amplitude of the Zernike polynomials representing the phase on each DIMM sub-aperture. They should not be confused with the aberrations of the feeding telescope. For example, a coma or spherical aberration in the telescope causes mostly astigmatism in the DIMM sub-apertures. Generally, the aberrations of both sub-apertures are not equal, but, to simplify, we assume here their equality.
Propagation effects in DIMM
The standard DIMM theory (Martin 1987; Sarazin & Roddier 1990 ) considers only near-field turbulence and neglects the propagation effects. DIMM is afected by three different phenomena related to propagation.
Diffraction: part of the small-scale phase distortions are converted into amplitude fluctuations (scintillation) according to Eq. 1 and, as a result, the small-signal response of a DIMM slightly decreases with the propagation distance z. The decrease becomes noticeable for √ λz D (Tokovinin 2002a) , as can be seen in Figs. 10-12 and 14 .
Saturation. The second, even stronger effect is caused by the departure from the weak-perturbation theory and becomes important as soon as the scintillation index s altitude turbulence is non-linear, i.e. the coefficients K l and Kt depend on the seeing (Fig. 10) . At 0.
′′ 2 seeing, in the small-signal regime, the response is reduced only by diffraction. The saturation causes additional loss of response, depending on the seeing and layer altitude. On the other hand, the response to the nearground turbulence remains constant even for a 3 ′′ seeing, despite strong distortions of the spots which split into several speckles. In practise, situations with s 2 D > 0.2 are not uncommon and a DIMM is expected to "under-shoot". We could model this effect in the same way as we did for the MASS. In order to correct for the under-shoots, we need to know the turbulence profile.
Aberrations together with propagation cause a complex bias considered in the next Section. It would be premature to correct DIMM for saturation and diffraction before the aberration bias is addressed.
Aberrated DIMM and propagation
Small-signal response coefficients of an ideal and aberrated DIMMs are calculated with (A9) and translated into the bias in the seeing ε/ε0 derived from average longitudinal and transverse image motion,
where the coefficients K l,0 and Kt,0 of an ideal DIMM are calculated by Eq. 10. This bias is plotted in Fig. 11 as a function of the centroid window radius δ for two cases, turbulence at the ground (near field) and at 10 km distance. Both DIMM apertures have the same aberration. In the near-field case, the response is relatively stable against aberrations, as long as the centroid window is wide enough, δ > 2.5. When the spots are aberrated, the variance of the differential image motion produced by a high turbulent layer depends on the type of the aberration, its amplitude, propagation distance, and the radius of the centroid window δ (Fig. 11) .
The dependence of the DIMM bias on the defocus amplitude is further explored in Fig. 12 . Even for zero defocus, there is a small difference in the response between z = 0 and z = 10 km because of the diffraction. The difference becomes larger for defocused spots. The influence of a small defocus depends on its sign: on one side of the focus, the response decreases and DIMM "under-shoots", on the other side it increases. A defocus larger than 0.8 rad always causes a positive bias. These analytical calculations are confirmed by simulations. When r0 = 0.5 m, the simulated response closely follows the small-signal curves. For r0 = 0.1 m, the near-field response still matches the theory, but the 10-km response is reduced additionally by the saturation (Fig. 10) .
A negative bias caused by the combination of propagation and small defocus may appear counter-intuitive: we expect that scintillation adds something to the image motion produced by the phase. Figure 13 illustrates this effect from the geometricoptics perspective. Suppose that longitudinal image motion in a DIMM is created by a sinusoidal wavefront with a period ≈ 2B. After propagation, the phase is reduced only slightly, but some amplitude fluctuations are created, positive where the rays converge and negative where they diverge (amplitude fluctuations are proportional to the wave-front curvature). The gradient of the amplitude at DIMM apertures is correlated with the phase gradient (i.e. image motion). A perfect DIMM is insensitive to the amplitude fluctuations, but in a defocused DIMM the centroids are affected by the amplitude gradients. Depending on the sign of the defocus, the amplitude gradient either increases or decreases the measured image motion and thus creates a positive or negative bias.
A positive bias caused by strong defocus (and other aberrations) has been confirmed experimentally by direct comparisons between well-aligned and aberrated DIMMs (Wang et al. 2006) . The negative bias found here has not been suspected before. A defocus of 0.3 rad rms (24 nm for λ = 0.5 µm) corresponds to a Strehl ratio of 0.91, i.e. practically diffractionlimited spots. Yet, such a DIMM can have response coefficients reduced or increased by ∼20%, and will produce seeing data biased by ∼ ±12% when most of the turbulence is concentrated at 10 km. Optical aberrations other than defocus are expected to cause a similarly complex bias. We conclude that the response of a DIMM to high-altitude turbulence is intrinsically inaccurate. The saturation makes things even worse, introducing dependence of the response on turbulence profile.
We simulated the centroid calculation by thresholding numerically and found that its behaviour is very similar to the windowing method considered above. For turbulence at the ground, the response is insensitive to aberration, but slightly depends on the threshold (a bias of +10% in K l and Kt for a threshold of 0.1). The asymmetric dependence of response to high-altitude turbulence on the defocus (Fig. 12) is also preserved. Figure 14 shows how the small-signal response depends on the propagation distance z. For un-aberrated spots, the response slowly decreases with z. On the other hand, defocused spots show both positive and negative bias. A real DIMM instrument can either "over-shoot" or "under-shoot", depending on the state of its optics and the turbulence profile.
It is clear that the quality of the DIMM optics and focus has to be strictly controlled in order to get unbiased results. Measurement of the spot Strehl ratio (SR) suggested in (Tokovinin 2002a ) is helpful, with SR> 0.5 usually indicating acceptable quality (Wang et al. 2006) . However, the SR is reduced under poor seeing even in a perfect DIMM, so if the data with poor SRs are rejected, the seeing statistics will be biased. Yet another way to quantify the aberrations in a DIMM will be to take long exposures of defocused spots and to analyse them with the method described by Tokovinin & Heathcote (2006) . Needless to say that a DIMM working always out-of-focus (e.g. Bally et al. 1996) will never measure the seeing accurately.
Exposure-time bias
Finite exposure time in a DIMM reduces the differential image motion, biasing the measured seeing to smaller values. The effect can be quite strong, as noted by Martin (1987) . This bias was modelled in detail in (Tokovinin 2002a ). Short (e.g. 5 ms) exposures reduce the bias, but do not eliminate it completely. If the data is acquired continuously, an extrapolation to zero-exposure can be done from the variances of time-binned signal, either by fitting an exponential curve to the dependence of the variance on exposure time (Wang et al. 2006) or by using a simple linear formula as in MASS or GSM (Ziad et al. 2000) . The linear extrapolation appears too strong, though.
If the image sequence is not continuous, a method of interlaced single and double exposures should be used. In this case, a "modified exponential correction" was developed in (Tokovinin 2002a) 1 . If ε1 and ε2 are the seeing values calculated with nominal and double exposure time, the de-biased seeing ε0 is estimated from
where c1 = (ε1/ε2) 3/4 . To reduce the statistical noise, the factor c1 is averaged (smoothed) over time and its average value is then used in (13) to correct individual measurements.
Centroid noise
Even in the absence of atmospheric image motion, the measured centroids fluctuate because of the errors caused by the photon noise and detector readout noise. The errors of intensities Ii,j are independent in each pixel and equal to the sum of readout and Poisson noise, expressed in the signal counts (ADU):
were R is readout noise in ADU, and G -the CCD camera conversion factor (gain) in e − /ADU. The influence of these errors on the calculated centroid is easily evaluated by differentiating Eq. 11 and using independence of noise in each pixel. As the 1 Formula 13 in (Tokovinin 2002a ) contains a typographic error, corrected here weights wi,j take values of either 1 or 0, we simply restrict the summation to pixels where wi,j = 1. The result is
Here I0 is the sum of intensities over pixels in the centroid window. The sum entering in (15) can be computed in advance if the centroid window has a well-defined size and the image profile is known. This is not the case when a thresholding method is used. However, even with thresholding the centroid noise of each individual spot can be evaluated with (15) during centroid computation. Variations of the flux caused by scintillation or clouds can be accounted for as well.
Obviously, the noise variance of both centroids in the DIMM has to be evaluated and subtracted from the measured differential variance before calculating the seeing with (9). It would be wrong to express the noise in arc-seconds and subtract it later from the measured seeing, because the effects in the longitudinal and transverse directions are not the same. The noise depends on the stellar flux, hence subtracting a fixed "instrumental noise" is not correct. Typically, the noise is small and its subtraction or not does not matter. However, the noise can significantly bias DIMM results under good seeing or for faint stars. The flux in the interlaced single and double exposures is different, hence if the noise variance is not properly subtracted, it will bias (over-estimate) the correction (13).
To reduce the noise, especially the term related to R, the smallest number of pixels must be used, favouring a narrow centroid window with δ ∼ 1 or, equivalently, a high threshold. However, we have seen in Sect. 4.2 that such choice leads to a very uncertain response coefficient in presence of even small aberrations. The noise is usually much less of a problem than the aberrations, so a wide centroid window with δ 2.5 or a low threshold are preferable, contrary to the recommendation given in (Tokovinin 2002a) .
Both the measurement noise and the noise caused by the scintillation are isotropic and affect longitudinal and transverse image motion equally. The effect on the calculated seeing, however, will be different because K l > Kt. If the DIMM signal contains a significant noise component, the "transverse" seeing will always be larger than the "longitudinal" seeing. This effect could be mistakenly interpreted as a manifestation of a non-Kolmogorov turbulence spectrum.
CONCLUSIONS
This work complements previous studies of two methods to measure seeing -DIMM and MASS -and focuses on the achievable accuracy. The "seeing" itself cannot be defined very accurately, being a model-dependent parameter of a random and non-stationary process. Taking aside this caveat, we investigate potential instrumental biases by simulating both turbulence and the instruments numerically. The true seeing is known exactly, permitting to calibrate the methods on the absolute scale.
Our conclusions and recommendations can be summarised as follows:
• The departure from the weak-perturbation theory affects the MASS method seriously, but it is correctable for a not-toostrong scintillation, s 2 A < 0.7.
• The effects of finite exposure time and inner turbulence scale in MASS can be neglected.
• The DIMM method is very robust and tolerant to aberrations for the near-ground turbulence, provided that the centroid calculation uses a large enough radius, > 2.5λ/D.
• Optical propagation causes a non-linear response of DIMM (saturation), not present in the near-field case.
• Combination of propagation and aberrations in a DIMM leads to a complex bias. By controlling the DIMM optical quality (Strehl ratio > 0.5), we can keep the seeing bias to within ±12%, but making the control tighter appears impractical.
• Centroid noise in a DIMM should be computed and subtracted from the measured variance. To do so, the detector readout noise and gain must be known.
• The exposure-time bias in a DIMM should be corrected using one of several known recipes.
The sensitivity of the DIMM to propagation and aberrations comes as a surprise, although neither of these effects was accounted for by the standard, near-field DIMM theory. The bias on high-altitude seeing is so complex that removing it completely seems unrealistic.
It has been demonstrated that two identical DIMM instruments with good optics can give seeing measurements concordant to within few percent (Wang et al. 2006) . Are these measurements accurate to the same level? Not necessarily. A seeing of 1 ′′ coming from 10 km could be measured by both instruments with a bias of 0.83 (Fig. 10) , whereas the same seeing originating near the ground will be measured correctly.
The response of a DIMM depends on both instrumental factors and observing conditions. Two different DIMMs can agree on one night (e.g. seeing dominated by low layers) and disagree on another night or at another site. Two identical DIMMs can be biased in a different way at two different sites. Thus, inter-comparison between DIMM (or MASS) instruments cannot guarantee that they are accurate. Their mutual agreement is a necessary, but not sufficient condition. Only a careful control of biases can ensure accurate seeing data. However, instrument inter-comparisons are useful for debugging and checks and should be pursued whenever possible.
A combination of MASS and DIMM in one instrument has stimulated this research. These instruments, when properly calibrated, agree very well for a seeing dominated by high layers (Kornilov et al. 2007 ). This is a triumph of the optical propagation theory enabling us to interpret both scintillation and image motion with a common model and a single parameter, r0. At the same time, the agreement between two instruments based on different principles and with different biases is a strong argument that both are accurate, i.e. measure the seeing on the absolute scale.
