As smartphones came into wide use recently, it has become increasingly popular not only among young people, but among middleaged people as well. Most smartphones adopt capacitive full touch screen, so touch commands are made by fingers unlike the PDAs in the past that use touch pens. In this case, a significant portion of the smartphone's screen is blocked by the finger so it is impossible to see the screens around the finger touching the screen; this causes difficulties in making precise inputs. To solve this problem, this research proposes a method of using simple AR markers to improve the interface of smartphones. A marker is placed in front of the smartphone camera. Then, the camera image of the marker is analyzed to determine the position of the marker as the position of the mouse cursor. This method can enable click, double-click, drag-and-drop used in PCs as well as touch, slide, long-touch-input in smartphones. Through this research, smartphone inputs can be made more precise and simple, and show the possibility of the application of a new concept of smartphone interface.
Introduction

Current states
In recent years, smartphones, a type of cell phone that perform more advanced functions like that of a PC, are widely available. Most of the smartphones have adopted the fulltouch screen for convenient browsing, such as the PDAs in the past. Generally, touch screens can be categorized into 2 types. First type is the resistive type which recognizes pressure; another type is the capacitive type which detects changes in the electric current on the screen. PDAs adopted resistive type full-touch screen, but smartphones released recently use capacitive full-touch screen. The capacitive type can be operated and scrolled smoother than the resistive type [1] . However, the capacitive touch screens can only detect specific types of touch pens made for smartphones and cannot detect gloves, nails or general touch pens. In addition, because of decrease in mobility, people do not generally use touch pens for smartphones.
Also many problems have occurred in practice because the capacitive type is more sensitive than the resistive type. Representatively, when a user input characters with the soft keyboard (QWERTY), errors occur most frequently. As shown in Figure 1 , the thumb covers several buttons when a user touches one button. The user cannot see where the thumb is located exactly, so many typing errors occur. Another common error occurs at mobile pages (see Figure 2) . Currently, many web sites are providing mobile versions of web sites for smartphones. The old web pages for PCs are too large to be seen in a smartphone, so the user needs to zoom into the page to see a specific region of the page. The mobile pages are made to fit the screen size of smartphones, so the user can see Figure 1 . The user cannot see buttons covered by the thumb on QWERTY soft keyboard. [2, 3] . the pages without zooming in/out. However, some but tons in the page are located very close to each other and the mobile pages don't support commands for zooming in/out, so the user cannot press the desired button correctly.
There have been some software approaches to solve this problem. Currently, the operating system for smartphones provides an enlarged picture of the selected button when the user presses it. Also, in the game application, several calibration algorithms are applied to correct the input which is close to the exact input. However, these approaches are limited to input on soft-keyboard or specific games which have correction the algorithm. It is hard to select the desired input at once among many small buttons even for people who are familiar with smartphones. Moreover, if the user's fingers are dry or have hardened skin, or if the user is wearing gloves, the static electricity doesn't flow; in that case, even a simple input signal for smartphones does not occur. Touch pens for capacitive screen can solve these problems partially, but it isn't a permanent solution to the problem because the touch pen also partly covers the screen (see Figure 3) .
In this study, to solve this problem, we propose a way to improve the smartphone interface using a simple marker which is often used when constructing augmented reality. First, previous studies similar to this study will be introduced and compared, and the proposed method will be described in detail. Finally, we will show some results of the implementation and some experiments which can determine the efficiency of this method.
Related works
Smartphones became popular only a few years ago, but the user interface of mobile devices using camera images has been developed since the past.
Some studies recognize the gestures of a user's hands [4] [5] [6] or a user's face [7, 8] from the camera images and these gestures were recognized and used as the input for PCs. There are many studies on gesture recognition in real-time for PC already. However, these methods require a long computation time in the image processing step, so it is difficult to apply to the smartphone environment. So in some researches for mobile devices, the system recognizes only shaking or tilting motions of a mobile device from camera images as the inputs [9] [10] [11] .
In other researches, to solve the time-consuming problem of image processing, markers were used. It is fixed in real space and the user moves the camera to obtain the relative position of the marker for making input commands for a mobile device. Hansen et al. [12] located a marker on the floor, and moved the camera attached on the mobile device in the x, y, z direction.
On the other hand, Park and Moon [13] placed markers on fingers and the dummy which looks like a mobile device, and enabled the user to see the mobile device through a HMD. Their study is focused on the tangible interaction, but it is similar to our research in the point that input commands are made by camera images of the marker on the finger.
Hachet et al. [14] also suggests a navigation method for large-scale maps in mobile devices using a 3-colored target plate. Their study is similar to our research in the point which uses a fixed device and a moving target. However, the goal of Hachet's study is limited to the rotation and zoom-in/out of maps.
Byun and Kim's research [15] , which has the most similar purpose to our research, proposed a method using the image processing technique for making input commands to the small keyboard of mobile devices. In their study, a virtual point is chosen from the camera image, and the 2D position of this point on real space is tracked when the camera is being moved around. As shown in Figure 4 , the user can move the mobile device to match the chosen point to the desired location, and then click the switch button once to make an input event. Byun and Kim's study is most similar to our research in the approach that the acquired position from the camera is considered to be the position of the mouse pointer, but the most interesting characteristic is that the recognized Figure 3 . Example of using a touch pen for capacitive screen: It also covers the screen partially [3] . Figure 2 . Example of input errors on mobile pages [3] . point doesn't exist in the real world. Therefore, the absence of actual markers would be an advantage, but if the environment has dynamic objects, the stability cannot be guaranteed. Table 1 shows the comparison with the related researches and this study. In Hachet's study [14] and Byun's study [15] , the manipulation is very simple. Only a marker or a mobile device can be moved in 3D space for making input commands but Byun's study [15] requires a special device with a tact switch and the stability is low in dynamic environments. On the other hand, Hachet's study [14] has high stability for dynamic environments because it adopted a marker for the interface, but its target is the navigation on the map so the system supported only simple operations. Park's study [13] was focused to test digital mockup models, so the most detailed operations are available; however, the most complicated manipulation is required for the same reason.
There have been many studies which improve mobile interface using markers or the camera, but most of these studies have adopted the method of moving the mobile device near the fixed marker or the method of using a large pattern. However, if the mobile device is moved to enter a command, it's uncomfortable to see the display for the user. Also, because the smartphone should be available to use while carrying around, the method of using big patterns and fixed markers cannot be seen as a convenient method. To overcome this issue, this study adopts the method of using a small marker which can be attached to a finger or an object, and proposes the method which can make accurate inputs while keeping high mobility of mobile devices.
Interface using an AR marker
Augmented reality (AR) refers to a mixture environment of real environment and virtual objects [16] . There are many ways for accurate matching be-tween the real environment and the virtual environment in real-time. Among these, the method using an AR marker (marker-based tracking) is the most simple and robust way to get tracking results [17] . This study proposes the method where the position of an AR marker is used as the position of a mouse pointer on the PC.
The input event on touch pad can be analyzed in two ways:  The event which occurs when a user presses or releases a finger on the screen (OnPress / OnRelease)  The event which occurs when a user's finger is moving on the screen (OnMove) We Through these two inputs, most common functionalities of a mouse on PCs can be implemented. For example, a quick event of OnPress → OnRelease can be a "click" event, and the "click" event performed twice can be a "doubleclick" event. If OnMove event occurs between the OnPress event and the OnRelease event, it can be a "drag" event. Also, if the time interval between the OnPress event and the OnRelease event is long, it can be a "Long-Press" event which is often used in touch pads.
In this research, two methods will be introduced as the way to create the two events explained above on touch pads; first is the method of using the orientation of the AR marker only (position and rotation), and the other is the method of using the position of the marker and touch commands. The 2D positions of the marker from camera images can be considered as 2D positions of the mouse pointer in each method. Two methods were implemented individually.
Method A: Using a marker only
In the first method, the position and the orientation of the marker is only considered as a way of creating the input event in real-time. As in Figures 5(a) and (b) , the system recognizes the symmetrical shape of the marker, and the OnPress/ OnRelease events occur depending on the change in the angle of the detected marker. Figure 5 as an OnRelease event. In practice, the marker doesn't need to rotate 90° fully; the recognition error can be increased if the precise angle is needed to make an event, so the system only detects the sign (positive/negative) of angles. If the rotation value x in Figure 6 is changed from positive to negative, OnPress event would occur, and if x is changed from negative to positive, OnRelease event would occur. Figure 7 shows the overall flow chart of the method using the orientation of a marker. The system recognizes the position of the marker in the camera images. After determining the position and rotation of the marker, the system projects the 3D position of the marker onto the 2D screen of the smartphone to use as a mouse pointer. The angle of the marker can be checked in real-time to see whether the sign of the rotation value is changed; if the sign is changed, an OnPress or OnRelease event occurs depending on the change in the orientation and the color of the mouse pointer. Figure 8 shows an example of the operation for click action with the rotation of a marker. The position of the marker located on the nail becomes the position of the mouse pointer (see Figure 9 ) and a series of actions of the marker rotating 90 degrees and returning to the origin, can be used like the click operation.
Method B: Using the position of a marker and touch commands
The method to recognize the rotation of a marker has no problem theoretically, but it needs a lot of training for the user to rotate the marker while keeping the exact location in practice. So we propose an alternate method which is the method of using both the position of a marker and touch commands on the screen to compensate for this problem. If the user places the marker on the desired 2D position, and then touches the screen, the input command occurs on the position of the marker, regardless of the location of the touch command.
The overall flow chart of the method using the position of a marker and touch commands is shown in Figure 10 . The system recognizes the marker from the camera image and the position of it, but not the rotation of the marker. The system checks the touch input in real-time, and if there is an input signal, the system intercepts the signal and sends an input command to the current position of the mouse pointer (the 2D position of the marker). Figure 11 shows an example of the "click" command using both the position of a marker and touch commands. Same as the method of using the orientation of a marker only, the position of a marker becomes the position of the mouse pointer.
This method is similar to the method using conventional touch, but a more correct input can be made by this method since the finger does not cover up the actual input position. Also, this approach is more accurate and easy compared to the method using the orientation of a marker only, but for users in situations that are impossible to use capacitive touch screens, this method isn't available.
Implementation and experiments
Implementation
This system has been implemented on Google Nexus One, and its operating system is Android Gingerbread (Android 2.3.3). For implementing this system on the Android environment, several "views" need to be superimposed such as the camera preview, input buttons, and the mouse pointer. Especially, the camera preview and the mouse pointer should be updated in real-time repeatedly, so the delays can be caused on main thread by lack of resources. To alleviate these problems, SurfaceView in Android OS is used to run on the background resources for the real-time job.
For recognizing markers, an open library, 'andAR' which is the Android version of ARToolkit (ARToolkit is the most popular library for tracking markers.) is used. The andAR library obtains the actual position of the marker relative to the position of the camera in the 3D coordinates, so we obtained the 2D coordinates of the mouse pointer by projecting the 3D coordinates on the 2D screen. The system shows a squareshaped mouse pointer on the obtained 2D coordinates.
The screen configuration is shown in Figure 12 . The camera preview is located at the hindmost, and some buttons, input boxes and background images are located in front of the camera preview. The mouse pointer is displayed at the top, so the user can see which part will be selected. In Figure  12 , an example of the actual implementation is shown. The camera preview is hidden for preventing confusions. The square-shaped mouse pointer is shown in purple on the OnRelease condition, and shown in pink on the OnPress condition. Figure 13 also shows an implementing result on the real device.
As explained above, "click", "long press", and "drag" functions were implemented using default touch input events (OnPress, OnRelease). Figure 14 shows how to use this system.
Result of the experiments
For verification, we compared the results of four methods; using the conventional finger touch method, using a capacitive touch pen, and using the two methods that were proposed. We used a 3M MHP-1000S model as the capacitive touch pen and a sticker marker 7 mm * 7 mm in size.
 Method 0 -Conventional touch method  Method 1 -Using a capacitive touch pen  Method 2 -Using the position and the rotation of a marker  Method 3 -Using the position of a marker and touch commands The testers are graduate students in their twenties who have used smartphones for more than 2 years. The four types of test case set were tested for each Method 0, 1, 2, and 3. Each test case sets are shown in Table 2 . Only input accuracy is tested without considering input speed in these tests. The testers made drag and drop commands in given directions as accurately as possible for each method, and then the system calculated L2 error distance between the actual input points and given input points for each test. Table 3 and Figure 15 show the average values of errors for each test case and each method. Method 0 (touch by a finger) has a large error compared to others. Especially when the user drags in the invisible direction covered by the handlike the situation where a right-handed user drags from left to right (case 1, 4), a significant error occurs on the endpoint. In contrast, when the user drags from top to bottom as in case 3, the error in the starting point is similar to the end point, because the hand does not cover the endpoint. This result shows that the input accuracy is greatly affected by whether the target is covered by the user's hands or not when performing a touch input.
Method 1 (using a capacitive touch pen) is showing a better result than method 0. The result is not affected by targets and directions, but every endpoint has a large error compared to the starting points. The result shows that the error when using a touch pen is smaller than using fingers -but it also causes the coverage problem on the target point.
On the other hand, method 2 and 3 show that results are not affected by the drag directions. However, method 2 shows inaccurate results compared to method 3 because of rotating errors of the marker.
There can be errors from the input of the directions or various situations, but method 2 shows 2.7 times less error than that of method 0, and 1.9 times less error than that of method 1 in these tests. Also, method 3 has 7 times less error than that of method 0, and 4.9 times less error than that of method 1.
Analysis of the result
This experiment is focused on testing the accuracy of inputs to show that the conventional input method has low accuracy and also needs much more time to make an accurate input. However, in situations where accurate inputs aren't needed, the user can make a faster input with the conventional method, so additional experiments are required, taking into consideration the time consumption and the accuracy of inputs to validate the availability of our method in the future.
When operating this system on smartphones, the camera module in the smartphone is used so the short battery duration may be a problem. To alleviate this problem, "accurate input mode" can be toggled for saving unnecessary battery consumption in this system.
Because the image processing technique is used for recognizing a marker, the darkness of the environment or shadows can affect the result. In this research, we use a simple square Figure 14 . How to use the system. Figure 15 . Graph of the results.
marker, so it's more robust than tracking a natural marker. Also, the most common problem in recognizing a square marker is the tracking failure according to the angle of a marker. However, in this research, it can be assumed that the marker is always placed in the front of the camera in parallel so the recognition error can be decreased. Also, the flash of the smartphone can be a solution for the dark environment. In that case, the recognition failure hardly occurs, but because it can accelerate the battery consumption, it is not appropriate for long term usage.
Conclusions
In this research, a new input interface for smartphones sing AR markers was proposed. We proposed two methods for reducing input errors on smartphones, and checked the possibility of accurate control on smartphones through the experiment.
When making capacitive touch commands is difficult or impossible, or when the user's fingers are relatively large, making touch inputs will be easier using the interface that adopted the methods explained above. Also, some applications that require detail works, such as Photoshop (editing pictures), sketching, painting, and making notes, will be easier to use. More applications that require detailed controls can be developed, and AR shooter games can be supported from these methods. In the future, the recognition rate, availability and efficiency of our methods on the applications which require detailed inputs should be tested.
In the method using the orientation of a marker only, there is a disadvantage when the marker is rotated on the target point, but if the marker that is attached to the portable object like a pen, an eraser, or a key ring is rotated, the user would be able to use this interface more easily.
Both methods of this research adopted image processing technique for recognizing a marker. If this interface operates with some heavy applications at the same time, delay can occur because image processing uses a lot of resources. These problems can be solved to apply a more robust and lightweight algorithm for the marker recognition.
In addition, this interface was developed in an integral system with one application, so the user cannot use it in other applications currently. In the Android OS, an independent application cannot access another application. Hence, in the future, we will provide this interface on OSlevel, and then the user will be able to use this interface in other applications as a type of soft keyboard on smartphones.
