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1. Einleitung
Die aus der Gasdynamik bekannten Gleichungen zur Beschreibung von Strö-
mungen entstehen aus der Annahme, der diskrete Aufbau des Gases aus einer
großen Zahl von Molekülen1 könne zugunsten einer phänomenologischen Be-
schreibung durch wenige Zustandsgrößen vernachlässigt werden. Das Fluid
wird wie ein Kontinuum behandelt. Tatsächlich gab es noch bis in die frühen
Jahre des 20. Jahrhunderts einen heftigen Disput zwischen den Vertretern der
Kontinuumsannahme um Ernst Mach und einem kleinen Kreis um Ludwig
Boltzmann um die reine Existenz von Atomen.
Ludwig Boltzmann und James Clerk Maxwell waren wesentlich an der For-
mulierung einer kinetischen Theorie der Gase beteiligt, die die makroskopi-
schen Erscheinungen der Thermodynamik allein aus dem Zustand der Gas-
moleküle abzuleiten sucht. Allein schon die in praktischen Anwendungen sehr
große Zahl von Partikeln2 erzwingt dabei stochastische Methoden. Dafür ist
die kinetische Gastheorie in ihrer Anwendbarkeit prinzipiell nicht beschränkt
auf Gase im Gleichgewicht.
Der Begriﬀ des (dynamischen) Gleichgewichts ist immer im Zusammenhang
mit typischen Zeit- und Längenskalen zu erklären. Die Vorstellung eines Ga-
ses als Kontinuum ist eng mit der Annahme lokalen Gleichgewichtes ver-
knüpft. Nach der molekularen Anschauung ﬁnden in einem kleinen Volumen-
element so viele intermolekulare Kollisionen statt, daß sich die makroskopisch
beobachtbaren Größen im Mittel nicht ändern. Das bedeutet nicht, daß alle
Teilchen den gleichen energetischen Zustand haben: Die Rate, mit der Teil-
chen des Zustandes 1 durch Stöße zwischen den Partikeln in einen anderen
Zustand überführt werden, ist gleich der Rate, mit der aus eben jenen Kol-
lisionen Moleküle des Zustandes 1 erzeugt werden. Ein Volumenelement im
Gleichgewicht ist durch Isotropie ausgezeichnet.
1In diesem Text werden Molekül, Teilchen oder Partikel synonym verwendet als
abstrakte kleinste Einheit in einem Gas.
2Ein Kubikmeter Luft im Normzustand enthält in etwa 2,5× 1025 Moleküle.
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Ein abgeschlossenes System wird immer dem thermodynamischen Gleichge-
wicht und damit dem Zustand maximaler Entropie entgegenstreben. Nicht-
gleichgewicht ist demnach ein transienter Zustand zwischen zwei Gleich-
gewichtslagen. In vielen insbesondere für die Hochvakuumphysik, die Ver-
fahrenstechnik oder die Raumfahrt relevanten Strömungsfällen kann jedoch
die erforderliche große Zahl intermolekularer Kollisionen in einem gegen-
über typischen Abmessungen kleinen Volumenelement nicht erreicht wer-
den, oder aber die Änderung von einem makroskopischen Strömungszustand
auf einen anderen erfolgt über nur wenige Kollisionen, wie es bei gasdyna-
mischen Stößen der Fall ist. In solchen Gebieten starker Verdünnung oder
großer Gradienten sind Nichtgleichgewichtseﬀekte wie z. B. Temperaturani-
sotropien zu beobachten. Die Annahme reinen Kontinuums ist dann nicht
mehr gerechtfertigt, und Methoden der kinetischen Gastheorie werden benö-
tigt.
1.1. Problemstellung
In vielen technisch relevanten Konﬁgurationen treten sowohl Strömungsberei-
che im Kontinuum als auch durch starke Verdünnung und Nichtgleichgewicht
gekennzeichnete Zonen auf. Beispiele aus dem Gebiet der Raumfahrttechnik
sind Über- und Hyperschallumströmungen mit Gebieten starker Kompressi-
on oder die Expansion eines Gases ins Vakuum. Die analytische Berechnung
eines Strömungsfeldes ist oft höchstens in akademischen Fällen unter starken
Vereinfachungen möglich. Mit der Entwicklung der Computertechnik ist auch
der Wunsch gewachsen, analytisch nicht leicht zugängliche Probleme nume-
risch zu lösen. Die numerische Behandlung kann zum einen durch eine für
die Arbeitsweise des Computers geeignete Umformulierung der beschreiben-
den Gleichungen erfolgen, wie es typischerweise bei Verfahren zur Lösung der
Navier-Stokes-Gleichungen der Fall ist. Eine andere Herangehensweise ist die
direkte Simulation, also das Nachbilden physikalischer Prozesse als Expe-
riment im Computer. Populäre Beispiele für direkte Simulationen sind die
(deterministische) Molecular Dynamics (MD)-Methode oder das in dieser
Arbeit verwendete und in Abschnitt 3.2 näher beschriebene Monte-Carlo-
Direkt-Simulationsverfahren (Direct Simulation Monte Carlo, DSMC)[4, 8].
Letzteres simuliert zwar die Teilchen-Flugbahnen deterministisch nach den
Gesetzen der Newtonschen Mechanik, behandelt jedoch z. B. Kollisionen sto-
chastisch.
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Die vollständige numerische Simulation von Strömungen über weite Dichte-
bereiche mit gaskinetischen Verfahren wie der direkten Monte-Carlo-Simu-
lation kann sehr aufwändig in Bezug auf Rechenzeit und -leistung sein, wo-
hingegen die numerische Lösung der Navier-Stokes-Gleichungen zwar häuﬁg
schneller zu bewältigen ist, aber Abweichungen vom lokalen Gleichgewicht
naturgemäß nicht erfassen kann.
Es ist naheliegend, die beiden Verfahren zu verbinden und kontinuumsnahe
Bereiche mit einem Navier-Stokes-Löser zu behandeln, während die Strö-
mungsgebiete außerhalb dessen Gültigkeit mit dem DSMC-Verfahren simu-
liert werden. Dazu hat es in den vergangenen zwei Jahrzehnten etliche Arbei-
ten gegeben, in denen zum einen numerisch faßbare Kriterien für die Existenz
von Nichtgleichgewicht gesucht und untersucht werden, und zum anderen die
möglichen Arten der Randbedingungsvorgabe an der Kopplungsgrenze für
den jeweils anderen Löser diskutiert werden.
Wadsworth und Erwin gehören zu den ersten Autoren, die sich mit gekoppel-
ten Kontinuums- und Partikelmethoden befassen [56, 57]. Das dort beschrie-
bene Verfahren ist stark gekoppelt (strongly coupled), d. h. der Informations-
austausch zwischen dem Kontinuumslöser und dem DSMC-Verfahren ﬁndet
nach jedem Zeitschritt statt. Die Einteilung in die beiden Simulationszonen
erfolgte nach Vorstudien mit einem reinen DSMC-Verfahren.
Eggers präsentiert in seiner Dissertation ein ebenfalls stark gekoppeltes 2D-
Hybridverfahren [19], in welchem die Unterteilung des Strömungsfeldes an-
hand konkreter Parameter vorgenommen wird. Eine Reihe von Untersuchun-
gen zu Kopplungskonzepten wurden von Hash und Hassan [29, 30, 31] vor-
gelegt.
In den letzten Jahren sind viele weitere Ansätze zu numerisch eﬃzienter und
physikalisch korrekter Verknüpfung von Navier-Stokes-Lösern und DSMC-
Verfahren für verschiedenste Anwendungen veröﬀentlicht worden, eine voll-
ständige Nennung und Kurzbeschreibung aller Arbeiten würde den Rahmen
dieses Überblicks sprengen. Daher seien im Folgenden lediglich einige reprä-
sentative Beiträge genannt. Garcia et al. schlagen einen adaptiven Algorith-
mus vor, in dessen feinsten Gitterzellen DSMC-Prozeduren zur Anwendung
kommen, während auf größeren Skalen Kontinuumslöser angewendet werden
[23]. Eine der vorliegenden Arbeit nahe kommende Veröﬀentlichung stammt
von George und Boyd [24], die die Expansion von CO2 aus einer konischen
Düse in ideales Vakuum untersuchen und dabei ihre 2D-axialsymmetrischen
Simulationsergebnisse mit experimentellen Daten vergleichen. Vor dem Hin-
tergrund der Analyse von Strömungen durch Mikroﬁlter schlagen Aktas und
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Aluru eine Kombination aus einem Kontinuumsverfahren und DSMC mit
überlappenden Gittern vor [1]. Wang und Boyd berichten über Arbeiten an
einer stark gekoppelten hybriden Methode [61, 60]. Dabei kommt im Be-
reich des Nichtgleichgewichts die von Fan und Shen [20] vorgeschlagene Er-
weiterung des DSMC-Verfahrens mit Informationserhaltung (DSMC-IP)
zum Einsatz, um das der DSMC-Methode inhärente Rauschen zu verrin-
gern.
1.2. Ansatz in dieser Arbeit
Die Verfahrenskopplung soll an einem experimentell veriﬁzierbaren Testfall
vorgenommen werden. Am DLR Göttingen wird schon seit vielen Jahren
theoretisch und experimentell zu den Strahlglocken von Kleintriebwerken ge-
forscht. Solche Kleintriebwerke werden zur Lageregelung von Satelliten ein-
gesetzt, expandieren also in ein hohes Vakuum. Aussagen zu Gestalt und
Verhalten der Strahlglocke sind besonders zur Beurteilung von Kontamina-
tion durch die Verbrennungsprodukte des Treibstoﬀes und zur Bestimmung
von Kraftwirkungen auf andere Komponenten in Reichweite der Strömung
interessant. Das DLR Göttingen verfügt über eine in dieser Form einzigartige
Vakuumkammer (Simulationsanlage für Treibstrahlen Göttingen, STG) [17],
deren Kryopumpe eine freie Expansion der Düsenströmung wie im Weltall
ermöglicht. Zur Reduktion der Komplexität werden viele Experimente zu-
nächst mit reinem Stickstoﬀ durchgeführt. Eine Referenzkonﬁguration [42]
(siehe Abschnitt 4.3) soll in dieser Arbeit numerisch untersucht und mit ex-
perimentellen Ergebnissen verglichen werden.
Die vorliegende Arbeit baut auf der Dissertation von Rosenhauer auf [44].
Rosenhauers Ansatz zur Kopplung des DLR-eigenen CFD-Lösers Cevcats
mit einer frühen Version des DSMC-Programms Monaco war vor allem
durch numerische Probleme des verwendeten Kontinuumsverfahrens bei der
Berechnung starker Expansionen eingeschränkt, so daß die Kopplungsgrenze
vollständig in der Düse liegen mußte. In dieser Arbeit sollen die moderne-
ren Rechenverfahren Tau für den Kontinuumsbereich und LasVegas für
den verdünnten Teil des Strömungsfeldes in Strömungsrichtung verbunden
werden.
Der zu untersuchende Strömungsfall einer stationären Stickstoﬀ-Expansion
aus einer konischen Düse ist in mehrerlei Hinsicht für Studien zur Verknüp-
fung von Kontinuums- mit Partikelverfahren interessant. Die Expansion des
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simulierten Gases aus einem Reservoir ins Vakuum durchläuft nicht nur alle
Strömungsbereiche von Kontinuum bis zur quasi kollisionsfreien Molekül-
strömung, es darf in erster Näherung auch angenommen werden, daß der
Informationstransport hauptsächlich in Strömungsrichtung stattﬁndet und
deshalb eine reine Stromab-Kopplung für dieses Problem ausreichend ist. Der
wesentlich kompliziertere Fall, in welchem Randbedingungen für den Konti-
nuumslöser aus DSMC-Ergebnissen gewonnen werden müssen, kann somit
zunächst ausgeklammert werden.
Die hier angewendete Stromab-Kopplung wird in der sonst üblichen Ter-
minologie [30] entkoppelte (decoupled) Simulation genannt, da die Lösung
nicht iterativ ermittelt wird. Vielmehr liefert der Kontinuumslöser direkt
die Randbedingungen für das DSMC-Verfahren. Die Schritte sind im einzel-
nen:
1. Vorläuﬁge Berechnung des gesamten Strömungsfeldes mit Tau,
2. Bestimmung der Gültigkeitsgrenze der Navier-Stokes-Gleichungen,
3. Extraktion der Randbedingungen für den DSMC-Einströmrand ent-
lang der Gültigkeitsgrenze,
4. DSMC-Simulation des übrigen Strömungsfeldes mit LasVegas.
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2. Modellierung von Gasströmungen
Zum besseren Verständnis der Problemstellung und des vorgeschlagenen Lö-
sungsweges soll eine Übersicht zu den theoretischen Grundlagen gegeben wer-
den. Insbesondere zu den ersten beiden Abschnitten in diesem Kapitel exi-
stieren einige bekannte Monograﬁen, z. B. [26, 50, 54] (englisch) oder [21, 32]
(deutsch), die zur Vertiefung der hier notwendigerweise nur angeschnittenen
Themen empfohlen sind.
Der erste Abschnitt faßt im Partikelbild häuﬁg gebrauchte Größen zusammen
und gibt basierend darauf eine Übersicht zu den behandelten Strömungs-
bereichen. Im zweiten Abschnitt wird eine Hierarchie von Strömungsglei-
chungen skizziert, ausgehend von einer allgemeinstmöglichen Formulierung.
Verbunden damit ist die Absicht, den Gültigkeitsbereich der jeweiligen Glei-
chungen aus den bei ihrer Herleitung gemachten Einschränkungen deutlich
zu machen.
Im darauf folgenden dritten Abschnitt werden Kriterien vorgestellt, die bisher
in der Literatur zur Bestimmung der Gültigkeitsgrenzen der Navier-Stokes-
Gleichungen vorgeschlagen und angewendet wurden.
Neben der Bestimmung einer Gültigkeits- und damit Kopplungsgrenze ist
die Art und Weise des Informationstransportes über diese Grenze der zweite
wesentliche Punkt bei der kombinierten Simulation mit zwei verschiedenen
Verfahren. Der letzte Abschnitt dieses Kapitels ist den dazu in der Literatur
diskutierten Vorgehensweisen gewidmet.
2.1. Molekulare Sichtweise
Die physikalische Beschreibung eines Gases und seiner Bestandteile kann mit
beinahe beliebiger Komplexität erfolgen, es empﬁehlt sich allerdings auch
hier, eine Modellierung zu ﬁnden, die gerade noch fein genug ist, um die im
Experiment beobachteten Phänomene zu reproduzieren.
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Abbildung 2.1: Intermolekulare Wechselwirkungspotentiale
Eine wesentliche Annahme in der kinetischen Gastheorie ist, daß die physika-
lischen Eigenschaften eines Gases ihre Ursache in der Bewegung von Partikeln
hat, deren konkretem internen Aufbau lediglich durch eine phänomenologi-
sche Beschreibung der Kraftwirkung auf andere Teilchen Rechnung getragen
wird. Dabei wird weiterhin angenommen, daß die Wechselwirkungspotentiale
in alle Richtungen gleich sind. Ein Molekül wird also durch eine mehr oder
weniger scharf begrenzte Kugel approximiert. Realistische Potentiale üben
auf größere Entfernungen eine anziehende Wirkung auf andere Moleküle aus,
sind aber ab einem gewissen Abstand zum gedachten Zentrum des Teilchens
stark repulsiv. Dieses Verhalten wird gut durch das bekannte Lennard-Jones-
Potential wiedergegeben oder durch das Sutherland-Potential approximiert.
Einfachere Modelle bilden nur die abstoßende Wirkung der Partikel nach, die
bekanntesten sind das der Punktabstoßung (in der englischen Literatur als
inverse-power-law bezeichnet) und das Modell der harten Kugeln. Letzteres
bildet die Gasteilchen als starre Kugeln mit festem Durchmesser nach und
wird anschaulicherweise auch oft Billardkugel-Modell genannt. Abbildung 2.1
stellt die genannten Potentiale graﬁsch dar.
Oft wird in Verbindung mit Vakuumströmungen von verdünnten (rareﬁed)
Gasen gesprochen. Bei Bird [6] ist eine recht anschauliche Deﬁnition nach-
zulesen. Die Anzahl der Partikel in einem Volumenelement wird Teilchen-
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oder Anzahldichte genannt und mit n bezeichnet. Der mittlere Abstand δ
der Moleküle kann abgeschätzt werden mit
δ =
1
3
√
n
. (2.1)
Ein Gas wird als verdünnt bezeichnet, wenn der typische Durchmesser
d der Partikel gegenüber dem mittleren Molekülabstand vernachlässigbar
ist:
d¿ δ. (2.2)
Für Luft bei Standardbedingungen gilt übrigens d/δ ≈ 0,12.
Aus (2.2) kann geschlossen werden, daß ein Molekül sich den größten Teil der
Zeit frei bewegt, das heißt ohne nennenswerte Beeinﬂussung durch die Kraft-
felder anderer Partikel. Es ergibt sich noch eine weitere, für die theoretische
Betrachtung ganz wesentliche Vereinfachung: Wenn es zu intermolekularen
Kollisionen kommt, dann sind daran mit hoher Wahrscheinlichkeit nur ge-
nau zwei Teilchen beteiligt1, und es ist unwahrscheinlich, daß die selben Teil-
chen bereits unmittelbar zuvor kollidiert sind. Diese spitzﬁndig anmutende
Überlegung begründet die Annahme von sogenanntem molekularen Cha-
os, was wiederum eine statistische Beschreibbarkeit erst sinnvoll möglich
macht.
Ein zentrales Element eben jener statistischen Formulierung ist die Vertei-
lungsfunktion. Sie enthält, anschaulich gesprochen, Informationen darüber,
wie häuﬁg welche Zustände auftreten. In dieser Arbeit ist die Verteilungs-
funktion als eine Wahrscheinlichkeitsdichte deﬁniert. Dies soll am Beispiel der
Geschwindigkeits-Verteilungsfunktion illustriert werden: Die Wahrscheinlich-
keit, in einem Volumenelement ein Teilchen mit einer Geschwindigkeit zwi-
schen c und c+∆c anzutreﬀen, ist f(c)·∆c. Da ein Teilchen nicht gleichzeitig
zwei verschiedene Geschwindigkeiten haben kann, lassen sich die Wahrschein-
lichkeiten addieren bzw. im Grenzfall ∆c → dc integrieren. Man erhält für
die Wahrscheinlichkeit P, daß sich ein Teilchen mit einer Geschwindigkeit
zwischen c− und c+ bewegt:
c+∫
c−
f(c)dc = P, und besonders:
∞∫
−∞
f(c)dc = 1. (2.3)
1Eine Ausnahme sind Rekombinationsreaktionen, die theoretisch einen dritten Stoßpart-
ner erfordern.
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Wenn im folgenden Text ohne besondere Erläuterung von Verteilungsfunk-
tion die Rede ist, so ist damit immer die Geschwindigkeits-Verteilungsfunk-
tion gemeint.
Die Verteilungsfunktion ist das Bindeglied zwischen mikroskopischer und ma-
kroskopischer Beschreibung. Ist sie bekannt, können mit ihrer Hilfe Mittel-
werte 〈Q〉 von Größen Q berechnet werden, indem diese in die Integration
einbezogen werden:
〈Q〉 =
∞∫
−∞
Q(ζ) · f(ζ)dζ. (2.4)
Die so ermittelten makroskopischen Größen 〈Q〉 werden auch Momente der
Verteilungsfunktion genannt.
Problematisch kann jedoch die Bestimmung der Verteilungsfunktion sein, wie
im Unterabschnitt 2.2.2 weiter ausgeführt wird. Für den Zustand thermischen
Gleichgewichts ist die Verteilungsfunktion jedoch bekannt und nach ihrem
Entdecker Maxwell-Verteilung benannt2. Die lokale Maxwell-Verteilung fe
der Geschwindigkeitskomponente ci ist
fe(ci) =
( m
2pikT
) 1
2 exp
(
−mc
2
i
2kT
)
. (2.5)
Formal ist (2.5) eine Normalverteilung mit Standardabweichung
√
kT/m.
Die Maxwell-Verteilung des Geschwindigkeitsvektor c ist das Produkt der
Komponenten-Verteilungen:
fe(c) =
( m
2pikT
) 3
2 exp
(
−mc · c
2kT
)
. (2.6)
Interessant ist oft noch die Verteilung des Geschwindigkeitsbetrages c = |c| =√
c2x + c2y + c2z, deren Herleitung zum Beispiel bei Vincenti und Kruger be-
schrieben ist [54]:
fe(c) = 4pi
( m
2pikT
) 3
2
c2 exp
(
−mc
2
2kT
)
. (2.7)
Aus der Verteilung des Geschwindigkeitsbetrages (2.7) können drei besondere
Geschwindigkeiten ermittelt werden:
2Gelegentlich auch als Maxwell-Boltzmann-Verteilung bezeichnet. Boltzmann konnte die
Maxwell-Verteilung unter weniger einschränkenden Annahmen herleiten.
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Die wahrscheinlichste molekulare Geschwindigkeit c˜ ist ganz oﬀensichtlich
derjenige Geschwindigkeitsbetrag, bei dem (2.7) ein Maximum hat.
Man erhält
c˜ =
√
2kT
m
=
√
2RT. (2.8)
Die mittlere molekulare Geschwindigkeit 〈c〉 wird nach Gleichung (2.4) mit
Q = c gebildet. Die untere Integrationsgrenze ist hier wegen c = |c| ≥ 0
gleich Null3:
〈c〉 =
√
8RT
pi
=
2√
pi
c˜ (2.9)
DerMittelwert des Geschwindigkeitsquadrates (root-mean-square) c2 ist das
Moment zweiter Ordnung von (2.7):
c2 =
〈
c2
〉
=
∞∫
0
c2fe(c)dc, c =
√
3kT
m
=
√
3RT =
√
3
2
c˜. (2.10)
Der Mittelwert des Geschwindigkeitsquadrates ist ein Maß für die mitt-
lere kinetische Energie:
〈eT 〉 = 12mc
2 GGW⇐⇒ 〈eT 〉 = 32kT. (2.11)
Abbildung 2.2 veranschaulicht die Gestalt der Gleichgewichts-Verteilungs-
funktionen und ihre Abhängigkeit von der Temperatur.
Bisher wurde gelegentlich von typischen Zeit- und Längenskalen gespro-
chen, deren Verhältnis zu Prozessgeschwindigkeiten und Geometrien z. B.
eine Aussage über die Existenz von Gleichgewicht erlaubt. Da nach dem Po-
stulat der kinetischen Gastheorie die molekularen Kollisionen für den Aus-
tausch von Masse, Impuls und Energie verantwortlich sind, ist es naheliegend,
Referenzwerte für Länge und Zeit im Bezug zu den Kollisionsprozessen zu
deﬁnieren.
3Integrale des Typs
R b
a
xn exp
`−(cx)2´ dx sind nicht trivial. Für a = 0, b = ∞, c > 0
existieren jedoch einfach darstellbare Lösungen, die in mathematischen Nachschlage-
werken tabelliert sind.
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00
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cr
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Abbildung 2.2: Verteilungsfunktionen einer Geschwindigkeitskomponente
und des Geschwindigkeitsbetrages
Der von Rudolf Clausius eingeführte Begriﬀ der mittleren freien Weglänge λ
ist deﬁniert als der Mittelwert derjenigen Wegstrecke, die ein Molekül nach ei-
ner Kollisionen zurücklegt, bevor es wieder mit einem anderen Teilchen stößt.
Die Zeit, die zwischen zwei Kollisionen im Mittel vergeht, wird mittlere Kolli-
sionszeit τ genannt, die Anzahl der pro Zeiteinheit stattﬁndenden Stöße heißt
Kollisionsfrequenz ν. Diese drei Parameter stehen in engem Zusammenhang
zueinander und zur mittleren Geschwindigkeit:
ν =
1
τ
=
〈c〉
λ
. (2.12)
Die Kollisionsfrequenz ist deﬁniert als ν = n 〈σcr〉, wobei mit σ = pid2 der
eﬀektive Stoßquerschnitt eines Teilchens und mit cr der Betrag der Rela-
tivgeschwindigkeit bezeichnet wird. In realistischeren Gasmodellen ist σ eine
Funktion der Relativenergie und damit der Relativgeschwindigkeit. Zur einfa-
chen Abschätzung von Größenordnungen genügt es oft, den Fall eines homo-
genen Starrkugel-Gases im Gleichgewicht zu betrachten. Mit etwas mathema-
tischem Aufwand kann man zeigen, daß für ein Gas im Gleichgewicht 〈cr〉 =
17
√
2 〈c〉 gilt, was für die mittlere freie Weglänge liefert:
λe =
1√
2npid2
. (2.13)
Die Deﬁnitionen der gebräuchlichen dimensionslosen Kennzahlen sind all-
gemein bekannt und werden hier nur der Vollständigkeit halber wiederge-
geben. Die Machzahl setzt den Betrag der (lokalen) makroskopischen Ge-
schwindigkeit u zur (lokalen) Schallgeschwindigkeit a =
√
κRT in Bezie-
hung:
Ma =
u√
κRT
, κ =
2 + φ
φ
, (2.14)
wobei κ der sog. Isentropenexponent ist, der sich aus der Zahl der angeregten
molekularen Freiheitsgrade φ bestimmen läßt4.
Analog zur Deﬁnition der Machzahl nach (2.14) wird eine molekulare Mach-
zahl eingeführt. Da die Schallgeschwindigkeit als Ausbreitungsgeschwindig-
keit kleiner Störungen eher im makroskopischen Bild verhaftet ist, bezieht
die molekulare Machzahl die makroskopische Driftgeschwindigkeit auf die
wahrscheinlichste thermische Geschwindigkeit c˜:
S =
u
c˜
. (2.15)
Im Gleichgewicht ist S/Ma =
√
κ/2.
2.2. Gleichungshierarchie
2.2.1. Die Liouville-Gleichung
Für die klassische mathematische Beschreibung eines Systems von N Mas-
sepunkten (z. B. ein Gas aus idealisiert punktförmigen Molekülen) wird ein
Phasenraum deﬁniert, dessen 6N Dimensionen aus den 3N Dimensionen der
einzelnen Ortsvektoren xi und weiteren 3N Dimensionen der zugehörigen
Geschwindigkeiten x˙i zusammengesetzt sind. Der Vektor
z = (x1, . . . ,xN , x˙1, . . . , x˙N )T
4Ein zweiatomiges Molekül zum Beispiel kann sich in drei Raumrichtungen bewegen und
um zwei Achsen rotieren. Außerdem können die beiden Atome noch gegeneinander
vibrieren. Bei Raumtemperatur ist die Vibration bei z. B. Stickstoﬀ nicht angeregt,
damit ist φ = 5 und κ = 1,4.
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kennzeichnet einen Punkt (Zustand) im Phasenraum.
Die zeitliche Entwicklung der Phasenraumdichte eines physikalischen Sy-
stems wird durch die Liouville-Gleichung beschrieben. Im konkreten Beispiel
entspricht die Phasenraumdichte der Wahrscheinlichkeitsdichte F (N)(z, t),
einen bestimmten Zustand des Phasenraumes unter einem Ensemble mögli-
cher Zustände zu ﬁnden. Damit ist die Wahrscheinlichkeit, eine bestimmte
Konﬁguration von N unterscheidbaren Teilchen in dem Volumenelement dz
in der Umgebung des Punktes z zu ﬁnden, gleich
F (N)(z, t)dz. (2.16)
Die Liouville-Gleichung ist eine Kontinuitätsgleichung der N -Teilchen-Ver-
teilungsfunktion F (N) im 6N -dimensionalen Phasenraum (vergleiche mit der
diﬀerentiellen Form der hydrodynamischen Kontinuitätsgleichung) [13]:
∂
(
F (N)
)
∂t
+∇ ·
(
F (N)z˙
)
= 0. (2.17)
2.2.2. Die Boltzmann-Gleichung
In der oben dargestellten Form hat Gleichung (2.17) wenig praktischen Nut-
zen, da sowohl direkte Lösungen als auch die meisten Approximationen auf-
grund der hohen Dimensionalität enormen Aufwand erfordern würden. Nimmt
man an, daß die Teilchen voneinander nicht unterscheidbar sind, läßt sich
durch sukzessive Integration der Liouville-Gleichung5 die Ein-Teilchen-Ver-
teilungsfunktion F (1) darstellen, die die Wahrscheinlichkeit angibt, ein Mo-
lekül zum Zeitpunkt t im Phasenraumelement dxdv anzutreﬀen. In Folge
der Integration hängt F (1) allerdings noch von F (2) ab. Bei hinreichender
Verdünnung ist es zulässig, molekulares Chaos anzunehmen, dann kann
F (2) = F (1)1 F
(1)
2 gesetzt werden. Für die Beschreibung verdünnter Gase ge-
nügt also die Ein-Teilchen-Verteilungsfunktion.
Die Boltzmann-Gleichung beschreibt die zeitliche Veränderung der Geschwin-
digkeits-Verteilungsfunktion nf(v) = NF (1)(x,v, t) eines Gases aus starren
Kugeln in einem Raumelement unter Vernachlässigung von Wandkollisio-
nen. Eine mathematische Herleitung aus der Liouville-Gleichung ist z. B. bei
Cercignani [13] zu ﬁnden. Anschaulicher ist die Konstruktion aus Teilchenbi-
lanzen über ein Phasenraumelement (z. B. Patterson [41]), wobei eine Ände-
rung der Wahrscheinlichkeitsdichte im Ortsraum durch die Geschwindigkeit
5BBGKY-Hierarchie
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der Teilchen bedingt wird, während eine Veränderung im Geschwindigkeits-
raum ihre Ursache in der beschleunigenden Wirkung einer externen Kraft
hat. Darüberhinaus wird die Lage eines Partikels im Phasenraum durch in-
termolekulare Kraftwirkungen (Stöße) beeinﬂußt:
∂(nf)
∂t
+ v
∂(nf)
∂x
+
F
m
∂(nf)
∂v
= I, (2.18)
mit
I =
∞∫
−∞
4pi∫
0
n2
(
f ′f ′1 − ff1
)
crσdΩdv1. (2.19)
Die linke Seite der Boltzmann-Gleichung (2.18) repräsentiert die Änderung
der Ein-Teilchen-Verteilungsfunktion infolge der Bewegung im Phasenraum,
während mit der rechten Seite, dem sogenannten Stoßintegral, die Wirkung
von Zweierkollisionen erfaßt wird.
Dem mathematischen Charakter nach ist die Boltzmann-Gleichung eine In-
tegro-Diﬀerentialgleichung und deshalb einer direkten und allgemeinen ana-
lytischen oder numerischen Behandlung schwer zugänglich. Analytische Lö-
sungen existieren nur für die Grenzfälle des Gleichgewichts (dort ist die Form
der Verteilungsfunktion bekannt) oder im Falle einer nahezu kollisionsfreien,
d. i. freimolekularen Strömung, für den in guter Näherung I = 0 gesetzt
werden kann.
2.2.3. Verfahren zur Behandlung der Boltzmann-Gleichung
Für das Übergangsgebiet zwischen hinreichend dichter und freimolekularer
Strömung wurden einige weitere Vereinfachungen vorgeschlagen, die hier nur
kurz skizziert werden sollen. Eine ausführlichere Behandlung des Themas ist
in der einschlägigen Literatur (z. B. [13, 26, 54]) zu ﬁnden.
Eine Möglichkeit zur Reduktion der Komplexität von (2.18) besteht darin,
den Phasenraum in diskrete Richtungen zu unterteilen, eine recht moderne
Ausprägung dieses Konzeptes sind die Lattice-Boltzmann-Methoden, die z. B.
bei [32] ausführlich beschrieben sind.
Die sogenannten Momentenmethoden haben gemeinsam, daß die Boltzmann-
Gleichung (2.18) auf beiden Seiten mit Q(c)dc multipliziert wird. Die Ver-
teilungsfunktion f ist zunächst nicht vollständig bekannt, sondern durch N
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Parameter abhängig von Ort x und Zeit t bestimmt. Durch Integration bei-
der Seiten der Boltzmann-Gleichung werden dann N Momentengleichungen
gebildet, die schließlich genausoviele partielle Diﬀerentialgleichungen für die
Parameterfunktionen liefern. Der bekannteste Ansatz geht auf Grad [27] zu-
rück, der f als Produkt aus der Maxwell-Verteilung fe und einem Polynom
formuliert. Eine Approximation mit 13 Momentengleichungen führt auf die
Navier-Stokes-Gleichungen [26].
Eine Hauptursache für Schwierigkeiten bei der Lösung der Boltzmann-Glei-
chung ist das Stoßintegral. Die bekannteste Approximation ist nach Bhatna-
gar, Gross und Krook (BGK ) benannt und ersetzt (2.19) durch
IBGK = nν (fe − f) . (2.20)
Dieser Ansatz wird auch Relaxationsmodell genannt.
Wiederum einen anderen Weg gehen die Störungsansätze, der bekannteste ist
die Chapman-Enskog-Entwicklung. Hier wird von vorneherein angenommen,
daß die Verteilungsfunktion f bei kleinen Abweichungen vom thermischen
Gleichgewicht in eine Potenzreihe um fe entwickelt werden kann:
f =
imax∑
i=0
εifi, f0 ≡ fe, ε¿ 1, (2.21)
oder
f = fe(1 + Φ1 +Φ2 + . . .). (2.22)
Die Entwicklung wird an gewünschter Stelle abgebrochen und in die Boltz-
mann-Gleichung eingesetzt. Abhängig vom Grad der Approximation erhält
man so die bekannte Hierarchie der Kontinuumsgleichungen:
imax = 0: f = fe, es gibt per Deﬁnition keine Abweichung vom Gleichgewicht
→ Euler-Gleichungen,
imax = 1: f = fe(1 + Φ1) → Navier-Stokes-Gleichungen,
imax = 2: f = fe(1 + Φ1 +Φ2) → Burnett-Gleichungen,
imax > 2: Super-Burnett-Gleichungen,
wobei die Burnett- und Super-Burnett-Gleichungen kaum praktisch genutzt
werden. Wesentliches Merkmal der Champan-Enskog-Entwicklung ist, daß
zusätzlich zu den Navier-Stokes-Gleichungen noch Ausdrücke für die Trans-
portkoeﬃzienten Viskosität µ und Wärmeleitfähigkeit h hergeleitet werden.
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Die Herleitung der Navier-Stokes-Gleichungen aus der Boltzmann-Gleichung
ist mathematisch anspruchsvoll und kann deshalb hier nicht skizziert werden.
Eine ausführliche Behandlung ﬁndet sich bei [54].
2.3. Bestimmung der Kontinuumsgrenze
Die wohl wichtigste Fragestellung bei der Behandlung eines Problems ist die
nach der Anwendbarkeit der Lösungsverfahren. Während eine Partikelsimu-
lation im Prinzip auf alle Strömungsfälle angewandt werden kann, für die
auch Lösungen der Navier-Stokes-Gleichungen sinnvoll sind (umgekehrt ist
dies nicht der Fall), fordert das Monte-Carlo-Verfahren gerade im Gültig-
keitsbereich der Navier-Stokes-Gleichungen wesentlich mehr Arbeitsspeicher
und Rechenleistung als ein Kontinuumslöser, weshalb in Gebieten mit gerin-
ger Abweichung vom Gleichgewichtszustand und nur schwacher Verdünnung
Kontinuumsverfahren bevorzugt eingesetzt werden.
Ein naheliegendes und übliches Vorgehen bei der gekoppelten Simulation
starker Expansions- oder Kompressionsströmungen ist die initiale Behand-
lung des gesamten Strömungsfeldes mit einem Kontinuumslöser. Gesucht
wird nun ein Indikator, zu berechnen aus den Variablen der makroskopischen
Betrachtungsweise, mithilfe dessen auf die Grenzen der Kontinuumsannahme
geschlossen werden kann. Die Vielzahl der präsentierten Indikatoren spiegelt
zum einen das große Interesse an einem möglichst universellen praktischen
Kriterium wider. Andererseits veranschaulicht sie auch den Einwand man-
cher Autoren [46], die Bestimmung der Gültigkeitsgrenze eines Verfahrens
mit seinen eigenen Methoden sei ein fragwürdiges Vorgehen. Aus Gründen
der Vollständigkeit sind in der folgenden Übersicht auch Kennwerte aufge-
führt, die aus molekularen Größen berechnet werden müssen und als Signale
für beginnendes Kontinuum dienen. Solche Indikatoren sind dann geeignet
oder notwendig, wenn sich stromab eines Verdünnungs- oder Nichtgleich-
gewichtsgebietes wieder eine Kontinuumszone anschließt, oder aber wenn
ein aus den Kontinuumsgleichungen gewonnener Indikator veriﬁziert werden
soll.
2.3.1. Knudsenzahl
Das Verhältnis von mittlerer freier Weglänge λ zu einer für die Strömung
charakteristischen Abmessung L ist nach dem dänischen Physiker Martin
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Knudsen benannt:
Kn =
λ
L
. (2.23)
Wie bei vielen anderen dimensionslosen Kenngrößen der Strömungsmecha-
nik unterliegt die Wahl der relevanten Abmessung einer gewissen Willkür.
Ohne nähere Informationen zu Art und Gestalt des betrachteten Gebietes
ist die Angabe einer Knudsenzahl nach (2.23) insbesondere für strömende
Gase von wenig Bedeutung, weshalb sich schnell brauchbarere Formulierun-
gen etablierten. Für die Untersuchung viskoser Eﬀekte in Wandnähe kann
z. B. die Grenzschichtdicke δ verwendet werden. Damit läßt sich die Knud-
senzahl über Mach- und Reynoldszahl ausdrücken:
Kn ∝ Ma√
Re
. (2.24)
In älterer Literatur (z. B. [45]) wird die Abgrenzung der Dichtebereiche (siehe
dazu auch Abschnitt 2.1) mit der Formulierung (2.24) vorgenommen. Einen
Überblick über verwandte Parameter und deren Eignung wurde kürzlich von
Macrossan präsentiert [38].
Ein sehr populärer Ansatz zielt darauf ab, die Knudsenzahl nicht global, son-
dern abhängig von lokalen (makroskopischen) Größen des Strömungsfeldes zu
formulieren. Dabei wird die charakteristische Länge durch einen Gradienten
einer Strömungsvariablen ausgedrückt:
KnQ = λ
|∇Q|
Q
, Q ∈ {ρ, u, T}. (2.25)
Diese gradientenbasierte Formulierung ﬁndet sich bereits in einem Über-
sichtsartikel von Smolderen [51] und auch bei Bird [8]. Wang und Boyd [59]
schlagen zunächst vor, einen Nichtgleichgewichtsindikator
Knmax = max(KnQ) ∀ Q
zu bilden, weisen aber im Anhang der selben Veröﬀentlichung darauf hin, daß
KnT ≈ Knρ ist. In der Literatur wird häuﬁg ausschließlich von Knρ Gebrauch
gemacht. Boyds Vorschlag für einen festen Parameter ist
Knρ = 0,05. (2.26)
Es soll an dieser Stelle jedoch bemerkt werden, daßWang und Boyd [59] selbst
feststellen mußten, daß ein Parameter KnQ nicht in der Lage ist, den Beginn
23
starker gasdynamischer Stöße korrekt zu signalisieren. In einem weiteren Bei-
trag [11] weist Boyd darauf hin, daß diese Unfähigkeit der rechtzeitigen In-
dikation von Nichtgleichgewicht ein prinzipielles Problem ist: Die Stoßdicke
wird von Kontinuumsverfahren zu dünn wiedergegeben. Diese Feststellung
nährt die oben schon geäußerte Skepsis gegenüber dem Ansatz, einsetzendes
Nichtgleichgewicht allein aus einem Parameter zu gewinnen, der von vornehe-
rein unter der Annahme von nur geringen Abweichungen vom Gleichgewicht
ermittelt wurde.
2.3.2. Birds Parameter
Ein Indikator für thermisches Nichtgleichgewicht in isentropen Überschall-
Expansionsströmungen wurde 1970 von Bird vorgeschlagen [5] und in [8] aus-
führlicher diskutiert. Dabei wird die logarithmische Zeitableitung der Dichte
in einem Fluidelement aus Sicht eines mitbewegten Beobachters zur Kollisi-
onsfrequenz in diesem Element ins Verhältnis gesetzt:
P =
1
ν
∣∣∣∣D(ln ρ)Dt
∣∣∣∣ . (2.27)
Bird argumentiert, daß das beobachtete Einfrieren der Temperatur in Strö-
mungsrichtung darauf zurückzuführen sein muß, daß nicht genügend Stöße
stattﬁnden, um ein gleichmäßiges Absinken der Temperatur zu gewährleisten,
wie es das Kontinuumsmodell für Expansionen vorhersagt.
Mit der materiellen Ableitung
D
Dt
=
∂
∂t
+ (u · ∇) (2.28)
läßt sich Gleichung (2.27) für stationäre, eindimensionale Strömungen ver-
einfachen zu:
P1 =
1
ν
∣∣∣∣uρ dρdx
∣∣∣∣ , (2.29)
Der Gradient wird dabei in Richtung der Strömung ermittelt. Ersetzt man die
Kollisionsfrequenz ν durch (2.12) unter Beachtung von (2.9) und (2.15), kann
leicht der Zusammenhang zwischen Birds Parameter und der Knudsenzahl
basierend auf dem Dichtegradienten gezeigt werden:
P1 =
√
pi
2
· S · λ
ρ
∣∣∣∣dρdx
∣∣∣∣ , (2.30)
=
√
pi
2
· S ·Knρ. (2.31)
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Beginnendes translatorisches Nichtgleichgewicht wird für 0,02 ≤ P1 ≤ 0,04
angegeben [8, 11], deutlich vorsichtiger als Kriterium (2.26). Birds Parameter
ist für den Spezialfall einer isentropen Überschallexpansion entwickelt worden
und kann schon aufgrund der damit verbundenen Einschränkungen nicht als
universeller Parameter dienen.
2.3.3. Tiwaris Parameter
Neben den aus physikalischen Überlegungen entstandenen Kennzahlen, die
sich auf den Vergleich von Größenverhältnissen im Strömungsfeld zurück-
führen lassen, existiert eine Reihe von Parametern, die aus mathematischen
Modellen hervorgegangen sind. Ausgangspunkt ist dabei die im Chapman-
Enskog-Ansatz oder den Momentenmethoden (siehe auch Abschnitt 2.2.3)
zugelassene kleine Abweichung der Verteilungsfunktion von der Maxwell-
Verteilung fe:
f = fe(1 + Φ), ‖Φ‖ ¿ 1, (2.32)
wobei ‖Φ‖ eine geeignete Normierung ist [13]. Tiwari [53] entwickelt unter
Anwendung der 13-Momente-Methode nach Grad [27] einen Ausdruck für die
Abweichung von der Maxwell-Verteilung und gibt diesen an als
‖Φ‖ = 1
ρRT
(
2
5
|q|2
RT
+
1
2
|τ |2
) 1
2
. (2.33)
Darin sind |q| und |τ | jeweils euklidische Normen des Wärmestromvektors
bzw. des Spannungstensors. Führt man hier und im Folgenden dimensionslose
Schreibweisen für beide Größen ein:
qˆi = −h
p
√
2
RT
∂T
∂xi
, (2.34)
τˆij =
µ
p
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
)
, (2.35)
erhält man schließlich:
‖Φ‖ =
√
1
5
|qˆ|2 + 1
2
|τˆ |2. (2.36)
Tiwari präsentiert in Zusammenhang mit seinem Vorschlag für ‖Φ‖ Ergebnis-
se einer gekoppelten Simulation der Boltzmann- und der Euler-Gleichungen,
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Abbildung 2.3: Vergleich der Parameter ‖Φ‖ und B
in der ohne nähere Begründung das Kriterium ‖Φ‖ = 0,4 für die Bestimmung
der Verfahrensgrenzen verwendet wurde. Angesichts der Forderung in (2.32)
erscheint dieser Wert sehr hoch gewählt.
2.3.4. Garcias Parameter
Garcia und Alder [22] bemerken in ihrem Artikel zur Generierung einer
Chapman-Enskog-Verteilung nach (2.32), daß sich kleine Abweichungen vom
Gleichgewicht in den Strömungsgleichungen bekanntlich durch das Auftre-
ten von Termen manifestieren, die als Wärmestromvektor und Spannungs-
tensor interpretiert werden können. Sie schlagen deshalb vor, bei hinreichend
großen Werten einer der beiden normierten und nach (2.34) bzw. (2.35) di-
mensionslosen Größen auf beginnendes Nichtgleichgewicht zu schließen. Ein
entsprechender Indikator wird also einfach gebildet als
B = max (|qˆ|, |τˆ |) . (2.37)
Ein Vergleich von ‖Φ‖ und B zeigt, daß B immer eine konservativere Schät-
zung liefert (siehe Abbildung 2.3).
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Um eine Vorstellung von sinnvollen Obergrenzen für B zu erhalten, empﬁehlt
sich z. B. eine Umformung von (2.34) unter Zuhilfenahme der in Anhang
C zusammengestellten Näherungsformeln. Man erhält im eindimensionalen
Fall
qˆ ∝ KnT , qˆ ≈ 4,154 · λ
T
∂T
∂x
.
Demnach würde zum Beispiel qˆ = 0,1 bedeuten, daß sich die Temperatur
auf einer Länge von nur 10λ um knapp 25% ändert. Garcia und Alder geben
daher in einer ersten Veröﬀentlichung ein KriteriumB < 0,1 für die Annahme
geringer Abweichung vom Gleichgewicht an, verwenden selbst aber in einem
späteren Artikel B = 0,2 als Umschaltparameter von Navier-Stokes- und
DSMC-Verfahren in ihrem Amar-Verfahren [23].
2.3.5. Andere Ansätze
Die in den vorangegangenen Abschnitten präsentierten Indikatoren sind in
der Literatur am häuﬁgsten anzutreﬀen, ermöglichen sie doch die Berech-
nung einer Gültigkeitsgrenze der Euler- bzw. Navier-Stokes-Löser aus den
makroskopischen Größen und deren Gradienten, die diese Verfahren liefern 
unter den oben schon angesprochenen prinzipiellen Vorbehalten (siehe S. 24).
Neben diesen leicht auszuwertenden Kriterien werden unter bestimmten Um-
ständen noch andere Parameter eingesetzt, die oft jedoch erweiterte Mo-
dellierungen in den Kontinuums-Verfahren erfordern oder aber von vorne-
herein nur sinnvoll aus Partikelverfahren wie DSMC ermittelt werden kön-
nen.
Temperaturbasierte Indikatoren
Für Verfahren, in denen eine Modellierung mehrerer Temperaturen enthalten
ist, bietet sich ein einfacher Vergleich der zu prüfenden Temperatur Tind
mit einer Referenztemperatur Tref an, um über den Grad der Abweichung
thermisches Nichtgleichgewicht zu signalisieren:
Dind =
∣∣∣∣Tref − TindTref
∣∣∣∣ . (2.38)
Der oﬀensichtliche Vorteil dieses Parameters besteht darin, keine Gradienten
bestimmen zu müssen. Wohl aufgrund der Beschränkung auf entsprechend
erweiterte Kontinuums-Löser ist seine Anwendung in der Literatur nur spär-
lich dokumentiert (siehe z. B. [49, 62]).
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Chapman-Enskog-Faktor
George und Boyd [24] unternehmen aus ähnlichen Überlegungen wie Ti-
wari (siehe Abschnitt 2.3.3) den Versuch, direkt aus der Formulierung der
Chapman-Enskog-Verteilung (2.32) einen lokalen Wert
Γ (cˆ) = 1 + Φ(cˆ), cˆ = c/c˜, (2.39)
zu ermitteln6. Mit (2.34) und (2.35) ist
Γ(cˆ) = 1 + qˆicˆi
(
2
5
|cˆ|2 − 1
)
− τˆij cˆicˆj . (2.40)
Boyd selbst diskutiert in einer späteren Veröﬀentlichung die fragwürdige Eig-
nung von Γ zur Ermittlung größerer Abweichungen vom Gleichgewicht [11].
Zum einen ist Γ eine Funktion der thermischen Geschwindigkeit c, welche
von Kontinuumsverfahren prinzipiell nicht modelliert wird. Zum anderen
kann selbst mit DSMC-Verfahren beginnendes Gleichgewicht aus (2.40) nicht
sinnvoll berechnet werden, wie z. B. Duttweiler ausführt [18]. In seinen nu-
merischen Experimenten waren mehr als 104 Mittelungsschritte nötig, um
qˆi und τˆij mit einem Fehler von nur 10% aus den thermischen Geschwin-
digkeiten zu berechnen. Duttweiler begründet diese Schwierigkeit mit der
Abhängigkeit der Nichtgleichgewichts-Größen von Momenten höherer Ord-
nung:
qˆi = 2
〈
cˆi|cˆ|2
〉
, τˆij = −2 〈cˆicˆj〉+ 23
〈|cˆ|2〉 δij .
Entropie-Methoden
Eine Reihe neuerer Veröﬀentlichungen [14, 46, 12] präsentiert Untersuchun-
gen zur Anwendbarkeit der Entropie-Erzeugungsrate als Parameter zur Be-
stimmung der Kopplungsgrenze. Dabei geht man von der Überlegung aus,
daß der Gleichgewichtszustand auch dem Zustand maximaler Entropie ent-
spricht. Nichtgleichgewicht hingegen äußert sich prinzipiell durch Entropie-
Generierung.
Chen et al. [14] berechnen die Entropierate noch mit einem Kontinuumslöser
und stellen Übereinstimmung mit den oben präsentierten gradientenbasierten
6Die Bezeichnung des Chapman-Enskog-Faktors mit Γ wurde hier aus der Literatur
übernommen [22, 24] und darf nicht mit der (vollständigen) Gamma-Funktion der
Mathematik Γ(a) =
R∞
0
xa−1 exp (−x)dx verwechselt werden, für die in dieser Arbeit
das selbe Symbol gebraucht wird.
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Indikatoren fest. Allerdings kann auch ein so gewonnener Entropie-Parameter
beginnendes Nichtgleichgewicht in starken Stößen nicht korrekt anzeigen,
was Schrock [46] auf den schon angesprochenen Widerspruch zurückführt,
Nichtgleichgewicht zuverlässig aus Gleichgewichtsformulierungen zu ermit-
teln. Darüber hinaus berichten Gilmore et al. [25], daß sie Entropie-Änderung
als Indikator für Fehler aufgrund numerischer Diﬀusion ihres Kontinuums-
Verfahrens bei der Untersuchung expandierender Gasströmungen ausmachen
konnten. Demnach wären beide Eﬀekte schwer voneinander zu trennen.
Schrock et al. [47] und Camberos et al. [12] konzentrieren sich deshalb auf
die Formulierung einer DSMC-kompatiblen Formulierung der Entropierate,
um Gleichgewichtsgebiete im Strömungsfeld der Partikelsimulation detektie-
ren und gegebenenfalls auf Kontinuumsmodelle umschalten zu können. Diese
Arbeiten, wenngleich vielversprechend, beﬁnden sich jedoch noch in einem
frühen Stadium und bedürfen ausgiebiger Validierungen.
2.4. Informationstransport über die Kopplungsgrenze
Neben der Bestimmung der Kopplungsgrenze ist der korrekte Informations-
austausch entlang dieser Trennﬂäche der zweite wichtige Punkt bei der gekop-
pelten Simulation zweier Verfahren. Wu et al. [63] fassen in ihrem Übersichts-
artikel zur Berechnung kompressibler Strömungen mit künstlichen Schnitt-
stellen die wesentlichen Erkenntnisse v. a. aus Untersuchungen zur Kopplung
von DSMC- mit Kontinuumsverfahren zusammen.
Nach der Art des Informationstransportes wird in Zustandskopplung und in
Flusskopplung unterschieden. Zustandskopplung erfordert geometrisch über-
lappende Rechengitter. In den überlappenden Zellen fordert man gleiche ma-
kroskopische Zustände sowohl des Partikelverfahrens als auch des Kontinu-
umsverfahrens. Diese Zustände werden nach einem geeigneten Algorithmus
aktualisiert, d. h. angeglichen, und stellen so die Randbedingungen für die
beiden Verfahren her.
Die Flusskopplung erfordert keine überlappenden Gebiete. Die Berechnung
der Flüsse über die Kopplungsgrenze kann nach verschiedenen Methoden er-
folgen. Hash und Hassan [30] berichten, daß die Einhaltung der ursprünglich
aus der Theorie des Strahlungstransportes stammenden Marshak-Bedingung
[39] das eﬀektivste Vorgehen bei der Bestimmung der Flüsse über die Verfah-
rensgrenze sei. Danach ist der Netto-Fluß einer Zustandsvariablen als Summe
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der Halbﬂüsse aus jedem Verfahren zu berechnen. Die ein- und austretenden
Flüsse des DSMC-Gebietes sind:
F (Q)DSMC =
sP
A∆t
N±∑
i=1
Qi, (2.41)
und aus dem Kontinuumsbereich:
F (Q)NSS = n 〈Qn · u〉n·u>0 , (2.42)
wobei hier Q ∈ {m,mv,mv2/2} ist. Nach Untersuchungen von Sun et al.
[52] funktioniert dieses Verfahren nur dann zuverlässig, wenn eine große Zahl
Partikel (NP > 50) in jeder Zelle für die Bestimmung von FDSMC zur Ver-
fügung steht.
Die hier angesprochenen Verfahren sind besonders dann interessant, wenn
die Randbedingungen für beide Methoden nicht ab initio bekannt sind und
im Laufe der Simulation iteriert werden müssen. Eine Voraussetzung dieser
Arbeit ist jedoch, daß die Berechnung der Düsenexpansion genau eine Kopp-
lungsgrenze benötigt und daß der Informationstransport über diese Gren-
ze nur in eine Richtung, nämlich von der mit einem Kontinuumsverfahren
zu berechnenden Kernströmung in den Bereich der stark expandierenden
Strahlglocke erfolgt (Stromab-Kopplung). Deshalb wird hier vereinfachend
angenommen, daß die aus der Kontinuumslösung entlang der ermittelten
Kopplungsgrenze extrahierten Größen Teilchendichte n, makroskopische Ge-
schwindigkeit u und Temperatur T , direkt als Randbedingungen für das
DSMC-Verfahren verwendet werden können. Dieser Ansatz und seine Berech-
tigung werden in Abschnitt 5.4 ausführlicher diskutiert.
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3. Numerische Verfahren
Weder die Liouville-Gleichung noch die sich aus ihr unter Vereinfachungen
ableitbaren Erhaltungsgleichungen sind im Allgemeinen analytisch lösbar.
Für einen großen Bereich technisch relevanter Strömungen existieren jedoch
numerische Methoden, die je nach betrachtetem Dichtebereich und zugrun-
deliegendem Gleichungssatz in Kontinuumsverfahren und gaskinetische Ver-
fahren unterteilt werden können.
Für viskose Strömungen nahe dem thermodynamischen Gleichgewicht kom-
men die Navier-Stokes-Gleichungen zum Einsatz. Für diesen Typ hyperboli-
scher, partieller Diﬀerentialgleichungen existieren eine Vielzahl numerischer
Verfahren, die in der Literatur unter dem Begriﬀ Computational Fluid Dy-
namics (CFD) geführt werden. Eine bekannte Einführung in das Thema ist
das gleichnamige Buch von Anderson [2].
Die Boltzmann-Gleichung ist aufgrund ihres komplizierten mathematischen
Charakters (Integro-Diﬀerentialgleichung) sogar einer unmittelbaren nume-
rischen Simulation unzugänglich. Im Bereich verdünnter Gasströmungen hat
sich hier das von Bird [4, 8] vorgeschlagene Direct Simulation Monte Car-
lo-Verfahren schnell als Standard etabliert. Da Beschreibungen der Methode
nicht annähernd so häuﬁg zu ﬁnden sind wie die zu den CFD-Verfahren, wer-
den die Grundkonzepte der DSMC hier etwas ausführlicher geschildert.
3.1. Lösung der Navier-Stokes-Gleichungen
Das Finite-Volumen-Verfahren ist ein verbreiteter Ansatz zur numerischen
Lösung der Erhaltungsgleichungen für Masse, Impuls und Energie und wird
auch im hier benutzten Tau-Code [3] verwendet. Dabei wird das zu be-
rechnende Gebiet in geeigneter Weise so in Volumenelemente zerlegt, daß
der Raum vollständig ausgefüllt ist und keine Überlappungen existieren. Die
Form des Volumenelementes ist dabei (zunächst) zweitrangig, das Verfahren
31
ist also  im Gegensatz zu Finite-Diﬀerenzen-Verfahren  für unstrukturierte
Gitter besonders geeignet.
Grundlage der Finite-Volumen-Methode ist die integrale Form der Navier-
Stokes-Gleichungen,
∂
∂t
∫∫∫
V
wdV = −
∫∫
∂V
F · ndA, (3.1)
mit dem Vektor der Erhaltungsgrößenw =
(
ρ, ρuT , ρE
)T und dem Flussdich-
tetensor F . Gleichung (3.1) beschreibt die anschauliche Forderung, daß die
zeitliche Änderung von Masse, Impuls und Energie in einem Volumen V mit
Oberﬂäche A und äußerem Normalenvektor n durch die über den Rand ∂V
des Volumens ein- und austretenden Flüsse bestimmt wird1.
Gleichung (3.1) muß für die numerische Behandlung in geeigneter Weise dis-
kretisiert werden. Die dafür notwendigen Schritte nebst Vor- und Nachteilen
sind Gegenstand eines großen Forschungsgebietes der numerischen Mathe-
matik und gehen weit über den Kontext dieser Arbeit hinaus. Ein kurzer
Überblick dazu ist aber zum Beispiel bei Anderson [2] zu ﬁnden, Details zur
Implementierung verschiedener Methoden im Tau-Code sind in [3] dokumen-
tiert.
3.2. Simulation verdünnter Gasströmungen mit Direct Simulation
Monte Carlo
Das DSMC-Verfahren [4, 8, 9] greift die molekulare Sichtweise der kinetischen
Gastheorie auf, d. h. das Gas wird im Gegensatz z. B. zum Finite-Volumen-
Verfahren nicht von vorneherein als Kontinuum betrachtet, sondern als aus
einer großen Zahl diskreter Partikel zusammengesetzt. Das Verfahren stützt
sich auf die fundamentale Annahme der kinetischen Gastheorie, daß alle ma-
kroskopischen Eigenschaften eines Gases aus den Eigenschaften und Inter-
aktionen der konstituierenden Moleküle hervorgehen, d. h. die Mittelwerte
der Eigenschaften einer großen Zahl von Molekülen in einem makroskopisch
kleinen Volumen sind.
1Quellen und Senken (z. B. chemische Reaktionen) werden hier nicht berücksichtigt.
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Die Anzahl der Teilchen, die simuliert werden können, ist stark durch die
Leistungsfähigkeit der verwendeten Rechner bestimmt, beträgt aber in je-
dem Fall nur einen winzigen Teil der in natura auftretenden Moleküle. Die-
ses Problem wird in der DSMC-Methode durch Verwendung von Simulati-
onspartikeln gelöst, von denen jedes stellvertretend für eine Anzahl sP rea-
ler Partikel steht. Die Größenordnung von sP liegt, abhängig von der Pro-
blemstellung und der verfügbaren Rechenleistung, im Bereich 1010 < sP <
1018.
Jedem Simulationspartikel sind die Eigenschaften Masse, Position und Ge-
schwindigkeit zugeordnet. Werden mehratomige Stoﬀe simuliert, müssen auch
noch Rotations- und Vibrationsenergie jedes Testteilchens gespeichert wer-
den. Das Strömungsfeld ist räumlich in Zellen unterteilt, die Zeit wird in
Schritten ∆t gezählt. In der DSMC-Methode werden Bewegung der Teil-
chen und die stattﬁndenden Kollisionen entkoppelt, also nacheinander simu-
liert.
Im Folgenden wird der Ablauf einer DSMC-Simulationsschleife der Anschau-
lichkeit halber vereinfachend für ein einatomiges reines Gas umrissen. Auf
eine umfangreichere Beschreibung der DSMC-Methode wird in dieser Arbeit
verzichtet. Die Übersichtsartikel z. B. von Oran et al. [40], Ivanov und Gi-
melshein [33], oder der erst vor kurzem erschienene Überblick von Prasanth
und Kakkassery [43] geben erschöpfend Auskunft über den gegenwärtigen
Entwicklungsstand und zitieren dabei jeweils zwischen 60 und 160 Veröf-
fentlichungen. Detailliertere Beschreibungen zu Besonderheiten in der Im-
plementierung sind z. B. bei Bird [8] nachzulesen. Das Gerüst der Methode
ist jedoch prinzipiell auch für verfeinerte Modellierungen z. B. von inneren
Freiheitsgraden, Gasgemischen, chemischen Reaktionen oder katalytischen
Wandwechselwirkungen zu verwenden.
1. Erzeugung von Partikeln am Rand Abhängig von den vorgegebenen Randbe-
dingungen Teilchendichte n, makroskopische Geschwindigkeit u und
Temperatur T sowie dem Normaleneinheitsvektor der Randﬂäche n
wird der Partikelﬂuss bestimmt, also die Anzahl der einströmenden
Simulationsteilchen N+ pro Randﬂäche A und Zeitschritt ∆t:
N+
A∆t
= sPn 〈(u+ c) · n〉v·n>0 . (3.2)
Der Mittelwert in Gleichung (3.2) wird dabei mit einer geeigneten Ver-
teilungsfunktion berechnet, häuﬁg mit (2.6).
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Den zu erzeugenden Teilchen wird nun jeweils stochastisch eine Ge-
schwindigkeit zugewiesen, die aus der Verteilungsfunktion gewonnen
wird. Dafür gibt es verschiedene Vorgehensweisen, die gebräuchlichste
ist wohl die Acceptance-Rejection-Methode, siehe dazu z. B. [8].
2. Bewegung durch das Rechengebiet Im Bewegungsschritt erhält jedes Simula-
tionspartikel eine neue Koordinate im Rechengebiet. Dabei spielt es
keine Rolle, ob sich die Flugbahnen zweier Teilchen vielleicht kreuzen
würden. Die neue Ortskoordinate eines Teilchens ist dann2
x(t+∆t) = xt + v ·∆t. (3.3)
3. Intermolekulare Kollisionen Die Simulation der Teilchenkollisionen unterein-
ander und mit Wänden ﬁndet im DSMC-Verfahren losgelöst vom Be-
wegungsschritt statt. Für jede Zelle werden paarweise Kollisionspart-
ner gebildet, für die jeweils eine Stoßwahrscheinlichkeit Pcoll in Ab-
hängigkeit von der Relativgeschwindigkeit ermittelt wird. Diese Wahr-
scheinlichkeit wird in der Simulation durch einen einfachen Vergleich
reproduziert: Ist die Stoßwahrscheinlichkeit eines Paares größer als eine
Zufallszahl R ∈ [0; 1], ﬁndet ein Stoß zwischen diesen Teilchen statt.
Nach einem ähnlichen Schema wird der Stoß selber behandelt. So kann
gegebenenfalls die Wahrscheinlichkeit einer chemischen Reaktion be-
rechnet und wiederum durch Vergleich mit einer Zufallszahl deren Zu-
standekommen bestimmt werden. Im Falle mehratomiger Gase wird auf
diese Weise auch überprüft, ob es zu einem Energieaustausch zwischen
den Freiheitsgraden kommt. Die Details der Implementierung im hier
verwendeten Simulationspaket LasVegas sind bei Laux [34] ausführ-
lich dargelegt.
4. Gas-Wand-Wechselwirkung Bei der Simulation von Strömungen mit begren-
zenden Wänden müssen auch die Phänomene der Teilchenkollisionen
mit Oberﬂächen nachgebildet werden. Im einfachsten Fall einer spie-
gelnden Reﬂexion bleibt die tangentiale Komponente der Teilchenge-
schwindigkeit gleich, und die Normalkomponente v⊥ ändert ihr Vorzei-
chen. Der insgesamt an die Wand abgegebene Impuls ist i⊥ = m∆v⊥,
2Für rotationssymmetrische 1D- und 2D-Simulation ist die Berechnung der neuen Posi-
tion aufgrund der Symmetrieannahmen etwas aufwendiger. In diesen Konﬁgurationen
erhält auch der Geschwindigkeitsvektor mit jedem Bewegungsschritt eine andere Rich-
tung [6].
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und damit wegen des wechselnden Vorzeichens für die spiegelnde Re-
ﬂexion i⊥ = 2mv⊥. Die Änderung der Partikelenergie e ist Null, daher
ﬁndet auch kein Energieaustausch (Wärmeﬂuss) mit der Wand statt.
Das Modell der spiegelnden Reﬂexion ist für Wechselwirkungen mit
technischen Oberﬂächen ganz oﬀensichtlich nicht realistisch, verbreitet
wird deshalb das Modell einer diﬀusen Streuung mit vollständiger ther-
mischer Akkommodation verwendet: In diesem Modell wird dem Teil-
chen nach dem Wandkontakt ein Geschwindigkeitsvektor aus der Max-
wellverteilung bei Wandtemperatur zugewiesen, analog zur Erzeugung
des Anfangszustandes einströmender Teilchen. Kompliziertere Formu-
lierungen der Streukerne (siehe z. B. [34]) enthalten weitere denkbare
Einﬂußparameter wie Einfallswinkel oder Akkommodationskoeﬃzien-
ten für Impuls und Energie. Für die meisten technischen Strömungen
ist das Modell der diﬀusen Streuung ausreichend.
5. Sampling Um schließlich die gewünschten makroskopischen Strömungsgrö-
ßen in jeder Zelle aus der Teilchenzahl und den Teilchenergien zu ge-
winnen, müssen Mittelwerte gebildet werden. Da die Zahl der zu einem
Zeitpunkt in einer Zelle enthaltenen Teilchen selten hinreichend groß
ist, weisen instantane lokale Mittelwerte oft große Schwankungen auf,
die bei stationären Strömungen durch Mittelung über viele Zeitschritte
wieder kompensiert werden können3.
Das durch die stochastische Natur der Methode bedingte Rauschen in der
Lösung macht es unmöglich, einen einfachen Konvergenzindikator zu ﬁnden.
Der Anwender ist gezwungen, auf der Grundlage seiner Erfahrung und durch
regelmäßige Kontrolle der sich entwickelnden Lösung das Ende einer Simula-
tion zu deﬁnieren. Allerdings ist die DSMC-Methode inhärent stabil. Selbst
bei unpassend gewählter Diskretisierung von Rechengebiet und Zeit stellt
sich ein Ergebnis ein, wenngleich dieses dann nicht notwendig realistisch ist.
Probate Richtwerte für die typische Zellabmessung H und den Zeitschritt ∆t
sind
H ≈ 0,3λ, ∆t ≈ 0,3τ. (3.4)
Zu große Zellen lassen den Auswahlprozess der möglichen Kollisionspartner
(Schritt 3) fragwürdig erscheinen, da dabei implizit unmittelbare Nachbar-
schaft der Teilchen angenommen wird. Außerdem können etwaige Gradien-
ten im Strömungsfeld so natürlich nicht aufgelöst werden. Im Falle zu kleiner
3Durch das Postulat von molekularem Chaos sind zeitliche und räumliche Mittelung
äquivalent (Ergodenhypothese) [55].
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Zellen sind unter Umständen nicht genügend Partikel in einer Zelle, um aus-
sagekräftige Mittelwerte zu bilden. Zu große Zeitschritte führen vor allem
dazu, daß Partikel im Bewegungsschritt der DSMC-Methode (Punkt 2) an
Stellen gelangen, die sie realistischerweise kaum erreicht hätten, ohne vorher
in Kollisionen mit anderen Teilchen womöglich ihre Eigenschaften geändert
zu haben.
Das DSMC-Verfahren hat sich schnell zum Quasi-Standard zur numerischen
Simulation von Strömungen außerhalb des Kontinuumsbereiches entwickelt
und wird aufgrund seiner Anschaulichkeit oft auch als Experiment im Com-
puter bezeichnet. Es war jedoch lange Zeit nicht bewiesen, daß die Ergeb-
nisse der Simulation immer auch den Lösungen der Boltzmann-Gleichungen
(2.18) äquivalent sind. Erst 1992 konnte Wagner [58] zeigen, daß die DSMC-
Methode für sehr große Partikelzahlen gegen die Lösung der Boltzmann-
Gleichung konvergiert.
3.3. Verwendete Implementierungen
3.3.1. Der TAU-Code
Tau ist ein umfangreiches 3D-Finite-Volumen-Simulationspaket, welches vom
DLR entwickelt wird [3]. Das Rechengebiet kann dabei durch ein hybrides
Primärgitter aus Tetraedern und Hexaedern deﬁniert sein. Die Lösung von
Gleichung (3.1) wird dabei für ein Volumen um jeden Punkt des Primärgit-
ters gewonnen. Eine Adaption des Primärgitters ist getrennt von der Simu-
lation möglich.
Der in dieser Arbeit verwendete Löser berechnet die fünf Erhaltungsgleichun-
gen für Masse, Impuls und Energie zeitgenau mit Runge-Kutta- oder implizi-
ten Euler-rückwärts-Verfahren. Die räumliche Diskretisierung kann nach ver-
schiedenen Upwind-Verfahren oder zentralen Verfahren erfolgen.
Zur Verkürzung der Rechenzeit sind Mehrgitter-Verfahren und lokale Zeit-
schritte implementiert, außerdem ist Tau für die gleichzeitige Nutzung meh-
rerer Prozessoren parallelisiert. In dieser Arbeit wurde von der Parallelisie-
rung kein Gebrauch gemacht.
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3.3.2. LASVEGAS
Die DSMC-Implementierung LasVegas wurde Mitte der neunziger Jahre
von Laux am Institut für Raumfahrtsysteme der Universität Stuttgart im
Rahmen einer Dissertation entwickelt [34] und später noch ausgebaut [35, 36].
Das Programm ist gegenwärtig in der Lage, ebene oder axialsymmetrische
Strömungen von Gasgemischen ein- und zweiatomiger Spezies zu simulieren.
Das Rechengebiet wird zur Teilchenverfolgung in Dreieckszellen unterteilt.
Diese Nutzung unstrukturierter Gitter erlaubt eine sehr allgemeine Deﬁniti-
on von Randgeometrien. Wohl aus historischen Gründen verfügt LasVegas
über einen eigenen Gittergenerator. Eine eventuell notwendige Adaption des
Gitters kann in zuvor festgelegten Intervallen automatisch während der Si-
mulation ausgeführt werden.
Das implementierte intermolekulare Wechselwirkungsmodell ist das der star-
ren Kugeln mit variablem Durchmesser (Variable Hard Sphere, VHS) [7].
Die physikalische Modellierung intermolekularer Kollisionen erlaubt die Be-
handlung innerer Freiheitsgrade (Rotation und Vibration) nach dem Modell
von Larsen und Borgnakke sowie chemische Reaktionen. Für die Simulati-
on der Wechselwirkungen von Teilchen mit Wänden stehen in LasVegas
viele gängige Rückstreuungsmodelle und auch zwei Ansätze zur Simulation
katalytischer Rekombinationsreaktionen bereit.
Um die üblicherweise langwierigen DSMC-Rechnungen zu beschleunigen,
wurde LasVegas parallelisiert [35]. Dabei blieb, wie bei Tau, die Möglich-
keit zur Nutzung auf einem Prozessor aber erhalten. Versuche, LasVegas
in dieser Arbeit parallel zu betreiben, scheiterten zunächst an technischen
Details und wurden dann nicht weiter verfolgt. Die außerdem verfügbare
Implementierung variabler Zeitschritte [36] erhöht auch die Ausführungsge-
schwindigkeit auf Ein-Prozessor-Rechnern.
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4. Düsenströmung
4.1. Expansion von Düsenströmungen ins Vakuum
Eine wesentliche Motivation für die vorliegende Arbeit ist, daß die Expansi-
on einer Düsenströmung ins Vakuum sehr unterschiedliche Dichtebereiche
aufweist, die mit nur einem der beiden in Kapitel 3 vorgestellten nume-
rischen Verfahren entweder nicht vollständig physikalisch richtig (Navier-
Stokes-Löser), oder nicht eﬀektiv (DSMC) berechnet werden können. Abbil-
dung 4.1 zeigt schematisch charakteristische Gebiete einer Düsenexpansion
ins Vakuum.
Abbildung 4.1: Schematische Darstellung einer Düsenexpansion ins Vakuum
Im Reservoir der Düse ist das Gas makroskopisch annähernd in Ruhe, alle
Energie ist gleichmäßig auf die thermischen und  bei mehratomigen Ga-
sen  auf die inneren Freiheitsgrade aufgeteilt. Zum Düsenhals hin jedoch
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Abbildung 4.2: Geometrie der DASA 0,5N-Düse, Abmessungen in mm
beschleunigt das Gas und erreicht im Düsenhals Schallgeschwindigkeit. In
der anschließenden Überschallexpansion bildet sich eine annähernd isentrope
Strömung im Düsenkern aus, während sich in Wandnähe eine Grenzschicht
formiert. Die Dicke der Grenzschicht hängt maßgeblich von der Dichte und
von der Viskosität des Gases ab, die ihrerseits wieder einem starken Tempe-
ratureinﬂuß unterliegt, siehe z. B. Abb. A.1.
Die vergleichsweise langsame Grenzschicht expandiert um die Düsenlippe
herum und erzeugt so eine stark verdünnte Rückströmung. Auch die Kern-
strömung expandiert strahlenförmig von einem gedachten Punkt in der Nähe
der Austrittsebene, dabei nimmt die Dichte und damit auch die Stoßfrequenz
etwa invers-quadratisch mit der Entfernung ab, so daß bald nicht mehr ge-
nügend Kollisionen stattﬁnden können, um einen gleichmäßigen Energieaus-
tausch zwischen den Molekülen zu gewährleisten, es bildet sich ein thermi-
sches Nichtgleichgewicht aus. In großer Entfernung vom Düsenaustritt wer-
den Kollisionen schließlich sehr unwahrscheinlich, die Strömung wird dann
freimolekular.
4.2. Die verwendete Düse
Am DLR in Göttingen sind zahlreiche Experimente zu Gasexpansionen ins
Vakuum in verschiedenen Konﬁgurationen und Anlagen durchgeführt wor-
den. Ein besonders großer Fundus an experimentellen, analytischen und nu-
merischen Untersuchungen liegt für eine konische Düse vor, die im ursprüng-
lich vorgesehenen Einsatz mit Hydrazin einen nominalen Schub von 0,5N
produziert und deshalb auch üblicherweise 0,5N-Düse genannt wird. Ihre
Abmessungen sind in Abbildung 4.2 zu sehen.
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Diese Düse wird, betrieben mit Hydrazin, zur Lageregelung von Satelliten im
Orbit eingesetzt. Am DLR ﬁnden Untersuchungen zu den Abgasstrahlen von
Kleintriebwerken statt, um bessere Erkenntnisse über die Kraftwirkung auf
Flächen in der Nähe der Strahlglocke, oder über die Kontamination des Satel-
liten durch Rückströmung des Abgasstrahls zu erhalten.
Die konische Düse ist aufgrund ihrer einfachen Geometrie gut für grundsätz-
liche Untersuchungen geeignet. Zwar induziert der Krümmungssprung am
Übergang von Halssegment (Kreisbogen) zu gerader Düsenwand Störungen
in der Strömung, diese sind allerdings vergleichsweise schwach und verwi-
schen schnell in der Grenzschicht der Düse. Im Gegensatz zu einer eben-
falls erwogenen konturierten Düse bildet die konische Düse kein ausgepräg-
tes Stoßsystem im Strömungsfeld aus und eignet sich daher besser für eine
Stromab-Kopplung.
4.3. Beschreibung der Referenzkonfiguration
Zur Reduktion der Komplexität wurden viele Experimente und Rechnungen
mit sogenannten simulierten Strahlglocken durchgeführt, das heißt anstelle
von Hydrazin wurden Stickstoﬀ undWasserstoﬀ verwendet.
Frühe Untersuchungen am DLR ließen vermuten, daß die Gestalt der Strahl-
glocke im Fernfeld entscheidend von den Reibungseﬀekten in der Düse ab-
hängt. Es wurde daher ein Ähnlichkeitsparameter in Form einer Reynoldszahl
vorgeschlagen [10], die mit der dynamischen Viskosität µ0 in der Ruhekam-
mer und der Lauﬂänge des divergenten Teils der Düse gebildet wird:
ReE =
ρEuELE
µ0
. (4.1)
In (4.1) sind ρE und uE jeweils die Dichte und die Geschwindigkeit am Dü-
senaustritt. Die Lauﬂänge der Grenzschicht im divergenten Düsenteil wird
oft durch den Abstand von engstem Querschnitt zu Austrittsquerschnitt
angenähert. Obwohl eine Ähnlichkeit der Strömung bei gleicher Austritts-
Reynoldszahl ReE nicht universell bestätigt werden konnte [15], greifen spä-
tere Arbeiten auf eine Charakterisierung der Einströmbedingungen über ReE
und T0 zurück [42, 44].
Die in dieser Arbeit gewählten Bedingungen entsprechen einer Austritts-
Reynoldszahl von ReE = 800 bei einer Reservoir-Temperatur T0 = 300K.
Dies wiederum bedeutet für die untersuchte Kegeldüse einen Druck von
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p0 = 50 kPa (oder 0,5 bar) in der Ruhekammer. Diese Konﬁguration wur-
de gewählt, weil dazu bereits Ergebnisse verfügbar sind, die einen Vergleich
mit den eigenen Resultaten ermöglichen. Experimentelle Untersuchungen des
Pitot-Druckes am Düsenaustritt wurden von Dettleﬀ und Dankert [15] so-
wie von Plähn durchgeführt. Plähn [42] berichtet weiter über Teilchenﬂuss-
Messungen mit einer Patterson-Sonde in der Simulationsanlage für Treibstrah-
len Göttingen (STG), einer Kryo-Vakuumanlage, in der eine freie Expansion
des Abgasstrahls untersucht werden kann.
Numerische Untersuchungen an der DASA 0,5N-Düse mit der hier verwen-
deten Referenzkonﬁguration ReE = 800, T0 = 300K umfassen Simulationen
der Düseninnenströmung mit dem Kontinuumslöser Cevcats. Auf Basis die-
ser Lösungen führte Rosenhauer [44] eine erste Stromabkopplung mit dem
DSMC-Verfahren Monaco durch.
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5. Simulation
In diesem Kapitel werden Vorgehensweise und Parameter der entkoppelten
Simulation dargelegt.
Zwar ist es prinzipiell möglich, aus physikalischer Überlegung und experimen-
teller Erfahrung heraus das mit dem Navier-Stokes-Löser zu berechnende Ge-
biet im vorhinein festzulegen, ein solches Vorgehen ist jedoch nicht allgemein
genug und stellt zudem hohe Ansprüche an die Deﬁnition der Randbedin-
gungen. In dieser Arbeit wird daher ein Ansatz gewählt, der sich auch auf
andere Strömungskonﬁgurationen anwenden läßt.
Das Strömungsfeld wird zunächst vollständig mit einem Navier-Stokes-Löser
berechnet, unabhängig davon, daß die Lösung in verdünnten Bereichen un-
physikalisch ist. Diese Lösung bildet die Grundlage für die Bestimmung eines
geeigneten Indikators für die Gültigkeitsgrenze der Navier-Stokes-Gleichungen
(siehe Abschnitt 2.3) und damit für den Kopplungsrand zum DSMC-Gebiet.
Im hier behandelten Fall der Expansion aus einer konischen Düse existiert
genau eine Schnittstelle zwischen Navier-Stokes- und DSMC-Verfahren, ent-
lang dieses Kopplungsrandes werden aus der Lösung des Kontinuumsverfah-
rens die Randbedingungen für die Einströmung in das DSMC-Gebiet ermit-
telt.
Die numerische Simulation der Gasexpansion ins Vakuum außerhalb der Dü-
senkernströmung ﬁndet getrennt von der Berechnung der Kontinuumslösung
statt. Dieses Vorgehen wird als Stromab-Kopplung bezeichnet und mit der
Annahme gerechtfertigt, daß der weitaus größte Teil der Strömung die Kopp-
lungsgrenze mit Überschall passiert und daher keine Information aus dem
DSMC-Gebiet in das Kontinuumsgebiet gelangen kann. Die Gültigkeit dieser
Annahme wird im Folgenden noch diskutiert.
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Abbildung 5.1: Begrenzungen des Rechengebietes für die Kontinuumslösung
5.1. Navier-Stokes-Lösung mit TAU
Die Ausgangslösung wird mit dem am DLR entwickelten 3D-Finite-Volumen-
Verfahren Tau [3] berechnet. Aufgrund der angenommenen Symmetrie der
Strömung aus der untersuchten Düse muß das Rechengebiet jedoch nicht
vollständig dreidimensional behandelt werden, sondern lediglich in einem
schmalen Keil symmetrisch zur Düsenlängsachse. Die Rechnung erfolgt also
2D-axialsymmetrisch.
5.1.1. Simulationsgebiet und räumliche Diskretisierung
Abbildung 5.1 zeigt die Begrenzungen und die Ausdehnung des Rechengebie-
tes. Die Abmessung der oﬀenen Ränder (Nr. 2) ist aufgrund der gewählten
Fernfeld-Randbedingung erforderlich. An diesen Rändern werden die Bedin-
gungen vom Löser abhängig vom lokalen Strömungszustand (Ein- oder Aus-
strömung, Über- oder Unterschall) automatisch so gesetzt, daß das Problem
wohlformuliert1 ist.
1Ein Problem ist nach J. Hadamard wohlformuliert oder korrekt gestellt, wenn eine
eindeutige Lösung existiert, die zudem stetig von den Eingangsdaten abhängt (Exi-
43
Nr. Bezeichnung Bedingungen
1 Symmetrieachse -
2 Fernfeld T∞ = 300K, ρ∞ = 3,0× 10−6 kg/m3
3 Euler-Wand -
4 viskose Wand TW = 300K, laminar, isotherm
5 Druckreservoir p0 = 50 kPa, ρ0 = 0,5612 kg/m3
Tabelle 5.1: Randbedingungen für die Kontinuumsrechnung (siehe Abb. 5.1)
Die Geometrie des Rechengebietes wurde in dem Cad-Programm Rhino-
ceros2 erzeugt und im Iges-Format gespeichert. Iges-Dateien können di-
rekt vom Gittergenerator Centaur3 verarbeitet werden. Das von Centaur
erzeugte unstrukturierte 2D-Gitter kann schließlich mit einem Programm
aus dem Tau-Paket in eine Primärgitterdatei und eine Randbedingungsda-
tei konvertiert werden.
5.1.2. Randbedingungen und Simulationsparameter
Tabelle 5.1 gibt einen Überblick über die Randbedingungen, die den in Ab-
bildung 5.1 markierten Kanten zugewiesen sind. Wesentlich sind dabei neben
einer möglichst niedrigen Dichte im Fernfeld die Bedingungen an der Düsen-
innenwand (Nr. 4). Zum einen ist die Strömung aufgrund der niedrigen Dichte
in der Grenzschicht laminar, es ist also keine Turbulenzmodellierung erfor-
derlich. Darüberhinaus muß die Düsenwand als isotherm deﬁniert werden.
Das ist wichtig, um Kompatibilität zwischen dem Kontinuumsverfahren und
dem DSMC-Verfahren zu gewährleisten, da das in der DSMC-Rechnung ver-
wendete Wandwechselwirkungsmodell (siehe Abschnitt 5.3.2) ebenfalls eine
isotherme Wand annimmt. Schließlich beeinﬂußt die Modellierung des Wär-
meübergangs vom Fluid an die Wand die Ausprägung der Grenzschicht und
wirkt damit auch auf die Kernströmung.
Kern der Finite-Volumen-Methode ist die Berechnung von Flüssen über die
Grenzen eines Kontrollvolumens, alle Flussterme enthalten die lokale Dichte
als Faktor. Dieser Umstand setzt der Berechnung von Bereichen mit sehr
niedrigen Dichten (unabhängig davon, ob physikalisch sinnvoll oder nicht)
stenz, Eindeutigkeit, Stabilität).
2www.rhino3d.com
3www.centaursoft.com
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numerische Grenzen und erfordert ein vorsichtiges Vorgehen bei der Lö-
sungsgewinnung. In einem ersten Anlauf wurde z. B. die Außenkontur der
Düse mitmodelliert, in dem so entstandenen Hinterschnitt waren die lokalen
Dichten jedoch so gering, daß numerische Probleme eine stabile Simulation
verhinderten.
Mit der in Abbildung 5.1 zu sehenden geraden Außenwand verschwinden vie-
le Probleme, dennoch darf in diesem Fall die Dichte im Fernfeld zu Beginn
der Simulation nicht wesentlich kleiner als etwa ρ∞ ≈ 10−4 kg/m3 sein, sie
kann dann in zwei Schritten von jeweils einer Zehnerpotenz auf ein Minimum
in der Größenordnung ρ∞ ≈ 10−6 kg/m3 abgesenkt werden. In dieser Arbeit
wird eine Hintergrunddichte von ρ∞ = 3,0 × 10−6 kg/m3 als ausreichend
niedrig betrachtet. Der dadurch erreichte Hintergrunddruck hängt natürlich
maßgeblich von der gesetzten Fernfeld-Temperatur ab. Deren genauer Wert
spielt für die Lösung im interessierenden Kern der Düsenströmung aber kei-
ne Rolle, wie eine anschließende Simulation mit T∞ = 10K gezeigt hat. Um
die Rechnung aber überhaupt starten zu können, ist für das Fernfeld eine
Temperaturvorgabe in der Größenordnung der Reservoirtemperatur erfor-
derlich.
Das hier für den Zeitschritt benutzte Runge-Kutta-Verfahren arbeitet bei
einer CFL-Zahl von maximal 0,8 stabil, deshalb sind auch sehr viele Iteratio-
nen erforderlich, bevor die Lösung als konvergiert bezeichnet werden kann. Es
hat sich gezeigt, daß das in Tau verfügbare Mehrgitterverfahren zur Konver-
genzbeschleunigung in dem hier behandelten Strömungsfall zu Instabilitäten
führt. Zur Berechnung der Flüsse wird das Upwind-Schema AUSMDV ver-
wendet. Die Flussbestimmung ist größtenteils von zweiter Ordnung genau,
was eine Gradientenrekonstruktion verlangt und den Einsatz sogenannter
Limiter zur Dämpfung erfordert. Das beste derzeit in Tau implementierte
Verfahren zur Gradientenrekonstruktion arbeiten nach dem Least-Squares-
Prinzip, dieses kam auch hier zur Anwendung. Details zur Implementierung
können in [3] nachgelesen werden.
Das zu simulierende Gas (Stickstoﬀ) wird in Tau durch die Parameter der
Viskositäts-Approximation nach Sutherland (A.1) deﬁniert, die konkret ge-
wählten Werte sind in Tabelle A.1 im Anhang aufgeführt. Tau benötigt
weiterhin die Angabe von drei Referenzgrößen, da die Berechnung der Strö-
mungsvariablen dimensionslos erfolgt. Hier wurde
Tref = 300K, uref = 5,0m/s, ρref = 3,0× 10−2 kg/m3
gewählt.
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Adaptionen Anz. der Zellen Iterationen Zeit pro Iteration
0 152442 88000 ≈ 2,16 s
1 587621 3000 ≈ 10,58 s
2 2314181 2000 ≈ 39,05 s
Tabelle 5.2: Rechenzeiten für die Navier-Stokes-Simulation (AMD Opte-
ron 242 1.6GHz)
Abbildung 5.2: Tau-Rechengitter nach Adaption
5.1.3. Rechenzeiten und sonstige Kenngrößen
Auf dem Startgitter mit 152442 Zellen wurde die Tau-Rechnung gestartet.
Die Lösung erreichte mit den oben beschriebenen Anpassungen nach 88000
Iterationen einen Zustand, der als unveränderlich angesehen wurde. Zur Prü-
fung der Netzqualität wurden anschließend alle Zellen in einem großzügig
festgelegten rechteckigen Gebiet um den Düsenkernstrahl geviertelt, nach
bereits 3000 Iterationen war auch hier keine weitere signiﬁkante Änderung
der Lösung festzustellen. Eine weitere Viertelung im Adaptionsgebiet führ-
te schließlich auf über zwei Millionen Zellen. Diese Auﬂösung erwies sich
allerdings als unnötig. Die jeweils in den einzelnen Adaptionsstufen durchge-
führten Iterationen und die zugehörige speziﬁsche Rechenzeit sind in Tabelle
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Abbildung 5.3: Vergleich der Indikatoren B und Knρ (siehe Abschnitt 2.3)
5.2 vergleichend dargestellt. Für die gesamte Simulation ergab sich dadurch
eine reine Rechenzeit von knapp 3,5 Tagen. Das schließlich verwendete fein-
ste Gitter ist in Abbildung 5.2 zu sehen. Die erhöhte Zelldichte im Bereich
der vermuteten Scherschicht wurde bereits während der Erstellung des Ur-
sprungsgitters erzeugt.
5.2. Bestimmung der Kontinuumsgrenze
Für die Bestimmung der Kontinuumsgrenze ist zunächst die Wahl eines ge-
eigneten Indikators notwendig. Wie in Abschnitt 2.3 dargelegt, sind für die
Ermittlung eines solchen Parameters aus einer Kontinuumslösung zur Zeit
zwei Herangehensweisen gebräuchlich. Die eine stützt sich im Wesentlichen
auf einen Vergleich der Größenordnungen von mittlerer freier Weglänge und
lokalen Gradientenlängen. Der in der Literatur am häuﬁgsten gebrauchte
Parameter dieser Art ist die Knudsenzahl basierend auf dem Dichtegradi-
enten, Knρ. Andere Autoren leiten einen Indikator für die Gültigkeit der
Navier-Stokes-Gleichungen direkt aus der Chapman-Enskog-Entwicklung ab.
Es wurde gezeigt, daß der von Garcia und Alder vorgeschlagene Parameter
B nicht nur sehr einfach formuliert ist, sondern die Gültigkeitsgrenze der
Kontinuumsannahme auch vorsichtiger abschätzt.
Abbildung 5.3 zeigt einen Vergleich von Knρ und B. Beide Kennwerte zei-
gen übereinstimmend einen rapiden Anstieg in radialer Richtung im Inneren
der Düse und signalisieren damit, daß die gesamte Grenzschicht streng ge-
nommen nicht mehr physikalisch richtig mit einem Kontinuumslöser ohne
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Abbildung 5.4: Vergleich des radialen Verlaufes von B und Knρ bei x = 7mm
erweiterte Modellierung berechnet werden kann. Die erwartete Keulenform
der Kernströmung (vergleiche Abb. 4.1) wird nur vom Parameter B wieder-
gegeben. Abbildung 5.4 veranschaulicht noch einmal den starken Ausschlag
des Indikators B, hier verursacht durch den Betrag des (dimensionslosen)
Wärmestroms aufgrund der vergleichsweise warmen Wand. An dieser Stel-
le sei auf die Diskrepanz zu Rosenhauers Untersuchung dieser Parameter für
den gleichen Strömungsfalls hingewiesen [44]. Rosenhauer gelangt auf der Ba-
sis seiner Ergebnisse zu dem Schluß, daß eine Simulation der Strömung mit
gaskinetischen Verfahren erst ab etwa x = 6,5mm nötig ist und berechnet
die Grenzschicht in der Düse beinahe vollständig mit dem Kontinuumslöser.
Abbildung 5.4 zeigt weiterhin, daß Knρ zwar ebenfalls größere Dichtegradi-
enten signalisiert, allerdings später anspricht als der Kennwert B. Letzterer
scheint für den vorliegenden Strömungsfall der geeignetere Indikator zu sein.
Wie schon in Abschnitt 2.3 bemerkt, gibt es widersprüchliche Aussagen zu
Grenzwerten für B. Eine überschlägige Rechnung ließ erkennen, daß B klei-
ner als etwa 0,1 sein sollte. Auf die Lage der Grenzﬂäche in der Düse hat
ein Parameter 0,01 ≤ B ≤ 0,1 weniger Einﬂuß als auf die Ausdehnung der
Kernströmung in axialer Richtung (Bild 5.3). In Ermangelung entsprechen-
der Daten wird die Kopplungsgrenze in dieser Arbeit bei B ≈ 0,03 ange-
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setzt.
Die Extraktion der Bedingungen entlang der Einströmkante erfolgte manu-
ell mit der Visualisierungssoftware Tecplot4. Pläne, die Randbedingungen
für LasVegas automatisch entlang der Konturlinie B = 0,03 zu ermitteln,
wurden zugunsten einer Approximation aus Linien- und Ellipsensegmenten
verworfen, als sich oﬀenbarte, daß LasVegas Spline-Ränder bisher nur ru-
dimentär unterstützt.
5.3. Gaskinetische Simulation mit LASVEGAS
5.3.1. Rechengitter
In Vorbereitung der DSMC-Simulation mit LasVegas ist das Rechengebiet
zu diskretisieren. Gestalt und Abmessungen des Fernfeldes orientieren sich
an der Konﬁguration von Rosenhauer, lediglich die Einströmkante wird, wie
oben beschrieben, anders gewählt. Das Fernfeld wird durch ein Kugelsegment
mit Halbwinkel 130o und Radius 600mm gebildet.
Für die Gittergenerierung stellt LasVegas eigene Programme zur Verfü-
gung, mit denen ausgehend von einer vorzugebenden Randknotenverteilung
ein unstrukturiertes Dreiecksgitter nach dem Advancing-Front-Mechanismus
erzeugt wird [34]. Die Größe der Dreiecke im Feld wird dabei von der mit
ihrem Abstand gewichteten Länge der Randkanten bestimmt. Während die-
ses Verfahren für Außenströmungen in der Regel sehr gute Ergebnisse liefert,
sind im vorliegenden Fall viele vorsichtige Iterationen der Generierungspara-
meter notwenig gewesen, um schließlich eine annehmbare Kompromißlösung
zu erzielen. Die besonderen Verhältnisse bei einer Düsenexpansion ins Vaku-
um erfordern nämlich eine möglichst geringe Zellgröße in der Düse, während
der Großteil des Fernfeldes nicht unnötig fein diskretisiert werden sollte. Eine
enge Anordnung der Randknoten an den Innenrändern der Düse wirkt sich
allerdings im oben skizzierten Mechanismus auch auf das Innere des Strö-
mungsfeldes aus. In Abbildung 5.5 ist das Ergebnis der Gittergenerierung
dargestellt.
4www.tecplot.com
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Abbildung 5.5: Ausgangsgitter für die DSMC-Simulation (14484 Zellen)
5.3.2. Randbedingungen und Simulationsparameter
Vor Beginn der Simulation müssen die Zustände an den Rändern des Re-
chengebietes deﬁniert werden. Die Lage der Begrenzungen, bestehend aus
Einströmkante, Symmetrieachse, Abströmrand und Düsenwand, ist in Ab-
bildung 5.6 skizziert.
LasVegas fordert für jeden oﬀenen Rand die Vorgabe von Teilchendich-
te n, makroskopischer Geschwindigkeit u und den äquivalenten Temperatu-
ren TT , TR, TV jeweils für Translations-, Rotations- und Vibrationsener-
gie. Mit diesen Größen werden die Simulationsteilchen später unter An-
nahme translatorischen Gleichgewichts erzeugt. Die Bedingungen am Ein-
strömrand werden direkt aus der Kontinuumslösung gewonnen. Einige Ver-
öﬀentlichungen (z. B. [22]) schlagen vor, an Kopplungsgrenzen zu Navier-
Stokes-Lösern die Simulationspartikel für das DSMC-Gebiet aus einer sog.
Chapman-Enskog-Verteilung zu erzeugen und so der Annahme geringfügiger
Abweichung vom lokalen translatorischen Gleichgewicht Rechnung zu tragen.
Rosenhauer konnte eine sichtbare Auswirkung der Partikelgenerierung aus ei-
ner Chapman-Enskog-Verteilung nur in Bereichen ausmachen, die in dieser
Arbeit ohnehin schon vollständig im DSMC-Gebiet liegen. Für die hier vor-
gestellte Simulation wurde daher die Verwendung der Maxwell-Verteilung für
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Abbildung 5.6: Randdeﬁnition in der DSMC-Simulation
ausreichend befunden.
Für die Düsenwand wird in der Simulation eine konstante und homogene
Wandtemperatur von TW = 300K vorgeschrieben, das entspricht der mitt-
leren Düsenwandtemperatur, wie sie in der STG gemessen wurde [42]. Für
die Simulation von Gas-Wand-Wechselwirkungen mit technischen Oberﬂä-
chen bei niedrigen Geschwindigkeiten hat sich die Annahme einer diﬀusen
Rückstreuung bewährt. Dabei wird angenommen, daß die mit der Wand
kollidierenden Teilchen nach einer Maxwell-Verteilung bei Wandtemperatur
reemittiert werden, man spricht dabei von vollständiger Akkommodation.
Neben den Bedingungen an den Rändern des Simulationsgebietes haben na-
türlich auch die Parameter der intermolekularen Wechselwirkung einen Ein-
ﬂuß auf den Transport von Information durch das Strömungsfeld. In LasVe-
gas werden Wechselwirkungen durch das Variable Hard Sphere-Modell be-
schrieben. In diesem Modell hängen die Stoßquerschnitte und damit auch die
Stoßwahrscheinlichkeiten von der Relativgeschwindigkeit der kollidierenden
Moleküle ab. Die freien Parameter in der VHS-Modellierung müssen dabei
so gewählt werden, daß die im Experiment bestimmte Viskosität von der
Simulation reproduziert wird. Im vorliegenden Fall weisen große Teile des
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Nr. Bezeichnung Bedingungen
1 Einströmkante n,u, TT = TR = TV = T
aus der Kontinuumslösung
2 Symmetrieachse -
3 Oﬀener Rand Vakuum
4 Wand TW = 300K,
diﬀuse Reﬂexion,
vollst. Akkommodation
Tabelle 5.3: Randbedingungen für die DSMC-Simulation (siehe Abb. 5.6)
Strömungsfeldes tiefe Temperaturen auf, was die Verwendung sonst üblicher
Viskositätsparameter in Frage stellt. Details hierzu können im Anhang A
nachgelesen werden.
Im Zusammenhang mit der Simulation kalter Gasströmungen ist ein weiterer
verfahrenstechnischer Aspekt zu beachten, der die in LasVegas implemen-
tierte Gitteradaption betriﬀt. LasVegas überprüft die Notwendigkeit einer
Adaption anhand eines Kriteriums, das eine typische Zellabmessung zur lo-
kalen mittleren freien Weglänge in Beziehung setzt. Ist die mittlere freie
Weglänge kleiner als die Zellabmessung, ist eine Verfeinerung des Rechengit-
ters notwendig. Um Rechenzeit zu sparen, verzichtete Laux bei der Entwick-
lung von LasVegas darauf, für die Bestimmung des Adaptionskriteriums die
mittlere freie Weglänge mit den Parametern des VHS-Modells zu ermitteln,
da diese dann von der Temperatur abhängig ist. Die Temperatur wiederum
müßte als makroskopische Größe vor der Adaption erst gesampelt werden.
Laux verwendet stattdessen die wesentlich einfacher zu bestimmende mittle-
re freie Weglänge des Hard Sphere-Modells und hält diese Vereinfachung für
in jedem Falle konservativ [34]. Im vorliegenden Strömungsfall hat sich diese
Annahme in der Allgemeinheit ihrer Formulierung als irrig erwiesen, wie hier
kurz erklärt werden soll.
Das Verhältnis von freier Weglänge nach VHS-Modell λV HS zu freier Weg-
länge nach HS-Modell λHS ist für ein reines Gas [34]:
λV HS
λHS
=
1
Γ(2− ω)(2− ω)ω
(
dHS
dV HS
)2( T
TV HS
)ω
, (5.1)
= C ·
(
T
TV HS
)ω
,
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wobei C eine Konstante in der Größenordnung von 1 ist. Wie klar zu erken-
nen ist, wird die Verwendung von λHS nur dann zu einem strengeren Ad-
aptionskriterium und damit zu einer zulässigen Vereinfachung führen, wenn
die Temperatur T über der Referenztemperatur des VHS-Modells liegt. Die
Temperaturen sind im vorliegenden Strömungsfall jedoch überall niedriger als
die Referenztemperatur TV HS = 300K, so daß Änderungen in LasVegas
notwendig wurden, die eine direkte Verwendung von λV HS zur Bestimmung
des Adaptionskriteriums erlauben. In der geänderten Programmversion wer-
den die Teilchengeschwindigkeiten nun auch in der Initialisierungsphase nach
jedem Zeitschritt gesampelt, damit zum Zeitpunkt der Adaption eine lokale
Temperatur bestimmt werden kann. Die dafür benötigte zusätzliche Zeit ist
gegenüber den anderen DSMC-Schritten so klein, daß sie faktisch nicht ins
Gewicht fällt.
5.3.3. Rechenzeiten und sonstige Kenngrößen
Nach der Gittergenerierung und der Deﬁnition der Randbedingungen kann
die Simulation gestartet werden. Zwei wichtige Simulationsparameter sind
der Skalierungsfaktor sP und der Zeitschritt ∆t. Der Skalierungsfaktor be-
stimmt das Verhältnis von realen zu Simulationsteilchen (siehe Abschnitt
3.2) und damit letztlich die statistische Qualität der Lösung, da der Fehler
in DSMC-Simulationen umgekehrt proportional zur Wurzel aus der Zahl der
Samples skaliert [8]. Allerdings ist sP nach unten durch die verfügbare Rech-
nerkapazitäten beschränkt. Der in LasVegas implementierte Adaptionsal-
gorithmus sorgt dafür, daß in Gebieten hoher Dichte und entsprechend niedri-
ger mittlerer freier Weglänge kleine Zellen vorliegen. Ein zu gering gewählter
Skalierungsfaktor hat dann zur Folge, daß in diesen kleinen Zellen im Mittel
nur wenige Simulationsteilchen vorhanden sind, was sich wiederum negativ
auf die statistischen Schwankungen auswirkt. Letztlich kann dieses Problem
im derzeit implementierten Verfahren zur Mittelwertsbildung nur durch Er-
höhung der Anzahl der Iterationen kompensiert werden.
Rosenhauer verwendete für seine Simulation einen Zeitschritt von ∆t =
1,0 × 10−8 s [44], diese Wahl hat sich als günstig herausgestellt und wurde
in dieser Arbeit übernommen. Wie viele Iterationen tatsächlich notwendig
sind, ist, wie schon in Abschnitt 3.2 bemerkt, nicht ohne weiteres pauschal
zu entscheiden, da es für DSMC-Simulationen schwierig ist, ein eindeutiges
Konvergenzkriterium zu bestimmen. In dieser Arbeit kam ein Algorithmus
für die Gitteradaption zur Anwendung, der das Verhältnis von Zellgröße zu
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Abbildung 5.7: Änderung der Zellenanzahl NC infolge der Gitteradaption
lokaler mittlerer freier Weglänge prüft und die Zelle gegebenenfalls halbiert.
Man kann nun argumentieren, daß es dabei einen endgültigen Zustand geben
muß, der dann erreicht ist, wenn die letzte Änderung des Gitters keine Aus-
wirkung mehr auf das Strömungsfeld hat. In dieser Arbeit wird dann davon
ausgegangen, daß die Simulation beendet ist. Allerdings ist zu gewährleisten,
daß nach jeder Adaption eine hinreichend große Zahl an Iterationen durch-
geführt werden muß, um den Einﬂuß der statistischen Schwankungen auf die
Adaption gering zu halten. Hier wurden 10000 Iterationen für ausreichend
gehalten. Abbildung 5.7 zeigt den Verlauf der Adaption. Nach insgesamt
1,1 Mio. Iterationen und 76 Adaptionsschritten war zwar ein Endzustand
noch nicht erreicht, die Anzahl der Zellen änderte sich aber lediglich um nur
noch 0,05% auf schließlich 91108.
LasVegas bietet die Möglichkeit, eine Rechnung aufbauend auf einer vor-
angegangenen neu zu starten. Da es nicht möglich ist, eine laufende Simu-
lation zur Kontrolle des Strömungsfeldes kurzfristig anzuhalten, wurde die
Rechnung in Blöcken durchgeführt. Um zu Beginn das Strömungsfeld mög-
lichst rasch mit einer sinnvollen Partikelverteilung zu initialisieren, hat sich
die Einstellung eines deutlich größeren Zeitschrittes bewährt. Es genügten
bei ∆t = 1,0 × 10−6 s bereits etwas weniger als 1500 Iterationen, um das
Rechengebiet zu füllen. Anschließend wurde auf den oben angesprochenen
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Parameter Rosenhauer [44] diese Arbeit
Zeitschritt ∆t 1,0× 10−8 s 1,0× 10−8 s
Iterationen (ges.) 100000 1,1 Mio.
Adaptionsintervall - 10000 Iterationen
Skalierungsfaktor sP k.A. 1,0× 1011
Durchschn. Teilchenzahl 6,05 Mio. 5,42 Mio.
Zellen (Ende der Sim.) 93586 91108
Rechenzeit ≈7d 11d19h
(AMD Athlon 900 MHz) (Intel E6550 2.3 GHz)
Tabelle 5.4: Parameter für die DSMC-Simulation
realistischeren Zeitschritt umgestellt, und es wurden Sequenzen von 50000
Iterationen durchgeführt. Davon dienten die letzten 20000 Iterationen je-
weils zur Mittelwertbildung für die Zwischenergebnisse. Eine abschließende
Rechnung umfaßte 350000 Iterationen, davon 50000 zur Mittelwertbildung.
In den jeweils nicht ausschließlich zur Mittelwertbildung genutzten Zeiten
wurden aller 10000 Iterationen das Gitter und die Zeitzonen adaptiert. Ei-
ne tabellarische Zusammenfassung einiger wesentlicher Kennzahlen ist nebst
Vergleich zu der Rechnung von Rosenhauer [44] in Tabelle 5.4 zusammenge-
stellt.
5.3.4. Ergebnisse und Diskussion
Vor der Auswertung des Strömungsfeldes ist anhand dreier wichtiger Kenn-
größen zu überprüfen, ob die Simulationsparameter für diesen Strömungsfall
adäquat gewählt sind. Im einzelnen sind das:
1. Zellgröße zu mittlerer freier Weglänge,
H
λ
!
< 1,
2. Zeitschritt zu mittlerer Kollisionszeit,
∆t
τ
!
< 1,
und
3. Anzahl der Partikel pro Zelle.
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Abbildung 5.8: Verrauschte DSMC-Lösung in Achsnähe nach mehr als 1 Mio.
Iterationen (Beispiel: Teilchendichte)
Der erste und der zweite Punkt sind leicht über das Adaptionskriterium
bzw. den Zeitschritt in der Parameterdatei von LasVegas einzustellen, die
gleichfalls notierten Forderungen sind auch fast überall im Rechengebiet er-
füllt. Prinzipiell kann auch die Anzahl der Partikel über den Skalierungs-
faktor sP so eingestellt werden, daß möglichst viele Simulationsteilchen in
jeder Zelle für eine Mittelwertbildung zur Verfügung stehen. In axialsymme-
trischen DSMC-Simulationen, besonders mit großer Ausdehnung in radialer
Richtung, erhält man jedoch schnell die Situation, daß Zellen am äußeren
Rand des Strömungsfeldes um etliche Größenordnungen mehr Teilchen ent-
halten als Zellen in Achsnähe, wenn keine Korrekturen wie radiale Gewich-
tungsfaktoren zum Einsatz kommen [8]. Eine Verringerung von sP kann dann
zwar die Teilchenzahl im Strömungsfeld (und damit die Anforderungen an
Speicher und Prozessorleistung) drastisch erhöhen, die Auswirkung auf die
Teilchenzahl in Achsnähe ist hingegen gering. Erfordert die Rechnung, wie
im vorliegenden Fall, auch noch vergleichsweise kleine Zellen in der Nähe der
Achse, enthalten diese oft nur eine einstellige Zahl von Simulationspartikeln
und weisen entsprechende statistische Schwankungen auf (Abbildung 5.8).
Um das Auftreten völlig leerer oder kollisionsfreier Zellen zu unterbinden,
wurde der Adaptionsalgorithmus in LasVegas dahingehend modiﬁziert, daß
56
Zellteilungen nur dann stattﬁnden dürfen, wenn die betreﬀende Zelle bereits
mindestens vier Partikel enthält. Es ist wünschenswert, diese Mindestanzahl
noch höher zu wählen und sie künftig vom Nutzer in der Parameterdatei
festlegen zu lassen. Dabei ist allerdings in Kauf zu nehmen, daß die Zellgröße
unter Umständen ein Vielfaches der mittleren freien Weglänge beträgt. Nach
Rosenhauer [44] führt eine Zellgröße von bis zu etwa 10λ im Bereich schwa-
cher Gradienten jedoch kaum zu einem merklichen Unterschied zur korrekt
aufgelösten Rechnung.
Beim Vergleich der in Tabelle 5.4 gegenübergestellten Simulationsparameter
fällt auf, daß die Ergebnisse von Rosenhauer mit Monaco auf älterer Re-
chentechnik mit einer größeren Anzahl Partikel oﬀenbar in etwa 70% der in
der hier beschriebenen Rechnung benötigten Zeit gewonnen wurden. Auf den
ersten Blick ist das natürlich dadurch zu erklären, daß Rosenhauer weniger
als ein Zehntel der in dieser Arbeit durchgeführten Iterationsschritte simu-
liert hat. Die große Zahl der hier benötigten Iterationen von über 1 Million
hat ihre Ursache in zwei Verfahrensunterschieden:
1. Um den enormen statistischen Schwankungen in Achsnähe aufgrund
der zwangsläuﬁg geringen Teilchenzahl zu begegnen, wurden für axi-
alsymmetrische Simulationen radiale Gewichtungsfaktoren vorgeschla-
gen (siehe z. B. [8]). Monaco sieht die Verwendung radialer Gewich-
tungsfaktoren vor. Durch die vergleichsweise größere Teilchenzahl in
der Nähe der Achse sinkt die Anzahl der erforderlichen Stichproben,
um auf die selbe statistische Schwankungsbreite zu kommen wie ohne
Gewichtungsfaktoren.
2. Der in den Ablauf der Rechnung integrierte automatische Adaptions-
algorithmus in LasVegas kann eine Zelle in jedem Adaptionsschritt
genau einmal teilen. Neben der zwangsläuﬁgen Ausbildung auch sehr
spitzwinkliger Zellen hat dieses Verfahren der sukzessiven Bisektion
noch einen weiteren Nachteil, der bei Betrachtung von Abb. 5.7 deut-
lich wird: Es ist immer eine gewisse Anzahl Adaptionsschritte nötig, um
eine viel zu große Zelle des Ausgangsgitters an die Lösung anzupassen.
Da zwischen den Adaptionen noch Iterationen stattﬁnden müssen, da-
mit das Strömungsfeld auf die Änderung reagieren kann, führt dieses
Verfahren zwangsläuﬁg zu einer wesentlich längeren Gesamtrechenzeit.
Außerdem kann ein lokal zu feines Ausgangsgitter nicht nachträglich
vergröbert werden. Wenngleich auf den ersten Blick aufwendiger als ei-
ne einfache Zellteilung, würde eine komplette Neuvernetzung (z. B. auf
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Grundlage der lokalen freien Weglänge) insgesamt viele Vorteile brin-
gen: Das Gitter konvergiert wesentlich schneller, d. h. es werden weni-
ger Iterationen benötigt. Außerdem läßt sich so nebenbei gewährleisten,
daß die Zellen regelmäßiger sind. Monaco nutzt dieses Konzept der
separaten, manuellen Adaption. Rosenhauer mußte für seine Rechnun-
gen genau einen Adaptionsschritt ausführen, um ein zufriedenstellendes
Gitter zu erhalten.
5.4. Kombination beider Rechnungen
Das Ergebnis einer gekoppelten Simulation soll natürlich physikalisch sinnvoll
sein, in der Regel heißt das, die Lösungen der beiden verbundenen Verfahren
müssen über die Kopplungsgrenze hinweg stetig und wenigstens näherungs-
weise diﬀerenzierbar sein. Bei Verfahren zur Lösung von Diﬀerentialgleichun-
gen können diese Eigenschaften oft durch die Vorgabe spezieller Randbedin-
gungen von vorneherein festgeschrieben werden, für die DSMC-Methode ist
das nicht möglich. Es muß also überprüft werden, wie die am Einströmrand
des DSMC-Gebietes getroﬀenen Bedingungen geeignet sind, die Forderung
nach Stetigkeit und Diﬀerenzierbarkeit zu erfüllen.
Die hier verfolgte Stromab-Kopplung bedeutet in Bezug auf die Festlegung
der Randbedingungen, daß der Massen- oder Teilchenﬂuss aus dem Navier-
Stokes-Gebiet gleich dem Teilchenﬂuß in das DSMC-Gebiet sein soll, siehe
auch Gleichung (3.2). Der Kopplungsrand wurde so gelegt, daß entlang dieser
Grenze in guter Näherung lokales Gleichgewicht angenommen werden kann.
Für die Generierung der Partikel entlang der Kopplungsgrenze ist also eine
Vorgabe von Teilchendichte, Temperatur und makroskopischem Geschwin-
digkeitsvektor erforderlich.
Die am Rand vorgegebene Teilchendichte kann aber in der unmittelbar an-
grenzenden Zelle nur dann reproduziert werden, wenn die Mehrzahl der Par-
tikel das Rechengebiet nicht anschließend wieder durch die Einströmkante
verlässt, wenn also die makroskopische Geschwindigkeit größer ist als die
wahrscheinlichste thermische Geschwindigkeit (diese Bedingung ist äquiva-
lent zu Sn > 1). Nur dann ﬁndet auch der Informationstransport tatsächlich
fast ausschließlich stromab statt.
Wesentlich bei der Betrachtung der Flüsse über die Kopplungsgrenze ist, daß
die normale Geschwindigkeitskomponente über die Grenze hinweg entschei-
dend für die Teilchenbilanz am Einströmrand ist. Im vorliegenden Fall ist
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Abbildung 5.9: Teilchenﬂüsse an der Einströmkante
die Grenze für die Kontinuumsannahme und damit der Einströmrand für die
DSMC-Simulation, wie in Abschnitt 5.2 dargelegt, streng nach einem für ge-
eignet befundenen Indikator festgelegt worden. Was aus dieser Anschauung
gerechtfertigt erscheint, erweist sich für die Stromab-Kopplung als ungeeig-
net, da große Teile des so gefundenen Einströmrandes fast parallel zur Expan-
sionsströmung verlaufen. Entsprechend klein ist die Normalgeschwindigkeit.
Abbildung 5.9 veranschaulicht diesen Sachverhalt. Die strichpunktierte Li-
nie stellt den Verlauf der normalen molekularen Machzahl Sn entlang der
Randkante dar, es ist deutlich zu sehen, daß knapp 80% der Einströmgren-
ze unterhalb von Sn = 1 liegen, knapp 20% sind sogar kleiner als Sn = 0,
was faktisch einer dominanten Rückströmung in das Navier-Stokes-Gebiet
entspricht. Die durchgezogene Kurve stellt vergleichend dazu das Verhältnis
von einströmenden zu ausströmenden Teilchen N+/N− dar, der qualitativ
ähnliche Verlauf zeigt die starke Abhängigkeit von der normalen Einström-
geschwindigkeit. Diese ist auch zu erkennen, wenn Gleichung (3.2) mit einer
Maxwell-Verteilung ausgewertet wird:
N+
A∆t
=
nc˜
2
√
pi
(
exp
(−S2n)+√piSn [1 + erf (Sn)]) . (5.2)
Aus Abbildung 5.9 läßt sich schließen, daß akzeptable Kontinuität der Lö-
59
TAU DSMC
d [mm]
n
/n
m
a
x
T/
T m
a
x
-1 -0.5 0 0.5 10
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
nA
nB
TA
TB
B
A
Abbildung 5.10: Verhalten von Teilchendichte n und Temperatur T an der
Kopplungsgrenze
sung beim Übergang vom Kontinuums- zum DSMC-Gebiet nur für die letzten
(stromab gelegenen) 20% der Einströmkante erwartet werden darf. Zur Über-
prüfung dieser Annahme sind in Abbildung 5.10 Teilchendichte und Tempe-
ratur jeweils in zwei Ebenen normal zum Einströmrand dargestellt. Ebene
A schneidet die Kopplungsgrenze etwa in Höhe des Düsenaustritts, dort ist
Sn ≈ 0 (Eﬀusion). Ebene B hingegen liegt auf dem senkrechten Teil der
Einströmkante, hier ist Sn ≈ 2.
Die Probleme der hier durchgeführten Kopplung zeigen sich am deutlichsten
bei der Betrachtung des Verlaufes der Teilchendichten in den Ebenen A und
B in Abbildung 5.10. Anhand der durchgezogenen Linie ist abzulesen, daß
die Teilchendichte im DSMC-Gebiet knapp 20% zu niedrig wiedergegeben
wird, obwohl die Teilchendichte nA(d = −0mm), d. h. im TAU-Gebiet, als
Randbedingung vorgegeben wurde. Der Grund für diese Diskrepanz ist, daß
etwa genausoviele Teilchen aus- wie einströmen.
Eine andere Problematik oﬀenbart sich bei Betrachtung der Teilchendichte
entlang der Ebene B (punktierte Linie), hier kann man sich gut einen kontinu-
ierlichen Verlauf aus dem Kontinuums- in das DSMC-Gebiet vorstellen, aller-
dings sind die statistischen Schwankungen aufgrund des geringen Stichprobe-
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numfangs in Achsnähe sehr stark (vgl. auch Abbildung 5.8).
Auf die Verläufe der Translationstemperatur entlang beider Ebenen hat die
normale Strömungsgeschwindigkeit keinen merklichen Einﬂuß, die Übergänge
sind in beiden Fällen hinreichend glatt. Das ist jedoch auch nicht verwunder-
lich: Lediglich die Anzahl der tatsächlich ins DSMC-Gebiet eingeschossenen
Teilchen ist geringer als erforderlich, für die Ermittlung der Temperatur be-
deutet dies nur einen geringeren Stichprobenumfang. Da aber alle Partikel
in einer Ebene aus der selben Maxwell-Verteilung generiert wurden, tragen
sie auch alle letztlich mit ihrer thermischen Geschwindigkeit dieselbe Infor-
mation über die makroskopische Temperatur.
Diese Ergebnisse legen nahe, daß die hier behandelte Düsenströmung nicht
einwandfrei unter der Voraussetzung einer reinen Stromabkopplung berech-
net werden kann, da zwei hier unvereinbare Bedingungen erfüllt werden müß-
ten:
1. Eine Stromab-Kopplung berücksichtigt per deﬁnitionem nur die Flüsse
von einem Gebiet in das andere. Wie oben ausgeführt ist, können die am
Übergang von einem Kontinuumslöser zu einem DSMC-Verfahren un-
weigerlich auftretenden Rückströmungen nur dann vernachlässigt wer-
den, wenn die molekulare Machzahl normal zur Einströmkante größer
als eins ist. Der Vektor der makroskopischen Geschwindigkeit bedingt
also die Lage der Kopplungsgrenze. In einer Expansionsströmung wä-
re die nach diesem Kriterium optimale Grenze in der Umgebung der
Düsenaustrittsebene zu ﬁnden. Betrachtungen zur Gültigkeit der Kon-
tinuumsgleichungen haben mit diesen Vorgaben keinen Raum. In Ro-
senhauers Arbeit mußte die Kopplungsgrenze aus technischen Gründen
senkrecht zur Achse stehen. Dadurch mußte aber auch viel Aufwand in
die Berechnung eines Kontinuumsgebietes mit dem DSMC-Verfahren
investiert werden.
2. Nach einem anderen Gesichtspunkt ist die Verfahrensgrenze dahin zu
legen, wo die Anwendbarkeit einer Methode nicht mehr gewährleistet
ist. Hier ist das die über einen Nichtgleichgewichts-Indikator bestimmte
Grenze zwischen Navier-Stokes- und DSMC-Verfahren. Die Normalge-
schwindigkeit hat nach dieser Methode keinen Einﬂuß auf die Lage des
Kopplungsrandes, daher kann auch nicht sichergestellt werden, daß die
Bedingungen für die Gültigkeit einer Stromab-Kopplung auch erfüllt
sind. Im Falle einer Düsenexpansion ist die Situation sogar besonders
ungünstig: Der Nichtgleichgewichts-Indikator reagiert sehr stark auf
die Scherschicht in der Düse, diese liegt aber (deﬁnitionsgemäß) auch
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parallel zur makroskopischen Strömungsgeschwindigkeit, was wieder-
um eine denkbar ungünstige Bedingung für eine einseitige Kopplung
von Kontinuums- und DSMC-Löser darstellt.
Für zukünftige Arbeiten ist eine stärkere Verfahrenskopplung notwendig, in
der die Lösungen für Kontinuums- und DSMC-Gebiet so lange iteriert wer-
den, bis die Strömungsvariablen entlang einer nach Punkt 2 ermittelten Ver-
fahrensgrenze kontinuierlich von einem in das andere Gebiet übergehen. Wie
einleitend schon bemerkt, ist die Zahl Veröﬀentlichungen zur Thematik der
beidseitigen Kopplung von Kontinuums- und gaskinetischen Verfahren groß.
Dem Inhalt neuester Publikationen zufolge sind grundlegende Verfahrensfra-
gen trotz des großen Interesses an dem Thema noch immer nicht abschließend
geklärt [48, 62].
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6. Strömungsphysikalische Auswertung
Die im vorangegangenen Kapitel im Abschnitt 5.4 diskutierten Unzuläng-
lichkeiten der Stromabkopplung entlang der Kontinuumsgrenze lassen ei-
ne strömungsphysikalische Auswertung der Simulationsergebnisse im Nah-
feld der Düse wenig sinnvoll erscheinen. Insbesondere der Vergleich mit vor-
handenen Ergebnissen aus Pitotdruck-Messungen in der Düsenaustrittsebe-
ne muß entfallen, da der dafür benötigte statische Druck direkt propor-
tional zur Teilchendichte ist und deshalb wie diese in der Austrittsebene
auch einen deutlichen Sprung über die Kopplungsgrenze aufweist (Abbildung
5.10).
Es zeigt sich jedoch, daß die Unstimmigkeiten an der Kopplungsgrenze keinen
merklichen Einﬂuß auf die Strömungsgrößen im Fernfeld zu haben scheinen,
so daß Vergleiche mit experimentellen Ergebnissen dennoch möglich sind.
Diese werden in Abschnitt 6.2 diskutiert. Darüber hinaus ist es dennoch
möglich, anhand zweier Beispiele Nichtgleichgewichtseﬀekte in verdünnten
Gasströmungen aufzuzeigen, von denen auf den vorangegangenen Seiten so
oft die Rede war.
6.1. Nichtgleichgewichtseffekte
In dem hier untersuchten Fall einer kalten, chemisch inerten Expansions-
strömung äußert sich Nichtgleichgewicht vorwiegend in den Translationsfrei-
heitsgraden. Da Stickstoﬀ ein zweiatomiges Gas ist, verfügt es auch über
innere Freiheitsgrade. Von diesen ist allerdings nur die Rotation angeregt,
für eine Anregung der internuklearen Vibration sind die Temperaturen im
Strömungsfeld viel zu niedrig.
Infolge der raschen Expansion ﬁnden schon bald nicht mehr genügend in-
termolekulare Stöße statt, um einen Gleichgewichtszustand im Gas herzu-
stellen. Das äußert sich in der Ausbildung schiefer Geschwindigkeitsver-
teilungsfunktionen und in sogenannten elliptischen Verteilungen, die durch
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unterschiedlich breite Verteilungsfunktionen der einzelnen Komponenten der
Molekülgeschwindigkeiten ausgezeichnet sind. Dieses Phänomen ist leicht zu
veranschaulichen: Weit stromab z. B. entlang der Strahlachse beﬁnden sich
nur noch vergleichsweise wenige Teilchen mit einer positiven Geschwindig-
keitskomponente quer zur Achse, letztere sind schon vorher im Laufe der
Expansion nach außen geﬂogen. Infolge der geringen Dichte können auch
immer weniger Kollisionen stattﬁnden, die eine Richtungsänderung der Mo-
leküle veranlassen könnten, die Strömung friert ein.
6.1.1. Anisotropie der Translationstemperatur
Hamel und Willis [28] führten zur Charakterisierung der elliptischen Vertei-
lungsfunktionen hypothetische Temperaturen ein, die sie nach dem oben skiz-
zierten Bild parallele (T‖) und senkrechte (T⊥) Temperaturen nannten. Die
Aufspaltung der Translationstemperatur in parallele und senkrechte Tem-
peraturen wurde von Hamel und Willis analytisch für eine sphärische Ex-
pansionsströmung untersucht und von Bird [5] mit einem 1D-DSMC-Code
berechnet.
Da eine Auswertung der Rechnung mit LasVegas entlang der Strahlach-
se aus praktischen Gründen (hohe statistische Fluktuationen in Achsnähe)
keine guten Ergebnisse verspricht, wird die Ausbildung elliptischer Vertei-
lungen entlang einer Stromlinie untersucht. Die Herleitung der dafür nötigen
Transformationen ist im Anhang B dargelegt.
Abbildung 6.1 zeigt schließlich den Verlauf von Translations-, paralleler und
senkrechter Temperatur entlang einer Stromlinie, wie mit LasVegas be-
rechnet. Der Punkt, an dem die Kopplung zwischen Tau und LasVegas
erfolgte, ist mit A gekennzeichnet. Parallel- und Senkrecht-Temperatur lau-
fen noch einige Millimeter bis auf Schwankungen von etwa ±0,5K parallel
zur Kurve der Translationstemperatur, bevor T‖ einfriert, während T⊥ wei-
ter fällt. Idealerweise sollte T⊥ in der doppelt-logarithmischen Darstellung
weiter linear fallen.
Rosenhauer [44] detektiert die Aufspaltung der Translationstemperaturen
entlang der Strahlachse bei etwas über x = 20mm und damit in etwa an
der Stelle, die in dieser Arbeit den Übergang zwischen Kontinuums- und
DSMC-Gebiet markiert. Die als schon recht vorsichtig angenommene Wahl
des Indikators für den Kopplungsrand B = 0,03 ist also für diese Strömung
die gerade noch akzeptable Obergrenze. Für künftige Untersuchungen sollte
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Abbildung 6.1: Temperatur und Anisotropie entlang einer Stromlinie
B noch geringer gewählt werden, um den Beginn translatorischen Nicht-
gleichgewichts genauer im Rechengebiet der DSMC-Simulation erfassen zu
können. Darüber hinaus scheint es noch notwendig zu sein, einen geeigne-
ten Wert für B in verschiedenen Strömungssituationen zu ermitteln, um die
Allgemeingültigkeit des Indikators zu prüfen. Schließlich liegt schon der hier
gewählte Wert deutlich unter den von Garcia et al. vorgeschlagenen Grenzen
[22, 23].
6.1.2. Asymmetrische Verteilungsfunktionen
Da die Maxwell-Verteilung (2.5) die Verteilung der Geschwindigkeitskompo-
nenten im Gleichgewicht wiedergibt, müssen sich Nichtgleichgewichtseﬀekte
in einer Abweichung von der Maxwell-Verteilung äußern. LasVegas bie-
tet die Möglichkeit, Geschwindigkeitsverteilungen an beliebigen Punkten im
Strömungsfeld während der Simulation zu ermitteln. Die Verteilungen der
axialen und radialen Geschwindigkeitskomponenten f(vx) und f(vR) zweier
repräsentativer Punkte sind in Abbildung 6.2 zusammen mit den zugehö-
rigen Gleichgewichtsverteilungen aufgetragen. Letztere sind mit Gleichung
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Abbildung 6.2: Verteilungsfunktionen der Geschwindigkeitskomponenten an
der Kopplungsgrenze in der Düsenaustrittsebene (A) und in Achsnähe, etwa
r = 500mm vom Düsenaustritt entfernt (B)
(2.5) für die jeweils lokalen Geschwindigkeitskomponenten und Translations-
temperaturen ermittelt worden.
Der Punkt A liegt unmittelbar an der Einströmkante und in der Düsen-
austrittsebene. Da die Einströmkante mit einem Indikator für Nichtgleichge-
wicht so bestimmt wurde, daß die einströmenden Teilchen noch gut aus einer
Maxwell-Verteilung erzeugt werden können, sollte an dieser Stelle noch eine
gute Übereinstimmung zwischen den gesampelten Werten und der berech-
neten Gleichgewichtsfunktion bestehen. In der Tat ist die Übereinstimmung
für den Punkt A in beiden Geschwindigkeitskomponenten wie erwartet sehr
gut.
Punkt B liegt etwa r = 500mm vom Düsenaustritt entfernt, nahe der Symme-
trieachse. Aufgrund der deutlich niedrigeren Gesamttemperatur (siehe auch
Abbildung 2.2) sind die Verteilungsfunktionen wesentlich schlanker ausge-
bildet. Hier ist es interessant, sich die systematischen Abweichungen der ge-
sampelten Werte von der zugehörigen Kurve der Maxwell-Verteilung anzu-
schauen. Für die axiale Geschwindigkeitskomponente liegen die gesampel-
ten Werte außerhalb der Äste der theoretischen Funktion, die Verteilung ist
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also in x-Richtung insgesamt breiter. Wie oben schon zur Anisotropie der
Translationstemperatur bemerkt, entspricht die Verbreiterung einer höheren
Temperatur in axialer Richtung. Bei der Betrachtung der Verteilung für die
radiale Geschwindigkeitskomponente fällt eine leichte Asymmetrie zur mittle-
ren Radialgeschwindigkeit in den gesampelten Daten auf. Nun sind schiefe
Verteilungen ebenfalls Ausprägungen von Nichtgleichgewicht, allerdings muß
bei der Interpretation dieser Daten beachtet werden, daß der Ort, an dem ge-
sampelt wurde, sehr nahe an der Achse in einem Gebiet mit verhältnismäßig
großen Zellen liegt. Außerdem ist der Mittelwert der radialen Geschwindig-
keitskomponente schon sehr klein. Es kann also nicht ausgeschlossen werden,
daß die beobachtete Asymmetrie womöglich ein Eﬀekt der axialsymmetri-
schen Simulation ist oder die Unterschiede auf die Interpolation der Werte
in der großen Zelle zurückgeführt werden müssen.
6.2. Teilchenflüsse
Die Strahlglocke der hier simulierte 0,5-Newton-Düse wurde am DLR in
Göttingen umfangreich vermessen, viele Messungen erfolgten dabei mit ei-
ner Patterson-Sonde in der Kryo-Vakuumanlage STG. Die hier verwendeten
Vergleichsdaten stammen aus der Dissertation von Plähn [42]. Dabei wurden
sowohl Angularproﬁle in konstantem Abstand r um die Düse gemessen als
auch Radialproﬁle mit konstantem Winkel θ.
Die Patterson-Sonde selber ist ein Meßgerät für stark verdünnte Strömun-
gen und besteht aus einem langen, dünnen Röhrchen von etwa 6mm Durch-
messer, an dessen einem Ende eine kleine Öﬀnung ist. Das andere Ende
wird durch ein Druckmeßgerät abgeschlossen. Partikel können nun von au-
ßen durch den Schlitz eintreten, gelangen aber aufgrund ihrer thermischen
Eigenbewegung schwerer wieder hinaus. Daher aggregiert die Teilchenzahl in
der Sonde und es kann ein Druck gemessen werden. Aus diesem Druck kann
man unter Kenntnis der Sondeneigenschaften und mit einigen Annahmen
auf den Teilchenﬂuss durch die Öﬀnung schließen. Details zur Bestimmung
der Sondencharakteristik und zur Patterson-Sonde selbst sind ebenfalls bei
Plähn ausführlich dargelegt.
In Abbildung 6.3 ist das Angularproﬁl des Teilchenﬂusses n˙ in 500mm Ent-
fernung von der Düsenaustrittsöﬀnung dargestellt, wobei die Messung von
Plähn mit den Resultaten der DSMC-Simulationen von Rosenhauer [44]
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Abbildung 6.3: Angularproﬁl, Vergleich mit Messungen in der STG [42] und
mit Monaco [44]
(Monaco) und der vorliegenden Arbeit (LasVegas) verglichen wird. Er-
staunlicherweise wird das Experiment trotz ungünstiger Randbedingungen
von LasVegas fast überall besser reproduziert, selbst in den Bereichen be-
tragsmäßig großer Winkel.
Die zugehörigen Teilchenﬂussmessungen entlang radialer Strahlen in ver-
schiedenen Winkeln sind in Abbildung 6.4 gezeigt. Auch hier stimmen die
Ergebnisse der Rechnung in drei Fällen gut mit dem Experiment überein.
Die systematische Abweichung für θ = 90o wurde auch von Rosenhauer fest-
gestellt, er führt einen gestiegenen Hintergrunddruck in der Vakuumkammer
oder den zeitabhängigen Ausgasungsdruck der Patterson-Sonde als mögliche
Begründungen für die Diskrepanz an. Ein Vergleich mit der entsprechenden
Koordinate aus dem Angularproﬁl (Abb. 6.3) legt aber nahe, daß in diesem
Falle nicht die Rechnungen falsch sind. Durch einen Vergleich des Anstiegs
der Geraden (im doppelt-logarithmischen Koordinatensystem) mit späteren
Messungen [16] konnte festgestellt werden, daß die DSMC-Rechnungen die
erwartete invers-quadratische Abhängigkeit des Teilchenﬂusses vom Abstand
sehr wohl richtig wiedergeben.
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7. Zusammenfassung
In der vorliegenden Arbeit wurde der am DLR Göttingen entwickelte Navier-
Stokes-Löser Tau [3] zusammen mit dem vom Institut für Raumfahrtsyste-
me der Universität Stuttgart stammenden DSMC-Code LasVegas [34] ver-
wendet, um die Expansion einer Stickstoﬀ-Düsenströmung ins Vakuum zu
simulieren. Am DLR Göttingen werden seit vielen Jahren aufwendige expe-
rimentelle und theoretische Untersuchungen zu dieser Art Strömung durch-
geführt, um bessere Kenntnis von der Strahlglockenausbreitung und ihrer
Eﬀekte während eines Lageregelungsmanövers von Satelliten im Orbit zu
erhalten. Zur Unterstützung dieser Experimente fehlt bisher ein etabliertes
numerisches Simulationswerkzeug.
Es empﬁehlt sich, die verhältnismäßig dichte Düsenkernströmung mit einem
Navier-Stokes-Verfahren zu behandeln, da dieser bei vernünftiger Handha-
bung im Allgemeinen weniger Zeit benötigt, um eine stationäre Lösung zu
erzeugen. Die den Navier-Stokes-Gleichungen zugrundeliegenden Annahmen
machen sie für Nichtgleichgewichtsströmungen etwa bei niedrigen Dichten
untauglich, Gebiete verdünnter Strömung sollen daher mit der etablierten
DSMC-Methode berechnet werden.
In einer vorangegangenen Arbeit wurde bereits ein Anlauf zur Stromab-
Kopplung eines Kontinuumsverfahrens mit einem DSMC-Code unternom-
men [44]. Die damals eingesetzten Verfahren unterlagen allerdings einigen
technischen Einschränkungen, insbesondere auf die Lage der Kopplungsgren-
ze. Daher besteht Interesse an einer erneuten Beschäftigung mit dem The-
ma.
In dieser Arbeit wurde untersucht, nach welchen Gesichtspunkten eine unidi-
rektionale Kopplung von Kontinuumslösern und gaskinetischen Direktsimu-
lationsverfahren am Beispiel einer Stickstoﬀ-Düsenströmung erfolgen könnte.
Die beiden wesentlichen Fragestellungen sind dabei, wo die Kopplungsgren-
ze zu ziehen ist und wie der Informationsﬂuß über diese Grenze realisiert
werden kann.
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Die Frage nach der Bestimmung der Kopplungsgrenze wird in der Litera-
tur bis heute heftig diskutiert, eine Übersicht zu den derzeit benutzten In-
dikatoren für Nichtgleichgewicht ist in dieser Arbeit zu ﬁnden. Die meisten
Autoren lösen das zu berechnende Strömungsfeld zunächst vollständig mit ei-
nem Kontinuumsverfahren, dementsprechend sind die gebräuchlichsten Um-
schaltparameter so angelegt, daß sie aus den Strömungsgrößen einer vorab
berechneten Kontinuumslösung ermittelt werden können. Dieses Vorgehen ist
umstritten, und auch die in den Veröﬀentlichungen angegebenen Grenzwerte
der Indikatoren variieren erheblich.
Die weitaus meisten in der Literatur beschriebenen Kopplungsverfahren sind
auf einen zweiseitigen Informationsﬂuß angelegt, das heißt, es werden sowohl
Randbedingungen für das gaskinetische Verfahren aus dem Kontinuumsver-
fahren erzeugt, als auch anders herum. Im Wesentlichen haben sich für die-
ses Problem zwei Vorgehensweisen etabliert, das eine wird zustandsbasierte
Kopplung genannt und arbeitet mit überlappenden Rechengittern, um die
korrekten Randbedingungen zu gewährleisten. Das andere Verfahren heißt
ﬂussbasierte Kopplung, hier wird anhand einer Bilanz der Halbﬂüsse der-
jenige Fluß bestimmt, der den Netto-Fluß in stationären Strömungen null
werden läßt (Marshak-Bedingung).
Die Erfordernisse der Stromab-Kopplung lassen wenige Möglichkeiten in der
Abfolge der Simulation: Zuerst muß eine Lösung mit dem Navier-Stokes-
Verfahren bestimmt werden, aus der dann der Kopplungsrand und entlang
diesem die Randbedingungen für das DSMC-Verfahren ermittelt werden kön-
nen. Als Indikator für einsetzendes Nichtgleichgewicht erwies sich der von
Garcia und Alder aus der Chapman-Enskog-Entwicklung zur Herleitung der
Navier-Stokes-Gleichungen gewonnene Parameter B [22] als geeignet. Dabei
wurde festgestellt, daß praktisch die gesamte Grenzschicht der Düse, die im
hier behandelten Fall am Düsenaustritt in etwa halb so dick wie der Radius
des Düsenquerschnitts war, nicht mehr befriedigend mit Kontinuumsverfah-
ren behandelt werden kann. Die Kontinuumsgrenze fällt also mit dem Beginn
der Grenzschicht zusammen und liegt damit über weite Bereiche fast parallel
zur Strömungsrichtung.
Die Lage der ermittelten Kontinuumsgrenze hat zwangsläuﬁg eine verschwin-
dend geringe makroskopische Strömungsrichtung normal zur Einströmkan-
te in das DSMC-Gebiet zur Folge, aus Sicht eines mitbewegten Fluidele-
mentes entspricht dies einer Eﬀusion. Konkret bedeutet das für die DSMC-
Simulation, daß ein erheblicher Teil der randnahen Simulationsteilchen das
Strömungsfeld über die Einströmkante verlässt. Dadurch entstehen in der
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Umgebung des Kopplungsrandes grobe Dichte-Unterschiede zwischen beiden
Verfahren.
Es wäre denkbar, die durch den Einströmrand aus dem DSMC-Gebiet her-
austretenden Teilchen in einer Flussbilanz zu berücksichtigen und die An-
zahl neu zu erzeugender Teilchen aufbauend darauf iterativ zu bestimmen.
Es bleibt zu untersuchen, ob diese Maßnahme schließlich eine reine Stromab-
Kopplung mit physikalisch richtigem Ergebnis ermöglichen würde. Andern-
falls ist eine Kopplung mit wechselseitigem Informationsaustausch zwischen
Kontinuums- und gaskinetischem Verfahren unvermeidbar. Interessanterwei-
se sind die Fehler an der Kopplungsgrenze in hinreichend großer Entfernung
von der Düse kaum noch feststellbar, Vergleiche mit experimentellen Ergeb-
nissen zeigten gute Übereinstimmung.
Bei der Arbeit mit LasVegas wurde deutlich, daß dieses Verfahren ur-
sprünglich mit Blick auf die Simulation hochenthalper Außenströmungen
konzipiert war. Für die Simulation einer kalten Düsenexpansion waren des-
halb einige Erweiterungen des Programmes notwendig:
 Bisher war für axialsymmetrische Simulationen nur eine achsparallele
Einströmung vorgesehen. Diese Einschränkung wurde aufgehoben.
 LasVegas nutzte zur Entscheidung über die Notwendigkeit einer Git-
teradaption bislang die mittlere freie Weglänge aus dem Molekülmodell
starrer Kugeln. Bei Temperaturen kleiner 300K ist diese Vereinfachung
problematisch, da viele adaptionswürdige Zellen nicht als solche er-
kannt werden. Eine Umstellung auf das VHS-Modell zeigte bessere Er-
gebnisse.
 In der geänderten Programmversion werden Zellen nur noch dann ad-
aptiert, wenn sie eine Mindestanzahl Partikel enthalten.
 Die Bestimmung der Position neuer Punkte entlang eines elliptischen
Randes war unnötig aufwendig realisiert und produzierte unter be-
stimmten Umständen fehlerhafte Gitter. Der Algorithmus wurde durch
einen wesentlich einfacheren und zudem robusteren ersetzt.
 Das Postprocessing-Werkzeug wurde erweitert, um künftig direkt bi-
näre Dateien für die Visualisierungssoftware Tecplot aus den Ausga-
bedateien von LasVegas erzeugen zu können.
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Ausblick
Weitere Arbeiten zur Kopplung vonTaumit LasVegas sollten von vornehe-
rein eine zweiseitige (stromauf/stromab) Verknüpfung der Simulationscodes
in Betracht ziehen, da sich zumindest für die Düsenrechnung als eine der
Hauptanwendungen eine physikalisch korrekte Stromab-Kopplung im Zuge
dieser Arbeit als nicht realisierbar darstellt. Der dafür nötige Aufwand ist
allerdings vermutlich groß. Zum Beispiel muß dann geklärt werden, wie an-
fällig ein Kontinuumsverfahren auf Randbedingungen reagiert, die gewissen
statistischen Schwankungen unterliegen.
Nach wie vor sind einige Schwachstellen im DSMC-Code LasVegas zu be-
heben. Eine ist die korrekte Nachbildung der Kontur bei der Adaption von
Spline-Kanten, diese werden derzeit nur rudimentär unterstützt. Noch wich-
tiger allerdings ist die Entwicklung eines Verfahrens zur Reduktion des stati-
stischen Rauschens, wie es besonders für axialsymmetrische Simulationen in
Achsnähe dringend erforderlich ist. Denkbar wäre, in Analogie zum Subcell-
Verfahren nach Bird [8], die unmittelbaren Nachbarn einer schwach besetzten
Zelle ebenfalls zur Mittelwertbildung heranzuziehen. Eine andere Möglichkeit
ist die Implementierung radialer Gewichtungsfaktoren, wie sie schon lange in
der Literatur bekannt sind [6] und zum Beispiel in Monaco Anwendung
gefunden haben.
Da sich gezeigt hat, daß das zum Programmpaket LasVegas gehörende
Verfahren zur Generierung der Rechengitter nur bedingt für Geometrien mit
stark variierender Randknotendichte geeignet ist, sind Alternativen anzura-
ten. Es existieren heute sehr viele schnelle und ﬂexibel zu handhabende Pro-
gramme, die teilweise sogar frei erhältlich sind. Eine Umstellung auf spezia-
lisierte Software zur Gittererzeugung würde eine stärkere Konzentration auf
die Verbesserung der eigentlichen DSMC-Routinen erlauben.
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A. Viskosität
Natürlich müssen numerische Simulationen die im Experiment beobachtete
Zähigkeit oder Viskosität des Fluids möglichst gut wiedergeben. Die Viskosi-
tät hängt vom Wechselwirkungspotential der Moleküle ab. Es existieren ver-
schiedene Approximationen, diese Wechselwirkung in Abhängigkeit von mög-
lichst wenigen Parametern innerhalb eines möglichst großen Temperaturbe-
reichs möglichst realistisch, nachzubilden. Die Parameter der Modelle werden
v. a. durch Anpassung an experimentelle Daten ermittelt.
Im Navier-Stokes-LöserTau ist die Zähigkeit nach dem bekannten Sutherland-
Gesetz modelliert:
µ
µS
=
(
T
TS
) 3
2 TS + Su
T + Su
. (A.1)
In DSMC-Verfahren wird häuﬁg das Variable Hard Sphere-Modell (VHS)
verwendet, welches zwar die Annahme isotroper Streuung nach einer Kol-
lision aus dem Modell der starren Kugeln (Hard Sphere, HS) übernimmt,
den Stoßquerschnitt aber als Funktion der Relativgeschwindigkeit behan-
delt [7]. Daraus folgt ein Potenzgesetz für die Viskosität im VHS-Modell
[19]:
µ(T ) =
15
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√
mk
Γ(4− ω) [(2− ω)TV HS ]ω
√
pid2V HS
T
1
2
+ω. (A.2)
Die meisten der in der Literatur angegebenen Parameter der beiden Modelle
liefern für Temperaturen um etwa 300K gute Ergebnisse. Der hier behandel-
te Fall einer kalten Stickstoﬀ-Expansion mit beheizter Wand umfaßt jedoch
den Temperaturbereich von einstelligen Kelvin-Werten bis zur Wandtempe-
ratur von 300K. Es ist deshalb zu prüfen, wie gut die in Tau und LasVe-
gas verwendeten Parameter vorhandene experimentelle Daten im fraglichen
Temperaturbereich wiedergeben. Gegebenenfalls müssen neue Referenzwerte
ermittelt werden.
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Abbildung A.1: Abhängigkeit der Viskosität von der Temperatur nach VHS-
und Sutherland-Modell, Vergleich mit feinerer Näherung aus experimentellen
Daten
Eine umfangreiche Sammlung experimentell ermittelter Viskositätsdaten für
Stickstoﬀ wird von Lemmon und Jacobsen [37] ausgewertet. Die tiefste Tem-
peratur, die bei den dabei berücksichtigten Messungen bei niedrigen Drücken
berücksichtigt wurde, liegt bei 78,6K. In Ermangelung passenderer Daten
werden die Parameter für die oben genannten Viskositätsmodelle mit der
von Lemmon und Jacobsen angegebenen Funktion verglichen. Das Ergeb-
nis ist in Abbildung A.1 graﬁsch dargestellt. Aus der Abbildung A.1 geht
hervor, daß das für die Tau-Rechnungen verwendete Sutherland-Gesetz mit
den in Tabelle A.1 gelisteten Parametern über weite Bereiche sehr gut mit
der Extrapolation der experimentellen Daten übereinstimmt. Das ursprüng-
lich verwendete Modell für die DSMC-Simulation aber ist für den betrach-
teten Temperaturbereich oﬀensichtlich ungeeignet und erfordert eine Anpas-
sung der Parameter. Diese wurden aus einer Anpassung mit dem bekannten
Least-Squares-Verfahren ermittelt und sind ebenfalls in Tabelle A.1 zu ﬁn-
den.
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Sutherland-Modell
Referenzviskosität µS = 1,663× 10−5 kg/ms
Referenztemperatur TS = 273,0K
Sutherland-Konstante Su = 107K
VHS-Modell (alt)
Referenzdurchmesser dV HS = 3,975× 10−10m
Referenztemperatur TV HS = 300,0K
VHS-Exponent ω = 0,186
VHS-Modell (neu)
Referenzdurchmesser dV HS = 4,222× 10−10m
Referenztemperatur TV HS = 300,0K
VHS-Exponent ω = 0,394
Tabelle A.1: Parameter der in Abbildung A.1 dargestellten Viskositätsmo-
delle
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B. Temperaturanisotropie
In der Literatur wird translatorisches Nichtgleichgewicht oft durch den Ver-
gleich hypothetischer, richtungsbehafteter Temperaturen beschrieben [28, 5].
Im Gleichgewicht gibt es genau eine Temperatur, sie ist gaskinetisch als di-
rekt proportional zur mittleren Translationsenergie deﬁniert, siehe Gleichung
(2.11). Der Anschaulichkeit halber können ganz analog und formal Tempe-
raturkomponenten deﬁniert werden, z. B. für die kartesischen Koordinaten
i ∈ {x, y, z}:
1
2
kTi
def=
m
2
(〈
v2i
〉− 〈vi〉2) ,
RTi =
〈
v2i
〉− 〈vi〉2 . (B.1)
Auf diese Weise werden auch in LasVegas Temperaturen Tx, Ty, Tz berech-
net. Die Festlegung auf das kartesische System erfolgt dabei aus rein prakti-
schen Gründen, schließlich liegen auch die Gesamtgeschwindigkeiten für die
Teilchen, v = u+ c, in diesem System vor.
Historisch ist es aber gebräuchlicher, die Temperaturen bezogen auf eine
Stromlinie als parallele
(
T‖‖u
)
und senkrechte (T⊥1⊥T⊥2⊥u) Temperatur
anzugeben [28]. Für eindimensionale Betrachtungen und den Sonderfall, daß
die Stromlinie mit einer Symmetriachse zusammenfällt, stellt dies kein Pro-
blem dar. Axialsymmetrische DSMC-Simulationen kranken aber, werden kei-
ne Gegenmaßnahmen wie etwa radiale Gewichtungsfaktoren ergriﬀen, an ei-
ner äußerst geringen Zahl an Simulationspartikeln in Achsnähe, mit entspre-
chend großen statistischen Schwankungen.
Im Folgenden werden Überlegungen vorgestellt, die eine Ermittlung paral-
leler und senkrechter Temperaturen entlang einer beliebigen Stromlinie in
einer axialsymmetrischen Strömung ermöglichen. Auf dieser Grundlage wur-
de auch die Abbildung 6.1 erstellt, um Vergleiche mit [44] durchführen zu
können.
Analog zu (B.1) wird zunächst eine Paralleltemperatur deﬁniert durch:
RT‖ =
〈
v2‖
〉
− 〈v‖〉2 . (B.2)
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Die Bestimmung von T‖ erfordert eine Formulierung der Mittelwerte der Ge-
samtgeschwindigkeiten und deren Quadrate in Richtung der Stromlinie. Da
eine Stromlinie eine Integralkurve des Geschwindigkeitsfeldes ist, läßt sich die
stromlinienparallele Komponente der Gesamtgeschwindigkeiten mit dem Ein-
heitsvektor in Geschwindigkeitsrichtung eu = u/u ermitteln:
v‖ = v · eu,
v‖ = vxex + vyey + vzez. (B.3)
Daraus ist leicht das Quadrat von v‖ zu bilden. Auch die Mittelwertbildung
kann rein formal vollzogen werden:
v2‖ = v
2
xe
2
x + v
2
ye
2
y + v
2
ze
2
z + 2 (vxvyexey + vxvzexez + vzvyezey) ,〈
v2‖
〉
=
〈
v2x
〉
e2x +
〈
v2y
〉
e2y +
〈
v2z
〉
e2z + . . .
. . .+ 2 (〈vxvy〉 exey + 〈vxvz〉 exez + 〈vzvy〉 ezey) . (B.4)
Ähnlich ist für den Subtrahenden in (B.2) zu verfahren:〈
v‖
〉
= 〈vx〉 ex + 〈vy〉 ey + 〈vz〉 ez,〈
v‖
〉2 = 〈vx〉2 e2x + 〈vy〉2 e2y + 〈vz〉 ez + . . .
. . .+ 2 (〈vx〉 〈vy〉 exey + 〈vx〉 〈vz〉 exez + 〈vz〉 〈vy〉 ezey) . (B.5)
Gleichung (B.5) wird nun von (B.4) subtrahiert und liefert so die rechte Seite
von (B.2): 〈
v2‖
〉
− 〈v‖〉2 =∑
i,j
[(〈vivj〉 − 〈vi〉 〈vj〉) eiej ]i,j∈{x,y,z} . (B.6)
Für i = j können bereits die Formulierungen mit kartesischen Temperaturen
(B.1) ersetzt werden. Darüberhinaus enthält (B.6) allerdings bedingt durch
die Transformation (B.3) gemischte Terme, hier ist eine Annahme nötig, um
eine Aussage über das Verhältnis von 〈vivj〉 zu 〈vi〉 〈vj〉 treﬀen zu können.
Es wird angenommen, daß die Komponenten der Gesamtgeschwindigkeiten
statistisch unabhängig sind und deshalb f(v) =
∏
f (vi) gilt. Die Mittelwerte
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aus dem Produkt zweier Geschwindigkeiten sind dann:
〈vivj〉 =
∫∫∫
R3
vivjf(v)dv,
=
∫∫∫
R3
vivjf(vi)f(vj)f(vk)dvidvjdvk,
=
∫
R
vif(vi)dvi ·
∫
R
vjf(vj)dvj ·
∫
R
f(vk)dvk,
(B.7)
also
〈vivj〉 = 〈vi〉 〈vj〉 , i 6= j. (B.8)
Dadurch verschwinden alle gemischten Terme in (B.6) und die Paralleltem-
peratur kann aus den kartesischen Temperaturen und den Komponenten des
Einheitsvektors in Geschwindigkeitsrichtung berechnet werden:
T‖ = Txe2x + Tye
2
y + Tze
2
z. (B.9)
Ein ähnliches Vorgehen ist für die senkrechten Temperaturen vorstellbar.
Allerdings bietet sich ein kürzerer Weg an, der zudem eine Konsistenz in der
Deﬁnition der Temperaturen gewährleistet. Für die Translationstemperatur
muß gelten (Energieerhaltung):
TT
def=
Tx + Ty + Tz
3
def=
T‖ + T⊥1 + T⊥2
3
, (B.10)
beziehungsweise
T⊥1 + T⊥2 = 3TT − T‖. (B.11)
Um die Gleichungen zu schließen, ist noch eine Aussage über die senkrech-
ten Temperaturen nötig. Im hier behandelten Fall einer axialsymmetrischen
Strömung (ez = 0) ist anschaulich klar, daß
T⊥2 ≡ Tz.
Damit vereinfachen sich (B.9) und (B.10) und T⊥ kann bestimmt werden:
T⊥ = Tx + Ty − T‖. (B.12)
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C. Formeln und Abschätzungen
Die folgenden Formeln sind für überschlägige Rechnungen oft nützlich:
Mittlere freie Weglänge Für ein einfaches Gas (starre Kugeln) im Gleichgewicht:
λe =
1√
2 · pid2n. (C.1)
Wärmeleitfähigkeit Die Chapman-Enskog-Entwicklung liefert eine erste Nähe-
rung für die Wärmeleitfähigkeit h [8]:
h =
15
4
k
m
µ. (C.2)
Viskosität für ein einfaches Billardkugel-Gas:
µ =
5m
16d2
√
RT
pi
. (C.3)
mit (C.1):
µ =
5pi
32
ρ 〈c〉λe. (C.4)
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