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The convergence properties of the class of Gondarov polynomials {Qr(z; z, ,..., 
z&} generated through the qth derivative (q # 1) are investigated in the present 
paper when Z~ = a P, k > 0, where a and t are any complex numbers. The 
investigations carried on here cover the possible ranges of variation of t and q, 
namely, 1 t I>, =, < 1 when 0 < q < 1, and 1 i j >, =, <I/q when q > 1. 
Except for the cases ] t 1 > 1, q < 1, and 1 t 1 > l/q, q > 1, the results obtained 
in the present work ensure the effectiveness of the set {Qr(z)} in finite circles. 
1. INTRODUCTION 
Let (.zJ~ be a sequence of given complex numbers; the GonCarov set 
tG,(z; zo ,..., z&}, associated with the points (zJ, is defined by Goncarov [SJ 
to the simple1 set of polynomials given by 
Go(z) = 1, 
Gk(z) = Gk(z; z. ,..., ~k-~) = pq& -** IZhk 
These polynomials “generate” any function f(z) regular 
containing the points (zk) through the Gondarov series 
f(z) - 2 f’k’(zk> Gdz; zo ,..., zd 
k=Q 
(k >, 1). 
in a compact set 
(1.1) 
The Goncarov polynomials have been the interest of many authors of 
whom we may mention Macintyre [6], the author [7], and Abd-el-Monem 
1 The reader is supposed to be acquainted with the theory of basic sets of polynomials 
as given by Whittaker 181. 
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and the author [l]. Putting f(z) = z” in (1.1) we obtain the following con- 
structive relations for the Goncarov set 
Go(z) = 1, 
(14 
zn = f (n !/(n - k) !) z;-~G,(z. z 5 0 ,..., Zk-1) (n > 1). 
k=O 
Recently, Buckholtz and Frank2 [3] introduced and extensively studied a 
generalization of GonCarov polynomials which can be described as follows. 
Let (d,); denote a nondecreasing sequence of positive numbers and let 
D denote the operator which transforms the function f(z) = Cz=,, a,~“, 
regular at the origin, to Df(z) = Cr=:=, d,a,z”-l. Writing e, = 1, e, = 
(44 --* d&l, n 3 1, the generalized GonCarov polynomials {Pk(z)}, asso- 
ciated with the sequence of points (z~): , are defined by the relations 
PO(Z) = 1, 
e,z” = i en-,zF-‘“P,(z* z 1 0 >..*, Zk-1) 
k=O 
(1.3) 
(n > 1). 
When d, = n, the relations (1.3) reduce to the form (1.2) and hence the 
polynomials {Pk(z)} will then reduce to the proper GonCarov polynomials 
{G&H. 
In the present paper we propose to investigate the convergence properties 
of a certain class of the generalized GonCarov polynomials, namely the poly- 
nomials {&(z)> for which the operator D is the qth derivative operator Dq, 
defined byS 
D, -f(z) = (f(v) - f(zNlz(q - 1) = 2 bl wn-l> 
PI=1 
(1.4) 
when f(z) = Cz=,, anzn, where q is a nonnegative4 number different from 1 
and [n], called the q-analog of the integer n, equal to (q” - l)/(q - 1). Thus 
the class {Qlc(z)> of generalized GonCarov polynomials to be studied here, 
is constructed as follows. 
PO(Z) = 17 
z” = i ([n]!/[n - k]!) z;-“Qk(z; z, ,..., z~-~) 
k=O 
(1.5) 
(n 3 l), 
B Throughout this work we shall refer to these authors by B. and F. 
a For deflnition and account on the q-derivative and the q-analogs [n], [n]!, [;I, cf, e.g., 
[Z; pp. 6X-618] . 
*When q = 0, then Do is the shift operator 5 which transforms f(z) to <f(z) =C& 
u,,z”-1 (cf. [3, p. 350; 11.4-6J) and the corresponding GonCarov polynomials are the poly- 
nomials {B,(z)}, given by z” = &tO zz,“-” &(z; z, ,..., zK-r). 
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where [k]! = [1][2] m-9 [k], is the q-analog of the factorial k!; also, the 
GonCarov series (1.1) will now be 
f(z) - L$” awJ Qdz; zo T...> Zk-1). (1.6) 
Now, since the study of B. and F. was primarily concerned with the case 
where the points (z&’ lie on the unit circle, in order to obtain results of a 
new character, we consider here the case where 
zk = aP (k 3 01, 
where a and t are any complex numbers; thus the GonCarov polynomials 
considered here are 
Qk(z; a, at,..., at”-l) (k 3 1). (I .7) 
As in the case of proper GonCarov polynomials (cf. [l, 7]), the results obtained 
in the present work are conclusive, and we write 
lal =a, Itl =B, 
and consider the function 
d(z; t) = i t-W2)~(~-l)p/[n] !. 
?I=0 
0.8) 
When 0 < q < 1 and /I > 1 or when q > 1 and q/3 > 1, this function is 
an entire function of order 0. On the other hand, when 0 < q < 1 and ,!3 = 1 
or when q > 1 and q/3 = 1, the function has the circle 1 z / = l/(1 - q) 
or 1 z 1 = q/(q - I), respectively, as its circle of regularity. If, in the latter 
cases, the function +(z; t) has zeros inside its circle of regularity, we define 
the numbers u and T as follows. 
cr=min[lzI:f$(z;t)=O] (0 <q < 1;p = l), (1.9) 
7 = min[l z /: &z; t) = 0] (4 > 1; 48 = 0, (1.10) 
so that 
0 < u < l/(1 - q); 0 < 7 < q/(q - 1). (1.11) 
The main results of the present work are formulated in the following 
theorems. 
THEOREM 1.1. Suppose that 0 d q < 1. When /i > 1, the GonCarov 
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set (Q,&; a, at,..., atk-I)} will be of injinite order, and when jI = 1, the 
GonCarov set will be efictive in 1 z 1 < r, if and only if, r 3 r, , where 
r, = ~y/cr(l - q) or r1 = 01 according to whether the function &z; t) has zeros 
inside its circle of regularity 1 z I = l/(1 - q) or not. 
THEOREM 1.2. Suppose that q > 1. If qp > 1, the above GonCarov set 
will be of infinite order, and if qt9 = 1, the GonCarov set will be effective in 
/zI <r,ifandonlyifr>r,, where r2 = aq/T(q - 1) or r2 = 01 according 
to whether the function &z; t) has zeros inside its circle of regularity 1 z I = 
q/(q - 1) or not. 
The cases of existence or nonexistence of zeros of the function $(z; t) 
inside its circle of regularity are exemplified and lead to Theorems 3.1, 3.2, 
and 3.3 below. Also, the ranges of variation of q and ,8, hitherto uncovered 
by Theorems 1.1 and 1.2, namely, 
O<q<l and ,8<1; and q>l and q/3(1, 
need special treatment in Sections 4 and 5 below. The results obtained are 
given in the following theorem. 
THEOREM 1.3. When 0 <q < 1 and/3 < 1, or when q > 1 andqfl < 1, 
the GonCarov set {Qk(z; a, at,..., at”-l)} will be efictive in I z 1 < r, ifand only 
if, r 2 01. 
2. PROOFS OF THEOREMS 1.1 AND 1.2 
These theorems cover the following ranges of variation of q and t 
O<q<l, pa1 and 4 > 1, qp 2 1, (2.1) 
and the results are derived through the function +(z; t), of (l.g), whose 
existence is ensured over the above ranges. In fact, writing 
h,tZo ,..a, zk-1) = Qk@; 20 ,..., h--1) (k B 11, (2.2) 
for any sequence (.&)c, we adopt the notation 
t&,=1; uk = t-‘W’k’k-l’hk(l, t,..., tk-1) tk 2 1). (2.3) 
Putting in the identity of B. and F. [3; p. 3571, 
n-1 
h&o ,..., z,-~) = - c (Z:-“/[n - kl !) h&o ,..., Z&l), 
k=O 
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zk = at’“, k > 0, and applying (2.3), we obtain 
ug = 1, 
That is to say, 
(W(k-1)/[/c]!) unwk = 0 (n t 1). 
2 UkZk = l/f&; t). 
k=O 
(2.4) 
We need also the following relation which is deducible from [3, formula (2.9)]. 
n 
Q& a, at,..., atn-1) = c (akt(1/2)k(2n-k-l)/[n - k] !) Ukzn-ka (2.5) 
k-0 
We now assume that 0 < q < 1, /3 2 1 and proceed to prove Theorem 1.1. 
When p > 1, the function &z; t) is an entire function of zero order and there- 
fore it must have zeros in the finite part of the plane. Let 
p = min[) 2 I: +(z; t) = 0] < co; 
then by (2.4) we should have 
++yp I un Illn = l/p > 0. (2.6) 
Now, adopting the notation 
Mk(r) = Eg I Qkb; a, at,..., aW (k 3 l), (2.7) 
then (1.5) and (2.5) imply that 
u,(r) = i ([n]!/[n - k]!) d+kgkcn-k)bfk(r) 
k=O 
where W,(Y) is the Cannon sum for the GonCarov set {QJz)}. It easily follows 
from (2.6) and (2.8) that the set {Q,Jz)j is of infinite order. 
To complete the proof of the theorem we suppose that /3 = 1; in this case 
the function $(z; t) is regular in I z ! < l/(1 - q). Assuming that this function 
has zeros in its circle of regularity, define u as in (1.9). Hence, the Cannon 
function for the set {Q&)> will, in view of (2.7), be 
X(r) = lirn+Fp {~~~(r)}l’~ > cu/a(l - q) = rl . 
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Moreover, if u1 is any positive number less than u, then (2.4) yields5 
/ uk 1 < K/alX (k 3 0). (2.9) 
Hence, if r > r, , the Cannon function h(r) for the set can be evaluated from 
the fact that limn-m{l/[n]!}lln = 1 - q and from (2.5), (2.8), and (2.9). 
Thus we get 
where q1 is an arbitrary positive number less than q. We thus conclude that 
h(r) = rl for 0 < r < rI and X(r) = r for r 2 r1 , 
and that the set {&(z)} is effective in / z I < r if and only if r 2 r1 , where rl 
is equal to 01/u(l - q). 
We now assume that the function (6(z; t) has no zeros in 1 z I < l/(1 - q); 
then it can be verified from (2.4) that 
likm_up 1 zik lljr < 1 - q. (2.10) 
Following the same lines as above, the Cannon function can be obtained for 
r 3 01, through the relation (2.10). Thus we get 
h(r) = r (r 3 4. (2.11) 
Since, however, we always have h(r) > cx, r > 0, in veiw of (2.8) we can 
deduce from (2.11) that the set {&(z)} is effective in 1 z 1 < r if and only if 
r > rI , where r1 is here equal to 01. Theorem 1.1 is therefore stablished. 
Theorem 1.2 can be proved through a procedure similar to that followed 
in the proof of Theorem I. 1 with obvious changes. The proof of this theorem 
is therefore omitted. 
3. EXAMPLES 
The existence and nonexistence of zeros of the function $(z; t) in its circle 
of regularity are exemplified in the present section. 
When 0 < q < 1, /3 = 1, the “no-zero” case is illustrated by setting t = 1 
and it leads to the following familiar result. 
THEOREM 3.1. The set {Qk(z)} of interpolation polynomials, given by 
5 K denotes positive finite number, independent of k, which does not retain the same 
values at different occurrences. 
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Qo(z) = 1, QR(z) = (Z - a)(z - aq) *.. (z - aqk-l) (q < 1; k 3 l), is efSec- 
tiveinjz) <r,ifandonlyif,r>or. 
Proof. Putting t = 1, we obtain the function 
d(z; 1) = E(z) = i z”/[n]!, (3.1) 
n=O 
which, according to [4; pp. 195-1961, has no zeros inside the circle of 
regularity 1 z j = I/( 1 - q). Hence, by Theorem 1.1 above, the corresponding 
ConCarov set {Q,(z; a, a,..., a)} will be effective in I z j < Y if and only if 
r > 01. To show that 
[k]! Qk(z; a, a,..., a) = (z - a)(~ - aq) a** (z - aqh’-l) (k > 11, (3.2) 
we consider the generating function 
G(z, W) = f Qk(Z; a, a ,..., a) ~0~. 
h=O 
Applying the aforementioned reference [4], it can be shown, by (2.4) and 
(2.5) that 
$ (z - a)(z - aq) ... (z - aqk-l) uk 
3 
k=O WI ! 
from which (3.2) follows at once. 
When q = 0, the result is otherwise obvious, since the corresponding set 
of polynomials 
B,(z; a, a,..., a) = (z - a) zk-l (k > I), 
is effective in 1 z i < Y if and only if r > CL 
The existence of zeros of the function6 #(z; t), 0 < q < 1, /3 = 1, in its 
circle of regularity, j z I = l/(1 - q), is exemplified by taking t = - 1, and 
the resulting “two-point” problem is governed by the following theorem. 
B When q = 0, the function $(z; -1) = Cr=,, (-l)-C1/2)n(n-1)~n is equal to (z + 1) x 
(1 + z2)-*, which has its zero on its circle of regularity. 
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THEOREM 3.2. Let f(z) be an analytic function which is regular in 
1 z 1 G a/[, where f is the root of the equation 
m 
h(x; d = z. (2k ~;;;lx:;21;--~) = 7r/4 O<[<l. (3.3) 
Suppose further that D,“f {(- 1)” a> = 0, n > 0; then f(z) c 0. 
Proof. Setting t = - 1, we get 
+(z; -1) = 6((1 - i) E(iz) + (1 + i) E(-iz)} (I z J < l/(1 - q)), 
where E(z) is the function (3.1). Thus a zero of $(z; -1) in 1 z 1 < l/(1 - q) 
is given by 
E(iz)/E(-iz) = -i. (3.4) 
Putting 
z = U/(1 - q) (I u I < 11, (3.5) 
Eq. (3.4) may be put in the form 
or, taking logarithms, 
00 
C-1) 
k U2k+l 
,c, (2k + l)(l - q=+l) = -T’4y 
which yields (3.3) when x is written for --u. 
TO show that Eq. (3.3) has a root 5 lying between 0 and 1, we observe 
that h(1; 0) = 77/4, and, when q > 0, that 
It follows that 
h(1; q) Z h(1; 0) + 2q/3 > 7r/4. 
Since h(0; q) = 0, it follows, from the continuity and monotony of h(x; q) 
in 0 < x < 1, that h(f; q) = 7r/4 for 0 < 5 < 1. 
Applying Theorem 1.1 to the foregoing Goncarov set {Qk(Z; a, -a,..., 
(-l)“--l a)}, we deduce that this set will be effective in ( z ( < ar[.$, in view 
of (3.5). In this case the basic series (1.6) for the prescribed function f(z) 
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of the theorem identically vanishes. Hence f(z) = 0 and the theorem is 
proved. 
Now, when q > 1, q/3 = 1, the results are quite similar. Thus if t = l/q 
the resulting set is 
VI! Qdz; a, ais..., a/q”-3 = (z - a)(z - aq-I) ... (z - aq-“+I), 
which is effective in 1 z 1 < r if and only if r > 01. Also, if we put t = -l/q, 
a result similar to that of Theorem 3.2 is obtained; it is stated as follows. 
THEOREM 3.3. Let f(z) be an analytic function which is regular in 
1 z 1 < cx/t, where 5 is the root of the equation 
If7 D:f{(-1)” a/qn> = 0, n > 0, then f(z) = 0. 
Finally, we observe that, when we take t = eze, q < 1, then (2.3) and (2.4) 
imply that 
liT+?p 1 h,(l, eie,..., ez(n-l)e)llln = I/,(@, 
where u(0) is the modulus of a zero of least modulus of the function +(z; 6) = 
c~zo e-incn-lb3 . y2 /[n]! (if this zero exists) in [ z 1 < l/(1 - q). Applying 
therefore the result of B. and F. about the Whittaker constant W [3; p. 3511, 
we conclude that, corresponding to the operator D, , q < 1, we shall have 
4. INTRODUCTORY STUDY OF THE CASES: q < 1, /? < 1 AND q > 1, q/3 < 1 
The investigation in this and the following section concerns the ran’ges 
of variation oft and q hitherto unconsidered, namely, 
O<q<l, /3<1 and 4 > 1, B < l/q. (4.1) 
In These ranges of variation of q and t, the function +(z; t), through which 
the study has been hitherto made, is undefined and a different procedure 
has to be followed. Following the pattern of study carried out for the proper 
Gondarov polynomi?ls (cf. [l]), it is proposed to establish here an identity 
‘It should be observed that, when q > 1 and f(z) is regular in 1 z 1 < r, then &f(z) 
will be regular in ( z I < r/q. 
640118/4-3 
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analogous to Euler’s formula for homogeneous functions. Application of 
this identity, which is actually obtained in Lemma 4.3 below, leads to the 
construction, in Theorem 5.1 below, of an explicit upper bound for the 
maximum modulus M,(r), given by (2.7). The proof of Theorem 1.3 above 
is a mere application of this bound. We first establish the following two 
introductory lemmas. 
LEMMAS 4.1. For k 3 1, we have 
Q,(z; zo ,..., zk--1) = h&o , ~1 ,..., zk--1) - W, z, , . . . . zlc-1). (4.2) 
Proof. For k = 1, we have, from (1.5), 
Q,k zo) = z - zo = Mzo) - h,(z), 
so that (4.2) is true for k = 1. Suppose that (4.2) is satisfied for 
k = 1, 2,..., n - 1. Hence (1.5) and (4.2) imply that 
Q&;~o,~1,**.,Zn-l) = & + ;g; ,zf-;], Mz, ~1 ,**., Zk-1) 
n-1 n-k 
- ,r; my k]! h&o 3 ZI Y...Y zk--l) 
= h&o , ~1 ,..., ~-1) - Mz, ~1 ,..., ~-1). 
Thus (4.2) is established. 
LEMMA 4.2. When 1 < k < n, the following relation is true. 
W:zQn(z; ~1 ,..., Z~)]Z=,~ = qkzkQn-& ; zk+l s..., -&a). (4.3) 
Proof. We first establish the following property of the q-derivative 
operator D, 
Ddk.)4> = zD:f(z> + [jl D?f(qz) (4.4) 
for any positive integer j, where f(z) = CIA a,z”, is any function regular 
about the origin. In fact, if [nlj = [n][n - I] 1.. [n - j + 13, 1 < j < n, 
then it is seen that 
[n + llj - [nlj = [j] qn-j+l[nljpl : (4.5) 
8 Identity (4.2) can be proved for the generalized GonCarov polynomials of B. and F. 
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Hence, we obtain, from Definition (1.4) of D, and from (4.5), 
D;{zf(z)} = i [I? + 11, a,~“-‘+’ 
n=j-1 
= z f [nlj aTp9 + [jl fel [nlj-l un(qZ)n--j+l, 
n=j 
which is (4.4). F’uttingf(z) = QJz; z1 ,..., z,) into (4.4) we get 
D%Q,(z; z1 ,..., z,)> = zDtQ&; z1 ,..., 4 
+ MD,“-‘Q,(f; ~1 ,..., znNe=sz . 
The B. and F. formula [3, formula (2.6)] is now applied to the above relation; 
thus we obtain 
P:{zQn(z; ~1 >..., zJ>lz=z, 
= zkQn-dzk ; z/c+1 ,..., Zn) + [kl Qn-k+dqzlc ; zk P...Y Zn). (4.6) 
An appeal to Lemma 4.1 for the polynomial Qn-k+l on the righ-hand side 
(4.6) readily yields 
Qn--k+&Pk ; zk ,..*, &z) = hz-k+bk , zk+l ,..*, &z) - hz-k+l(qZk 3 zk+l ,***v ztz) 
= (4 - 1) Z&n-&k ; zk+l 3.m.~ zn). 
Insertion of this relation into (4.6) leads to the required relation (4.3) and 
the lemma is proved. 
The analog of Euler’s formulas is obtained in the following lemma. 
LEMMA 4.3. The GonCarov polynomials {QJz)> satisfy the following 
identity. 
bl Q&; z. ,..., z,-1) = zQ,-dz; ~1 ,..., zn-1) 
m-1 
- z. qkzkQk(z; ZO ,..., zk-4) ’ Qn-k-&k ; z&l ,..., Zd (n > 1). (4.7) 
ProoJ Being a polynomial of degree n in z, zQ,-,(z; z, ,..., z,-& admits 
a unique linear representation of the form 
zQ,-,(z; ~1 ,..., 2,-l) = a, + 5 qQ,(z; zo )...) Z&l). (4.8) 
3=1 
9 Cf. Macintyre [6; p. 242, 1. 16, and formulas (2.2), (2.3)]. 
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First, we put z = z, in (4.8) to obtain 
a, = z,Qn&, ; z, ,..., z,-1). (4.9) 
Moreover, in view of (1.5) and comparing coefficients of zn on both sides 
of (4.8), we deduce that 
a, = [n]. (4.10) 
Finally, to obtain the coefficients (aJ:-‘, we operate on both sides of (4.8) 
by 0,” and put z = .i$ ; thus 
P%Qw-dz; ~1 ,..., zn-&=zk = tk W,“e&; z. ,..., z~-~L~. 
Hence, Lemma 4.2 implies that 
%c = q’fZkQn-k-d% ; zk+l ,***, &z-l), (4.11) 
and hence the required identity (4.7) follows from (4.8)-(4.11). Lemma 4.3 is 
therefore proved. 
When zk = utk, Lemma 4.3 leads to the following recurrence inequality 
between the maximum moduli M,(r) of (2.7). 
LEMMA 4.4. When n > 2 and r > 01, we have 
+ a c qkfl(k+l)(n-k)-lkfk(r) hfn-k-l(&/~). 
k=l 
(4.12) 
Proof. Putting zk = at” in (4.7) we obtain 
bl Qdz; a, at,..., at”-l) = zQ,Jz; at,..., at+‘) 
n-1 
- U c q”t”Q,(Z; U, Ut ,..., at”-‘) Qn-k-l(Utk; Utk+’ ,..., at+‘). 
k=O 
Whence, applying B. and F. formula [3; formula (2.5)], it follows that 
In1 Q&Y a, at,..., at+l) = ztn-lQ,-,(z/t; a, at,..., utn-3 
n-1 
- a c qkt(k+l)(n-k)-lQk(z; a,..., at”-I) Qn-k-,(u/t; a,..., utn--k-z). (4.13) 
k=O 
The required inequality (4.12) follows from (4.13), when n 3 2, on account 
of the fact that M,,(ar//3) < M,-l(r/#l), if r > 01. 
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5. MAIN RESULT 
The main result of the foregoing study covering the ranges (4.1) of variation 
of q and /I, and leading to the proof of Theorem 1.3 above, is an upper esti- 
mate of M,(r) in terms of r, q, and /3. In fact, putting 
p/2 = y < 1 when O<q<l, (5.1) 
and 
(q/3)‘/” = 7 < 1 when 4 > 1, (5.2) 
the following theorem is to be established. 
THEOREM 5.1. Suppose that n 3 2 and r 3 01. Then 
(i) whenq=O,p<l, 
n-1 
M,(r) < n (r + d9; 
1=0 
(ii) when0 <q < I,/3 < 1, 
Mn(r) G [n] ! )=1 r+cu c (r + 2~x9); 
and 
(iii) when q > 1, qfi < 1, 
Mn(r) G [n] ! j=l r-tcu. %ff (r + 2c+f). 
(5.3) 
(5.4) 
(5.5) 
Proof. First of all, for n = 0, 1, we have, from Definition (1.5) of the 
set K?dz)h 
M,(r) = 1, M,(r) = r + oi. (5.6) 
Now, for assertion (i) of the theorem, putting q = 0 in (4.12) we get 
which implies (5.3) by reduction. 
To establish the remaining assertions of the theorem we observe that easy 
calculations from (4.12) for n = 2 lead to the inequalities 
JG(r) G ((r + 4/)/[4W + 2~) (0 < q < 1; j3 < 1; r 3 IX), (5.7) 
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and 
M,(r) G ((r + 4/PlW + 2q) (q > 1; q/3 < 1; r 3 a). (5.8) 
Thus (5.4) and (5.5) are both true for n = 2. To proceed further it should 
be noted that 
Kl dG) (1 d k < n; 0 < q < l), 
and therefore 
(1 < k < n; q > I). (5.10) 
Also, a straightforward arithmetic calculation implies that 
(r + q)(r + 20111.3 = (r + 2ap)(r + 4ap2) 
- ap(r + 2cy.C) - 2ap2(r + 2ap), (5.11) 
where r, 01, p are positive numbers. 
We now suppose that 0 < q -C 1, /3 < 1; putting n = 3 in (4.12) and 
applying (5.1), (5.6), (5.7), and (5.9) it can be verified that 
[31! W&)I(r + a> < (r + v)(r + 2~9~) + 2ay4(a + ay) + c@(r + 2017). 
(5.12) 
Whence, an appeal to (5.1 l), with Jo = y, gives 
[31! J&(r)/@ + a) G (r + 2qW + 4q3. 
Thus (5.4) is true for n = 3 also; assume the validity of (5.4) for 
n = 2, 3, 4 )...) m, where m b 3, write n = m + 1 in (4.12) and apply (5.1) 
(5.4), (5.6), and (5.9) and the fact that 0 < ~7 < 1. The following inequality 
is thus easily arrived at 
m-1 
b + 111 M,+drY(r + a) < (r + 09~) IJ (r + 2ajf+‘) 
I=1 
+ a2 ( ‘;’ ) ~~~(1 + y) mi (CK + 2oLjyj+r) 
j=l 
+ a2(1 + y) ‘?I ( y ) y2’c(m+1-k) ( 1 (r + 2qiy’)t 
m-k-l 
I 
PI-1 
x pl (a + 2ajyJ+l) + q2" n (r + 2@). (5.13) 
3=1 
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We then turn to the case where q > 1, q/3 < 1. The alternative of (5.12) 
is obtained through (4.12) with n = 3, (5.2) (5.6), (5.8) and (5.10), in the 
form 
which is exactly the same as (5.12) with 77 written for y. Hence we similarly 
get 
[31! S(r)l(r + a) d (r + 2qNr + 4q2), 
and (5.5) is true for n = 3. Supposing that (5.5) is satisfied for 
n = 2, 3, 4 ,..., m, m 3 3 and proceeding in the same way as above, applying 
(5.2) (5.6) and (5.10) the following inequality can be obtained 
m-1 
[m + II! ~,+,(r)/(r + a) < (r + (~7) IJ (r + 2+1’+‘) 
J=l 
+ 012 ( ;” ) pyl + 7)) “ff (a! + 2C&+‘) 
,=l 
1 
m-k-l 
i 
m-1 
x J! (a + 20ljrlifl) + @q 2m jt (r + 2+19. (5.14) 
Now (5.14) is exactly of the same form as (5.13) with 7 written for y, and the 
right-hand sides of both (5.13) and (5.14) are of the same form as that of 
[l, p. 618, formula (3.6)]. Hence we conclude that 
[m + ll! ~m+l(r)l(r + 4 < fi (r + 244 (0 < 4 < l;B < 11, 
j=l 
and 
[m + II! ~,+,(r)l(r + a) < fi (r + 201j79 (4 > l;qB < 1). 
I=1 
Therefore (5.4) and (5.5) are established and the proof of the theorem is thus 
complete. 
We are now in a position to prove the main Theorem 1.3. 
Proof of Theorem 1.3. Suppose that f(z) is any function regular in 
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IZI G r, where r 3 CL Then there is a number r, 7 r such that 
/ f(z)1 < M < cc in 1 z 1 < rl , and consequently we have 
I f(“)(O)/k! I < M/r,” (k 2 0). (5.15) 
Now, since 
m f”“‘“‘(0) 
m(z) = x0 (m + n)! x 
[m + n]! 
[ml! Zm, (5.16) 
then, applying (5.9) for the case q < 1, p < 1 and (5.10) when q > 1, 
q/3 < 1, we obtain, from (5.15) and (5.16) 
I WW>l < M rl”(l - $WrJ (4 = 0; B < 11, 
G (rlM[;;T$+l (0 < 4 < 1;B G 11, (5.17) 
M[n]! rl 
’ (rl - aqnfP)12+l (4 7 1; 48 < 1). 
Choose the number r’ such that 
r <r’ < rl, (5.18) 
and the integer n, so that 
r+@ <r’ r+2ajyJ <r’ r + 2cxj+ < r’, 
forj 2 n, , where y and 7 are defined in (5.1) and (5.2), respectively. Hence 
(5.3), (5.4), and (5.5) imply for n > n, , that 
M,(r) < Kr’“/[n]! (0 < q < 1 and /3 < 1, or q > 1 and q/3 < 1). 
(5.19) 
Finally from (5.17), (5.18), and (5.19) we conclude that the Gonkov series 
associated with f(z), will represent f(z) in I z 1 < r. Theorem 1.3 is therefore 
established owing to the fact that h(r) > 01, r > 0. 
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