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Abstract
In this paper, we consider the solution of evolutionary Wente’s problem with the wave operator in
R
+ ×R2. We study in particular the best constant involving the L∞ norm of these solutions.
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1. Introduction and statement of the results
The Wente problem arises in the study of constant mean curvature immersions (see [11]).
Let Ω be a smooth and bounded domain in R2. Given v = (a, b) a function defined on Ω , we
consider the following problem:{−ψ = det∇v = ax1bx2 − ax2bx1 in Ω,
ψ = 0 on ∂Ω, (1)
* Corresponding author.
E-mail addresses: abidimed1@yahoo.fr (I. Abid), sami.baraket@fst.rnu.tn (S. Baraket),
imen.bazarbacha@fst.rnu.tn (I. Bazarbacha), taieb.ouni@fst.rnu.tn (T. Ouni).0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.02.015
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i = 1,2. If Ω =R2, we consider the limit condition
lim|x|→+∞ψ(x) = 0,
where |x| = (x21 + x22)1/2. When v = (a, b) ∈ H 1(Ω,R2), it is proved in [6,12] that ψ , the
solution of (1) is in L∞(Ω). In particular, this provides control of ∇ψ in L2(Ω) and continuity
of ψ by simple arguments. We also have
‖ψ‖∞ + ‖∇ψ‖2 C0(Ω)‖∇a‖2‖∇b‖2. (2)
Denote by
C∞(Ω) = sup
∇a,∇b =0
‖ψ‖∞
‖∇a‖2‖∇b‖2 (3)
and
C1(Ω) = sup
∇a,∇b =0
‖∇ψ‖2
‖∇a‖2‖∇b‖2 . (4)
It is proved in [1,10,12] that C∞(Ω) = 1/2π and in [8] that C1(Ω) = √(3/16π) (see also [9]).
In [2], the second author studied a generalization of problem (1) in higher dimensions. He
supposed that u ∈ W 1,n(Rn,Rn) and he replaced the operator − in (1) by (−)n/2. He proved
that ψ is in L∞(Rn), for 1 k  n, ∇kψ is in Ln/k(Rn) and he also showed
‖ψ‖∞ +
∥∥∇kψ∥∥
n/k
C‖∇u‖nn.
Moreover, he gave the best constant involving the L∞ norm.
In [3,4], the authors have constructed similar results in some weighted Sobolev spaces, which
depend on the behavior of the weights in the origin.
In this paper, we will take Ω =R2 and suppose that the second member of (1) depends on the
time variable t . We choose as initial data the solution of the classical Wente problem. We will
study the evolution of this solution by considering the wave operator. In particular, we will deal
with the following question: Does the new solution belongs to L∞(R2) for every t ∈ [0,+∞)?
In such case, does the best constant which appears in the corresponding inequality depends on t?
Note that in [5], the authors studied similar questions by considering the heat operator.
More precisely, we deal with the following problem:⎧⎨
⎩
∂2t ϕ(t, x) − ϕ(t, x) = det∇u(t, x) in R+ ×R2,
lim|x|→+∞ ϕ(t, x) = 0, ∀t ∈ [0,∞),
ϕ(0, .) = ϕ0 and ∂tϕ(0, .) = ϕ1,
(5)
where u is a given application in H 2loc(R
+,H 1(R2,R2)), and ϕ0, ϕ1 are solutions of{−ϕ0 = det∇u(0, x),
lim|x|→+∞ ϕ0 = 0 and
{−ϕ1 = ∂t (det∇u)(0, x),
lim|x|→+∞ ϕ1 = 0. (6)
In all the following we denote by
φ(t, .) = ϕ(t, .) − ϕ0 − tϕ1 (7)
and
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t∫
0
[∥∥∇(∂2t a)(s, .)∥∥L2(R2)∥∥∇b(s, .)∥∥L2(R2)
+ 2∥∥∇(∂ta)(s, .)∥∥L2(R2)∥∥∇(∂tb)(s, .)∥∥L2(R2)
+ ∥∥∇a(s, .)∥∥
L2(R2)
∥∥∇(∂2t b)(s, .)∥∥L2(R2)]ds.
Note that u ∈ H 2loc(R+,H 1(R2,R2)) implies J (t) < ∞ for any t . We define also J (u) = J (∞).
We have the following result.
Theorem 1. Let u ∈ H 2loc(R+,H 1(R2,R2)), let ϕ0 and ϕ1 verify (6), then the solution of (5)
satisfies
sup
J (u) =0
sup
t>0
‖φ(t, .)‖L∞(R2)
tJ (t)
= 1
2π
. (8)
Remark 1. When J (t) = 0, we have easily φ ≡ 0 in [0, t] × R2. In this case, we define by
convention the quotient ‖φ(t, .)‖∞/J (t) to be zero in (8).
Theorem 2. Let u, ϕ0, ϕ1 and φ be as in Theorem 1. We have the following estimates:
∥∥∂tφ(t, .)∥∥2L2(R2) + ∥∥∇φ(t, .)∥∥2L2(R2)  3t22π J 2(t) (9)
and
1
2
∥∥φ(t, .)∥∥2
L2(R2) +
t∫
0
(t − s)∥∥∇φ(s, .)∥∥2
L2(R2) ds 
t4
6π
J 2(t). (10)
Remark 2. The estimates (9), (10) mean that for the solution ϕ(t, x) of (5), φ = ϕ − ϕ0 − tϕ1
belongs to C(R+,H 1(R2)) and it is also locally Lipschitz from R+ into L2(R2).
2. Proof of results
2.1. Proof of Theorem 1
First, we introduce some notations. We denote by E ∈D′(R+ ×R2) the distribution given by
〈E,ψ〉 = 1
2π
∞∫
0
∫
|ξ |<s
ψ(s, ξ)√
s2 − |ξ |2 dξ ds.
It is well known that E satisfies
∂2t E − E = δ(0,0).
Let M be the operator defined by
(Mv)(t, x) = 1
2π
∫
v(x − ξ)√
t2 − |ξ |2 dξ, ∀v ∈ L
1
loc
(
R
2).
|ξ |<t
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approximation argument. The solution of problem (5) is given then by (see [7] for more details)
ϕ(t, x) = Mϕ1(t, x) + ∂t (Mϕ0)(t, x) +
t∫
0
E(t − s, .) ∗ det∇u(s, .)(x) ds.
Using the polar coordinates (r, θ), we get
I1 = Mϕ1(t,0) = 12π
∫
|ξ |<t
ϕ1(ξ)√
t2 − |ξ |2 dξ
= 1
2π
2π∫
0
t∫
0
ϕ1(r, θ)√
t2 − r2 r dr dθ
= − 1
2π
2π∫
0
t∫
0
∂r
(√
t2 − r2 )ϕ1(r, θ) dr dθ
= − 1
2π
2π∫
0
[√
t2 − r2ϕ1(r, θ)
]t
0 dθ +
1
2π
2π∫
0
t∫
0
√
t2 − r2∂rϕ1 dr dθ
= tϕ1(0) + 12π
2π∫
0
t∫
0
√
t2 − r2∂rϕ1 dr dθ. (11)
It is easy to see by (11) that
I2 = ∂t (Mϕ0)(t,0) = ϕ0(0) + t2π
2π∫
0
t∫
0
∂rϕ0√
t2 − r2 dr dθ.
Using
s∫
0
dr√
s2 − r2 =
π
2
, ∀s > 0, (12)
we have
I3 =
t∫
0
E(t − s, .) ∗ det∇u(s, .)(x) ds
= 1
2π
2π∫
0
t∫
0
s∫
0
1√
s2 − r2
[
∂r(a∂θb) − ∂θ (a∂rb)
]
dr ds dθ
= 1
2π
2π∫ t∫ s∫ 1√
s2 − r2 ∂r
[
(a∂θb)(t − s, r, θ) − r
s
(a∂θb)(t − s, s, θ)
]
dr ds dθ0 0 0
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4
2π∫
0
t∫
0
1
s
(a∂θb)(t − s, s, θ) ds dθ
= 1
2π
2π∫
0
t∫
0
[
(a∂θb)(t − s, r, θ) − rs (a∂θb)(t − s, s, θ)√
s2 − r2
]s
0
ds dθ
− 1
2π
2π∫
0
t∫
0
s∫
0
r
(s2 − r2) 32
[
(a∂θb)(t − s, r, θ) − r
s
(a∂θb)(t − s, s, θ)
]
dr ds dθ
+ 1
4
2π∫
0
t∫
0
(a∂θb)(t − s, s, θ)
s
ds dθ
= I31 + I32 + I33.
Clearly I31 = 0. Since
1√
s2 − r2 + s∂s
(
1√
s2 − r2
)
= − r
2
(s2 − r2) 32
,
I32 = 12π
2π∫
0
t∫
0
1
r
t∫
r
[
1√
s2 − r2 + s∂s
(
1√
s2 − r2
)]
(a∂θb)(t − s, r, θ) ds dr dθ
− 1
2π
2π∫
0
t∫
0
1
r
t∫
r
[
1√
s2 − r2 + s∂s
(
1√
s2 − r2
)]
r
s
(a∂θb)(t − s, s, θ) ds dr dθ
= 1
2π
2π∫
0
t∫
0
1
r
t∫
r
(a∂θb)(t − s, r, θ) − rs (a∂θb)(t − s, s, θ)√
s2 − r2 ds dr dθ
+ 1
2π
2π∫
0
t∫
0
1
r
{
s[(a∂θb)(t − s, r, θ) − rs (a∂θb)(t − s, s, θ)]√
s2 − r2
}t
r
dr dθ
− 1
2π
2π∫
0
t∫
0
1
r
t∫
r
∂s(s[(a∂θb)(t − s, r, θ) − rs (a∂θb)(t − s, s, θ)])√
s2 − r2 ds dr dθ
= 1
2π
2π∫
0
t∫
0
t
r
[(a∂θb)(0, r, θ) − rt (a∂θb)(0, t, θ)]√
t2 − r2 dr dθ
− 1
2π
2π∫ t∫ 1
r
t∫
s∂s[(a∂θb)(t − s, r, θ)]√
s2 − r2 ds dr dθ
0 0 r
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2π∫
0
t∫
0
t∫
r
s∂s[ 1s (a∂θb)(t − s, s, θ)]√
s2 − r2 ds dr dθ
= A + B + C. (13)
Moreover,
B = − 1
2π
2π∫
0
t∫
0
1
r
{√
s2 − r2∂s
[
(a∂θb)(t − s, r, θ)
]}t
r
dr dθ
+ 1
2π
2π∫
0
t∫
0
1
r
t∫
r
√
s2 − r2∂2s
[
(a∂θb)(t − s, r, θ)
]
ds dr dθ
= 1
2π
2π∫
0
t∫
0
√
t2 − r2
r
∂t (a∂θb)(0, r, θ) dr dθ
+ 1
2π
2π∫
0
t∫
0
1
r
t∫
r
√
s2 − r2∂2s
[
(a∂θb)(t − s, r, θ)
]
ds dr dθ.
Otherwise, using (12),
C = 1
4
2π∫
0
t∫
0
s∂s
[
1
s
(a∂θb)(t − s, s, θ)
]
ds dθ
= 1
4
2π∫
0
(a∂θb)(0, t, θ) dθ − 14
2π∫
0
t∫
0
(a∂θb)(t − s, s, θ)
s
ds dθ
and
A = 1
2π
2π∫
0
t∫
0
t
r
(a∂θb)(0, r, θ)√
t2 − r2 dr dθ −
1
4
2π∫
0
(a∂θb)(0, t, θ) dθ.
Finally
ϕ(t,0) = tϕ1(0) + 12π
2π∫
0
t∫
0
√
t2 − r2∂rϕ1 dr dθ + ϕ0(0) + t2π
2π∫
0
t∫
0
∂rϕ0√
t2 − r2 dr dθ
+ 1
2π
2π∫
0
t∫
0
1
r
t∫
r
√
s2 − r2∂2s
[
(a∂θb)(t − s, r, θ)
]
ds dr dθ
+ 1
2π
2π∫
0
t∫
0
[
t
r
(a∂θb)(0, r, θ)√
t2 − r2 +
√
t2 − r2
r
∂t (a∂θb)(0, r, θ)
]
dr dθ. (14)
Hence
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2π∫
0
t∫
0
1
r
t∫
r
√
s2 − r2∂2s
[
(a∂θb)(t − s, r, θ)
]
ds dr dθ
+ 1
2π
2π∫
0
t∫
0
√
t2 − r2
r
[
r∂rϕ1 + ∂t (a∂θb)(0, r, θ)
]
dr dθ
+ t
2π
2π∫
0
t∫
0
[r∂rϕ0 + (a∂θb)(0, r, θ)]
r
√
t2 − r2 dr dθ. (15)
According to (6), we have
∂r
[
r∂rϕ0 + (a∂θb)(0, r, θ)
]= ∂θ
[
(a∂rb)(0, r, θ) − ∂θϕ0
r
]
and
∂r
[
r∂rϕ1 + ∂t (a∂θb)(0, r, θ)
]= ∂θ
[
∂t (a∂rb)(0, r, θ) − ∂θϕ1
r
]
.
Integrating these equations, we obtain then
r∂rϕ0(r, θ) + (a∂θb)(0, r, θ) =
r∫
0
∂θ
[
(a∂rb)(0, σ, θ) − ∂θϕ0
σ
]
dσ,
which associates with Fubini will imply that the third term in (15) is equal to zero. Similarly we
can also eliminate the second term. Thus we obtain
φ(t,0) = 1
2π
2π∫
0
t∫
0
t−s∫
0
√
(t − s)2 − r2
r
∂2t (a∂θb)(s, r, θ) dr ds dθ. (16)
Now we define
a¯(s, r) = 1
2π
2π∫
0
a(s, r, θ) dθ,
so
|φ(t,0)|
t
 1
2π
2π∫
0
t∫
0
t∫
0
1
r
∣∣∂2t (a∂θb)(s, r, θ)∣∣dr ds dθ
 1
2π
t∫
0
t∫
0
1
r
2π∫
0
[∣∣∂2t (a − a¯)∂θb∣∣+ 2∣∣∂t (a − a¯)∂t ∂θb∣∣
+ ∣∣(a − a¯)∂2t ∂θ b∣∣]dθ dr ds.
Using Poincaré’s inequality, we have
2π∫
|h − h¯|2 dθ 
2π∫
(∂θh)
2 dθ, for any h ∈ H 1(0,2π),
0 0
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t∫
0
1
r
2π∫
0
∣∣∂2t (a − a¯)∂θb∣∣dr dθ 
t∫
0
1
r
( 2π∫
0
∣∣∂2t a − ∂2t a¯∣∣2 dθ
)1/2( 2π∫
0
(∂θb)
2 dθ
)1/2
dr

[ t∫
0
2π∫
0
(∂θ ∂
2
t a)
2
r
dθ dr
]1/2[ t∫
0
2π∫
0
(∂θb)
2
r
dθ dr
]1/2

∥∥∇∂2t a(s, .)∥∥L2(R2)∥∥∇b(s, .)∥∥L2(R2),
where we have used∣∣∇h(r, θ)∣∣2 = |∂rh|2 + |∂θh|2
r2
 |∂θh|
2
r2
.
We conclude then
|φ(t,0)|
t
 1
2π
t∫
0
[∥∥∇(∂2t a)(s, .)∥∥L2(R2)∥∥∇b(s, .)∥∥L2(R2)
+ ∥∥∇a(s, .)∥∥
L2(R2)
∥∥∇(∂2t b)(s, .)∥∥L2(R2)
+ 2∥∥∇(∂ta)(s, .)∥∥L2(R2)∥∥∇(∂tb)(s, .)∥∥L2(R2)]ds
 J (t)
2π
. (17)
Remark that our problem is invariant by translation, considering φ(x + x0) for any x0 ∈ R2,
we get easily that (17) holds if we replace 0 by any x0 ∈R2, so∥∥φ(t, .)∥∥
L∞(R2) 
tJ (t)
2π
, ∀t ∈ [0,∞).
Hence
sup
J (u) =0
sup
t>0
‖φ(t, .)‖L∞(R2)
tJ (t)
 1
2π
.
The next step is to show that the equality holds. Let
u0(s, x) = e−s/2g(r)x,
where r =
√
x21 + x22 and g will be chosen later, we have (see for example [1])
ϕ0(0) = 12
+∞∫
0
σg2(σ ) dσ.
We claim that
lim
t→+∞
|φ(t,0)|
t
= ϕ0(0) = 12
+∞∫
0
σg2(σ ) dσ.
Indeed, by Eq. (16) we have
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t
= 1
2π
2π∫
0
t∫
0
t−s∫
0
√
(t − s)2 − r2
rt
∂2t (a∂θb)(s, r, θ) dr ds dθ
= 1
2π
2π∫
0
t∫
0
t−s∫
0
√
(t − s)2 − r2
t
e−sg2(r)rcos2 θ dr ds dθ. (18)
When t tends to infinity, we get
lim
t→+∞
|φ(t,0)|
t
= 1
2π
2π∫
0
+∞∫
0
+∞∫
0
e−srg2(r) cos2 θ ds dr dθ = 1
2
+∞∫
0
rg2(r) dr.
We now turn to evaluate J (t). Since
∥∥∇a(s, .)∥∥2
L2(R2) =
∥∥∇b(s, .)∥∥2
L2(R2) = πe−s
+∞∫
0
r3g′(r)2 dr,
∥∥∇(∂ta)(s, .)∥∥2L2(R2) = ∥∥∇(∂tb)(s, .)∥∥2L2(R2) = π4 e−s
+∞∫
0
r3g′(r)2 dr
and
∥∥∇(∂2t a)(s, .)∥∥2L2(R2) = ∥∥∇(∂2t b)(s, .)∥∥2L2(R2) = π16e−s
+∞∫
0
r3g′(r)2 dr.
So
J (u0) = π
+∞∫
0
r3g′(r)2 dr.
Consequently,
sup
t>0
‖φ(t, .)‖L∞(R2)
tJ (t)
 limt→+∞ |φ(t,0)|/t
J (u0)
= 1
2π
∫ +∞
0 rg
2(r) dr∫ +∞
0 r
3g′(r)2 dr
.
If we chose gε(r) = rε−1e−r/2, then
sup
t>0
‖φ(t, .)‖L∞(R2)
tJ (t)
 1
2π
(2ε)
(ε − 1)2(2ε) − (ε − 1)(2ε + 1) + 14(2ε + 2)
,
where  denotes the standard Gamma function. We conclude that
sup
J (u) =0
sup
t>0
‖φ(t, .)‖L∞(R2)
tJ (t)
 1
2π
1
(ε − 1)2 − 2ε(ε − 1) + ε2 (2ε + 1)
→ 1
2π
,
as ε tends to zero. The proof is completed.
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We recall that
φ(t, .) = ϕ(t, .) − ϕ0 − tϕ1.
By definition, it is easy to see that φ(0, .) = ∂tφ(0, .) = 0. We have also ∇φ(0, .) = 0,
lim|x|→∞ φ(t, x) = 0. We will just prove the estimate (9) for u ∈D(R+ ×R2), the general case
comes from density arguments. We can check then, using the translation of (16) for example,
φ(t, x) is compactly supported for any t fixed. Moreover, the function φ satisfies
∂2t φ(t, x) − φ(t, x) = det∇u(t, x) − det∇u(0, x) − t∂t [det∇u](0, x)
=
t∫
0
(t − ξ)∂2t [det∇u](ξ, x) dξ. (19)
Multiplying Eq. (19) by ∂tφ(t, x) and integrating over (0, t),
1
2
(
∂tφ(t, x)
)2 −
t∫
0
φ(s, x)∂tφ(s, x) ds =
t∫
0
∂tφ(s, x)
s∫
0
(s − σ)∂2t det∇u(σ, x) dσ ds.
Integrating over R2 and since u ∈D(R+ ×R2), we have lim|x|→+∞ ∇φ(t, x) = 0. So, we obtain
1
2
∥∥∂tφ(t, .)∥∥2L2(R2) +
t∫
0
∫
R2
∇φ(s, x)∇∂tφ(s, x) dx ds
=
t∫
0
∫
R2
∂tφ(s, x)
s∫
0
(s − σ)∂2t det∇u(σ, x) dσ ds dx
and finally
1
2
∥∥∂tφ(t, .)∥∥2L2(R2) + 12
∥∥∇φ(t, .)∥∥2
L2(R2)
=
∫
R2
φ(t, x)
t∫
0
(t − s)∂2t det∇u(s, x) ds dx −
∫
R2
t∫
0
φ(s, x)
s∫
0
∂2t det∇u(σ, x) dσ ds dx.
Since
∂2t (det∇u) = det∇
(
∂2t a, b
)+ 2 det∇(∂ta, ∂tb) + det∇(a, ∂2t b), (20)
we get
∫
R2
t∫
0
∣∣∂2t det∇u(σ, x)∣∣dσ dx

t∫ ∫
2
[∣∣∇(∂2t a)(σ, x)∣∣∣∣∇b(σ, x)∣∣+ 2∣∣∇(∂ta)(σ, x)∣∣∣∣∇(∂tb)(σ, x)∣∣
0 R
876 I. Abid et al. / J. Math. Anal. Appl. 325 (2007) 866–878+ ∣∣∇a(σ, x)∣∣∣∣∇(∂2t b)(σ, x)∣∣]dσ dx

t∫
0
[∥∥∇(∂2t a)(s, .)∥∥L2(R2)∥∥∇b(s, .)∥∥L2(R2) + ∥∥∇a(s, .)∥∥L2(R2)∥∥∇(∂2t b)(s, .)∥∥L2(R2)
+ 2∥∥∇(∂ta)(s, .)∥∥L2(R2)∥∥∇(∂tb)(s, .)∥∥L2(R2)]ds
 J (t).
We conclude then
1
2
∥∥∂tφ(t, .)∥∥2L2(R2) + 12
∥∥∇φ(t, .)∥∥2
L2(R2)

∫
R2
t
∥∥φ(t, .)∥∥∞
t∫
0
∣∣∂2t det∇u(s, x)∣∣ds dx
+
∫
R2
t∫
0
∥∥φ(s, .)∥∥∞
s∫
0
∣∣∂2t det∇u(σ, x)∣∣dσ ds dx
 t
2J (t)2
2π
+ 1
2π
t∫
0
sJ 2(s) ds
 3t
2
4π
J(t)2
and (9) follows. For getting the estimate (10), multiplying Eq. (19) by φ(t, x) and integrating
over (0, t), we obtain
∂tφ(t, x)φ(t, x) −
t∫
0
(
∂tφ(s, x)
)2
ds −
t∫
0
φ(s, x)φ(s, x) ds
=
t∫
0
φ(s, x)
s∫
0
(s − ξ)∂2t [det∇u](ξ, x) dξ ds.
Integrating further over (0, t), we obtain
1
2
φ2(t, x) −
t∫
0
s∫
0
(
∂tφ(σ, x)
)2
dσ ds −
t∫
0
s∫
0
φ(σ,x)φ(σ, x) dσ ds
=
t∫
0
s∫
0
φ(σ, x)
σ∫
0
(σ − ξ)∂2t det∇u(ξ, x) dξ dσ ds,
which implies
1
2
φ2(t, x) −
t∫
(t − s)(∂tφ(s, x))2 ds −
t∫
(t − s)φ(s, x)φ(s, x) ds0 0
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t∫
0
(t − s)φ(s, x)
s∫
0
(s − σ)∂2t det∇u(σ, x) dσ ds.
Integrating over R2, we have
1
2
∥∥φ(t, .)∥∥2
L2(R2) +
t∫
0
(t − s)∥∥∇φ(s, .)∥∥2
L2(R2) ds
=
∫
R2
t∫
0
(t − s)φ(s, x)
s∫
0
(s − σ)∂2t det∇u(σ, x) dσ ds dx
+
t∫
0
(t − s)∥∥∂tφ(s, .)∥∥2L2(R2) ds.
Then
1
2
∥∥φ(t, .)∥∥2
L2(R2) +
t∫
0
(t − s)∥∥∇φ(s, .)∥∥2
L2(R2) ds

t∫
0
s(t − s)‖φ(s, .)‖L∞(R2)
s
∫
R2
s∫
0
(s − σ)∣∣∂2t det∇u(σ, x)∣∣dσ dx ds
+
t∫
0
(t − s)∥∥∂tφ(s, .)∥∥2L2(R2) ds.
Using the same arguments in Eq. (20) and the estimate (9), we have
1
2
∥∥φ(t, .)∥∥2
L2(R2) +
t∫
0
(t − s)∥∥∇φ(s, .)∥∥2
L2(R2) ds
 J
2(t)
2π
t∫
0
s2(t − s) ds + 3J
2(t)
2π
t∫
0
s2(t − s) ds = t
4
6π
J 2(t)
and (10) follows.
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