It is known that the weights of a complex weighted homogeneous polynomial f with isolated singularity are analytic invariants of (C d , f −1 (0)). When d = 2,3 this result holds by assuming merely the topological type instead of the analytic one.
In the two variable case, the positive answer has been given by O. M. Abderrahmane [1] for weighted homogeneous polynomials non-degenerate with respect to their Newton polyhedron.
Then G. Fichou and T. Fukui [12] proved the conjecture for non-degenerate convenient weighted homogeneous polynomials in three variables up to the blow-Nash equivalence.
The aim of this article consists in proving that Fukui's conjecture holds for non-degenerate convenient weighted homogeneous polynomials, with no condition on the number of variables, up to the arc-analytic equivalence, a characterization of the blow-Nash equivalence.
It is proved in [3] that the arc-analytic type of a singular Brieskorn polynomial determines its exponents. The main idea of the proof of this last result consists in computing the motivic zeta function of a Brieskorn polynomial thanks to a convolution formula. Next we show that we may recover the exponents from the formula obtained with the previous computation. We conclude by noticing that the motivic zeta function is an invariant of the arc-analytic equivalence.
Notice that Brieskorn polynomials are non-degenerate convenient weighted homogeneous polynomials. However, since the variables are no longer separated, we can't use the convolution formula anymore to recover the weights of such a weighted homogeneous polynomial. Instead, the main idea of this article consists in using a formula allowing one to compute the zeta function of a non-degenerate polynomial from its Newton polyhedron, in order to reduce to a similar combinatorial problem as in the Brieskorn polynomials case.
The main theorem of this article states that the arc-analytic type of a singular nondegenerate convenient weighted homogeneous polynomial determines its weights. 
Proposition 2.3 ([3, §7]). • The arc-analytic equivalence is an equivalence relation.
• Two Nash function germs are arc-analytically equivalent if and only if they are blow-Nash equivalent.
A motivic invariant of the arc-analytic equivalence
This section recalls the definition and some properties of the motivic zeta function introduced in [3] . We adopt the notations of the survey [4, §7.2] . This motivic zeta function is an invariant of the arc-analytic equivalence whose construction is similar to the motivic zeta functions of Denef-Loeser [7] as the ones of Koike-Parusiński [17] and Fichou [8, 9] .
Definition 2.5. Let K 0 (AS) be the free abelian group spanned by the symbols § [X ] with X ∈ AS modulo the following relations:
(
. The cartesian product induces a ring structure:
Remark 2.6.
• We denote by 0 = [∅] the class of the empty set. It is the unit of the addition.
• We denote by 1 = [pt] the class of the point. It is the unit of the multiplication.
• We denote by L AS = [R] the class of the affine line and we set
AS .
Theorem 2.7 ([21]
, [8] , [22] ). There is a unique map β : AS → Z[u], called the virtual Poincaré polynomial, such that ⋆ A Nash function is a real analytic function with semialgebraic graph. † i.e. ϕ maps real analytic arcs to real analytic arcs by composition, it is a notion defined by K. Kurdyka [20] . ‡ K. Kurdyka [20] proved that a semialgebraic arc-analytic map is real analytic outside a set of codimension 2. § It is well defined since AS is a set.
• β factorises through a ring morphism β :
• If X compact and non-singular then
Remark 2.8. The virtual Poincaré polynomial induces a ring morphism β :
The following Grothendieck group is an adaptation of the one of Guibert-Loeser-Merle [15] to our settings. Definition 2.9 ([3, Definition 3.4]). For n ∈ N >0 , we denote by K 0 (AS n mon ) the free abelian group spanned by the symbols
where X ∈ AS, the graph Γ ϕ X ∈ AS, the graph of the action Γ R * ×X →X ∈ AS and finally for all
, modulo the following relations (1) If there exists f : X → Y an R * -equivariant bijection with AS-graph such that the following diagram commutes
are two symbols and we add the relation
The fiber product over R * induces a ring structure: (4) We add the relation
where the action of R * on X × R * Y is diagonal from the previous ones. The cartesian product induces a structure of
where the action is trivial on A and unchanged on X .
where the direct system is induced by modifying the • For n ∈ N >0 , we set 1 n = [id :
where the action is defined by λ · r = λ n r, it is the unit of the product. Notice that the 1 n are identified under the inductive limit so that they induce an element 1 ∈ K 0 (AS mon ) which is also the unit of the product. Under the previous identification, we may chose 1 1 as a representative and assume that
where the action is given by translation i.e. λ · r = λr.
‡ The algebra structure is given by the structural morphism
• We denote by L = L AS · 1 the class of the affine line and we set M = K 0 (AS mon ) L −1 so that M has a natural structure of M AS -algebra.
The following properties of K 0 (AS mon ) and M AS will be useful in what follows. 
Proposition 2.12 ([3, End of §3]). The map AS
Remark 2.14. The morphisms of the last proposition are compatible with the ring structures since the fiber product over a point coincides with the cartesian product.
The following zeta function is a real analog of the equivariant motivic zeta function of Denef-Loeser.
) be a Nash function germ. We set
and where the action is defined by
Remark 2.16. Notice that the coefficients P i (a 1 ,... , a n ) of f (a 1 t + · · · + a n t n ) = P 1 (a 1 ,... , a n )t + · · · + P n (a 1 ,... , a n )t n + · · · are polynomials in the a i j . So X n ( f ) is the Zariski-constructible subset of R dn described by P 1 = · · · = P n−1 = 0 and P n = 0 and X n ( f ) is in AS. Under the same identification, ac n f is given by the polynomial P n so that its graph is in AS.
) be a Nash function germ. We define the modified zeta function of f bỹ
Remark 2.19. Particularly, the modified zeta function is an invariant of the arc-analytic equivalence too. Moreover, by [3, Corollary 6.14], it encodes the same information as Z f (T):
The modified zeta function of a non-degenerate polynomial
We define the Newton polyhedron of f by
Definition 3.3. We define the supporting function m :
Definition 3.5. We define the dual cone of a face
Notation 3.6. We denote by Γ c f the set of compact faces of Γ f .
is non-degenerate (with respect to its Newton polyhedron) if
, notice that f τ is weighted homogeneous and hence, by Euler formula,
where the action is given by λ · ( A similar formula to the one of the following result has been proved in different settings: by A. N. Varchenko [29] for the zeta function of the monodromy, by J. Denef and F. Loeser 
where
Remark 3.13. Notice that for the purpose of the previous theorem, we may have simply set
The proof of Theorem 1.1 relies on the formula induced by Theorem 3.12 for the modified zeta function. Corollary 3.14. Let f be non-degenerate, then the following equality holds in M T :
By the very definition of L and 1, we have
Proof of Corollary 3.14.
Application to convenient non-degenerate weighted homogeneous polynomials
Throughout this section, we use the notationZ
We will see that the modified zeta function of a convenient non-degenerate weighted homogeneous polynomial is very similar to the one obtained for a Brieskorn polynomial [3, §8] using the convolution formula. 
By Remark 4.1, at least one pure monomial
lies in τ and then m(k) = k · (0,... ,δ i ,... ,0).
] be a convenient non-degenerate weighted homogeneous polynomial. We denote by δ i the exponent of the pure monomial x i of f . Denote by a n the coefficients ofZ f (T), so that
Proof. Under our assumptions m(k) = k · (0,... ,δ i ,... ,0) for some i. Since ∀i, δ i ∤ m we get that A f (T) doesn't contribute to the coefficient of degree m. intersecting the x i -axis exactly for i ∈ I. Then
Computation of A f (T)
Proof. Notice that, by Remark 4.1, σ(τ I ) is the cone spanned by w and e i for i ∉ I. Denote by a m the coefficients of S σ(τ I ) so that S σ(τ I ) (T) = m≥1 a m T m . Fix m ∈ N \ {0}. We may assume that δ I |m otherwise a m = 0. 
.. , d}. Notice that the face τ I is entirely included in the intersection of the coordinate hyperplanes {x j = 0} for j ∉ I. Hence, f τ I ∈ R[x i , i ∈ I], i.e. the variables x j , j ∉ I, don't appear in the expansion of f τ I . Hence, by 2.9.(3), we have the following equality
where, in the RHS, we identify (R * )
|I| with (x 1 ,... , x d ) ∈ R d , ∀ j ∉ I, x j = 0, ∀i ∈ I, x i = 0 . Using the structure of M AS -algebra, we also have
We derive the following corollary from Lemma 4.6 and these last two equalities.
convenient non-degenerate weighted homogeneous polynomial. With the previous notations, we obtain
A f (T) = ∅ =I⊂{1,...,d} f τ I : (R * ) |I| \ f −1 τ I (0) → R * − pr 2 : f −1 τ I (0) ∩ (R * ) |I| × R * → R * r≥1 L − d i=1 rδ I δ i T rδ I
Digression: a rationality formula
It is known that we may deduce from Theorem 3.12 a rationality formula for Z f (T) (orZ f (T)) by using simplicial (or regular) subdivisions of the dual cones. However, the formulae previously obtained in this section allow us to give a rationality formula forZ f (T) without using a subdivision when f is a convenient non-degenerate weighted homogeneous polynomial.
Indeed, for ∅ = I ⊂ {1,... , d} and by writing the Euclidean division of r by
The last equality derives from Remark 4.3:
We can do the same for the formula of Lemma 4.4 by taking the Euclidean division of m by δ {1,...,d} :
Hence, we obtain the following formula. 
with (R * ) |∅| = {0}, f τ ∅ = 0 and δ = 1.
Proof of the invariance of the weigths
Lemma 4.9. Let f ∈ R[x 1 ,... , x d ] be a convenient non-degenerate weighted homogeneous polynomial. Denote by a n the coefficients ofZ f (T), so that
Denote by δ i the exponent of the pure monomial x i of f . Assume that ∀i,δ i ≥ 2. Let m be such that 2|m and
with βF
Proof. Let I 2 = {i,δ i = 2} ⊂ {1,... , d} then, by Lemma 4.4 and Corollary 4.7,
We may assume that I 2 = ∅ since, otherwise, βF
For the last equality, we use the identification of R |I| with (x 1 ,... ,
hence we may rewrite the first sum using the additivity of β:
We use the exact same argument for the second sum with the additional term β({0}) since
By a linear change of coordinates, we may assume that f τ I 2 is a homogeneous Brieskorn polynomial of degree 2. When we take the value at u = −1, which is just the Euler characteristic with compact support, the first term is odd by [ 
Proof. Let I 4 = {i,δ i |4} ⊂ {1,... , d} then, by Lemma 4.4 and Corollary 4.7,
We may assume that I 4 = ∅ since, otherwise, βF
hence we may rewrite the first sum using the additivity of χ c as in Lemma 4.9.
We use the exact same argument for the second sum with the additional term χ c ({0}) since
Denote by f
the complexification of f τ I 4 .
Since
we have
is weighted homogeneous, f
(1) is homeomorphic to the Milnor fiber of f Hence
only depends on the Newton polyhedron of f τ I 4 .
So we may assume that
with ε i ,η j ∈ {±1}. But then (see the proof of [3, Proposition 8.3] )
Thereby βF
The previous results allow one to prove Theorem 1.1 using the proof of [3, Proposition 8.3] . We recall it for ease of reading.
The proof is structured as follows. We first handle the non-singular case so that we can next focus on the singular one. In the latter, the idea is to prove that we can recover the weights of a singular convenient non-degenerate weighted homogeneous polynomial f from its modified zeta function. Since it is an invariant of the arc-analytic equivalence, this induces that the arc-analytic type of such a polynomial determines its weights.
More precisely we are going to deduce the exponents δ i of the pure monomials of f from its modified zeta function, which is enough by Remark 4.3. The first step is to find an upper bound K of these exponents in order to reduce to a finite number of possibilities. Finally, we construct (and solve) a linear system in the unknown variables mult(q) = #{i, δ i = q} for q ≤ K, which is enough to recover the exponents.
Indeed, it suffices to choose n such that
Hence, by Corollary 4.5,
Step 2: Computation of mult 2.
Similarly, let n be such that
Hence, by Lemma 4.9,
We may derive mult 2 from the last since, in Step 1, we got an equation of the form r∈Q r|n mult(r) = cst where the right-hand side "cst" can be computed in terms of the β(a i )'s.
Step 3: Computation of mult q for q ∈ Q such that 2 ∤ q,3 ∤ q. Let q = p∈P p α p with α 2 = α 3 = 0 and 0 ≤ α p ≤ γ p for p ∈ P \ {2,3}. Similarly, let n be such that
Since we already computed mult 2 in Step 2 and since we already got, in Step 1, an equation of the form Thus we may compute mult q for q ∈ Q such that 2|q,3 ∤ q,4 ∤ q by varying the α p .
Step 6: Computation of mult q for q ∈ Q such that 4|q,3 ∤ q. Let q = p∈P p α p with α 2 ≥ 2, α 3 = 0 and 0 ≤ α p ≤ γ p for p ∈ P \ {2,3}. Similarly, let n be such that Thus we may compute mult q for q ∈ Q such that 4|q,3 ∤ q by varying the α p .
Step 7: Computation of mult q for q ∈ Q such that 3|q,2 ∤ q. Let q = p∈P p α p with α 3 ≥ 1, α 2 = 0 and 0 ≤ α p ≤ γ p for p ∈ P \ {2,3}. Similarly, let n be such that Thus we may compute mult q for q ∈ Q such that 3|q,2 ∤ q by varying the α p .
Step 8: Computation of mult(q) for q ∈ Q such that 6|q.
We may now compute mult(q) for q ∈ Q such that 6|q by varying the α p in Step 1.
■
The arguments of the previous proof also allow one to prove [3, Corollary 8.4 ] without using the convolution formula. 
