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This paper is concerned with the asymptotic behavior of the solution for a 
coupled system of reaction-diffusion equations which describes the bacteria growth 
and the diffusion of histidine and buffer concentrations. Under the basic boundary 
condition of Neumann type or mixed type the coupled system can have infinitely 
many steady-state solutions. The present paper gives some explicit information on 
the asymptotic limit of the time-dependent solution in relation to these steady 
states. This information exhibits some rather distinct properties of the solutions 
between the Neumann boundary problem and the Dirichlet or mixed boundary 
problem. 6 1985 Academic Press, Inc. 
I. INTRODUCTION 
In the study of pattern formation by bacteria Hoppensteadt and Jager 
[l] proposed a mathematical model which describes the histidine concen- 
tration U, the buffer concentration u and the bacterial population density W. 
Their model involves a coupled system of reaction-diffusion equations in 
the form 
ur-D,v2u= -awf(x,u,u) 
v, - D2V2v = -bwf (x, u, v) (l>O, XEQ) (1.1) 
w,=cwf(x,u,u) 
where 52 is a bounded domain in R”, V2 is the Laplacian operator in Sz, 
D, , D,, a, b, c are positive constants and S represents the rate of growth 
competence. In the above balance equation, uf represents the uptake rate of 
histidine, bf the acid production by growing cells and cf the bacteria1 
growth rate. In view of the diffusion of the histidine and buffer concen- 
trations we consider the boundary condition for u, v in the form 
B,[u] = a*(x) au/av + /?l(X) u =o 
~~~~~ = a2(x) aqav + fi2(x) v = 0 (00, xeas2) (1.2) 
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where 852 is the boundary of 52, ~~20, pia 0 with cri+ pi> 0 on 
X& i = 1, 2, and a/& is the outward normal derivative on XL Of particular 
concern in this paper is the Neumann boundary condition 
au/av = atqav =0 (t>o,xEa52) (1.2’) 
which is a special case of (1.2) with pi(x) = 0, i = 1,2. When pi & 0, Eq. 
(1.2) is reduced to Dirichlet type if ai- 0 and to mixed type (including 
Robin type) if ai $ 0. These two types of Neumann and mixed boundary 
conditions can lead to rather different asymptotic behavior of the solution. 
As usual the initial condition is given by 
u(0, x) = 240(x), v(0, x) = u,(x), w(0, x) = we(x) (x E a). (1.3) 
For physical reasons we always assume that the initial functions u,,, vO, w0 
are nonnegative in 0. 
In the formulation of Eq. (1.1) in [ 11, the Michaelis-Menton hypothesis 
for the reaction functionfis used. This leads to the form 
fo(4 VI = (4(k, + u))(m* + VI) (k, >O,k,>O) (1.4) 
where k,, k, are the Michaelis-Menton constants. In this paper, we con- 
sider a more general function f subject to the conditions (H 1 ), (H2) in Sec- 
tion 2. Our aim is to exhibit some interesting asymptotic behavior of the 
solution to the problem (1.1))( 1.3), especially the Neumann boundary 
problem (l.l), (1.2’), (1.3). We also show the existence, uniqueness and 
comparison of a global nonnegative solution. The existence-comparison 
problem is based on the monotone method and the associated upper-lower 
solutions and is potentially useful in the computation of numerical 
solutions (see Remark 2.1). 
Due to the special form of the coupled system the corresponding steady- 
state problem of (1 .l ), ( 1.2) becomes 
v2u=v2v=o (XEQ), B,[~I=B,[vI=o(xE~Q) 
wf(x, 24, v) = 0 (XER). (1.5) 
It is clear that for Dirichlet or mixed boundary condition the steady-state 
solutions of (1.5) must be in the form (0, 0, w,(x)). However, for the 
Neumann boundary condition (1.2’) there are infinitely many steady-state 
solutions in the form (c,, c2, 0), (c,, 0, w,) and (0, c2, w,) (when 
f(0, a) =f(u, 0) = 0), where ci, c2 are arbitrary constants and w, = w,(x) is 
an arbitrary spatial dependent function. An interesting question in this 
situation is whether every time-dependent solution of (1.1 ), (1.2’), (1.3) 
converges to one of these three forms, and to which one if it converges. A 
A REACTION-DIFFUSION SYSTEM IN BACTERIOLOGY 3 
more delicate question is what is the exact value of the asymptotic limit of 
the time-dependent solution. The purpose of this paper is to find a definite 
answer to these questions. In fact, our results show that every time-depen- 
dent solution must converge to one of the above three forms; and the exact 
form and the values of c,, c2 depend solely on the spatial average of the 
initial functions and the constants a, b, c, and is independent of the 
functionf. However, for Dirichlet and mixed boundary conditions the 
corresponding time-dependent solution always converges to the steady- 
state (0, 0, w,~), where 
w,(x) = we(x) exp 
0 
= cf(u( t, x), v( t, x)) dt (1.6) 
0 
In Section 2 we establish an existence-comparison theorem for the system 
(l.l)-(1.3) including the Neumann boundary problem (l.l), (1.2’), (1.3). 
The main results on the asymptotic behavior of the solution are given in 
Section 3 for the Neumann boundary problem and in Section 4 for the 
mixed boundary problem. All the results are directly applicable to the 
Michaelis-Menton model f=fo. 
2. EXISTENCE-COMPARISON THEOREMS 
Throughout this paper we assume that %2 is of class Cl+’ for some 
a > 0; the initial functions uo, uo, w. are continuous nonnegative in Sz and 
uo> 00 satisfy the boundary condition (1.2); and f is continuous in 
a x R + x R + and is differentiable in u, u for U, v E R +, where IFB + = [0, co). 
To rule out the trivial situation we also require that we(x) is not identically 
zero. The aim of this section is to establish an existence-comparison 
theorem for the coupled system (l.l)-(1.3) using the monotone method 
and the associated upper-lower solutions. To achieve this we impose the 
following basic hypothesis of J 
(Hl): f(x, u, u)bO, f,(x, 4 u) 2 0, f”(X, 4 8) 2 0 
for u3O,vBO (xEQ). 
It is clear that the above condition is satisfied by the function fo(u, v) in 
(1.4). Although this condition requiresf to be monotone nondecreasing the 
reaction terms on the right-side of Eq. (1.1) are not all nondecreasing. In 
fact, the functions in the first two equations of (1.1) are monotone non- 
increasing while the one in the third equation is monotone nondecreasing. 
This mixed type of monotone function leads to the following definition of 
upper-lower solutions. 
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DEFINITION 2.1. Two smooth functions i?= (6, C, E), 8 (6, 0, k) are 
called upper-lower solutions of (l.l)-( 1.3) if they satisfy the differential 
inequalities 
22, - D,V2ii 2 -awq-(x, ii, v*), l2, - D,Vd < -afif(x, zi, q 
6, - D2V2fi > -bWf(x, ti, i?), 8, - D,V*t? 6 -bWf(x, ii, 0) (2.1) 
$‘I 2 cWf(x, ii, C), kc, < cWf(x, z&v*) ((6 x)EDT) 
and the boundary-initial inequalities 
B,[iil3O>B,[li], B*[i71 a 0 B B,C61 (Cc xl E ST) (2.2) 
qo, x) B uo(x) 2 qo, x), qo, x) 2 u&) 2 qo, x), 
@(O, x) z Q(X) 2 fi(O, x) (XEQ) 
(2.3) 
where D,= (0, T] x Q, S, = (0, T] x 8Q and T-c co is a constant which 
can be arbitrarily large. 
Here by a smooth function U = (u, u, W) we mean U, u and w are con- 
tinuous on [0, T] x 0 and once continuously differentiable in t E (0, T], 
and u and u are twice continuously differentiable in XEQ and possess nor- 
mal derivative on LU2 when o+(x) f0. 
Suppose upper-lower solutions 0, 8 exist and 0 B 0 > 0 on D,. Define 
Ml = suP{%(x? % r); (8, > 12, b3) Q (4 0, w) 6 (PI, P2, PA, x E Q} 
M*=suP{Wfv(X,~,U);(~,,~2,~~)Q(u,o,w)Q(P,,P2,P3),XEa~ 
(2.4) 
where (PI, p2, fix) is the least upper bound of (ii, u”, 15) and (B,, p2, b3) is 
the greatest lower bound of (6, 0, ti) on D,. Then by using 
($O’, p’o’ , w(O)) = (ii, 0, ti) and (-u(O), U(O), G(O)) = (a, 6, I?) as two initial 
iterations we can construct two sequences {iiCk’, L+~), @‘}, {_U@), tick’, Wtk’} 
from the following iteration processes: 
G(k) _ D v$-j’k’ + a~ jj(k) - I 1 1 - 
a[Ml~‘k-l)_W(k-l’f(~(k~l’,_D(k~l’)] 
~(k)-D2V2_U(k)+bM2y(k)=b[M2y(k~l)_~(k-l)f(~(k-1),Y(k~1))] (2.5) -I 
W(k’=CW(k-l’f(_U(k~l’,y(k~l’) , 9 k = 1, 2,... 
U(k)~D,V~_U(k’+u~I_U(kl=u[~1-U(k~1)_~(k-l’f(_U(k-1),~(k~1))] --f 
17~~’ - D2V2V’k’ + bM, U , (k’=b[M2~(k-l)_W(k~l’f(_U(k~1’,~(k-l))] (2.6) 
k = 1, 2,... 
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where we have suppressed the variable x in f: The boundary and initial 
conditions for both sequences are given by 
B, [u’“‘] = 0, B, [v’“‘] = 0 
dk’(O 9 x) = u,(x), dk’(O, x) = uo(x), W’k’(O, x) = we(x)* 
(2.7) 
It is clear that these two sequences are well defined and can be determined 
by solving an uncoupled linear initial boundary value problem. In fact, 
given the (k - 1)th iteration we can find the kth iteration { iiCk), MU, w’~‘) 
from the linear system (2.5), (2.7) and (U (k), CC“), WCk)} from (2.6) (2.7). 
With this construction we have the following existence-comparison result. 
THEOREM 2.1. Let 0 = (ii, 6, G), 0 E (~2, 0, ti) be upper-lower solutions of 
(1.1~( 1.3) such that 82 82 0 on B, and let { I!?~‘} = {tick), dk), I#~)}, 
{ v(k)} s (&! (k), UCk), WCk’} be the corresponding sequences determined from 
(2.5)-(2.7) with (z$~‘, v(O), w(O)) = (ii, 13, fi), (_u(‘), U(O), 15”‘) = (~2, fi, fi). 
Assume f satisfies (H 1). Then each of the sequences { Utk’}, { Vfk)} converges 
monotonically to a unique solution (u, v, w) of (l.l)-( 1.3). The monotone 
convergence of these sequences is in the following pointwise sense: 
ProoJ The proof is similar to the case of two coupled equations in [3] 
(see also [2]) and we give a sketch for the present problem of three 
equations as follows: Let (u*, u*, w*) = (tic’) - ii(l), _v(‘) --9(O), w(l) - w(O)). 
Then by (2.1) and (2.5) with k= 1, 
u~-D,V*U*+aM,u*=(ii,-D,V*il+u~~ii)-a[M,ii-wf(f,8)]~0 
vf - D,V*u* + bM,v* = b[M,B - Wf (ii, B)] - (I?,- D,V*D + b&IO) 2 0 
w:=cwf(ti,B)-&l>o. 
Since by (2.1), (2.7), 
B,[u*] =Bl[ii] 20, B,[o*] = -B,[O] 20 on S, 
u*(o, x) 2 0, u*(o, x) 2 0, w*(o, x) 2 0 in Q, 
we see from the maximum principle that (u*, v*, w*) > ((JO, 0) (cf. [s]). 
This shows the relation UC’)2 z?(l), P(~)<$‘), w(O) < w(l). Using the 
equations in (2.6) a similar argument gives _u(O) <_u(‘), -co) 2 v(l), w(O) 2 w(l). 
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Next let (u*, u*, w*) = (C”‘-U’~~, 6”) --_v”‘, W(i)- w”)). Then by (2.5), 
(2.6), (Hl) and the choice of M,, 
Uf *-D,V*u*+aM,u* 
= a[M, jjco) - w’OJf(fj(0), y(O))] - a[M,_u(O) - g’O)f(_u(0), fi(O))] 
= a[M,(jjco) -g(O)) + (G(O) - y(O)) f(_u(O), c(O)) 
+wo(f(-u 'O), fi'O')-f(@', p')) 
+!Yo(f(fi 'W, -'W-f(,'W > do’))1 
2 a[M,(ti’“’ --_u'O')+ @yf(JP', E(O))-f(ti'O), V'"'))] 2 0. 
The same reasoning gives 
v* - D,V*v* + bM,v* 2 0 , 
w:ao. 
In view of B,[u*] = B,[u*] = 0 and u*(O, x) = v*(O, x) = w*(O, x) = 0 it 
follows again that (u*, v*, w*) > (0, 0,O). The above conclusions ensure 
that 
(_u’O’, p(O), &ho)) < (g”‘, g(l), w(l)) < (U”‘, I?‘), w”‘) 
< (U ‘W, ‘W, ,‘OJ). 
By the usual induction argument we conclude that the sequences { Uk’}, 
{V’“‘} satisfy the monotone property (2.8). This property implies that 
( U’k’} and { V’k)} must converge to some functions U E (U, _v _w) and 
V= (_u, ii, W) as k + co. A standard regularity argument shows that both U 
and V are solutions of the problem (1.1 )-( 1.3). Since f satisfies a Lipschitz 
condition for (u, V)E [p,, b2] x [j?,, c2] the same argument as in [3] 
shows that U = V and is the unique solution. This proves the theorem. 
It is seen from Theorem 2.1 that under the condition in (HI) the 
problem (1.1 )-( 1.3) has a unique global solution if there exists a pair of 
upper-lower solution (0, 0) with 8 > 0 > 0. In order to construct such a 
pair of functions we make the following additional assumption onf: 
(H2):f(O, u) =f (u, 0) = 0 and f(u, u) > 0 for u > 0, v > 0. 
Notice that the functionf, given by (1.4) satisfies both (Hl) and (H2). 
THEOREM 2.2. Let f satisfy hypotheses (Hl ), (H2). Then the problem 
(l.l), (1.2), (1.3), including the Neumann problem (l.l), (1.2’), (1.3), has a 
unique global nonnegative solution (u, v, w). Zf, in addition, u. & 0, v. & 0, 
w. & 0 then (u, v, w) is positive in (0, T] x 52. In particular, the 
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Michaelis-Menton model with f = f. given by (1.4) has a unique nonnegative 
solution. 
Proof Let a,, a2 be any positive constants such that ai 2 u,(x), 
a2 > vO(x) and let p = cf (a,, a2). Choose 
U= (a,, az, w*), O=(O,O,O) 
where w* = w,,(x) e@. Then the functions (6, I?, G) = (a,, a*, w*), 
(a, D, ti) = (0, 0, 0) satisfy the boundary and initial inequalities (2.2), (2.3). 
It is easily seen by hypothesis (H2) that these functions also satisfy the dif- 
ferential inequality (2.1). Hence 0, 8 are upper-lower solutions and 
8 > 0 Z 0. The existence and uniqueness of a nonnegative solution follows 
from Theorem 2.1. Since the function f. given by (1.4) satisfies the con- 
ditions in (Hl ), (H2), the Michaelis-Menton model has a unique solution. 
The positivity of the solution (u, v, w) follows from the maximum principle. 
Remark 2.1. By replacing the differential system (1.1 t( 1.3) by a 
suitable finite difference system and using an analogous definition of upper- 
lower solutions as in Definition 2.1 it is possible to construct two similar 
monotone sequences which converge monotonically to a solution of the 
finite difference problem. The formulation of a discrete system and some 
related questions in relation to numerical solutions of reaction-diffusion 
equations will be explored in a subsequent investigation. 
3. NEUMANN BOUNDARY PROBLEM 
It is seen from Theorem 2.2 that when f satisfies (Hl ), (H2) and 
PI(x) = &(x) = 0 the time-dependent Neumann boundary problem (l.l), 
(1.2’), (1.3) has a unique nonnegative solution (u, v, w). For the 
corresponding time-independent problem, however, there are infinitely 
many steady-state solutions which are given in the forms (ci , c2, 0), 
(c,, 0, w,) and (0, c2, w,). Since these steady states are not isolated none of 
them can be asymptotically stable although they may be stable. (Here 
stability and asymptotic stability are in the usual sense of Lyapunov.) 
Hence it is desirable to know how these steady-state solutions are related 
to the asymptotic limit of the time-dependent solutions. The aim of this sec- 
tion is to show that.every time-dependent solution converges to one of the 
above steady states; the specific form and the exact value of (ci, c2) 
depends only on the spatial average of the initial function (u,, vO) and the 
constants a, b but is independent of the functionf: Here the spatial average 
g of a function g(x) is defined as 
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where 151) denotes the “volume” of Q. We first show that the spatial 
average (a, 0, &) of the solution as well as (u, v) converge to some constants 
as t-co. 
LEMMA 3.1. Let f satisfy (Hl ), (H2) and let (u, v, w) be the nonnegative 
solution of (l.l), (1.2’), (1.3). Then there exist nonnegative constants 
cl, c2, c3 such that 
lim (d(t), B(t), tit(t))= (cr, cl, cg). (3.1) 1-m 
Moreover, for each x E a, the limit of (u, v) as t + cc exists and 
lim (u(t,x),v(t,x))=~\~ (t2(t),~(t))=(c,,cz). (3.2) ,-CC 
Proof It is easily seen by integrating Eq. ( 1.1) and using the boundary 
condition (1.2’) that 
d’(t) = -a&, v, w)(t) 
V*‘(t) = -b&, v, w)(t) (3.3) 
W(t) = c&.4, v, w)(t) 
where prime (‘) denotes differentiation with respect to t and 
&, u, w)(t) = IQ w(t, x) f(46 xl, v(t, x)) dx. (3.4) 
Addition of the equations in (3.3) gives 
a-‘d’(t)+c-%‘(t)=b-‘O’(t)+c-l@‘(t)=0 (t 2 0). 




Since a, B, fi are nonnegative and by (3.3) s(t) is monotone nondecreasing 
in t the above relation implies that fi(t) converges to some constant c3 as 
t + co. It follows again from (3.5) that G(t), G(t) must also converge to 
some constants cl, c2 as t -+ co. This proves the conclusion in (3.1). 
To show the limit in (3.2) we let U = u - a, V = v - 6. Then U, V satisfy 
the respective quations 
U,-- D1V2U= -aq(t, x), 
V, - D,V* V = -bq( t, x), 
aujav=o, U(0, x) = t&)(x) - 8, 
(3.6) 
avjav = 0, V(0, x) = vo(x) - 0, 
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where q(t, x) = wf(u, u) - &IA, u, w). Consider the problem (3.6) for U. 
Since 
ja U(0, x) dx = jQ u,,(x) dx - (521 Go = 0 
j 
R 
4th xl dx = j ~(6 x)f(u(t, xl, u(t, x)) dx 
R 
-JszI P(‘(u, u, w)(r) =o 
an elementary eigenfunction expansion for the solution U implies that 
V(t, x) -P 0 as t + co (cf. [4,6]). This proves the result lim 
u(t,x)=limli(t)=c, as t+co. Similarly, V(t,x)+O as t-+co and thus 
lim v(t, x) = lim 8(t) = c2. This leads to the conclusion in (3.2). 
Using the result of Lemma 3.1 we now give the exact value of the 
asymptotic limit of the solution in the following. 
THEOREM 3.1. Let f satisfy (Hl), (H2) and let (u, u, w) be the non- 
negative solution of ( 1. 1 ), ( 1.2’), ( 1.3). Then 
6) ,‘{t (4~ xl, 46 x), +(t)) = (4, - (a/b) Q,, 0, %, + (c/b) 4~) 
when 12, > (u/b) 8,; 
(ii) )i; (u(4 x), ~(6 4, W)) = (0, (u/b) fro - I?,,, fro + (C/U) a,) 
when z& -=z (u/b) a,; and 
(iii) ,‘i+\ (u(l, x), v(t, x), G(t)) = (0, 0, +0 + (c/u) tia) 
when Q, = (a/b) Oo. In each case the integral 
exists and 
s omf(u(f, xl, 46 xl) dt p(x) (3.7) 
lim w(t, x) = wO(x) exp(cp(x)) (x E 0). (3.8) ,+‘X 
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Proof: By integrating the first equation in (3.3) over (0, I) and letting 
t -+ cc we obtain from Lemma 3.1, 
lim ’ A s F(u, u, w)(z) dz = (-a)-’ lim (h(t)- 6) = a--‘(&- c,). ,+cc I) I-T: 
This relation and the positive property of p(;(u, u, w) imply that 
lim s w(t,x)f(u(t,x),u(t,x))dx= lim ~(u,u, w)(t)=O. (3.9) t-02 Q f-a 
Since by (H2) and Lemma 3.1, 
limf(46 xl, 46 x)) =f(c,, cd 3 0 ast+cc 
and since w( t, x) is monotone nondecreasing in t we see from (3.9) that 
02 lim ,-roo h, 40, x).f-(u(t, xl, u(t, xl) = s, wo(x)f(c, 2 ~2) dx. 
It follows from the assumption w,,(x) +k 0 that f(ci, c2) = 0. By the 
hypothesis (H2) we must have either c, = 0 or c2 = 0. To find the exact 
value of c, or c2 we observe from (3.5) that 
a~‘ti(t)-b~‘8(t)=u~‘li,-b-‘0, (t>O). 
Letting t + co and applying Lemma 3.1 yields 
u-k, -b-+*=a-‘z&-b-‘&). (3.10) 
The above equation implies that c2 = 0 when aP’tiO - be%, > 0, for 
otherwise we would have -b ~ ‘c2 > 0 which is absurd. In view of (3.2), 
(3.10) we obtain 
,‘& (4~ xl, u(t, xl) = Cc,, 0) = (4 - (u/b) O,, 0). 
The above limit and (3.5) ensure that 
lim G(t) = G, + (c/b) 0,. 
I’CC 
This proves the result in (i). It is easily seen by the same argument that 
c,=O, c2=00-(b/u)z’i, when a -’ li,--bPIO,<O, and c,=c,=O when 
a-‘&, - bp ‘0, = 0. The conclusions in (ii) and (iii) follow again from 
Lemma 3.1 and (3.5). 
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To show the limit of w(t, x) in (3.8) we solve Eq. (1.1) for w yielding 
w(t, x) = we(x) exp x), u(r, x)) dT (3.11) 
Since lim G(t) = c3 as t -+ cc exists an integration of (3.11) over Sz and 
letting t -+ cc gives 
s we(x) exp R x), ~(t, x)) dT) = c3. 
This implies that the integral in (3.7) exists and is bounded whenever 
we(x) >O. The monotone nondecreasing property of w shows that 
lim w(t, x) as t + co exists and is given by (3.8). In the case of w,,(x) = 0 for 
some x E Q we consider the solution w*(t, x) of (1.1) with the same 
function f(u, v) but with the initial function w:(x) > 0 and w:(x) > we(x). 
Then w*(t, x) is given by (3.11) with w. replaced by w$ and thus 
w(t, x) 6 w*( t, x). Since w*(I, x) is uniformly bounded so is the solution 
w(t, x). It follows from the monotone nondecreasing property of w that 
lim w(t, x) as t + co exists and is given by (3.8). This completes the proof 
of the theorem. 
4. MIXED BOUNDARY PROBLEM 
When /Ii(x) & 0 the boundary condition (1.2) becomes either Dirichlet 
type (a;(x)-0) or mixed type (M:(X) f 0). In this situation the asymptotic 
behavior of the solution is quite different from the Neumann boundary 
problem. One reason for the difference is that all the steady-state solutions 
to (l.l), (1.2) for pi(x) $ 0 are in the form (0, 0, w,(x)), where w, can be 
any function. The aim of this section is to show that the time-dependent 
solution of (1.1 )-( 1.3) always converges to (0, 0, w,~) and w, = 
w. exp(cp(x)). To achieve this we apply the comparison result in Theorem 
2.1 by constructing an improved pair of upper-lower solutions compared to 
those given in Theorem 2.2. 
Consider the scalar initial boundary value problems 
$,- D,V*$=O (t>o, XE.0) 
$,-D,V*$+aM,$=O 
mJ1 =Na =o (r>O,xEaQ) 
(4.1) 
&o,x)=&o,x)=u,(x) (XEQ). 
In view of u0 >, 0 the solutions $,$ are nonnegative and 6 < 6 on R + x 0. 
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Similarly, by the nonnegative property of u0 the solutions 6, I+$ of the 
respective problems 
$, - D,V=$ = 0 (t>O,xESZ) 
I& - D,V=i+% + bM,$ = 0 
B2C$l= B2MI = 0 (t>O,xEasz) 
(4.2) 
$co, x) = $@I xl = uo(x) (XEQ) 
are also nonnegative and I$ > $ on R + x 0. Knowing the functions 8, $ we 
then find a solution 8 = 0(t, x) of the initial value problem 
0, = (cf(& ‘n) 4 qo, x) = w’)(x). (4.3) 
Using the above construction we now have the following result on the 
asymptotic behavior of the solution. 
THEOREM 4.1. Let pi(x) f 0 for i= 1, 2 and let (& $), (3, I+@, 8 be the 
respective solutions of (4.1) (4.2) and (4.3). Assume f satisfies (Hl), (H2). 
Then a unique nonnegative solution (u, v, w) to probfem (l.l), (1.2), (1.3) 
exists and satisfies the relation 
(6, $9 wo) < (4 0, w) G tW 3,@ (t>O,xd2). (4.4) 
Moreover, 
lim (u(t, xl, v(t, -xl, 46 xl) = (0, 0, w.,(x)) (4.5) f - 2 
and w,(x) = wO(x) exp(cp(x)) with p(x) given by (3.7). 
Proof: It is easily seen from the problems (4.1) (4.2) and (4.3) that the 
functions 8~ (& 3, 0), 0~ (0, 0,O) fulfill all the requirements in (2.1) 
(2.2) and 02 0. It follows from Theorem 2.1 that problem (1.1))(1.3) has 
a unique solution (u, v, w) such that 
(0, 0, 0) G (u, 0, WI d (& 3, 0). (4.6) 
To improve the lower bound of the solution we observe from the iteration 
process (2.5), (2.6) that the functions _u”‘, p”‘, _w”’ in the first iteration with 
(,‘O’, ,‘O’ , N(“) = (6, 0, 0) and (-u”‘, V”‘, W”‘) = (0, $, 0) are determined, 
respectively, from the equations 
y”‘- D,V=_U”‘+UM,_~ I ‘1’ = &f, u’o’ _ ,‘o’f’(p, ,-CO’) =() 
v”‘- D,V=_o”‘+ bM,#’ = bM2p’o’ - ,‘“‘,f(&o’, p’O’) = 0 -I 
wj” = CW’O’ f(_U’O’, ,‘O’) = 0. 
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The boundary and initial conditions for _u(‘), y(l), w”’ are given by (2.7). 
Since the first two equations (and the boundary condition) coincide with 
the equations in (4.1), (4.2) for 6 and I$ and since w(‘)(t, x) = wO(x) we con- 
clude from Theorem 2.1 that 
(u, u, w) > (_u(‘),_u(‘), w(l)) = (6, $, WJ. 
This proves the relation in (4.4). 
It is well known that for Dirichlet or mixed boundary condition (i.e., 
pi f 0) the solutions & $ of (4.1), (4.2) satisfy the respective bounds 
where Ki, C(~, i= 1, 2, are some positive constants. In view of (4.4) we have 
u(t, x) < K, eda”, u( t, x) < K2e-a2’ (4.7) 
which shows that U, u converge exponentially to zero as t + co. To com- 
plete the proof of the theorem we note by the mean value theorem and 
hypotheses (Hl), (H2) that ,f can be expressed as 
f(% u)=ft,(v,, 0) u+f,(O, v,)udK,u+K,u 
where 0 6 q, < U, 0 < qz 6 u, and K3, K4 are some positive constants. The 
above inequality and (4.6) imply that 
i‘ ‘f(u(z, x), U(T, x)) d~6 K(l --e-“‘) 0 (4.8) 
for some positive constants K, ~1. Since w(t, x) is monotone nondecreasing 
and is given by (3.11) we see from (4.8) that w is bounded from above by 
u’~ exp(cK). The nondecreasing property of w also ensures that lim w(t, x) 
as t + co exists and is given by the same form as in (3.8). This completes 
the proof of the theorem. 
Since the Michaelis-Menton model f=fo satisfies all the conditions in 
(Hl ), (H2), we immediately have the following conclusion. 
COROLLARY. The problem (1.1 )-( 1.3) withf=f, giuen by (1.4) has a uni- 
que nonnegative solution (u, v, w). This solution satisfies the results (i), (ii), 
(iii) and (3.8) in Theorem 3.1 when pi(x) ~0 on 22, and it satisfies the 
relations (4.4), (4.5) when pi(x) # 0 for some x E X2, i = 1, 2. 
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