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ABSTRACT 
The author provides a new characterization of inverse-positive matrices using 
positive splittings. It is shown that a matrix M is inverse-positive iff the spectral 
radius of all positive splittings is less than one. Then a single positive splitting is 
found, called a B-splitting, such that M is inverse-positive iff it allows for a 
B-splitting satisfying the spectral radius bound. 
1. INTRODUCTION 
Following the terminology in Schrijder (19611, we shall say that a square 
matrix A4 is inverse-positive if M-i exists and M-’ > 0. 
The problem of characterizing inverse-positive matrices has been exten- 
sively dealt with in the literature [see for instance Berman and Plemmons 
(1979, Chapter 513. Th e interest of this problem arises from the fact that a 
linear mapping F(x) = MX from R” into itself is inverse isotone iff M is 
inverse-positive [see Collatz (19521, where this result was first established, 
calling this type of matrices “monotone”]. In particular, this allows us to 
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ensure the existence of a positive solution for equation systems of the form’ 
Mx = d 
for any d E RF. 
One way of tackling this problem is that followed by Johnson (1979, 
1983), analyzing the possible sign patterns of a matrix which are compatible 
with inverse-positiveness. However, Johnson’s results enable one only to 
know when a square matrix is not inverse-positive. 
In a series of papers, Varga (19621, Schroeder (1961), Ortega and 
Rheinboldt (1967), and Price (1968) provided alternative characterizations of 
inverse-positive matrices by using specific types of splittings. Varga (1962) 
and Schroeder (1961) introduced the notion of a convergent regular splitting 
as one satisfying 
M=B-A, BP1 > 0, A > 0, B-*A convergent. 
Then Ortega and Rheinboldt (1967) showed that this requirement is equiva- 
lent to the existence of a convergent weak regular splitting, defined as 
follows: 
M=B-A, BP1 > 0, B-‘A 2 0, B-‘A convergent. 
Finally, Price (1968) proved the equivalence between inverse-positiveness 
and the convergence of any regular splitting and any weak regular splitting 
for Z-matrices. 
We shall consider in this paper positive splittings of a matrix M, that is, 
M=B-A, B>O, A>O. 
First, we characterize the inverse-positiveness of a matrix M in terms of 
an eigenvalue property satisfied by all positive splittings of M (Section 2). 
Then we look for a particular positive splitting (which we call a B-splitting) 
so that if the eigenvalue property is satisfied by such a splitting, then the 
same occurs for all positive splittings, and consequently the matrix M is 
‘Notice that in many applications the existence of semipositive solutions for that kind of 
systems turns out to be essential. That is the case, for instance, for some economics models 
where x represents quantities or prices. 
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inverse-positive (Section 3). Finally, it is shown that a matrix is inverse-posi- 
tive iff has a B-splitting satisfying the eigenvalue property (Section 4). Some 
additional properties and comments close the paper. 
The idea of using positive splittings (and B-splittings in particular) comes 
from an attempt at characterizing inverse-positive matrices in a way similar 
to that of inverse-positive Z-matrices. Indeed, any Z-matrix M (mij < 0 for 
all i # j) allows a positive splitting of the form M = B - A, where I3 = sZ, 
A > 0, s > 0 (this turns out to be a particular case of B-splitting). In this case, 
M is inverse positive iff p*(A) < s, or equivalently, p*(AB-‘) < 1, where 
p*(C) stands for the Perron-Frobenius eigenvalue of a matrix C > 0. 
Concerning vector inequalities, the following convention will be used: 
X>Y means that xj z yj, for all j; 
X’Y means x > y but x z y; 
x B- y means xj > yj, for all j. 
2. POSITIVE SPLITTINGS 
A splitting of a square matrix M = B - A where A > 0, B > 0 is called a 
positive splitting. Any matrix M can always be split as the difference of two 
positive matrices. Moreover, if we denote by M+ the matrix where 
m,: = mij 
if mij>,O, 
0 otherwise 
and M- = M+ - M, then all positive splittings of M can be written in the 
form 
M=(M++T)-(M-+T), 
T being any positive matrix. The next result characterizes inverse-positive- 
ness in terms of a property satisfied by all positive splittings. 
THEOREM 1. For a square nonsingular matrix M, the following condi- 
tions are equivalent: 
(a) M is inverse-positive. 
(b) For all positive splittings of M 
M=B-A, B>O, A>O, 
there exists v > 0, II* E [0, l[ such that Av = p*Bv. 
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Furthermore, if there exists u > 0 such that Au = /3Bu, then 
Proof. (a) + (b): Let M = B - A be a positive splitting of the matrix M. 
As M is inverse-positive, M-‘B > 0. So, by the Perron-Frobenius theorem 
there exist o E R;, cx E R + such that 
( M-‘B)u = au (1) 
As M-‘B=Z+M-‘A>Z, we know a > 1. Then, premultiplying (1) by M, 
we obtain 
Bv=aMu=a(Bz;-Au), 
that is, 
Take p* = 1 -l/a. Then Av = p*Bv and /.L* E [O, l[. 
(b) + (a): Let M-’ = (tij), and suppose there exists some tij < 0. Let 
Consider now the following positive splittings for the matrix M: 
where 
M=B-A, 
b,, = 
b if r#j, 
b+q if r=j, 
b and q being arbitrary positive numbers chosen in such a way that 
A=B-M>O. 
For these particular splittings, there exist p E [0, l[, v > 0 such that 
Av=pBv; 
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hence, 
Mv = (l-/.L)Bv. 
If w = Bv, we have 
M-lw = M--l& = 
1 
-v>o. 
l--/J 
On the other hand, 
(2) 
w,=b(v,+ ..* +vJ, k +j, 
wj=(b+q)(v’+ -.* +v,). 
So, if k + j, 
wk b _=- 
wj b+q 
By choosing q big enough, we can get 
b 1 
- - 
b+q< rZS+l’ 
Now, observe that the ith component of the vector M-'w is given by 
b b 
= wj(tjl )..., tij )..., tin)* - b+q ,..., l,..., 
b+q 
,<(tijlwj(s )..., -l,..., s). 
which is negative because of the choice of s and q, in view of (2). Therefore 
M-l> 0.' 
“Obviously, it is not necessary to ask for condition (b) to hold for any positive splitting, but 
only for those used explicitly in the proof of Theorem 1. 
50 
Let now p E R be such that 
(A - pB)u = 0, u > 0. 
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We have 
&fu=Bu-Au=(l-p)Bu; 
hence 
that is, u is an eigenvector associated to the eigenvalue l/(1- /3) for 
the matrix M-‘B, and since M-‘Bu > 0, u > 0, then l/(1 - /3)> 0. So 
l/(1 - j3) < a, since (Y is the Perron-Frobenius eigenvalue of matrix M-‘B, 
and 
We shall call p* the spectral radius of the positive splitting, in case it is 
defined. Notice that, if B is nonsingular and B-‘A > 0, then IL* coincides 
with the Perron-Frobenius eigenvalue of matrix B- ‘A. 
The next example shows that we cannot ensure the inverse-positiveness 
of M when condition (b) is satisfied for some positive splitting of M. 
EXAMPLE. Let M be the matrix 
If we take the positive splitting 
1 
-1 
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then, as B is nonsingular and 
with p* = i, this positive splitting satisfies condition (b). Nevertheless, 
which is not positive. 
In the next section we consider the existence of a particular positive 
splitting such that, if condition (b) is satisfied for it, then M is inverse-posi- 
tive. 
3. B-SPLITTINGS 
Theorem 1 provides a necessary and sufficient condition for inverse- 
positiveness of a square nonsingular matrix M. However, it involves all 
possible positive splittings. Here we shall select a particular type of positive 
splittings (by analogy with Z-matrices) so that, if a matrix allows for a single 
splitting of this type, satisfying the spectral radius condition, then M-’ 2 0. 
First we give the result for Z-matrices, and then we extend the class of 
matrices for which this result holds. 
THEOREM 2. Let M be a Z-matrix, and consider the positive splitting 
M=B-A, B=sI, SER,, Aa0 
Then the following conditions are equivalent: 
(a) M is inverse-positive. 
(b) /A* = /L*(AB - ‘> < 1. 
(c) There exists some x > 0 such that Mx >> 0. 
Cd) I - AB - ’ is a nonsingular M-matrix. 
(e) AB- ’ is convergent. 
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The proof of this theorem can be found in Berman & Plemmons (1979, 
Chapter 6). In order to generalize this result, let us define Z*-matrices as 
those square matrices having a positive regular splitting, i.e., 
M=B-A, B>O, A>O, B-‘>O. 
The following result is then obtained. 
THEOREM 3. Let M be a Z*-matrix, and consider a positive regular 
splitting M = B - A. Then the following conditions are equivalent: 
(a) M is inverse positive. 
(b) /L* = /_L*(AB-‘) < 1. 
(c) There exists some x > 0 such that Mx x=- 0. 
Proof. If M is a Z*-matrix, then it can be split in the form 
M=(I-AB-‘)B, 
and, as B-’ > 0, M is inverse-positive iff I - AB-’ is inverse-positive. As 
I - AB- ’ is a Z-matrix, the result follows from the above theorem. n 
REMARK. If a matrix M has a positive regular splitting, then 
M=(Z- AB-l)B, 
where B and B- ’ are positive matrices. Then, B is a diagonal matrix (or a 
permutation of a diagonal one>, and therefore M is a Z-matrix up to 
permutation. The next definition introduces the notion of B-splitting as an 
extension of positive regular splittings for Z*-matrices. 
DEFINITION 1. A positive splitting M = B - A of a square matrix M is 
said to be a B-splitting if B is nonsingular and 
(a> Bx > 0 + Ax > 0; 
(b) for all x E R”, 
M ( 1 B X80 -+ x 80. 
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Notice that any Z-matrix, or Z*-matrix, has a B-splitting. Nevertheless, 
the converse is not true.3 Condition (a) in Definition 1 is equivalent to 
AB-’ > 0 (see Mangasarian, 1971). For those matrices allowing B-splittings, 
the following result holds: 
THEOREM 4. Let M be a square matrix such that M = B - A is a 
B-splitting. Then the following conditions are equivalent: 
(a) M is inverse-positive. 
(b) p*=p*(AB-‘)<l. 
(c) There exists some x > 0 such that Mx >> 0. 
Proof. (a) -+ (c): Obvious. 
(c)+(b): Notice that, in case M allows a B-splitting, 
M=(Z-AB-‘)B 
and, as there exists x > 0 such that Mx = y * 0, we know that 
(I-AB-‘)z>O for z = Bx > 0. 
As Z - AB-’ is a Z-matrix, this condition implies 
p*( AB-‘) < 1. 
(b) + (a>: Let x E R” such that Mx 2 0. Then 
Mx=(Z-AB-‘)Bx>O 
As (Z - AB- ‘)- 1 2 0 [by (b), Z - AB- ’ being a Z-matrix], it follows that 
(I-AB-‘)-‘Mx=Bx>O. 
3Example: The following matrix allows a B-splitting, but it is not a Z-matrix or a Z*-matrix: 
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So, by condition (b) for B-splitting, x 2 0. Then M is monotone, and so M is 
also inverse-positive.4 W 
4. THE MAIN RESULT 
The next theorem characterizes inverse-positive matrices in terms of 
B-splittings. 
THEOREM 5. For a square matrix M, the following conditions are equiva- 
lent: 
(a) M is inverse-positive. 
(b) M allows a B-splitting M = B - A such that p* < 1. 
Proof. (b) + (a) is Theorem 4. 
(a)+(b): First notice that in case M is inverse-positive, then for any 
positive splitting of matrix M, M = B - A, we have p* < 1 (by Theorem 1). 
Moreover, Mx > 0 implies x >, 0, and the second condition of B-splitting 
holds. 
Consider now the vector y = (1,. . . , l)M- ’ > 0, and let 
1 
zj= )3y,+# 
for 0 > 0 
We construct the matrix 
( 
v1 ... v, 
T= . . . . . . . . . . . 20. 
v1 *a* 0” I 
For the matrix T, p*(T) = Cu, < 1. Therefore, the Z-matrix Z - T is 
inverse-positive and 
(z-T)-‘= z+T+T2+ ..*. 
40bviously, for those matrices allowing a B-splitting, any other equivalent condition for 
inverse-positiveness of the Z-matrix I - AB -’ can be added to those in Theorem 2. 
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(I-T)-lM=M+$E, 
where 
E=(eij), eij = 1 for all i,j. 
Then choose 0 > 0 such that l/@ > maxi,jlmijl. 
For such 0, we have (I - T)-‘M 2 0. Now let 
B=(I-T)_lM, 
A=TB; 
then M = (I - T)B = B - TB = B - A is a positive splitting. By construction, 
AB-’ = T >, 0. Then, this produces a B-splitting of the matrix M. n 
5. FURTHER RESULTS 
In Section 4 a new characterization of inverse-positive matrices 
was established, in terms of a particular type of positive splittings (B-split- 
tings). As is the case in the aforementioned works of Varga, of Ortega and 
Rheinboldt, etc., an important problem still remains: how to identify, by a 
simple method, if a matrix has a B-splitting. However, some additional 
results can be obtained by using B-splittings to characterize inverse-positive- 
ness. 
The next result gives a positive splitting that shows when a matrix is 
inverse-positive. 
THEOREM 6. For a square matrix M, the following conditions are equiva- 
lent: 
(a) M is inverse-positive. 
(b) The positive splitting of M 
M=B-A, 
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where A = kE, B = M + kE, k = lmin mijl, is a B-splitting of M such that 
pL” < 1 (E is the matrix, with all entries equal to 1, used in Theorem 5). 
Proof. (b) + (a) holds by Theorem 4. 
(a)+(b): The second condition for B-splitting is deduced from the 
inverse-positiveness of the matrix M. Moreover, from Theorem 1, we obtain 
that CL* < 1. It only remains to prove that the first condition for B-splitting is 
satisfied: 
Let us suppose that there exists some x E R” such that 
Br > 0 and Ax > 0. 
Then 
which implies Xxi < 0 and Ax < 0. Now, 
Mx=Bx-Ax>>0 
and, by the inverse-positiveness of M, x z+ 0, which contradicts Xxi < 0. n 
The next theorem provides a condition for the identification of those 
matrices which do not allow a B-splitting. 
THEOREM 7. Let M be a square n x n matrix, and let Kj be the 
polyhedral cone generated by the n - 1 columns of M 
Kj = K(Cl,...,Cj_,,Cj+l,“‘,C”)’ 
where ck stands for the kth column of M. Then, if there exists some j such 
that 
K,nint(R;) Z0, 
M does not allow a B-splitting. 
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Proof. Suppose that there exists some d E R”, d F+ 0, and, without 10s~ 
of generality, d E K 1; then 
d = a2c2 + . . . + a,~,, ak E R,. 
Let now 
then x’>O,and MxO=dsO. 
There exists yi E R, y1 < 0, such that 
Mx’ B 0, where xl=(y,,(Y, )..., qJt. 
Consider now a positive splitting of M, 
M=B-A, Baa, A&00. 
Then B=M+A>M, and Bx”>Mxo>>O. Again one can find z,<O, 
z, E R, such that 
Bx” > 0, where X2 = (zl,aye ,...) Cy,)! 
Taking cyi = min{yr, .zi} and x = (ai, (ye,. . . , c~,)~, 
Mx >> 0, Bx ~0, and x&O. 
Then M has no B-splitting. n 
This result provides a criterion which allows the identification of those 
matrices which are not inverse-positive. In particular, if M has a strictly 
positive column, then the inverse, when it exists, is not positive (if M has a 
strictly positive row, we can reason with M’ in order to reach the same 
conclusionX5 
‘This particular property was obtained in Johnson (1983) by means of the analysis of matrix 
sign patterns. 
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