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Version abrégé
Le moteur piézoélectrique à onde progressive possède d’excellentes caractéristiques. Le fort couple
de maintient sans alimentation, le couple élevé à basse vitesse (favorisant les entraînement directs), l’ab-
sence de champs magnétiques parasites, ainsi que son fonctionnement silencieux et sa petite taille font
de ce moteur un actionneur idéal.
La diversité des phénomènes physiques mis en jeu a conduit, dans des recherches précédentes, au
développement de nombreux modèles, reposants notamment sur l’identification de schémas électroma-
gnétiques équivalents ou sur l’exploitation de modèles théoriques basés sur des approches numériques de
type éléments finis. Ces méthodes de modélisation demeurent peu pratiques pour l’exploitation du mo-
dèle dans la conception d’algorithmes de commande optimaux. Dans cette optique, nous proposons dans
cette thèse une modélisation efficace du moteur piézoélectrique à onde progressive avec des hypothèses
simplificatrices pertinentes garantes de résultats utilisables et de temps de calcul raisonnables.
L’identification et la validation du modèle analytique a été effectuée en comparant les caractéristiques
mesurées (par rapport aux trois grandeurs de commande possibles : amplitude, fréquence et déphasage
des deux tensions de phase) avec celles obtenues en simulation dans le cas particulier du moteur SHINSEI
USR60. Cela a été possible grâce à la réalisation d’une plate-forme d’essai modulaire.
Des caractéristiques de contrôle fortement non-linéaires et des paramètres du moteur variants avec le
temps dues aux dérives thermiques, comme par exemple la fréquence de résonance, rendent difficile la
conception d’un algorithme de commande capable d’exploiter, dans différentes conditions de fonction-
nement, le potentiel du moteur. Nous introduisons dans cette thèse un contrôle inédit garantissant une
réponse en boucle fermée indépendante du point de fonctionnement du moteur. De plus l’algorithme de
contrôle proposé permet de contourner les discontinuités de comportement typiques de ces moteurs avec
une puissance informatique très raisonnable.
Une extension importante dans la gamme des applications des actionneurs piézoélectriques est en-
fin proposée dans la dernière partie de cette thèse. Il s’agit de la réalisation d’une interface haptique à
retour d’effort à un degré de liberté compatible aux environnement IRMf (imagérie par résonance ma-
gnétique fonctionnelle). La possibilité d’utiliser une interface robotique dans un environnement IRMf,
permettra aux neurologues d’étudier le fonctionnement du cerveau lorsque le patient interagit avec des
environnements dynamiques virtuels. Dès lors, un tel système pourrait devenir un outil important dans
la recherche neurologique et la rééducation. Il y a cependant un problème important pour des systèmes
mécatroniques fonctionnant dans un environnement IRMf : les actionneurs couramment utilisés en robo-
tique ainsi que les matériaux conventionnels interfèrent avec le champ magnétique présent à l’intérieur
du scanner IRMf. La perturbation des images et un mal fonctionnement de l’équipement seront des
conséquences non tolérables. Chaque composant du prototype développé a été conçu et optimisé dans
l’optique de compatibilité à l’environnement IRMf. En particulier le moteur piézoélectrique, grâce à ses
caractéristiques intrinsèques (immunité aux champs magnétiques élevées et absence de champs magné-
tiques parasites), a été retenu comme l’actionneur optimal pour notre application.
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Abstract
Piezoelectric motors are resonant vibromotors. They represent a new actuator generation in the field
of servo-drives. In particular, the travelling wave ultrasonic motor presents a high torque at low speed,
a zero speed torque without feeding, low sensitivity to electromagnetic disturbances as well as being a
more compact solution if compared to conventional electromagnetic motors.
Much researches has been performed by others to determine an analytical model based on the iden-
tification of an electromagnetic equivalent circuit or on exploitation of a theoretical model based on
numerical approaches, which use finite elements methods. While leading to satisfactory analysis, these
modeling methods can hardly be exploited in the design of control algorithms. Indeed, they require consi-
derable processing resources to generate and visualize the results. For this reason, we introduce in this
thesis, an analytical model that is easily adaptable to operational applications and control techniques. The
proposed analytical model has been validated by comparing measured characteristics with those obtained
in simulations, which was possible thanks to the realization of a modular test bench.
The travelling wave ultrasonic motor is characterized by strong non-linearity. It also depends highly
on the wear state of the materials, which is difficult to model, and on the contact surface between sta-
tor and rotor. In addition, the mechanical resonance frequency experiences drift due to the variations
of temperature. These considerations of strong non-linearities and parameter sensitivities of the motor
represent a challenge for the study and design of an efficient and robust control strategy. We introduce
with this thesis a new control approach that guarantees a closed loop response which is independent of
the motor operating point. Moreover, the proposed control method allows to avoid the discontinuities
typically present with this type of actuator with a very reasonnable hardware requierments.
Finally, an important extension in the product range of the piezoelectric actuators is proposed in
the last part of this thesis. It acts to develop an fMRI (functional Magnetic Resonance Imaging) com-
patible haptic interface with one degree of freedom. The use of a robotic interface in conjunction with
an fMRI environment would enable neuroscientists to investigate the brain mechanism used to perform
tasks with arbitrary dynamics, and could become a critical tool in neuroscience and rehabilitaiton. There
is, however, a major problem for robot working within an fMRI environment : conventional actuators
and materials interfere with the strong permanent magnetic field and the fast switching magnetic field
gradients. Consequently, non-ferromagnetic materials must be used to avoid forces on the device itself,
that can compromise its performance and may result in hazardous conditions for the patient or the me-
dical staff. In addition, the materials should be non-conducting to avoid the generation of eddy currents.
The travelling wave ultrasonic motor was used because it provides benefits compared to the conventio-
nal electromagnetic actuators. Non-ferromagnetic piezoelectric ceramic material is used and as a result
motor operation is not affected by the presence of the strong magnetic fields ecountered in the clinical
scanners.
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Chapitre 1
INTRODUCTION
L’utilisation d’actionneurs piézoélectriques spécifiques capables de générer un mouvement de rota-
tion ou de translation a donné naissance à une nouvelle génération de moteurs électriques : les moteurs
piézoélectriques. Leur principe de fonctionnement repose sur la conversion par friction d’une vibration
mécanique (souvent ultrasonore) du stator, en un mouvement continu du rotor. La déformation de la
structure élastique (stator) est induite au moyen de céramiques piézoélectriques. Ces dernières ont la
propriété de subir une déformation lorsqu’elle sont sous l’action d’un champ électrique (effet piézoélec-
trique inverse).
La première apparition de ce genres de moteur date de 1973 grâce aux travaux effectués par H.V.
Barth. Mais l’étape fondamentale est franchie en 1982 quand T. Sashida développe le moteur piézo-
électrique à onde progressive. Cette nouvelle invention aboutit, dès 1987, à la commercialisation de la
première gamme de moteurs piézoélectriques par la société japonaise Shinsei.
Le moteur piézoélectrique représente un intérêt certain pour l’industrie grâce à ses caractéristiques
très spécifiques qui le différencient des moteurs électromagnétiques classiques. En effet, son rapport
couple/masse élevé, son couple de maintien sans alimentation, l’absence de champs magnétiques pa-
rasites, une dynamique de positionnement élevée et l’absence de bruits audibles de fonctionnement le
rendent très intéressant à étudier et à développer. La méthodologie de développement que nous avons
adoptée est illustrée graphiquement à l’aide de la figure 1.1. Quatre étapes fondamentales seront donc
étudiées au long de notre travail de recherche : modélisation, identification, plate-forme d’essai et com-
mande.
1.1 Objectifs
Le développement d’un modèle analytique fidèle se révèle une tâche très complexe, à cause du prin-
cipe de fonctionnement basé sur des oscillations mécaniques à haute fréquence et sur l’exploitation des
forces de frottement à l’interface stator/rotor. En effet les forces de frottement, responsables de la créa-
tion du couple moteur, dépendent de paramètres tels que l’état de surface, l’usure et l’humidité, qui les
rendent difficilement quantifiables. Notre objectif est de développer un modèle efficace en faisant des hy-
pothèses simplificatrices pertinentes garantes de résultats utilisables et de temps de calcul raisonnables.
Si cette approche nous éloigne forcément de l’idée de modèle analytique décrivant de manière précise
le fonctionnement du moteur, comme les résultats expérimentaux le montrent, elle permet de prendre
en compte le comportement essentiel de l’actionneur, condition nécessaire et suffisante pour le dévelop-
pement d’une stratégie de commande. L’identification des différents paramètres du modèle analytique
et l’analyse des résultats expérimentaux obtenus grâce à la réalisation d’une plate-forme d’essai nous
permettent de valider le modèle analytique développé.
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FIG. 1.1 – Plan de recherche
Le moteur piézoélectrique à onde progressive présente des caractéristiques de contrôle fortement
non-linéaires variant avec le temps ; le but est donc de développer un algorithme de commande perfor-
mant et robuste qui soit capable d’exploiter, dans différentes conditions de fonctionnement, le potentiel
du moteur. Ce travail de thèse propose un algorithme de contrôle garantissant une réponse en boucle fer-
mée indépendante du point de fonctionnement du moteur, qui de plus permet de contourner les disconti-
nuités de comportement de ces moteurs avec une puissance informatique très raisonnable. Ce résultat a
été possible grâce à l’excellente modélisation et validation décrites au paravent
Les actionneurs piézoélectriques ne trouvent en principe pas de limitation à la miniaturisation si on
les compare aux moteurs électromagnétiques, où on se heurte à des limites dues à la saturation magné-
tique des matériaux. La nécessité d’employer un capteur de vitesse constitue, avec son encombrement,
une limitation externe dans le franchissement d’étapes ultérieures étapes dans la miniaturisation des ac-
tionneurs piézoélectriques. C’est donc pour des raisons économiques et d’encombrement que nous avons
aussi évalué la possibilité de commander le moteur sans capteur de vitesse, en le remplaçant par des
méthodes d’estimations.
Enfin, comme exemple d’application de ce type d’actionneur, nous avons développé une interface
haptique à retour d’effort utilisée pour la recherche en neurosciences. La possibilité d’utiliser une inter-
face robotique dans une salle d’imagerie par résonance magnétique fonctionnelle (IRMf), permettra aux
neurologues d’étudier le fonctionnement du cerveau lorsque le patient interagit avec des environnements
dynamiques virtuels (interfaces haptiques à retour d’effort). Dès lors, un tel système pourrait devenir
un outil important dans la recherche neurologique et la rééducation. Il y a, cependant, un problème im-
portant pour des systèmes mécatroniques fonctionnant dans un environnement IRMf : les actionneurs
couramment utilisés en robotique ainsi que les matériaux conventionnels interfèrent avec le champ ma-
gnétique présent à l’intérieur du scanner IRMf. La perturbation des images et un mauvais fonctionnement
de l’équipement seront les effets non tolérables. Grâce aux caractéristiques du moteur piézoélectrique à
onde progressive qui sont notamment l’immunité aux champs magnétiques élevés et l’absence de champ
magnétique parasites, nous avons utilisé cet actionneur dans le développement d’un prototype d’inter-
face haptique à retour d’effort à un degré de liberté compatible à l’environnement IRMf. Le système
développé présente des améliorations importantes par rapport à des systèmes existants qui utilisent un
concept de transmission hydrostatique. Grâce à l’utilisation d’actionneurs piézoélectriques, des solutions
plus compactes et des constructions mécaniques plus simples peuvent être conçues. Ainsi, le développe-
ment de systèmes à plusieurs degrés de liberté sera facilité.
1.1 Objectifs 3
Nous pouvons enfin mettre en évidence l’aspect interdisciplinaire de cette thèse, résultant de la fusion
de trois domaines tels la mécanique, l’électronique et l’informatique, qui nous a permis de développer ce
que l’on peut qualifier comme un système mécatronique.
Le rapport est divisé en huit chapitres. Après une introduction au phénomène de la piézoélectricité,
dans le chapitre 2, nous examinons dans le chapitre 3 le principe de fonctionnement des moteurs pié-
zoélectriques ainsi que leur histoire. De plus une méthode de classification est proposée de manière à
situer le moteur piézoélectrique à onde progressive qui fait l’objet de ce travail de thèse. Le chapitre 4 est
consacré au développement du modèle analytique qui nous servira de base dans la conception de la stra-
tégie de commande. L’identification et la validation du modèle seront détaillés dans le chapitre 5 avant de
passer à l’étude de l’algorithme de contrôle dans le chapitre 6. Des éléments de commande sans capteur
de vitesse sont aussi présentés au chapitre 6. Enfin, le chapitre 7 est consacré à la réalisation d’un système
robotique à retour d’effort, qui de fait propose une extension importante de la gamme d’application des
actionneurs piézoélectriques vers des interfaces haptiques compatibles IRMf.
4 INTRODUCTION
Chapitre 2
PHENOMENE DE
PIEZOELECTRICITE
L’origine du mot piézoélectricité dérive du grec "Piézo" qui signifie pression. La piézoélectricité est
une propriété basée sur la capacité de certains cristaux de générer un champ électrique lorsqu’ils sont
soumis à une pression mécanique externe ; on parle alors d’effet piézoélectrique direct. Par contre, ces
mêmes cristaux subissent une déformation sous l’action d’un champ électrique ; c’est l’effet piézoélec-
trique inverse.
2.1 Histoire
La première démonstration expérimentale de l’existence d’un lien entre les phénomènes piézoélec-
triques macroscopiques et la structure cristallographique a été publiée en 1880 par Pierre et Jacques
Curie. L’expérience consistait en la mesure des charges électriques accumulées à la surface des cristaux,
comme par exemple le quartz, lorsqu’ ils étaient soumis à un effort mécanique. Ces résultats furent un
crédit à l’imagination des frères Curie et à leur persévérance en considérant les moyens rudimentaires
avec lesquels ils étaient obligés de travailler. Dans les milieux scientifiques de l’époque, cet effet fut
considéré presque comme une "découverte", et rapidement nommé "piézoélectricité", afin de le distin-
guer d’autres phénomènes tels que "l’électricité de contact" (électricité statique due au frottement) et
la "piroélectricité" (électricité générée par les cristaux, due à leur échauffement). Toutefois, les frères
Curie n’ont pas prédit que les cristaux qui exhibaient l’effet piézoélectrique direct (électricité en réponse
à l’application d’un effort mécanique) auraient aussi exhibé l’effet piézoélectrique inverse (déforma-
tion en réponse à l’application d’un champ électrique). Cette propriété fut déduite mathématiquement
à partir des principes fondamentaux de la thermodynamique par Lippmann en 1881. Les Curie confir-
mèrent immédiatement l’existence de l’effet inverse et continuèrent les travaux dans le but d’obtenir une
preuve quantitative de la réversibilité complète des déformations dans les cristaux piézoélectriques. A ce
moment, après seulement deux années de travail interactif au sein de la communauté scientifique euro-
péenne, le noyau scientifique des applications piézoélectriques fut créé. Le but était l’identification des
cristaux piézoélectriques basée sur la structure asymétrique du cristal. En effet, en regardant la struc-
ture symétrique du cristal représenté à la figure 2.1 on peut voir que, si l’application d’une contrainte
engendre une déformation du matériau, elle n’induit pas le déplacement des barycentres des charges po-
sitives et négatives ; la polarisation résultante est donc nulle. Au contraire, dans le cristal de la figure 2.2,
la déformation entraîne un déplacement des barycentres et une polarisation Po apparaît.
Pendant les 25 années suivantes (jusqu’en 1910), le groupe de travail arriva à établir définitivement
les 20 catégories de cristaux naturels dans lesquels les phénomènes piézoélectriques sont présents et à dé-
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FIG. 2.1 – Cristal possédant un centre de symétrie
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FIG. 2.2 – Cristal ne possédant pas de centre de symétrie. Le barycentre des charges se déplace, créant
une polarisation Po
finir les 18 coefficients piézoélectriques au niveau macroscopique. En 1910 le livre "Lehrbuch der Kris-
tallphysik" de Voigt [1] fut présenté et devint vite le document de référence qui regroupait la totalité des
résultats obtenus par la recherche jusqu’à ce moment. Toutefois, le monde ne donnait pas encore la juste
attention à la piézoélectricité mais privilégiait des domaines comme l’électromagnétisme qui à l’époque
était en train de générer une nouvelle technologie avec la production de machines extraordinaires. Les
outils mathématiques nécessaires à la compréhension de la piézoélectricité étaient complexes et aucune
application visible au grand public n’était encore disponible. Les premières applications sérieuses des
dispositifs piézoélectriques ont été expérimentées pendant la Première Guère Mondiale : en 1917. P.
Langevin et des collègues français ont commencé le perfectionnement d’un dispositif sous-marin à ul-
trasons dans le but de mesurer la distance entre des objets (sonar). Leur transducteur était composé d’un
empilement de cristaux de quartz collés entre deux plaques d’acier ; la structure avait une fréquence de
résonance de 50[kHz]. Grâce à ce mécanisme, ils réussirent à mesurer la profondeur de l’océan. En émet-
tant un signal à haute fréquence et en mesurant l’intervalle de temps entre l’émission et la réception du
signal réfléchi par le fond de l’océan on arrive, en connaissant la vitesse de propagation des ondes sonores
dans l’eau (qui est cinq fois plus élevée que dans l’air), à déterminer la profondeur de l’océan. L’impor-
tance stratégique de leur dispositif n’est pas passée inaperçue par les grandes nations industrialisées et
depuis, le développement des transducteurs, des circuits, des systèmes et des matériaux pour le sonar n’a
pas connu d’arrêt. Le succès du sonar a permis de stimuler une intense activité de développement de tous
les genres de dispositifs piézoélectriques. Parmi les exemples de cette activité on peut citer le premier
oscillateur électronique stabilisé par un cristal de quartz réalisé par Walter G. Cady en 1918. Ce dernier
a établi le schéma électrique équivalent du résonateur piézoélectrique. L’utilisation de l’électronique as-
sociée à ces effets piézoélectriques à permis la génération de fréquences électriques, donc d’échelles de
temps, extrêmement stables ; c’est ainsi que dans les années trente les irrégularités de rotation de la terre
ont été démontrées. De plus, de nouvelles gammes de capteurs de vibrations, d’accélérations, etc. ont été
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commercialisées, permettant ainsi de quantifier des grandeurs précédemment impossibles à mesurer. Il
est toutefois important de se rappeler que les matériaux disponibles à cette époque limitaient la presta-
tion de n’importe quel dispositif et par conséquent aussi son exploitation commerciale. C’est pendant la
Deuxième Guère Mondiale qu’aux États Unis, au Japon et en Russie, des groupes isolés de recherche qui
étaient en train de travailler sur le développement des matériaux employés pour la fabrication des conden-
sateurs, ont découvert que certaines céramiques (obtenues par synthèse de poudres d’oxydes métalliques)
présentaient des constantes diélectriques jusqu’à cent fois supérieures aux cristaux communs. La même
classe de matériaux a été ultérieurement sélectionnée dans le but d’obtenir les mêmes améliorations pour
ce qui concerne les propriétés piézoélectriques. La découverte de la céramique piézoélectrique, qui est
facilement réalisable avec des caractéristiques stupéfiantes, a eu comme conséquence la renaissance de
la recherche et du développement des dispositifs piézoélectriques jusqu’à nos jours.
2.2 La céramique piézoélectrique
Les céramiques constituent la partie la plus importantes des transducteurs piézoélectriques. Elles
peuvent convertir des grandeurs mécaniques, comme la pression ou l’accélération, en quantités élec-
triques ou, à l’inverse, convertir des signaux électriques en mouvements ou oscillations mécaniques. Les
céramiques piézoélectriques sont utilisées dans une vaste gamme d’applications et recouvrent une large
bande fréquentielle. Dans les capteurs, elles permettent la conversion des forces, des pressions et des ac-
célérations en signaux électriques. Tandis que dans les actionneurs, elles permettent la transformation de
tensions électriques en déformations mécaniques. Si des lamelles de quartz sont encore utilisées pour la
fabrication de résonateurs en électronique, les matériaux utilisés pour les actionneurs sont le titanate de
barium et des alliages de plomb, les oxydes de titane et de zirconium (couramment appelés céramiques
piézoélectriques PZT). D’un point de vue quantitatif, les déformations sont de l’ordre de 400[pm] sous
une tension de 1[V ]. La fabrication de céramiques piézoélectriques est réalisée à partir de poudres [2],[3].
A côté de la phase de polarisation qui sera décrite dans la suite du chapitre, une phase de frittage, visant
à souder entre eux les grains, se fait sous contraintes axiales afin d’améliorer la tenue mécanique et de
diminuer la porosité. Les matériaux se conditionnent enfin sous la forme de film, de disque, de bâtonnet
de section carrée ou circulaire. Le schéma de la figure 2.3 permet de résumer la procédure de fabrication
des céramiques piézoélectriques.
Préparation 
des poudres
Pressage Brulâge
Frittage sous 
contrainte à 
1200 °C
UsinageMétallisationPolarisation
FIG. 2.3 – Fabrication des céramiques piézoélectriques [2],[3]
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2.3 Polarisation
La céramique piézoélectrique est composée d’un très grand nombre de minuscules domaines cris-
tallins qui sont orientés aléatoirement. A ce stade, l’effet piézoélectrique n’est pas, ou très peu présent
puisque la somme des moments dipolaires s’annule. L’opération par laquelle la céramique est rendue
piézoélectrique s’appelle polarisation. Elle consiste à soumettre la céramique à un champ électrique suf-
fisamment intense pour aligner tous les dipôles, ceci à une température proche de la température de
Curie. La céramique est ensuite refroidie, toujours en présence du champ électrique. Finalement, lorsque
le champ électrique est supprimé, les dipôles conservent leur position dans chaque domaine cristallin.
Cette séquence de polarisation est schématisée à la figure 2.4.
(+)
(-)
Po Po
a) orientation aléatoire des 
domaines cristallins avant 
polarisation
b) Phase de polarisation 
sous un champ électrique 
continu E
c) Polarisation rémanente Po
après avoir supprimé le champ 
électrique E
E
FIG. 2.4 – Dipôles électriques dans une céramique piézoélectrique : a) avant polarisation b) durant la
phase de polarisation c) après polarisation
Le champ électrique définit la direction et le sens de la polarisation. Ces deux valeurs sont conservées
tant que :
– la température reste inférieure à la température de Curie, de 150 à 450˚C selon les composition de
la céramique ;
– le champ électrique est inférieur au champ de dépolarisation, de 500 à 5000 [V/mm] à température
ambiante ;
– les contraintes mécaniques sont au-dessous d’une certaine limite, qui varie beaucoup d’un maté-
riau à l’autre. Elle est généralement comprise entre 25 et 200 [Mpa] ;
2.4 Relations piézoélectriques
La caractérisation systématique des propriétés électromécaniques des milieux piézoélectriques est
fondée sur une représentation tensorielle du couplage entre les systèmes électrique et mécanique. Cette
approche s’impose notamment à cause de l’anisotropie inhérente aux céramiques piézoélectriques. Les
grandeurs locales macroscopiques, généralement choisies comme variables mécaniques et électriques
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dans les milieux continus, sont, respectivement, les tenseurs de déformation et de contraintes, de compo-
santes S et T, et les vecteurs du déplacement électrique D et du champ électrique E (voir Tableau 2.1).
D [C/m2] Déplacement électrique Vecteur colonne 3*1
E [V/m] Champ électrique Vecteur colonne 3*1
S [m/m] Déformation mécanique relative Vecteur colonne 6*1
T [N/m2] Contrainte Vecteur colonne 6*1
TAB. 2.1 – Variables mécaniques et électriques
Dans un solide élastique soumis à une contrainte T , la déformation S vaut :
S = s T (2.1)
où s est la souplesse (inverse du module de Young), exprimée en [m2/N]. D’autre part, dans un
diélectrique soumis à un champ électrique, on a l’équation 2.2.
D = ε E (2.2)
Où ε est la constante diélectrique du milieu en [Cm/V ]. Dans un milieu piézoélectrique les effets
mécaniques et électriques s’influencent mutuellement. Cette situation est résumée grâce aux équations
2.3 et 2.4. Il s’agit respectivement de l’effet piézoélectrique direct et inverse.
∂D
∂T 6= 0 (2.3)
∂S
∂E 6= 0 (2.4)
Avec une bonne approximation, cette interaction peut être décrite par des relations linéaires entre
les quatre variables D, E, S et T, dont deux seulement sont indépendantes. Le choix des variables in-
dépendantes, l’une mécanique et l’autre électrique, est arbitraire. Ainsi, en choisissant par exemple les
variables intensives (T et E) comme couple de variables indépendantes, les propriétés piézoélectriques
de la matière se traduisent, à température constante, par les équations 2.5 et 2.6.
S = sE T+dt E (2.5)
D = dT+εT E (2.6)
Avec :
• sE La souplesse à champ électrique constant (matrice 6*6) en [m2/N] ;
• εT La permittivité à contrainte constante (matrice 3*3) en [F/m] ;
• d La constante de charge (matrice 3*6) en [C/N] ;
L’exposant t dans l’équation 2.5 indique qu’il s’agit de la matrice transposée de d. Ces relations se
réfèrent à une identification des directions qui est donnée à la figure 2.5. Selon ce système d’axes, la
direction de polarisation dans le sens positif est définie selon l’axe 3 (axe z dans un système orthogonal).
On va maintenant définir les différentes matrices présentes dans les équations 2.5 et 2.6.
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FIG. 2.5 – Notation du système d’axes
Matrice de souplesse sE
La contrainte et la déformation agissent sur les axes définis à la figure 2.5. La souplesse s est définie
pour chacun des cas, c’est à dire pour les trois translations (allongements) et les trois rotations (cisaille-
ments). Comme les PZT sont symétriques par rapport à l’axe de polarisation, la matrice sE prend une
forme simplifiée que l’on verra plus tard. Par exemple, sE13 est la souplesse à champ électrique constant
pour une contrainte dans la direction 1, avec une composante de déformation dans la direction 3.
Matrice de permittivité εT
Le champ et le déplacement électrique sont définis uniquement dans les trois directions principales
(pas de rotations). De plus, il n’y a pas d’interaction entre différents axes et εT est donc une matrice
diagonale. Ainsi, à contrainte constante, εT33 est la permittivité pour un déplacement et un champ dans la
direction de polarisation.
Matrice des constantes de charge d
Dans le cas de la constante de charge, le premier indice correspond à la direction de la grandeur
électrique (champ ou déplacement) et le deuxième à la direction de la grandeur mécanique (contrainte
ou déformation). Par exemple, d31 est le rapport entre la déformation dans la direction 1 et le champ
électrique dans la direction 3 ou encore le rapport entre le déplacement diélectrique dans la direction 1
et la contrainte dans la direction 3. On peut écrire :
d31 =
S1
E3
∣∣∣∣
T
=
D3
T1
∣∣∣∣
E
Ainsi, pour ce qui concerne les céramiques PZT, principalement utilisées dans les actionneurs que
nous étudierons, les différentes matrices prennent les formes données par les relations 2.7, 2.8 et 2.9,
lorsque la polarisation est dirigée selon l’axe 3 [4].
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sE =

sE11 s
E
11 s
E
13 0 0 0
sE11 s
E
11 s
E
13 0 0 0
sE13 s
E
13 s
E
33 0 0 0
0 0 0 sE44 0 0
0 0 0 0 sE44 0
0 0 0 0 0 sE66
 (2.7)
εT =
 εT11 0 00 εT11 0
0 0 εT33
 (2.8)
d =
 0 0 0 0 d15 00 0 0 d15 0 0
d31 d31 d33 0 0 0
 (2.9)
2.4.1 Coefficient d’accouplement électromécanique kem
Il permet de décrire la conversion d’énergie électrique en mécanique ou vice versa, selon la défi-
nition donnée respectivement par les équations 2.10 et 2.11. À l’aide de ce paramètre on peut évaluer
l’efficience piézoélectrique du matériau. Il mesure combien l’accouplement entre le mode de vibration
et son excitation est fort. Ce coefficient est sans dimension, vu qu’il est défini comme étant un rapport
d’énergie. Un transfert d’énergie optimal est évidemment obtenu pour des valeur élevées du coefficient
d’accouplement électromécanique kem ; c’est les caractéristiques qu’on recherches dans les céramiques
PZT utilisées dans les actionneurs piézoélectriques.
kem =
√
Énergie mécanique fournie
Énergie électrique absorbée (2.10)
kem =
√
Énergie électrique fournie
Énergie mécanique absorbée (2.11)
2.4.2 Coefficient de pertes mécaniques Qm
C’est le rapport de l’énergie électrique qui est convertie en énergie mécanique par rapport à celle
qui est dissipée en chaleur. Qm permet donc de quantifier les pertes mécaniques et il est proportionnel
au rapport entre la fréquence de résonance et la largeur de bande. Les matériaux piézoélectriques avec
un coefficient de pertes mécaniques Qm aux valeurs élevées sont caractérisés par des pics de résonance
étroits, tandis que ceux avec des facteurs Qm bas ont des largeurs de bande plus grandes.
2.5 Modes de vibrations
Chaque céramique piézoélectrique possède une fréquence élastique de vibration spécifique, en fonc-
tion du matériau et de sa forme. Lorsqu’une tension alternative est appliquée à une céramique piézo-
électrique avec une fréquence égale à sa propre fréquence de vibration élastique, la céramique résonne.
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Ce phénomène est exploité dans plusieurs dispositifs piézoélectriques, car à la résonance le coefficient
d’accouplement électromécanique kem est maximum. Les céramiques piézoélectriques peuvent exhiber
plusieurs modes de vibrations (modes résonants), qui dépendent de leur forme, de la direction de pola-
risation et de la direction du champ électrique. Le tableau 2.2 montre les modes de vibration typiques
relatifs à la géométrie des matériaux piézoélectriques. Barreaux, disques et cylindres sont les formes plus
utilisées dans la construction des transducteurs électromécaniques.
Radial
PoE
Po : Direction de polarisation
E : Direction du champ électrique
t
d
d > 15t
Mode de Vibration Mode de Vibration associé à la forme
t
l
a
PoE
l > 4a
a > 3t
Transverse
db
a
l
l
l > 2.5a, 2.5b, 2.5d
PoELongitudinal
d
l
at
t
Epaisseur
PoE 10t < a, l, d
l
Po
E
a
t
l > a > t
Cisaillement
TAB. 2.2 – Modes de vibration typiques associés à la forme de la céramique piézoélectrique
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2.6 Dispositifs piézoélectriques et leurs applications
Le tableau 2.3 énumère et explique quelques unes des applications les plus communes. Un premier
exemple venant de la vie quotidienne est représenté par le briquet, où l’utilisateur exerce une pression, à
travers un mécanisme particulier, sur une céramique piézoélectrique générant ainsi un champ électrique
assez fort pour provoquer une étincelle. Dans l’ingénierie automobile on retrouve beaucoup d’action-
neurs basés sur le phénomène piézoélectrique. On pense par exemple aux capteurs permettant de dé-
tecter la présence d’objets durant l’opération de parking, aux capteurs de pression dans la chambre de
combustion permettant de contrôler les vibrations du moteur avec des solutions de contrôle intelligent.
Autre application intéressante est l’injecteur piézoélectrique. Ce dernier utilise un actionneur monté di-
rectement dans l’injecteur, ce qui permet une pulvérisation plus rapide et plus précise du carburant dans
la chambre de combustion du moteur, et à plus haute pression (1800 bars, pour le Diesel). Cela se tra-
duit par des rejets qui peuvent baisser de 30%, ainsi qu’un abaissement de la consommation. L’injecteur
piézoélectrique va permettre aux constructeurs automobiles de répondre à la norme Euro V sur les gros
véhicules, et de se conformer aux normes d’émissions américaines.
Militaire
Capteurs de profondeur
Systèmes de sécurité
Hydrophones
Capteurs d’objets
Capteurs pour Airbag
Contrôle de vibrations
Injecteurs
Automobile
Ordinateur
Micro-actionneur pour 
disque dur
Transformateur pour 
notebook
Commercial
Soudeuse ultrasonique
Perceuse ultrasonique
Indicateur de niveau
Détecteur de défaut
Décapants ultrasonique
Capteurs sysmiques
Microphones
Aviation
Actionneurs pour flaps
Geophones
Systèmes d’alarmes
Résonnateurs pour radio/
TV
Medical
Traitement ultrasonique de 
la cataracte
Thérapie ultrasonique
Capteurs ultrasoniques
Pompes d'insuline
Détection du battement 
cardiaque du foetus
Acquisition d’image 
ultrasonique
Débitmètres
Nébuliseurs
Consommateur
Briquet
Instruments musicaux
Détecteurs de fumée
TAB. 2.3 – Domaines d’applications des céramiques piézoélectriques
Dans les applications sous-marines les "sonar" varient des petits émetteurs pour bateaux aux sys-
tèmes professionnels utilisés dans les grandes traversées transatlantiques pour détecter la profondeur de
l’eau. Dans les moteurs aéronautiques, les capteurs à ultrasons installés dans les turbines et dans les
générateurs de puissance sont utilisés pour le contrôle dynamique. Ces capteurs sont capables de dé-
tecter d’éventuelles charges mécaniques asymétriques dans le rotor, permettant ainsi d’implémenter des
mesures correctives.
Dans les système à ultrasons, les dispositifs piézoélectriques peuvent générer des ondes ultrasoniques
très puissantes utilisées pour nettoyer, percer, souder et aussi pour stimuler des processus chimiques. De
plus, ils fonctionnent aussi comme émetteurs et récepteurs d’ondes ultrasoniques dans des appareils de
diagnostiques médicaux et de contrôle non destructif des matériaux. Pendant un contrôle non destructif,
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une céramique piézoélectrique est excitée de manière à générer un signal acoustique à une fréquence
ultrasonique, qui est ensuite transmis à travers l’échantillon à analyser. Si l’onde transmise rencontre
un défaut structurel, une partie du signal est réfléchie et rejoint le récepteur avant le signal original
permettant ainsi de détecter le défaut [5], [6], [7] et [8].
L’effet piézoélectrique inverse est utilisé dans le positionnement de précision : un champ électrique
est alors appliqué à la céramique pour produire le déplacement désiré. Les exemples d’applications sont
nombreux ; on y retrouve notamment l’alignement des fibres optiques, l’alignement des machines ou-
tils, l’amortissement actif des vibrations dans des structures mécaniques, l’amélioration de l’image par
correction de l’inclination de miroirs. Les actionneurs piézoélectriques sont aussi utilisés dans les sou-
papes hydrauliques et pneumatiques et dans des dispositifs médicaux tels les couteaux chirurgicaux et
les inhalateurs avec nébuliseurs à ultrasons.
Pour ce qui concerne le transformateur piézoélectrique, de nos jours il n’est pas souvent utilisé ; la
seule application pour laquelle il est commercialisé est dans le domaine du système "backlighting" des
affichages LCD. Mais il y a plusieurs domaines qui requièrent des transformateurs de tension aux proprié-
tés de plus en plus extrêmes, ce qui ouvre des nouvelles perspectives pour l’utilisation du transformateur
piézoélectrique. En effet, c’est surtout la miniaturisation des produits qui fait que les transformateurs
électromagnétiques atteignent leurs limites. Des nouvelles solutions sont demandées : le transformateur
piézoélectrique, qui a une densité de puissance élevée [11], s’impose pour de telles applications grâce à
sa structure très compacte. De plus, si l’on travaille dans un domaine de fréquence de quelques MHz (par
exemple en télécommunication), les pertes fer dans les transformateurs électromagnétiques deviennent
très importantes. Par contre, le transformateur piézoélectrique est adapté à ces domaines, car sa fréquence
de résonance peut se trouver dans le domaine des MHz.
Selon le principe de fonctionnement utilisé, nous pouvons distinguer substantiellement quatre diffé-
rents types de dispositifs piézoélectriques :
– Capteurs ;
– Actionneurs ;
– Transformateurs ;
Les capteurs utilisent l’effet piézoélectrique direct, les actionneurs l’effet inverse. Pour ce qui concerne
le transformateur, on a affaire à un dispositifs particulier qu’utilise l’effet direct et inverse [9] et [10].
2.7 Conclusion
Ce chapitre nous a permis de retracer l’origine du phénomène de la piézoélectricité, ainsi que son
évolution et son développement qui ont mené, de nos jours, à la conception des céramiques PZT à
haute performance. Des relations mathématiques décrivant les propriétés électromécaniques des milieux
piézoélectriques ont ensuite été introduites. Ces dernières seront utilisées dans la partie dédiée à la mo-
délisation de l’actionneur. Plusieurs applications de la piézoélectricité dans différents domaines ont été
aussi présentées.
Dans la suite de cette thèse l’accent sera mis en particulier sur le domaine des actionneurs/moteurs
piézoélectriques. Les chapitres suivants seront dédiés à l’étude détaillée de leur histoire, leur principe de
fonctionnement, ainsi que leur conception, modélisation, commande et application.
Chapitre 3
MOTEURS PIEZOELECTRIQUES
ULTRASONIQUES
Le moteur piézoélectrique est un type d’actionneur qui exploite les vibrations mécaniques dans le
domaine des fréquences ultrasoniques. Il est constitué d’un rotor et d’un stator excité par des céramiques
piézoélectriques. Ainsi l’oscillation ultrasonique du stator, produite par l’application de tensions ap-
propriées aux céramiques piézoélectriques, transmet par frottement, la force d’entraînement au rotor.
L’amplitude de ces oscillations est très réduite, de l’ordre de grandeur de 1[µm]. Pour optimiser ce gain,
l’excitation sera faite dans le voisinage de la fréquence de résonance mécanique du stator.
Comme les actionneurs piézoélectriques ont des propriétés différentes par rapport aux moteurs élec-
tromagnétiques, ils pourraient être employés dans des applications particulières où les moteurs électro-
magnétiques se sont révélés inadéquats. Le domaine des actionneurs pour robots en est un exemple. Les
robots pilotés par des moteurs électromagnétiques conventionnels allant jusqu’à des couples de 10[Nm]
sont lourds et encombrants. Il y a donc un besoin pour des actionneurs plus légers, capables de générer
un couple comparable. Le moteur piézoélectrique ultrasonique possède le potentiel pour remplir cette
condition. Un autre exemple vient de la gamme d’objectifs CANON USM, qui illustre parfaitement les
avantages que peut apporter un moteur piézoélectrique utilisé, dans ce cas, pour le réglage de la focali-
sation (figure 3.1). La version précédente utilisait un moteur à courant continu et nécessitait un système
de transmission incluant un réducteur de vitesse. Le temps de réponse était d’environ 100[ms]. L’utili-
sation d’un actionneur piézoélectrique a considérablement simplifié le mécanisme en l’intégrant direc-
tement dans l’axe de l’objectif. De plus, le temps de réponse est désormais de quelques millisecondes.
Cet exemple est représentatif d’une application qui utilise pleinement la flexibilité de la construction
et le fonctionnement silencieux d’un actionneur piézoélectrique. Des dispositifs de positionnement ra-
pide avec une précision de l’ordre des nanomètres sont utilisés dans la production des semi-conducteurs.
L’utilisation des réducteurs avec les moteurs électromagnétiques ne permet pas de satisfaire, à cause du
jeu, le haut niveau de précision requis. Le moteur piézoélectrique permet de réaliser des entraînements
directs ; ainsi, avec des méthodes de contrôle appropriées, on arrive à satisfaire les strictes contraintes de
positionnement imposées.
A cause de la saturation du circuit magnétique et la présence d’enroulements, les moteurs électroma-
gnétiques ont un degré de miniaturisation limité. Par contre, des moteurs piézoélectriques de seulement
quelques millimètres de diamètre ont déjà été réalisé de manière expérimentale [12], [13] et [14]. Etant
donné qu’aucun facteur intrinsèque qui pourrait limiter la miniaturisation de ce type de moteur n’a encore
été trouvé, la recherche continue dans le but d’essayer de miniaturiser encore plus le moteur piézoélec-
trique. Nous pouvons résumer les avantages et les désavantages des moteurs piézoélectriques dans le
tableau 3.1
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Stator
Rotor
FIG. 3.1 – Objectif CANON
Avantages
Flexibilité dans la forme géométrique 
du moteur
Desavantages
Couple de maintien sans alimentation
Pas d’interférences électromagnétiques
Couple élevé à basse vitesse
Fonctionnement silencieux
Entraînement direct sans réducteur
Précision de positionnement possible due 
à l’absence de jeu
Non approprié au fonctionnement 
continu - vieillissement 
Nécessite des matériaux résistants 
à l’usure - durée de vie
Nécessite une source d’alimentation 
à haute fréquence
Caractéristiques non-linéaires qui 
requièrent des algorithmes de 
contrôle spécifiques
Faible inertie
Densité de puissance élevé
Dynamique de positionnement élevée
TAB. 3.1 – Avantages et désavantages des moteurs piézoélectriques ultrasoniques
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3.1 Histoire
Les tentatives d’obtenir de la puissance mécanique en partant de l’énergie produite par les vibrations
ultrasoniques générées au moyen des céramiques piézoélectriques ont commencé relativement tôt. L’on
savait que la densité d’énergie théorique des oscillateurs excités avec des céramiques piézoélectriques
était de plusieurs centaines de Watt par centimètre cube, ce qui représente une quantité cinq à dix fois
supérieure à celle des moteurs électromagnétiques.
En 1973, H.V. Barth propose un moteur qui utilise des vibrations mécaniques ultrasoniques [15].
Son principe de fonctionnement très simple, est décrit à la figure 3.2 : les déplacements longitudinaux
de l’oscillateur 1 entraînent par friction le rotor en sens horaire. La mise en vibration de l’oscillateur 2
permet d’obtenir le sens de rotation inverse. Malheureusement le fait que les mouvements longitudinaux
des oscillateurs soient appliqués directement, crée beaucoup de glissement à la surface de contact. La
conséquence est l’apparition de pertes par frottement (chaleur) qui rendent inutilisable la structure du
moteur proposée par Barth. Parallèlement, des travaux sont entrepris en URSS, bien qu’il ne soit guère
possible de les dater avec certitude.
Rotor
Oscillateur 1 Oscillateur 2
FIG. 3.2 – Le moteur de H.V. Barth
En 1980, T. Sashida présente un moteur ultrasonique ("Wedge Type Motor")[17], toujours basé sur
le principe du moteur développé par Barth mais présentant des améliorations consistantes. Le schéma
de principe de fonctionnement du "Wedge Type Motor" est illustré à la figure 3.3. Pour la génération
de la vibration longitudinale Sashida utilise l’oscillateur de Langevin. Ce type d’oscillateur associe en
série deux éléments piézoélectriques, à polarisation axiale, pressés l’un contre l’autre par des cylindres
métalliques d’extrémité, reliés entre eux par un tirant axial. La longueur totale du dispositif est choi-
sie égale à une demi-longueur d’onde de la fréquence de résonance du matériau piézoélectrique pour
amplifier la déformation aux extrémités de l’ensemble. De plus, une seconde amplification est fournie
par un adaptateur d’impédance mécanique, sous forme de pièce mécanique à profil spécialement conçu,
fixée à une des extrémités et de même fréquence propre que celle de l’oscillateur. Contrairement à la
structure proposé par Barth (figure 3.2), où l’effort est normal à l’axe de rotation, dans le "Wedge Type
Motor" l’axe de l’oscillateur est placé quasi parallèle à l’axe de rotation, c’est à dire que l’effet est quasi
normal au plan du disque rotor, de façon à ce que l’extrémité de l’adaptateur provoque un mouvement
presque sans glissement lors de sa dilatation et ne touche plus le rotor lors de sa contraction. L’extrémité
de l’adaptateur décrit une ellipse dans le plan (x,y) contenant l’axe de l’oscillateur (figure 3.3). Lorsque
le rotor entre en contact avec l’adaptateur, sous l’effet de la force résistante, celui-ci est forcé de se plier
dans le sens et à la vitesse de rotation du rotor. La composante tangentielle de la force axiale de l’os-
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cillateur devient la force utile et elle produit le mouvement. Les caractéristiques principales du moteur
développé par Sashida sont décrites ci-dessous.
– Haute vitesse. Le moteur possède une vitesse à vide de 3000[t/min]. Ce résultat est obtenu grâce
aux deux étapes d’amplification : d’abord la vibration produite par les céramiques piézoélectriques
est amplifiée plusieurs centaine de fois par l’oscillateur de Langevin ; ensuite le mouvement longi-
tudinal est converti en un mouvement tangentiel, ce qui représente une autre contribution à l’aug-
mentation de la vitesse.
– Haut rendement. Le rendement maximal de ce prototype est d’environ 60%, plus élevé par rap-
port à un moteur AC de la même taille (longueur de 100[mm] pour un diamètre de 40[mm]).
– Courte duré de vie. Le plus grand inconvénient du "Wedge Type Motor" est l’usure rapide pro-
voquée par le frottement sur la surface de contact entre l’oscillateur et le rotor. Un glissement
entre ces deux parties apparaît durant les phases juste après le contact et juste avant la séparation
(figure 3.4), causant ainsi les pertes par frottement. Pour cette raison le moteur a une duré de vie
relativement courte.
λ/2
Adaptateur
Céramiques piézo
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Dilatation
Contraction
Métal
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Oscillateur de Langevin
Trajectoire de l’extrémité 
de l’oscillateur
x
y
FIG. 3.3 – Principe de fonctionnement du "Wedge Type Motor" de T. Sashida
Trajectoire de l’extrémité de 
l’oscillateur
Rotor
Glissement
FIG. 3.4 – Zones de glissement à la surface de contact entre l’oscillateur et le rotor
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En 1982, Sashida propose le moteur à onde progressive. Son principe de fonctionnement sera vu
en détail dans la section suivante. De nombreuses structures vont alors être développées. Si le Japon a
longtemps été un précurseur, des moteurs de plus en plus performants et innovateurs apparaissent en
Europe et aux Etats-Unis.
3.2 Moteur piézoélectrique à onde progressive
Les moteurs à onde progressive représentent le meilleur compromis actuel. La technologie employée
reste relativement simple et les performances mécaniques sont parmi les plus intéressantes. L’architecture
de ce type d’actionneur est représentée à la figure 3.5 dans le cas d’une configuration annulaire. Le stator
est excité en vibrations de volume forcées par l’intermédiaire d’un transducteur piézoélectrique collé à
sa partie inférieure. La sectorisation du transducteur détermine le rang du mode de flexion entretenue sur
le stator. Le rang du mode est par ailleurs choisi en fonction des paramètres dimensionnels du moteur,
afin de garantir l’absence de bruits audibles de fonctionnement. Le rotor est en contact avec la partie
supérieure du stator par l’intermédiaire d’un matériau d’interface (épaisseur élastique). Il est entraîné par
frottement en exploitant les trajectoires elliptiques décrites par les points à la surface du stator (figure
3.6). Le transfert de puissance à l’arbre moteur nécessite une double conversion d’énergie :
– La première a lieu au sein du stator où le matériau actif (anneau de céramiques piézoélectriques),
convertit l’énergie électrique qu’il absorbe en énergie mécanique par génération de vibrations
mécaniques ultrasoniques : c’est la conversion électro-mécanique.
– L’interface stator-rotor est le siège de la seconde conversion d’énergie. Les vibrations de la surface
du stator sont transformées en mouvement de translation ou de rotation du rotor par l’intermédiaire
des forces de frottement générées. Il y a donc conversion mécano-mécanique qui détermine pour
une grande partie les performances du moteur.
Nous pouvons donc diviser le principe de fonctionnement en deux étapes qui sont décrites dans les
sections suivantes.
3.2.1 Organe d’entraînement
Un anneau de céramiques piézoélectriques est collé sur le stator de façon à induire dans ce dernier
des oscillations à la fréquence de résonance. L’anneau est divisé en deux systèmes d’excitation (phases
du moteur). Chaque système est alimenté idéalement par une tension sinusoïdale dans le domaine ultra-
sonique, générant ainsi deux ondes stationnaires dans le stator. Un déphasage spatial égal à un quart de
la longueur d’onde est alors introduit entre les deux systèmes d’excitation de façon à générer une onde
progressive par la superposition des deux ondes stationnaires. Cela est réalisé par l’imposition d’am-
plitudes et déphasages temporels adéquats. Grâce à l’onde progressive, les points à la surface du stator
décrivent une trajectoire elliptique (cf. Chapitre 4) qui permet de combiner des déplacements verticaux
et horizontaux. Il faut également relever que l’organe d’entraînement doit être fixé sur un support (socle
de fixation). Ceci implique l’introduction, dans la géométrie de l’anneau statorique, d’un voile de décou-
plage, comme le montre la figure 3.5, afin d’éviter certaines perturbations, dues à la fixation du stator sur
le support. Ceci pourrai avoir des répercussions sur la forme et l’amplitude de l’onde statorique générée.
3.2.2 Organe entraîné
La partie mobile, ou l’organe entraîné, est constituée du rotor et d’une couche de friction qui est collée
sur la partie inférieure du rotor. Ce dernier est pressé au moyen d’une force de précontrainte, symbolisée
avec la force Fext sur la figure 3.5, contre le stator. Grâce à la pression générée dans la zone de contact
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FIG. 3.5 – Schéma de construction du moteur piézoélectrique à onde progressive
entre le stator et le rotor, une force de frottement existe permettant ainsi au mouvement horizontal des
points à la surface du stator (due au mouvement elliptique) de transmettre une force de traction au rotor
(figure 3.6). La force de précontrainte permet aussi de fixer le couple de maintient sans alimentation du
moteur selon la loi du frottement.
FIG. 3.6 – Principe d’entraînement du moteur piézoélectrique à onde progressive
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3.2.3 Génération de l’onde progressive
Dans les sections précédentes on a vu que la formation de l’onde progressive statorique par superpo-
sition de deux ondes stationnaires est à la base du principe de fonctionnement du moteur piézoélectrique à
onde progressive. Notre but ici est de décrire de manière plus détaillée comment ces ondes sont générées
au moyen des céramiques piézoélectriques.
Deux types d’ondes
Dans les solides en vibration, deux types de perturbations différentes peuvent s’instaurer, connues
sous les noms d’ondes de Rayleigh et ondes de flexion. Les premières sont caractérisées par une réduction
exponentielle de l’amplitude avec la profondeur (figure 3.7), les secondes par le profil sinusoïdal de
toute l’épaisseur concernée (figure 3.8). Les ondes de Rayleigh ne trouvent pas d’application dans le
moteur piézoélectrique à onde progressive. Ceci à cause d’une longueur d’onde excessive lorsqu’elle est
provoquée dans un milieu tel que l’acier ou le bronze, qui sont les matériaux actuellement utilisés pour
la réalisation de l’anneau statorique des moteurs à onde progressive. C’est donc sur la formation d’une
onde de flexion que l’on va se concentrer par la suite.
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FIG. 3.7 – Onde de Rayleigh
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FIG. 3.8 – Onde de flexion
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Création d’une onde de flexion
L’ensemble électrode-céramique piézoélectrique constitue un élément piézoélectrique. Si ces élec-
trodes sont identiques, c’est-à-dire si elles présentent la même géométrie, l’application d’un champ en-
traîne une déformation symétrique du matériau. Si celles-ci présentent des épaisseurs très différentes et
donc des raideurs différentes, l’effet transverse courbe l’ensemble comme indiqué à la figure 3.9, où le
champ électrique contracte le matériau qui se déforme sous l’effet de la dissymétrie des raideurs des
électrodes qui tendent à maintenir leur longueur.
Électrode mince
Électrode épaisse
Contraction
Po
FIG. 3.9 – Déformation d’un élément piézoélectrique sous l’action d’un champ électrique
Cet effet transverse peut donc être utilisé à son tour, pour une conversion électro-mécanique d’énergie
sous forme d’onde de flexion en associant l’un à côté de l’autre des éléments par paires et polarisés en
sens inverse comme indiqué sur la figure 3.10
Contraction
Po
Po
Po
Po
Dilatation
Dilatation
Contraction
FIG. 3.10 – Génération d’une onde de flexion.
En répétant le motif d’association on obtient ce que l’on appelle un ensemble d’éléments piézoélec-
triques qui permet ainsi de générer une onde de flexion stationnaire dans le stator. Pour obtenir l’onde
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progressive il suffit d’employer deux ensembles d’éléments piézoélectriques. Les deux ensembles asso-
ciés peuvent être des couronnes superposées ou deux demi-couronnes, pourvu qu’ils aient un déphasage
spatial égal au quart de la longueur d’onde, et que l’on alimente ceux-ci par des tensions sinusoïdales en
quadrature dans le temps (phases, cf. figure 3.5).
Le principal avantage de l’utilisation de l’onde progressive pour transmettre le mouvement au rotor
réside dans le fait que le contact entre rotor et stator s’effectue de manière continue. Ainsi, l’usure des
matériaux en contact se répartit sur toute la circonférence active du moteur augmentant la durée de vie de
ce type de moteur comparé par exemple au "Wedge Type Motor" où, en conséquence du contact ponctuel,
la dégradation des performances mécaniques due à l’usure est nettement plus rapide. De plus, le couple
de maintient sans alimentation d’un actionneur à onde progressive est plus élevé à cause de la surface
de frottement nettement plus importante (tout l’anneau formant le stator) comparé aux moteurs à contact
ponctuel.
3.2.4 Les moteurs piézoélectriques à onde progressive de SHINSEI
L’industriel japonais SHINSEI commercialise depuis 1987 une gamme de moteurs piézoélectriques
à onde progressive. Leur premier succès commercial dans la fourniture de 1500 moteurs pour les stores
motorisés du New Tokyo Municipal Building remonte à 1990. A partir de 1991, le constructeur automo-
bile TOYOTA utilise sur certaines de ses modèles haut de gamme ce type de moteur pour le réglage des
appuis-tête.
Dans l’Annexe A on donne les principales caractéristiques des moteurs de la gamme SHINSEI. Dans
les chapitres qui suivent on se concentrera sur l’étude, la modélisation et la commande du modèle USR60
dont une vue éclatée est donnée à la figure 3.11.
FIG. 3.11 – Vue éclatée du moteur SHINSEI USR60.
3.3 Moteurs piézoélectriques linéaires
En 1982 Sashida développe [16] dans son laboratoire deux prototypes de moteur piézoélectrique
ultrasonique linéaire. L’un d’entre eux, représenté à la figure 3.12, est de type monorail. Les extrémités
d’une longue barre en métal sont soudées pour former un rail sans fin (stator). Un chariot (rotor) est
ensuite pressé contre le rail. Cette structure est en fait une version développée du moteur rotatif à onde
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progressive avec les céramiques piézoélectriques formant les deux systèmes d’excitations collés dans
la partie inférieure, non utile, du rail. Le fait de renfermer les extrémités du rail de manière à créer la
condition d’un milieu continu nécessaire à la propagation de l’onde, limite la partie active du moteur
utilisable pour réaliser des déplacements linéaires. De plus, la solution proposée augmente de manière
non négligeable, bien qu’inutile, l’encombrement du dispositifs.
Céramiques 
piézoélectriques phase 1
Céramiques 
piézoélectriques phase 2
Rail statorique
Chariot 
Pression
FIG. 3.12 – Prototype d’un moteur piézoélectrique linéaire basé sur le principe du moteur rotatif à onde
progressive.
Oscillateur ou 
amortisseur 1
Oscillateur ou 
amortisseur 2
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Pression
Chariot
FIG. 3.13 – Prototype d’un moteur piézoélectrique linéaire utilisant des oscillateurs de Langevin.
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En partant de ces considérations on peut, dans le cas du deuxième prototype représenté à la figure
3.13, parler effectivement d’un "vrai" moteur linéaire. Deux oscillateurs de Langevin sont installés aux
extrémités du rail pour créer une onde progressive. L’oscillateur 1 permet de générer l’onde, tandis que
l’oscillateur 2 absorbe celle-ci dans le but d’éviter des réflexions d’onde destructives. L’oscillateur 2 est
donc appelé amortisseur. Avec cette configuration, l’onde se propage de 1 vers 2 et le chariot dans la
direction opposé. Le déplacement du chariot peut être inversé en changeant le rôle des deux oscillateurs.
Le chariot peut atteindre dans cette configuration une vitesse d’environ 1[m/s].
3.4 Classification des moteurs piézoélectriques
La manière dont le mouvement elliptique est généré à la surface du stator en contact avec le rotor est
utilisé comme méthode de classification des différents types de moteurs piézoélectriques. Fondamenta-
lement on peut les séparer en deux groupes : un premier, avec les moteurs à un seul mode d’excitation et
le deuxième, avec les moteurs à deux modes de vibrations.
3.4.1 Moteurs à un seul mode de vibration
Les moteurs employant un mode simple de vibration peuvent être encore subdivisés en deux groupes :
moteurs à onde stationnaire et moteurs à onde progressive.
Moteurs piézoélectriques à onde stationnaire
Cette catégorie de moteurs utilise une onde stationnaire pour communiquer soit un déplacement, soit
une rotation à la partie mobile. Comme son nom l’indique, l’onde est immobile dans le plan du stator ;
la position des noeuds et des ventres étant déterminée par la position des électrodes. Le stator comporte
des surépaisseurs qui sont en contact avec la partie mobile. Lorsque le stator est excité à sa fréquence de
résonance, l’extrémité de chaque surépaisseur décrit une trajectoire qui permet d’entraîner la partie mo-
bile (figure 3.14). La position des surépaisseurs par rapport aux noeuds de l’onde stationnaire détermine
le sens du mouvement. La vitesse de la partie mobile est proportionnelle à la fréquence du mode propre
et à la longueur des surépaisseurs. Ce type de moteur est plutôt utilisé comme actionneur linéaire.
Pression
Partie mobile Partie mobile
Pression
Surépaisseurs
FIG. 3.14 – Moteur piézoélectrique à onde stationnaire : principe de l’entraînement [18].
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Moteurs piézoélectriques à onde progressive
La différence essentielle par rapport au moteur à onde stationnaire réside dans le type de contact
qui, au lieu d’être cyclique et donc comportant des chocs, est continu, avec tous les avantages qui en
découlent au niveau de l’usure et donc de la duré de vie de l’actionneur.
La vitesse, comme on le verra dans le chapitre suivant entièrement dédié à la modélisation de ce
moteur, est proportionnelle à l’amplitude de déformation de l’onde, à l’épaisseur du stator et à la vitesse
de propagation de l’onde progressive dans le stator. Évidemment le seul paramètre utilisable pour régler
la vitesse est l’amplitude de l’onde qui dépend elle même de la fréquence d’excitation (autour du pic
de résonance), de l’amplitude de la tension et du déphasage entre les deux phases d’alimentation. On a
donc à disposition trois degrés de liberté pour commander le moteur en vitesse. Le développement d’une
électronique de commande modulaire et l’étude des caractéristiques mécaniques par rapport à ces trois
variables nous permettra de choisir l’algorithme de réglage optimal ; ça sera l’objet du Chapitre 6.
Outre la structure du moteur à onde progressive de surface, traitée à la Section 3.2, il existe d’autres
types d’actionneurs à onde progressive :
1. Moteurs piézoélectriques à onde progressive périphérique [19] : Ce moteur est caractérisé par
une déformation dans le plan du stator et par un contact radial entre le stator et le rotor. Deux ondes
stationnaires sont générées dans le plan du stator qui se combinent pour former une onde progressive.
La différence réside dans le fait que, dans cette configuration, l’onde progressive n’est pas générée sur
la surface plane du stator mais sur la tranche de l’anneau (périphérie). De tels moteurs présentent des
performances mécaniques comparables à celle des moteurs à onde progressive de surface. Leur principal
handicap reste cependant une intégration du rotor plus délicate à réaliser. L’effort de précontrainte étant
appliqué dans la direction radiale, il faut nécessairement un rotor possédant une certaine élasticité dans
cette direction.
2. Moteurs à double stator [20] : Dans le but d’augmenter les performances mécaniques des mo-
teurs, l’idée de serrer un seul rotor entre deux stator, dans une structure dite en "sandwich", est venue
naturellement. Cette configuration est représenté à la figure 3.15.
Rotor
FIG. 3.15 – Architecture en "sandwich" pour améliorer les performances mécaniques
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3. Les micromoteurs à onde progressive : La miniaturisation des moteurs à onde progressive est
envisageable. Deux exemples parmi les plus significatifs sont cités ci-après :
– Le CETEHOR (Centre Technique de l’Industrie Horologère) a réalisé un moteur de 5[mm] de
diamètre [21] ;
– L’Université de Tokyo a construit un moteur tubulaire à double rotor [22], en utilisant des couches
minces de matériau piézoélectrique, de 10[mm] de longueur et de 2.4[mm] de diamètre ;
3.4.2 Moteurs à deux modes de vibration
Si deux modes de vibration aux composantes de déplacement perpendiculaires entre eux sont combi-
nés, la trajectoire résultante décrite par les points à la surface peut être rendue elliptique si les fréquences
d’excitation des deux modes sont les mêmes. Les moteurs piézoélectriques utilisant deux modes de vibra-
tion peuvent être divisés en deux catégories : les moteurs à conversion de mode et les moteurs hybrides.
Moteurs piézoélectriques à conversion de mode
Ce groupe de moteurs se sert d’une conversion de mode pour obtenir deux modes de vibration à
partir d’un élément piézoélectrique simple. Un exemple de ce principe de fonctionnement est donné par
le "Wedge Type Motor" représenté à la figure 3.3 où l’élément piézoélectrique permet d’exciter le mode
longitudinal qui, combiné à la flexion induite au niveau de l’adaptateur (ou coupleur) mécanique, permet
de générer le mouvement elliptique à la surface en contact avec le rotor. Un autre exemple est l’action-
neur de la figure 3.16, où les vibrations longitudinales produites par des céramiques piézoélectriques
provoquent la torsion d’un adaptateur mécanique spécial, dit coupleur de Kumada [23]. La superposition
de ces deux modes (longitudinal-torsion) génère la trajectoire elliptique permettant d’entraîner le rotor.
Différentes autres structures sont facilement imaginables. Cette classe de moteur permet généralement
le changement du sens de rotation. Le mécanisme de contact est discontinu contrairement au moteur à
onde progressive.
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FIG. 3.16 – Le moteur avec coupleur de Kumada
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Moteurs piézoélectriques hybrides
Ces actionneurs utilisent deux modes de vibration totalement découplés, excités par deux éléments
piézoélectriques indépendants. L’architecture de ce type de moteur est illustré à la figure 3.17. Le stator
se compose d’un vibreur en torsion et d’un actionneur piézoélectrique multi-couches longitudinal. Ce
dernier est collé sur la surface plate du vibreur. Les deux éléments piézoélectriques, qui permettent
d’exciter les deux modes de vibration (torsion-longitudinal), sont alimentés avec la même fréquence
et avec un déphasage contrôlé spécifiquement. L’avantage de ce type de moteur dérive du fait qu’on
a deux éléments piézoélectriques indépendants l’un de l’autre ; de cette manière, la vitesse du moteur
peut être ajustée en agissant uniquement sur un seul élément piézoélectrique. La figure 3.18 nous montre
comment la vitesse peut être modifiée en variant uniquement l’amplitude de l’excitation du mode en
torsion. L’organigramme de la figure 3.19 permet de résumer de manière globale la classification des
moteurs piézoélectriques. On peut ainsi situer le moteur piézoélectrique à onde progressive rotatif, qui
fait l’objet de notre étude, dans le vaste domaine des actionneurs piézoélectriques.
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FIG. 3.17 – Exemple d’un moteur piézoélectrique hybride [24]
Vitesse Vitesse Vitesse
Ua
Uv
a) b) c)
FIG. 3.18 – Surface de contact pour différents rapports entre les amplitudes des modes de vibration : Uv
l’amplitude du mode en torsion et Ua celle du mode longitudinal de l’actionneur multi-couches. a) basse
vitesse. b) vitesse moyenne. c) haute vitesse [25]
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3.5 Industrialisation et applications futures possibles
Le moteur piézoélectrique se trouve dans une période transitoire de son développement. Si la phase
de recherche est encore prépondérante, les projets d’industrialisation, dont on a vu quelques exemples,
deviennent de plus en plus nombreux. Les plus gros marchés visés sont certainement le secteur au-
tomobile et l’électronique grand public. Actuellement, les principaux obstacles à son développement
industriel sont le coût élevé (environ 500 Frs pour le moteur SHINSEI USR60), justifié par la complexité
de l’électronique d’alimentation (fréquences dans le domaine ultrasonique), par le prix de l’anneau pié-
zoélectrique et par le processus de collage de ce dernier sur le stator, qui doit être entrepris en salle grise
pour optimiser les performances.
Il existe également une multitude de marchés spécialisés où les moteurs piézoélectriques peuvent
s’imposer. On citera par exemple les systèmes de positionnement de précision [26] et la réalisation d’in-
terfaces haptiques à retour d’effort qui, dans le but d’étudier le contrôle moteur humain, doivent être
compatibles avec une utilisation dans un scanneur par résonance magnétique fonctionnelle (fMRI) (cf.
Chapitre 7). Des applications possibles se trouvent aussi dans le domaine de l’aéronautique qui, comme
on le verra dans la section suivante, ouvrent un domaine de recherche nouveau : le développement de
moteurs piézoélectriques ayant une puissance mécanique dépassant le kilowatt.
3.5.1 Moteurs piézoélectriques pour l’aéronautique
A bord des avions se trouvent aujourd’hui trois technologies d’actionneurs : hydrauliques, électrohy-
drauliques et électromécaniques. Les actionneurs hydrauliques permettent une commande directe grâce
à l’effort élevé directement disponible sans mécanisme de réduction. De plus, la faible inertie permet
un fonctionnement à haute fréquence. Leurs inconvénients majeurs sont la maintenance, le risque de feu
et le faible rendement énergétique global. Les actionneurs électrohydrauliques sont des actionneurs hy-
drauliques qui incluent leur propre générateur hydraulique, activé par un pompe électrique. On retrouve
par rapport aux actionneur hydrauliques l’avantage de la commande directe et de la faible inertie mais
on obtient une diminution du risque du feu dû à la faible quantité de liquide employé et à la diminu-
tion de la probabilité de rupture du circuit. Cette technologie étant très récente, elle apparaît seulement
sur les avions en développement. Les actionneurs électromécaniques sont constitués de moteurs électro-
magnétiques classiques associés à des réducteurs de vitesse. Les avantages principaux sont l’absence de
maintenance, le bon rendement énergétique et l’absence de risque de feu. L’inconvénient majeur est causé
par leur inertie qui ne permet pas des fréquences de commande élevées, contrairement aux actionneurs
précédents.
Généralement sur les avions civils on utilise des actionneurs électromécaniques pour des faibles puis-
sances alors que tous les actionneurs de puissance élevée sont hydrauliques. Une nouvelle technologie
de conversion électromécanique ne peut trouver d’intérêt que si elle est moins chère que les actionneurs
électromécaniques actuels dans le domaine des petites puissances, et que si elle est plus légère et d’iner-
tie plus faible que les actionneurs hydrauliques dans le domaine des hautes puissances. Dans ce sens les
moteurs piézoélectriques, qui possèdent une densité de puissance massique élevée et qui ont la capacité
de générer un grand couple à basse vitesse (permet de réaliser des entraînements directs), possèdent des
atouts à exploiter, alors que les moteurs électriques classiques ont déjà montré leurs limites. Cependant, il
n’y a pas aujourd’hui des moteurs piézoélectriques capables de fournir des puissances mécaniques allant
au-delà du kilowatt. Cela est l’objectif visé par le projet EUREKA au cours duquel la société SAGEM
SA [27] a conçu avec ses partenaires un prototype de moteur piézoélectrique capable de développer une
puissance mécanique de 5[kW ] pour une masse totale du moteur de 5[kg] et ayant un couple maximum
de 886[Nm] (figure 3.20).
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FIG. 3.20 – Architecture du moteur développé par SAGEM [27]
D’autres projets dans le domaine aéronautique sont en cours de développement : par exemple, une
collaboration entre ONERA (Institut français pour la conception d’avions) et EUROCOPTER a été lan-
cée dans le but de diminuer le bruit BVI (en anglais "Blade-vortex interaction" [28]) dans la phase de
vol descendant d’un hélicoptère, par l’introduction d’éléments mobiles actifs (volets contrôlés au moyen
d’algorithmes spécifiques) au niveau du bord de sortie des pales du rotor principal. Des solutions pié-
zoélectriques proposées par CEDRAT TECHNOLOGIES ont été adoptées pour l’actionnement de ces
volets [29] et [30].
3.6 Conclusion
Malgré la découverte par les frères Curie du phénomène de la piézoélectricité en 1880, les action-
neurs piézoélectriques ont connus leur développement qu’à partir du début des années septante, plus
précisément en 1973 par les travaux de H.V. Barth. On peut considérer cette technologie comme relative-
ment nouvelle, justifiant ainsi les nombreux travaux de recherche dans ce domaine. C’est d’ailleurs grâce
à ces caractéristiques (couple de maintient sans alimentation, couple élevé à basse vitesse, absence de
champs magnétiques parasites, ainsi que le fonctionnement silencieux et un encombrement réduit), qui le
différencient et le rendent complémentaire par rapport aux moteurs électromagnétiques, que l’actionneur
piézoélectrique représente un intérêt certain pour l’industrie.
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Les premiers prototypes de ce type de moteur étaient encore trop rudimentaires pour des applications
industrielles. Depuis, beaucoup de travaux ont été effectués par différents groupes de recherche. De nos
jours, le moteur piézoélectrique à onde progressive, introduit en 1982 par T. Sashida et commercialisé
par SHINSEI, est l’actionneur qui globalement possède les meilleures caractéristiques. Par contre il
nécessite encore de travailler sur l’optimisation de l’électronique de commande. A ce propos, la suite
de notre travail sera consacré à la recherche d’une méthode de contrôle inédit qui nous permettra de
contourner les discontinuités de comportement typique de ces moteurs. Pour atteindre cet objectif nous
commençons dans le chapitre suivant par l’étude d’un modèle analytique qui nous servira de base pour
le développement de la stratégie de contrôle.
Chapitre 4
MODELISATION DU MOTEUR
PIEZOELECTRIQUE A ONDE
PROGRESSIVE
Comme illustré dans les chapitres précédents, grâce à leurs caractéristiques intrinsèques, les moteurs
piézoélectriques se sont révélés supérieurs aux moteurs électromagnétiques dans beaucoup d’applica-
tions. Ainsi, on trouve plusieurs domaines d’application [31],[32],[33], tels que le spatial, l’aviation,
le médical, l’automobile, etc. où l’on fait déjà recours à ce type d’actionneur. Malheureusement, la re-
cherche d’un modèle analytique efficace s’avère très difficile et complexe. Cela est dû au principe de
fonctionnement basé sur des vibrations à haute fréquence et aux phénomènes tribologiques agissant dans
la zone de contact entre stator et rotor. Il en résulte des caractéristiques de fonctionnement fortement
non-linéaires, qui en plus varient avec le temps à cause de la dérive de certains paramètres par rapport à
l’augmentation de la température de fonctionnement du moteur. La notion de fonction de transfert, très
utile lors du dimensionnement des régulateurs, n’est donc pas applicable d’une façon générale à notre
système, car il est non-linéaire et variant avec le temps. La diversité des phénomènes physiques mis en jeu
a conduit au développement de nombreux modèles, reposants notamment sur l’identification et l’exploi-
tation de schémas électriques équivalents [16],[34],[35]. Ces modèles permettent d’accéder à l’ensemble
des caractéristiques électromécaniques du moteur. Ce type d’approche présente le désavantage de tra-
vailler avec des grandeurs images (tension et courant répresentent respectivement l’image d’une force et
d’une vitesse) ; de plus, la modélisation de la zone de contact entre le stator et le rotor, responsable de la
génération du couple et caractérisée par un comportement fortement non-linéaire, est réalisée par l’intro-
duction de composants non-linéaires (diodes, etc.) dans le schéma électrique équivalent. La paramétrisa-
tion de ses éléments demande donc beaucoup d’expériences et demeure peu pratique pour l’exploitation
du modèle dans la conception d’algorithmes de commande optimaux. Les modèles théoriques basés sur
des approches numériques de type éléments finis constituent aussi une alternative intéressante [36],[37].
Ils requièrent néanmoins des moyens matériels importants et nécessitent des temps de travail importants
pour la saisie du problème, le calcul et enfin le traitement et la visualisation des résultats. Le but de ce
chapitre est donc de présenter un modèle analytique qui permettra de simuler le comportement statique
et dynamique du moteur et qui nous permettra dans la suite des travaux de développer des algorithmes
de contrôles efficaces et robustes. Le chapitre débutera avec l’introduction du schéma de fonctionnement
global du moteur, ensuite chaque sous-système sera modélisé pour aboutir enfin au schéma de simulation
exploitable dans l’environnement MATLAB/Simulink.
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4.1 Schéma fonctionnel du moteur piézoélectrique à onde progressive
La compréhension et la description des systèmes complexes faisant intervenir et interagir plusieurs
phénomènes physiques s’avère en général très difficile, parfois impossible. Il faut alors essayer de subdi-
viser le système global en plusieurs sous-systèmes dont on connaît mieux le comportement. L’interaction
de ces derniers permettra enfin de simuler le système global. Dans le but de suivre cette approche métho-
dique de modélisation, le fonctionnement du moteur piézoélectrique à onde progressive est représenté par
le schéma fonctionnel de la figure 4.1. L’alimentation est réalisée à l’aide d’un convertisseur statique qui
permet de générer les deux tensions de phase UCp1,2 nécessaires à l’alimentation du moteur. Le couplage
électromécanique entre la partie électrique et la partie mécanique est réalisé par effet piézoélectrique. Les
forces F1,2 qui permettent de créer les deux ondes stationnaires, dont la superposition donne naissance à
l’onde progressive du stator, sont admises proportionnelles (facteur Aem) aux tensions UCp1,2 appliquées
aux bornes des céramiques associées à chaque phase du moteur. Comme à chaque action correspond
une réaction, on modélise celle du sous-système mécanique sur le sous-système électrique en faisant
l’hypothèse qu’il existe un facteur de proportionnalité Ame entre la charge électrique qmec1,2 accumulée
et la déformation w1,2 des deux ondes stationnaires. L’interaction entre stator et rotor (zone de contact)
est responsable du couple M généré par le moteur. Ce dernier dépend de la vitesse angulaire du rotor ωr
et de la position relative wr entre stator et rotor (largeur de la zone de contact). En connaissant l’effort
de précontrainte FN exercé dans la direction axiale du moteur et la réaction du stator Fz à cette même
charge, la position relative entre stator et rotor wr est déduite facilement en appliquant la deuxième loi
de Newton. Le même principe s’applique aussi pour déterminer la vitesse angulaire ωr en connaissant le
couple moteur M et celui de charge Mc.
4.2 Conversion de l’énergie électrique en énergie mécanique
4.2.1 Comportement électrique du convertisseur statique couplé avec les céramiques pié-
zoélectriques
Le schéma proposé pour le convertisseur statique est représenté à la figure 4.2. Le comportement
capacitif des céramiques piézoélectriques est mis en évidence par l’introduction dans le circuit de la ca-
pacité Cp. L’ensemble convertisseur/transformateur ne peut être branché aux bornes du moteur (compor-
tement capacitif) que par l’introduction de l’inductance Ls, permettant ainsi de filtrer la tension obtenue
aux secondaire du transformateur. La séquence de commande des transistors (ici représentés avec des
interrupteurs) permettant de générer les deux tensions de phase du moteur sera étudiée dans le chapitre
suivant. On se contentera ici de dire que la structure choisie nous permettra de piloter indépendamment
les trois variables de commande du moteur (fréquence, déphasage et amplitude des deux tensions d’ali-
mentation). Le circuit équivalent électrique vu du secondaire (coté moteur) de l’ensemble formé par le
convertisseur statique, le transformateur et les céramiques piézoélectriques associées à une phase du mo-
teur, est donné à la figure 4.3. Les grandeurs primaires (coté convertisseur) sont ramenées au secondaire
selon les relations suivantes :
U ′p = nT Up R1 = n2T (RCu1+2RDSon) R2 = (RCu2+RLs)
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Avec :
• Up Tension au primaire du transformateur ;
• nT Rapport de transformation ;
• RDSon Résistance en mode de conduction du transistor ;
• RCu1 Résistance de l’enroulement primaire ;
• RCu2 Résistance de l’enroulement secondaire ;
• Lm Inductance de la branche magnétisante ;
• Ls Inductance permettant le couplage entre transformateur et moteur ;
• RLs Résistance de la bobine Ls ;
• Cp Capacité équivalente du secteur de céramique associé à une phase ;
• Rp Résistance modélisant les pertes diélectriques dans les céramiques ;
Cp
Cp
Ls
Ls
T1 T2
Up1
T’1 T’2
T3 T4
T’3 T’4
Up2
iLs1
iLs2
Itot
Ud
FIG. 4.2 – Schéma du convertisseur statique pour l’alimentation
Le comportement du circuit de la figure 4.3 est décrit à l’aide des équations (4.1), (4.2) et (4.3) :
Lm
dim
dt = U
′
p− (im+ iLs)R1 (4.1)
Ls
diLs
dt = U
′
p− im R1− (R1+R2) iLs−UCp (4.2)
Cp
dUCp
dt = iLs−
UCp
Rp
− imec (4.3)
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R1 R2
U’p
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UCpRp
FIG. 4.3 – Modèle du circuit d’alimentation associé à une phase
On admet, comme on le verra plus loin dans le chapitre, que la charge électrique qmec accumulée
à cause de la déformation du stator est proportionnelle à l’amplitude de cette dernière. Cette hypothèse
nous permet de modéliser la réaction induite par la déformation du stator sur le circuit d’alimentation.
L’équation 4.3 se récrit alors plus avantageusement en remplaçant imec par imec = dqmecdt , on obtient l’équa-
tion 4.4.
Cp
dUCp
dt = iLs−
UCp
Rp
− dqmecdt (4.4)
4.2.2 Modélisation de la dynamique de déformation du stator
Le but de cette section est de développer un modèle qui permettra de lier l’amplitude de déformation
de l’onde progressive à la tension appliquée aux bornes des céramiques. La génération d’une onde pro-
gressive impose le respect de contraintes portant sur la périodicité mécanique circulaire de la structure
du stator [39]. Ces contraintes ont favorisé le développement actuel des moteurs rotatifs. L’équation aux
dérivées partielles en coordonnées polaires (cf. figure 4.4) des vibrations du stator s’écrit, conformément
à la théorie classique des plaques circulaires [40] :
Es b3
12(1−ν2s )
∇4 w(r,θ, t)+ρs b
∂2 w(r,θ, t)
∂ t2 = 0 (4.5)
où Es, νs, ρs désignent respectivement le module de Young, le coefficient de Poisson et la masse
volumique du matériau statorique, b l’épaisseur de la plaque et ∇4 = ∇2 ∇2 avec :
∇2 = ∂
2
∂r2 +
1
r
∂
∂r +
1
r2
∂2
∂θ2
l’opérateur de Laplace exprimé en coordonnées polaires.
Lorsque la symétrie circulaire de la plaque est satisfaite, il existe des solutions de la forme :
w(r,θ, t) = ξkn(r) coskθ sinωkn t (4.6)
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FIG. 4.4 – Déformation de la plaque du stator décrite en coordonnées polaires
Dans l’équation 4.6 k et n désignent respectivement le nombre de diamètres nodaux et de cercles
de noeuds dans les directions circonférentielle et radiale de la plaque. La fonction ξkn(r), exprimant
l’amplitude de l’onde dans la direction radiale, et la pulsation propre ωkn, sont déterminées à partir
de la résolution du problème aux valeurs propres. Lorsque n = 0, les fréquences propres ωkn sont de
multiplicité deux. Il existe dans ce cas, deux fonctions propres linéairement indépendantes :
w1(r, θ) = ξkn(r) coskθ (4.7)
w2(r, θ) = ξkn(r) cos(kθ+ pi2 ) (4.8)
On montre ainsi qu’à une fréquence propre de multiplicité deux du stator, on peut superposer deux
vibrations libres d’équation :
w1(r, θ, t) = wˆ1(t)ξkn(r) cosωkn t coskθ (4.9)
w2(r, θ, t) = − wˆ2(t)ξkn(r) cos(ωkn t +ϕ) sinkθ (4.10)
Si par ailleurs, deux vibrations libres ont la même amplitude (wˆ1(t) = wˆ2(t)) et sont en quadrature
de phase dans le temps (ϕ = pi2 ), la combinaison des deux modes propres génère une onde progressive
d’équation :
w(r,θ, t) = wˆ(t)ξkn(r) cos(k θ−ωkn t) (4.11)
Pour la suite du développement, on va donc admettre une forme sinusoïdale de l’onde progressive,
selon les équations 4.6 et 4.11. La fonction de Bessel ξkn(r) permet de modéliser l’amplitude de l’onde
dans la direction radiale. Dans le cas du moteur SHINSEI USR60 la largeur de la plaque du stator est
beaucoup plus petite par rapport au diamètre moyen du moteur, par conséquent on fait l’hypothèse que
l’amplitude de déformation de l’onde dans la direction radiale est constante. L’équation 4.11 devient :
w(θ, t) = wˆ(t) cos(k θ−ωkn t) (4.12)
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La description du mécanisme de contact entre le stator et le rotor, qui fera l’objet de la section
suivante, s’avère plus aisé avec l’introduction de la cordoonnée curviligne x′ = Rmoy θ, Rmoy étant le
rayon moyen de l’anneau statorique. L’équation 4.12 devient :
w(x′, t) = wˆ(t) cos(k x′−ωkn t) (4.13)
avec k = 2piλ le nombre d’onde et λ la longeur d’onde.
Le déplacement d’un point quelconque Q à la surface du stator décrit une trajectoire elliptique, par
rapport au référentiel déterminé par les vecteurs unités~ez ,~ex′ (cf. figure 4.6), selon l’équation 4.14 [16].
~wQ(x′, t) = w(x′, t) ·~ez−b∂w(x
′, t)
∂x′ ·~ex′ (4.14)
La vitesse tangencielle du point Q est obtenue en dérivant, par rapport au temps, la composante dans
la direction~ex′ du vecteur deplacement ~wQ(x′, t). On a :
vt(x′, t) = −b
d ( ∂w(x
′,t)
∂x′ )
dt (4.15)
avec b l’épaisseur de l’anneau du stator.
La vitesse tangentielle des points à la surface du stator entraîne le rotor grâce aux forces de friction
agissant dans la zone de contact entre le stator et le rotor. Le signe moins dans le membre de droite de
l’équation 4.15 signifie que la vitesse tangentielle des points à la surface du stator est de sens opposé à
la direction de propagation de l’onde progressive. Ainsi, le rotor sera entraîné dans la direction opposée
à celle de l’onde.
On a donc démontré que la superposition de deux ondes stationnaires, d’équations 4.9 et 4.10, per-
met de créer dans l’anneau statorique l’onde progressive nécessaire à l’entraînement du rotor. En effet,
comme nous l’avons vu au chapitre 3, l’anneau de céramique piézoélectrique collé au stator est subdivisé
en deux secteurs (phases du moteur) qui servent justement à l’excitation de ces deux modes de vibrations.
Il s’agit maintenant de modéliser la dynamique de déformation de leurs amplitudes (déterminant dans la
description du phénomène de contact entre stator et rotor) en fonction de la tension appliquée aux bornes
des céramiques piézoélectriques. Pour ce faire une approche possible est la méthode du bilan énergétique
[41]. On applique alors le principe de Hamilton modifié pour les systèmes électromécaniques [42].
δ
∫ t2
t1
L dt +
∫ t2
t1
δW dt = 0
Avec L le Lagrangien du système et δW la variation de travail infinitésimal donnée par les forces
extérieures. Le Lagrangien est donné par :
L = Ek−Ep+Ee
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Avec Ek l’énergie cinétique, Ep l’énergie potentielle et Ee l’énergie électrique associée aux céra-
miques piézoélectriques. L’expression analytique de ces trois composantes est complexe et laborieuse
[41]. On a donc choisi de se baser sur un schéma équivalent mécanique du stator [43] représenté à la
figure 4.5. Sur ce schéma on peut voir que chaque mode de vibration (onde stationnaire) est modélisé
avec un système de deuxième ordre composé d’un ressort de rigidité cs et d’un amortissement ds mo-
délisant respectivement l’élasticité équivalente du stator et les pertes dans la structure. Le système est
excité avec une force proportionnelle à la tension d’alimentation du moteur (F1,2 = Aem · UCp1,2 , avec
Aem le facteur de force des céramiques piézoélectriques associé à une phase). ms étant la masse du stator,
w1(t) et w2(t) représentent l’amplitude de déformation des deux ondes stationnaires. Comme les deux
ondes stationnaires sont en quadrature de phase dans l’espace, l’amplitude de crête de l’onde progressive
résultante est donnée par l’équation 4.16.
wˆ(t) =
√
w21(t)+w
2
2(t) (4.16)
     w1(t)
     w2(t)
     w(t)
cs 
ds 
cs ds 
     Fc2(t)
     Fc1(t)         F1
         F2
     ms
FIG. 4.5 – Schéma équivalent mécanique du système formé par les piezocéramiques et le stator
La dynamique du système mécanique de la figure 4.5 est décrite par les équations 4.17 et 4.18.
ms w¨1(t) = AemUCp1−ds w˙1(t)− cs w1(t)−Fc1(t) (4.17)
ms w¨2(t) = AemUCp2−ds w˙2(t)− cs w2(t)−Fc2(t) (4.18)
Avec Fc1 et Fc2 les forces de réaction modales dues au chargement axial (force de précontrainte) entre
le stator et le rotor. Leur expression analytique sera développée dans la section suivante, lors de l’étude
du mécanisme de contact.
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La réaction du sous-système mécanique (déformation du stator) sur le sous-système électrique (cir-
cuit d’alimentation) est modélisée en sachant que, à cause de l’effet piézoélectrique direct une défor-
mation engendre un champ électrique dans les céramiques, et donc une accumulation de charge. En
introduisant le facteur de réaction Ame on peut expliciter ce phénomène à l’aide des équations 4.19 et
4.20 :
qmec1(t) = Ame w1(t) (4.19)
qmec2(t) = Ame w2(t) (4.20)
Le facteur de réaction Ame entre le sous-système mécanique et le sous-système électrique peut être
exprimé en fonction du facteur de force Aem, de la rigidité équivalente du stator cs et de la capacité Cp
du secteur de céramiques associées à une phase. En effet, en régime statique les déformations w1,2 des
deux ondes stationnaires sont liées aux forces F1,2 par l’intermédiaire de la rigidité cs du stator, selon
la relation bien connue F1,2 = cs w1,2. D’autre part, on connaît aussi que UCp1,2 = qmec1,2Cp . En remplaçant
ces deux dernières relations, donnant les forces F1,2 et les tensions UCp1,2 en fonction respectivement des
déformations w1,2 et des charges électriques qmec1,2, dans l’équation F1,2 = AemUCp1,2, on peut exprimer
le facteur de réaction Ame avec l’équation 4.21.
Ame =
csCp
Aem
(4.21)
Il est donc maintenant possible de simuler la dynamique de déformation des deux ondes stationnaires
coexistantes dans la plaque circulaire formant le stator. La prochaine étape est consacré à l’étude d’un
modèle permettant de décrire le phénomène de contact entre stator et rotor responsable de la formation
du couple moteur.
4.3 Modélisation du contact mécanique entre stator et rotor
L’étude des phénomènes liés au contact mécanique entre stator et rotor est abordée en faisant les
hypothèses suivantes :
– Modes parfaitement sinusoïdaux avec même amplitude.
– La géométrie du contact est admise symétrique [46] par rapport à la crête de l’onde progressive
(cf. figure 4.6).
– Déphasage temporel et spatial entre les modes égal à pi/2.
Ainsi, l’onde progressive résultante obéit à l’équation 4.13. La vitesse tangentielle des points à la
surface du stator est ensuite obtenue en appliquant la relation 4.15, on a :
vt(x′, t) = vˆt(t) cos(k x′−ωkn t) (4.22)
Avec : vˆt(t) =−wˆ(t) b k ωkn
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Etant donné que le contact mécanique entre le stator et le rotor a lieu sur chaque crête de l’onde
progressive, il est évident qu’il sera avantageux d’étudier ce phénomène par rapport à un référentiel lié
à ce point en mouvement. On va donc passer du référentiel fixe lié au stator (x′) au référentiel tournant à
la même vitesse que l’onde (x) (cf. figure 4.6). Le passage entre ces deux référentiels s’effectue grâce à
l’ équation 4.23.
x = x′− ωknk t (4.23)
En remplaçant 4.23 dans 4.13 et 4.22 on obtient respectivement l’amplitude de déformation de
l’onde et la vitesse tangentielle des points à la surface du stator, exprimées dans le référentiel tournant à
la vitesse de l’onde progressive. On obtient :
w(x, t) = wˆ(t) cosk x (4.24)
vt(x, t) = vˆt(t) cosk x (4.25)
La figure 4.6 montre le schéma du mécanisme de contact entre le stator et le rotor pour une crête
de l’onde progressive. Le rotor est modélisé avec un substrat élastique (épaisseur élastique) de rigidité
équivalente Ke.
Epaisseur
élastique
Rotor
zone de traction
zone de freinage
F
N
V
r
V
r
v  (x)
t
-xo xo
-xl 0 x r
W(x)
wr
e  
z
e  x'
e  
z
e  x
FIG. 4.6 – Schéma du contact mécanique stator/rotor
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xo est la demi-largeur de la zone de contact, xl et xr sont les points à la surface du stator où la vitesse
tangencielle vt est la même que celle du rotor Vr. Ces points particuliers nous permettent, selon le schéma
de la figure 4.6, de localiser les zones de traction et celles de freinage. Le déplacement du rotor wr par
rapport à la base du stator et la connaissance de l’amplitude de déformation de l’onde nous permettent
de déterminer la largeur de la zone de contact avec l’équation 4.26.
xo(t) =
1
k arccos
wr(t)− wˆ(t)
wˆ(t)
(4.26)
Par analogie on peut calculer les points xl et xr en égalant l’équation 4.25, donnant la vitesse tangen-
tielle, à la vitesse Vr du rotor ; on obtient :
xl,r(t) =
1
k arccos
Vr(t)
vˆt(t)
(4.27)
Le long de la zone de contact (−xo ≤ x ≤ xo), la contraction de l’épaisseur élastique ∆w est donnée
par l’équation 4.28.
∆w(x, t) = wˆ(t)(cosk x− cosk xo(t)) (4.28)
La force verticale par unité de longueur Fv(x, t) agissant dans la zone de contact est aisément déduite
en connaissant la rigidité équivalente Ke de l’épaisseur élastique. On trouve :
Fv(x, t) = Ke wˆ(t)(cosk x− cosk xo(t)) (4.29)
En appliquant la loi du frottement à l’équation 4.29 on obtient la force de traction par unité de lon-
gueur τ(x, t). La fonction signe (sgn), appliquée au champ des vitesses de glissement vt(x, t)−Vr(t), nous
permet de déterminer les zones de traction et celles de freinage selon le schéma de contact stator/rotor
représenté à la figure 4.6. Avec µd le coefficient de frottement dynamique entre stator et rotor, on obtient :
τ(x, t) = sgn(vt(x, t)−Vr(t))µd Fv(x, t) (4.30)
Des études tribologiques réalisées dans [44] ont montré que le coefficient de frottement dépend de
la vitesse de glissement entre les deux surfaces en contact. Néanmoins, sans perte de généralité, nous
pouvons supposer ce coefficient comme étant constant. La force de traction Ft associée à une crête de
l’onde progressive est obtenue à l’aide de 4.31 en intégrant l’équation 4.30 le long de la zone de contact.
Ft(t) =
∫ xo
−xo
τ(x, t)dx (4.31)
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A partir de l’équation 4.31, il est maintenant facile de déduire le couple du moteur M en connaissant
le nombre de crêtes d’onde N dans l’anneau statorique et le rayon moyen Rmoy de ce dernier. On a :
M(t) = N Rmoy Ft(t) (4.32)
Le calcul explicite de l’intégrale 4.31 se fait en analysant tous les cas de contact possibles définis
par les points xo, xl et xr. On peut ainsi localiser les zones de freinage et de traction en fonction de leur
position. On distingue alors les cas de contact suivants :
cas 1 : |xl| ≤ xo et |xr| ≤ xo
On obtient deux zones de freinage intercalées par une de traction.
Ft(t) =
2 wˆ(t)µd Ke
k (φr(xr)+φr(xl)−φr(xo)) (4.33)
cas 2 : |xl|> xo et |xr| ≤ xo
On a une zone de freinage et une zone de traction.
Ft(t) =
2 wˆ(t)µd Ke
k φr(xr) (4.34)
cas 3 : |xl| ≤ xo et |xr|> xo
Même cas, mais opposé par rapport à 4.34.
Ft(t) =
2 wˆ(t)µd Ke
k φr(xl) (4.35)
cas 4 : |xl|> xo et |xr|> xo
Ici on a de la traction sur toute la zone de contact.
Ft(t) =
2 wˆ(t)µd Ke
k φr(xo) (4.36)
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cas 5 : |Vr|> |vˆt |, xl et xr n’existent pas
Dans ce cas il y a seulement un effet de freinage.
Ft(t) = − 2 wˆ(t)µd Kek φr(xo) (4.37)
Avec :
φr(x) = k
∫
(cosk x− cosk xo)dx = sinkx− kxcoskxo
4.4 Modélisation de la dynamique du rotor
Selon le schéma de la figure 4.1, on considère deux degrés de liberté pour le rotor, rotation (ωr) et
translation dans la direction de l’axe du moteur (wr). En appliquant les lois de la dynamique de Newton,
on aboutit aux équations 4.38 et 4.39, qui décrivent le comportement du rotor par rapport à ses propres
degrés de liberté.
J ω˙r = M−Mc (4.38)
mr w¨r = Fz−FN −dz w˙r (4.39)
Avec :
• mr Masse du rotor ;
• J Inertie du rotor ;
• ωr Vitesse angulaire du rotor ;
• Mc Couple de charge ;
• FN Force de précontrainte ;
• Fz Force de réaction axiale due à la contraction de l’épaisseur élastique ;
• dz Coefficient d’amortissement dans la direction axiale ;
La force de réaction dans la direction axiale Fz, due à la contraction de l’épaisseur élastique, se
calcule en intégrant l’équation 4.29, donnant la force axiale par unité de longueur Fv(x, t), tout au long
de la zone de contact ; nous obtenons :
Fz(t) = N
∫ xo
−xo
Fv(x, t)dx (4.40)
4.4.1 Calcul des forces de réaction modales
La contraction de l’épaisseur élastique due à la force de précontrainte provoque par la troisième loi
de Newton d’action et réaction une force qui aura tendance à réduire l’amplitude de l’onde progressive
du stator. L’effet de cette force est pris en compte en rajoutant les forces de réaction modales Fc1 et Fc2
dans les équations 4.17 et 4.18 décrivant la dynamique de déformation des deux ondes stationnaires.
Comme l’onde progressive résulte de la superposition de deux modes de vibrations en quadrature de
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phase spatiale, Fc1 et Fc2 sont calculées en utilisant le vecteur φTx′ = (sink x′ cosk x′) qui nous permet
de décomposer l’effet de la force globale sur les deux modes de vibrations séparément, selon l’équation
4.41.
(
Fc1
Fc2
)
= φx′ N
∫ x0
−x0
Fv(x, t)dx (4.41)
En résolvant l’intégrale 4.41 on obtient pour Fc1 et Fc2 :
Fc1(t) =
N Ke w1(t)
k
(
k xo− 12 sin2k xo
)
(4.42)
Fc2(t) =
N Ke w2(t)
k
(
k xo− 12 sin2k xo
)
(4.43)
4.5 Récapitulation
Cette section résume les développements effectués dans ce chapitre en récapitulant les équations
fondamentales qui nous ont permis de construire un modèle de simulation pour le moteur piézoélectrique
à onde progressive dans l’environnement MATLAB/Simulink.
4.5.1 Alimentation
Les équations 4.1, 4.2 et 4.4 décrivent le comportement du circuit d’alimentation couplé avec les
deux secteurs de céramiques piézoélectriques associés à chaque phase, dont le comportement électrique
est modélisé à l’aide de la capacité Cp .
Lm
dim
dt =U
′
p− (im+ iLs)R1
Ls
diLs
dt =U
′
p− im R1− (R1+R2) iLs−UCp
Cp
dUCp
dt = iLs−
UCp
Rp
− dqmecdt
4.5.2 Dynamique de déformation du stator
L’amplitude w1(t) et w2(t) des deux ondes stationnaires est obtenue grâce aux équations 4.17 et 4.18.
ms w¨1(t) = AemUCp1−ds w˙1(t)− cs w1(t)−Fc1(t)
ms w¨2(t) = AemUCp2−ds w˙2(t)− cs w2(t)−Fc2(t)
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L’effet de la déformation du stator sur le circuit d’alimentation est modélisé à l’aide des équations
4.19 et 4.20.
qmec1(t) = Ame w1(t)
qmec2(t) = Ame w2(t)
4.5.3 Zone de contact entre le stator et le rotor
La largeur de la zone de contact xo et les points xl,r, où la vitesse tangentielle des points à la surface du
stator est la même que la vitesse périphérique du rotor, sont définis respectivement à l’aide des équations
4.26 et 4.27. On rappelle que ces points nous permettent de distinguer les zones de freinage des zones de
traction.
xo(t) =
1
k arccos
wr(t)− wˆ(t)
wˆ(t)
xl,r(t) =
1
k arccos
Vr(t)
vˆt(t)
Les relations 4.30 et 4.31 nous donnent la force de traction par unité de longueur τ(x, t) et la force de
traction totale Ft ; le couple moteur M est ensuite obtenu avec l’équation 4.32.
τ(x, t) = sgn(vt(x, t)−Vr(t))µd Fv(x, t)
Ft(t) =
∫ xo
−xo
τ(x, t)dx
M(t) = N Rmoy Ft(t)
4.5.4 Dynamique du rotor
Le comportement du rotor par rapport a ces deux degrés de liberté, en rotation et en translation selon
l’axe du moteur, est décrit respectivement à l’aide des équations 4.38 et 4.39.
J ω˙r = M−Mc
mr w¨r = Fz−FN −dz w˙r
Avec la force de réaction axiale Fz, due à la contraction de l’épaisseur élastique, donné par 4.40.
Fz(t) = N
∫ −xo
xo
Fv(x, t)dx
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L’effet de la force de précontrainte sur les deux ondes stationnaires est modélisé avec les forces Fc1
et Fc2 données par 4.42 et 4.43.
Fc1(t) =
N Ke w1(t)
k
(
k xo− 12 sin2k xo
)
Fc2(t) =
N Ke w2(t)
k
(
k xo− 12 sin2k xo
)
4.6 Conclusion
Un modèle analytique du moteur piézoélectrique à onde progressive (type SHINSEI USR60) a été
développé. La diversité et la complexité des phénomènes physiques mis en jeu a conduit dans un premier
temps à une subdivision du fonctionnement de l’actionneur en trois parties essentielles selon le schéma
de la figure 4.7.
UCp1,2
Partie
électrique
Couplage 
électromécanique 
Partie 
mécanique
qmec1,2
F1,2
w1,2
FIG. 4.7 – Principe de la conversion d’énergie dans un moteur piézoélectrique
La partie électrique est composée du circuit d’alimentation du moteur. La structure choisie, représen-
tée dans le schéma électrique de la figure 4.2, nous permet de piloter indépendamment les trois variables
de commande du moteur (fréquence, déphasage et amplitude des deux tension de phase).
La déformation du stator et le mécanisme de contact entre ce dernier et le rotor, responsable de la
création du couple moteur, constituent la partie mécanique de notre système. Un équivalent mécanique
de deuxième ordre (cf. figure 4.5) a été utilisé pour décrire les déformations des deux ondes stationnaires.
Ensuite, le phénomène de contact entre le stator et le rotor a été modélisé sur la base du schéma donné à
la figure 4.6.
L’interaction entre la partie électrique et la partie mécanique (couplage électromécanique) est réalisée
par effet piézoélectrique. L’action de l’alimentation sur le système mécanique a été modélisée par l’intro-
duction d’un facteur de force Aem entre les tensions de phase appliquées aux céramiques et les forces F1,2
qui permettent d’induire les deux ondes stationnaires dans l’anneau du stator. Sur le même principe on
modélise la réaction due à la déformation du stator sur le circuit d’alimentation par l’introduction d’un
facteur de réaction Ame liant l’amplitude des déformations w1,2 et la charge électrique qmec1,2 accumulées
dans les céramiques associées à chaque phase du moteur.
Enfin, les équations décrivant le comportement de ces trois différentes parties, résumées dans la
section précédente, nous permettent de simuler dans l’environnement MATLAB/Simulink les caractéris-
tiques du moteur. Le chapitre suivant nous permettra, à travers la comparaison entre les résultats obtenus
en simulation et ceux obtenus expérimentalement, de vérifier la validité du modèle analytique développé.
Chapitre 5
VALIDATION DU MODELE
ANALYTIQUE
L’objectif de ce chapitre est de vérifier la validité de l’approche choisie dans le développement du
modèle analytique appliqué au moteur piézoélectrique à onde progressive. L’analyse et la comparaison
des caractéristiques de fonctionnement obtenues en simulation avec celles mesurées nous permettra de
juger de l’efficacité et la qualité des simulations effectuées. Avant cela, la première partie du chapitre sera
dédiée à la description du banc de test employé et à l’identification des paramètres du modèle analytique.
Le type de moteur utilisé est le SHINSEI USR60 dont les caractéristiques techniques sont données à
l’annexe A.
5.1 Présentation de la plate-forme d’essai
La conception modulaire du système de mesure doit permettre de tester des moteurs possédant typi-
quement de forts couples (quelques Nm) à basse vitesse (< 200 [t/min]), avec une puissance mécanique
maximale inférieure à quelques dizaines de Watt. Le diagramme du dispositif réalisé est proposé à la
figure 5.1. Indépendamment des aspects matériels, le banc d’essai intègre une infrastructure logicielle
permettant de piloter la commande, le contrôle et l’acquisition de données.
5.1.1 Système mécanique
Il est composé par le moteur SHINSEI USR60 (annexe A), couplé avec un frein dynamométrique à
hysthérésis type HD505-8-NA de Magtrol. Ce frein développe un couple indépendamment de la vitesse
de rotation, ce qui permet de mesurer les caractéristiques du moteur de sa marche à vide jusqu’au blocage
du rotor. Le logiciel de test de moteurs M-Test et le contrôleur programmable DSP6001 permettent
de gérer la commande et l’acquisition des données. Le frein est piloté soit en couple soit en vitesse,
permettant ainsi d’imposer le point de fonctionnement du moteur en essai. Plus d’informations sur le
frein, le contrôleur et le logiciel se trouvent dans l’annexe B.
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FIG. 5.2 – Tensions de phases primaires Up1,2 générées par le convertisseur statique en accord avec les
paramètres de commande ϕ, f et a.
5.1.2 Système de commande et contrôle
Le schéma du circuit de puissance utilisé pour l’alimentation est donné à la figure 4.2. La forme des
tensions Up1,2 générées par le convertisseur statique qui sont appliquées au primaire du transformateur est
représentée à la figure 5.2. Les paramètres de commande ϕ, f et a permettent de varier respectivement le
déphasage temporel, la fréquence et l’amplitude des deux phases alimentant le moteur. La séquence de
commande correspondante appliquée aux transistors est donnée par T1, T2, T3, T4. Les transformateurs
permettent ensuite d’élever les tensions de phase au niveau requis par le fabricant du moteur (environ
une centaine de Volts). On souhaite idéalement une tension sinusoïdale aux bornes du moteur : pour cette
raison nous introduisons à la sortie du transformateur une self Ls. La combinaison de celle-ci avec l’effet
capacitif des céramiques piézoélectriques associé à chaque phase permet de réaliser un filtre passe-bas
qui permettra de couper les hautes fréquences introduites par les commutations des transitors. Une carte
de commande, basée sur un microprocesseur DSP2407 de Texas Instruments [45], a été réalisée pour
piloter le convertisseur statique. Le software de commande et contrôle, dont nous donnons la structure
générale à l’annexe D, est exécuté en temps réel par le DSP et autorise les modes de fonctionnement en
boucle ouverte et fermée. L’utilisateur interagit avec le système de contrôle via l’ordinateur principal par
l’intermédiaire d’une interface de type hyperterminal qui permet de communiquer (ligne sérielle RS-232)
les informations (mode de fonctionnement) au DSP.
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5.1.3 Acquisition de données
Le système d’acquisition de données est réalisé avec la carte NI PCI-6052E de National Instruments
(voir annexe C). La carte d’acquisition est gérée à travers le logiciel LabVIEW. Ceci nous permet entre
autres d’enregistrer et visualiser sous forme graphique les grandeurs mesurées. Les grandeurs méca-
niques et électriques mesurées par le système d’acquisition sont énumérées ci-dessous :
• M Couple du moteur ;
• n Vitesse de rotation ;
• Θ Position angulaire ;
• UCp1,2 Tensions de phase aux bornes du moteur ;
• ILs1,2 Courants de phase absorbés par le moteur ;
• Itot Courant total absorbé par la source de tension principale Ud ;
5.1.4 Gestion de la plateforme d’essai
L’utilisateur peut déterminer à partir de l’ordinateur principal, via les logiciels d’interfaçage M-test
(frein), Hyperterminal (DSP) et LabVIEW (Acquisition de données), les différents modes de fonction-
nement du banc d’essai.
5.2 Identification des paramètres du modèle analytique
5.2.1 Identification des paramètres liés au stator
On rappelle tout d’abord les équations 4.17 et 4.18 décrivant l’amplitude de déformation des deux
ondes stationnaires, nous avons :
ms w¨1(t) = AemUCp1−ds w˙1(t)− cs w1(t)+Fc1(t)
ms w¨2(t) = AemUCp2−ds w˙2(t)− cs w2(t)+Fc2(t)
Comme on veut identifier les paramètres liés au stator, l’effet des forces de réaction modales Fc1,2
n’est pas considéré. En passant dans le domaine de Laplace on obtient la fonction de transfert 5.1.
W1,2(s) =
Aem
ms s2+ds s+ cs
UCp1,2(s) (5.1)
Il s’agit maintenant d’identifier les paramètres ms, Aem, ds, cs, représentant respectivement la masse,
le facteur de force, l’amortissement et la rigidité du stator, par rapport au cas spécifique du moteur
SHINSEI USR60. La caractéristique de l’amplitude de déformation de l’onde progressive en fonction
de la fréquence d’alimentation (figure 5.3) nous permet d’identifier la fréquence de résonance du stator.
Les mesures ont été effectuées avec une tension aux bornes du moteur de UCp = 100[V ]. Nous négli-
geons l’effet de dérive de la fréquence de résonance due aux variations de température, en admettant des
conditions de travail en régime thermique établi. On peut remarquer la présence d’un cycle d’hystherèse
lorsque les fréquences sont balayées en sens croissant ou décroissant.
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FIG. 5.3 – Amplitude de déformation de l’onde progressive en fonction de la fréquence d’alimentation
En connaissant la masse du stator et la fréquence de résonance du système mécanique (environ f0 =
39[kHz] selon graphique figure 5.3) on peut, grâce à l’équation 5.2, déduire la rigidité cs.
f0 = 12pi
√
cs
ms
(5.2)
Le coefficient d’amortissement ds permet de fixer la vitesse à laquelle le système s’amortit pour
atteindre le régime permanent. On estime ce paramètre en comparant la réponse indicielle simulée et
mesurée. On peut voir à la figure 5.4 que, avec ds = 477 [N s/m], la simulation se rapproche de manière
satisfaisante de la réalité.
La réponse fréquentielle de la fonction de transfert 5.1 est déterminée en remplaçant la variable de
Laplace s par la variable complexe jω. En calculant le module de cette dernière (équation 5.3) pour une
pulsation électrique ω prise autour du pic de résonance et en l’identifiant pour cette même fréquence
au module mesuré (cf. figure 5.3), nous pouvons déterminer le facteur de force Aem des céramiques
piézoélectriques associé à une phase.
∣∣∣∣ W1,2( jω)UCp1,2( jω)
∣∣∣∣= ∣∣∣∣ Aemms ( jω)2+ds jω+ cs
∣∣∣∣ (5.3)
Il est donc maintenant possible de déterminer le facteur de réaction Ame du sous-système méca-
nique (déformation du stator) sur le sous-système électrique (circuit d’alimentation), en remplaçant dans
l’équation 4.21 les valeurs numériques de la rigidité cs, du facteur de force Aem et de la capacité Cp des
céramiques piézoélectriques.
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FIG. 5.4 – Réponse indicielle simulée et mesurée de l’amplitude de l’onde progressive pour l’estimation
du coefficient d’amortissement ds
5.2.2 Identification des paramètres du rotor
Le fabricant du moteur nous fournit la valeur de l’effort de précontrainte FN et la masse du rotor
mr. L’inertie J est ensuite déduite facilement en sachant que le rotor est réalisé en aluminium et en
connaissant ses dimensions. Malheureusement la procédure d’identification pour la rigidité équivalente
du rotor Ke et celle du coefficient d’amortissement dz du mouvement dans la direction axiale, s’avèrent
plus laborieuses. La rigidité est déterminante pour l’amplitude ∆w(x, t) de la contraction élastique du
rotor le long de la zone de contact. En effet plus le rotor est mou plus la contraction de ce dernier sera
importante pour équilibrer la charge axiale FN . L’équilibre statique du rotor dans la direction axiale est
obtenu en égalant la force de réaction Fz due à la contraction du rotor, avec la force de précontrainte FN .
Avec les équations 4.29 et 4.40 on obtient l’équation de l’équilibre 5.4.
FN = N Ke wˆ
∫ xo
−xo
(cosk x− cosk xo)dx (5.4)
Le coefficient de rigidité Ke est obtenu grâce à l’équation 5.5, déduite directement de 5.4
Ke =
FN
N wˆ
∫ xo
−xo(cosk x− cosk xo)dx
(5.5)
Pour que l’application numérique de l’équation 5.5 puisse s’effectuer, il faut connaître dans un cas de
fonctionnement spécifié, l’amplitude de déformation de l’onde wˆ et la demi-largeur de la zone de contact
xo. Nous choisissons arbitrairement de travailler en marche à vide (Mc = 0) et à la fréquence f0 de
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résonance. Ceci nous permettra de déduire directement à partir du graphique de la figure 5.3 l’amplitude
de crête wˆ de l’onde. La mesure de la caractéristique vitesse-fréquence, reportée à la figure 5.16, nous
permet de connaître la vitesse périphérique Vr du moteur. On peut maintenant calculer les points xl,r, où
la vitesse tangentielle vt des points à la surface du stator est égale à celle du rotor Vr, avec la relation 4.27.
Le fait que le moteur fonctionne en marche à vide implique que le couple généré, en régime stationnaire
établi, soit égal à zéro. Cette condition est vérifiée lorsque l’équation 5.6, exprimant la force de traction
totale le long de la zone de contact associée à une crête de l’onde, déduite du schéma de la figure 4.6, est
satisfaite.
∫ xl
−xo
τ(x)dx+
∫ xr
xl
τ(x)dx+
∫ xo
xr
τ(x)dx = 0 (5.6)
Avec τ(x) la force de traction par unité de longueur définie par l’équation 4.30. En résolvant 5.6 par
rapport à xo et en remplaçant ensuite dans 5.5 on obtient finalement la rigidité équivalente du rotor Ke.
Étant donné que l’on ne peut pas mesurer directement le déplacement vertical du rotor, il est très diffi-
cile d’estimer correctement le coefficient d’amortissement dz. On admet donc que le régime transitoire
s’amorti avec une constante de temps du même ordre de grandeur que celle de l’amplitude de déforma-
tion de l’onde (voir figure 5.4), ce qui nous permet d’identifier indirectement la valeur de dz. La figure 5.5
montre la simulation de la réponse indicielle du déplacement vertical wr. Pour que le rotor "décolle", la
tension UCp aux bornes du moteur doit être suffisamment élevée pour générer une force (par effet piézo-
électrique indirect) capable de vaincre la charge axiale FN imposée par le ressort de précontrainte ; c’est
pour cette raison que nous obtenons un déplacement vertical du rotor nul pendant les premiers instants
de la simulation.
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FIG. 5.5 – Réponse indicielle simulée du déplacement axial du rotor
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5.2.3 Tableau récapitulatif
Tous les paramètres du moteur donnés par le fabricant ou obtenus par identification sont résumés
dans le Tableau 5.1. Nous remarquons qu’en première approximation nous avons considéré le coefficient
de frottement constant selon l’hypothèse formulée au chapitre précédant. De plus, Tiang et Saka [46] ont
démontré que l’application de sollicitations mécaniques externes, dans la direction circonférentielle de
l’interface stator-rotor (couple de charge), ne perturbe pas la symétrie de la géométrie du contact (figure
4.6) lorsque le coefficient de friction à l’interface est inférieur ou égal à 0.3 (valeur typiquement supé-
rieure à celles observées aux interfaces des moteurs à ultrasons [44]). Un autre paramètre d’importance
fondamentale est la force de précontrainte FN . Les mesures des caractéristiques de la vitesse n, de la puis-
sance mécanique à l’arbre Pmec et du rendement du moteur ηmot en fonction de ce même paramètre sont
reportés respectivement aux figures 5.6, 5.7 et 5.8. L’analyse de ces caractéristiques montre clairement
que si la force dépasse une certaine valeur limite, les performances du moteur chutent. Ceci nous permet
de justifier la valeur FN = 280[N] donnée par le constructeur.
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FIG. 5.7 – Mesure de la puissance mécanique à l’arbre Pmec en fonction du couple de charge Mc pour
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FIG. 5.8 – Mesure du rendement du moteur ηmot en fonction du couple de charge Mc pour différentes
valeurs de la force de précontrainte FN
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Paramètre Description Valeur numé-
rique
Dimension
Cp Capacité équivalente des céramiques piézoélec-
triques associées à une phase
10 [nF]
ms Masse du stator 0.1 [Kg]
Aem Facteur de force des céramiques 3 [N/V ]
Ame Facteur de réaction entre la déformation du stator et
le circuit d’alimentation
20 [C/m]
cs Rigidité équivalente du stator 60 · 108 [N/m]
ds Coefficient d’amortissement des deux ondes sta-
tionnaires dans le stator
477 [Ns/m]
mr Masse du rotor 30 · 10−3 [Kg]
dz Coefficient d’amortissement du déplacement axiale
du rotor
12000 [Ns/m]
J Inertie du rotor 7.2 · 10−6 [Kgm2]
Ke Rigidité équivalente du rotor 1.7 · 109 [N/m2]
FN Force axiale de précontrainte 280 [N]
Rmoy Rayon moyen de l’anneau du stator 26.75 [mm]
b Épaisseur du stator 4 [mm]
N Nombre de crêtes de l’onde progressive 9 [−]
µd Coefficient de frottement dynamique entre le stator
et le rotor
0.3 [−]
TAB. 5.1 – Tableau récapitulatif avec la valeur des paramètres du moteur SHINSEI USR60
5.3 Mesure et simulation des caractéristiques principales
Le moteur piézoélectrique à onde progressive peut être commandé en variant l’amplitude, la fré-
quence ou le déphasage des deux phases d’alimentation. La comparaison entre mesures et simulation
sera donc effectuée en analysant le comportement du moteur en fonction de ces trois paramètres de
commande.
5.3.1 Caractéristique vitesse-tension
Nous commençons par mesurer la vitesse de rotation n en fonction de l’amplitude de la tension
d’alimentation pour différentes valeurs du couple de charge Mc. Nous effectuons ce test à une fréquence
proche de la résonance et à régime thermique établi, avec un déphasage temporel égal à pi/2. La modu-
lation d’amplitude des composantes fondamentales des tensions de phase UCp1,2, est obtenue en variant
le paramètre de commande a dans l’intervalle [0≤ a [rad] ≤ pi], selon le schéma de la figure 5.2. Les
figures 5.9 et 5.10 montrent respectivement la caractéristique mesurée et simulée de la vitesse de rotation
en fonction du paramètre de commande a de l’amplitude de la tension. Nous remarquons qu’il existe une
"frontière" dans le plan défini par les axes de l’amplitude a et du couple de charge Mc, au-delà de laquelle
la vitesse du moteur chute brusquement à zéro, introduisant ainsi une forte discontinuité dans la carac-
téristique. Ce phénomène se produit lorsque l’amplitude de la tension n’est pas suffisante pour vaincre
la charge axiale provoquée par le ressort de précontrainte. L’amplitude de l’onde progressive résultante
sera donc nulle et par conséquent aucun effet d’entraînement n’est obtenu. Si l’on compare cela avec les
résultats obtenus en simulation (cf. figure 5.10), nous observons que ces derniers confirment de manière
satisfaisante le comportement expérimental. Cependant, nous remarquons sur la caractéristique mesurée
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comment le seuil de l’amplitude minimal (au dessous duquel le moteur s’arrête), dépend aussi du couple
de charge Mc. Le modèle développé ne permet pas de prévoir ce comportement, car nous supposons que
l’amplitude de l’onde progressive dépend uniquement de la fréquence, de l’amplitude, du déphasage des
deux phases d’alimentation et de la charge axiale due à l’effet du ressort de précontrainte. En réalité,
l’amplitude de l’onde est aussi influencée par le couple de charge. Cette affirmation est aussi confirmée
par la mesure de la caractéristique du courant de phase ILs reportée à la figure 5.11. Nous observons sur
cette figure que lorsque la "frontière" correspondant à l’arrêt brusque du moteur est franchie (amplitude
de l’onde nulle), le courant devient indépendant du couple de charge Mc. Si au contraire, cette "frontière"
n’est pas dépassée, nous obtenons une augmentation monotone du courant avec le couple de charge. Par
conséquent nous déduisons que, lorsque l’amplitude de la tension est suffisante pour vaincre la charge
axiale, le couple de charge influence l’amplitude de l’onde progressive et donc, par effet piézoélectrique
direct (cf. chapitre 4), également le courant de phase ILs.
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FIG. 5.9 – Mesure de la vitesse de rotation n en fonction du paramètre de commande a de l’amplitude de
la tension d’alimentation, pour différentes valeurs du couple de charge Mc.
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FIG. 5.10 – Simulation de la vitesse de rotation n en fonction du paramètre de commande a de l’amplitude
de la tension d’alimentation, pour différentes valeurs du couple de charge Mc.
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FIG. 5.11 – Mesure du courant de phase ILs en fonction du paramètre de commande a de l’amplitude de
la tension d’alimentation, pour différentes valeurs du couple de charge Mc.
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Le principe de fonctionnement des moteurs piézoélectriques implique l’existence de glissements
relatifs entre les surfaces en contact du stator et du rotor. Ces glissements sont à l’origine de pertes
mécaniques par friction. Nous évaluons ces pertes grâce à l’équation 5.7.
Ppertes = N
∫ xo
−xo
abs(vt(x)−Vr) τ(x)dx (5.7)
En admettant que la majorité des pertes est due à ce phénomène, nous pouvons donc évaluer le
rendement du moteur ηmot avec la relation bien connue 5.8. Avec Pmec = M ωr.
ηmot =
Pmec
Pmec+Ppertes
(5.8)
Les figures 5.12 et 5.13 montrent respectivement l’évolution du rendement mesuré et du rendement
simulé. Évidemment, nous retrouvons la non-linéarité déjà présente dans la caractéristique de la vitesse
de rotation. Le frottement existant à l’interface de contact entre le stator et le rotor provoque des pertes
considérables, qui se traduisent dans un rendement du moteur qui est en général nettement plus faible
que celui obtenu avec des moteurs électromagnétiques. Etant donné que le moteur piézoélectrique est
plutôt utilisé comme actionneur, le rendement a une importance mineure par rapport à des caractéris-
tiques telles la dynamique de positionnement, le fort couple à basse vitesse (possibilité de réaliser un
entraînement direct) et le couple de maintient sans alimentation, qui font du moteur piézoélectrique un
excellent actionneur.
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FIG. 5.12 – Mesure du rendement du moteur ηmot en fonction du paramètre de commande a de l’ampli-
tude de la tension d’alimentation, pour différentes valeurs du couple de charge Mc.
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FIG. 5.13 – Simulation du rendement du moteur ηmot en fonction du paramètre de commande a de
l’amplitude de la tension d’alimentation, pour différentes valeurs du couple de charge Mc.
5.3.2 Caractéristique vitesse-fréquence
L’évolution de la vitesse de rotation n et du courant de phase ILs en fonction de la fréquence f de
l’alimentation sont représentées respectivement aux figures 5.14 et 5.15. Les caractéristiques sont obte-
nues avec un déphasage temporel égal à pi/2, avec le paramètre a de commande de la tension maintenu
constant et à régime thermique établi (pas de dérive de la fréquence de résonance). Nous observons que
le comportement du moteur dans le voisinage du pic de résonance est instable. En effet, en parcourant
la caractéristique dans le sens décroissant des fréquences et en se rapprochant du pic de résonance, il
suffit d’une petite variation de la fréquence pour que le moteur s’arrête brusquement ; c’est ce que l’on
appelle le phénomène de "‘pull-out"’. Le redémarrage du moteur dans le sens croissant des fréquences
présente une hystherèse introduisant ainsi une forte non-linéarité. Une attention particulière pour éviter
ce phénomène sera prise lors de l’étude de l’algorithme de commande. Les résultats obtenus par simula-
tion suivent de manière satisfaisante les mesures. Seule l’hystherèse n’est pas prévisible avec le modèle.
Ceci ne représente pas un problème puisque le moteur sera piloté pour éviter ce phénomène, comme
on le verra en détail au chapitre suivant. Les caractéristiques de vitesse et de courant pour différentes
valeurs du couple de charge Mc sont reportées aux figures 5.16 et 5.17. L’hystherèse se produisant lors
du démarrage du moteur a été ici volontairement négligée afin de faciliter la lecture des graphiques.
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FIG. 5.14 – Comparaison entre la mesure et la simulation de la caractéristique de la vitesse de rotation n
en fonction de la fréquence f d’alimentation pour un couple de charge Mc = 0[Nm].
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FIG. 5.15 – Comparaison entre la mesure et la simulation de la caractéristique du courant de phase ILs en
fonction de la fréquence f d’alimentation pour un couple de charge Mc = 0[Nm].
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FIG. 5.16 – Mesure de la vitesse de rotation n en fonction de la fréquence f d’alimentation pour diffé-
rentes valeurs du couple de charge Mc.
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FIG. 5.17 – Mesure du courant de phase ILs en fonction de la fréquence f d’alimentation pour différentes
valeurs du couple de charge Mc.
5.3 Mesure et simulation des caractéristiques principales 65
5.3.3 Caractéristique vitesse-déphasage
Dans le cas idéal, le déphasage temporel ϕ entre les deux ondes stationnaires du stator est égal à
ϕ = ±pi/2 (le signe nous permet d’imposer la direction de propagation de l’onde progressive, donc
de déterminer le sens de rotation du moteur). L’amplitude de l’onde progressive résultante est alors
constante, selon l’équation 4.16. Lorsque le déphasage prend des valeurs comprises dans l’intervalle
(−pi/2 < ϕ < pi/2), l’amplitude de l’onde progressive est modulée à une fréquence égale à celle de
l’alimentation, provoquant ainsi une diminution de la vitesse de rotation du moteur. Avec le déphasage
temporel ϕ, nous disposons donc d’un troisième paramètre de commande qui nous permet de varier la
vitesse en accord avec les caractéristiques reportées aux figures 5.18 et 5.19. Ces dernières sont obtenues
en maintenant constantes la fréquence de l’alimentation f et le paramètre de commande a de l’amplitude
de la tension ; on considère aussi que le régime thermique est établi. Plus précisément à la figure 5.18 on
compare la caractéristique mesurée avec celle simulée pour un couple de charge Mc = 0. À la figure 5.19
nous observons que lorsque le couple de charge Mc est différent de zéro, une zone morte apparaît pour
des valeurs du déphasage proche de zéro. Cette zone morte est une nouvelle non-linéarité qu’il faudra
nécessairement prendre en considération dans l’établissement des relations de commande du moteur.
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en fonction du déphasage temporel ϕ pour un couple de charge Mc = 0[Nm].
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5.4 Conclusion
La plate-forme d’essai a été présentée dans la première partie du chapitre. Elle est composée de
trois parties principales : le sous-système d’alimentation et de commande, le sous-système mécanique
(moteur + frein) et un sous-système dédié à l’acquisition des grandeurs électriques et mécaniques du
moteur. Ces trois sous-systèmes interagissent entre eux et sont gérés à travers des logiciels spécifiques,
par l’utilisateur du banc d’essai. Les caractéristiques du moteur piézoélectrique à onde progressive (fort
couple à basse vitesse) ont imposé l’utilisation d’un frein dynamométrique à hysthérésis permettant de
développer un couple indépendamment de la vitesse de rotation.
Dans la deuxième partie du chapitre, l’identification des paramètres du modèle analytique a été effec-
tuée dans le cas du moteur SHINSEI USR60. Nous avons ensuite simulé les caractéristiques du moteur
par rapport à ces propres variables de commande : amplitude, déphasage et fréquence des deux tensions
d’alimentation. Les résultats obtenus ont été comparés avec les caractéristiques relevées expérimentale-
ment, dans le but de valider le modèle développé au chapitre précédant. Nous concluons que la fidélité
du modèle se révèle assez satisfaisante, même s’il est encore difficile de décrire analytiquement les non-
linéarités observées, à cause de la complexité des phénomènes physiques mis en jeu à l’interface de
contact entre le stator et le rotor.
Malgré cela, le modèle développé nous a permis de comprendre, bien sûr avec l’appui des résultats
expérimentaux, le comportement global du moteur par rapport à ses trois variables de commande (ampli-
tude, fréquence et déphasage des deux tensions d’alimentation). Ceci nous sera fort utile dans le chapitre
suivant, lorsque nous aborderons l’étude des algorithmes de commande en vitesse et position.
Chapitre 6
ASSERVISSEMENT DU MOTEUR EN
VITESSE ET POSITION
Le moteur piézoélectrique à onde progressive possède d’excellentes caractéristiques. D’une part le
fort couple de maintient sans alimentation, le couple élevé à basse vitesse, ainsi que son fonctionnement
silencieux et sa petite taille font de ce moteur un actionneur idéal. D’autre part, le principe de fonction-
nement est basé sur des oscillations mécaniques à haute fréquence et sur l’exploitation des forces de
frottement à l’interface stator/rotor. La conséquence est que le développement d’un modèle analytique
fidèle se révèle une tâche très complexe, comme nous l’avons constaté aux chapitres 4, 5. Des caracté-
ristiques de contrôle fortement non-linéaires et des paramètres du moteurs variant avec le temps à cause
des dérives thermiques, comme par exemple la fréquence de résonance, rendent difficile la conception
d’un algorithme de commande capable d’exploiter, dans différentes conditions de fonctionnement, le
potentiel du moteur. En partant de ces observations, le but final du chapitre est de présenter une méthode
de contrôle qui soit performante et robuste et permettant d’asservir le moteur en vitesse et position.
6.1 Choix de la grandeur de commande
En général la vitesse peut être contrôlée en agissant sur l’amplitude a, la fréquence f et le déphasage
temporel ϕ des deux tensions d’alimentations. La caractéristique de vitesse en fonction des ces para-
mètres exhibe de fortes non-linéarités, comme nous l’avons remarqué dans le chapitre précédent. Il est
donc difficile d’évaluer a priori le paramètre, ou la combinaison de paramètres, le plus efficace. Pour
effectuer ce choix nous analysons la méthode de contrôle proposée dans [47].
L’idée à la base de cette méthode est de commander le moteur en agissant sur la variable de com-
mande a qui nous permet de varier l’amplitude des tensions de phase UCp1,2, en d’autres termes, on
exploite ici la caractéristique de la vitesse en fonction de l’amplitude reportée à la figure 5.9. Le moteur
peut alors fonctionner à la fréquence de résonance permettant d’une part d’obtenir l’excursion de vitesse
maximale et d’autre part de travailler avec le meilleur rendement possible. En effet, la mesure du rende-
ment du moteur en fonction de la fréquence, reportée à la figure 6.1, montre que pour un cas de couple
de charge Mc quelconque, la meilleure efficacité est obtenue en travaillant près du pic de résonance.
La fréquence de résonance f0 est un paramètre fondamental dans les moteurs piézoélectriques. Une
variation de celle-ci, provoquée par une augmentation de la température, peut induire des dérives de la
caractéristique vitesse-fréquence qui ne sont pas négligeables. La figure 6.2 nous permet d’illustrer ce
phénomène de manière schématique. Nous constatons que, si l’on travaille avec une fréquence d’alimen-
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FIG. 6.1 – Rendement du moteur ηmot en fonction de la fréquence f pour un couple de charge Mc =
0.4[Nm]
tation f qui est fixe, la plage des vitesses et le rendement du moteur suite à une variation de température
seront considérablement réduites. Des méthodes d’identification on-line de la fréquence de résonance
doivent alors être implémentées dans l’algorithme de commande [47] et [49]. La fréquence d’alimenta-
tion est ensuite adaptée.
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Néanmoins, cette méthode de contrôle présente un problème directement lié à la caractéristique de la
vitesse en fonction du paramètre de contrôle a reportée à la figure 5.9. En effet, nous pouvons constater
qu’en dessous d’une certaine valeur minimum amin, le rotor, par effet du chargement axial, annule la
déformation du stator. La vitesse de rotation obtenue sera donc à ce moment nulle. La solution proposée
pour éviter que le moteur ne s’arrête brusquement lorsque le point de fonctionnement imposerait un para-
mètre de contrôle de l’amplitude inférieur au seuil minimum amin autorisé, est l’utilisation du déphasage
temporel ϕ comme grandeur de commande. On peut résumer ceci avec les lois de commandes 6.1 et 6.2.
f = f0 , ϕ = pi2 , amin ≤ a ≤ amax (6.1)
f = f0 , 0≤ ϕ≤ pi2 , a = amin (6.2)
En réalité, l’utilisation du déphasage temporel ϕ comme grandeur de commande se relève un mauvais
choix. En effet, les résultats obtenus en simulation et reportés à la figure 6.3 nous montrent que, si le
déphasage employé est différent de pi/2 (cas idéal), nous obtenons une modulation de l’amplitude de
l’onde progressive à une fréquence égale à celle de l’alimentation. Ce phénomène, selon les résultats
publiés dans [50], provoquerait des micro-rebondissements à l’interface de contact entre le stator et le
rotor provoquant ainsi la diminution du coefficient de frottement µd et l’augmentation de l’usure des
matériaux en contact, donc une diminution de la durée de vie du moteur. De plus, nous avons remarqué
expérimentalement que le comportement du moteur demeure instable lorsque la condition de déphasage
idéal (ϕ = pi/2) n’est pas respectée.
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Les considérations que nous avons faites à propos de l’algorithme de contrôle de la vitesse de rotation
proposé dans [47] nous amènent à conclure que les paramètres de commande a et ϕ ne garantissent
pas un comportement optimal du moteur dans toute la plage d’utilisation possible. Ainsi, c’est donc la
fréquence qu’on retiendra comme paramètre de commande pour le développement de l’algorithme de
contrôle. L’analyse complète du développement des lois de commande par rapport à cette grandeur de
commande sera réalisée en détail dans la section suivante.
6.2 Schéma fonctionnel de la commande
Le schéma fonctionnel du système de commande est donné à la figure 6.4. Une boucle interne permet
de réaliser l’asservissement du moteur en vitesse selon la consigne nre f donnée, soit directement par l’uti-
lisateur, soit par le régulateur de position. Dans le deuxième cas c’est alors la boucle externe qui réalise
l’asservissement du moteur en position. Les paramètres a et ϕ, qui permettent de varier respectivement
l’amplitude et le déphasage, sont maintenus constants : nous agissons sur la fréquence f . Le couple de
charge Mc et la température Temp sont les grandeurs perturbatrices du système. Une attention particulière
sera mise dans la description du limiteur de vitesse, dans le but d’éviter l’arrêt brusque du moteur lorsque
l’on descend au dessous d’une certaine fréquence limite (phénomène de pull-out, cf. figure 5.14). Nous
traiterons ensuite la synthèse des régulateurs de vitesse et de position.
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 Régulateur de 
position
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Utilisateur
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statique
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FIG. 6.4 – Schéma fonctionnel du montage en asservissement de vitesse et position
6.3 Limiteur de vitesse
6.3.1 But
Le but du limiteur de vitesse est d’éviter le phénomène de pull-out pendant le fonctionnement du
moteur. La figure 6.5 montre schématiquement que si nous adoptons la solution de limiter la plage
des fréquences permises par l’introduction d’une borne inférieure fmin, une dérive de la caractéristique
vitesse-fréquence due à une augmentation de la température ∆Temp provoquerait une diminution de la
vitesse maximale atteignable. La solution consiste alors à introduire une limitation de la vitesse nlim, en
laissant une certaine marge de sécurité par rapport au pic de résonance. Ainsi, nous atteignons la per-
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formance maximale du moteur indépendamment de la température et nous empêchons en même temps
l’apparition du phénomène de pull-out. Les problèmes surgissent lorsqu’un couple de charge Mc appa-
raît. Nous constatons à la figure 6.6 que si la limitation de vitesse n’est pas adaptée par rapport à la
nouvelle caractéristique correspondante à un couple de charge donné, nous nous exposons au risque que
le phénomène de pull-out puisse se produire. On considère à ce propos le cas où la vitesse de consigne,
pour des raisons quelconques, deviendrait supérieure à la vitesse maximale admissible pour un couple
de charge qui est différent de zéro ; la conséquence est que le régulateur de vitesse aura la tendance à
corriger la valeur actuelle de la fréquence dans la direction de la zone critique de fonctionnement : à ce
moment nous n’aurons aucune protection contre le phénomène de pull-out. L’introduction d’un limiteur
de vitesse dynamique permet de résoudre ce problème. La vitesse limite nlim est alors adaptée en fonction
du couple à l’arbre. Pour réaliser cela la connaissance du couple s’avère nécessaire. Ajouter un capteur de
couple signifierait augmenter l’encombrement et les coûts du moteur. Pour ces raisons nous aborderons
dans la section suivante l’étude d’un système qui nous permettra d’estimer le couple de charge Mc.
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FIG. 6.5 – Comparaison entre l’efficacité de la limitation en fréquence fmin et de celle en vitesse nlim,
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6.3.2 Estimation du couple de charge Mc
Les caractéristiques du courant d’alimentation Itot (cf. figure 4.2) en fonction de la vitesse pour
différentes valeurs du couple de charge (cf. figure 6.7) nous montrent qu’il doit exister une relation
Mc = fMc(Itot ,n) liant le couple de charge au courant et à la vitesse. C’est donc en exploitant cette fonction
que nous pourrions effectuer l’estimation du couple de charge. Seulement à basse vitesse (n< 70[t/min])
nous remarquons la présence d’intersections entre les différentes caractéristiques. Concrètement cela
signifie que pour un couple vitesse-courant donné, il existe plusieurs valeurs possibles du couple de
charge. Ainsi, la fonction fMc(Itot ,n) et par conséquence l’estimation du couple de charge, ne peuvent pas
être définies dans ces conditions. Ceci ne nous pose en réalité aucun problème ; en effet, nous souhaitons
estimer le couple dans le but d’éviter le phénomène de pull-out, c’est à dire que l’on ne s’intéresse pas aux
basses vitesses. Nous allons donc fixer une limite inférieure de la vitesse à partir de laquelle la procédure
d’estimation du couple sera activée. La représentation en trois dimensions de la relation fMc(Itot ,n) est
donnée à la figure 6.8. Nous observons que suite aux remarques faites, au dessous de la vitesse limite
de n = 70[t/min] le couple de charge a été fixé arbitrairement à zéro. Au niveau matériel, la méthode
d’estimation décrite nous demande simplement de rajouter un capteur de courant.
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FIG. 6.8 – Couple de charge mesuré Mc en fonction du courant d’alimentation Itot et de la vitesse n
La figure 6.8 nous montre combien la relation fMc(Itot ,n) est fortement non-linéaire. Pour cette rai-
son nous effectuons l’identification de celle-ci en employant un réseau neuronal. Ce dernier peut être
entraîné pour apprendre n’importe quelle fonction [51],[52],[53], pour autant qu’il reçoive suffisamment
d’informations. Le réseau neuronal est composé d’éléments simples (neurones) travaillant en parallèle.
Ces éléments sont inspirés par les systèmes nerveux biologiques. Comme dans la nature, le comporte-
ment du réseau est déterminé en grande partie par les connections entre les neurones. Nous pouvons
entraîner un réseau neuronal dans le but d’approximer une fonction particulière, en ajustant les valeurs
des connexions (poids) entre les différents neurones. D’habitude un réseau neuronal est entraîné de ma-
nière que l’erreur entre les valeurs de sortie obtenues et celles que l’on désire copier (objectif) soit le plus
petit possible. Cette situation est schématisée à la figure 6.9.
Réseau neuronal 
incluant les 
connections entre 
neurones
Comparaison
Entrée Sortie
Objectif
Adjustage des poids 
(selon algorithme 
d’apprentissage)
FIG. 6.9 – Schéma de principe de la méthode d’apprentissage générale d’un réseau neuronal
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Le modèle du neurone utilisé est représenté à la figure 6.10. Avec R le nombre d’éléments dans le
vecteur d’entrée p. Chaque entrée est pondérée par un poids correspondant W1,R. La somme des entrées
pondérées, avec le biais b, représente l’entrée de la fonction de transfert fn associé à chaque neurone. Ce
dernier peut employer n’importe quelle fonction de transfert fn, différentiable, pour générer sa propre
sortie. Nous verrons plus tard quels types de fonctions nous emploierons dans le réseau neuronal pour
l’approximation de la fonction fMc(Itot ,n).
∑ fn
p1
p2
p3
pR W1,R
W1,1
b
a = fn (Wp + b)
Neurone
Vecteur 
d’entrée p
FIG. 6.10 – Modèle du neurone
Plusieurs neurones, du type décrit précédemment (figure 6.10), peuvent être combinés en paral-
lèle pour former ce que l’on appelle une couche de neurones. Un réseau neuronal peut contenir une ou
plusieurs couches. Nous considérons le cas particulier d’un réseau formé par une seule couche ayant R
éléments d’entrée et S neurones (figure 6.11). Chaque éléments du vecteur d’entrée p est connecté à
chaque neurone, par l’intermédiaire de la matrice W des poids de pondérations. Le modèle du neurone
est ainsi appliqué S fois pour obtenir le vecteur de sortie a, selon la relation indiquée à la figure 6.11. La
structure générale d’un réseau neuronal est obtenue par la mise en série de n couches : on parle alors d’un
réseau neuronal multi-couches. Après avoir déterminé la structure du réseau et initialisé les poids de pon-
dérations et les biais associés à chaque neurone, on passe à la phase dite d’apprentissage (entraînement
du réseau). La procédure d’entraînement demande un ensemble d’exemples (vecteur des entrées p et vec-
teur des sorties objectives t correspondantes), permettant de définir comment le réseau doit idéalement
se comporter. Pendant l’entraînement, les poids et les biais sont ajustés de façon à minimiser la fonction
performance. Typiquement la fonction performance (cf. équation 6.3) est définie comme la moyenne du
carré de l’erreur entre la sortie du réseau a(k) et la sortie objectif t(k), sur la longueur N d’une époque
d’entraînement. On définit la longueur N d’une époque d’entraînement comme le nombre d’éléments
dans l’ensemble des exemples. La mise à jour des poids et des biais sera effectuée après chaque époque.
E =
1
N
N
∑
k=1
(a(k)− t(k))2 (6.3)
Le "backpropagation algorithm" [54], [55] est utilisé pour l’entraînement du réseau neuronal. Le
principe à la base de cet algorithme consiste à calculer la dérivée partielle de la fonction performance par
rapport à chaque poids de pondération du réseau. Etant Wk, j le poids de pondération d’une connection
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FIG. 6.11 – Réseau neuronal à une seule couche
neuronale k− j quelconque du réseau, la correction ∆Wk, j après chaque époque d’entraînement sera donc
déterminée à l’aide de la relation 6.4. Avec α le facteur d’apprentissage.
∆Wk, j =−α ∂E∂Wk, j (6.4)
Ainsi, à chaque itération, l’algorithme peut calculer la nouvelle valeur du poids de la connection
k− j. On a :
Wk, j(h+1) =Wk, j(h)+∆Wk, j(h) (6.5)
Avec h, la hieme itération de l’algorithme. Des versions plus sophistiquées de ce même algorithme
permettant d’augmenter la vitesse de convergence sont présentées dans [56]. Pour obtenir de bons résul-
tats pendant la phase d’apprentissage il faudrait idéalement que les éléments de l’ensemble des exemples
soient les plus représentatifs possible de la fonction que l’on désire approximer ; les redondances inutiles
sont donc à éviter. Le nombre de neurones appartenant à chaque couche n’est pas déterminable d’une
manière exacte par aucune théorie. En choisissant un nombre élevé de neurones, on aura en général des
valeurs de sortie très précises pour les points où le réseau a été entraîné ; par contre, lorsque l’on simule
le réseau avec des nouveaux points, la précision obtenue sera nettement moins bonne : c’est ce que l’on
appelle le phénomène d’overfitting. La situation contraire se présente lorsque le nombre de neurones est
insuffisant. L’expérience du développeur et différents essais permettent de retrouver le meilleure compro-
mis entre les deux situations décrites. Si nous revenons à notre application, l’approximation analytique
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de la fonction fMc(Itot ,n) est obtenue en employant un réseau neuronal à deux couches dont la structure
est donnée à la figure 6.12. La Neural Network Toolbox de MATLAB [56], qui intègre plusieurs variantes
du "backpropagation algorithm" en fonction des besoins relatifs à chaque application particulière, a été
utilisée pour la phase d’apprentissage du réseau.
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FIG. 6.12 – Structure du réseau neuronal utilisée pour l’approximation de la fonction Mc = fMc(Itot ,n)
La relation analytique résultante, donnée par le réseau neuronal après son entraînement et permettant
d’estimer le couple de charge M̂c appliqué à l’arbre moteur, peut enfin s’écrire à l’aide de l’équation 6.6.
M̂c = f 2n
(
W2
(
f 1n
(
W1 p+b1
))
+b2
)
(6.6)
Avec :
– W1 la matrice des poids de pondération pour les connections entre les neurones de la première
couche et les entrées du réseau.
– W2 la matrice des poids de pondération pour les connections entre les neurones de la deuxième
couche et ceux de la première.
– p =
(Itot
n
)
Vecteur des entrées correspondant dans notre application au courant d’alimentation Itot
et à la vitesse n.
A noter que la fonction de transfert des neurones associée à la première couche est de type sigmoïdale
(permet d’identifier les non-linéarités, cf. équation 6.7) tandis que celle associée au neurone de sortie est
linéaire (la sortie peut alors prendre des valeurs en dehors de l’intervalle [−1 1], cf. équation 6.8).
f 1n (x) =
2
(1+ e−2x)
−1 (6.7)
f 2n (x) = x (6.8)
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L’apprentissage du réseau a été effectué sur 200 époques d’entraînement ; une époque correspond
à l’ensemble des exemples de la fonction Mc = fMc(Itot ,n), permettant ainsi de définir le vecteur des
entrées et celui des sorties objectifs associées. L’ensemble des exemples est composé de 117 couples
d’entré-sortie de la fonction Mc = fMc(Itot ,n) obtenues expérimentalement. Nous obtenons après la phase
d’apprentissage une erreur moyenne totale inférieure à 0.1%, défini à l’aide de l’équation 6.3. Concrè-
tement, la figure 6.13 nous montre la qualité de l’estimation obtenue à l’aide du réseau neuronal après
la phase d’apprentissage. Si nous la comparons à la caractéristique expérimentale de la figure 6.8 nous
pouvons aussi apprécier visuellement la qualité de l’approximation.
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FIG. 6.13 – Estimation du couple de charge M̂c en fonction du courant d’alimentation Itot et de la vitesse
n avec un réseau neuronal
Pour vérifier concrètement la validité de la méthode d’estimation proposée, nous observons l’évo-
lution dans le temps du couple de charge mesuré Mc avec celui estimé M̂c à l’aide du réseau neuronal.
Différents sauts de couple ont été effectués dans le but d’avoir une vérification sur plusieurs points de
fonctionnement dans la plage d’utilisation du moteur. Les résultats obtenus sont reportés à la figure 6.14.
Comme nous pouvons le constater, l’estimation du couple de charge est très bonne ; en effet l’erreur
d’estimation reste inférieure à 5%. Enfin, le schéma fonctionnel détaillé du limiteur de vitesse est donné
à la figure 6.15.
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6.4 Régulateur de vitesse
Étant donné le caractère non-linéaire de la caractéristique vitesse-fréquence (figure 5.16), il est exclu
que nous puissions utiliser, sans aucune précaution, des régulateurs classiques de type P, PI, PID. En
effet la réponse du système serait à ce moment dépendante du point de fonctionnement et dans le cas le
plus défavorable, elle peut même devenir instable. Une solution possible serait alors de dimensionner les
gains du régulateur pour plusieurs points de fonctionnement en linéarisant le comportement du système
autour de ces derniers. La mise à jour du régulateur est très rapide car ses paramètres sont fixés avant le
démarrage. Toutefois, le volume de calcul à traiter avant l’enclenchement est important : il s’agit de di-
mensionner une "banque" de régulateurs. La méthode décrite ici est donc lourde et peu élégante à mettre
en oeuvre. Pour ces raisons, nous nous proposons, dans les sections qui suivent, d’étudier différentes mé-
thodes de commande possibles (figure 6.16) dans le but d’obtenir un algorithme qui réalise le meilleur
compromis entre performance, robustesse et facilité d’implémentation.
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tension
FIG. 6.16 – Solutions envisageables pour la conception de l’algorithme de contrôle de vitesse
6.4.1 Commande adaptative
Le schéma à la base d’une commande adaptative est donnée à la figure 6.17. À chaque coup d’horloge
(fixant la vitesse à laquelle l’algorithme est exécuté) l’identification du processus à régler et la synthèse
du régulateur sont effectuées. Le régulateur est ainsi adapté en temps réel à l’évolution du système que
l’on veut commander.
Régulateur RST
La synthèse d’un régulateur classique, soit dans le lieu des pôles soit en introduisant des marges
de phase et de gain, présente un aspect empirique qui rend impossible la traduction sous une forme
algébrique. Le régulateur RST [48] permet, comme on le verra plus tard, une synthèse algébrique qui se
prête ainsi facilement à être mise sous forme codée. Elle peut dès lors être mise en oeuvre dans un schéma
de commande adaptative. Dans le but de montrer le potentiel du régulateur RST, reprenons tout d’abord
l’architecture classique d’un système automatique en asservissement, tel que représenté à la figure 6.18.
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FIG. 6.17 – Schéma de commande adaptative
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FIG. 6.18 – Schéma fonctionnel d’un système automatique avec régulateur classique
Yc(z),U(z) et Y (z) dénotent respectivement les grandeurs de consigne, de commande et à régler
exprimées dans le domaine de z (équivalent de la variable de Laplace s pour les systèmes discrets).
K(z) = S(z)R(z) est la fonction de transfert du régulateur, de type PID par exemple, H(z) =
B(z)
A(z) désigne la
fonction de transfert échantillonnée du processus à régler. Les polynômes S(z), R(z), B(z) et A(z) ont des
degrés adéquats par rapport aux propriétés physiques des systèmes causals. La grandeur de commande
U(z) générée par le régulateur et la fonction de transfert du système en boucle fermée peuvent alors
s’écrire respectivement avec les équations 6.9 et 6.10.
U(z) =
S(z)
R(z)
Yc(z)− S(z)R(z) Y (z) (6.9)
Y (z)
Yc(z)
=
B(z)S(z)
A(z)R(z)+B(z)S(z)
(6.10)
Le régulateur RST généralise cette structure classique : à la place du seul polynôme S(z) apparaissant
dans les deux termes constituant le membre de droite de l’équation 6.9, on introduit deux polynômes S(z)
et T (z) distincts. On obtient alors la grandeur de commande et la fonction de transfert en boucle fermée
données par les équations 6.11 et 6.12.
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U(z) =
T (z)
R(z)
Yc(z)− S(z)R(z) Y (z) (6.11)
Y (z)
Yc(z)
=
B(z)T (z)
A(z)R(z)+B(z)S(z)
(6.12)
Nous remarquons dans l’équation 6.11 décrivant la loi de commande du régulateur RST, que l’erreur
de mesure E(z) =Yc(z)−Y (z) n’apparaît plus directement. Le schéma fonctionnel classique de la figure
6.18 est donc remplacé par celui de la figure 6.19.
RST H(z)
Yc(z) U(z) Y(z)
FIG. 6.19 – Schéma fonctionnel d’un système automatique avec régulateur RST
Une comparaison entre 6.10 et 6.12 fait ressortir une différence cruciale : au numérateur de 6.10
apparaît S(z), polynôme également mis en jeu dans le dénominateur de cette expression ; par contre, le
numérateur de 6.12 contient le polynôme T (z) qui est absent du dénominateur. De cette manière avec le
régulateur RST nous obtenons un degré de liberté supplémentaire, une propriété qui sera exploitée lors
de la synthèse. Les relations 6.13, 6.14 et 6.15 décrivent respectivement la forme des polynômes R(z),
S(z) et T (z). On remarque que R(z) est choisi monique. Les degrés ρ, σ et τ associés à chaque polynôme
seront choisis en respectant la propriété de causalité.
R(z) = zρ+ r1 zρ−1+ · · ·+ rρ (6.13)
S(z) = s0 zσ+ s1 zσ−1+ · · ·+ sσ (6.14)
T (z) = t0 zτ+ t1 zτ−1+ · · ·+ tτ (6.15)
Après avoir remplacé 6.13, 6.14 et 6.15 dans 6.11 et exprimé le résultat dans le domaine temporel en
utilisant la propriété de l’opérateur retard Y (z)z−1 → y(k−1), on obtient finalement l’équation 6.16. Le
code qui réalise le régulateur RST se fonde directement sur cette équation.
u(k) = −r1 u(k−1)−·· ·− rρ u(k−ρ)
+ t0 yc(k)+ t1 yc(k−1)+ · · ·+ tτ yc(k− τ)
− s0 y(k)− s1 y(k−1)−·· ·− tσ y(k−σ) (6.16)
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La synthèse des polynômes R(z), S(z) et T (z) du régulateur RST sera effectuée afin que la fonction
de transfert du système en boucle fermée 6.12 soit identique à la fonction de transfert Hm(z) du modèle
de référence donné par l’utilisateur ; comme indiqué à la figure 6.20. C’est donc une synthèse dans le lieu
des pôles. Pour la méthode de calcul détaillée des coefficients des polynômes R(z), S(z) et T (z), basée
sur la solution de l’équation de Diophante, on se référera à [48].
RST H(z)
Yc(z) U(z) Y(z)
Hm(z)
=
Yc(z) Y(z)
FIG. 6.20 – Principe de la synthèse dans le lieu des pôles du régulateur RST
Une autre méthode de synthèse possible est celle qui est proposée dans [57]. Plutôt que dans le
placement des pôles (modèle de référence Hm(z)), le principe réside dans l’élaboration d’une séquence
d’échantillons de la grandeur de commande u(0), u(1), ..., u(N − 1) qui minimise la fonction perfor-
mance J donnée par l’équation 6.17 sur un horizon d’optimisation de N échantillons.
J =
1
2
N
∑
k=0
[
(yc(k)− y(k))2 Q1+u(k)2 Q2
]
(6.17)
Le terme (yc(k)− y(k))2 Q1 permet de minimiser la somme de l’erreur de réglage, pondérée par Q1.
L’erreur aura la tendance à s’annuler. Le terme u(k)2 Q2 permet de limiter des excursions trop impor-
tantes de la grandeur de commande u(k). Les coefficients Q1 et Q2 permettent de réaliser un compromis
entre l’efficacité du réglage et la mise à contribution de la commande. Nous rappelons que la synthèse
par placement des pôles permet d’imposer la dynamique de la réponse mais elle n’a aucun contrôle sur
les variations de la grandeur de commande. La différence principale entre les deux méthodes réside jus-
tement dans le fait que la synthèse par minimisation de la fonction performance 6.17 permet aussi une
maîtrise de la grandeur de commande. Indépendamment de la méthode de synthèse utilisée, les solutions
pour les coefficients des polynômes R(z), S(z) et T (z) seront évidemment en fonction des paramètres du
système à régler H(z). Ces derniers sont mis à jour à chaque coup d’horloge par l’algorithme d’identifi-
cation. Le régulateur est ainsi adapté par rapport à l’évolution du système à régler. On obtient donc une
performance en asservissement de vitesse qui est indépendante du point de fonctionnement.
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Identification
Dans le cas particulier du moteur piézoélectrique à onde progressive, lorsqu’on applique une varia-
tion de fréquence ∆ f par rapport au point de fonctionnement déterminé par la fréquence de travail f , la
dynamique de la réponse en vitesse peut être approximée par la fonction de transfert de premier ordre
donnée par l’équation 6.18
∆n = K( f )
1+ sTn
∆ f (6.18)
Nous remarquons que le gain K( f ) varie en fonction de la fréquence de travail f (point de fonction-
nement) comme nous pouvons l’observer directement sur la caractéristique vitesse-fréquence reportée à
la figure 5.16. Après l’échantillonnage de 6.18, on obtient la fonction de transfert discrétisée du système
à régler H(z). L’identification des paramètres de H(z) permettra une synthèse du régulateur adaptée au
point de fonctionnement. Pour illustrer le principe à la base de la procédure d’identification d’un pro-
cessus, on se place dans le cas général ; la fonction de transfert H(z) est alors donnée par l’équation
6.19.
H(z) =
Y (z)
U(z)
=
b0 zn−1+b1 zn−2+ · · ·+bn−1
zn+a1 zn−1+ · · ·+an (6.19)
Dans le domaine temporel cela devient :
y(k) = −a1 y(k−1)−a2 y(k−2)−·· ·−an y(k−n)
+b0 u(k−1)+b1 u(k−2)−·· ·+bn−1 u(k−n) (6.20)
Pour k = 1,2, . . . ,2n et avec les échantillons de la grandeur de commande u et de la grandeur à régler
y (qui sont nuls pour k < 0), on peut en partant de l’équation aux différences 6.20, établir le système
d’équations donné sous forme matricielle par la relation 6.21.

y(1)
y(2)
.
.
.
y(n)
.
.
.
y(2n)

=

−y(0) . . . 0 u(0) . . . 0
−y(1) . . . 0 u(1) . . . 0
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.
.
.
.
.
.
.
.
.
.
.
−y(n−1) . . . −y(0) u(n−1) . . . u(0)
.
.
.
.
.
.
.
.
.
.
.
.
−y(2n−1) . . . −y(n) u(2n−1) . . . u(n)


a1
.
.
.
an
b0
.
.
.
bn−1

(6.21)
Le système d’équations 6.21 est décrit sous forme compacte par 6.22. Avec y(2n) le vecteur de
mesures, Φ(2n−1) la matrice d’observations et ϑ le vecteur des paramètres.
y(2n) = Φ(2n−1)ϑ (6.22)
C’est un système de N = 2n équations avec p = 2n inconnues a1, a2, . . . , an, b0, b1, . . . , bn−1. Si
le rang de la matrice Φ(2n− 1) vaut p, le système a une solution unique. Malheureusement cette mé-
thode manque de fiabilité. En effet, les échantillons u(0), u(1), . . . , u(2n−1) et y(0), y(1), . . . , y(2n−1)
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sont entachés d’erreurs de mesure. De plus, plusieurs erreurs de modélisation existent, par exemple des
modes négligés ou des non-linéarités non prises en compte. Toutes ces erreurs se répercutent alors sur
l’estimation correcte des paramètres. Afin de filtrer ces erreurs, une redondance est introduite en faisant
l’estimation des paramètres sur un nombre N d’échantillons plus grand que le nombre p = 2n de para-
mètres. Si N > p, les échantillons ne peuvent généralement plus, à cause des erreurs de mesure, satisfaire
l’équation 6.22. On introduit alors le vecteur des erreurs ε(k). L’équation 6.22 devient :
y(k) = Φ(k−1)ϑ + ε(k) (6.23)
Nous avons maintenant N = k > p = 2n. Géométriquement le vecteur des mesures n’appartient
donc pas au sous-espace vectoriel généré par les colonnes de la matrice d’observation Φ(2n− 1). Le
vecteur des paramètres est maintenant déterminé de manière à minimiser le vecteur d’erreur ε(k). Pour
procéder à cette minimisation, on adopte la méthode des moindres carrés qui consiste à minimiser la
norme euclidienne de l’erreur. La fonction J à minimiser est donnée par l’équation 6.24.
J(ϑ) = ‖ε(k)‖2 (6.24)
Le vecteur des paramètres qui minimise J(ϑ), dénoté ˆϑ, est appelé vecteur de paramètres estimé. Les
développements nécessaires pour aboutir à la solution algébrique de l’équation 6.24 et permettant ainsi la
codification de la procédure d’identification, se trouvent dans [48]. Une interprétation géométrique de la
solution est donnée à la figure 6.21 dans le cas particulier N = 3 et p = 2. Intuitivement on peut voir que
lorsque les paramètres estimés ˆϑ1 et ˆϑ2 sont calculés de manière à ce que le vecteur yˆ(k) = Φ(k) ˆϑ(k)
soit la projection orthogonale de y(k) sur le sous espace-vectoriel engendré par les colonnes φ1(k) et
φ2(k) de la matrice d’observations Φ(k), on aura minimisé la fonction J.
y(k)
ε(k)
y(k) = Φ(k) ϑ(k)
        = ϑ1 φ
1 (k)  +  ϑ2 φ
2 (         k)       
Sous-espace vectoriel engendré par 
les colonnes φ1 (k) et φ2 (k) de Φ(k)
φ1 (k)
 φ2 (k)
FIG. 6.21 – Interprétation géométrique de la méthode des moindres carrés dans le cas N = 3 et p = 2
[48]
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Remarques
Mathématiquement le minimum de la fonction J est obtenu lorsque le rang de la matrice d’obser-
vations Φ est égal à p (nombre de paramètres inconnus), en d’autres termes les colonnes de la matrice
d’observation sont linéairement indépendantes. Il faut donc que l’excitation du système que l’on veut
identifier soit suffisamment riche pour générer une grandeur de sortie qui soit représentative des modes
et des non-linéarités intrinsèques au système. Si l’on se réfère au schéma de la commande adaptative
représentée à la figure 6.17, on peut dire que cette condition se vérifie à l’enclenchement du système de
commande. En effet, c’est à ce moment que le régulateur est en principe mal ajusté et par conséquence
génère une grandeur de commande à large spectre de manière à favoriser une procédure d’identification
correcte. Au contraire, lorsque le temps s’écoule et le régulateur est ajusté correctement, la grandeur
à régler rejoint la consigne (admise constante) ; la grandeur de commande devient elle aussi constante.
Dans ces conditions, les modes du système sont mal excités ; cela se reflète mathématiquement par une
matrice d’observations de rang insuffisant. La conséquence est que la procédure d’identification fournit
un modèle qui est faux au bloc de synthèse (figure 6.17), qui calcule donc un régulateur mal ajusté voir
instable : les grandeurs de commande et à régler explosent. La richesse de l’excitation redevient à nou-
veau suffisante et le cycle complet recommence. Le système devient instable si aucune précaution n’est
prise. Une solution serait d’activer le bloc d’identification seulement quand les signaux de consigne, com-
mande et sortie, sont jugés aptes à une procédure correcte d’identification. Une règle générale permettant
d’établir quand il faut enclencher l’identification n’existe pas, il s’agit souvent de règles heuristiques
qui dépendent de l’application spécifique. En résumant nous pouvons dire qu’il existe un dualisme entre
un synthèse correcte du régulateur et l’identification des paramètres du modèle. Ceci rend complexe et
délicat la mise en oeuvre de l’algorithme de commande. Il en résulte une perte en robustesse du système
global. De plus, l’approche de synthèse et d’identification proposée se base sur la notion de fonction de
transfert. Pour que cette approche conserve sa validité, les variations paramétriques du système à régler
doivent être lentes (quasi statique) ; comme par exemple celles causées par des dérives thermiques. En
réalité, si nous regardons la fonction de transfert 6.18 appliquée à notre cas particulier, on s’aperçoit
que le gain K( f ) varie en fonction de la fréquence d’alimentation qui est la grandeur de commande du
système. Ainsi, la procédure d’identification ne permettra pas une estimation correcte des paramètres.
Les considérations que nous venons de faire, sans oublier l’importance du volume de calcul nécessaire
à l’implémentation de l’algorithme de commande adaptative proposé dans cette section, nous suggèrent
que cette méthode de commande est certainement intéressante mais souffre d’un manque évident de
robustesse, stabilité et fiabilité.
6.4.2 Commande floue
Les méthodes de commande basées sur la logique floue (fuzzy en anglais) [58] ont été appliquées
avec succès dans les dernières années, au contrôle des moteurs [59],[60]. Les méthodes de contrôle
flou présentent deux avantages principaux : elles sont développées sur la base de l’intuition et de la
connaissance du fonctionnement du système que l’on veut commander ; aucun modèle mathématique du
système est nécessaire et de plus, ils sont robustes. Cependant, la trajectoire de la réponse du système
peut subir des variations significatives lorsque les paramètres du système à régler varient. La technique
basée sur l’introduction d’un modèle de référence [68], [62] est ainsi appliquée pour lutter de manière
efficace contre les variations paramétriques. Ainsi, la trajectoire de sortie peut être spécifiée au moyen
du modèle de référence. Le schéma de réglage fuzzy-adaptative résultant proposé par [63] est représenté
à la figure 6.22. La boucle de réglage interne est réalisée à l’aide d’un régulateur proportionnel-intégral
classique. Étant donné la caractéristique vitesse-fréquence (figure 5.16), la dynamique de la réponse du
système en boucle fermée dépendra du point de fonctionnement (gradient de la caractéristique vitesse-
fréquence). Plus concrètement, lorsque nous travaillons dans la zone des basses vitesses la réponse sera
plus lente par rapport à la zone des hautes vitesses. Pour éviter ce phénomène nous adoptons un modèle
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de référence permettant de générer la trajectoire voulue pour la réponse du système. Ensuite, l’erreur
entre la sortie du modèle de référence et celle du système est utilisée pour piloter le régulateur fuzzy-
adaptatif. Ce dernier, en fonction de cette erreur et sur la base de règles linguistiques qui seront détaillées
après, permet de générer un signal d’adaptation nada qui modifiera la valeur de la consigne nre f dans
le but d’obtenir la trajectoire de réponse désirée indépendamment du point de fonctionnement ou des
variations paramétriques éventuelles.
Moteur
USR60
PI
Modèle de 
référence
Fuzzi-
fication
Defuzzi-
fication
Règles
linguistiques
z-1
Régulateur fuzzy-adaptatif
 nref
 nada
f
-
n
 nmod
+
-
+ +
+
FIG. 6.22 – Schéma de réglage fuzzy-adaptative [63]
L’analyse de la dynamique du modèle de référence nous permettra de définir les règles linguistiques
sur la base desquelles le régulateur fuzzy-adaptatif est construit. La figure 6.23 montre la réponse du
modèle de référence nmod à un saut de la vitesse de consigne nre f . De plus, nous visualisons aussi la
vitesse du moteur n. L’erreur e et la variation de l’erreur ∆e sont définies respectivement par les équations
6.25 et 6.26. L’erreur e et sa variation ∆e sont les variables d’entrée du régulateur fuzzy-adaptatif.
e(k) = nmod(k)−n(k) (6.25)
∆e(k) = e(k)− e(k−1) (6.26)
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FIG. 6.23 – Analyse de la dynamique de la réponse déterminée par le modèle de référence
L’observations des points Ci et p j mise en évidence dans la figure 6.23 permet d’énumérer les pro-
priétés suivantes :
1. C1 : (e < 0 → e > 0) et ∆e≫ 0
2. C2 : (e > 0 → e < 0) et ∆e≪ 0
3. C3 : (e < 0 → e > 0) et ∆eÀ 0
4. C4 : (e > 0 → e < 0) et ∆e¿ 0
5. C5 : (e < 0 → e > 0) et ∆e > 0
6. p1 : e≫ 0 et ∆e∼= 0
7. p2 : e≪ 0 et ∆e∼= 0
8. p3 : eÀ 0 et ∆e∼= 0
9. p4 : e¿ 0 et ∆e∼= 0
Les règles linguistiques du régulateur fuzzy-adaptatif sont basées sur ces propriétés. D’abord il est
nécessaire de choisir les ensembles flous associés aux grandeurs d’entrées du régulateur (erreur e et va-
riation de l’erreur ∆e). Nous définissons sept ensembles flous :
– NG Négatif Grand : L’erreur ou la variation de l’erreur ont des valeurs négatives importantes.
– NM Négatif Moyen : L’erreur ou la variation de l’erreur ont des valeurs négatives moyennes.
– NP Négatif Petit : L’erreur ou la variation de l’erreur ont des valeurs négatives petites.
– ZE Zéro : L’erreur ou la variation de l’erreur ont des valeurs négatives autour de zéro.
– PP Positif Petit : L’erreur ou la variation de l’erreur ont des valeurs positives petites.
– PM Positif Moyen : L’erreur ou la variation de l’erreur ont des valeurs positives moyennes.
– PG Positif Grand : L’erreur ou la variation de l’erreur ont des valeurs positives grandes.
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Les degrés d’appartenance des variables d’entrées aux ensembles flous sont donnés par les fonctions
d’appartenance selon la figure 6.24. La notion d’ensemble flou constitue donc une sorte d’assouplis-
sement de celle d’ensemble classique. L’idée est d’autoriser, à travers des fonction d’appartenance, une
gradation (variant entre 0 et 1) dans l’appartenance d’une variable à un ensemble particulier. Une variable
peut dès lors appartenir à un ensemble d’une manière non absolue, d’où l’appellation flou.
e , ∆e
NG NM NP ZE PP PM PG
1
0
FIG. 6.24 – Fonctions d’appartenances des variables d’entrées du régulateur aux ensembles flous asso-
ciés.
Sur la base des propriétés dynamiques du système et des ensembles flous, on peut établir les règles
linguistiques qui permettent de piloter le régulateur fuzzy-adaptatif. Si par exemple l’erreur e et la varia-
tion de l’erreur ∆e appartient respectivement aux ensembles flous ZE et PP, alors la règle floue associée
permet de déterminer à quel ensemble doit appartenir la sortie du régulateur nada ; dans ce cas particulier
c’est l’ensemble PP. Le Tableau 6.1 résume les règles linguistiques employées.
e
∆e nada
NG NM NP ZE PP PM PG
NG NG NG NM NM NP ZE ZE
NM NG NM NM NP NP ZE ZE
NP NM NM NS NS ZE ZE PS
ZE NM NM NP NP ZE ZE PP
PP NP ZE ZE PP PP PM PM
PM ZE ZE PP PP PM PM PG
PG ZE ZE PP PM PM PG PG
TAB. 6.1 – Règles linguistiques
Pour permettre l’implémentation des règles linguistiques du Tableau 6.1 dans un système à micropro-
cesseur, il est nécessaire de les traduire dans un langage mathématique. On introduit alors le concept de
degré d’activation d’une règle linguistique. On revient pour cela à notre exemple avec e et ∆e appartenant
respectivement aux ensembles flous ZE et PP avec des degrés d’appartenance donnés à la figure 6.24.
La règle floue associée nous dit que la sortie nada appartient à l’ensemble PP. Le degré d’activation de
cette règle linguistique particulière est ainsi défini comme étant le minimum des deux degrés d’apparte-
nance des variables d’entrées aux ensembles flous auxquels elles sont associées. Nous pouvons illustrer
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de manière plus compréhensible ce que l’on vient d’expliquer grâce au schéma à la figure 6.25. Cette
procédure de calcul du degré d’activation d’une règle sera répétée pour toutes les règles linguistiques du
Tableau 6.1.
e ∆e
ZE PP
1
ZE PP
Si e est ZE et ∆e est PP Alors nada est PP
PP
1
0.3
min
1
0.5
0.3
nada
FIG. 6.25 – Exemple de calcul du degrés d’activation d’une règle linguistique
L’abscisse du centre de gravité de l’ensemble résultant de la somme de toutes les règles linguistiques
(Tableau 6.1) pondérée par leur propre degré d’activation représente la grandeur de sortie nada (cf. figure
6.26). C’est le rôle du bloc "défuzzification" dans le schéma de la commande représenté à la figure 6.22.
La méthode de calcul est illustrée graphiquement à la figure 6.26 ; pour simplifier la lecture du graphique
seulement deux règles linguistiques sont prises en considération. En conclusion nous pouvons dire que
malgré le volume de calcul important (qui dépend du nombre des règles linguistiques adoptées), la mé-
thode de commande floue proposée permet de représenter un régulateur traduisant des connaissances
pratiques sur le processus à commander. Ainsi, nous pouvons considérer la commande floue comme fai-
sant partie du domaine de l’intelligence artificielle. A ce titre, nous introduisons dans la section suivante
une structure de commande intéressante basée sur l’utilisation d’un réseau neuronal.
6.4.3 Commande avec utilisation d’un réseau neuronal
La figure 6.27 nous montre le schéma de principe de cette commande [64] . Ce type d’architecture
a été appliqué avec succès dans différents domaines comme par exemple, dans le contrôle du bras d’un
robot par l’intermédiaire d’actionneurs hydrauliques où un régulateur linéaire standard ne pourrait pas
fonctionner correctement à cause des fortes non-linéarités intrinsèques au système à régler. L’architec-
ture comprend un régulateur classique à gains fixes permettant d’assurer la stabilité du système et un
réseau neuronal permettant d’augmenter la performance de l’algorithme de contrôle de vitesse. La gran-
deur de sortie fPI du régulateur classique de type proportionnel intégral est utilisée pour l’apprentissage
on-line du réseau neuronal. Une fois l’apprentissage terminé, le réseau permet d’obtenir la fonction in-
verse F−1 ( f , n, Mc, Temp) du système à régler et remplace donc totalement la contribution du régulateur
PI dans la grandeur de commande f . Si ces conditions sont réalisées, la grandeur de sortie, dans ce
cas la vitesse, suit la trajectoire imposée par le modèle de référence. Dans [65] et [66] cette méthode de
commande est considérée comme un nouveau schéma de contrôle à deux degrés de libertés. Une démons-
tration rigoureuse de sa convergence, atteinte lorsque le réseau neuronal "copie" l’inverse de la fonction
du système, est aussi donnée. Nous pouvons constater que l’architecture du schéma de commande de
la figure 6.27 ressemble fortement à celle proposée avec le régulateur fuzzy-adaptatif (figure 6.22). En
effet, dans les deux cas nous ajoutons un régulateur non-linéaire dans le but d’assurer la performance
d’asservissement, imposée par le modèle de référence, indépendamment du point de fonctionnement du
moteur. Le rôle du modèle de référence est aussi de filtrer les grandeurs de consignes en forme de saut
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introduites par l’utilisateur. En effet, aucune grandeur de commande physiquement réalisable ne permet-
trait de suivre de telles consignes. La différence fondamentale entre les deux schémas de commande
réside dans le fait que le réseau neuronal nécessite une période d’apprentissage de la fonction inverse
F−1 ( f , n, Mc, Temp) du système à régler. Lorsque l’apprentissage est mauvais, le risque est que dans
une situation de fonctionnement inconnue au réseau le système puisse devenir instable ; la présence du
régulateur PI permet de stabiliser le système mais la performance d’asservissement recherchée est évi-
demment perdue. Il est donc important durant cette phase que toutes les conditions de fonctionnement
possibles soient utilisées pour réaliser correctement l’apprentissage. Cette situation est en réalité très
difficile et longue à réaliser lorsque, comme dans notre application, plusieurs variables ( f , n, Mc, Temp)
influencent la caractéristique de sortie. De plus, la température Temp n’est pas en principe une grandeur
que l’on peut imposer directement, ce qui rend encore plus délicat la réalisation d’un bon apprentissage.
Pour ces raisons, nous n’irons pas plus loin dans le développement de cette méthode de commande ; pour
des informations supplémentaires sur les techniques de contrôle employant les réseaux de neurones on
se référera à [67], [68] et [69].
 nref f n nmod
Réseau 
neuronal
F
-1
 (f , n, Mc, Temp)
Moteur
USR60
F (f , n, Mc, Temp)
PI
Modèle de 
référence
+ +
-
fPI
fNN
Mc Temp
FIG. 6.27 – Schéma de principe de l’architecture de commande utilisant un réseau neuronal en parallèle
avec un régulateur classique de type PI
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6.4.4 Commande par modulation de l’amplitude de la tension d’alimentation
L’idée est d’utiliser le degré de liberté fourni par le paramètre de contrôle a de la tension d’alimen-
tation dans le but de linéariser le plus possible la caractéristique vitesse-fréquence. Nous rappelons que
nous agissons sur l’amplitude de la tension d’alimentation en modulant la largeur d’impulsion dans l’in-
tervalle [0≤ a [rad] ≤ pi] (voir figure 5.2). La variation optimale de la tension d’alimentation permettant
de linéariser la caractéristique est obtenue lorsque le paramètre de contrôle a varie en fonction de la
fréquence selon le profil indiqué à la figure 6.28. La comparaison des caractéristiques vitesse-fréquence
obtenues à tension variable ou constante (figure 6.29) nous montre effectivement que nous arrivons, avec
cette méthode de commande, à linéariser la caractéristique dans la zone délicate des basses vitesses.
Par conséquent, nous pouvons à ce moment effectuer l’asservissement de vitesse en utilisant un simple
régulateur de type proportionnel intégral à gains fixes. Le schéma de réglage de la figure 6.30 découle
directement de ces considérations. Un changement de signe du déphasage ϕ, qui en valeur absolu est
maintenu égal à pi/2 (onde progressive optimale), correspond à une variation du sens de rotation du mo-
teur. Celle-ci est la propriété que l’on exploite dans le schéma de la figure 6.30 pour changer le sens de
rotation. Nous pouvons enfin remarquer, grâce à la figure 6.31, que la dynamique du système en boucle
fermée est essentiellement la même soit que l’on se trouve dans la zone des hautes vitesses où dans celle
des basses vitesses. Le comportement du régulateur en régime d’asservissement de la vitesse (cf. figure
6.32) et sa sensibilité par rapport aux grandeurs perturbatrices (cf. figure 6.33) qui peuvent agir sur le
système, sont jugés satisfaisants.
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FIG. 6.28 – Profil optimal du paramètre de contrôle a de l”amplitude de la tension d’alimentation en
fonction de la fréquence
6.4 Régulateur de vitesse 93
40 40.5 41 41.5 42 42.5 43 43.5 44 44.5
0
50
100
150
200
250
300
Fréquence [kHz]
Vi
te
ss
e 
[t/m
in]
Comparaison des caractéristiques fréquence−vitesse
Avec amplitude constante 
Amplitude variant selon profil optimal
FIG. 6.29 – Comparaison des caractéristiques fréquence-vitesse.
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FIG. 6.30 – Schéma de réglage de la vitesse avec linéarisation de la caractéristique vitesse-fréquence en
employant la méthode de variation de l’amplitude de la tension d’alimentation.
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FIG. 6.31 – Comparaison de la dynamique de la réponse du régulateur de vitesse dans les zones des
basses et des hautes vitesses.
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FIG. 6.32 – Comportement en asservissement de vitesse lorsqu’une consigne en forme de dent de scie
est appliquée.
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FIG. 6.33 – Comportement du régulateur de vitesse lorsqu’une grandeur perturbatrice (le couple de
charge Mc) agit sur le système.
De plus, à côté des avantages d’une évidente simplicité de mise en oeuvre par rapport aux méthodes
de commande étudiées dans les sections précédentes, la méthode à amplitude de tension variable permet,
d’une manière intrinsèque, de réduire considérablement le courant de phase du moteur, comme nous
pouvons l’observer à la figure 6.34. A ce propos, il est intéressant de connaître l’évolution du gain obtenu
sur le courant de phase, à parité de vitesse de rotation. Par exemple si on se place dans le cas particulier
où la vitesse est égale à 50[t/min] on arrive à gagner environ 26% sur le courant et la tension de phase, ce
qui correspond à une diminution de la puissance absorbée par une phase d’environ 46%. Nous pouvons
donc conclure que la méthode d’asservissement de la vitesse par variation de l’amplitude de la tension
de phase est parmi les quatre solutions proposées, celle qui certainement répond le mieux aux critères de
performance, robustesse, efficacité et facilité d’implémentation permettant ainsi de valider la qualité de
l’algorithme de contrôle proposé. C’est donc la solution que nous retenons pour le schéma de commande
global du moteur piézoélectrique à onde progressive (figure 6.4).
Il est intéressant d’observer à la figure 6.35 comment l’algorithme de commande corrige la fréquence
d’alimentation, durant une augmentation de la température de fonctionnement du moteur, dans le but de
maintenir la vitesse de rotation constante. Nous remarquons que pendant la durée de notre acquisition
(environ trois minutes), le décalage de fréquence nécessaire à compenser l’augmentation de la tempéra-
ture (évaluée autour de 25[˚C]) de fonctionnement du moteur est d’environ 0.5[kHz]. Si le moteur n’avait
pas été asservi en vitesse cette dérive thermique aurait amené, selon la caractéristique vitesse-fréquence
reporté à la figure 5.14, à une perte de vitesse non acceptable, d’environ 25[t/min]. Nous avons donc ob-
servé comment une dérive thermique peut influencer de manière importante le comportement du moteur.
Dans le schéma de commande de la vitesse présenté précédemment, cela nous permet aussi de justifier
la présence du limiteur de vitesse dynamique afin de ne pas diminuer le potentiel du moteur.
96 ASSERVISSEMENT DU MOTEUR EN VITESSE ET POSITION
0 50 100 150 200 250 300
0
50
100
150
200
250
300
350
400
450
Vitesse [t/min]
Co
ur
an
t d
e 
ph
as
e 
[m
A]
Evolution du courant de phase ILs en fonction de la vitesse n
Avec amplitude constante 
Amplitude variante selon profil optimal
FIG. 6.34 – Evolution du courant de phase ILs du moteur en fonction de la vitesse n.
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FIG. 6.35 – Correction de la fréquence d’alimentation, nécessaire pour maintenir la vitesse de rotation
constante durant une augmentation de la température de fonctionnement du moteur.
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6.5 Régulateur de position
Nous exploitons pour la conception du régulateur de position la propriété intrinsèque aux moteurs
piézoélectriques d’exhiber un couple de maintien sans alimentation. De cette manière la consommation
d’énergie lorsque la position de consigne est atteinte sera nulle. Par rapport aux actionneurs électroma-
gnétiques, on peut arriver en fonction de l’application particulière à gagner une quantité d’énergie non
négligeable qui peut, sur des systèmes embarqués, se révéler fondamental pour la taille et l’autonomie
du système. Le régulateur de position est ainsi conçu pour calculer la vitesse de rapprochement à la posi-
tion voulue en fonction de l’erreur de position actuelle, selon la trajectoire donnée à la figure 6.36. Nous
remarquons que lorsque l’erreur de position est supérieure à un certain seuil, la vitesse de déplacement
est fixée suffisamment élevée pour travailler dans la zone de rendement optimal du moteur (figure 6.37),
c’est à dire proche de la fréquence de résonance où le coefficient d’accouplement électromécanique k
(cf. Chapitre 2) est maximum. Si l’erreur de position diminue en dessous du seuil, la vitesse de rappro-
chement diminue de manière linéaire jusqu’au moment où la position rejoint la consigne et le moteur est
arrêté ; nous évitons ainsi d’exciter des fréquences propres d’ordre supérieure qui peuvent endommager
la mécanique. La figure 6.38 nous montre la réponse à un saut de la position de consigne. Nous pouvons
observer l’évolution de la position et de la vitesse de rapprochement à la position de consigne.
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FIG. 6.36 – Vitesse de consigne nre f en fonction de l’erreur de position θre f −θ
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FIG. 6.37 – Rendement du moteur en fonction de la vitesse de rotation
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FIG. 6.38 – Réponse du régulateur de position à un saut de consigne
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6.6 Faisabilité d’un observateur de vitesse
Le nom observateur provient de la capacité de certaines méthodes d’estimer (observer) les grandeurs
non-mesurables d’un système. Une grandeur non-mesurable est une variable du système difficile ou trop
chère à mesurer. La vitesse du moteur piézoélectrique à onde progressive est typiquement une grandeur
qui répond à ces critères. À ce propos, il suffit de considérer que le codeur optique utilisé pour la mesure
de la vitesse du moteur SHINSEI USR60, représente environ 16% du coût total. L’avantage économique
que nous pouvons obtenir en utilisant des algorithmes qui permettent de commander le moteur sans
capteur est donc évident. De plus, nous avons vu comme les actionneurs piézoélectriques ne trouvent
en principe pas de limitation à la miniaturisation comparés aux moteurs électromagnétiques, où l’on se
heurte à des limites dues à la saturation magnétique des matériaux et à la présence d’enroulements. Il
est donc évident que la présence du codeur optique, avec son encombrement, pourrait constituer une
limitation externe dans le franchissement d’ultérieures étapes dans la miniaturisation des actionneurs
piézoélectriques. C’est donc pour des raisons économiques et d’encombrement que dans cette section
nous étudierons la faisabilité de piloter le moteur sans le capteur de vitesse. Deux méthodes différentes
(filtre de Kalman et mesure indirecte) sont proposées et analysées par la suite.
6.6.1 Filtre de Kalman
Le filtre de Kalman [70] est la solution optimale pour la résolution des problèmes d’estimation d’états
dans les systèmes continus ou discrets. Par rapport à d’autres méthodes d’estimation comme par exemple
l’observateur de Luenberger [71], il permet de filtrer les effets du bruit du processus et celui de mesure
grâce à des hypothèses statistiques que l’on verra par la suite. Cet algorithme a déjà été appliqué avec
succès dans l’estimation des variables d’états de moteurs électromagnétiques classiques [72] et [73].
Principe
Pour illustrer le principe de l’algorithme, considérons le système continu décrit par les équations 6.27
et 6.28. L’équation 6.27 régissant le comportement dynamique du processus est appelée équation d’état ;
la relation 6.28 fournissant sa sortie est l’équation de mesure. Ces deux équations forment le modèle
d’état de notre système.
x˙(t) = Ax(t)+Bu(t)+Gw(t) (6.27)
yυ(t) = C x(t)+Du(t)+H w(t)+υ(t) (6.28)
La grandeur de commande u(t) et la mesure de la grandeur de sortie yυ(t) sont connues. De plus, le
bruit du processus w(t) et celui de mesure υ(t) répondent aux propriétés statistiques suivantes :
E(w) = E(υ) = 0 Var(w) = Q Var(υ) = R Cov(w,υ) = N
Nous rappelons que l’espérance (ou moyenne) E(X) d’une variable aléatoire X est définie selon
l’équation 6.29. Elle est souvent appelée µX .
E(x) =
∫
∞
−∞
x f (x)dx (6.29)
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Avec f (x) la fonction de distribution de la densité de probabilité de la variable aléatoire continue
X . Cette fonction est par définition toujours positive, continue par morceaux et l’aire au dessous d’elle
est égale à 1. Des fonctions de distributions qui reviennent d’une manière fréquente sont typiquement
les distributions uniforme, gaussienne, exponentielle et gamma. La variance est définie comme la valeur
moyenne de la différence au carré entre les valeurs possibles de la variable aléatoire X et sa moyenne
E(X) selon l’équation 6.30. Elle est souvent notée σ2. On appelle σ l’écart type qui permet de qualifier
l’aspect aléatoire (ou déviation) d’une variable aléatoire X par rapport à sa moyenne. Si par exemple la
valeur de la variance est petite, cela signifie que la majorité des valeurs prises par la variable aléatoire
sont près de la moyenne ; par conséquent nous pouvons dire que l’aspect aléatoire de cette variable est
bas.
Var(X) = E[(X−E(X))2] (6.30)
Pour mesurer le degré d’association de deux variables aléatoires X et Y on peut calculer la covariance
définie à l’aide de l’équation 6.31.
Cov(X ,Y ) = E[(X−µX)(µY )] (6.31)
Si X et Y sont deux variables aléatoires indépendantes alors Cov(X ,Y ) = 0.
On veut maintenant chercher le vecteur xˆ d’estimation des états qui permet de minimiser l’équation
6.32 exprimant la variance de l’erreur d’estimation e = x− xˆ.
Var(e) = lim
t→∞ E[e
2(t)] (6.32)
La solution optimale est donnée par le filtre de Kalman décrit à l’aide des équations 6.33 et 6.34.
˙xˆ = Axˆ+Bu+L(yυ−C xˆ−Du) (6.33)
yˆ = C xˆ+Du (6.34)
La matrice L des gains du filtre est déterminée en résolvant une équation algébrique de Riccati [74].
L’estimation des états et de la sortie du système, respectivement xˆ et yˆ, peut être à ce moment calculée en
connaissant la grandeur de commande u(t) et la mesure yυ(t) de la sortie (cf. figure 6.39).
Dans les développements précédents, on a considéré seulement le cas d’un système décrit par un
modèle d’état linéaire. Un moteur piézoélectrique est typiquement un moteur non linéaire. Un système
non linéaire peut cependant être linéarisé autour d’un point de fonctionnement en utilisant une série de
Taylor. L’algorithme classique de Kalman que l’on vient de voir peut alors s’appliquer au modèle linéa-
risé. De plus, pour optimiser les performances d’estimations on peut introduire dans l’algorithme une
procédure permettant l’identification on-line des paramètres du système. Il ressort de ces considérations
que la linéarisation du modèle, l’identification des paramètres et le calcul des grandeurs estimées selon
l’algorithme de Kalman demandent un processeur à grande puissance de calcul. Malgré la sophistica-
tion des algorithmes proposées, l’utilisation du filtre de Kalman nécessite un modèle du système le plus
fidèle possible pour que l’estimation des grandeurs d’état et de sortie soit satisfaisante. De plus, une
modélisation d’état est requise, déduite en partant des équations différentielles décrivant les phénomènes
physiques qui régissent le système à observer. Dans le cas du moteur piézoélectrique à onde progressive
6.6 Faisabilité d’un observateur de vitesse 101
Filtre de 
Kalman
υ
(Bruit de mesure)
Processus
y
yυ
u
y
x
u
w
(Bruit du processus)
FIG. 6.39 – Schéma à bloc de l’observateur de Kalman
on n’est pas encore capable de décrire avec des équations différentielles le comportement mécanique de
l’interface entre stator et rotor (zone de contact), responsable de la génération du couple moteur. En effet
dans le modèle développé au Chapitre 4 cette interface est décrite avec différents cas de contacts possibles
(définissent les zones de traction et celle de freinage en connaissant l’amplitude de crête wˆ de l’onde pro-
gressive, le déplacement wr du rotor par rapport au support du stator et la vitesse tangentielle des points
à la surface du stator ; cf. Chapitre 4). De plus, on a vu comment des fortes non linéarités (comme par
exemple le phénomène de pull-out ou les phénomènes tribologiques à l’interface stator-rotor) sont très
difficiles à modéliser en considérant le fait que même au niveau expérimental ils présentent un compor-
tement difficile à caractériser. La procédure d’estimation des paramètres du modèle, comme par exemple
le coefficient de couplage électromécanique, le coefficient de frottement et d’autres encore, est aussi très
délicate à mettre en oeuvre. En conclusion nous pouvons dire que malgré le fait que le modèle développé
nous ait permis de comprendre et prévoir le comportement du moteur de manière satisfaisante et par
conséquent de développer des algorithmes de commande optimaux, il n’est pas suffisamment fidèle à la
réalité pour être utilisé dans un algorithme d’observation comme celui proposé par Kalman.
6.6.2 Mesure indirecte
L’idée est de rechercher l’existence d’éventuels corrélations entre la vitesse du moteur et les gran-
deurs physiques dont la mesure est moins coûteuse et encombrante par rapport à l’utilisation d’un codeur
optique. En d’autres termes, nous aimerions évaluer la possibilité de connaître la vitesse de rotation du
moteur par la mesure indirecte de grandeurs qui en sont l’image. Les résultats ont montré l’existence
de deux grandeurs qui semblent satisfaire ces critères : le courant de phase et l’amplitude de l’onde
progressive.
Mesure du courant de phase : Il est facilement mesurable avec des capteurs de courant qui per-
mettent un gain de prix évaluable à titre indicatif autour de 75% par rapport à celui d’un codeur optique.
De plus, étant le capteur directement intégré dans la carte d’alimentation du moteur, il ne constitue pas
un encombrement supplémentaire dans le montage du moteur. Malgré ces points favorables le graphique
de la figure 6.40 nous montre que le courant n’est pas directement l’image de la vitesse. En effet nous
pouvons constater qu’à courant de phase donné correspondent deux vitesses de rotation possibles. Il est
donc nécessaire d’obtenir une information ultérieure en partant de la caractéristique vitesse-courant ; par
exemple l’évaluation de la pente de cette dernière nous permettrai d’obtenir l’information supplémentaire
nécessaire à établir une relation univoque entre la mesure du courant et l’estimation de la vitesse.
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FIG. 6.40 – Courant de phase ILs en fonction de la vitesse de rotation n.
Mesure de l’amplitude de l’onde progressive : L’accès à ce paramètre est facilement réalisé sur les
moteurs à onde progressive en utilisant une céramique (capteur) introduite dans l’anneau piézoélectrique
collé au stator. Le capteur est ainsi directement intégré au moteur sans augmenter l’encombrement de ce
dernier. Par effet piézoélectrique, le capteur permet de générer une tension proportionnelle à la déforma-
tion de l’onde progressive. L’équation 4.22 nous dit que la vitesse tangentielle des points à la surface du
stator est proportionnelle à l’amplitude de l’onde progressive. De plus, grâce à la figure 4.6 illustrant le
mécanisme de contact entre stator et rotor, on peut déduire qu’à parité de couple de charge, cette même
vitesse est directement liée à la vitesse de rotation du moteur. Cela signifie que l’amplitude de l’onde
progressive est une image de la vitesse de rotation, donc utilisable pour une estimation de cette dernière.
Le fait que le moteur piézoélectrique soit source d’une multitude de dérives de ses caractéristiques condi-
tionne fortement l’efficacité et la précision de ces deux méthodes de mesure indirecte de la vitesse de
rotation. De plus, les caractéristiques du courant de phase et de l’amplitude de l’onde ne dépendent pas
seulement de la vitesse mais aussi du couple de charge. Concrètement cela signifie que si l’on travaille à
couple de charge variable, il faudrait connaître l’évolution de ce dernier pour déduire de façon univoque
la vitesse de rotation. Dans le cas du courant de phase cette situation est illustrée à l’aide du graphique
reporté à la figure 6.41. En considérant encore le fait que ces caractéristiques ont été relevées en régime
statique, provoquant ainsi une fausse estimation de la vitesse de rotation pendant les transitoires, il est
évident que, exception faite pour des applications particulières, l’implémentation de ces deux méthodes
de mesure indirecte dans des systèmes réels est difficilement envisageable.
Modulation angulaire de la fréquence de résonance [75] : Les caractéristiques mécaniques du
rotor dans le voisinage immédiat des zones de contact influencent la fréquence de résonance du système
vibrant. Le principe de cette méthode consiste à aménager dans la matière du rotor des zones évidées dis-
posées périodiquement sur la circonférence. De cette manière on obtient des caractéristiques mécaniques
du rotor non-homogènes, permettant ainsi une modulation de la fréquence de résonance en fonction de la
position angulaire. La détection de la position est ensuite possible au travers de l’alimentation, puisque
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FIG. 6.41 – Courant de phase ILs en fonction de la vitesse de rotation n pour différentes valeurs du couple
de charge.
les variations de la fréquence de résonance auront un effet (modulation) sur les grandeurs électriques du
moteur. Un circuit de détection électronique est donc nécessaire. En général cette méthode de mesure
indirecte permettant la détection de la position présente l’avantage d’être simple à réaliser avec un en-
combrement nul. La résolution obtenue reste cependant assez faible ; on arrive dans [75] à un maximum
de 18 positions par tour. Cette résolution est clairement insuffisante pour des applications, comme par
exemple le domaine du micropositionnement, où les moteurs piézoélectriques trouvent leur place natu-
relle. Il faut aussi souligner le fait que la robustesse de cette méthode d’estimation face aux perturbations
externes et la sensibilité de l’électronique de détection sont limitées par l’amplitude de la modulation de
la fréquence de résonance qu’on cherchera donc à maximiser en optimisant le placement et la forme des
zones évidées au niveau de la circonférence du rotor.
6.6.3 Remarques
Nous avons vu comment les méthodes de mesure indirecte souffrent d’un manque de robustesse,
fiabilité et précision dans l’estimation de la vitesse de rotation. Mise à part des applications particulières,
il est donc impossible de réaliser des algorithmes de commande qui intègrent ces méthodes d’observation.
Seul le filtre de Kalman possède le potentiel de réaliser une estimation efficace, à condition de posséder
un modèle très précis du système que l’on désire simuler. Malheureusement, l’état actuel de la recherche
ne permet pas encore d’obtenir des simulations fidèles à la réalité. Ceci est dû surtout à la difficulté de
connaître exactement l’évolution du coefficient de frottement le long des zones de contact entre stator
et rotor. Ce dernier dépend en effet de paramètres tels que l’état de surface, l’usure et l’humidité, qui
sont très difficilement quantifiables. Tout de même nous pouvons dire que des nouvelles recherches plus
approfondies dans cette direction en évaluant aussi d’autres algorithmes d’estimation seront certainement
très intéressantes dans le but d’obtenir une méthode d’estimation efficace.
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6.7 Comparaison avec un moteur à courant continu
Nous avons vu de manière générale que la commande d’un actionneur piézoélectrique est plus com-
plexe et délicate comparée aux méthodes de commande appliquées aux moteurs électromagnétiques.
Pour justifier cette difficulté supplémentaire nous allons comparer dans cette section un entraînement
utilisant le moteur piézoélectrique avec un entraînement classique utilisant un moteur à courant continu.
Pour ce faire, nous commençons en comparant les caractéristiques de couple, vitesse et puissance de
ces deux actionneurs. A ce propos, nous observons à la figure 6.42 comment le moteur piézoélectrique
atteint son meilleur rendement à basse vitesse et couple élevé ; au contraire, le moteur à courant continu
doit être utilisé dans une zone de haute vitesse et faible couple pour qu’il puisse exprimer son potentiel
le plus élevé.
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FIG. 6.42 – Caractéristiques mécaniques d’un moteur piézoélectrique [16].
6.7.1 Considérations sur les caractéristiques dynamiques
Nous avons vu dans la section précédente dans quelles conditions les meilleures performances des
deux actionneurs sont atteintes en régime de fonctionnement statique. Cependant, certaines limitations du
moteur à courant continu apparaissent lorsque nous considérons les caractéristiques dynamiques de l’en-
traînement complet, ce qui peut nous suggérer de possibles applications pour le moteur piézoélectrique.
En effet, le rendement du moteur à courant continu étant meilleur lorsque son point de fonctionnement
se trouve proche de celui à vide, un réducteur de vitesse est souvent nécessaire. La conséquence est dans
une augmentation, proportionnelle au carré du rapport de réduction i, de l’inertie effective du moteur
se traduisant ainsi dans une dégradation considérable des performances dynamiques par rapport à celles
obtenues avec un actionneur piézoélectrique qui permet, grâce à ses caractéristiques (cf. figure 6.42), un
entraînement direct. Cela s’explique en considérant, dans le cas du moteur à courant continu, le schéma
équivalent mécanique de l’entraînement reporté à la figure 6.43.
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FIG. 6.43 – Schéma équivalent mécanique d’un entraînement typique avec moteur à courant continu.
Avec :
• i Rapport de réduction ;
• M Couple du moteur ;
• M′ Couple du moteur rapporté coté de la charge ;
• Mc Couple de charge ;
• Jm Inertie du moteur ;
• J ′m Inertie du moteur rapporté coté de la charge ;
• Jc Inertie de la charge ;
• Kr Rigidité équivalente du réducteur ;
• K ′r Rigidité équivalente du réducteur rapportée du coté de la charge ;
• θm Angle de rotation du moteur ;
• θc Angle de rotation de la charge ;
• ∆θ Incertitude de positionnement ;
• ωm Vitesse angulaire du moteur ;
• ωc Vitesse angulaire de la charge ;
• C f Coefficient de frottement ;
L’inertie équivalente du moteur J ′m rapportée du coté de la charge est déterminée en partant du bilan
de l’énergie cinétique déterminé à l’équation 6.35 (on admet qu’il n’y a pas de pertes dans la chaîne
d’entraînement).
1
2
Jm ω2m =
1
2
J
′
m ω
2
c (6.35)
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En connaissant le rapport de réduction i, défini à l’aide de l’équation 6.36, nous pouvons le remplacer
dans l’équation 6.35 et déterminer ainsi l’inertie du moteur rapportée à la charge grâce à l’équation 6.37.
i =
ωm
ωc
=
Mc
M
=
θm
θc
(6.36)
J
′
m = i2 Jm (6.37)
L’équation 6.37 nous montre donc clairement l’effet du réducteur dans une chaîne d’entraînement :
l’inertie équivalente du moteur est amplifiée avec un facteur égal au carré du rapport de réduction. Il est
donc évident qu’à parité de toutes autres conditions, un tel système aura une bande passante nettement
plus faible par rapport à des entraînements directs. Ces derniers sont typiquement réalisables avec des
moteurs piézoélectriques. Cette propriété fait que ce type de moteur est un excellent actionneur. Nous
pouvons encore déterminer la rigidité équivalente K ′r du réducteur avec l’équation 6.38.
K
′
r =
M′
θc
=
Mc
θc
=
iM
θm / i
= i2 Kr (6.38)
La rigidité du réducteur Kr couplé avec le coefficient de frottement C f (cf. figure 6.43) font que
l’ordre de la chaîne d’entraînement, représentant le système à régler, augmente. La conséquence est dans
une augmentation de l’instabilité du système qui se traduit dans une zone d’incertitude ∆θ dans l’exécu-
tion des tâches de positionnement ; c’est ce que l’on appelle couramment le phénomène de "backlash".
Nous pouvons donc conclure qu’un actionneur piézoélectrique permet d’obtenir un système possédant
une bande passante plus élevée, une meilleure précision de positionnement et un encombrement mineur
par rapport à une solution utilisant un actionneur électromagnétique. De plus, grâce à l’immunité à des
champs magnétiques élevés et l’absence de champs magnétique parasite, l’utilisation d’un tel action-
neur est fortement prometteuse dans des applications spéciales, comme nous le verrons dans le chapitre
suivant.
6.7.2 Inconvénients d’un actionneur piézoélectrique
Bien évidemment ils existent aussi des inconvénients typiquement liés aux actionneurs piézoélec-
triques. Ils résident principalement dans l’efficacité de la zone de contact entre le stator et le rotor. En
effet, les forces de frottement agissant dans cette zone, permettant la transmission du mouvement au
rotor, sont aussi responsables des pertes dues au glissement des surfaces en contact. A ce propos, il est
connu [16] que dans des conditions de vide parfait, les surfaces de contact métalliques exhibent des pro-
priétés de lubrification et frottement très différentes par rapport à celles obtenues dans des conditions
atmosphériques normales. Ceci nous montre que le comportement de la zone de contact est aussi sen-
sible à la variation des conditions atmosphériques et nous suggère ainsi le besoin de percées ultérieures
de la recherche dans le domaine de la science des matériaux. Au niveau pratique ce que nous venons
de dire se répercute dans un rendement et une duré de vie du moteur piézoélectrique résultant inférieurs
par rapport à ceux obtenus avec un moteur électromagnétique. De plus, il en résulte des caractéristiques
fortement non-linéaires et variante avec le temps qui rendent particulièrement difficile la conception d’un
algorithme de contrôle efficace et robuste.
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6.7.3 Cahier des charges
Les considérations que nous venons de faire nous aident à établir, de manière générale, un cahier
des charges typique pour lequel le moteur piézoélectrique représenterait l’actionneur idéal. Les critères
à satisfaire sont alors les suivantes :
– précision de positionnement ;
– structure compacte ;
– utilisation intermittente ;
– utilisation dans des environnements spéciaux (cf. chapitre 7) ;
6.8 Conclusion
Dans la première partie de ce chapitre, l’analyse de l’algorithme de commande proposée dans [47]
et l’analyse des caractéristiques mécaniques du moteur, nous ont permis de choisir la fréquence d’ali-
mentation comme grandeur de commande. La modulation de la vitesse est donc obtenue en exploitant la
caractéristique vitesse-fréquence.
L’étude d’un limiteur de vitesse dynamique, qui nous permet d’éviter le phénomène de pull-out, a
ensuite été présentée. Ce dispositif possède la particularité de s’adapter à l’évolution de la caractéris-
tique vitesse-fréquence déterminée par des dérives thermiques et des variations du couple de charge. Le
potentiel maximal du moteur est alors toujours atteignable.
La caractéristique de vitesse-fréquence étant non-linéaire, différentes solutions ont été évaluées dans
le but d’obtenir un algorithme d’asservissement de la vitesse robuste, performant et facilement transfé-
rable dans un microprocesseur (DSP). La solution retenue utilise le degré de liberté donné par le pa-
ramètre a, contrôlant l’amplitude des tensions d’alimentations, afin de linéariser la caractéristique de
commande. En effet, une modulation correcte de ce paramètre par rapport à la fréquence nous a permis
de linéariser la caractéristique vitesse-fréquence. La réponse du système en boucle fermée est à ce mo-
ment indépendante du point de fonctionnement du moteur. Les mesures effectuées nous ont permis de
confirmer la validité de cette méthode de contrôle. L’asservissement en position a été ensuite introduit en
exploitant la propriété, intrinsèque aux moteurs piézoélectriques, de développer un couple de maintient
sans alimentation.
Dans le but de diminuer le coût et l’encombrement du moteur, une étude de faisabilité relative à
l’application de méthodes d’estimation de la vitesse a aussi été abordée. Nous avons vu comme le filtre
de Kalman reste aujourd’hui, la méthode d’estimation donnant les meilleures résultats. Malheureusement
l’efficacité de cet algorithme est fortement liée à la connaissance d’un modèle analytique fidèle à la réalité
physique du système. Néanmoins, pour des applications particulières où la précision requise est moins
importante (cf. chapitre 7), il est possible d’envisager avec succès l’utilisation de méthodes basées sur la
mesure indirecte pour l’estimation de la vitesse.
Les propriétés principales d’un entraînement utilisant un actionneur piézoélectrique ont été com-
parées avec celles obtenues en utilisant un moteur électromagnétique à courant continu. Leur analyse
nous a permis d’établir un cahier des charges typique qui s’adapte de manière générale aux caractéris-
tiques du moteur piézoélectrique. A ce propos, le chapitre suivant sera entièrement dédié à l’étude d’une
application particulière dans le domaine médical.
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Chapitre 7
APPLICATION DU MOTEUR
PIEZOELECTRIQUE A ONDE
PROGRESSIVE DANS LES SYSTEMES
A RETOUR D’EFFORT
L’imagerie par résonance magnétique fonctionnelle (IRMf) s’est établie comme technologie de réfé-
rence dans les domaines de la médecine diagnostique et de la recherche neurologique de pointe [76]. La
possibilité d’utiliser une interface robotique dans un environnement IRMf, permettra aux neurologues
d’étudier le fonctionnement du cerveau lorsque le patient interagit avec des environnements dynamiques
virtuels (interfaces haptiques à retour d’effort). Dès lors, un tel système pourrait devenir un outil impor-
tant dans la recherche neurologique et la rééducation. Il y a cependant un problème important pour des
systèmes mécatroniques fonctionnant dans un environnement IRMf : les actionneurs couramment utili-
sés en robotique ainsi que les matériaux conventionnels interfèrent avec le champ magnétique présent à
l’intérieur du scanner IRMf. La perturbation des images et un malfonctionnement de l’équipement seront
des conséquences non tolérables. Grâce aux caractéristiques du moteur piézoélectrique à onde progres-
sive qui sont notamment l’immunité aux champs magnétiques élevés et l’absence de champ magnétique
parasite, l’utilisation d’un tel actionneur semble fortement prometteuse.
Dans cette optique un projet en collaboration avec le medical robotics group du laboratoire de sys-
tèmes robotiques (LSRO) a été lancé dans le but d’étudier et réaliser un prototype d’interface haptique à
retour d’effort à un degré de liberté compatible à l’environnement IRMf. Les connaissances acquises, à
travers les chapitres précédents dans la modélisation et la commande du moteur piézoélectrique à onde
progressive seront appliquées dans le développement de l’algorithme de commande de l’interface hap-
tique.
Un tel système présente des améliorations importantes par rapport au système existant qui utilise
un concept de transmission hydrostatique ([77] et [78]). En effet, grâce à l’utilisation d’un actionneur
piézoélectrique des solutions plus compactes et des constructions mécaniques plus simples peuvent être
conçues. Par conséquent, le développement de systèmes à plusieurs degrés de liberté sera facilité. De
plus, étant donné l’augmentation considérable de la dynamique du système, la simulation d’une plus
grande variété de champs de force devient envisageable.
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Le chapitre débutera avec une description générale des systèmes à retour d’effort, ensuite l’attention
sera portée sur le développement de l’interface haptique décrite précédemment. Les résultats expérimen-
taux obtenus permettront de valider l’algorithme de contrôle du retour d’effort et la compatibilité avec
l’environnement IRMf.
7.1 Description générale des systèmes à retour d’effort
Les domaines d’applications qui font recours à des systèmes à retour d’effort deviennent de plus en
plus nombreux. Nous pouvons néanmoins distinguer ces systèmes dans deux catégories principales : dans
la première, le retour d’effort est déterminé par une réalité physique ; on parle alors de téléprésence. Tan-
dis que dans la deuxième catégorie, le retour d’effort est déterminé par une réalité virtuelle. Idéalement,
avec une technologie suffisamment bonne, une personne ne devrait pas pouvoir distinguer la présence
réelle de la présence virtuelle. Pour réaliser cela, il est très important de connaître la bande passante des
systèmes sensoriels et contrôle moteur humain. La bande passante du système sensoriel est déterminé par
la fréquence à laquelle une stimulation externe est ressentie par l’humain (mouvement passif), tandis que
la bande passante du contrôle moteur se réfère à la rapidité à laquelle l’humain peut répondre (mouve-
ment actif). Il se trouve que nous percevons une stimulation beaucoup plus rapidement que nous pouvons
y répondre. Les résultats publiés dans [79] montrent la capacité de la main et des doigts à exercer des
forces avec une bande passante comprise entre 5−10[Hz]. En comparaison, le système sensoriel possède
une bande passante estimée entre 20−30[Hz]. Il est donc important que ces valeurs soient garanties lors
du choix de l’actionneur qui sera employé dans l’interface haptique.
7.1.1 Retour d’effort déterminé par une réalité physique
C’est typiquement le cas des systèmes de téléopération (téléprésence) des robots mobiles dévelop-
pés pour permettre à l’opérateur de réaliser, à distance, des manipulations complexes dans des environ-
nements dangereux et/ou inaccessibles comme par exemple l’inspection de structures sous-marines, le
nettoyage de systèmes nucléaires, le déplacement des mines et l’exploration dans l’espace.
Souvent dans ces systèmes, l’opérateur à distance peut profiter seulement de l’information visuelle
au sujet de l’environnement dans lequel le robot mobile travaille. Cette information s’avère, dans la ma-
jorités des cas, insuffisante pour réaliser des manipulations complexes. À ce propos, dans [80] on montre
comment la performance globale d’un tel système peut être améliorée en augmentant le nombre et la
qualité des informations relatives à l’environnement à distance, qui sont retournées à l’opérateur. En
particulier, une réduction remarquable de l’effort de l’opérateur et une diminution des erreurs de mani-
pulations peuvent être obtenues à l’aide d’un dispositif haptique permettant à l’opérateur de percevoir,
en plus de l’information visuelle, les forces liées aux obstacles (représentant la réalité physique) en-
tourant le robot mobile. Nous considérons alors le système de téléopération, proposé dans [81], illustré
schématiquement à la figure 7.1.
Les données acquises par les différents capteurs de distance (sonars), installés sur le robot mobile,
sont traitées afin de construire une carte locale des obstacles entourant le robot. Sur la base de cette carte
et de l’état cinématique du robot, un retour d’effort est calculé permettant d’émuler un contact physique
selon le modèle de deuxième ordre illustré à la figure 7.2. Cette force sera ensuite transmise au processus
de contrôle de l’interface haptique afin de donner à l’opérateur le sentiment que le véhicule est près
d’un obstacle. Réciproquement, l’opérateur humain, à l’aide du dispositif haptique, génère la consigne
de position qui est transmise au robot mobile.
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Retour d’effort
Consigne position du robot
Interface 
haptique
Contrôle interface 
haptique
Élaboration carte des 
obstacles et contrôle 
du robot
Robot mobile
FIG. 7.1 – Vue d’ensemble du système de téléopération [81] : le retour d’effort transmis à l’opérateur
à travers l’interface haptique est calculé sur la base d’une carte locale permettant de représenter les
obstacles autour du robot, ce denier sera piloté en fonction de la position de l’interface haptique.
Obstacle
Robot mobile
Force simulant la 
présence d’un obstacle
FIG. 7.2 – Simulation de la présence d’un obstacle à l’aide d’un modèle mécanique de deuxième ordre
(rigidité + amortissement).
7.1.2 Retour d’effort déterminé par une réalité virtuelle
Dans ces systèmes, la réalité physique, par exemple l’environnement de travail du robot mobile
dans l’application de téléopération décrite dans la section précédente, n’existe pas. Elle est reproduite
(simulée) en exploitant les technologies de réalité virtuelle. Ces technologies permettent d’immerger
l’être humain de façon réaliste à l’intérieur du monde virtuel et d’en tirer des avantages significatifs. Pour
que le niveau d’immersion dans la réalité soit le plus fidèle possible, il est fondamental que l’utilisateur
humain ressente la sensation donnée par le retour d’effort. Le schéma de principe de ces systèmes est
illustré à la figure 7.3.
Les applications de ces systèmes deviennent, grâce aux progrès de l’informatique ces dernières an-
nées, de plus en plus nombreuses. Entre autre, dans le domaine automobile, cette technologie est ap-
pliquée dans la validation de l’ergonomie d’un poste de conduite d’un nouveau modèle. En effet, les
constructeurs automobiles sont amenés à réduire de plus en plus leurs délais de conception. Cette ré-
duction de délai passe par la diminution du nombre de prototypes physiques au profit de la maquette
numérique. Les prototypes sur lesquels sont effectués les tests d’ergonomie arrivent de plus en plus tard
dans le processus de conception, et certains choix ne peuvent alors plus être remis en question. L’objectif
est donc de valider l’ergonomie d’un poste de conduite à l’aide de la seule maquette numérique intégrant
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Interface 
haptique
Contrôle retour d’effort de 
l’interface haptique basé sur 
la réalité virtuelle
Réalité virtuelle
FIG. 7.3 – Schéma de principe d’un système à retour d’effort déterminé par une réalité virtuelle.
des interfaces haptiques permettant de tester des aspects, comme par exemple le confort d’utilisation des
commandes, impossibles à évaluer sans retour d’effort. Ainsi, cette méthode est beaucoup plus rapide et
bien moins chère que la réalisation d’un prototype physique.
Dans le domaine médical, les patients victimes d’accidents vasculaires cérébraux ou de traumatismes
crâniens, atteints de polyarthrite ou de maladie de Parkinson, se retrouvent un jour face au kinésithéra-
peute pour tenter de récupérer la mobilité du membre supérieur. Le praticien leur propose alors des
exercices à répéter ou des tâches concrètes à effectuer. Mais aucun n’avait jusqu’ici utilisé un bras à
retour d’effort. Le système développé par la société CEA-LIST [82] est constitué d’un bras robotisé doté
de six degrés de liberté. Il enregistre en continu les efforts appliqués par le patient et sert de guide à ce
dernier en maintenant sa main dans la bonne trajectoire. Cette dernière est suggérée par le jeu virtuel
présenté à l’écran : rangement de livres dans une bibliothèque, actionnement d’une manivelle ou suivi
d’une trajectoire complexe. Les tests ont montré que ces images pouvaient jouer un rôle de déclencheur
sensoriel. Le kinésithérapeute est au coeur du dispositifs : il détermine l’exercice à réaliser, vérifie la
position du patient, s’assure qu’elle ne change pas (il est tentant d’incliner le buste pour compenser la
faiblesse du bras) et évalue la durée du travail appropriée. Au final, le patient fait le même travail mais
sur un outil polyvalent, ludique et enrichi par l’apport de l’image.
Dans ce contexte, la possibilité d’utiliser une interface robotique en parallèle avec l’IRMf, permettra
aux neurologues d’étudier le fonctionnement du cerveau lorsque le patient interagit avec des environ-
nements dynamiques virtuels (interfaces haptiques à retour d’effort). Dès lors, un tel système pourrait
devenir un outil important dans la recherche neurologique et la rééducation.
7.2 Interface haptique compatible avec l’environnement IRMf
Cette section est dédiée à l’étude et au développement d’un prototype d’interface haptique à retour
d’effort à un degré de liberté compatible à l’environnement IRMf [83]. Les critères de compatibilité aux
environnements IRMf, pour la conception de systèmes mécatroniques, seront tout d’abord présentés.
Nous passerons ensuite à la partie dédiée à la conception du prototype et à l’étude de l’algorithme de
contrôle. Les résultats expérimentaux nous permettront enfin de valider l’algorithme de contrôle du retour
d’effort et la compatibilité avec l’environnement IRMf.
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7.2.1 Définition de compatibilité IRMf
Des critères pour la conception de systèmes mécatroniques compatibles aux environnement IRMf
sont proposés par [84]. La compatibilité est ainsi définie :
– L’environnement IRMf est défini par le périmètre, souvent identique à celui de la chambre d’étude
blindée (cf. figure 7.4), à l’intérieur duquel le champ magnétique statique dépasse la valeur de 5
Gauss.
– Un dispositif est conforme aux normes de sécurité, lorsqu’il ne met en danger ni des équipements,
ni les utilisateurs quand il est placé dans l’environnement IRMf.
– La compatibilité avec l’environnement IRMf est donné quand le dispositifs est conforme aux
normes de sécurité, ne perturbe pas la qualité de l’image et son fonctionnement est garanti.
FIG. 7.4 – Une salle d’imagerie par résonance magnétique se compose de la chambre d’étude magnéti-
quement blindée où se trouve le scanner, et de la salle de contrôle [85]. La flèche à l’entrée du scanner
indique la position typique de l’interface haptique.
Nous pouvons, selon [86], subdiviser la compatibilité IRMf en quatre zones de priorités :
– Zone 1 : Le dispositif peut se trouver dans la région d’intérêt pour l’imagerie et peut être en contact
avec le patient pendant l’acquisition.
– Zone 2 : Le dispositif peut se trouver dans le volume d’imagerie et être en contact avec le patient,
mais il doit être dehors de la région d’intérêt pour l’imagerie durant l’acquisition.
– Zone 3 : Le dispositif ne doit pas se trouver dans le volume d’imagerie pendant l’acquisition.
– Zone 4 : Le dispositif peut se trouver dans la salle IRMf, mais doit respecter une distance de sé-
curité appropriée définie par rapport au scanner.
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7.2.2 Prototype
Le système complet (interface haptique + électronique de commande) est réalisé en se basant sur le
schéma du banc de test présenté au chapitre 5 (cf. figure 5.1). Seul la partie mécanique qui est composée
du moteur Shinsei USR60 accouplé avec un frein dynamométrique est remplacée ici par le prototype de
l’interface haptique à un degré de liberté (voir figure 7.5).
Poignée
Moteur Shinsei 
USR60 + encodeur 
optique
Capteur de couple
FIG. 7.5 – Prototype de l’interface haptique à un degré de liberté.
Pour les raisons de compatibilité électromagnétique décrites dans les sections précédentes, c’est un
moteur piézoélectrique (type Shinsei USR60) que nous allons utiliser comme actionneur pour la réa-
lisation de l’interface haptique. Le capteur de couple employé est une adaptation d’un développement
existant et se base sur le concept de capteurs compatibles à l’IRMf présentés dans [87]. Le schéma du
capteur est donné à la figure 7.6. Il s’agit d’une combinaison d’une structure en matière plastique, qui tra-
duit un effort en déplacement avec un capteur optique, qui mesure le changement d’intensité lumineuse
en fonction de ce déplacement. De plus, seuls des matériaux non-férromagnetiques peuvent être utilisés ;
des pièces conductrices sont à éviter au maximum dans le but de minimiser les perturbations des résultats
d’imagerie dues à des champ magnétiques parasites induites par des courants de Foucault. Ainsi, c’est
principalement le polymer Polyoxyméthylene (POM) qui a été utilisé dans la construction du prototype.
Les parties mécaniques exposées à des contraintes importantes ont été fabriquées en aluminium et des
vis en laiton ont été employées.
7.2.3 Algorithme de commande
Une interface haptique est un dispositif capable de simuler un environnement virtuel décrit par un
modèle mathématique implémenté au niveau de l’algorithme de commande. L’humain, en interagis-
sant avec cette interface (cf. figure 7.5), ressent les sensations déterminées par l’environnement virtuel
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Elément sensible
Miroir
Tête 
optique Fibre optique
FIG. 7.6 – Capteur de couple [87].
que l’on désire reproduire [88]. Pour réaliser cela, il existe deux méthodes de contrôles fréquemment
utilisées : le contrôle d’impédance et le contrôle d’admittance. L’impédance mécanique Ze de l’envi-
ronnement virtuel, est définie comme étant le rapport entre la force et la position (couple et angle en
rotation) Ze = M/θ. Elle est déterminée à travers un modèle mathématique permettant ainsi de décrire la
dynamique d’un environnement virtuel. L’admittance Ye est l’inverse de l’impédance.
Principe du contrôle d’impédance
À une rotation (action) de l’interface haptique provoquée par l’utilisateur, le système réagit avec un
retour d’effort (réaction) déterminé par l’environnement virtuel modélisé à l’aide de l’impédance Ze. Le
schéma de principe du contrôle d’impédance est donné à la figure 7.7.
Opérateur
humain
Environnement 
virtuel Ze
Actionneur
Capteur de 
position
Effort
Rotation
Effort
désiré
Rotation
mesurée
Interface haptique
FIG. 7.7 – Schéma de principe du contrôle d’impédance.
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Principe du contrôle d’admittance
Réciproquement, le contrôle d’admittance mesure l’effort appliqué par l’utilisateur (action) et répond
avec une rotation de l’interface (réaction) selon le modèle mathématique déterminé par l’inverse de
l’impédance Ze ; l’admittance Ye. Dû au couple de maintient sans alimentation, le moteur piézoélectrique
à onde progressive est un actionneur non-réversible. Nous employons par conséquent la méthode du
contrôle d’admittance. Outre le capteur de position angulaire, cette méthode de commande nécessite un
capteur de couple. Le schéma de principe du contrôle d’admittance est montré à la figure 7.8.
Opérateur
humain
Environnement 
virtuel Ye
Actionneur
USR60
Interface haptique
Régulateur 
Capteur de 
position
Capteur de 
couple
Mh
θe
Mhm
θem
θecf, a, ϕ
FIG. 7.8 – Schéma de principe du contrôle d’admittance.
Avec :
• Mh Couple appliqué par l’opérateur ;
• Mhm Mesure du couple appliqué par l’opérateur ;
• θe Position angulaire de l’environnement ;
• θec Position angulaire de consigne calculée par le modèle mathématique de l’environnement ;
• θem Position angulaire mesurée ;
Modèle mathématique utilisé pour décrire l’environnement virtuel
L’environnement virtuel que nous cherchons à reproduire à travers l’interface haptique est celui dé-
terminé par un ressort et un amortisseur en parallèle, dont le schéma équivalent mécanique est donné à la
figure 7.9 (pour simplifier, représenté en translation). Cet environnement a été choisi pour sa généralité
et son utilisation fréquente.
ce
de
Mh
θe
Je
FIG. 7.9 – Schéma équivalent mécanique de l’environnement virtuel que nous désirons reproduire avec
l’interface haptique.
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Avec :
• ce Rigidité équivalente de l’environnement virtuel ;
• de Amortissement équivalent de l’environnement virtuel ;
• Je Inertie équivalente de l’environnement virtuel ;
L’équation 7.1 permet de décrire mathématiquement le système mécanique représenté à la figure 7.9.
Je ¨θe = Mh−de ˙θe− ce θe (7.1)
Dans le domaine de Laplace l’équation 7.1 devient :
θe(s) =
1
Je s2+de s+ ce︸ ︷︷ ︸
Ye
Mh(s) (7.2)
Numérisation de l’algorithme de commande
L’implémentation du modèle mathématique, utilisé pour décrire l’environnement virtuel dans le mi-
croprocesseur (DSP), nécessite la numérisation de l’équation 7.1. A ce propos, les dérivées première
(vitesse angulaire) et seconde (accélération angulaire), sont alors approximées selon les équations 7.3 et
7.4 respectivement.
˙θ(k) = θ(k)−θ(k−1)∆h (7.3)
¨θ(k) = θ(k)−2θ(k−1)+θ(k−2)∆h2 (7.4)
Avec k et ∆h représentant respectivement l’instant et la période d’échantillonnage.
En introduisant les équations 7.3 et 7.4 dans 7.1, nous arrivons après quelques développement à
l’équation 7.5 qui nous permet de calculer, à chaque instant d’échantillonnage, la position angulaire de
consigne θec (cf. figure 7.8).
θec (k) = A Mhm (k)+B θem (k−1)+C θem (k−2) (7.5)
Avec A,B et C des facteurs constants, explicités en fonction des paramètres du système (Je, ce, de et
∆h), avec les équations 7.6, 7.7 et 7.8.
Comme l’équivalent mécanique de l’environnement virtuel choisi est un système de deuxième ordre
(cf. équation 7.1), il apparaît logique que la position angulaire de consigne θec dépende outre du couple,
de la position mesurée aux instants d’échantillonnage précédents (θem (k−1) et θem (k−2)), représentant
une sorte de "mémoire" du système.
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A =
∆h2
Je+∆h2 ce+∆hde
(7.6)
B =
∆hde+2Je
Je+∆h2 ce+∆hde
(7.7)
C = −Je
Je+∆h2 ce+∆hde
(7.8)
Selon le schéma du contrôle d’admittance donné à la figure 7.8, c’est ensuite le régulateur qui se
charge d’asservir la position de consigne θec. Le schéma de réglage détaillé du contrôle du retour d’effort,
représenté à la figure 7.10, se compose d’un régulateur de position mis en cascade avec le régulateur
de vitesse. Les critères de synthèse de ces régulateurs, développés au chapitre 6, restent valables. Ainsi
l’interface haptique est capable, à ce moment, de reproduire le comportement de l’environnement virtuel.
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FIG. 7.10 – Schéma de réglage détaillé du contrôle du retour d’effort.
7.2.4 Validation du prototype
La validation du prototype d’interface haptique à un degré de liberté développé, passe par deux étapes
principales : la validation de l’algorithme de commande et celle de la compatibilité au fonctionnement
dans un environnement IRMf.
Validation de l’algorithme de commande
Un couple Mh est appliqué artificiellement à travers l’électronique de commande (simule l’opérateur
humain). L’acquisition de la position angulaire asservie par l’algorithme de commande est ensuite com-
parée avec celle simulée mathématiquement à l’aide de l’équation 7.2. Les résultats et l’évolution des
grandeurs de commande sont reportés à la figure 7.11. Nous pouvons remarquer que la position mesurée
suit la position simulée. Cela signifie donc que l’interface haptique reproduit correctement l’environne-
ment virtuel cible déterminé par l’admittance Ye (cf. équation 7.2).
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FIG. 7.11 – Simulation du comportement de l’algorithme de commande permettant de réaliser le retour
d’effort (le tracé du couple est donné à titre indicatif, n’étant pas à l’échelle).
Validation de la compatibilité IRMf
Pour vérifier la compatibilité avec l’environnement IRMf, des essais d’imagerie ont été effectués à
l’Hôpital Universitaire de Bâle avec le scanner Magnetom Espree Tim de Siemens. Les configurations ty-
piques, adoptées durant les expériences effectuées, sont illustrées à la figure 7.12. Selon les définitions de
compatibilité IRMf données à la section 7.2.1, nous déduisons qu’il s’agit donc de valider la compatibilité
IRMf pour des zones de priorité 2 (figure 7.12 a) et 3 (figure 7.12 b). Seul le patient se trouve à l’intérieur
de la salle lors d’une séance IRMf. Dans notre cas, une bouteille d’eau servait de phantome à l’endroit où
la tête du patient sera placée (cf. figure 7.12 a). Lors d’un premier essai des perturbations sont apparues
sur l’image acquise (représentant la section de la bouteille d’eau), visibles sous forme de traits verticaux
blancs (cf. figure 7.13 b). La cause de ces perturbations est à rechercher dans les câbles d’alimentation
de l’interface qui peuvent se comporter comme une antenne. Ainsi, des perturbations haute fréquence,
externes ou internes à la chambre blindée, peuvent donc se propager par ce moyen et perturber la qualité
de l’image obtenue. Ce problème a été simplement résolu par l’introduction d’un filtre passe bas, ayant
une fréquence de coupure de 1[MHz] dans le circuit d’alimentation. La qualité de l’image obtenue (cf.
figure 7.13 c) après cette correction est satisfaisante, si comparée à l’image de référence (cf. figure 7.13 a)
prise lorsque l’interface haptique se trouvait en dehors de la chambre blindée. Ces expériences nous ont
permis de vérifier que, d’une part la qualité de l’image n’est pas influencée par la présence de l’interface
haptique (ceci pour de zones de priorité 2 et 3) et, d’autre part l’immunité du dispositif par rapport aux
forts champs magnétiques générés par le scanner. La compatibilité à l’environnement IRMf du prototype
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d’interface haptique développé, a donc été prouvée. De plus, nous avons remarqué que l’échauffement
de l’actionneur piézoélectrique (pendant environ une heure de fonctionnement), n’avait aucune influence
sur le patient.
a) b)
FIG. 7.12 – Configurations typiques adoptées durant les expériences effectuées : a) Zone de priorité 2
(l’interface peut se trouver dans le scanner, mais doit être en dehors de la région d’intérêt pour l’acqui-
sition de l’image), b) Zone de priorité 3 (l’interface ne doit pas se trouver dans le volume d’imagerie
(scanner) pendant l’acquisition).
a) b) c)
FIG. 7.13 – Validation de la qualité de l’image obtenue en présence de l’interface haptique pour des
zones de priorité 2 et 3 : a) Image de référence prise sans la présence de l’interface haptique dans la
chambre blindée b) Sans filtre passe-bas (la perturbation est visible sous forme d’un trait vertical blanc)
c) Avec filtre passe-bas.
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7.2.5 Perspectives
Le système développé grâce à l’utilisation d’un actionneur piézoélectrique nous a permis d’introduire
des améliorations importantes par rapport à des systèmes existants qui utilisent un concept de transmis-
sion hydrostatique [77] et [78] :
– L’encombrement (cf. figure 7.14) est considérablement réduit, ce qui permettra de favoriser le
développement de systèmes à plusieurs degré de liberté.
– La bande passante des systèmes hydrostatiques, évaluée autour de 20[Hz], représente une limita-
tion dans l’étude des mouvements passifs. Nous rappelons à ce propos que le système sensoriel
humain possède une bande passante entre 20− 30[Hz] [79]. Cette limitation n’existe plus avec
l’actionneur piézoélectrique utilisé dans notre prototype d’interface haptique ; en effet ce dernier
permet une bande passante d’environ 200[Hz].
a) b)
FIG. 7.14 – Comparaison de l’encombrement entre : a) Système utilisant la transmission hydrostatique
de l’énergie [89] b) Système utilisant l’actionneur piézoélectrique à onde progressive.
Néanmoins, la multidisciplinarité de ce projet nous laisse encore beaucoup de voies de développe-
ments futurs. En particulier, l’estimation de la vitesse serait d’une part fort intéressante pour réduire
l’encombrement et le coût du système. Toutefois, dans le chapitre précédent nous avons observé que
l’utilisation de méthodes d’estimations appliquées dans le domaine des actionneurs piézoélectriques est,
exception faite pour des applications particulières, difficilement réalisables. Il se trouve qu’une inter-
face haptique est une application particulière. En effet, pour ces systèmes, il est surtout important de
reproduire correctement un champ de force qui permet de donner à l’utilisateur la sensation tactile qui
simule un environnement virtuel donné. La précision de positionnement requise joue par conséquent un
rôle mineur dans l’évaluation de la performance globale du système. Nous pouvons donc imaginer, en
appliquant la technique de la mesure indirecte de la vitesse, d’obtenir des résultats prometteurs dans cette
direction. L’expérience acquise durant ce travail de thèse sur le moteur piézoélectrique à onde progres-
sive, nous a permis d’observer l’existence d’une relation univoque de la vitesse n avec le couple de charge
Mc (ici le capteur est nécessaire à cause de la non revérsibilité de l’actionneur) et le courant de phase
ILs. L’idée est d’entraîner off-line un réseau neuronal sur la base de séries de mesures représentatives,
dans le but d’identifier cette relation (cf. figure 7.15). Après la phase d’apprentissage, la simulation on-
line du réseau, excitée avec les mesures du couple et du courant, nous permettra d’estimer la vitesse. A
noter qu’afin de permettre l’identification du comportement dynamique du système, le courant de phase
à l’instant d’échantillonnage précédent est aussi utilisé comme variable d’entrée (cf. figure 7.15). Les
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résultats obtenus lors des premiers tests effectués, représentés à la figure 7.16, montrent effectivement
la faisabilité de cette méthode. Toutefois, la robustesse et la stabilité de l’algorithme d’estimation pro-
posé, dépendent fortement de la richesse de l’information contenue dans les séries de mesures utilisées
pour l’apprentissage du réseau neuronal. A ce propos, nous avons par exemple remarqué une diminu-
tion de la qualité de l’estimation lorsque l’utilisateur de l’interface change. Seule l’expérience et une
bonne connaissance de l’actionneur nous permettront de construire une base de donné solide à partir de
laquelle l’entraînement du réseau est effectué. La validation passera enfin par la réalisation d’une série
de tests, représentatifs des différentes conditions de fonctionnement possibles, afin d’évaluer de manière
exhaustive la robustesse et la stabilité de l’estimation de vitesse.
Réseau neuronal 
incluant les 
connections entre 
neurones
Comparaison
n
n
Adjustage des poids 
(selon algorithme 
d’apprentissage)
Mc 
ILs 
z-1
FIG. 7.15 – Schéma de principe pour l’entraînement du réseau neuronal utilisé pour estimer la vitesse de
rotation nˆ.
Remarques
L’implémentation éventuelle de l’algorithme d’estimation de la vitesse nécessitera l’utilisation d’un
microprocesseur plus puissant qui nous permettra, en particulier, le calcul en virgule flottante. La concep-
tion d’une nouvelle carte électronique sera donc nécessaire. De plus, la structure du prototype d’interface
haptique sera ultérieurement optimisée sur la base des expériences acquises sur le modèle existant.
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FIG. 7.16 – Résultats obtenues lors des premiers tests d’évaluation de l’algorithme d’estimation de la
vitesse.
7.3 Conclusion
Des moteurs piézoélectriques à onde progressive ont été employés dans l’environnement IRMf pour
réaliser des tâches de positionnement dans un robot d’assistance à la chirurgie neuronale [90] et pour le
traitement du cancer du sein [91]. Ce projet, en réalisant un système robotique à retour d’effort avec des
actionneurs piézoélectriques à onde progressive, propose une extension importante de la gamme d’ap-
plication de ces actionneurs vers des interfaces haptiques compatibles avec l’IRMf. Lors de ce projet
nous avons apprécié particulièrement l’interdisciplinarité, résultant de la fusion de trois domaines tels la
mécanique, l’électronique et l’informatique, qui nous permet de qualifier le prototype développé comme
un système mécatronique. Dans ce cadre, une approche systémique a été nécessaire, les différents para-
mètres qui ont été considérés sont représentés à la figure 7.17.
Chaque composant du système global a été conçu et optimisé dans l’optique de compatibilité à l’en-
vironnement IRMf. Le moteur piézoélectrique, grâce à ses caractéristiques intrinsèques, a été retenu
comme l’actionneur optimal pour notre application. Le développement d’un algorithme de commande
spécifique, nous a permis d’optimiser les caractéristiques de fonctionnement, fortement non-linéaires
à la base, de cet actionneur. Le potentiel d’optimisation global du système développé est encore loin
d’être exploité. Dans cette direction, les développements futurs seront orientés vers l’optimisation de
l’électronique de commande, la réalisation d’une structure mécanique plus robuste et la réduction de
l’encombrement.
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FIG. 7.17 – Paramètres intervenant dans la conception d’un système mécatronique [92].
Chapitre 8
CONCLUSION
Ce travail de recherche a été consacré à la modélisation et la commande du moteur piézoélectrique à
onde progressive et plus particulièrement du moteur Shinsei USR60. Grâce à ses caractéristiques intrin-
sèques, qui le différencient et le rendent complémentaire par rapport aux moteurs électromagnétiques, ce
type d’actionneur répresente un interêt certain auprès des milieux scientifiques et industriels, annonçant
ainsi une expansion prochaine des possibles applications dans différentes domaines (médical, automo-
bile, robotique, aviation, spatial, etc.).
A cause du principe de fonctionnement, basé sur des vibrations à haute fréquence et aux phénomènes
tribologiques agissant au niveau de l’interface de contact entre le stator et le rotor, la recherche d’un mo-
dèle analytique efficace s’avère être une tâche très complexe à réaliser. Les modèles couramment utilisés
se basent sur l’exploitation d’un schéma électrique équivalent. Ce type d’approche présente le désavan-
tage de travailler avec des grandeurs images (tension et courant électrique sont respectivement l’image
d’une force et d’une vitesse) ; de plus, la modélisation du contact entre le stator et le rotor est réalisé en
introduisant des composants non-linéaires (diodes, etc.) dans le schéma électrique équivalent. La para-
métrisation de ces éléments demande donc beaucoup d’expérience et demeure peu pratique pour l’ex-
ploitation du modèle dans la conception d’algorithmes de commande optimaux. Les modèles théoriques
basés sur des approches numériques de type éléments finis constituent aussi une alternative intéressante.
Ils requièrent néanmoins des moyens matériels importants et nécessitent des temps de calcul non né-
gligeables. Dans cette optique, nous avons développé dans cette thèse un modèle analytique qui permet
de réaliser un bon compromis entre son degré de complexité et sa fidélité à la réalité. La dynamique de
déformation de la structure vibrante (stator), donnant naissance à l’onde progressive, a été alors modé-
lisée en partant d’un schéma équivalent mécanique de deuxième ordre. C’est ensuite l’interaction entre
le stator et le rotor (zones de contact) qui permet de générer, grâce aux forces de frottement, le couple
moteur. La modélisation de ce phénomène a été simplifiée en introduisant un schéma de contact original
qui nous a permis d’analyser les différents cas de contact possibles.
Le développement d’une plate-forme d’essai modulaire, nous a ensuite permis de relever les carac-
téristiques mécaniques de l’actionneur par rapport à ses trois paramètres de commande : l’amplitude, la
fréquence et le déphasage des deux tensions de phase. La comparaison avec les caractéristiques obtenues
en simulations a été effectuée dans le but de valider le modèle analytique développé. Nous avons observé
comment les résultats issus de la simulation permettent de prévoir le comportement essentiel du moteur,
condition nécessaire et suffisante pour l’étude et le développement d’une stratégie de commande et de
contrôle.
Comme nous venons de le dire, la vitesse de rotation du moteur piézoélectrique à onde progressive
peut, de manière générale, être imposée en agissant soit sur l’amplitude, la fréquence ou le déphasage
temporel des deux tensions d’alimentation. Il a donc été difficile d’évaluer a priori le paramètre, ou la
combinaison de paramètres, donnant les meilleures résultats. Une analyse des méthodes de commandes
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existantes nous à permis d’identifier la fréquence comme étant le paramètre de commande le plus effi-
cace. Néanmoins, les caractéristiques de la vitesse en fonction de la fréquence d’alimentation, relevées
pour différentes valeurs du couple de charge, exhibent de fortes non-linéarités. Il est donc exclu que
nous puissions appliquer des méthodes de réglage classiques. En effet, la réponse du système serait à
ce moment dépendante du point de fonctionnement et, dans le cas le plus défavorable, elle peut même
devenir instable. Différentes solutions ont été alors évaluées dans le but d’obtenir un algorithme d’asser-
vissement de la vitesse qui soit robuste, performant et facilement transférable dans un microprocesseur
(DSP). Une nouvelle solution a été retenue, elle se base sur l’utilisation du degré de liberté donné par
l’amplitude des tensions d’alimentation, afin de linéariser la caractéristique de commande. En effet, une
modulation correcte de ce paramètre par rapport à la fréquence nous a permis de linéariser la caracté-
ristique vitesse-fréquence. La réponse du système en boucle fermée est à ce moment indépendante du
point de fonctionnement du moteur. De plus, un nouveau concept de limitation dynamique de la vitesse,
permettant d’éviter le bien connu phénomène de pull-out, a été intégré dans l’algorithme de commande.
Ce dispositif possède la particularité de s’adapter à l’évolution de la caractéristique vitesse-fréquence
déterminée par des dérives thermiques et des variations du couple de charge. Le potentiel maximal du
moteur est alors toujours atteignable. L’asservissement en position a été facilement dérivé en exploi-
tant la propriété, intrinsèque aux moteurs piézoélectriques, de développer un couple de maintient sans
alimentation. Finalement, les mesures effectuées ont permis de confirmer la validité de la méthode de
contrôle proposée dans cette thèse.
Une application nouvelle de ce type d’actionneur a été proposée dans le cadre d’une collaboration
avec le medical robotics group du laboratoire de systèmes robotiques (LSRO). Il s’agissait de réaliser un
prototype d’interface haptique à retour d’effort à un degré de liberté compatible à l’environnement IRMf.
En effet, l’imagerie par résonance magnétique (IRMf) s’est établie comme technologie de référence dans
le domaine de la médecine diagnostique et de la recherche neurologique de pointe. La possibilité d’uti-
liser une interface robotique dans un tel environnement, permettra aux neurologues d’étudier les méca-
nismes de fonctionnement du cerveau lorsque le patient interagit avec des environnements dynamiques
virtuels. Un tel système pourrait alors devenir un outil important dans la recherche neurologique et la ré-
éducation. Grâce aux caractéristiques des moteurs piézoélectriques qui sont notamment l’immunité aux
champs magnétiques élevées et l’absence de champs magnétiques parasites, l’utilisation d’un tel action-
neur pour cette application particulière est fortement prometteuse. En particulier, le système que nous
avons développé a permis d’apporter des améliorations importantes par rapport à des systèmes existants
qui utilisent un concept de transmission hydrostatique. Nous nous référons en particulier au fait que l’en-
combrement du système est considérablement réduit permettant ainsi de favoriser le développement de
systèmes à plusieurs degrés de liberté. De plus, l’augmentation de la bande passante autorise maintenant
la possibilité de simuler des champs de force dans toute la largeur du spectre des fréquences perceptibles
par l’être humain.
8.1 Originalités du travail
Dans son ensemble ce projet a permis d’évoluer dans le domaine de la modélisation et la commande
des actionneurs piézoélectriques ainsi que leurs applications. Les apports personnels dans ce travail de
thèse résident premièrement dans le développement d’une nouvelle stratégie de commande et contrôle,
plus précisément l’algorithme que nous avons proposé présente les originalités suivantes :
– Modulation de l’amplitude des tensions de phase par rapport à la fréquence dans le but de linéariser
la caractéristique de commande vitesse-fréquence. La réponse du système en boucle fermée est à
ce moment indépendante du point de fonctionnement du moteur. L’avantage par rapport à des
méthodes existantes se basant sur des techniques de réglage adaptative réside dans la robustesse,
la stabilité et la facilité d’implémentation dans un microprocesseur.
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– Le phénomène de pull-out est la cause d’arrêt brusque du moteur lorsqu’un seuil de fréquence
minimale d’alimentation est dépassé. Dues aux dérives thermiques et aux variations du couple
de charge, ce seuil évolue en cours de fonctionnement. Une nouvelle méthode, basée sur l’in-
troduction d’une limitation de la vitesse dynamique, est proposée dans cette thèse pour éviter le
phénomène de pull-out. Cette méthode s’adapte à l’évolution de la caractéristique de commande,
par conséquent le potentiel maximal du moteur est toujours atteignable.
– Une attention particulière a été aussi dédiée au choix des variables de commande par rapport à
leurs influences sur le comportement tribologique du moteur. Des méthodes existantes utilisent en
effet le déphasage temporel entre les deux phases d’alimentation comme grandeur de commande.
Il se trouve, selon les simulations que nous avons effectuées, qu’un déphasage qui n’est pas égal
à ±pi/2 (cas idéal) se traduit dans une modulation de l’amplitude de l’onde progressive à une fré-
quence égale à celle de l’alimentation. Ce phénomène, selon des études tribologiques, provoque
des micro-rebondissements à l’interface de contact entre le stator et le rotor déterminant ainsi la di-
minution du coefficient de frottement et l’augmentation de l’usure des matériaux en contact, ainsi
qu’une diminution de la durée de vie du moteur. Suite à ces considérations, nous n’utilisons le
déphasage que pour changer le sens de rotation. En effet, en changeant ce dernier de pi/2 à −pi/2
ou vice-versa, nous inversons la direction de propagation de l’onde progressive donc le sens de
rotation de l’actionneur.
Deuxièmement, ce travail de thèse, par la réalisation d’un système robotique à retour d’effort, propose
une extension importante de la gamme d’application des actionneurs piézoélectriques vers des interfaces
haptiques compatibles avec l’environnement IRMf. Ce nouveau concept présente des améliorations im-
portantes par rapport à des systèmes existants utilisant une transmission hydrostatique :
– Encombrement réduit favorisant ainsi le développement de systèmes à plusieurs degrés de libertés.
– Augmentation considérable de la bande passante permettant ainsi la simulation d’une plus grande
variété de champs de force.
D’un point de vue personnel, les travaux associés à cette thèse m’ont permis d’acquérir des connais-
sances nouvelles dans de multiples domaines et de dépasser le stade de l’étude théorique en abordant
l’aspect pratique du problèmes dans le cadre de plusieurs réalisations. Parmi celles-ci, il faut souligner
la collaboration mise an place avec le medical robotics group du laboratoire de systèmes robotiques
(LSRO) dans le cadre de la réalisation d’une interface haptique compatible à l’environnement IRMf.
Cette étape de mon travail m’a permis d’effectuer un développement en équipe sur un sujet novateur.
8.2 Perspectives
Les actionneurs piézoélectriques ne trouvent en principe pas de limitation à la miniaturisation com-
parés aux moteurs électromagnétiques où l’on se heurte à des limites dues à la saturation magnétique
des matériaux et à la présence d’enroulements. Il est donc évident que la présence d’un capteur de vi-
tesse, avec son encombrement, pourrait constituer une limitation externe dans le franchissement d’étapes
ultérieures dans la miniaturisation des actionneurs piézoélectriques. L’espoir est alors de réussir à pilo-
ter le moteur en remplaçant le capteur par des algorithmes qui permettent d’estimer la vitesse. Outre la
réduction de l’encombrement, cette solution permettrait d’obtenir aussi des avantages économiques non
négligeables. Après une analyse des différentes méthodes d’observation possibles, nous sommes arrivé
à la conclusion que seule la méthode du filtre de Kalman possède, de manière générale, le potentiel pour
réaliser une estimation efficace, ceci à condition de posséder un modèle très précis de l’actionneur. Due
à la complexité des phénomènes physiques mis en jeu dans la description du fonctionnement d’un ac-
tionneur piézoélectrique, l’état actuel de la recherche ne nous permet pas de réaliser des simulations très
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fidèles à la réalité. Dans cette optique, de nouvelles recherches pourront être dédiées spécialement au
développement d’un modèle analytique permettant l’utilisation fiable d’un filtre de Kalman.
Toutefois, dans une application particulière comme l’interface haptique développée, où la précision
d’estimation de la vitesse n’est pas de grande importance, nous avons remarqué comment, lors des pre-
miers tests indicatifs, l’utilisation d’une méthode d’estimation basée sur la mesure indirecte peut donner
des résultats encourageants. Nous obtiendrons ainsi une réduction considérable de l’encombrement. De
plus, la substitution de l’encodeur optique par un algorithme d’estimation de la vitesse est particulière-
ment intéressant pour l’application dans l’environnement IRMf, car l’absence de tout circuit électronique
à proximité du scanner augmentera encore le niveau de compatibilité potentielle de l’actionneur. En
conclusion, nous formons le souhait que les connaissances acquises tout au long de cette thèse puissent
permettre de poursuivre efficacement l’effort de recherche dans le domaine des interfaces haptiques à
plusieurs degrés de liberté.
Annexe A
Data Sheet moteur piézoélectrique à onde
progressive type Shinsei USR60
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Fréquence d’alimentation
Spécifications du moteur Shinsei USR60-E3
40 [kHz]
Tension d’alimentation 120 [Vrms]
Couple maximum en régime continu 0.5 [Nm]
Puissance maximale en régime continu 5 [W]
Vitesse à puissance max. en régime continu 100 [rpm]
Couple maximum ~ 1 [Nm] 
Sens de rotation CW, CCW
Duré de vie ~ 1000 [Heures]
Températures de fonctionnement -10 [°C] à +50 [°C]
Température maximale 55 [°C] à la surface du boîtier
Masse 275 [g] 
Spécifications du codeur optique HEDS-5540 A14
DC5[V] ± 10%Tension d’alimentation
Optique incrémentalMéthode de détéction
500 [pulse/tour]
A, B, Z
Résolution
Phases de sortie
Annexe B
Frein dynamométrique
B.1 Frein dynamométrique à hystérésis HD-505-8NA
Les freins dynamométriques à hystérésis série HD-100, -400 et -500 sont universellement utilisables
et se prêtent tout spécialement à des applications de bancs d’essais de puissance moyennes jusqu‘à
800[W ] en fonctionnement intermittent. Un frein dynamométrique à hystérésis développe un couple déjà
à l’arrêt. Cela permet de mesurer les caractéristiques d’un moteur, de sa marche à vide jusqu‘au blocage
de son rotor. Selon le modèle, le refroidissement du frein est réalisé soit par convection, soit à l’aide
d’air comprimé. Etant donné que ces freins ne sont pas refroidis à l’eau, leurs valeurs caractéristiques
de puissance sont indiquées aussi bien pour une utilisation en continu qu’intermittente. Tous les freins
dynamométriques à hystérésis de Magtrol se caractérisent par une précision de±0.25% à±0.5% (pleine
échelle) selon le modèle et sa configuration. L’intégration des freins dynamométriques dans les systèmes
de mesure est simplifiée par la mise à disposition de plaques de base longues ou courtes. La version
courte facilite le montage du moteur sur des surfaces munies de rainures en T et de fixations ajustables.
La version longue est idéale pour des essais directement réalisés sur le plateau du banc de mesures.
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B.1.1 Spécifications
B.1 Frein dynamométrique à hystérésis HD-505-8NA 133
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B.1.2 Dimensions
B.1 Frein dynamométrique à hystérésis HD-505-8NA 135
B.1.3 Configurations du système
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B.2 Contrôleur de freins dynamométriques programmable DSP6001A
Le contrôleur haute vitesse programmable DSP6001 pour freins dynamométriques de Magtrol utilise
les techniques les plus modernes de traitement de signaux et ouvre de nouveaux horizons aux essais
de moteurs. Le contrôleur DSP6001, développé pour une utilisation avec les freins à hystérésis, les
freins à courant de Foucault et à poudre, ainsi qu’avec des couplemètres de Magtrol et des systèmes
auxiliaires, peut être commandé par PC moyennant une interface IEEE-488 ou RS-232. Avec sa vitesse
de transmission de 120 points de mesure par seconde, le contrôleur DSP6001 se prête aussi bien à des
utilisations très exigeantes en laboratoires de certification que sur des lignes de production.
B.2.1 Spécifications
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B.2.2 Configurations du système
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B.3 Logiciel de test moteurs M-TEST 4.0
Utilisé avec un contrôleur de freins dynamométriques DSP6000/6001, 5240 ou 4629B, le logiciel
M-TEST 4.0 permet de piloter des freins dynamométriques installés sur un banc d’essai Magtrol et de
réaliser automatiquement des tests de moteurs. Le logiciel M-TEST 4.0 est compatible avec un grand
nombre de contrôleurs, tels que les modèles DSP6001, DSP600, 5240 et 4629B, les freins à hystérésis,
à courant de Foucault, à poudre et tandem, ainsi qu’avec les couplemètres. Les valeurs mesurées sont
traitées par le logiciel de test moteurs, puis sauvegardés, présentés sous forme tabellaire ou de graphique
ou même exportés vers un tableur. Le logiciel M-TEST 4.0 (langage de programmation : LabV IEW T M)
permet de tester la plupart des modèles de moteurs de différentes manières. La grande flexibilité de
LabVIEW permet aisément d’acquerir des données de mesures provenant d’autres sources (capteurs de
température), d’asservir des moteurs et de générer des signaux acoustiques ou optiques.
Annexe C
Carte acquisition de données
C.1 NI PCI-6052E 333 kS/s, 16-Bit, 16 Analog Input Multifunction DAQ
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Annexe D
Structure générale de l’algorithme de
commande et contrôle
D.1 Représentation de la structure du projet
serial.h
gère la communication
philib.h
définition de types
interrupt.h
gère les interruptions
c_regs240x.h
définitions registre F240x
piezo1.h
en-tête principal
position.c
VT100.c
dacspi.c
eeprom.c
seri240x.c
interf.c
Fonctions de 
communication et 
d’affichage
vitesse.c
piezo1.c
Fichier source principal
appelle
inclusion
inclusion
inclusion
utilise
appelle
appelle
utilise
inclusion
admittance.c
régulateur d’admittance
piezo1.h
piezo1.h
piezo1.h
régulateur de position
régulateur de vitesse
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D.2 Représentation du flux d’information
piezo1
MISE A JOUR DE LA POSITION
(…)
if (DEPHASAGE == 94) {POSITION=POSITION+1;}
if (DEPHASAGE == 31) {POSITION=POSITION-1;}
(…)
INITIALISATION
ACCEUIL_VT100(); /* initialisation de l’interface utilisateur et affichage d’un message de démarrage */
init_and_start_pwmA(); /* initialisation du générateur du signal de contrôle */
init_timer2_int(); /* initialisatino du timer 2 qui sera utilisé pour le calcul de la vitesse de rotation */
init_ad() /* initialisation du convertisseur AD */
init_registers(); /* initialisatino des registres */
spi_DAC_init(); /* initialisation du convertisseur DA */
init_CAP1_INT(); /* initialisation de CAP 1 pour execution à chaque arrivée d’un flanc montant 
   du  signal provenant du capteur de position */
INT_ENABLE; /* permission des interruption (INT ENABLE) */
MAIN THREAD (BOUCLE PRINCIPALE)
While(1) {read_command();} /* boucle infini qui lit en continu les commandes entrées par l’utilisateur */
main() MAIN THREAD
MISE A JOUR DU COUPLE
(…)
couple_adc = ((int16)(((uint16)RESULT7)>>6));
(…)
COUPLE = couple_moy;
void  ADDONE_INT(void) Interruption 20kHz void CAP1_INT(void)
MISE A JOUR DE LA VITESSE
VIT_CAPTEUR_FLM=UN_SUR/TIME_CAPTEUR_FLM; /* Pour le temps entre l’arrivée de deux flancs montants, le compteur est 
   incrémenté et la vitesse est calculée par un facteur de conversion. */
CONTROLE DU MOTEUR SELON MODE DE FONCTIONNEMENT
void TOC_CMP2_INT(void) Interruption 1kHz
MODE==?
 MODE = 2_  
int16 ERROR_VIT;
(…)
void SpeedController(void)
(…)
ERROR_VIT=VIT_CONSIGNE-VITESSE;
[ F, A, D] =f (ERROR_VIT);
 MODE = 1
_ MODE = 3 _ 
Int16 K, B;
(…)
void AdmittanceController(void)
(…)
POS_CONSIGNE=COUPLE – 
K*POSITION – B*VITESSE;
(…)
void PositionController(void)
(…)
VIT_CONSIGNE = f (POSITION, 
POS_CONSIGNE);
Régulateur de position
uint16
MODE; /* mode de fonctionnement du programme, choisi de l’utilisateur à l’aide de l’interface hyperterminal */
TIME_CAPTEUR_FLM; /* le temps entre deux flancs montants du signal du capteur de position */
CAP1FIFO_FLM_TMP; /* variable pour stocker la valeur du timer lors du passage à la routine CAP1_INT()  */
CAP1FIFO_FLM_OLD; /* valeur du timer lors du passage précedent à la routine CAP1_INT() */
UN_SUR; /* facteur de conversion pour obtenir la vitesse en tours par minute à partir de TIME_CAPTEUR_FLM */
FREQUENCE; /* variable contenant la grandeur de commande pour la fréquence du signal d’alimentation */
DEPHASAGE; /* variable contenant la grandeur de commande pour le déphasage entre les deux signaux d’alimentation */
AMPLITUDE; /* variable contenant la grandeur de commande pour l’amplitude des signaux d’alimentation */
VIT_CAPTEUR_FLM; /* vitesse de rotation du moteur en tours par minute */
Int16 
VIT_CONSIGNE; /* consigne de vitesse soit choisi de l’utilisateur, soit généré par le régulateur de position */
POSITION; /* position actuelle du moteur en incréments */
POSITION_CONSIGNE; /* consigne de position soit choisi de l’utilisateur, soit généré par le régulateur d’admittance */
COUPLE; /* couple actuel convertit à une grandeur entre 0 et 1024 par le convertisseur AD (0-512 → couple négatif) */
Régulateur de vitesse Régulateur d’admittance
FREQUENCE   DEPHASAGE   AMPLITUDE   (VERS FPGA)
Annexe E
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E.1 Symboles
D Déplacement électrique [C/m2]
E Champ électrique [V/m]
S Déformation mécanique relative [m/m]
T Contrainte mécanique [N/m2]
s Souplesse [m2/N]
ε Constante diélectrique [Cm/V ]
sE Matrice de souplesse d’un milieu piézoélectrique [m2/N]
εT Matrice de permittivité d’un milieu piézoélectrique [F/m]
d Matrice des constantes de charge [C/N]
kem Coefficient d’accouplement électromécanique [−]
Qm Coefficient de pertes mécaniques [−]
UCp1,2 Tensions de phase du moteur [V ]
F1,2 Forces générées par effet piézoélectrique dans chaque phase [N]
w1,2 Amplitude de déformation des deux ondes stationnaires [m]
M Couple généré par le moteur [Nm]
Mc Couple de charge [Nm]
ˆMc Couple de charge estimé [Nm]
ωr Vitesse angulaire du rotor [rad/s]
FN Force de précontrainte [N]
Fz Réaction dans la direction axiale à l’effort de précontrainte [N]
wr Position relative entre le stator et le rotor [m]
Cp Capacité équivalente des céramiques piézoélectriques associées à chaque phase [F ]
Ls Inductance nécessaire au couplage entre le transformateur et le moteur [H]
nT Rapport de transformation du transformateur [−]
RDSon Résistance en mode de conduction du transistor [Ω]
RCu1 Résistance de l’enroulement primaire [Ω]
RCu2 Résistance de l’enroulement secondaire ; [Ω]
Lm Inductance équivalente de la branche magnétisante du transformateur [H]
Rp Résistance modélisant les pertes diélectriques dans les céramiques [Ω]
imec Réaction, par effet piézoélectrique, de la déformation du stator sur l’alimentation [A]
ILs1,2 Courant de phase du moteur [A]
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RLs Résistance de la bobine Ls [Ω]
qmec Charge électrique accumulée due à la déformation du stator [C]
qCp Charge électrique aux bornes de la capacité Cp [C]
Es Module de Young de la structure déformable du stator [N/m2]
νs Coefficient de Poisson de la structure déformable du stator [−]
ρs Masse volumique du stator [Kg/m3]
b Epaisseur de la plaque du stator [m]
Rmoy Rayon moyen de l’anneau formant le stator [m]
k Nombre d’onde [rad/m]
λ Longueur d’onde [m]
L Lagrangien [J]
Ek Energie cinétique [J]
Ep Energie potentielle [J]
Ee Energie électrique [J]
W Travail [J]
cs Rigidité équivalente du stator [N/m]
ds Coefficient d’amortissement déformation du stator [Ns/m]
Aem Facteur de force associé aux céramiques de chaque phase [N/V ]
Ame Facteur de réaction entre le système mécanique et celui électrique [C/m]
ms Masse du stator [Kg]
w Amplitude de l’onde progressive [m]
Fc1,2 Forces de réaction modale dues au chargement axiale [N]
vt Vitesse tangentielle des points à la surface du stator [m/s]
ωkn Pulsation propre électrique [rad/s]
Ke Rigidité équivalent du rotor [N/m2]
xo Demi-largeur de la zone de contact entre le stator et le rotor [m]
xl,r Localisent les points du stator où la vitesse tangentielle est égale à celle du rotor [m]
Vr Vitesse périphérique du rotor [m/s]
∆w Contraction du rotor le long de la zone de contact [m]
Fv Force axiale par unité de longueur agissant dans la zone de contact [N/m]
τ Force de traction par unité de longueur agissant dans la zone de contact [N/m]
µd Coefficient de frottement dynamique [−]
Ft Force de traction associée à une crête de l’onde progressive [N]
N Nombre de crête d’onde contenue dans l’anneau statorique [−]
J Inertie du rotor [Kgm2]
mr Masse du rotor [Kg]
dz Coefficient d’amortissement du rotor dans la direction axiale [Ns/m]
Up1,2 Tensions primaires des transformateurs [V ]
Ud Tension de la source principale [V ]
Itot Courant absorbé par la source de tension principale [A]
T1,2,3,4 Séquence de commande des transistors du convertisseur statique [−]
a Grandeur de commande pour l’amplitude de la tension d’alimentation [rad]
f Fréquence d’alimentation [Hz]
ϕ Déphasage temporel entre les tensions de phase [rad]
n Vitesse de rotation [t/min]
θ Position angulaire [rad]
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f0 Fréquence de résonance [Hz]
ηmot Rendement du moteur [−]
Pmec Puissance mécanique à l’arbre [W ]
Ppertes Puissance représentative des pertes globales dans le moteur [W ]
nre f Vitesse de consigne [t/min]
nlim Borne supérieure de limitation de la vitesse de rotation [t/min]
θre f Position de consigne [rad]
Temp Température [˚C]
K Gain de la réponse de vitesse en boucle ouvert [t/minHz]
Tn Retard de la réponse de vitesse en boucle ouvert [s]
y Vecteur des mesures [−]
Φ Matrice d’observations [−]
ϑ Vecteur des paramètres [−]
i Rapport de réduction [−]
M′ Couple du moteur rapporté coté de la charge [Nm]
Jm Inertie du moteur [Kgm2]
J ′m Inertie du moteur rapporté coté de la charge [Kgm2]
Jc Inertie de la charge [Kgm2]
Kr Rigidité équivalente du réducteur [Nm/rad]
K ′r Rigidité équivalente du réducteur rapporté coté de la charge [Nm/rad]
θm Angle de rotation du moteur [rad]
θc Angle de rotation de la charge [rad]
∆θ Incertitude de positionnement [rad]
ωm Vitesse angulaire du moteur [rad/s]
ωc Vitesse angulaire de la charge [rad/s]
C f Coefficient de frottement [−]
Ze Impédance mécanique de l’environnement virtuel [N/rad]
Ye Admittance mécanique de l’environnement virtuel [rad/N]
Mh Couple appliqué par l’humain [N]
θe Position angulaire environnement [rad]
Mhm Mesure du couple appliqué par l’humain [N]
θem Mesure de la position angulaire de l’environnement [rad]
θec Position angulaire de consigne calculé par le modèle mathématique de l’environnement [rad]
ce Rigidité équivalent de l’environnement [N/m]
de Amortissement équivalent de l’environnement [Ns/m]
Je Inertie équivalent de l’environnement [Kgm2]
k kieme instant d’échantillonnage [−]
∆h Période d’échantillonnage [s]
E.2 Indices
˙X Dérivé première par rapport au temps
¨X Dérivé seconde par rapport au temps
X Variable représentant un vecteur ou une matrice (en gras)
ˆX Estimation d’une variable
X−1 Inverse
X t Transposé
∆X Différentiel
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Développements des algorithmes de contrôle dédiés au filtrage actif dans les
alimentations de sécurité.
Publications
M. Bullo, Y. Perriard : Performance Analysis and Optimization of the Tra-
velling Wave Ultrasonic Motor, IEEE/IAS’02, Pittsburgh, Pennsylvania, USA,
13-18 October 2002.
M. Bullo, Y. Perriard : Influences to the Mechanical Performances of the Tra-
velling Wave Ultrasonic Motor by varying the Prestressing Force between Sta-
tor and Rotor, IEEE/UFFC’03, Honolulu, Hawaii, USA, 5-8 October. 2003.
M. Flueckiger, M. Bullo, R. Gassert, D. Chapuis, Y. Perriard : fMRI Com-
patible Haptic Interface Actuated with Travelling Wave Ultrasonic Motor,
IEEE/IAS’05, Kowloon, Hong Kong, 2-6 October 2005.
Langues
ITALIEN Langue maternelle.
FRANÇAIS Lu, écrit, parlé.
ANGLAIS Courant.
ALLEMAND Connaissances scolaires.
Connaissances informatiques
PLATEFORMES Ms Windows (Ms Office)
PROGRAMMATION Matlab/Simulink, LabVIEW, C/C++ : bonnes connaissances
Simplorer, Ansys, Flux 2D : connaissances de base
