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Origin Corrupted Without Text Text-guided (a) Text-guided (b) Text-guided (c)
Text (a): “This bird has gray head, black and white wings and yellow belly.” Text (b): “This bird is gray in color, with red belly.”
Text (c): “A small bird with spotted blue wings, gray tail and head, and has white throat, breast, belly and white undertail.”
Figure 1: Illustration of inpainting a unique area. (a) is guided inpainting case with the original image description, (b) and (c)
produces different new contents while guided with altered texts.
ABSTRACT
Image inpainting task requires filling the corrupted image with con-
tents coherent with the context. This research field has achieved
promising progress by using neural image inpainting methods. Nev-
ertheless, there is still a critical challenge in guessing the missed
content with only the context pixels. The goal of this paper is to
fill the semantic information in corrupted images according to the
provided descriptive text. Unique from existing text-guided image
generation works, the inpainting models are required to compare
the semantic content of the given text and the remaining part of
the image, then find out the semantic content that should be filled
for missing part. To fulfill such a task, we propose a novel inpaint-
ing model named Text-Guided Dual Attention Inpainting Network
(TDANet). Firstly, a dual multimodal attention mechanism is de-
signed to extract the explicit semantic information about the cor-
rupted regions, which is done by comparing the descriptive text and
complementary image areas through reciprocal attention. Secondly,
an image-text matching loss is applied to maximize the semantic
similarity of the generated image and the text. Experiments are
conducted on two open datasets. Results show that the proposed
TDANet model reaches new state-of-the-art on both quantitative
and qualitative measures. Result analysis suggests that the gener-
ated images are consistent with the guidance text, enabling the
generation of various results by providing different descriptions.
Codes are available at https://github.com/idealwhite/TDANet.
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1 INTRODUCTION
Image inpainting is the task to generate visually realistic content in
missing regions while keeping coherence [20]. It plays an important
role in many digital image processing tasks, such as restoration of
damaged paintings, photo editing, and image rendering [4]. There
have been many methods proposed for generating semantically
coherent content, such as integrating context features [11, 19],
enhance convolution layers [18, 41]. and pluralistic completion [44]
through probability framework.
A common assumption for inpainting models is that the missing
area should have patterns similar to the remaining region. For ex-
ample, diffusion-based [27] and patch-based [31] models use the
remaining image to recover the missed regions. These models pro-
duce high-quality images, but usually usually fail in complicated
scenes such as unique masks on objects or large holes [39]. In recent
years, deep learning-based image inpainting methods have been
presented to overcome this limitation [39]. An encoder-decoder
inpainting structure with Generative Adversarial Networks (GAN)
was first proposed by Pathak et al. [25]. Satoshi et al. [11] further
improved the ability to encode the corrupted image and achieved
photo-realistic results by adopting dilated convolutions and propos-
ing global and local discriminators. However, the model cannot
achieve high image appearance quality when filling irregular holes.
Later works on neural image inpainting have achieved credible
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generation quality on irregular masks from the perspective of im-
proving convolution [20, 41] and integrating context features [19].
Although the appearance quality is constantly improving, it is still
a challenge to generate accurate content for unique areas with
patterns different than the remaining region.
Unique areas are hard to fill because there could be many seman-
tically different solutions consistent with surrounding pixels. One
of the directions for solving this problem is generating a diverse
set of inpainting results. For example, a recent model PICNet [44]
proposed a dual pipeline training architecture to learn distribu-
tion for the masked area. The model generates plausible pluralistic
predictions for single masked input. However, the solution space
for such methods is very large. Even if they generate all possible
solutions, the desired result needs to be chosen from numerous out-
puts, which is not only time-consuming but also resource-intensive.
Giving external guidance to inpainting models is another common
approach to control the output and reduce the solution space. Some
user-guided image inpainting approaches allow external guidance,
such as a line [41] and edges [24], and exemplar [13]. However,
these models provide only simple graphics tips and lack seman-
tic diversity. What is more, the quality of user-guided inpainting
largely depends on the quality of guidance, but suitable exemplar
or drawing is sometimes difficult to obtain.
Since image content can be described as descriptive texts most
of the time, it would be feasible for inpainting models to borrow
information about the hole from text descriptions. For example,
in Fig. 1, the color of the bird’s belly is hard to be inferred only
according to the remaining parts, but given a text description, the
inpainting model will have a clear target. Some research on using
text guidance already exists for other tasks, such as image genera-
tion [28, 32, 35, 42], These text to image generation works mainly
focus on generating a complete image but do not take into account
the constraints of image context. Image manipulation researchers
also explored changing image content according to the text guid-
ance [15, 23]. These models can change the pixels within the whole
image area. Compared to text to image synthesis and text-guided
manipulation, the text-guided inpainting task has more strict re-
quirements. It requires identifying semantics that is complementary
to existing image content, and generating coherent pixels at a fixed
position.
In the text-guided inpainting task, the relationship between de-
scription and image samples is one-to-many: a semantic describes
various samples that have the same meaning. It is natural to model
such a relationship as probability distribution through the CVAE-
like framework [6]. However, CVAE has been proven to have a
disadvantage of grossly underestimating variances in the image
completion scenario [44], which can be solved through the dual
probabilistic structure. To use this structure in the text-guided
inpainting task, we need to extend it to support the multimodal
condition.
In this paper, we move one step further along user-guided in-
painting and propose a novel model that fills the holes with the
guidance of descriptive text. We design a novel dual multimodal
attention mechanism to exploit the text features about the masked
region by comparing text with the corrupted image and its coun-
terpart. Then an image-text matching loss is adapted to regularize
the similarity between text and model output. Experiments are con-
ducted on two image caption datasets. The object boxes are used
as the mask to unique areas. The inpainting results are evaluated
in both qualitative and quantitative ways.
The main contributions of this paper are listed as follows:
• A text-guided dual attention model is proposed to complete
image with the guidance of descriptive text. The combination
of text and image provides richer semantics than only using
the corrupted image.
• A novel inpainting scheme is presented that enables entering
different texts to get pluralistic outputs.
• New state-of-the-art performances are reached by the pro-
posed model on two public benchmarks.
2 RELATEDWORK
Image inpainting Traditional diffusion-based or patch-based ap-
proaches [27, 31] fill missing regions by propagating neighbor
information[2, 37] or copying from similar patches [8, 36] of the
background based on low-level features. These methods work well
for surface textures synthesis but often fail on non-stationary tex-
tural images [44]. To address the problem, Simakov et al. propose a
bidirectional similarity synthesis approach [30] to better capture
non-stationary information, but lead to high algorithm complexity.
Recently, deep learning models are introduced to image inpainting
that directly generates pixel values of the hole. Context encoders
[25] use the encoder-decoder structure and conditional generative
adversarial network to image inpainting tasks. Next, contextual at-
tention [40] is proposed for capturing long-range spatial dependen-
cies. To improve the performance on irregular masks, [18] proposes
partial convolution where the mask is updated, and convolution
weights are re-normalizedwith layers. However, it has limitations to
capture detailed information of the masked area in deep layers. For
this, [41] proposes to use gated convolution where a gate network
learns the shape of mask in convolution. These approaches can
produce only one result for each incomplete image. Thus, Zheng et
al. [44] introduces a CVAE [3] based pluralistic image completion
approach. During inference, the model obtains the distribution for
the input, then samples various representation vectors from the
distribution, and feeds these vectors to the decoder to get a variety
of outputs. Our model builds upon this dual training structure and
explores how it can be used for user-guided image inpainting.
User-guided Image inpainting Many user-guidance mecha-
nisms are explored to enhance image inpainting systems, including
dots or lines [1], structures [10], transformation or distortion [26],
and exemplars [7, 13]. Some methods are also based on patch match
algorithms, but use external image sources [5, 43] such as search
engine [34]. Recent advances in conditional generative networks
benefit user-guided inpainting and synthesis. Wang et al. [38] pro-
poses to synthesize high-resolution photo-realistic images from
semantic label maps using conditional generative adversarial net-
works. [41] extends this model to support user-guided inpainting
with sketches. Compared with these schemes, image inpainting
guided with text is challenging in two aspects: Firstly, image and
text are heterogeneous; it is hard to transform image and text fea-
tures to a shared space. What’s more, the descriptive text usually
contains redundant information, and the model must distinguish
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Figure 2: Architecture of the TDANet. The auxiliary path in dotted line is calculated only during training. The bold line is the
inpainting path that infers the missing region from Im and T. The two paths share weights except in fusion modules.
between the information about the corrupted region and the re-
maining parts.
Text-guided Image Synthesis and Manipulation The devel-
opment of text to image synthesis brings the possibility of generat-
ing images based on text prior. The task is different from text-guided
image inpainting and directly generates an image from the text
description. Here we selectively review several related works. [28]
first shows that the conditional GAN is capable of synthesizing
plausible images from text descriptions. [42] stacks several GANs
for text to image synthesis. However, their methods are conditioned
on the global sentence vector, missing fine-grained word-level infor-
mation. AttnGAN [35] develops word and sentence level matching
networks to generate fine-grained images from text. More recent
works [14, 16] exploit object and word-level information during
synthesis through an attention mechanism. Compared with image
synthesis task, the requirement for inpainting is more stringent: the
generated content must coherent with remaining parts. Some im-
age manipulation work [15, 23] explored text guidance; the method
automatically edits an image and changes its content according to
the text description. In manipulation task, the model decides which
pixels to change, but inpainting requires to generate content for
fixed position. Our research adopts the matching loss in AttnGAN
to a new task, where the prior of generation is the combination of
text and image, and generation target is a sub-region.
3 APPROACH
The proposed TDANet can be formulated as follows: given the
masked input image Im and descriptive text T, the model outputs
the target image Iд . The model uses the dual probabilistic structure
and extend it to the multimodal condition. The overall structure
of our model is shown in Figure 2. It composes of three compo-
nents: Encoders for Image and Text, Dual multimodal Attention,
and Inpainting Generation.
In the auxiliary path, the input Ic is the masked region of the
original image. We use x ′ to denote the variable x is now calculated
in the auxiliary path.
3.1 Preliminaries
The DAMSM loss [35] is composed of pre-trained networks that
match the similarity of image and texts. By maximizing similarity
score, these pre-trained networks calculate gradients as discrimina-
tors that enforce the generated image to follow the text description.
In detail, the word-image similarity is defined as Eq. 1
S(I ,T ) = log(
L−1∑
i=1
exp(γcos(Ii ,Ti )))
1
γ (1)
where I are the features of a generated image, T is the word em-
beddings, and L is the length of the sentence. For every batch of
sentence-image pairs, the similarity score is computed as Eq. 2.
P(I ,T ) = exp(γ2S(Ii ,Ti ))∑B
j=1 exp(γ2S(Ii ,Tj ))
(2)
The word-image similarity could be optimized by minimizing the
log probability of the score as Eq. 3.
DAMSMw = −
B∑
i=1
(log P(I ,T ) + log P(T , I )) (3)
The sentence-image similarity DAMSMs is calculated in the same
way, except for redefining Eq. 1 as S(I ,T ) = cos(I¯ , T¯ ).
The short+long term attention [44] is proposed to effectively re-
construct the unmasked areas in the inpainting model. The network
computes a weight map between encoder (long term) and decoder
(short term) features through a self-attention network, and then
weights and sums these feature maps. The generator concatenates
the weighted feature maps and reconstructs the unmasked areas.
3.2 Encoders for Image and Text
In the image inpainting task, only the lost areas need to be inferred,
and the remaining pixels could be reconstructed. We feed the input
image to a 7-layer ResNet [9], and extract features from different
layers. The feature map of the top layer is taken as the high-level
representation vh ; the output of the second last layer is used as
low-level features vl . We use the high-level features to build the
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Figure 3: Detailed diagram of the Dual Multimodal Atten-
tion. The dotted path is auxiliary, while the bold one is the
inpainting path.W denotes an 1x1 convolution layer.
prior condition of inference and feed the low-level feature vl to the
generator to reconstruct the unmasked areas. The image encoder
in the auxiliary path shares the same weight with the one in the
inpainting path.
As for the input sentence, a GRU network pretrained as [35] is
used to compute a sequence of word representations twrd and a
sentence representation tsent . The hidden size of GRU network is
256. A sentence usually describes many parts of the image, so the
key information about the missing region only exists in a subset of
words. In order to use the word embedding to guide inpainting, the
model must learn to extract this part of the information.
3.3 Dual Multimodal Attention Mechanism
The guidance provided by the text lies in the semantics about the
missing region. Therefore, the model needs to compare the input
text with the corrupted image, and highlight the words that do not
match the image. In this matching task, there are only negative
pairs that consists of Im and T. It would be hard to learn the match
function if there are no positive pairs. Therefore, we propose a
dual multimodal attention mechanism that takes advantage of the
dual structure and uses Ic and T to constitute positive pairs. The
mechanism extracts complementary features from the word embed-
ding in two paths by reciprocal attention. Our basic assumption for
this design is that Im and Ic are complementary. The assumption
is robust in the text-guided image inpainting scenario: if Im and
Ic are not complementary, we can solely use visual features vh to
infer the missing region, and do not need to specifically use the
text features.
The detailed computation diagram of this mechanism is shown
in Fig. 3. The visual representations of the two paths are firstly
transformed through an 1x1 convolution. Then in the auxiliary
path, the attention weights between vh and word representations
twrd are computed by multiplication. We keep the mask of the
input image and apply it to the feature map on the same position.
The computing can be formulated as Eq. 4:
s ′i, j = M
′
iQ(v ′hi )T twrd j (4)
where s denotes the attention map,M ′ is the binary mask (the value
for masked pixels is 0 and elsewhere is 1), Q(v ′h )=Wv ′h , andW is
the 1x1 convolution filter.
In the inpainting path, the attention weights between vh and
twrd is calculated to highlight the semantics about Ic as Eq. 5.
si, j = −Q(vhi )T twrd j +Mi (5)
The attention is calculated reciprocally to Eq. 4 by negating the
multiplication results. Specifically, inM , the value for masked pixels
is set to −∞ and elsewhere to 0.
Attention maps of both paths are fed to softmax as Eq. 6 to get
weights for the text embeddings.
βj,i =
exp(si, j )∑N
i=1 exp(si, j )
(6)
where N is the area of the feature map, β denotes the attention
weights. According to the weights, word representations in both
paths are weighted and summed up as Eq.7:
tei =
L∑
j=1
βi, j twrd j (7)
where L is the length of the sentence, te are the weighted word
representations.
There is still a problem for te in the inpainting path now: after
multiplying the attention weights, the features in te are distributed
following position in vh , so the values at the masked region in
te are still zero, making it hard to be processed by the following
convolutional layers. To handle this problem, we apply a global
max-pooling on te . Since the specific location of missing semantic
is unknown, we then uniformly replicate the max-pooling output.
3.4 Inpainting Generation
The inpainting generation part takes the image and text features as
prior and predicts the original image. The features extracted from
text and image are combined as multimodal hidden featuresh. Then,
h is fed to a fusion network as the prior condition and projected to a
latent space. We assume the latent space is a Gaussian distribution
and use the fusion network to predict a group of parameters for the
latent space. The fusion process in the inpainting path is formulated
as Eq. 8
µ,σ = F (h) where h = [vh ; te ; tsent ] (8)
where µ and σ are mean and variance of the predicted Gaussian
distribution, F denotes the fusion network, which consists of a
5-layer residual blocks with spectral normalization [22]. In the
auxiliary path, distribution parameters µ ′ and σ ′ are calculated
with the same process, but the fusion network F ′ does not share
weights with F , because h and h′ consists of different features.
Next, a multimodal representation r is obtained by sampling
latent variables from the distribution and combine the variables
with h through a residual connection as in Eq. 9,
r = h +Gaussian(µ,σ ) (9)
where r is the multimodal representation. In the auxiliary path,
the multimodal representation r ′ is also obtained based on the
hidden representation h in the inpainting path as Eq. 10, because
we need to keep the multimodal representation of these two paths
homogeneous.
r ′ = h +Gaussian(µ ′,σ ′) (10)
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Finally, the up-sampling networks produce a synthesized im-
age Iд based on the multimodal representations on the two paths.
Since image inpainting task does not require predicting the remain-
ing areas, we feed the low-level image feature vl to the generator
through a high way path with short+long term attention mentioned
in the preliminary section 3.1 to reconstruct the pixels of Ic . The up-
sampling network consists of 5-layer residual generator network
shared by the two paths.
3.5 Optimization
3.5.1 Objective. In the TDANet, the inpainting path predicts the
masked region based on Im and T, while the auxiliary path recon-
structs the image because the information of the full images are
available. Based on the visual features vh , a complete distribution
for Im could be learnt in the auxiliary path, and be used to guide
the distribution learning in the inpainting path.
To keep the homogeneity between the latent space in the aux-
iliary path and inpainting path, we also feed text features to the
auxiliary path, and reconstruct the image based on multimodal
prior h′. The conditional variational lower bound of the auxiliary
path is formulated as Eq. 11:
logp(Ic |h′) ≥ −KL(qψ (z|Ic ,h′)| |pϕ (z|h′))
+ Eqψ (z |Ic ,h′)[logpθ (Ic |z)]
(11)
where z is the latent vector, qψ (·|·) denotes posterior sampling
function, pϕ (·|·) denotes the conditional prior, pθ (·|·) denotes the
likelihood, withψ , ϕ, and θ being the deep network parameters of
their corresponding functions.
In the inpainting path, the prior consists of the features from Ic
and T. The lower bound is formulated as Eq. 12:
logp(Ic |h) ≥ −KL(qψ (z|Ic ,h)| |pϕ (z|h))
+ Eqψ (z |Ic ,h)[logpθ (Ic |z)]
(12)
The inpainting quality could be optimized by maximizing the vari-
ation lower bound. However, qψ (z|Ic ,h) can not be calculated di-
rectly because Ic is not available in the inpainting path. To solve this
problem, we assume that r could approximate to r ′ after optimizing
inpainting path encoders, so we have qψ (z|Ic ,h′) ≈ qψ (z|Ic ,h), and
Eq. 12 is updated as Eq.13:
logp(Ic |h) ≥ −KL(qψ (z|Ic ,h′)| |pϕ (z|h))
+ Eqψ (z |Ic ,h)[logpθ (Ic |z)]
(13)
The parameters of the TDANet are learnt by maximizing these two
lower bound and minimize the distance between qψ (z|Ic ,h′) and
qψ (z|Ic ,h).
3.5.2 Loss Function. We assumed in section 3.4 that the latent vec-
tor follows a Gaussian distribution. To optimize the variation lower
bound and enforce the smoothness of the conditioning manifold
space [6], we maximize the Kullback-Leibler divergence term be-
tween and the standard Gaussian distribution. For the auxiliary
path, the distribution loss is formulated as Eq.14:
L′KL = −KL(qψ (z|Ic ,h′)| |N(0, 1)) (14)
As for the inpainting path, we steer the conditional prior to close
to the auxiliary path posterior, which can be formulated as Eq. 15:
LKL = −KL(qψ (z|Ic ,h′)| |pϕ (z|h)) (15)
Dataset CUB COCO
Mask Area (Avg) 34.59% 19.62%
Vocabulary size 5,450 27,297
Caption length (Avg) 15.23 10.45
Objects per image (Avg) 1 7.3
Captions per image 10 5
Table 1: Statistics for object mask and related properties on
CUB and COCO dataset. The average mask area of COCO is
calculated with the max box.
Next, the likelihood term pθ (Ic |z) need to be optimized. The
likelihood term could be interpreted from both appearance and
semantic aspects.
If Iд is close to I in appearance distance, the likelihood of gener-
ating Ic is improved. For image appearance quality, we incorporate
reconstruction and adversarial losses. Three loss functions are ap-
plied as Eq. 16.
LI = | |I − Iд | |1 + | |D1(I) − D1(Iд)| |2 + [D2(Iд) − 1]2 (16)
The first term matches the per-pixel distance through L1 distance.
The second term is mean feature match loss [6], where D1 is a
discriminator that returns a representation vector from the final
layer. In the third term, D2 indicates whether Iд is a real word
image, the term is based on the loss in LSGAN [21], which has been
proven [44] to perform better than the original GAN loss in the
inpainting scenario. The networks of D1 and D2 are 5-layer ResNet.
To refine the semantic relation of text and image output, we
adapt the DAMSM loss to our model. The match networks extract
features from the generated image Iд through a text-image attention
network and compare these features with text features. We follow
the setup in [35] and set γ to 5 and formulate the loss term in Eq. 17.
LT = DAMSM(twrd , Iд) (17)
The loss is calculated in both paths with shared matching networks.
Finally, the total loss function could be formulated as Eq. 18:
L = λKL(L′KL + LKL) + λI (LI + L′I ) + λT (LT + L′T ) (18)
where LKL regularizes KL divergence of prior and posterior dis-
tribution, LI and LT maximize the expectation term from image
quality and text-image semantic similarity perspectives.
4 EXPERIMENTS
4.1 Datasets
4.1.1 Images and Descriptions. The proposed method is evaluated
on image captioning datasets CUB [33] and COCO [17], with their
original train, test, and validation split. The captions are used as a
description for inpainting. Compared with CUB, COCO captions
have a larger vocabulary but shorter and fewer sentences for each
image. The properties of the two datasets are given in Table 1.
COCO contains more instances and scenes than CUB, so learning
to complete the images of coco is more challenging than CUB.
4.1.2 Center Mask. Following common inpainting evaluation set-
ting [19, 20, 41, 44], a square mask taking 50% area is constructed
at the center of every image. The center mask is wildly used to
compare inpainting models, but could not test their robustness at
unique areas.
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Dataset Model ℓ
−
1 (%) PSNR+ TV loss−(%) SSIM+(%)
center object | |∆| | center object | |∆| | center object | |∆| | center object | |∆| |
CUB
CSA [19] 3.99 6.42 2.43 20.79 19.13 1.66 3.64 4.33 0.69 82.69 72.65 10.4
PICNet [44] 3.65 7.28 3.63 20.96 18.80 2.16 3.71 4.12 0.41 84.51 70.78 13.73
TDANet 3.53 4.80 1.27 21.30 20.89 0.41 3.55 3.34 0.21 84.63 79.16 5.47
COCO
CSA [19] 5.07 8.78 3.71 20.07 19.23 0.84 4.19 4.86 0.67 83.21 75.22 7.99
PICNet [44] 5.53 9.21 3.68 19.57 18.73 1.02 4.51 4.97 0.46 81.78 74.44 7.34
TDANet 4.08 7.48 3.40 21.31 20.57 0.74 4.54 4.20 0.34 83.87 76.78 7.09
Table 2: Quantitative comparison with the state-of-the-art on CUB and COCO dataset. | |∆| | is the performance difference
between the object mask and the center mask, showing the robustness of the method at different mask positions. − lower is
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'the bird has brown throat, white breast, belly and abdomen, gray wings with two wingbars
Brown_Pelican_0123_94368_truth
inputground truth TIP rm maxpooling
rm match discriminator rm textrm contrary
This particular 
bird has a long 
yellow bill, brown 
and white belly 
and long neck
Comparison
A lunch box 
with a sandwich, 
carrots, salad 
and a muffin.
Comparison
A lunch box 
with a sandwich, 
carrots, salad 
and a muffin.
A delivery 
motorcyclist 
travels swiftly 
down the road.
Text Ground truth Corrupted CSA [19] PICNet [44] TDANet (Ours)
Figure 4: Qualitative comparisons on CUB and COCO validation sets. (Best viewed with zoom-in)
4.1.3 Object Mask. Object regions are important to an image but
are hard to restore. These regions are ideal test environment for
unique area inpainting evaluation but have not been used yet. To
evaluate our model, we construct an object mask from object de-
tection boxes. The COCO dataset provides dense object boxes for
each image, we only select the one with the largest area, because
using all masks will sometimes remove most pixels of an image and
break the content. The object masks are various in size depending
on the size of the objects.
4.2 Implementation Details
For images in both CUB and COCO datasets, the training images
are resized to make their minimal length/width as 256 and crop the
sub-image of size 256x256 at the center. Networks are initialized
with orthogonal initialization [29] and trained end-to-end with
a learning rate of 10−4 on Adam optimizer [12]. The image-text
matching networks are pre-trained as in [35] on CUB and COCO,
respectively. During training, the weights of loss function terms
are set as λKL = λI = 20, λT = 0.1. The maximum length of text
sequence is set to 128with zero padding. Experiments are conducted
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Original corrupted TDANet w/o maxpool w/o match w/o dual attention
Text 1: “This bird has a black crown and tiny beak. the breast, throat, and nape are yellow. the wings are black with white wingbars.”
Text 2: “The bird has brown throat, white breast, belly and abdomen, gray wings with two wingbars.”
Figure 5: Qualitative cases of the ablation study.
on Ubuntu 18.04 system, with i7-9700K 3.70GHz CPU and 11G
NVIDIA RTX2080Ti GPU. We compare the proposed TDANet with
two state-of-the-art image inpainting methods PICNet [44] and
CSA [19] based on their official source codes 1.
4.3 Quantitative Results
Inpainting quality depends on the authenticity of the filled area and
its continuity with the surrounding images. Existing quantitative
metrics for inpainting models could only evaluate these character-
istics roughly [40, 41]. To compare with other models, we select
commonly used mean ℓ1 loss, peak signal-to-noise ratio (PSNR), to-
tal variation (TV), and Structural Similarity (SSIM) for quantitative
comparison. We will further discuss the semantic consistency in
other experiments.
From the results in Table 2, the proposed TDANet outperforms
compared models in all measures. The performance improvement
on the object mask is more obvious than the center mask. Compar-
ing the improvements on the two datasets, TDANet improves more
on CUB than COCO, which qualifies our expectation that combin-
ing image and caption on COCO is more challenging. It is worth
noting that the performance of all evaluated models decreases on
object masked samples, while our model has the least performance
degradation, proving the robustness in such unique areas.
4.4 Qualitative Results
Both inpainting quality and semantic consistency are evaluated in
qualitative comparison. Fig. 4 shows the qualitative results on the
CUB and COCO validation set. As shown in the figure, the results
of all the three models on the CUB dataset are consistent with the
surrounding areas but compared with the ground truth, the CSA
and PICNet outputs fail to recover some special characteristics, such
as the belly color and neck shape. Through careful observation, it
can be found that the content filled by CSA and PICNet has similar
characteristics to the neighbor pixels such as color and texture. In
other words, these models are filling unique areas by borrow fea-
tures from their surroundings. In comparison, the images generated
by the TDANet produce these unique features as mentioned in the
1 https://github.com/KumapowerLIU/CSA-inpainting
https://github.com/lyndonzheng/Pluralistic-Inpainting
Model Naturalness Semantic Consistency
Ground Truth 1.208 1.363
CSA 2.981 3.060
PICNet 3.178 3.469
TDANet 2.531 2.106
Table 3: Numerical ranking score of the user study. The
lower the score, the better the performance.
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100%
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图表标题
Rank1 Rank2 Rank3 Rank4
Figure 6: Ranking score distribution of the user study. "S"
means semantic consistency score, "N" means naturalness.
text, so the results look semantically consistent with the original
image. On the challenging COCO dataset, all these three models
are imperfect, but our model obtains a better appearance quality
compared with other models.
4.5 User Study
A ranking game was designed to further quantify the qualitative
comparison from the human perspective. We randomly collected
100 images in center masks from the CUB validation dataset (see
details in supplementary files). For each image, a tuple consisting
of (1) Ground truth, (2) Our model, (3) PICNet, (4) CSA model is
prepared. We randomly shuffled the four samples in each tuple and
recruited 20 volunteers to rank them according to naturalness and
the semantic consistency with the text description. After the test,
we computed the average of the ranking score for the four groups.
Conference’17, July 2017, Washington, DC, USA Zhang, et al.
Model ℓ−1 PSNR
+ TV loss− SSIM+
TDANet 4.80 20.89 3.34 79.16
w/o match loss 4.81 20.93 3.48 78.58
w/o maxpool 4.71 20.83 3.48 78.85
w/o multimodal attention 5.77 20.14 3.78 74.31
Table 4: Numerical results of the ablation study.
The results are shown in Table 3. According to the results, our
model performs better than other models in terms of realistic, and
significantly higher in semantic consistency. We also counted the
rank score distribution of each model in Fig. 6. Compared with
other models, TDANet results ranks first and second more often
than the other two models, and third and fourth less often. We also
found that sometimes TDANet could mislead the tester and get a
better rank than the original image. We also noticed that TDANet
gets ranks better in semantic consistency than naturalness, which
means sometimes the model grasps the key information from the
text but can not generate the content perfectly due to the limitation
of the generator.
4.6 Ablation Study
Four models without each component were trained using the same
super parameters and epochs. As shown in Table 4, w/o the auxil-
iary path and dual multimodal attention lead to the most obvious
performance decrease on every metric. w/o the global max-pooling
layer and replication of text features mainly lead to appearance
metrics decrease, which is reflected by TV loss and SSIM. We have
noticed that removing the match loss leads to appearance metrics
decrease while pixel metrics increases.
To further inspect the effect of the components, we compared
their result qualitatively; the cases are given in Fig 5. The quantita-
tive ablation comparison shows that although w/o the match loss
leads to higher pixel metrics, its output looks worse and fails to
allocate characters precisely.
4.7 Controllability Evaluation and
Manipulation Extension
The text guidance not only benefits inpainting quality but also
allows changing themodel output by providing various descriptions.
The interactive manner enables more application scenarios, such
as manipulation. Here we show the controllability and extension to
image manipulation at the same time. The manipulation has three
steps: First, select the region to be changed and mask it. Second,
write a sentence describing the desired image after manipulation.
Third, feed the masked image and sentence to the TDANet and
get the result. For each image, we present two results when two
different sentences are entered.
Figure 7 shows the image manipulation results. The first group
is color variation by masking the belly and giving sentences to
describe the bird with different colors. The second group shows the
edit of different parts by providing sentences describing different
organs. In the third case, we selected an area between blue and red
colors and command the model to fill in one of the neighboring
colors. The result shows the output was not affected by the color of
adjacent areas. The experiment presents a new possible formulation
Input Mask Result (a) Result (b)
Text (a): “The bird has black and white spotted breast a red hat and grey wings.”
Text (b): “The bird has a purple breast a red hat and grey wings.”
Input Mask Result (a) Result (b)
Text (a): “A bird with a white breast and a brown crown.”
Text (b): “a bird with a white breast blue head and red eyes. ”
Input Mask Result (a) Result (b)
Text (a): “A distinct red bird with a blue head blue wings and a red eyering.”
Text (b): “A distinct red bird with a blue head and red wings.”
Figure 7: TDANet with different guidance texts.
of image manipulation, and shows that pluralistic results could be
generated by controlling the guidance text.
5 CONCLUSION
We have presented a text-guided inpainting scheme that combines
the features of the image and descriptive text as the generation
condition. We proposed a dual multimodal attention mechanism
to exploit semantic features about the masked region from the de-
scriptive text. What’s more, we introduced an image-text matching
based loss to improve the semantic consistency between inpainting
output and the text. The experimental results demonstrated that the
proposed TDANet outperformed compared models in subjective
and objective comparisons, and the model outputs are semantically
consistent with the guidance text.
Several future directions and improvements could be considered.
Our main objective was to show the potential of text-guided image
inpainting. We found that with simple encoders, the semantics
were well extracted; future work might consider more complex
architectures to refine the representations. Performance on the
COCO dataset is still limited. External visual knowledge about
concepts and data augmentation will improve inpainting quality.
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