Which model is best? Many challenges exist when testing competing forecast models, especially for those with high spatial resolution. Spatial correlation, double penalties, and small-scale errors are just a few such challenges. Many new methods have been developed in recent decades to tackle these issues. The spatial prediction comparison test (SPCT), which was developed for general spatial fields and applied to wind speed, is applied here to precipitation fields; which pose many unique challenges in that they are not normally distributed, are marked by numerous zero-valued grid points, and verification results are particularly sensitive to small-scale errors and double penalties. The SPCT yields a statistical test that solves one important issue for verifying forecasts spatially by accounting for spatial correlation. Important for precipitation forecasts is that the test requires no distributional assumptions, is easy to perform, and can be applied efficiently to either gridded or nongridded spatial fields. The test compares loss functions between two competing forecasts, where any such function can be used, but most still suffer from the limitations of traditional gridpoint-bygridpoint assessment techniques. Therefore, two new loss functions to the SPCT are introduced here that address these concerns. The first is based on distance maps and the second on image warping. Results are consistent with other spatial assessment methods, but provide a relatively straightforward mechanism for comparing forecasts with a statistically powerful test. The SPCT combined with these loss functions provides a new mechanism for appropriately testing which of two competing precipitation models is best, and whether the result is statistically significant or not.
Introduction
Increasingly high-resolution weather forecast models present new challenges for forecast verification. Traditionally, summary statistics are calculated on a gridpointby-gridpoint basis, which leads to several complications that can result in erroneous information. One complication concerns confidence intervals, or equivalently, hypothesis tests. When confidence intervals are desired for a skill score calculated gridpoint by gridpoint over the entire field, typically an assumption is made that the field values are independent and identically distributed. However, for most meteorological variables there is likely a strong spatial (and temporal) correlation leading to a smaller effective sample size than the total number of grid points (Hamill 1999 ). The result is that confidence intervals will be too narrow, and hypothesis tests will tend to reject the null hypothesis more often than they should. Hypothesis testing conducted at each grid point creates additional complications, such as multiple testing (Livezey and Chen 1983; Benjamini and Hochberg 1995; Wilks 1997; Ventura et al. 2004; Elmore et al. 2006) .
Further complications concern small-scale errors that can accumulate quickly in the higher-resolution models, as well as the double-penalty problem, both of which often lead to an advantage in terms of the verification statistics for coarser-scale models, even when the higherresolution model may be more realistic and useful (see, e.g., Mass et al. 2002; Willmott and Matsuura 2005, 2006; Willmott et al. 2009 ). Moreover, a lack of useful diagnostic information exists about the type of errors quantified by traditional verification methods. These issues led many researchers to introduce new methods for evaluating and verifying forecast performance (see Casati et al. 2008; Rossa et al. 2008; Ahijevych et al. 2009; Gilleland et al. 2009 Gilleland et al. , 2010a Brown et al. 2011 , for reviews of these new approaches). In most cases, the methods consider only gridded verification sets, but some work has addressed the case where the verification field is not available on a grid (e.g., Marsigli et al. 2005; Hering and Genton 2011, hereafter HG11) . Gilleland et al. (2009) attempted to distill these various new methods into categories in order to better understand the verification questions addressed by each. Briefly, the categories are (i) neighborhood (or smoothing filter, e.g., Brooks et al. 1998; Zepeda-Arce et al. 2000; Atger 2001; Germann and Zawadzki 2004; Weygandt et al. 2004; Theis et al. 2005; Yates et al. 2006; Rezacova et al. 2007; Roberts and Lean 2008; Mittermaier and Roberts 2010; Weusthoff et al. 2010; Mittermaier et al. 2012; Schaffer et al. 2011; Sobash et al. 2011) , (ii) scale separation (or bandpass filter, e.g., Briggs and Levine 1997; Casati et al. 2004; Mittermaier 2006; Casati 2010; De Sales and Xue 2011; Liu et al. 2011) , (iii) field deformation (e.g., Hoffman et al. 1995; Hoffman and Grassotti 1996; Alexander et al. 1998 Alexander et al. , 1999 Nehrkorn et al. 2003; Venugopal et al. 2005; Craig 2007, 2009; Tafferner et al. 2008; Marzban et al. 2009; Gilleland et al. 2010b,c; Marzban and Sandgathe 2010; Nan et al. 2010; Schwedler and Baldwin 2011; Zhu et al. 2011) , and (iv) feature based (or object based, e.g., Ebert and McBride 2000; Nachamkin 2004 Nachamkin , 2009 Nachamkin et al. 2005; Davis et al. 2006a Davis et al. ,b, 2009 Marzban and Sandgathe 2006, 2008; Micheas et al. 2007; Marzban et al. 2008; Wernli et al. 2008 Wernli et al. , 2009 Ebert and Gallus 2009; Gallus 2010; Lack et al. 2010; Demaria et al. 2011; Hartung et al. 2011; Johnson et al. 2011; Zimmer and Wernli 2011; Gorgas and Dorninger 2012; Wapler et al. 2012 ). Categories (i) and (ii) can be combined into one category of filtering methods, and (iii) and (iv) can be combined into one category of displacement methods.
Of course, not all methods fall within the categories (e.g., Harris et al. 2001; Mesinger 2008; Brill and Mesinger 2009; Marzban and Sandgathe 2009) . Mesinger (2008) introduced a modification of the threat score and the Gilbert skill score (GSS) that adjusts for bias, which removes another issue connected with spatial verification concerning the effect the base rate can have on verification statistics (see also Brill 2009; Brill and Mesinger 2009 ). The structure function in Harris et al. (2001) , of which the variogram is a special case, is a distributional characteristic of a spatial field that can be looked at by distance separation, and is, therefore, in the spirit of the scale separation approach. Other approaches include the Gaussian mixture model approach of Lakshmanan and Kain (2010) , where a mixture of Gaussian distributions is fit to each field in the verification set, and their parameters are compared. This approach has similarities with both the feature-based methods (in that the resulting Gaussian mixtures resemble features in the field, and their parameters inform about them separately) and the field deformation approach (in that the distribution is fit to the entire field as a whole, and the number of mixtures/ features must be chosen a priori). Nan et al. (2010) utilize the forecast quality index of Venugopal et al. (2005) (a metric that informs about intensity and location errors) and the forecast quality measure of Keil and Craig (2007) (a summary statistic obtained from deforming the forecast field), but also use summary measures popular in image analysis. Similarly, AghaKouchak et al. (2011) apply summary measures of the entire field to discern information about connectivity (connected features vs holes), shape, and area so that the method overlaps with the feature-based and field deformation paradigms.
The recent spatial forecast verification methods InterComparison Project (ICP, http://www.ral.ucar.edu/ projects/icp) focused mainly on these latter issues of assessing more spatially meaningful information and dwelled less on the problem of accounting for spatially correlated data in hypothesis tests (or confidence intervals) for summary statistics. This paper investigates the spatial statistical testing procedure for comparing two forecasts against the same verification field for precipitation fields introduced by HG11 for wind speed fields. The technique is well suited for gridpoint-by-gridpoint comparisons on either a regular grid or an irregular set of spatial coordinates. However, any loss function can be used, and two loss functions are introduced, within the context of this test, here that account for displacement errors: 1) the distance-map loss function and 2) the warping loss function. The latter yields a statistical test that accounts for both location and intensity errors. The test answers the question: ''is there a statistically significant difference in the average loss produced by two competing forecast models?'' No assumption is made that the prediction errors be Gaussian or have zero mean, and the test allows for spatial correlation to be present within the prediction errors, as well as contemporaneous correlation between prediction errors.
The SPCT combined with these two loss functions results in a new statistical test for competing forecast models that directly accounts for spatial correlation, location errors, and fields whose underlying distribution function is not known; all of which are particularly of concern for verifying precipitation fields. The test can be performed efficiently on large gridded verification sets, but can also be applied to irregular grids. This combination is, therefore, an important step forward for properly testing competing precipitation forecast models.
The spatial prediction comparison test
The testing procedure proposed by HG11 is an extension of the time series test of equal forecast accuracy between two competing models introduced by Diebold and Mariano (1995) . Begin with a spatial process that is to be predicted by the forecast models, denoted by fZ(s) 2 R: s 2 D R 2 g, where s are spatial locations and D is the entire domain of the process. Of course, Z(s) will be observed only at discrete locations (perhaps on a grid) denoted by s 1 , . . . , s n . Denote the spatial predictions (or forecast models) byẐ 1 (s) andẐ 2 (s), wherê Z 2 (s) may be a competing model or a reference forecast.
Next introduce a loss function g for an arbitrary
. This can be any loss function, but a few are given below.
If interest is in the correlation between the forecast and verification fields, then the location-i loss function g is defined as (HG11) 
and similarly absolute error (AE) loss at location i is
Distance-map loss is given by
where d(s i , A) is the shortest distance between the point s i and the set of points A, 1 x.u is 1 if x . u and 0 otherwise, and w(x) 5 min(x, c) where c is a cutoff value used to ensure that differences between models at grid points that are far away from an event are 0, and reduce the issue of edge effects that are known to exist for distance maps (e.g., Schwedler and Baldwin 2011) . The shortest distance can be based on any distance measurement (e.g., Euclidean) and can be computed rapidly for the entire grid using the distance transform method (Rosenfeld and Pfaltz 1966; Borgefors 1986; Baddeley 1992a,b; Zhu et al. 2011) . Because g u in Eq. (4) depends on the threshold u, some information about how well the forecast accurately places intensity levels can be gleaned through varying the threshold, but no direct information about intensity errors can be obtained. Direct inclusion of intensity error information is included in the warping loss function, which is given by
where g 0 is any loss function (for intensity), W is a vectorvalued mapping of verification coordinates to the forecast coordinates, and f is a loss function for the location movements (e.g., f could be the Euclidean distance). The mapping of points, W, may be arrived at by any field deformation approach, such as optical flow (e.g., Hoffman et al. 1995; Craig 2007, 2009; Marzban and Sandgathe 2010) or image warping (e.g., Hoffman et al. 1995; Alexander et al. 1999; Aberg et al. 2005; Gilleland et al. 2010b,c) , or even simply a rigid transformation. The first component g 0 in Eq. (5) is any intensitybased loss after having corrected for spatial displacement errors and the second component is a loss function for the spatial displacement errors themselves.
The test procedure of HG11 is then based on the loss differential process, which is simply
where f(s) is the mean trend, and c(s) is a mean-zero stationary process with unknown covariance function C(h) 5 cov[c(s), c(s 1 h)], and again the process is observed at discrete locations (grid points) s 1 , . . . , s n . Now, the null hypothesis to be tested is of equal predictive ability on average
where jDj is the area of the domain D. Under increasing domain asymptotics
as the number of points n goes to infinity, where D is the average over D(s) and
with C(h ij ) the covariance function for the spatial dependence structure of the loss differential associated with c(s) from Eq. (6), and h ij is the distance between locations s i and s j . Because the covariance function is not known, it must be estimated, which is not straightforward. For reasons explained in HG11, it is easier to estimate the semivariogram:
where N(h ij ) is the set of all pairs of locations that are separated by h ij , and jN(h ij )j are the total number of such points, with the maximum separation distance being up to half of the maximum pairwise distance. Then C(h ij ) can be estimated byĈ(h ij ) 5ĝ(') 2ĝ(h ij ). Marzban and Sandgathe (2009) investigate the plots of the semivariogram for the verification and forecast fields against separation distance to qualitatively compare the processes. Here the semivariogram is computed for c(s), and a parametric semivariogram,ĝ(h ij j u), is fit to the loss differential field, where the parameters u need to be estimated. As suggested by HG11, weighted least squares are used for this estimation in order to avoid any distributional assumptions. This leads to the test statistic proposed in HG11, called the spatial prediction comparison test (SPCT), which is given by
The stationarity assumption requires that f(s) is constant over space. If this is not the case, the test in Eq. (7) may be under-or oversized. If a trend is known or suspected, it can be estimated and removed from D(s) of Eq. (6), so that the test S V can be over D(s) 2f(s) instead. HG11 (and references therein) discuss the difficulties and issues of estimating the trend term. Here, ordinary least squares (OLS) is used to estimate and remove any trend.
When fitting variogram models to data, it is normal to assume that the fields are isotropic [i.e., that they do not depend on direction so that g(h ij ) 5 g(h ji )]. If the process is not isotropic, then results can be affected by not fitting an appropriate model. Isotropy can be checked by plotting the directional semivariogram, as well as by more formal methods (e.g., Guan et al. 2006) . If it is believed that the process is anisotropic, the SPCT can still be performed using an anisotropic variogram model (e.g., Cressie 1993) .
Note that D under the loss function in Eq. (4) is equivalent to the difference in Baddeley's D metric with p 5 1 (Baddeley 1992a,b) , where p is a user-selected parameter that determines the type of statistic (e.g., p 5 1 gives the arithmetic mean, p 5 2 average Euclidean distances). To date, studies in spatial forecast verification on this metric have focused on D for p 5 2 (Gilleland et al. 2008; Gilleland 2011; Schwedler and Baldwin 2011) . If this loss function were squared, then the difference in D   2 between two models could be tested, but there is no way under the SPCT to test differences in D for general values of p. That is, the sum of these differences in distance has been used as a loss function, but not at individual points as is necessary for the SPCT procedure. The result, however, is that the differences in loss functions are averaged over the field, and the result is a new statistical test for the difference in this metric between competing forecasts for p 5 1.
A complication for the present study is that the precipitation fields are marked by numerous zero-valued grid points (more than half of the domain). Because the models tend to be reasonably good at predicting no precipitation (relative to the size of the domain), the loss differential for loss functions in Eqs. (2) and (3) will also have numerous zero-valued grid points, and the loss differential for the correlation skill function in Eq. (1) will have numerous grid points with the constant value n/[ŝ Z (n 2 1)]Z(Z 1 /ŝ 1 2 Z 2 /ŝ 2 ). Keeping the constantvalued grid points will affect the results of the test, and although it may be of interest to know about correct negatives (or simultaneously correct negatives), it is proposed here to study only the nonconstant parts of the field D(s). However, the test can still be performed over the entire grid depending on what question the user would like answered.
HG11 used simulated data from a statistical model called the linear model of coregionalization (LMC; Gelfand et al. 2004 ) to demonstrate properties of the test. Two sets of simulations from a Gaussian distribution with mean zero and specified cross-covariance function were made in order to simulate a D(s) that is correlated in space, and where the two forecasts produced were also correlated. They found that the size (i.e., the significance level) of the test is influenced by the amount of spatial dependence. When the spatial dependence in c(s) is very strong; the test is insensitive to correlation between forecasting models except when the spatial range of each set of prediction errors differs. The type of loss function can affect the size of the test. They investigated simple, squared error and AE loss, and found that the empirical size is slightly larger for the absolute loss [Eq. (3)]. For a constant trend [f(s) 5 m], the power of the test (i.e., the probability of correctly rejecting the null hypothesis; Jolliffe 2007) quickly approaches 100% as m increases; taking longer to reach 100% as the spatial correlation strengthens. They found that correlation between forecast models does not appear to affect the power. Results were less promising in the face of a spatially varying trend, but still showed good size and power as the sample size increased. The sample sizes used in the present study are considerably larger than the largest sample size used in HG11, even when considering only nonzero grid points.
HG11 also compared the SPCT to a local method test where the location and magnitude of a statistically significant spatial signal can be estimated. Specifically, they compared it with a test based on the enhanced false discovery rate (EFDR) of Shen et al. (2002) . For constant spatial trend, using the LMC simulated data, the methods test the same null hypothesis that the mean of the spatial process is zero. They found that when f(s) 5 0, the method based on EFDR is oversized, and therefore they did not compare power at the remaining values of the constant spatial trend.
To investigate the warping loss function [Eq. (5)], a version of the warping procedure performed in Aberg et al. (2005) and Gilleland et al. (2010b) is carried out. Briefly, the observed field is modeled as the forecast field, with some error in locations of events, and some residual error («) after correcting for the displacement errors. That is,
where W is as in Eq. (5). Numerous choices exist for the type of warping function, W, and the thin-plate spline is used here. In this case, W is a function of a subset of the total set of grid points, referred to as control points (sometimes called landmarks or tie points), but is applied to the entire grid. That is, given a set of known control points in Z(s) andẐ(s), the thin-plate spline image-warping function is completely specified and is applied to all points in the field. A human observer can place control points on interesting features in each of the fields and simply apply W to these points to get the deformed forecast field. However, reasonable deformations can be obtained by choosing a regular grid of control points in Z(s), and optimizing a likelihood function for Z(s), where the parameters to be estimated are the control points inẐ(s). This optimization requires numeric methods, but it can be executed efficiently enough to use operationally without human intervention. The loss function given by Eq. (5) is very similar to that used to optimize the warp, but differs from that used in, for example, Aberg et al. (2005) and Gilleland et al. (2010b,c) in that it does not impose any constraints on point movements (they have already been moved) and the loss function on the deformed field can differ from square-error loss.
Finally, it should be noted that this method can be used to obtain confidence intervals for the true mean loss differential m D , in addition to a hypothesis test. Specifically, (1 2 a)100% confidence intervals are estimated by
where z a/2 is the a/2 quantile of the standard normal distribution function, and Var(D) is estimated as before by
Confidence intervals can be used to obtain hypothesis tests, but are more informative (Jolliffe 2007; Gilleland 2010) . For brevity, only hypothesis tests are considered here.
Test cases
To facilitate comparisons with other spatial verification methods, the 32 verification sets containing Advanced Research Weather Research and Forecasting Model (ARW-WRF; Skamarock et al. 2005 ) and the Nonhydrostatic Mesoscale Model (NMM) forecasts paired with stage II analyses studied in Davis et al. (2009) and Gilleland et al. (2010b) are analyzed with the SPCT. Each forecast model has a 24-h lead time initialized at 0000 UTC (early evening) and was part of the 2005 National Severe Storms Laboratory (NSSL) and Storm Prediction Center (SPC) Spring Program. Although the cases cover a 43-day period, not all of the days had model output for each model. The 32 cases represent those days when both models were run. The grid for these cases is a 601 3 501 4-km grid over the central United States. A subset of 9 of these 32 cases was investigated generally in the ICP ). For more information on these cases, see Baldwin and Elmore (2005) , Kain et al. (2008) , Ahijevych et al. (2009), and Davis et al. (2009) .
The perturbed real cases studied in the ICP are also scrutinized. These cases are detailed in Ahijevych et al. (2009) and shown in their Fig. 3 . These ''forecasts'' are made by rigidly transforming a single forecast field from the Center for Analysis and Prediction of Storms (CAPS) model valid at 0000 UTC 1 June 2005 in known ways. A couple of the cases have also known intensity errors (one multiplicative and one additive). The ''observed'' case is denoted pert000, and the rest are summarized for convenience in Table 1 .
Results
All analyses here are performed by fitting an isotropic exponential variogram of the form g(h ij j s, u) 5 s 2 [1 2 exp(2h ij /u)] to the empirical semivariogram, which, along with D, are calculated only where all three components of the verification set are nonzero (i.e., where the verification field and both forecast models are nonzero).
a. ICP perturbed cases
Based on AE, SE, and distance-map loss, as well as correlation skill, no statistically significant results were found for the ICP perturbed cases. This result indicates that according to the SPCT, for each pair of forecasts, their differences from the verification field (pert000) are not significantly different from each other. Nevertheless, inspection of D for each type of loss function (Table 1) is instructive; especially when comparing results among the various newly proposed spatial forecast verification methods. In each case, pert001 is found to be the best because D is negative for AE and SE loss, and positive for correlation skill, when compared against each of the other cases. Similarly, pert002 comes out as being ranked second by D across the board of loss functions shown in Table 1 . It is not surprising that pert001 would be better than pert002, and both would be found to be better than the rest of the cases as they are perturbed the least. The story is less clear for the rest of the test cases. For example, when the field is perturbed as much as pert005 ('48 km east and '80 km to the south for a total displacement of over 90 km), a considerable amount of high intensity precipitation that occurred in pert000 in the southeast is completely removed from pert005's domain, leading to fewer double-penalty issues. Further, while pert003, pert006, and pert007 are each displaced by the same amounts (12 grid points east and 20 grid points south), the values in pert006 are multiplied by 1.5, and 1.27 mm h 21 is subtracted from all of the nonzero grid points in pert007. The effect of multiplying the field by 1.5 clearly creates a poorer forecast than pert003, but whether or not it should be better or worse compared to, for example, pert004, perhaps depends more on a specific user need. Further, subtracting 1.27 mm h 21 at nonzero grid points results in lowering the intensities that contribute to false-alarm penalties so that, again, from a subjective point of view, it might depend on a specific user need as to whether it is better or worse than the other cases. The third case has better performance based on D for each loss function than each of cases pert004, pert005, and pert006, but pert007 comes out better for AE and SE loss, respectively; whereas pert003 scores better under correlation skill (if only slightly). Similarly, pert004 is better based on AE and SE loss than pert005 and pert006, but not as good as pert007. Using correlation skill, pert004 is better than pert005, but not as good as pert006 or pert007. Finally, for pert006 compared with pert007, AE and SE loss again favor pert007, but correlation skill slightly favors pert006.
Using distance-map loss, not surprisingly, pert006 and pert007 beat pert004 and pert005 because they have the lesser displacement errors. Results for distance-map loss are generally analogous when thresholds are applied (not shown), but differ in the results between pert006 and pert007, where pert006 is favored for no thresholding, but pert007 fares better when a threshold is applied. This result makes sense because pert007 has 1.27 mm h 21 subtracted from all nonzero-valued grid points so that there are fewer events, and, therefore, fewer large errors. This behavior represents a flaw for the distance-map loss function in that a forecast could be hedged to do better by simply decreasing the event frequency. These results are in concordance with results found for other spatial verification methods (e.g., Keil and Craig 2009; Gilleland et al. 2010b ).
For the warping loss in Eq. (5), AE loss is used for g 0 throughout, and is occasionally referred to as warping plus AE loss. The only statistically significant differences between pairs of perturbed cases based on warping loss occurred between pert003 and pert004 (favoring pert003), and between pert004 and pert007 (favoring pert004), but only after applying a threshold of 5 mm h
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, and only at the 10% level.
b. Evaluation of 32 spring 2005 program cases
In this section, model comparisons are made for ARW-WRF against NMM, with the stage II analyses as the verification fields for the 32-case study. Negative (positive) loss differential D, or equivalently test statistic S V implies the ARW-WRF (NMM) performs better for all loss functions. Positive (negative) values imply ARW-WRF (NMM) is better based on correlation skill. Figures 1 and 2 show the average loss differential ( Fig. 1 ) and associated test statistic (Fig. 2) for the 32 spring experiment test cases based on correlation skill, SE loss, and AE loss. The latter figure takes into account the variability in the D(s) field, whereas the former does not. None of the results is statistically significant apart from the few exceptions mentioned in the caption, but it should be noted that spatial bias, double penalties, and small-scale errors have not been taken into account with these scores; only spatial correlation in terms of the average loss differential. Although the null hypothesis cannot be rejected for any of the loss functions for the 32 cases, nearly all of the average loss differentials based on AE loss are negative indicating that the ARW-WRF consistently had smaller absolute errors (on average) during the spring 2005 experiment than the NMM. Square error loss results show similar behavior, but there are more cases in which NMM has smaller SE loss on average than ARW-WRF, compared to the results using AE loss. Using correlation skill, apparently little difference between the models is evident for this time period, as the average loss differentials hug the horizontal zero line, and again none of the null hypotheses of the SPCT can be rejected. Davis et al. (2009) obtained statistically significant results that indicated ARW-WRF generally outperformed NMM. Their results utilized a feature-based method capable of accounting for displacement and other spatial errors. They also found that NMM typically had higher area bias [again, a measure resulting from the featurebased method, Method for Object-based Diagnostic Evaluation (MODE)] values than ARW-WRF for this period. Gilleland et al. (2010b) similarly found that ARW-WRF generally fared better using a criterion based on image warping, but no statistical test was applied. Because of their similarities, it is of interest to compare SPCT results using distance-map and image-warping loss against the results from Gilleland et al. (2010b) .
Results based on distance-map loss [Eq. (4)] are also shown in Fig. 1 and are similar to those found with AE loss. However, for distance-map loss, the SPCT tests whether or not, on average, the two models are the same in terms of spatial displacement errors. Although none of the results is significant for any of the thresholds, the values are predominantly negative, indicating that ARW-WRF tends to do slightly better in terms of displacement errors than NMM. Given the results from both Davis et al. (2009) and Gilleland et al. (2010b) , the SPCT using distance-map loss seems to agree, though without statistical significance. This result suggests that certain trends in the loss differential may cancel out in the average so that D is not significantly different from zero.
Based on warping loss plus AE, the SPCT typically finds that m D 5 0 with statistical significance (at the 5% level or better) in contrast to the other loss functions. Figure 3 and Table 2 summarize the findings. Overall, there is not a clear winner, but generally the ARW-WRF scores better (negative D) with statistical significance at the 5% level or better. In most cases where the NMM scores better, there is less statistical significance. Note that the large swings found in the top panel of Fig. 3 are not found in the test statistic, indicating that these large (small) values of D are associated with considerable uncertainty. When no threshold is applied, the results are generally not statistically significant (first column of Table 2 ), but this result changes as thresholding is applied. In several cases (e.g., 23, 26, 27, and 29 April; 11, 13, 15, 21, 24 , and 27-30 May; and 1-2 June), the better scoring model depends on the choice of threshold, suggesting that one model or the other may get certain intensity levels better on a given day. Although Davis et al. (2009) do not report results for the individual days of the 32-day record, the SPCT based on image warping plus AE loss seems to be in better agreement than the SPCT based on distance-map loss in that not only does the ARW-WRF generally fare better, the results are also statistically significant.
It is important to also consider whether the assumptions are met for the tests in Figs. 1 and 2 to be valid. In particular, HG11 assume that D(s) is isotropic (it is possible to model anisotropy if need be), as well as an assumption that the parametric semivariogram is a good fit to the empirical data. For all of the cases, the fitted semivariograms showed reasonable fits to the data for the loss functions defined in Eqs. (1) to (3), except for the SE loss for 5 and 11 May 2005. The empirical semivariograms for both of these cases using SE loss showed highly unusual behavior from the other 30 cases in that they increased steeply to a range of about five grid squares ('20 km), and then decreased sharply beyond that. As this behavior is unusual for any semivariogram, and because it is difficult to fit a valid semivariogram into such data, these two cases were simply removed from the analyses for SE loss. In fact, with the best-fitting semivariogram, these were the only two cases that were statistically significant, which underlines the importance of checking the fits. It should be noted that there is no obvious characteristic of these fields that would allow one to infer (e.g., from a physical or meteorological standpoint) why such empirical variograms result. That is, there does not appear to be any useful information in the variogram for these cases. Fig. 1 , but for the test statistic S V of Eq. (7) instead of the mean differential D. The interpretation is the same, but here the variability in the D(s) field is scaled down.
FIG. 2. As in
In terms of fitting the model in an automated setting, it is possible to obtain fits for variograms that do not veer too far from the appropriate shape. Such cases may incorrectly yield significant test results, but this behavior seems to be rare and could potentially be ''flagged'' if they depart greatly from other results as they do here. However, in most cases where the empirical variogram shows poor behavior, obtaining fits will be difficult to impossible so that most such cases can be flagged.
Isotropy seems to be a reasonable assumption overall, and especially for the valid times after April, when more activity seems to be spread out across the domains. There are some departures from isotropy in the cases early in the test program, but none shows strong departures. Therefore, only isotropic variograms are considered here. In general, correlation skill and AE loss showed much better semivariograms and fits, and they seemed to violate the assumption of isotropy considerably less often than SE loss. Given this and results in HG11, it would seem that focus should be placed more on these loss functions than on SE loss.
Figures 4, 5, and 6 show diagnostic plots for the variograms and their parametric exponential fits for three selected valid times (7, 11, and 28 May 2005) . The cases were chosen because they are reasonably representative of the general behavior for these data and because of the poor variogram fit based on SE loss on 11 May 2005. The left columns show the empirical and fitted variograms against separation distance, and the right columns show the empirical variogram by direction. From the left column plots, it can be seen that while sometimes the empirical variogram for SE loss behaves as well as those for correlation skill and AE loss (e.g., Fig. 6 ), it is typically more erratic (as in Figs. 4 and 5) , making it more difficult to fit a parametric model, and emphasizing the importance of checking the diagnostic plots before drawing conclusions. The fitted variograms based on correlation skill and AE loss are very good for all 32 cases. Because of the erratic behavior in the empirical semivariograms, and poor fitting parametric models based on SE loss on 5 and 11 May 2005, D is not displayed in Figs. 1 and 2 for SE loss on these dates. In the presence of perfect isotropy, the plots in the right columns of Figs. 4-6 would show perfect semicircles radiating out from the (0, 0) coordinate. There do not appear to be any major departures from isotropy in the figures shown (except perhaps for SE loss on 11 May), but the cases from April (not shown) do indicate some deviations from this assumption, though not very strong departures.
These analyses are also applied to these same cases after removing values below thresholds of 1, 2, and 5 mm h
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. Results are largely similar to the case without applying a threshold. However, some significant results (at the 5% level) after applying the threshold of 5 mm h 21 are now found along with fit diagnostics (not shown) that suggest the model assumptions are reasonable. Table 3 summarizes these cases. In terms of AE loss, the results indicate that the ARW-WRF is significantly better than the NMM for three valid dates. Based on SE loss, results for five cases suggest that the ARW-WRF is significantly better than the NMM, but the fit diagnostics for these cases are poorer, except for 3 May 2005.
For distance-map loss, the fit diagnostics (not shown) reveal that the (exponential) variogram model is a very good fit to the empirical variograms, but that the spatial correlation has a very long range (well beyond 150 km) without using a small cutoff value c in Eq. (4). Because HG11 found that the test is less powerful in the face of strong spatial dependence, it is not advised to use distancemap loss without employing a low cutoff value, as the situation is improved for small values of c. Here it is found that a value of c 5 10 yields variograms with ranges on the order of about 120 km, and results with this value for c are displayed in Figs. 1 and 2 . The empirical semivariograms plotted by direction (not shown) are very isotropic; likely because the distance maps tend to be symmetric about events.
Fit diagnostics based on warping loss (not shown) imply that the fitted variogram models provide good fits to the empirical values and that the empirical variograms are isotropic. There are, however, several cases where the empirical variogram clouds are convex, making it difficult to fit a variogram model. Therefore, these cases are discarded from analysis here. 
Summary and discussion
The spatial prediction comparison test (SPCT) introduced by HG11 is applied here to precipitation forecasts, the performance of which is particularly difficult to assess quantitatively, and many new methods have been proposed for this purpose. The SPCT provides a novel testing procedure that allows for spatial dependence and can be applied for any loss function. Two new loss functions to the SPCT are introduced here that can account for spatial displacement errors: distance-map loss and warping loss. The former can account only for spatial displacement errors, though intensity error information is gleaned indirectly through thresholding. The latter provides a framework for obtaining both spatial displacement and intensity error information.
As stated in HG11, the SPCT lacks the ability to estimate the magnitude and location of a statistically significant spatial signal. For this estimation, a local method, such as the false discovery rate (FDR; Benjamini and Hochberg 1995; Benjamini and Heller 2007) or enhanced FDR (Shen et al. 2002) , can be used. Nevertheless, HG11 showed that the SPCT is generally an appropriately sized and powerful test when the spatial range is short, the semivariogram for D(s) is isotropic, and the sample size is reasonably large.
An advantage of the SPCT is that no distributional assumptions are imposed on the underlying data or the resulting loss differential field D(s). Although the test requires calculating the empirical semivariogram, and subsequently fitting a parametric variogram model, the procedure is both fast and, in most cases, relatively easy to do. When using warping loss, the procedure involves the additional step of calculating the optimal warp, which adds complexity to the procedure, but can be performed efficiently. Unfortunately, several of the cases studied here have empirical variograms that do not lend themselves to valid parametric variograms, and in these cases the SPCT cannot be applied. However, the majority of the cases did not suffer from this drawback, and it is expected that the test can be run without this problem occurring too often. Regardless of the method used for deforming the forecast field, additional uncertainty is introduced in fitting the deformation, and this uncertainty is not accounted for in this study. Because the image-warping procedure is obtained through the optimization of a likelihood function, it should be possible to propagate the uncertainty in fitting the deformation through to the variance component of the SPCT. This is ongoing work beyond the scope of the current treatment.
Overall, the SPCT is a valid statistical test for comparing two forecasts (or one forecast against a reference forecast) against an observed (or analysis) field and is shown here to work well for precipitation fields. Furthermore, as discussed in HG11, the test can be performed efficiently on a large grid, but can also be applied to nongridded, even irregularly spaced, verification sets, which means that it can be used even if gridded observations are not available. Based on warping loss, the test adjusts for bias and spatial displacement errors, while also reducing the effect of small-scale errors; thereby making the SPCT with warping loss an important step forward in assessing forecast performance, especially for high-resolution models. pecially in taking the lead on writing a useful R package for carrying out the method. I would also like to thank the anonymous reviewers for helpful comments that made this a better paper.
APPENDIX

Available Software for Conducting the SPCT Analyses
The analyses carried out in this study were performed using the R programming language (R Development Core Team 2012), and specifically version 0.1-2 of the SpatialVx package (Gilleland 2012) , the forthcoming warping package (J. Lindströ m and E. Gilleland 2012, unpublished manuscript) , as well as the fields package (Furrer et al. 2012) . In particular, a modified version (to allow for missing values) of the vgram.matrix function from fields is used to rapidly calculate the empirical semivariograms, and nls (from package stats; R Development Core Team 2012) is used to fit the parametric variogram model. The functions spatMLD, fit.spatMLD, and their plot and summary method functions are used to create the fit diagnostic graphs and conduct the actual SPCT test. The distance-map loss function is calculated using the distmap function from package spatstat (Baddeley and Turner 2005) .
