ABSTRACT The hyperspectral pansharpening is a significant preprocessing technology in hyperspectral images application. A new optimized injection model-based hyperspectral pansharpening algorithm is proposed in this paper. Compared with the traditional pansharpening methods, the algorithm achieves two major improvements: 1) the total injected spatial information is obtained by integrating the spatial components of hyperspectral (HS) and panchromatic (PAN) images by PCA transformation; and 2) the gain matrix proposed in this paper is composed of two factors which constraint spectral and spatial distortions respectively. Specifically, the morphological open-closing operation and Laplacian of Gaussian enhancement scheme are used for denoising the interpolated HS and PAN images, respectively. Then, the spatial components of the denoised HS and PAN images are respectively extracted by the morphological gradient operation and homomorphic filtering. The PCA transform is applied to the results to obtain the first principal component served as total spatial details. The total spatial information weighted by the gain matrix is finally combined with the interpolated HS images to generate the pan-sharpened images, in which a new gain matrix is constructed to minimize the spectral and spatial distortions. The extensive experiments have demonstrated the potential of the proposed method in balancing spectral preservation and spatial sharpness.
I. INTRODUCTION
In remote sensing system, the spatial and spectral resolutions, as well as the signal-to-noise ratio are the most important constraints for capturing remote sensing images [1] . Due to technical and physical limitations of satellite sensors, a single sensor cannot provide images with high spatial and spectral resolutions. The spectral information of hyperspectral (HS) images can be used to identify materials. The HS image with high spectral resolution has been widely utilized in many fields [2] - [6] . However, due to the lack of spatial information, it is very difficult to describe the characteristics and structure information of the targets. Whereas, panchromatic (PAN) images contain abundant spatial information. Therefore, hyperspectral pansharpening is a
The associate editor coordinating the review of this manuscript and approving it for publication was Dong Wang. very useful image processing technology that integrates the spectral component of HS images with the spatial component of PAN images to generate pan-sharpened HS images. The pan-sharpened HS images with high spatial and spectral resolutions are helpful for improving the accuracy of image processing such as hyperspectral image detection [7] , [8] and classification [9] , [10] .
Thus far, various hyperspectral pansharpening methods have been proposed. Those approaches are broadly separated into four categories: multiresolution analysis (MRA), matrix factorization, component substitution (CS), and Bayesian [11] . Matrix factorization and Bayesian that have been proposed in the literatures of recent years are all model based methods. These two classes of methods, e.g., coupled nonnegative matrix factorization (CNMF) [12] , Bayesian Naive Gaussian prior (Bayesian Naive) [13] , Bayesian Sparsity promoted Gaussian prior (Bayesian Sparse) [14] , [15] , and Bayesian HySure [16] can provide good fusion performance. However, the computational complexities are the major limitation of these methods. This is an urgent problem to be solved for real-time application system. The CS and MRA algorithms are traditional hyperspectral pansharpening algorithms. The CS methods project the HS image into a new domain to separate the spectral information and spatial details of the HS image, and replace the separated spatial details with the PAN image. Finally the pan-sharpened HS image is obtained by the inverse transformation. CS methods, e.g., intensity-hue-saturation (IHS) [17] , [18] , GramSchmidt (GS) [19] , GS Adaptive (GSA) [20] , Brovey transform [21] , and principal component analysis (PCA) [22] , [23] can obtain excellent spatial performance, but generate the significant spectral distortion [24] .
MRA-based methods which rely on the injection of the spatial information of the PAN image into the HS image are one class of the most successful and popular hyperspectral pan-sharpening frameworks. The MRA-based hyperspectral pansharpening methods contain algorithms such as smoothing filter-based intensity modulation (SFIM) [25] , MTF-Generalized Laplacian Pyramid (MTF-GLP) [26] , MTF-GLP with High Pass Modulation (MTF-GLP-HPM) [27] , decimated wavelet transform (DWT) [28] , and ''a-trous'' wavelet transform (ATWT) [29] . Their fusion step can be summarized as [30] , [31] :
for k = 1, . . . , u, where u is the band number of HS image, H k is the kth band of the interpolated HS image, G simply is the gain matrix, ⊗ represents the element-wise multiplication operator, and P − P L denotes the high-pass component of a PAN image. According to Equation (1), the MRA-based hyperspectral pansharpening methods are mainly differ in 1) gain matrix G, and 2) the extracted spatial information P−P L . Spectral consistency [32] and temporal coherence [33] are the main advantages of the MRA-based methods. However, the MRA-based algorithms rely on the assumption that the PAN image contains most of missing spatial components of the HS image, and directly inject the high-pass components of the PAN image into each band of the interpolated HS image. Apparently, this assumption depends heavily on constructing an accurate gain matrix G. Therefore, the unstable gain matrix may cause distortions when processing the remote sensing images which are captured by different satellite sensors or contain different objects. In addition, it is also a key procedure in MRA-based methods to accurate estimate the missing spatial information which directly affects the fusion performance.
Based on the analysis described above, this paper focuses on proposing a new optimized injection model-based hyperspectral pansharpening algorithm. Different from the traditional hyperspectral pansharpening methods that assume all the missing spatial components can be extracted from the PAN image, the proposed method simultaneously extracts the spatial components contained in the HS and PAN images by morphological gradient operation and homomorphic filtering, respectively. The PCA transformation is performed on the spatial component of the PAN image and that of the HS image to obtain the total spatial component. We also propose a global optimization synthesis approach to structure the gain matrix. This scheme could successfully generate stable gain matrix to constraint the spatial and spectral distortions. The pan-sharpened HS image is obtained by combining the total spatial details weighted by the gain matrix with the interpolated HS image. The potential of the proposed method in maintaining spectral quality and injecting spatial information has been demonstrated by extensive experiments.
The remainder of the paper is organized as follows. Section 2 is devoted to explaining the implementation process of the algorithm. In section 3, extensive simulations and analysis are presented, and section 4 concludes the paper.
II. PROPOSED METHOD
The flowchart of the proposed algorithm is shown in Fig. 1 . The implementation process is illustrated in details as follows.
A. PREPROCESSING
Because the high-spatial resolution PAN image is generally mixed with the noise, the Laplacian of Gaussian (LOG) enhancement scheme is utilized to preprocess the PAN image, and the enhanced PAN image is defined asP. The LOG enhancement scheme uses the Gaussian filter to reduce noise, and then employs Laplace operator to enhance the spatial details.
As shown in Fig. 1 , the HS image is sampled to the scale of the PAN image.Ĥ =↑ H
where H denotes the HS image, ↑ refers to the up-sampling operator (finite impulse response (FIR) filter interpolation), andĤ represents the interpolated HS image. Mathematical morphology [34] has been successfully used in the application of image processing [35] , [36] . Among different morphological operations, the open-closing and close-opening operations are all important morphological operations for image denoising. Using a morphological opening or closing operation alone may lead to statistical deflection of amplitude. In this paper, the morphological open-closing operation is utilized to denoise the HS image. Let S(m, n) denote the structuring element, for the kth band ofĤ ,Ĥ
for k = 1, . . . u, whereĤ D is the denoised HS image,Ĥ k D is the kth band ofĤ D ,Ĥ k is the kth band ofĤ , (i, j) denotes the pixel coordinate in the kth band, and symbols • and • respectively denote the morphological opening and closing operators, which are defined aŝ
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where symbols and ⊕ respectively represent the morphological erosion and dilation operators. Given the image I (i, j) and the structuring element S(m, n), the morphological dilation and erosion operations are formulated mathematically as following
B. EXTRACTING THE SPATIAL COMPONENTS FROM BOTH HS AND PAN IMAGES
Gradient information indicates the spatial details contained in an image. Morphological gradient operation is a useful tool to separate the gradient information from an input image. In this paper, morphological gradient operation is introduced to extract the spatial details of HS image,
whereĤ S denotes the gradient spatial information image of the HS image, andĤ k S is the kth band of the gradient information image. According to Equations (6) and (7), Equation (8) can be written as,
H S contains most of the spatial information of the HS image.
Derived from an imaging model, the homomorphic filtering [37] can adjust the grayscale range of the image, enhance the image contrast, and flexibly solve the problem of additive noise. For the gray image, homomorphic filtering is an effective tool to extract spatial detail information. In this paper, the spatial information of the PAN image is extracted by homomorphic filtering. According to the principle of homomorphic filtering, the enhanced PAN imageP can be represented as the product of the illumination componentP I and the reflection componentP R .
where, (i, j) represents the coordinate on the PAN image. The illumination component changes slower than the reflection component. The illumination component is the low frequency information, and the reflection component represents the high frequency information. We introduce homomorphic filtering to reduce the low frequency componentP I of the enhanced PAN image to obtain the spatial information of the enhanced PAN image. Logarithmic transformation offers an equivalent formulation to Equation (10):
where lnP, lnP I , and lnP R represent the Logarithmic form of the enhanced PAN image, the illumination component, and the reflection component, respectively. Take the Fourier transformation of the Equation (11),
where F denotes the Fourier transformation, Z , Z I , and Z R are the Fourier transformation results of lnP, lnP I , and lnP R , respectively. Then, a frequency domain function H (ς, ξ ) is used to process Z (ς, ξ ),
where H (ς, ξ ) is a homomorphic filtering function, which can be expressed as,
where D 0 is the cut-off frequency, γ L and γ H are the low frequency gain and the high frequency gain, and c is a constant to control the steepness of the slope. Take the Inverse Fast Fourier Transform of the Equation (13),
where F −1 denotes the inverse Fourier transform, h, h I , and h R represent the inverse Fourier transform results. Then, the spatial information of PAN image can be obtained by the following formula,
whereP S represents the spatial information of the PAN image. Therefore, the spatial component of the HS imageĤ S and the spatial component of the PAN imageP S are all obtained. The principle of PCA transformation [38] is to transform the multidimensional data into a coordinate system sorted by the value of variance. In the new coordinate system, the first principal component which contains more information coordinates to the largest variance. When the spatial components of HS and PAN images are obtained, the PCA transformation is performed onĤ S andP S to generate the first principal component served as the total spatial details T .
C. GENERATING PAN-SHARPENED HS IMAGE
The obtained total spatial information T is finally combined with the interpolated HS image to generate the pan-sharpened HS image, in which an optimized gain matrix is proposed. This procedure can be expressed as,
for k = 1, 2, . . . , u, where G is the proposed optimized gain matrix, G k is the gain matrix corresponding to the kth band of the interpolated HS image, T simply is the total spatial information,Ĥ F represents the pan-sharpened HS image,Ĥ k F represents the kth band ofĤ F . The optimized gain matrix G is defined as follows. First, to avoid the spectral distortion, the spectral ratio between each pair of the bands of the interpolated HS image should be kept unchanged.
The gain matrix which is shown in Equation (18) only assumes a weight vector that minimizes the spectral distortion, and thus, it may produce spatial distortion. To overcome this weakness, we consider that G k should also contain a constraint parameter λ to reduce the spatial distortion.
To adaptively determine the value of the constraint parameter λ, an optimized algorithm is proposed. We assume that the integral of the HS bands in all visible spectral ranges should be approximated to the PAN image as closely as possible. This assumption can be satisfied by solving the following optimization function which has closed-form solutions,
for k = 1, 2, . . . , u, where visible refers to the visible spectral ranges. Plug gain matrix G k into Equation (20),
Equation (21) can also be written as,
Equation (22) can be directly solved by the least square estimation as follows: where symbol () T refers to the transpose operator. Then, the constraint parameter λ can be obtained,
where symbol () −1 refers to the matrix inversion operation.
III. EXPERIMENT RESULTS AND ANALYSIS
In this section, the proposed method is compared with six state-of-the-art hyperspectral pansharpening methods in the literatures showing excellent spatial and spectral performance, i.e., Gram-Schmidt (GS) [19] , smoothing filter-based intensity modulation (SFIM) [25] , GS Adaptive (GSA) [20] , Guided Filter PCA (GFPCA) [39] , coupled nonnegative matrix factorization (CNMF) [12] , and Bayesian Sparsity promoted Gaussian prior (abbreviated as Sparse) [14] . In addition to subjective visual comparison, the performance of different hyperspectral pansharpening algorithms is quantitatively compared by objective evaluation indexes, such as cross correlation (CC) [1] , [40] , spectral angle mapper (SAM), structural similarity (SSIM) [41] , universal image quality index (UIQI) [42] , root mean squared error (RMSE) [1] , and erreur relative globale adimensionnelle de synth se (ERGAS) [43] . The CC is a spatial index. The SAM reflects the spectral distortion. The RMSE is a global index that measures the difference between the reference image and the pan-sharpened image. The ERGAS is also a global index that assesses the spatial and spectral quality of the results. UIQI measures the degree of structure distortion of pan-sharpened image. SSIM is an index for measuring the structure similarity between a reference image and a pan-sharpened image. Furthermore, the effectiveness of the proposed method is verified by experiments on both synthetic and real datasets, i.e., Moffett field, Pavia University and Hyperion dataset. Table 1 summarizes their properties. For the synthetic datasets, the reference high-resolution HS image is available. Firstly, the synthetic HS and PAN images for pansharpening are generated according to the Waldaŕs protocol [44] . Different hyperspectral pansharpening methods are applied on the synthetized HS and PAN images to generate pan-sharpened HS images. The objective performance of different algorithms is measured by comparing the reference high-resolution HS image with the pan-sharpened results. Fig. 2(a) depicts the process of objectively evaluating the performance of pansharpening methods for synthetic datasets in details. For the real datasets, the reference high-resolution HS image is generally unavailable. Firstly, the original HS and PAN images should be degraded. Then, the degraded images are fused using different hyperspectral pansharpening methods. Finally, the similarity between the pan-sharpened results and the original HS image is compared by using the aforementioned six widely used indexes. The process of objectively evaluating the performance of pansharpening methods for real datasets is displayed in Fig. 2(b) .
A. VALIDITY VERIFICATION OF DENOISING PROCESSING FOR HS AND PAN IMAGES
To verify the effectiveness of morphological open-closing operation and Laplacian of Gaussian (LOG) enhancement algorithm for denoising HS and PAN images respectively, four groups of experiments are conducted on different experimental datasets. For an effective comparative analysis, we test the proposed framework module by module. Firstly, the performance of the proposed method on each dataset is tested without denoising PAN and HS images (named as ''PAN, HS''). Secondly, the performance of the proposed method is tested on the HS image denoised by morphological openclosing operation and PAN image without denoising (named as ''PAN, de_HS''). Thirdly, the PAN image denoised by LOG enhancement operation and the HS image without de-noise processing are utilized to test the performance of the proposed method on different datasets (named as ''de_PAN, HS''). Finally, the morphological open-closing operation and LOG enhancement method are utilized to denoise the HS and PAN images respectively, and the performance of the algorithm is tested on each dataset (named as ''de_PAN,de_HS''). Experimental results for four datasets are summarized in Table 2 .
As outlined in table 2, when both PAN and HS images are not denoised, the proposed method has the worst performance. When the LOG enhancement algorithm is utilized to denoise the PAN image and the HS image is not denoised, the performance of the fused image is better than that of the fused image obtained by the PAN and HS images without denoising, which demonstrates that the LOG enhancement operation is an effective technique for denoising the PAN image. Similarly, when the HS image is denoised using the morphological open-closing operation and the PAN image is not denoised, the performance of the fused image is superior to that of the fused image obtained by the PAN and HS images without denoising, which demonstrates that the morphological open-closing operation is an effective technique for denoising the HS image. By comparison, it can be seen that the proposed method can provide the best performance when using the morphological open-closing operation and LOG enhancement algorithm to denoise HS image and PAN image respectively. These results demonstrate that the morphological open-closing and LOG enhancement operations for respectively denoising the HS image and the PAN image is an effective preprocessing technique for hyperspectral pansharpening. Fig. 3 gives the pan-sharpened results of the Moffett Field dataset. We can see that the GS method suffers from slight spatial distortion. The urban area in Fig. 3(d) looks blurry compared to the reference HS image. Comparing Fig. 3(d) with Fig. 3(e) , the GSA method significantly improves the spatial performance of GS method, however, it causes serious spectral distortion. The distorted color exhibits in the result of the GSA method in some areas, especially in the country areas. Although the GFPCA method is simple to implement, visual effect of the GFPCA method on this dataset is the worst among all the comparison methods. The SFIM method obtains good spectral performance, but the pan-sharpened image generated by the SFIM method is blurred in some regions due to the insufficient spatial information. The sparse method effectively improves the spatial quality, but it causes slight spectral distortion. By contrast, the CNMF and the proposed methods have a good visual effect in color fidelity and spatial resolution aspects. Table 3 lists the objective evaluation results. The potential of this method in reducing spatial and spectral distortion is strongly demonstrated by the values of the indexes. The CC, UIQI and SSIM are all the biggest, and the SAM value of the proposed method is second smallest. The best global indexes RMSE and ERGAS further verify the effectiveness of the proposed algorithm.
B. EXPERIMENTAL RESULTS WITH THE SYNTHETIC DATASETS
In order to further compare the performance of different algorithms, we make the difference between the results of the pansharpening algorithms and the reference HS image at each pixel, and show the results in Fig. 4 . The difference images can clearly show the deficiencies of different pansharpening algorithms. The zero-difference image served as the benchmark is shown in Fig. 4(h) . Fig. 4 (g) has slight differences in texture detail information on the whole compared to Fig. 4(h) , which validates the outstanding spectral preservation performance of our proposed algorithm and fully complies with the objective evaluation indexes in Table 3 .
The second experiments are performed on Pavia University dataset. Fig. 5(a) and Fig. 5(b) respectively give the reference HS image and the synthesized PAN image. The interpolated HS image used for pansharpening is shown in Fig. 5(c) . The pan-sharpened results of different hyperspectral pansharpening methods are respectively displayed in Fig. 5(d)-Fig. 5(j) . The Pavia University dataset contains a lot of spatial information. By comparing the pan-sharpened HS images of different hyperspectral pansharpening algorithms with the reference HS image from the perspective of the spatial quality, it can be concluded that the GS, GSA, and VOLUME 7, 2019 GFPCA methods cause varying degrees of spatial distortion, especially the GFPCA method. From the perspective of spectral preservation performance of pansharpening algorithms, it can be concluded that both GSA and CNMF methods cause serious spectral distortion. Obviously, there are distorted color existed in the pansharpened results of these two methods. The pan-sharpened HS image obtained by the SFIM method has slight spectral distortion. By visually comparing these results, the Sparse and the proposed methods outperform the other methods. Furthermore, the proposed algorithm has better spatial information injection performance than Sparse.
The values of the objective quality metrics for the Pavia University dataset are shown in Table 4 . The best results of CC, RMSE, ERGAS, UIQI and SSIM indexes are provided by the proposed algorithm, and the proposed algorithm ranks as the second for the SAM index. These excellent results prove that our proposed algorithm provides the best hyperspectral pansharpening performance. The difference images for Pavia University dataset are displayed in Fig. 6(a)-Fig. 6(g) . It is clearly that the performance of the GS, GSA, and GFPCA algorithms is worse than others due to the spatial distortion. The difference image obtained by the proposed method is closest to the zero-difference image. The proposed method causes the smallest distortions, which is consistent with subjective visual analysis. This proves again that the proposed method is an effective hyperspectral pansharpening method.
C. EXPERIMENTAL RESULTS WITH THE REAL DATASETS
In this part, two sets of the Hyperion dataset are exploited to yield the pan-sharpened results to study the feasibility of our proposed algorithm on the real dataset. Similar to the synthetic dataset, the experimental results of different algorithms for the real datasets are mainly compared from both visual and quantitative aspects.
The original HS and PAN images as well as the pansharpened images of the comparative pansharpening algorithms are respectively displayed in Fig. 7(a)-Fig. 7(j) . It can be observed from Fig. 7 that almost all the methods used for comparison can effectively improve the spatial resolution of the original HS image. The GS method obtains good spatial performance, but has severer spectral distortion. The GSA method greatly improves the spectral preservation performance compared with the GS method, but the pan-sharpened result of GSA method shown in Fig. 7 (e) exhibits insufficiently sharp spatial information. Fig. 7(f) displays the pan-sharpened result of GFPCA method, which is seriously blurred and spectral distorted. Fig. 7(g) and Fig. 7(h) show the CNMF and SFIM methods produce good spectral preservation, but generate some blurring on the edges. The pan-sharpened result of Sparse is over-enhanced and suffers from spectral distortion. By contrast, the proposed method obtains the best visual quality overall. Table 5 shows that the proposed algorithm holds the best values of CC, SAM, RMSE, ERGAS and UIQI. The SSIM index of the proposed algorithm ranks second only to that of GSA. The ranking of all the metrics in Table 5 further confirms that our proposed algorithm surpasses the other algorithms in improving the spatial resolution and preserving the spectral information. Fig. 8 shows another Hyperion dataset fusion result. It is quite obvious that the GS method produces severe color distortion. A serious spatial distortion exists in the pansharpened result of the GFPCA method. Fig. 8(g) and Fig. 8(h) show that the CNMF and SFIM algorithms give good spectral performance but suffer from slight blurriness. The pansharpened results of the GSA and Sparse methods seem to be a little blurry when compared with the pansharpened result provided by the proposed method. By contrast, the proposed algorithm performs superiorly in visual comparison, without obvious spatial or spectral distortion. Table 6 displays the quantitative results of the comparative pansharpening algorithms, where the best values are marked in bold. For all six metrics, the proposed method provides the best values, which gives evidence for the feasibility of the proposed algorithm in sharpening real dataset.
IV. CONCLUSION
Hyperspectral pansharpening is a very important preprocessing technology in hyperspectral image processing. According to the basic framework of injection model-based hyperspectral pansharpening, we have presented a novel optimized injection model-based hyperspectral pansharpening algorithm. The difference between the proposed algorithm and the traditional pansharpening algorithms is mainly reflected in two aspects: the extracted spatial information and gain matrix. The proposed method introduces the morphological gradient operation and the homomorphic filtering to extract the spatial components of the HS image and that of the PAN image simultaneously. More importantly, for purpose of minimizing the spatial and spectral distortions, a novel optimized gain matrix is proposed. Experimental results on two sets of the synthetic datasets and two sets of the real datasets prove that the proposed algorithm performs good stability and achieves excellent pansharpening performance. 
