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Poisson Boundaries of Lamplighter Groups:
Proof of the Kaimanovich-Vershik Conjecture
by Russell Lyons and Yuval Peres
Abstract. We answer positively a question of Kaimanovich and Vershik from
1979, showing that the final configuration of lamps for simple random walk
on the lamplighter group over Zd (d ≥ 3) is the Poisson boundary. For d ≥ 5,
this had been shown earlier by Erschler (2011). We extend this to walks of
more general types on more general groups.
§1. Introduction.
Suppose that Γ is a finitely generated infinite group and µ is a probability measure
on Γ whose support generates Γ as a semigroup. A function f : Γ→ R is called harmonic
if f(x) =
∑
z µ(z)f(xz) for all x ∈ Γ. If all bounded harmonic functions are constant,
then (Γ, µ) is said to have the Liouville property . A general theory for the non-Liouville
case was initiated by Furstenberg (1963, 1971a, 1971b), who defined the notion of Poisson
boundary to describe the set of bounded harmonic functions.
Rosenblatt (1981) and Kaimanovich and Vershik (1983) proved a conjecture of Fursten-
berg (1973) that Γ is amenable iff there is a symmetric µ whose support generates Γ such
that (Γ, µ) is Liouville. Another open question had been whether there exists an amenable
group with a symmetric non-Liouville measure. To answer this, Vershik and Kaimanov-
ich (1979, 1983) utilized certain restricted wreath products Z2 ≀ Zd, now commonly called
lamplighter groups, where Z2 is referred to as the lamp group and Z
d as the base group.
These are solvable (hence amenable) groups of exponential growth. To define them more
generally, let L and Γ be two groups. Then L ≀Γ is the semidirect product
(∑
z∈Γ L
)
⋊Γ,
where Γ acts on
∑
z∈Γ L by
(xΦ)(z) := Φ(x−1z) .
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Thus, if (Φ, x), (Ψ, y) ∈∑x∈Γ L× Γ, then
(Φ, x)(Ψ, y) =
(
Φ · (xΨ), xy) .
The interpretation of an element (Φ, x) is that the lamplighter is at x and that Φ gives the
states of all the lamps, where there is one lamp at each element of Γ, with state in L. If L
and Γ are both finitely generated, then so is their restricted wreath product, since every
element of
∑
z∈Γ L is the identity of L at all but finitely many z ∈ Γ. Write o for the identity
in Γ and id for the identity in L. Write id for the function that is equal to id identically
(on some domain). Also, write δs for the element of
∑
z∈Γ L that equals s at o and equals
id elsewhere; thus, id = δid. If S1 and S2 are generating sets for L and Γ, respectively,
then an often-used generating set for L ≀ Γ is {(δs1 , o) ; s1 ∈ S1} ∪ {(id, s2) ; s2 ∈ S2}.
Multiplying (Φ, x) on the right by a generator (δs1 , o) changes the state of the lamp at x
by s1, while multiplying (Φ, x) on the right by a generator (id, s2) moves the lamplighter
to xs2.
Let µ be a finitely supported symmetric probability measure whose support generates
Z2 ≀ Zd. Kaimanovich and Vershik (1983), Proposition 6.4, showed that (Z2 ≀ Zd, µ) is
Liouville iff d ≤ 2. Vershik and Kaimanovich (1979, 1983) also asked for a description of
the Poisson boundary for finitely supported µ on the lamplighter groups Z2 ≀ Zd when it
is non-trivial, i.e., d ≥ 3. Moreover, they suggested a natural candidate, namely, (Z2)Zd
with the probability measure given by the final configuration of lamps under the associated
random walk. Here, given (Γ, µ), the associated random walk has transition probabilities
p(x, y) := µ(x−1y). On Z2 ≀ Zd, the final configuration of lamps, which we will denote by
Φ∞, exists because the projection of the walk to the base group Zd is transient.
In 2008, a breakthrough was achieved by Erschler (2011, 2010), who proved that the
conjecture of Vershik and Kaimanovich (1979) is correct when d ≥ 5.
We show here that the conjecture of Vershik and Kaimanovich (1979) is correct for
all d ≥ 3. In fact, we prove the following result that, for the usual types of random walks
on lamplighter groups, assumes only finite entropy on the base walk.
Theorem 1.1. Let L be a non-trivial finite group. Let Γ be a finitely generated group of at
least cubic growth. Let µ be a probability measure of finite entropy on L ≀ Γ whose support
generates L ≀Γ as a semigroup and that is concentrated on {(δs, o) ; s ∈ L}∪{(id, x) ; x ∈
Γ
}
. Then the Poisson boundary of (L ≀ Γ, µ) is LΓ endowed with the law of Φ∞.
Entropy is a key quantity in the study of Poisson boundaries. Few results exist that
identify a Poisson boundary without an entropy assumption. Indeed, except for certain
groups where all walks have trivial boundaries, all results we are aware of assume some
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stronger moment condition. In particular, for the generators used in Theorem 1.1, our
result is complete.
We also introduce an enhanced version of the celebrated entropy criterion of Kaiman-
ovich (2000), which has been the key tool for identification of Poisson boundaries. This is
presented in Corollary 2.3 and used in Section 3. We also discuss it informally below in
the context of the history of the subject.
Poisson boundaries are related to other important aspects of random walks. We
term random walks with transition probabilities p(x, y) := µ(x−1y) convolution random
walks ; to indicate the increment measure µ, we refer to a µ-walk . One fundamental aspect
is to determine, given such a walk, its set of possible asymptotic behaviors, by which we
mean the σ-field I on the path space ΓN invariant under time shifts. There is a well known
correspondence between I and the space BH of bounded harmonic functions on Γ. In
particular, the invariant σ-field is trivial (i.e., consists only of sets of probability 0 or 1) iff
all bounded harmonic functions are constant.
Combining the introduction of asymptotic entropy by Avez (1972, 1974, 1976a, 1976b)
and an important technical result by Derriennic (1976, 1980), together with their own new
ideas and examples, a foundational paper by Kaimanovich and Vershik (1983), announced
in Vershik and Kaimanovich (1979), developed a general theory to analyze Poisson bound-
aries. In particular, Avez, Derriennic, and Kaimanovich-Vershik proved that if µ has finite
entropy, then the Avez (asymptotic) entropy of the µ-walk is 0 iff the walk is Liouville.
Varopoulos (1985) showed that for finitely supported symmetric µ, the rate of escape of
the µ-walk is sublinear iff (Γ, µ) is Liouville.
Erschler (2004b) showed that every finitely generated solvable group of exponential
growth admits a symmetric non-Liouville measure, and that every non-degenerate measure
on L ≀ Γ whose projection to Γ is transient has non-0 Avez entropy. She also proved a
result similar to the latter for the free metabelian groups Fd/F
′′
d with d ≥ 3. Furthermore,
Erschler (2004a) showed that there are groups of intermediate growth with finite-entropy
symmetric non-Liouville measures.
Furstenberg (1971b) and Kaimanovich and Vershik (1983) gave entropy criteria for
identifying the Poisson boundary. Two notable papers by Ledrappier (1984, 1985) used
this criterion to determine the Poisson boundary for discrete matrix groups. Drawing
inspiration from those papers and a further paper by Ballmann and Ledrappier (1994),
Kaimanovich (1985, 1994, 2000) refined the entropy method and introduced a powerful
general criterion for equality of a given boundary and the Poisson boundary.
Informally, Kaimanovich’s criterion says that in order that a candidate boundary be
the Poisson boundary, it suffices to find a sequence of random finite sets Qn ⊂ Γ, that
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depend on the candidate boundary, such that |Qn|1/n → 1 as n → ∞ and P[Xn ∈ Qn]
is bounded below, where Xn is the location of the convolution random walk at time n.
One of Kaimanovich’s important observations was that the sets Qn can often be defined
geometrically. This led to his well-known strip and ray criteria. We enhance Kaimanovich’s
more general criterion so that it suffices that Xm ∈ Qn for some m ≥ n.
Kaimanovich’s criteria led to much progress in identifying Poisson boundaries, such
as the works by Kaimanovich and Masur (1996, 1998), Karlsson (2003), Malyutin (2003),
Karlsson and Woess (2007), Sava (2010b), Brofferio and Schapira (2011), Gautero and
Mathe´us (2012), Malyutin, Nagnibeda, and Serbin (2016), Nevo and Sageev (2013), Maher
and Tiozzo (2014), and Malyutin and Svetlov (2014).
Using these methods, Kaimanovich (2001) made some progress on the lamplighter
question by showing that for µ whose projection on the base group, Zd, has non-0 mean,
the final lamps do indeed give the Poisson boundary. This problem of identifying the
Poisson boundary has been raised repeatedly (e.g., Kaimanovich (1991), Vershik (2000),
Karlsson and Woess (2007), Sava (2010b), Erschler (2011, 2010), Georgakopoulos (2013))
and has been considered a major open problem in the field.
Beyond Erschler’s result on the Kaimanovich-Vershik conjecture, similar results have
been established for random walks µ of finite first moment whose support generates one
of the following groups L ≀ Γ as a semigroup:
• Γ has subexponential growth and there is a homomorphism ψ: Γ → Z such that if
π:L ≀ Γ→ Γ is the canonical projection, then (ψπ)∗µ has non-0 mean (Kaimanovich
(2001));
• L is finite and Γ is a group with a Cayley graph being a tree of degree at least 3
(Karlsson and Woess (2007));
• L = Z2 and Γ has infinitely many ends or is non-elementary hyperbolic (Sava
(2010b)).
In all these cases, the projection of the random walk to Γ has linear rate of escape, and
this makes the analysis considerably simpler.
Erschler (2011) also extended her result on L ≀ Zd (L finitely generated and d ≥ 5)
beyond finitely supported µ to those with finite third moment, and noted that similar
techniques work for free metabelian groups Fd/F
′′
d when d ≥ 5.
Prior to the work of Erschler (2011), Kaimanovich’s entropy criterion was used in
a mostly geometric fashion that did not require detailed knowledge of the probabilistic
behavior of the random walks. Erschler succeeded in her results by discovering how to
leverage such knowledge of random walks in Zd for d ≥ 5. In particular, she relied heavily
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on the existence of a positive density of cutpoints (for simple random walk—and analogous
behavior in general). That is, for the lamplighter random walk 〈X̂n〉 on Z2 ≀ Zd, its
projection Xn at time n to the base Z
d is a cutpoint with probability bounded below
over all n. This allowed Erschler to define the required random finite sets Qn that capture
Xn with probability bounded below.
Our enhanced criterion allows the use of cut-spheres, which do not occur with positive
density, but they do occur infinitely often for d = 3, 4. Use of cut-spheres also simplifies
considerably the definition of the random sets Qn. This is a general feature of our enhanced
criterion, which we illustrate with a simple proof of a conjecture of Sava (2010a).
However, we do not use our enhanced criterion to handle general base groups. Instead,
our innovations there are the following. In order to handle general step distributions in the
base group with only the assumption of finite entropy, we convert small entropy growth
into enumeration with small exponential growth, allowing us to observe large jumps of
the random walk. We will need to enumerate the possible locations of random walks in
the base group at all times up to t0 steps given only the values of the large jumps during
those t0 steps. When the base group is abelian, the possible locations simply form a ball
of radius O(t0). However, even for a small group like the Heisenberg group, the possible
locations form a “shattered ball” whose size is exponential in t0. We overcome this by
using again an entropy enumeration technique when the projected walk in the base group
is Liouville. This allows us essentially to fix t0. When the base group walk is not Liouville,
we use the fact that the base walk has positive “speed” in the Green “metric”.
We begin with the definition of the Poisson boundary and Kaimanovich’s criterion
in Section 2. In order to present the proof of the original conjecture of Vershik and
Kaimanovich (1979) in the briefest manner, we prove Theorem 1.1 in the special case that
µ is simple random walk on L ≀ Zd in Section 3. We then prove the full Theorem 1.1 in
Section 4. As did Erschler, we consider other step distributions µ on L ≀Zd; in Section 5, we
extend her result to d ≥ 3 and to µ having finite second moment. In this broader setting
where generators can change lamps arbitrarily far from the location of the lamplighter,
some technical condition is needed to ensure existence of the limiting lamp configuration,
as discussed at the end of Section 5. In Section 6, we give some details about metabelian
groups and similar groups and discuss our extensions to them.
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§2. Preliminaries.
For a discrete probability distribution π on a set S, writeH(π) :=
∑
s∈S π(s) logπ(s)
−1
for the entropy of π. For a σ-field F and a discrete random variableX , writeH(X) for the
entropy of the distribution of X and HF (X) for the entropy of the conditional distribution
of X given F . Thus, HF (X) is F -measurable and H(X | F ) = E[HF (X)]. Our Markov
chains will begin at a fixed point; when that point is x, we use Px for the corresponding
probability measure. Usually x will be the identity element of a group. We often regard
Px as the law of the Markov chain 〈Xn ; n ≥ 0〉 on ΓN. The σ-field of shift-invariant events
is denoted by I. We say that two σ-fields are equal mod 0 if their completions are equal,
generally with respect to Po.
The following criteria of Kaimanovich (2000) (see Theorem 4.6 and Corollary 4.6
there, or see Theorem 14.35 and Corollary 14.36 of Lyons and Peres (2016)) are essential
in identifying Poisson boundaries:
Theorem 2.1. Let 〈Xn ; n ≥ 0〉 be a convolution random walk on Γ with H(X1) < ∞.
Let I be the associated invariant σ-field and J ⊆ I be a Γ-invariant sub-σ-field. Then
hJ := limn→∞ n−1HJ (Xn) converges a.s. and in L1 to the constant H(X1 | J )−H(X1 |
I). Furthermore, hJ = 0 iff J = I mod 0.
Corollary 2.2. Let 〈Xn ; n ≥ 0〉 be a convolution random walk on Γ with H(X1) <∞.
Let I be the associated invariant σ-field and J ⊆ I be a Γ-invariant sub-σ-field. Suppose
that for each ǫ > 0, there is a random sequence 〈Qn,ǫ ; n ≥ 0〉 of finite subsets of Γ such
that
(i) Qn,ǫ is J -measurable;
(ii) lim supn→∞
1
n log |Qn,ǫ| < ǫ a.s.;
(iii) lim supn→∞Po[Xn ∈ Qn,ǫ] > 0.
Then J = I mod 0.
When Γ is replaced by the lamplighter group L ≀ Γ, we will apply this to the L ≀ Γ-
invariant σ-field J := σ(Φ∞) ⊆ I defined by the limiting configuration of lamps. Thus,
Qn,ǫ will be a measurable function of configurations φ∞ ∈ LΓ.
In Section 3, we will illustrate the use of a more flexible version of the preceding
corollary, to wit:
Corollary 2.3. Let 〈Xn ; n ≥ 0〉 be a convolution random walk on Γ with H(X1) <∞.
Let I be the associated invariant σ-field and J ⊆ I be a Γ-invariant sub-σ-field. Suppose
that for each ǫ > 0, there is a random sequence 〈Qn,ǫ ; n ≥ 0〉 of finite subsets of Γ such
that
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(i) Qn,ǫ is J -measurable;
(ii) lim supn→∞
1
n log |Qn,ǫ| < ǫ a.s.;
(iii) lim supn→∞Po[∃m ≥ n Xm ∈ Qn,ǫ] > 0.
Then J = I mod 0.
Proof. Write pJn (x, y) := Px[Xn = y | J ] for the transition probabilities of the Markov
chain conditioned on J . We will use the following result of Kaimanovich (2000):
lim
n
1
n
log pJn (o,Xn) = −hJ a.s. (2.1)
It suffices to show that hJ = 0. Suppose that hJ > 0 and define
Sm :=
{
x ∈ Γ ; pJm(o, x) ≤ exp(−mhJ /2)
}
.
For ǫ > 0,
Po
[
Xm ∈ Qn,ǫ ∩ Sm
∣∣ J ] ≤ |Qn,ǫ| · exp(−mhJ /2) .
Summing over m ≥ n, we deduce that for 0 < ǫ < hJ /2,
Po
[∃m ≥ n Xm ∈ Qn,ǫ ∩ Sm ∣∣ J ] ≤ |Qn,ǫ| · c exp(−nhJ /2)→ 0 a.s. (2.2)
as n→∞, where c = c(hJ ) is a constant. Therefore,
Po
[∃m ≥ n Xm ∈ Qn,ǫ ∩ Sm]→ 0 as n→∞ . (2.3)
By (2.1), Po
[∃m ≥ n Xm /∈ Sm] → 0 as n → ∞. In conjunction with (2.3), this implies
that
Po
[∃m ≥ n Xm ∈ Qn,ǫ]→ 0 as n→∞ ,
contradicting the hypothesis (iii).
A Poisson boundary for a convolution walk on Γ is a quadruple (Θ,F , ν,b), where
(Θ,F , ν) is a probability space with F being countably generated and separating points,
and where b: (ΓN, I,Po)→ (Θ,F , ν) is a Γ-equivariant measure-preserving map such that
b−1F = I mod Po. It is unique up to isomorphism.
Write 〈Yn ; n ≥ 1〉 for IID elements of Γ, used as increments of the random walk
〈Xn ; n ≥ 0〉, i.e., Yn := X−1n−1Xn. Similarly, write 〈Ŷn ; n ≥ 1〉 for the increments of
〈X̂n ; n ≥ 0〉 on L ≀Γ, i.e., Ŷn := X̂−1n−1X̂n. Write Ŷn = (Ψn, Yn) and X̂n = (Φn, Xn). Note
that while 〈Ψn〉 are IID, Ψn and Yn are in general dependent for each n. Also, for x ∈ Γ,
Φn(x) = Φn−1(x)Ψn(X−1n−1x) .
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We generally assume that the support of Y1 generates Γ and, likewise, the support of Ŷ1
generates L ≀ Γ, both as semigroups.
Let suppφ denote the support {x ∈ Γ ; φ(x) 6= id} of φ ∈ LΓ.
Suppose that Φ∞ := limn→∞ Φn exists a.s. For example, this occurs if E
[| suppΨ1|] <
∞ and 〈Xn〉 is transient (Erschler (2011), proof of Lemma 1.1). In various cases, we will
show that b:
(
(L ≀Γ)N, I,Po
)→ (LΓ,F , ν) is a Poisson boundary, where b takes a sequence
to its limiting configuration of lamps when it exists and otherwise to id, F is the product
σ-field, and ν is the Po-law of Φ∞.
We will use c to stand for a positive constant, whose value can vary from one use to
another.
Write |x| for the distance of x to the identity element of a group.
§3. Proof for the Classical Case.
Here we give a very short proof of the basic conjecture of Vershik and Kaimanovich
(1979) concerning random walks on L ≀ Zd for d ≥ 3 and L any non-trivial denumerable
group.
Theorem 3.1. Let L be a non-trivial denumerable group. Let d ≥ 3. Let µ be a probability
measure of finite entropy on L ≀Zd whose support generates L ≀Zd as a semigroup and that
is concentrated on
{
(δs, o) ; s ∈ L} ∪ {(id, x) ; x ∈ Zd}. If the projection of µ on Zd has
mean 0 and is finitely supported, then the Poisson boundary of (L ≀ Zd, µ) is LZd endowed
with the law of Φ∞.
Proof. For r > 1, consider the events
cutr :=
[∃m ≥ 1 (∀k < m |Xk| < r and ∀j > m |Xj| > r)] .
James and Peres (1996) showed that when the projection of µ is symmetric, Po(cutr) ≥ c/r
and Po(cutr ∩ cutr+j) ≤ c/(rj). In fact, the proof depends only on estimates of the Green
function, and those hold as long as the projection of µ has mean 0: see, e.g., Lawler and
Limic (2010), Theorem 4.3.1. The second moment method applied to
∑n2
r=n 1cutr then
yields that Po
(⋃n2
r=n cutr
) ≥ c(logn)2/(logn)2 = c > 0. Define Qn := Qn,ǫ(Φ∞) to be the
set of (φ, x) such that n ≤ |x| ≤ n2 and
φ(z) =
{
Φ∞(z) if |z| < |x|,
id if |z| ≥ |x|.
By the above, lim supn→∞Po
[∃m ≥ n X̂m ∈ Qn] > 0; since |Qn| ≤ cn2d, Corollary 2.3
implies that σ(Φ∞) coincides with I mod 0.
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As a further illustration of the usefulness of Corollary 2.3, we prove a conjecture of
Sava (2010a). First we remark that the notion of Poisson boundary and criteria such
as Corollary 2.3 extend to the setting of transitive Markov chains: see Kaimanovich and
Woess (2002) for the required analogues of Theorem 2.1 and Equation (2.1), or see Lyons
and Peres (2016), Proposition 14.34 and Theorem 14.35.
Now consider the d-regular tree, Td, and fix an end ξ of Td. The group of graph
automorphisms that preserve ξ is known as the affine group of Td; it acts transitively
on V (Td). Fix some vertex o ∈ V (Td). There is a horodistance function dξ:V (Td) → Z
defined by dξ(o) = 0 and dξ(x) = dξ(y)+1 when y is the parent of x (the unique neighbor of
x in the direction of ξ). The affine group preserves differences of values of the horodistance
function.
Let L be a finite group. We consider Markov chains 〈X̂n ; n ≥ 1〉 = 〈(Φn, Xn) ; n ≥ 1〉
on the state space
L ≀ Td :=
{
(φ, x) ; φ ∈ LV (Td), | suppφ| <∞, x ∈ V (Td)
}
that only change lamps in a bounded neighborhood of the current location, make only
bounded jumps in the base Td, and whose transition probabilities are invariant under the
diagonal action of the affine group. Write R for the maximum distance in Td from the
current location that one step of the Markov chain can move or at which one step of the
Markov chain can change the lamps.
Sava (2010a) conjectured the following Theorem 3.2. She proved that it holds when
E
[
dξ(X1)
] 6= 0 (indeed, with R < ∞ replaced by a first moment condition) or when
〈Xn〉 is a nearest-neighbor random walk that can change lamps only at the location of the
lamplighter.
Theorem 3.2. Let 〈X̂n〉 be a Markov chain that is invariant under the affine group of Td
such that R <∞ and the random walk projected to the base Td is not constant. Then the
Poisson boundary of 〈X̂n〉 is LV (Td) endowed with the law of Φ∞.
Proof. We may assume that E
[
dξ(X1)
]
= 0. Cartwright, Kaimanovich, and Woess (1994)
proved that 〈Xn〉 converges to ξ a.s. Let ξn be the ξ-ancestor of o with dξ(ξn) = −n.
Define the cone Cn := {x ; ξn is an ancestor of x}.
The case when 〈Xn〉 is a nearest-neighbor random walk is somewhat simpler for our
method: To see how it follows from Corollary 2.3, letQn,ǫ(φ∞) be the singleton
{
(φn, ξn)
}
,
where φn(y) = φ∞(y) for y ∈ Cn and φn(y) = id otherwise. Then Po
[∃m ≥ n X̂m ∈
Qn,ǫ(Φ∞)
] ≥ α > 0, where α := Po[∀j ≥ 1 Xj 6= o] is the escape probability.
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For the general case, let τn be the first exit time of Cn (n ≥ 0). Let Kn be the ball
of radius R about ξn. By transience, for each x ∈ K0, there is some time tx ≥ 0 such
that Px[∀s ≥ tx Xs /∈ K0] > 1/2. Choosing tmax := maxx∈K0 tx gives a time such that
Px[∀s ≥ tmax Xs /∈ K0] > 1/2 for all x ∈ K0. Before time τn, a lamp can be changed
only in Cn ∪ Kn. Let An be the ball of radius R(tmax + 1) about ξn. Then at times in
[τn, τn+ tmax], the lamplighter must stay in An and the changes of lamps must be entirely
within An. We may define Qn,ǫ(φ∞) to consist of those (φn, xn) such that xn ∈ ARn and
such that
φn(y) =
{
φ∞(y) if y ∈ CRn \ARn,
id if y /∈ CRn ∪KRn ∪ ARn.
Then Qn,ǫ(φ∞) is of bounded size and Po
[∃m ≥ n X̂m ∈ Qn,ǫ(Φ∞)] ≥ 1/2.
§4. Proof for Standard Generators.
In this section, we prove Theorem 1.1. This comes in two parts; one handles base
groups Γ that are Liouville for the projected walk (Theorem 4.5), and the other handles
the rest (Theorem 4.6). We will write “with high probability” to mean “with probability
tending to 1 as n→∞”.
It will be easy to see that the same proofs—indeed, with simplifications—extend to
all µ whose support is finite and generates L ≀ Γ as a semigroup.
Lemma 4.1. If k ≤ n/3, then ∑kj=0 (nj) ≤ 2(ne/k)k.
Proof. Since k! ≥ (k/e)k, we have (n
k
) ≤ (ne/k)k. Since ( n
j+1
) ≥ 2(n
j
)
for j < n/3, the
result follows.
The following is well known and easy to prove via the WLLN (e.g., Cover and Thomas
(2006), Theorem 3.1.2).
Lemma 4.2. If π is a discrete distribution on a set S with entropy H(π) and Yn ∼ π are
independent, then there are sets Λn ⊆ Sn (n ≥ 1) such that limn→∞ n−1 log |Λn| = H(π)
and limn→∞P
[
(Y1, Y2, . . . , Yn) ∈ Λn
]
= 1.
Write dist(x, y) for the distance between x and y in some Cayley graph of Γ and V (r)
for the number of points within distance r of the identity, o. Let B(x, r) denote the ball
of radius r about x and, more generally, B(S, r) :=
⋃
x∈S B(x, r).
The following is well known.
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Lemma 4.3. Let 〈Xn〉 be a µ-walk on a group Γ that satisfies V (r) ≥ crd for all r ∈ N.
Assume that the support of µ generates Γ as a semigroup. Then pt(o, x) ≤ ct−d/2 for all
t ≥ 1 and all x ∈ Γ.
Proof. It is well known that simple random walk satisfies pt(o, x) := Po[Xt = x] ≤ ct−d/2
for all x ∈ Γ and t ≥ 1 (e.g., Corollary 14.5 of Woess (2000) or Corollary 6.32 of Lyons
and Peres (2016)). As a consequence of this and Coulhon (1996), Prop. IV.4, for a general
convolution random walk whose support generates Γ as a semigroup, there is some a ≥ 1
such that for all t ≥ 1, we have pt(o, x) ≤ c(at)−d/2. This implies the result.
Lemma 4.4. Let 〈Xn〉 be a convolution random walk on Γ. Let 0 ≤ k < m. Suppose that
M is a random subset of Γ that is measurable with respect to 〈X1, . . . , Xk〉. Then
P[Xm ∈M] ≤ E
[|M|] sup
x∈Γ
pm−k(o, x) .
Moreover, for every m0,
P
[|{t ; Xt ∈M}| > k +m0] ≤ E[|M|] ∑
j≥m0
sup
x∈Γ
pj(o, x) .
Proof. For each y ∈ Γ, we have
P[Xm = y | X1, . . . , Xk] = pm−k(o,X−1k y) ≤ sup
x∈Γ
pm−k(o, x) .
Summing over y ∈ M and then taking expectation gives the first result. This inequality
implies that
P
[|{t ; Xt ∈M}| > k +m0] ≤ P[|{t ≥ k +m0 ; Xt ∈M}| > 0]
≤ E[|{t ≥ k +m0 ; Xt ∈M}|]
≤ E[|M|] ∑
j≥m0
sup
x∈Γ
pj(o, x) .
Theorem 4.5. Let L be a non-trivial finite group. Let Γ have at least cubic growth. Let
µ be a probability measure of finite entropy on L ≀ Γ whose support generates L ≀ Γ as a
semigroup and that is concentrated on
{
(δs, o) ; s ∈ L}∪{(id, x) ; x ∈ Γ}. If the projection
of µ on Γ is Liouville, then the Poisson boundary of (L ≀ Γ, µ) is LΓ endowed with the law
of Φ∞.
A rough sketch of the proof follows. Since 〈Xn〉 is Liouville, its asymptotic entropy
is 0, whence there is some t0 such that H(Xt0) < ǫt0. Lemma 4.2 converts this to a likely
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set of fewer than eǫn possibilities for S := 〈Xjt0 ; j ≤ n/t0〉. For a large ρ, replace those
Yk with |Yk| ≤ ρ by ∗, to mean “unknown”; the result has small entropy, so we again have
a set U of size < eǫn containing likely values of the replaced increments for 1 ≤ k ≤ n. In
this way, we guess the large jumps and bound the others. Knowing S and U , this leaves a
set Mi(S, U) of possible values for Xj for (i − 1)t0 < j ≤ it0, and |Mi(S, U)| ≤ t0V (ρ)t0 .
In most of these places, Φn agrees with Φ∞, and we can enumerate over all the rest.
Proof. Since H(X1) <∞ and the walk on Γ is Liouville, we have that H(Xn) = o(n).
Let ǫ > 0. Choose t0 so that H(Xt0) < ǫt0. For t0 | n, set sn := n/t0. Write
S := 〈Xjt0 ; 1 ≤ j ≤ sn〉. Applying Lemma 4.2 to the t0-step increments X−1jt0X(j+1)t0
yields a set S = Sn ⊆ Γsn with log |Sn| < ǫn and P[S ∈ Sn]→ 1.
Write
uρ(x) :=
{
x if dist(o, x) > ρ,
∗ otherwise. (4.1)
Recall that 〈Yk〉 are the increments of the random walk on Γ. Choose ρ so thatH
(
uρ(Y1)
)
<
ǫ.
Write U := 〈uρ(Yk) ; 1 ≤ k ≤ n〉. By Lemma 4.2, there is a set U = Un ⊆
(
Γ∪ {∗})n
with log |Un| < ǫn and P[U ∈ Un]→ 1. For each U ∈ Un and 0 ≤ j1 < j2 ≤ n, define the
set L(U, j1, j2) ⊂ Γ to be the set of possible values of X−1j1 Xj2 given U = U . That is, let
Zk :=
{
Yk if |Yk| > ρ,
B(o, ρ) otherwise.
Now define
L(U, j1, j2) :=
∏
j1<k≤j2
Zk := Zj1+1Zj1+2 · · ·Zj2 . (4.2)
When Γ is abelian, this is a ball and |L(U, j1, j2)| ≤ V
(
ρ(j2 − j1)
)
. More generally,
|L(U, j1, j2)| ≤ V (ρ)j2−j1 .
Given S = 〈x1, x2, . . . , xsn〉 and 1 ≤ i ≤ sn, write
Mi(S, U) :=
it0⋃
j=(i−1)t0+1
xi−1L(U, (i− 1)t0, j) ,
where x0 := o.
Let φ∞ ∈ LΓ. For t0 | n, define Qn,ǫ(φ∞) to be the set of all (φn, x) such that there
are U , S, and W satisfying
(i) U = 〈y1, . . . , yn〉 ∈ U,
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(ii) S = 〈x1, x2, . . . , xsn〉 ∈ S with xsn = x,
(iii) W ⊆ [1, sn] with |W | ≤ n3/4,
and
(iv) φn(z) =
{
φ∞(z) for z ∈
⋃
i∈[1,sn]\W Mi(S, U),
id for z /∈ ⋃i∈[1,sn]Mi(S, U).
By definition, the number of choices of U ∈ U is at most eǫn and the number of choices of
S ∈ S is at most eǫn. The number of choices ofW is at most 2nn3/4/4 = eo(n) by Lemma 4.1.
Note that |Mi(S, U)| ≤ t0V (ρ)t0 . Thus, given S and W , the number of choices of φn is at
most |L||W |t0V (ρ)t0 ≤ |L|t0V (ρ)t0n3/4 = eo(n). Therefore, |Qn,ǫ(φ∞)| < e2ǫn+o(n).
We will prove that limt0|n→∞P
[
X̂n ∈ Qn,ǫ(Φ∞)
]
= 1, which implies the theorem in
light of Corollary 2.2.
We know that U and S satisfy (i) and (ii) with high probability.
Let W :=
{
i ∈ [1, sn] ; ∃m > n Xm ∈ Mi(S,U)
}
. Write An :=
[|W | ≤ n3/4].
Thus, W satisfies (iii) on the event An. It follows from Lemma 4.4 and Lemma 4.3 that
E
[|W |] ≤ ct0V (ρ)t0n1/2 = o(n3/4), whence P(An)→ 1 as n→∞ by Markov’s inequality.
By choice of W , (iv) holds.
Theorem 4.6. Let L be a non-trivial denumerable group and Γ be a countable group. Let
µ be a probability measure of finite entropy on L ≀ Γ whose support generates L ≀ Γ as a
semigroup and that is concentrated on
{
(δs, o) ; s ∈ L}∪{(id, x) ; x ∈ Γ}. If the projection
of µ on Γ is non-Liouville, then the Poisson boundary of (L ≀Γ, µ) is LΓ endowed with the
law of Φ∞.
A rough sketch of the proof follows. Let τx := inf{n ; Xn = x}. Let ρΓ(x) :=
− logPo[τx < ∞], the negative log of the probability that the projection of the µ-walk to
Γ, started at o, ever visits x ∈ Γ. Because the walk on Γ is non-Liouville, its Avez entropy is
h ′ > 0. It is known that n−1ρΓ(Xn)→ h ′ a.s. Consider the setsW (r) := {x ∈ Γ ; ρΓ(x) ≤
r}. Given ǫ > 0, it is likely that for large n, we have Xk ∈ W := W
(
nh ′(1 + ǫ)
)
for all
k ≤ n and also that Xm /∈W for all m > n(1+3ǫ). At the same time, there is a reasonable
chance that Φ∞(Xn) 6= id. Thus, there is a reasonable chance that Φn↾W = Φ∞↾W except
at Xn+1, . . . , Xn(1+ǫ); and Φn(x) = id for all other x. Further, there are likely fewer than
n(1 + 3ǫ) lamps in W that are 6= id, and we can enumerate over them for where Xn is.
Finally, we can enumerate over the possibilities of Ŷm for n < m ≤ n(1 + 3ǫ) with a set of
size ecǫn and then deduce Φn.
Proof. Let h ′ > 0 be the Avez entropy of the projection of the µ-walk to Γ. By Proposition
6.2 of Benjamini and Peres (1994) in the symmetric case or Blache`re, Ha¨ıssinsky, and
Mathieu (2008) in general, limn→∞ n−1ρΓ(Xn) = h ′ a.s.; this result is also proved as
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Theorem 14.50 of Lyons and Peres (2016). Write W (r) := {x ∈ Γ ; ρΓ(x) ≤ r}. Let
ǫ ∈ (0, 1/3). Let W :=W (nh ′(1+ǫ)) and W ′ :=W (n(1+3ǫ)h ′(1−ǫ)). Since (1+3ǫ)(1−
ǫ)− (1 + ǫ) = ǫ(1− 3ǫ) > 0, it follows that W ′ ⊃W .
Write U := 〈Ŷm ; n < m ≤ n + 3ǫn〉. By Lemma 4.2, there is a set U ⊆
(
L ≀ Γ)⌊3ǫn⌋
with log |U| < 6ǫnH(X̂1) and P[U ∈ U]→ 1.
We wish to define a set Qn,ǫ(Φ∞) that will contain X̂n with reasonable probability
and that will have small exponential growth. We will enumerate over the increments U
and over the possible values of Xn ∈ W ∩ suppΦ∞, requiring that there are not more
than n + 3ǫn possibilities for the latter. Once we enumerate thusly, we fix the values
we guess for Φn from the ones we see, Φ∞, by correcting by the changes caused by U .
Namely, the lamp at some z ∈ W is changed at time m ∈ (n, n + 3ǫn] by multiplying
by Ψm(X
−1
m−1z), whence the total change from what it was at time n due to the changes
in U is ∏n+⌊3ǫn⌋m=n+1 Ψm(X−1m−1z). Provided that the lamps in W are not changed after time
n+ 3ǫn, we may multiply Φ∞(z) by the inverse of this product to guess Φn(z).
Thus, we proceed as follows. Let φ∞ ∈ LΓ. Define Qn,ǫ(φ∞) to be the set of all
(φn, x) such that there is U satisfying
(i) U = 〈(ψn+1, yn+1), . . . , (ψn+⌊3ǫn⌋, yn+⌊3ǫn⌋)〉 ∈ U,
(ii) |W ∩ suppφ∞| ≤ n+ 3ǫn,
(iii) x ∈W ∩ suppφ∞,
and
(iv) writing zm := x
∏m
j=n+1 yj for n ≤ m ≤ n+ ⌊3ǫn⌋ and
ψ(z) :=
n+⌊3ǫn⌋∏
m=n+1
ψm(z
−1
m−1z) ,
we have
φn(z) =
{
φ∞(z)ψ(z)−1 for z ∈W ,
id for z /∈W .
By assumption, the number of choices of U ∈ U is at most e6ǫnH(X̂1). The number of
choices of x is at most 2n. Therefore, |Qn,ǫ(φ∞)| < e6ǫnH(Ĥ1)+o(n).
We will prove that lim supn→∞P
[
X̂n ∈ Qn,ǫ(Φ∞)
]
> 0.
Clearly using U := U satisfies (i) with high probability.
Let An be the event that Xk ∈ W for all k ≤ n. Clearly limn→∞P(An) = 1. In
addition, at any time, the walk may leave its current location with the lamp not equal to
id, after 1 or 2 steps, and never return. That is, infnP[Φ∞(Xn) 6= id] > 0.
Let Dn be the event that Xm /∈ W for all m > n + 3ǫn. Since P
[∀m > n Xm /∈
W
(
mh ′(1−ǫ))]→ 1 as n→∞ andW (mh ′(1−ǫ)) ⊃W ′ ⊃W , it follows that P(Dn)→ 1.
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On the event Dn, we have that |W ∩ suppΦ∞| ≤ n+3ǫn. Also, on the event Dn, we have
that for every z ∈W ,
Φ∞(z) = Φn(z)
n+⌊3ǫn⌋∏
m=n+1
Ψm(X
−1
m−1z) ,
as desired.
Define ζn(x) := − logPo[τx ≤ n]. We remark that one may use in the proof the more
elementary fact that
lim
n→∞−n
−1ζn(Xn) = h ′
(Benjamini and Peres (1994), proof of Proposition 6.2) in place of limn→∞ n−1ρΓ(Xn) = h ′.
§5. General Generators.
Here we extend the result of Erschler (2011) from finite third moments to finite second
moments on Zd, and from d ≥ 5 to d ≥ 3. We also allow infinite lamp groups.
Theorem 5.1. Let L be a non-trivial finitely generated group and d ≥ 3. Let µ be a proba-
bility measure on L≀Zd whose support generates L≀Zd as a semigroup with ∫ |x|2 dµ(x) <∞.
Then the Poisson boundary of (L ≀ Zd, µ) is LΓ endowed with the law of Φ∞.
Note that for x ∈ Zd, its graph distance |x| to 0 is comparable to the ℓ2-norm ‖x‖ :=
〈Cov(X1)x, x〉1/2, which we define for x ∈ Rd. Write B(r) := {z ; ‖z‖ ≤ r}.
We preface the proof of Theorem 5.1 with a sketch. The case when E[X1] 6= 0 was
established by Kaimanovich (2001), so assume that E[X1] = 0. The main new difficulty
is that lamps may be changed at distances arbitrarily far from the lamplighter. Control
over this distance is given by the moment assumption. When s is large, there is a high
chance that the first n steps of the walk on the base Zd do not exit the ball B(s
√
n),
nor change any lamps outside the ball B(2s
√
n). There is a tiny, but bounded below,
chance that the walk on Zd also has the property that it never visits the ball B(4s
√
n)
after time n(1 + ǫ). In particular, there are only cnd/2 possibilities for Xn in this case.
Furthermore, in this case, the chance is very small that any lamp in B(2s
√
n) is changed
after time n(1 + ǫ). There is a set of size ecǫn that is likely to contain Ŷn+1, . . . , Ŷn(1+ǫ).
Having guessed Xn ∈ B(
√
n), seeing Φ∞↾B(s
√
n), and having changed the lamps therein
according to Ŷn+1, . . . , Ŷn(1+ǫ), we arrive at our guess of X̂n.
Lemma 5.2. Let d ≥ 3. Consider a convolution random walk 〈Xn〉 on Zd with E
[|X1|2] <
∞ and E[X1] = 0.
(i) We have lims→∞ infnP0
[∀k ≤ n ‖Xk‖ ≤ s√n] = 1.
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(ii) For every s > 0,
lim
n→∞
inf
‖x‖≥2s√n
Px
[∀m ≥ 0 ‖Xm‖ > s√n] = 1− 1
2d−2
.
Proof. Part (i) is immediate from Kolmogorov’s maximal inequality. Part (ii) follows from
Donsker’s invariance principle and the fact that if standard Brownian in Rd starts at z 6= 0,
then the probability that it ever visits the Euclidean ball of radius ‖z‖/2 is 1/2d−2.
Let rad denote radius of a set, meaning the maximum distance from o. Although we
will apply the following lemma only for Γ = Zd, we state it in general as it may find other
uses.
Lemma 5.3. Let 〈(Ψk, Yk) ; k ≥ 1〉 be the increments of a µ-walk 〈X̂n ; n ≥ 0〉 on L ≀ Γ.
Suppose that V (r)/rd is bounded above and below by positive finite constants for some
d ≥ 3 and that E[(rad suppΨ1)2] < ∞. Then for some constant cµ, we have for every
a > 0 that ∑
k≥1
P
[
rad suppΨk > a|Xk−1|
] ≤ cµa−2E[(rad suppΨ1)2] .
Proof. Let R be a random variable independent of 〈Xk〉 that has the same law as a−1 rad suppΨ1.
Then ∑
k≥1
P
[
rad suppΨk > a|Xk−1|
]
=
∑
k≥1
P
[
R > |Xk−1|
]
= E
[∑
k≥1
1[R>|Xk−1|]
]
≤ E
[
R2 + E
[ ∑
k>R2
1[R>|Xk−1|]
∣∣ R]]
≤ E
[
R2 +
∑
k>R2
V (R)ck−d/2
]
≤ E
[
R2 + cRd(R2)1−d/2
]
= cE[R2] .
Proof of Theorem 5.1. Our assumption is that E
[|X̂1|2] <∞. However, all we will use of
this moment condition is weaker, namely, that H(X̂1) <∞, that E
[|X1|2] <∞, and that
E
[
(rad suppΦ1)
2
]
<∞. These follow since |(φ, x)| ≥ max{|x|, rad suppφ}+ | suppφ|.
The case E[X1] 6= 0 was done by Kaimanovich (2001), so assume that E[X1] = 0.
Let ǫ ∈ (0, 1). Choose s so large that
inf
n
P0
[∀k ≤ n ‖Xk‖ ≤ s√n] > 1
2
+
E
[
(rad suppΦ1)
2
]
s2
;
such an s exists by Lemma 5.2. We will define random sets Qn,ǫ that are Φ∞-measurable
in order to apply Corollary 2.2.
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Abbreviate Γ := Zd.
Write U := 〈Ŷm ; n < m ≤ n + ǫn〉. By Lemma 4.2, there is a set U ⊆
(
L ≀ Γ)⌊ǫn⌋
with log |U| < 2ǫnH(X̂1) and P[U ∈ U]→ 1.
We wish to define a set Qn,ǫ(Φ∞) that will contain X̂n with reasonable probability
and that will have small exponential growth. We will enumerate over the increments U
and over the possible values of Xn ∈ B(s
√
n). Once we enumerate thusly, we fix the values
we guess for Φn from the ones we see, Φ∞, by correcting by the changes caused by U .
Namely, the lamp at some z ∈ B(2s√n) is changed at time m ∈ (n, n+ ǫn] by multiplying
by Ψm(z−Xm−1), whence the total change from what it was at time n due to the changes
in U is ∏n+⌊ǫn⌋m=n+1Ψm(z − Xm−1). Provided that the lamps in B(2s√n) are not changed
after time n+ ǫn, we may multiply Φ∞(z) by the inverse of this product to guess Φn(z).
Thus, we proceed as follows. Let φ∞ ∈ LΓ. Define Qn,ǫ(φ∞) to be the set of all
(φn, x) such that there is some U = 〈(ψn+1, yn+1), . . . , (ψn+⌊ǫn⌋, yn+⌊ǫn⌋)〉 ∈ U and some
x ∈ B(s√n), such that, writing zm := x+
∑m
j=n+1 yj for n ≤ m ≤ n+ ǫn and
ψ(z) :=
n+⌊ǫn⌋∏
m=n+1
ψm(z − zm−1) ,
we have
φn(z) =
{
φ∞(z)ψ(z)−1 for z ∈ B(2s
√
n),
id for z /∈ B(2s√n).
By assumption, the number of choices of U ∈ U is at most e2ǫnH(X̂1). The number of
choices of x is at most cnd/2. Therefore, |Qn,ǫ(φ∞)| < e2ǫnH(X̂1)+o(n).
We will prove that lim supn→∞P
[
X̂n ∈ Qn,ǫ(Φ∞)
]
> 0.
Let An be the event that |Xk| ≤ s
√
n for all k ≤ n. Let Cn be the event that
radΨk > s
√
n for some k ≤ n. Then P(Cn) ≤ E
[
(rad suppΦ1)
2
]
/s2 by Chebyshev’s
inequality and a union bound. Let Dn be the event that Φn(y) = id for all y /∈ B(2s
√
n).
Then An \Dn ⊆ Cn, whence P(An ∩Dn) ≥ P(An)−P(Cn) > 1/2 by choice of s.
Let En be the event that ‖Xn+⌊ǫn⌋ −Xn‖ > 5s
√
n. Then lim infn→∞P(En) > 0 and
En is independent of An ∩Dn; on the event An ∩Dn ∩ En, we have ‖Xn+⌊ǫn⌋‖ > 4s
√
n.
Let Fn be the event that for all m > n + ǫn, we have ‖Xm‖ > 2s
√
n. By Lemma 5.2,
limn→∞P(Fn | AnDnEn) = 1− 1/2d−2.
Let Gn be the event that at no time after n + ⌊ǫn⌋ does the walk change a lamp in
B(2s
√
n). Then AnDnEnFn \Gn is contained in the event that for some m > n+ ǫn, we
have rad suppΨm > ‖Xm−1‖/2, which by the Borel-Cantelli Lemma and Lemma 5.3, has
probability tending to 0 as n→∞. Therefore, lim infn→∞P(AnDnEnFnGn) > 0.
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On the event AnDnEnFnGn, we have that for every z ∈ B(2s
√
n),
Φ∞(z) = Φn(z)
n+⌊ǫn⌋∏
m=n+1
Ψm(z −Xm−1) ,
as desired.
Recall that our proof of Theorem 5.1 did not use the full strength of the hypothesis
E
[|X̂1|2] <∞, but only the weaker hypotheses that H(X̂1) <∞, that E[|X1|2] <∞, and
that E
[
(rad suppΦ1)
2
]
< ∞. This last assumption cannot be weakened to finiteness of a
smaller moment, even if 〈Xn〉 is simple random walk on Z3 and L = Z2. Indeed, suppose
that X̂1 has the following distribution: With probability 1/2, Ψ1 = 0 and X1 is a step
of simple random walk on Z3, while for each n ≥ 1, with probability c0/n3, Ψ1 = 1B(n)
and X1 = 0, where c0 = 1/(2ζ(3)) is a normalizing constant. We still have H(X̂1) < ∞,
while E
[
(rad suppΦ1)
a
]
< ∞ iff a < 2. We claim that while Φ∞ does not exist a.s. for
this walk, the Poisson boundary is nontrivial. To see this, condition on the walk in the
base, 〈Xn〉. If Xn = Xn+1, then the chance that at time n + 1 the lamp changes at
the origin is of order 1/
(
1 + ‖Xn‖2
)
, independently of all other steps of the walk. Now∑
n
(
1 + ‖Xn‖2
)−1
= ∞ a.s. by the Law of the Iterated Logarithm, whence the Borel-
Cantelli Lemma yields infinitely many changes of the lamp at the origin a.s. On the other
hand, the difference between the lamp at the origin and the lamp at (1, 0, 0) changes only
finitely many times a.s., again by the Borel-Cantelli Lemma, since if Xn = Xn+1, then the
chance that at time n+1 this difference changes is of order 1/
(
1+ ‖Xn‖3
)
, independently
of all other steps of the walk, and
∑
n
(
1 + ‖Xn‖3
)−1
< ∞ a.s. by Dvoretzky and Erdo¨s
(1951). Therefore, the Poisson boundary is nontrivial. This example is adapted from one
in Kaimanovich (1983). On the other hand, if µ has a finite first moment and projects to
a transient random walk on Zd, then a limiting lamp configuration exists; see Lemma 1.1
of Erschler (2011).
§6. Metabelian Groups.
As Erschler (2011) noted, free metabelian groups are sufficiently similar to lamplighter
groups on Zd that similar results on their Poisson boundaries carry over. A group F is
metabelian if F ′′ is trivial, where prime indicates commutator subgroup. Those of the
form Fd/F
′′
d are called free metabelian groups , where Fd is the free group on d generators.
More generally, consider groups of the form Fd/H
′, where H is a normal subgroup of Fd.
As explained by Erschler (2004b), with more details given by Vershik and Dobrynin (2005),
the groups Fd/H
′ are isomorphic to groups of finite configurations on Γ := Fd/H as follows.
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Let G be the right Cayley graph of Fd/H corresponding to the free generators of Fd.
Orient each edge of G so as to form the group C1(G) = C1(G,Z) of 1-chains. For each
x ∈ Γ, fix a finite path 〈e1, . . . , ek〉 of edges from o ∈ Γ to x. To this path associate the
1-chain θx :=
∑k
j=1±ej , where we choose the plus sign iff ej is oriented in the direction
from o to x along the path. For simplicity, we choose θo := 0. Let Z1(G) denote the space
of cycles in C1(G). (As there are no 2-cells, this is the same as H1(G,Z).) Note that H
is the fundamental group of G, and its abelianization, H/H ′, is canonically isomorphic
to Z1(G), meaning that the homomorphism ϕ:Fd → C1(G) defined by ϕ(a) := θaH for
generators a of Fd has kernel H
′ and ϕ(H) = Z1(G). Now Γ acts on G by translation from
the left, and so also acts on C1(G), which we denote by (x, f) 7→ Txf . Define Γ˜ to be the
subset {θx+ f ; x ∈ Γ, f ∈ Z1(G)} ⊂ C1(G); this set is clearly independent of the choices
of the chains θx. In addition, the map θx + f 7→ x from Γ˜ → Γ is well defined. Define a
multiplication on Γ˜ by
(θx + f)(θy + g) := θx + Txθy + f + Txg .
Then Γ˜ is closed under this multiplication because θx+Txθy corresponds to a path from o
to xy. It is easy to check that Γ˜ is a group with identity element 0. Indeed, Γ˜ is canonically
isomorphic to Fd/H
′ via the homomorphism ϕ defined above.
A random walk 〈θXn + Φn〉 on Γ˜ yields a.s. an edgewise limiting configuration in the
space of cochains, C1(G), under weak conditions: As Erschler (2011) proved, it suffices
that the walk on Γ˜ has finite first moment and projects to a transient random walk on Γ.
Under similar conditions as our previous theorems and with similar proofs, the subset of
possible limits, together with harmonic measures, is the Poisson boundary. For example,
if Γ = Fd/H has at least cubic growth, then this holds for every finitely supported walk on
Γ˜. In the case of free metabelian groups with d ≥ 3, it holds for every walk having finite
second moment. Erschler (2011) had proved this for free metabelian groups with d ≥ 5
and µ having finite third moment.
Acknowledgements. We thank Anna Erschler for explaining her proof to us and Ori
Gurel-Gurevich for helpful discussions.
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