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1
(Uncertain MDPs) ,
, (value function) .
([7]) , (DeRobertis&Hartigan[1]) ,
, MDPs . , $P=(p_{ij})$
, $[\underline{\lambda}_{\iota g}.\overline{\lambda}_{ij}]$ .
, $\underline{\lambda}_{ij}$ $\overline{\lambda}_{ij}$ ,
Newton-Raphson . ,
.
MDPs , (Markov set-chain) .
“Controlled Markov set-chain model” , Kurano
et al[8, 9] .
2
$\{S, A, Q,r\}$
4 . $s:=\{1.2, \ldots, n\}$ , $A:=\{a_{1},a_{2}, \ldots,a_{k}\}$ .
:
(2.1)
$P(s);= \{p=(p_{1},p_{2}, \ldots,p_{n})\in \mathbb{R}_{+}^{n}|\sum_{i\in S}p_{i}=1\}$ ,
(2.2)
$P(s|s):= \{q=(q_{i_{J}}:i,j\in S)\in \mathbb{R}_{+}^{n\cross n}|\sum_{j\in S}q_{ij}=1(i\in S)\}$,
(2.3) $P(S|S\cross A)$ $:=\{Q=(q_{ij}(a) : i,j\in s_{a}\in A)\in \mathbb{R}_{+}^{knXn}|q_{i}(a)\in P(s)(i\in s_{a}\in A)\}$.
, $\mathbb{R}_{+}^{n},$ $\mathbb{R}_{+}^{m\cross n}$ , $n$ $(rr|, n)$ . $Q=$
$(q_{i_{J}}(a))\in P(S|S\cross A)$ , $r=(r(i, a))\in B+(S\cross A)$ . , $B+(D)$ $D$
. , $Q=(q_{zj}(a))(i,j\in S, a\in A)$
(Uncertain MDPs) . ,
(cf. [2, 5, 6, 11]) (cf. [5, 12, 17]) . ,
, .
, MDPs , (deterministic) (stationary)
. , , deterministic stationary
policy $P=(p_{ij})$ .
$S$ $A$ $f$ $F$ . $f\in F$ , $\beta(0<\beta<1)$
$\phi(f|Q)\in \mathbb{R}_{+}^{n}$ $Q\in P(S|S\cross A)$ :
(2.4) $\phi(f.|Q)=\sum_{t=0}^{\infty}(\beta Q(f))^{t}r(f)$ ,
, $r(f)=(r(1, f(1)), r(2, f(2)), \ldots,r(n, f(n)))’\in \mathbb{R}_{+}^{n},$ $Q(f)=(q_{ij}(f(i)))\in P(S|S)$ .
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MDPs , . , ,
$\{p_{\iota}\}_{i\in S}$ .
$P_{n}:=P(S)= \{p=(p_{1)}p_{2}, \ldots, p_{\gamma},)|p_{i}\geq 0, \sum_{\iota=1}^{n}p_{i}=1\}$ $\langle$ . $\mathbb{R}^{n}$ $\mathcal{B}$
. $\mathcal{B}$ 2 $L,$ $U$ $A\in \mathcal{B}$ $L(A)\leqq U(A)$ , $L\leqq B$
. $L\leqq U$ 2 , $[L, U]$ .
, $P_{r\iota}$ $L(\cdot)$ , $U$ , $U(\cdot)=kL(\cdot)$ $L$ $k(k\geqq 1)$
(proportional measure) , , , $[L, kL]=[dp, kdp]$
.
$\hat{\sigma}$ , $i$ $\sigma_{i}$ . ,
$\sigma=(\sigma_{1},$ $\sigma_{2},$ $\ldots$ , $\sigma$ $\hat{\sigma}=\sum_{k=1}^{r\iota}\sigma_{k}$ . $i$ $p_{i}$
, $\sigma$ $p=(p_{1},p_{2\cdots)}p_{n})$
(2.5) $f( \sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}|p)=\frac{(\sigma_{1}+\cdot.\cdot.\cdot.+\sigma_{n})!}{\sigma_{1}!\sigma_{r\iota}!}p_{1}^{\sigma_{1}}p_{2}^{\sigma_{2}}\cdots p_{n}^{\sigma_{n}}$
.
, DeRobertis/Hartigan[1] $[L, kL]$ ,
$[L_{\sigma}, U_{\sigma}]:=[L_{\sigma}, kL_{\sigma}]$ , $p_{i}$ $[\underline{\lambda}_{i}, \overline{\lambda}_{i}]$
( $[\underline{\lambda},$ $\overline{\lambda}]$ ) , $Q\in[L_{\sigma}, kL_{\sigma}]$ $p_{i}$
:
(2.6) $\{\frac{\int_{P_{n}}p_{i}Q(dp)}{\int_{P_{n}}Q(dp)}L_{\sigma}\leqq Q\leqq U_{\sigma}\}$
, $[\underline{\lambda},$ $\overline{\lambda}]$ .
(2.7) $U_{\sigma}(p_{i}-\underline{\lambda})^{-}+T_{J}\sigma(p_{i}-\underline{\lambda})^{+}=0$
(2.8) $U_{\sigma}(p_{i}-\overline{\lambda})^{+}+L_{\sigma}(p_{i}-\overline{\lambda})^{-}=0$
, $x^{+}= \max\{0, x\},$ $x^{-}=x-x^{+}= \min\{0,$ $x\}$ . , $U_{\sigma}=kL_{\sigma}$
( ) , (2.7),(2.8)
:
(2.9) (lower bound $\underline{\lambda}$ ):
$k \int_{0\leq p_{i}\leq\lambda,p}\cdots\int_{\in P_{n}}(p_{i}-\lambda)p_{1}^{\sigma_{1}}\cdots p_{n}^{\sigma_{n}}dp+\int_{\lambda\leq p_{l}\leq 1p}\cdot\cdot,\cdot\int_{\in P_{n}}(p_{i}-\lambda)p_{1}^{\sigma_{1}}\cdots p_{n}^{\sigma_{n}}dp=0$
(2.10) (upper bound $\overline{\lambda}$):
$k \int_{\lambda\leq p\leq 1p}\cdot\cdot,\cdot\int_{\in P_{n}}(p_{i}-\lambda)p_{1}^{\sigma_{1}}\cdots p_{n}^{\sigma_{n}}dp+\int_{0\leq p_{2}\leq\lambda,p}\cdot\int_{\in P_{n}}(p_{i}-\lambda)p_{1}^{\sigma_{1}}\cdots p_{n}^{\sigma_{n}}dp=0$
$\Gamma(.r_{\ovalbox{\tt\small REJECT}})(x\cdot>0)$ , $B(x, y)(x, y>0)$ , $B(x, y|\lambda)(:r_{\ovalbox{\tt\small REJECT}},$ $y>0,0\leqq$
$\lambda\leqq 1)$ :
$\Gamma(J_{\ovalbox{\tt\small REJECT}}^{\cdot})=\int_{0}^{\infty}t^{x-1}c^{-t}dt(x>0)$
: $B(x, y)= \int_{0}^{1}t^{x-1}(1-t)^{y-1}dt$ $(x, y>0)$
: $B(x, y| \lambda)=\int_{0}^{\lambda}t^{x-1}(1-t)^{y-1}dt$ $(x, y>0,0\leqq\lambda\leqq 1)$
, $D(\nu_{1}, \nu_{2}, \ldots, \nu_{k};\nu_{k+1})$ $D(\nu_{1}, \nu_{2}, \ldots, \nu_{k};\nu_{k+1}|\lambda)$ $(k\geqq 1,0\leqq\lambda\leqq 1)$
.
$D(\nu_{1}, \nu_{2}, \ldots.\nu_{k};\nu_{k+1})$
$;= \int\cdots\int_{S_{k}}x_{1}^{\nu_{1}-1}x_{2}^{\nu_{2}-1}\cdots x_{k}^{\nu_{k}-1}(1-x_{1}-x_{2}-\cdots-x_{k})^{\nu_{k}+1^{-1}}dx_{1}dx_{2}\cdots dx_{k}$
$D(\nu_{1}, \ldots, \nu_{k};\nu_{k+1}|\lambda)$
$:= \int\cdots\int_{S_{k}\cap\{0\leqq x_{1}\leq\lambda\}}x_{1}^{\nu_{1}-1}\cdots x_{k}^{\nu_{k}-1}(1-x_{1}-\cdots-x_{n})^{\nu_{k+1}-1}dx_{1}\cdots dx_{k}$
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, $S_{k}:= \{(x_{1}, \ldots, x_{k}):x_{\iota}\geqq 0, i=1, \ldots.k, \sum_{l=1}^{k}x_{i}\leqq 1\}$ .
,
(2.11) $D(\nu_{1}. \nu_{2}, \ldots, \nu_{k};\nu_{k+1})=B(\nu_{1}, \nu_{2}+\cdots+\nu_{k+1})D(\nu_{2}. \nu_{3}, \ldots, \nu_{k};\nu_{k+1})$
(2.12) $D(\nu_{1}. \nu_{2)}\ldots, \nu_{k};\nu_{k+1}|\lambda)=B(\nu_{1}, \nu_{2}+ +\nu_{k+1}|\lambda)D(\nu_{2}, \nu_{3}, \ldots, \nu_{k};\nu_{k+1})$
, , (2.9) (2.10) $\lambda$
.
(213) $K(s, t, \lambda):=(\frac{s}{s+t}-\lambda)B(s, t)+(k-1)(B(s+1, t|\lambda)-\lambda B(s, t|\lambda))=0$
(214) $G( \backslash \cdot, t, \lambda):\cong k(\frac{s}{\backslash \cdot+t}-\lambda)B(s, f)-(k-1)(B(s+1, t|\lambda)-\lambda B(s, t|\lambda))=0$
. , $\hat{\sigma}=\sum_{i=1}^{n}\sigma_{i},$ $s=\sigma_{1}+1,$ $t=\hat{\sigma}-\sigma_{1}+n-1$ . (213) (214) ,
$(\hat{\sigma}+n)$ $(s+t=\hat{\sigma}+n)$ . :
Theorem 2.1. $p=(p_{1},p_{2}, \ldots, p_{n})$ , $p_{i}$ $[\underline{\lambda},\overline{\lambda}]$
.
(215) $K(.\backslash \cdot. t, \underline{\lambda}):=B(\iota\backslash +1, t)-\underline{\lambda}B(s, t)+(k-1)(B(s+1, t.\underline{\lambda})-\underline{\lambda}B(s, t, \underline{\lambda}))=0$
(216) $G(s. l, \overline{\lambda}):=k(B(s+1, t)-\overline{\lambda}B(s_{:}t))-(k-1)(B(s+1, t, \overline{\lambda})-\overline{\lambda}B(s. t, \overline{\lambda}))=0$
, $s=\sigma_{i}+1,$ $t=\hat{\sigma}-\sigma_{i}+n-1$ .
$K(s, t, \lambda),$ $G(s, t, \lambda)$ , $\lambda$ , $K(s, l, \lambda)$ , $G(s, t, \lambda)$
, $K,$ $G$ $[0,1]$ 1 .
3 $K(s, t, \lambda)=0$ $G(s, t, \lambda)=0$
(2.15) (2.16) $(\hat{\sigma}+r\iota)$ . , $K,$ $G$
Newton-Raphson . , $\phi$
(Fractional programming problem) .
, $K(s, t, \lambda)=0$ $\underline{\lambda}$ . $G(s, t, \lambda)=0$ $\overline{\lambda}$
.
Proposition 3.1. $K(s, t. \lambda)$ :. $K( \backslash \cdot, t. 0)=B(s+1, t)=\frac{s}{s+t}B(s, t)>0,$ $K(s, t, 1)=k(B(s+1, t)-B(s, t))=- \frac{kt}{s+t}B(s, t)<0$. $K’(s, t, \lambda)=-B(s, t)-(k-1)B(s, t|\lambda)<0$ ,. $K”(s, t, \lambda)=-(k-1)\lambda^{s-1}(1-\lambda)^{t-1}<0$
, $K(s, t, \lambda)<0$ $\lambda(0<\lambda<1)$ Newton-Raphson
(Algorithm A) .
Algorithm $A$ :
Step 1. Set $n:=0$ and specify $\epsilon>0$ . Select $\lambda(0<\lambda<1)$ such that $K(s, t, \lambda)<0$ . Set $x_{n};=\lambda$ .
2. Let $W( \backslash \backslash \cdot, t, .r_{n}):=\frac{A’(s,t,x_{n})}{K’(s,t.x_{n})}$ . Compute $x_{n+1}:=x_{n}-W(\backslash \cdot, t, a_{n})$ .
3. If $|x_{n+1}-x_{n}|<\epsilon$ , set $\underline{\lambda}_{i};=x_{n+1}$ and stop. Otherwise increase $n$ by 1 and go back to Step 2.
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, $W(s, t, x_{n})= \frac{K(s,t,x_{n})}{K(s,t,x_{n})}$
(3.1) $W(s, t, x_{n}):=- \frac{(\frac{s}{s+t}-x_{n})B(s,t)+(k-1)(\frac{s}{s+t(k}-x_{n})B(s,t,x_{n})-\frac{k-1}{s+t}x_{n}^{s}(1-x_{n})^{t}}{B(s,t)+-1)B(s,t,x_{n})}$
, $B(s, t)$ $B(s, t, x_{n})$ , .
, Nerwton-Raphson $x_{n+1}=x_{n}- \frac{f(x_{n})}{f(x_{n})}$ , $\phi(x)=x-\frac{f(x)}{f’(x)}$
$f’(\alpha)\neq 0$ $\alpha$ , $f(\alpha)=0$ $\phi(\alpha)=\alpha$ . , $K$
:
Proposition 3.2.









Proposition 3.3. $\phi(\lambda)=K’(s+1, t, \lambda)/K’(s, t, \lambda)$ , .
(i) $\phi(0)=\phi(1)=B(s+1, t)B(s, t)$
(ii) $\phi’(\lambda)=0$ $\lambda$ $|$ $\lambda=0_{7}1$ $\phi(\alpha)=\alpha$ $\alpha$ , , $\alpha$ $K(s, t, \lambda)=0$
.
(iii) $\phi(\lambda)$ $0<\lambda<\alpha$ 2 $\alpha<\lambda<1$ .
Theorem 3.1. . (i) $K(s.t, \alpha)=0$ (ii) $\phi(\alpha)=\alpha$
$y=\phi(x)$ ( 31) , Newton-Raphson
$x_{1}$ $[0,1]$ . , $\underline{\lambda}<x_{n}\Rightarrow\underline{\lambda}<x_{n+1}=\phi(x_{n})<x_{n}$
$\{x_{n}\}$ $n=2$ $\phi(\lambda)$ $\underline{\lambda}$ .
Figure 3.1: $y=\phi(x),$ $y=x,$ $y=B(s+1,$ $t)$
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$\phi(\lambda)$ $\phi(\underline{\lambda})=\underline{\lambda}$ , $K(s, t, \lambda)$ ( 3.2) (fractional
programming problem) (parametric problem)
.
Fractional programming problem: (P) $\min_{\lambda\in[0,1]}\frac{K’(,\backslash \cdot+1,t.\lambda)}{A(s,t.\lambda)}$ ,
Parametric problem: $(P_{q})$ $F^{\urcorner}(q)= \min_{\lambda\in[0,1|}(K’(s+1, t, \lambda)-qK’(s, L. \lambda))$ ,
Proposition 3.4.
(i) $\phi(\underline{\lambda})=\min_{\lambda\in|0,1]}\frac{A’’(,s+1,t.\lambda)}{A(s,t,\lambda)}=\frac{K’(s+1.f,\underline{\lambda})}{1i’’(s,t,\underline{\lambda})}=\underline{\lambda}$
(ii) $F(p)$ , .
(iii) $\underline{\lambda}$ $|$ $F(p)=0$ $p\in[0,1]$ .
34 , $K(s, t, \lambda)=0$ (P), $(P_{q})$
:
Corollary 3.1. $F(\underline{\lambda})=K’(0+1, b, \underline{\lambda})-\underline{\lambda}K’(a, b, \underline{\lambda})=-K(0, b, \underline{\lambda})=0$
, $G(s, t, \lambda)=0$ $\overline{\lambda}$
. ,
(3.7) $\psi(\lambda):=\frac{G’(s+1,t,\lambda)}{G(s,t,\lambda)}=\frac{kB(s+1,t)-(k-1)B(s+1,t,\lambda)}{kB(s,t)-(k-1)B(s,t,\lambda)}$
, $\psi(\overline{\lambda})=\psi’(\overline{\lambda})=\overline{\lambda}$ , $\psi(\lambda)$ $\psi(0)=\psi(1)=\frac{ks}{s+\ell}B(s, t)>0,0<\lambda<\overline{\lambda}$
, $\overline{\lambda}<\lambda<1$ . $y=\psi(x)$ 32 .
Figure 3.2: $y=\psi(x))y=x,$ $y=kB(s+1,$ $t)$
, $\underline{\lambda},$ $\overline{\lambda}$ (Algorithm B) .
Algorithm $B$ :
Step 1. Set $m:=0,$ $n:=0$ and specify $\epsilon>0$ . Select $0<x,$ $y<1$ such that $K(s, t, x)<0$ and $G(s, t, y)>0$ .
Set $x_{m}:=x.y_{n}:=y$ .
2(a). Compute $x_{m+1}:=\phi(x_{m})$ .
2(b). If $|x_{n+1}-x_{m}|<\epsilon$ , set $\underline{\lambda}:=x_{m+1}$ and go to Step 3(a). Otherwise increase $m$ by 1 and go back
to Step 2(a).
3(a). Compute $y_{n+1}:=\psi(y_{n})$ .
3(b). If $|y_{\tau\iota+1}-y_{n}|<\epsilon$, set $\overline{\lambda}:=y_{n+1}$ and stop. Otherwise increase $n$ by 1 and go back to Step 3(a).
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4
Algorithm $B$ , , $s=4,$ $t=5_{7}k=2$ , $x_{1}=1,$ $x_{n\iota+1}=\phi(x_{rn})_{:}y_{1}=0,$ $y_{n+1}=$
$\psi(y_{7l})$ , $\{J_{7l}\ovalbox{\tt\small REJECT}\cdot\}=\{1.$ , 0.444444, 0.401901. 0.400395, 0.400394, 0.400394, . . . $\}$ ,
$\{y_{n}\}=\{0.,$ $0.444444$ , 0.487562, 0.48911. 0.489112, 0.489112, . . . $\}$ . , $n=3$ ,
$\hat{\sigma}=10$ , $k=2$ $s$ $t$ ( 41,
$s=\sigma_{i}+1,$ $t=\hat{\sigma}+n-s$ ):
41 , MDPs
. $s$ $t$ $|$ , $1\leqq s\leqq\hat{\sigma}+1,$ $n-1\leqq t\leqq\hat{\sigma}+n-1$ . $n=3,$ $k=2,\hat{\sigma}\leqq 10$
, $s,$ $t$ AlgorithmB $\underline{\lambda},\overline{\lambda}$
42 43 . , $k=1.5$ $k=5$ 0.5
44 45 $\langle$ . MDPs ,
[7] .
$\frac{Tab1e4.2:Lowerboundforestimatedinverva1(n=3,k=2,\hat{\sigma}\leqq 10)}{t=2t=3t=4t=5t=6t=7t=8t=9t=10t=11t=12}$$\overline{s=1}$0.2680.1980.1580.1310.1120.0970.0870.0780.0710.0650.060$s=2$ 0.435 0.344 0.284 0.242 0.211 0.187 0.168 0.153 0.140 0.129 0.119
$s=3$ 0.542 0.446 0.379 0.330 0.292 0.262 0.238 0.218 0.201 0.186 0.173
$s=4$ 0.615 0.521 0.453 0.400 0.359 0.325 0.297 0.274 0.254 0.237 0.222
$s=5$ 0.668 0.579 0.511 0.458 0.414 0.379 0.349 0.323 0.301 0.282 0.265
$s=6$ 0.708 0.624 0.558 0.505 0.461 0424 0.393 0.366 0.343 0.322 0.304
$s=7$ 0.740 0.660 0.597 0.545 0.501 0.464 0.432 0.404 0.380 0.358 0.339
$s=8$ 0.765 0.690 0.629 0.579 0.535 0.498 0.466 0.438 0.413 0.390 0.370
$s=9$ 0.786 0.716 0.657 0.608 0.565 0.529 0.496 0.468 0.443 0.420 0.399
$s=10$ 0.804 0.737 0.681 0.633 0.592 0.556 0.524 0.495 0.470 0.447 0.426
$s=11$ 0.818 0.755 0.702 0.656 0.615 0.580 0.548 0.520 0.494 0.471 0.450
$\frac\frac{t=2t=3t=4t=5t=6t=7t=8t=9t=10t=11t=12Tab.1e4.3:Upperboundforestimat.edinver.va1(n=3,k=2,.\hat{\sigma}\leqq 10)}{s=10.40403070.2480.2080.179015701400.12601150.1050.097}$
$s=2$ 0.565 0.458 0.385 0.332 0.292 0.260 0.235 0.214 0.196 0.182 0.169
$s=3$ 0.656 0.554 0.479 0.421 0.376 0.340 0.310 0.284 0.263 0.245 0.229
$s=4$ 0.716 0.621 0.547 0.489 0.442 0403 0.371 0.343 0.319 0.298 0.280
$s=5$ 0.758 0.670 0.600 0.542 0.495 0.455 0.421 0392 0.367 0.344 0.325
$s=6$ 0.789 0.708 0.641 0.586 0.539 0.499 0.465 0.435 0.408 0.385 0.364
$s=7$ 0.813 0.738 0.675 0.621 0.576 0.536 0.502 0.471 0.444 0.420 0.399
$s=8$ 0.832 0.762 0.703 0.651 0607 0.568 0.534 0.504 0.476 0.452 0.430
$s=9$ 0.847 0.782 0.726 0.677 0.634 0.596 0.562 0.532 0.505 0.480 0.458
$s=10$ 0.860 0.799 0.746 0699 0.657 0.620 0.587 0.557 0.530 0.506 0.484
$s=11$ 0.871 0.814 0.763 0.718 0.678 0.642 0.610 0.580 0.553 0.529 0.507
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$\frac{T\cdot able4.4:Examplesofposteriorinterva1sfork:(1)}{\lambda\cdot=1.5\lambda^{\wedge}=2k=2.5k=3}$
$s=1,$ $t=12$ $[$0.066,0.0881$[00.060,0.0971$ [0.055,0104] [0.051,0.110]
$\backslash \backslash \cdot=2,$ $t=11$ [0.139,0.170] [0.129,0.182] [0.121,0.191] [0.115,0.199]
$s=3,$ $\ell=10$ [0.213,0249] [0.201,0.263] [0.191,0.274] [0.184,0.283]
$s=4$ . $t=9$ [0.288,0.328] [0.274,0.343] [0.264,0.354] [0.255,0.364]
$s=5$ . $t=8$ [0.363,0.406] [0.349,0.421] [0.337,0.433] [0.328,0.443]
$s=6$ . $t=7$ [0.440,0484] [0.424,0.499] [0.413,0.511] [0.403,0.521]
$s=7,$ $t=6$ [0.516,0.560] [0.501,0.576] [0.489,0.587] [0.479,0.597]
$s=8$ . $t=5$ [0.594,0.637] [0.579,0.651] [0.567,0.663] [0.557,0.672]
$s=9$ . $t=4$ [0.672,0.712] [0.657,0.726] [0.646,0.736] [0.636,0.745]
$s=10,$ $t=3$ [0.751,0.787] [0.737,0.799] [0.726,0.809] [0.717,0.816]
$s=11$ . $t=2$ [0.830,0.861] [0.818,0.871] [0.809,0.879] [0.801,0.885]
$\frac{Table4.5:Examplesofposteriorinterva1sfork:(2)}{k=3.5k=4k=4.5k=5}$
$s\cdot=1,$ $t=12$ [0.048,0.116]$[0480.045,0.120]$6]0450 ][0.043,0125] [0.041,0128]
$s=2,$ $t=11$ [0.111,0.206] [0.106,0.212] $[$0.103,0.217$]$ $[$0.100,0.221]
$s=3,$ $t=10$ [0.178,0.290] [0.173,0.297] [0.168,0.303] [0.164,0.308]
$s=4$ . $t=9$ [0.248,0.372] [0.242,0.379] [0.237,0.385] [0.233,0.391]
$s=5,$ $t=8$ [0.321,0.451] [0.314,0.459] [0.309,0.465] [0.304,0.470]
$s=6_{:}t=7$ $[$0.395,0.529] [0.388,0.536] $[$0.382,0.542] [0.377,0.548]
$s=7,$ $t=6$ [0.471,0.605] [0.464,0.612] [0.458,0.618] [0.452,0.623]
$\backslash \cdot=8$ . $t=5$ [0.549,0.679] $[$0.541,0.686] $[$0.535,0.691] $[$0.530,0.696$]$
$s=9$ . $t=4$ [0.628,0.752] [0.621,0.758] [0.615.0.763] [0.609,0.767]
$s=10$ . $t=3$ [0.710,0.822] [0.703,0.827] [0.697,0.832] [0.692,0.836]
$s=11,$ $t=2$ [0.794,0.889] [0.788,0.894] [0.783,0.897] [0.779,0.900]
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