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ABSTRACT
Visual relationship detection, as a challenging task used to find
and distinguish the interactions between object pairs in one image,
has received much attention recently. In this work, we propose a
novel visual relationship detection framework by deeply mining
and utilizing relative location of object-pair in every stage of the
procedure. In both the stages, relative location information of each
object-pair is abstracted and encoded as auxiliary feature to im-
prove the distinguishing capability of object-pairs proposing and
predicate recognition, respectively; Moreover, one Gated Graph
Neural Network(GGNN) is introduced to mine and measure the
relevance of predicates using relative location. With the location-
based GGNN, those non-exclusive predicates with similar spatial
position can be clustered firstly and then be smoothed with close
classification scores, thus the accuracy of top n recall can be in-
creased further. Experiments on two widely used datasets VRD and
VG show that, with the deeply mining and exploiting of relative lo-
cation information, our proposed model significantly outperforms
the current state-of-the-art.
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• Computing methodologies → Computer vision tasks; Se-
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1 INTRODUCTION
Thanks to the developing of deep learning, many deep models
have achieved pretty good performances in detection[28, 29] and
classification[15, 34], even outperform human level. However, one
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Figure 1: The illustration of our proposed framework and
motivation. In the proposing stage (top row), with relative
location information, some object-pairs without any spa-
tial connection or with far relative distance, such as the
pair of person (green box)-shirts (purple box), can be as-
signed with a low score and then filtered out effectively. In
the predicate recognition stage (bottom row), one location-
based GGNN is introduced to model relevances among pred-
icates using relative location based similarity measuring.
With this GGNN, some ambiguous and non-exclusive predi-
cates, such as stand-on, can be smoothed and assigned prox-
imity scores corresponding to ground-truth label, and thus
the accuracy of topn recall (red dotted box) can be increased.
of the further goals in computer vision is image understanding: not
only recognize objects but also catch the deep semantic informa-
tion in one image. Generally, visual relationships can be expressed
as triplets ⟨sub − pred − ob⟩ briefly, where sub, pred and ob mean
subject , predicate and object respectively. Based on object detec-
tion, visual relationship detection attempts to distinguish the inter-
actions predicates between object-pairs. It plays an essential role
in a wide range of higher level image understanding tasks, such
as paragraph generation[1], image captioning[7, 23], scene graph
generation[36] and visual question answering[9, 35]. Thus, visual
relationship detection has received increasing attention recently.
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Visual relationship detection can be divided into two stages,
including object-pairs proposing stage and predicate recognition
stage. Traditional methods[22, 42] follow the simple framework:
given N detection objects, N 2 object-pairs are proposed in object-
pairs proposing stage. The main problem is that the performance
of relationship models is heavily dependent on N . With the in-
creasing of N , the combination number will grow exponentially.
To avoid the problems of combinatorial explosion, one effective
proposing method is to select M (M ≪ N 2) reasonable object-
pairs for the following predicate recognition. However, this kind
of object-pairs proposing scheme faces one big challenge: how to
selectM reasonable object-pairs from N 2 possible combinations?
Some works[16, 40] attempt to reserve specific object-pairs propos-
als based on the objectiveness scores from detection model. But
there is a large gap between the higher objectiveness scores and
the more meaningful object-pairs, which deteriorates performances
inevitably in this proposing scheme.
In the predicate recognition stage, one main challenge is that,
many predicates are ambiguous and non-exclusive, which makes
it hard to produce the most matching predictions in relationship
detection task. For example, the predicates of "beside" and "near",
belong to different categories but with similar meaning. Another
sample is "stand on" and "on", as shown in Figure 1, one can say the
person is standing on the grass, thus the predicate "stand on" is also
an acceptable prediction compared to the ground-truth "on". Thus,
those non-exclusive predicates with similar spatial position should
be clustered and be smoothed with close classification scores, so
that several ambiguous but reasonable predictions can be produced
in the inference stage.
Considering the fact that, most visual relationships are semantic
concepts defined by human beings, there are much human knowl-
edge, or priors, hidden in them, which has not been fully exploited
by existing methods. One important type of hidden knowledge is
the relative location information of ⟨sub − ob⟩ in one object-pair. In
fact, many semantic relationships between object-pair are defined
either according to the relative location, or closely related to the
position relationship. Such as, in the triplet of "person ride bicy-
cle" and "person wear shirt", there is one implied relative location
of "on" and "overlap", respectively. That’s to say, lots of semantic
triplets may have a specific relative location between the pair of
⟨sub − ob⟩: above or under, connected or without overlap, and so
on. Thus, relative location information can offer strong inferring
to find and distinguish the visual relationship of interacted object
pair. Although there are some recent works introducing relative
location information into the relation model, most of them only
utilize it in one of the two stages and cannot exploit this valuable
information fully.
In this work, based on above observation and motivation, we
propose a novel visual relationship detection framework by deeply
mining and utilizing relative location of object-pairs in both the
two stages. Firstly, one location-guided Object-pairs Rating Mod-
ule(ORM) is proposed and combined with object detection module
to select as well as sort valid object-pairs proposals in the object-
pair proposing stage; Moreover, one location-based Gated Graph
Neural Network(GGNN) is introduced to mine and measure the
relevance of predicates using relative location. With the location-
based GGNN, those non-exclusive predicates with similar relative
location are clustered in the training stage. Then, some ambiguous
predicates are smoothed and assigned close classification scores, so
that the accuracy of top n recall can be increased. Experiments on
two widely used datasets Visual Relationship Detection(VRD)[22]
and Visual Genome(VG)[14, 41] show that, with deeply exploiting
of relative location information, our proposed framework signifi-
cantly outperforms current state-of-the-art methods.
2 RELATEDWORK
Visual Relationship Detection. In the early years, [31, 32] distin-
guish relationships as phrases, which have poor generalizations be-
cause of the large scale of relationships. Recently, most methods[22,
40, 41, 47] are developed to detect relationships expressed as triplets.
One detector focuses on distinguishing predicates , and another one
focuses on distinguishing subjects and objects . In this way, given
N objects and K predicates, only N + K classifiers are needed to
detect N 2K visual relationship triplets. In fact, visual relationship
detection has a wide range of concepts. There are also many works
focusing on a specific type of relationships. For example, [8] at-
tempts to distinguish spatial relationships and [6, 30] only focus on
human-object interaction. In [24], visual similarities are exploited
and fused to classify objects online. In our work, we focus on more
general visual relationship detection.
In the object-pairs proposing stage, [16] proposes a triplet pro-
posal with NMS, based on the product of objectiveness scores, to
remove redundant object-pairs. However, there exists a gap be-
tween higher objectiveness scores and more meaningful object-
pairs obviously. Thus, we construct an Object-pairs Rating Module
to model the probability of object-pairs directly. Noteworthy, al-
though [43] proposes "relationship proposal networks" based on
similar motivation, there are many differences between ORM and
their approach. Different from generating visual scores, spatial
scores separately, and then re-scoring final proposing scores, our
ORM combines visual and relative location information and pro-
duces final object-pairs rating scores directly. Moreover, their work
only focuses on the object-pairs proposing task and ignores the
influences of objectiveness scores in the object-pairs proposing
stage. The object-pairs proposing scheme of our network takes
both object detection module and object-pairs rating module into
considerations and sorts the reserved object-pairs proposals, which
achieves significant improvements in our experiments.
In the predicate recognition stage, the basic method [22] takes
union regions of subject and object as inputs and adds language
priors to preserve alignments with human perception. Considering
the fact that visual features provide limited knowledge for distin-
guishing the predicates , many works focus on introducing differ-
ent modal features into predicate recognition stage. For example,
[40, 41, 45, 47] prove that language prior and location information
denoting categories and location of object pairs are effective to
improve the performances of visual relationship recognition. How-
ever, comparing to language prior, relative location information, as
strong inferring to relationships, are not fully exploited in those
works.
Object Detection. Recently, Fast-RCNN[10], Faster-RCNN[29],
SSD[21] and YOLO[28] are used to improve object detection per-
formances. Generally, the object detection module contains two
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Figure 2: The detailed structure of our proposed visual relationship detection framework. From top to down, Red, green,
blue dot boxes are the location-guided object-pairs rating module, the object detection module and the predicate recognition
module with location-based GGNN, respectively.
components, region proposal and classification networks. To brief
expression, we regard two components as a whole, called object
detection module in our paper. In addition, we follow Faster-RCNN
and not change the structure of object detection module, thus this
module can be exchanged easily.
Graph Neural Network . To model the interaction among differ-
ent predicates , our predicate recognition module is based on the
Gated Graph Neural Network[18]. Comparing to traditional gated
recurrent models, Graph Neural Network needs a certain structure
predefined through external knowledge as a prior. There are some
works[4, 24, 33, 37] constructing graph networks based on objects.
From different motivation, we propose a novel predicate-specific
graph network in the visual relationship detection task.
3 OUR APPROACH
3.1 Overall
The overall framework of our proposed relationship detection net-
work is illustrated in Figure 2, which consists of three intercon-
nected modules, including object detection module (green box),
location-guided object-pairs rating module (red box) and predicate
recognition module with location-based GGNN (blue box). Firstly,
given one image, object bounding-boxes, objectiveness scores and
object categories are produced from the object detection module.
Then in location-guided object-pairs rating module, visual repre-
sentations and encoded relative location information are used to
output the rating scores that denote the probabilities of object-pairs
interconnected. With the object-pairs proposals scores that com-
bine rating scores and objectiveness scores, specific object-pairs
proposals are reserved and sorted. Finally, the union visual feature
maps, language encoding and relative location encoding are fed into
our proposed predicate recognition module with location-based
GGNN to distinguish predicates .
3.2 Location Guide Object-pairs Rating
Location-guided object-pairs rating module shares the same back-
bone with object detection module. Following previous mentioned
motivation, the probabilities of object-pairs interconnected are mea-
sured by visual features and relative location information fusion.
Visual features are extracted through ROI-Align[13] pooling opera-
tion on the feature maps. To maintain a consistent dimension and
release the computation resource, we set two FC-layers after ROI-
Align pooling to get the representation of visual features. Finally,
the visual representation vector denotes as Rvis ∈ Rn , where n is
the visual representation dimension as a hyperparameter in our
experiment.
Same with visual representations, relative location information
is encoded with generated bounding-boxes from object detection
module. Let [xsub ,ysub ,wsub ,hsub ] and [xob ,yob ,wob ,hob ] de-
note the coordinates of two bounding boxes respectively. sub (ob)
means subject (object ), (x ,y) denotes the upper left corner, andw,h
are the width and height. Considering that most relationships exist
close relevance with both respective position and mutual position
of object-pairs, relative location representation is encoded with
both respective position and their mutual position in our work.
Given a single bounding box, letWu ,Hu and Su denote the width,
height and area of object-pairs union region. Therefore, the respec-
tive position is represented as [ xWu ,
y
Hu ,
x+w
Wu ,
y+h
Hu ,
S
Su ], andmutual
position is represented as [ xsub−xobwob ,
ysub−yob
hob
, log wsubwob , log
hsub
hob
].
Then, L2-normalization is applied to get the final relative location
representation encoding Rloc (sub,ob) ∈ R14.
In order to introduce location information into our object-pairs
rating module, we concatenate Rvis and Rloc and get the repre-
sentation of object-pairs as input for object-pairs rating module
Rorm (sub,ob) = [Rvis (sub),Rvis (ob),Rloc (sub,ob)]. (1)
Let sorm be the object-pair rating score from our object-pairs
rating module, which denotes the probability of the object-pair
interconnected. Therefore, sorm is defined as
horm = f (Rorm ,Θ),
sorm =
1
1 + e−horm
,
(2)
where f (·) is an output network implemented by two FC-layers,
andΘ are the parameters.
Let B∗ = {⟨b∗,1sub ,b
∗,1
ob ⟩, ⟨b
∗,2
sub ,b
∗,2
ob ⟩, · · · } denote a set of object-
pairs’ bounding-boxes in the training data. Due to the missing
annotations for ORM, the ground-truth labels for object-pairs in
B∗ are assigned as 1, otherwise, as 0. bi ∩ bj , bi ∪ bj denotes the
intersection area, union area between bounding-boxes bi and bj ,
respectively. In the training stage, the triplet IoU score computed
for one object-pairs proposal ⟨bsub ,bob ⟩ is defined as
Tri_IoU ⟨bsub ,bob ⟩ = max{
bsub ∩ b∗,1sub
bsub ∪ b∗,1sub
·
bob ∩ b∗,1ob
bob ∪ b∗,1ob
, · · · }. (3)
Based on the triplet IoU scores, the labels (denoted as yorm ) of
object-pairs proposals are assigned as 1 (up to thresh_hiдh) or 0
(below to thresh_low). Rest proposals that mean existing ambiguity
are ignored in the training stage. The loss for object-pairs rating
module is
Lorm = 1
N
N∑
n=1
[ynorm · log snorm + (1−ynorm ) · log (1 − snorm )], (4)
where N is the batch size.
3.3 Rating Scores and i-NMS based Object-pair
Proposing
The scheme of our object-pairs proposing takes both object detec-
tion module and our proposed location-guided object-pairs rating
module into consideration. Given each object-pair ⟨bi ,bj ⟩ for one
image, the final object-pairs proposal score is defined as
s˜(sub,ob |⟨bi ,bj ⟩) = sorm (sub,ob) · Pˆ(sub |bi ) · Pˆ(ob |bj ), (5)
where Pˆ is the objectiveness score from object detection module.
Inspired by greedy NMS[11] and triplet NMS[16], shown in Algo-
rithm 1, object-pairs proposing scheme is based on rating scores
and improved NMS(i-NMS).
3.4 Predicate Recognition using GGNN
In visual relationship detection, predicate recognition module is
the key component, which attempts to recognize the interactions
given the union regions of object-pairs. In order to enhance the
Algorithm 1 Object-pairs Proposing Scheme based on Rating
Scores and i-NMS
Inputs: B: object detection boxes; C: corresponding object cate-
gories; No : object-pairs numbers; Nt : threshold for NMS;
Outputs: D: object-pairs proposals; S: object-pairs proposals
scores;
initial D ← { }, S ← { }, B˜ ← { } and S˜ ← { };
for bi ,bj in B and i , j do
object-pairs proposal score S˜ ← S˜ ∪ s˜(sub,ob |⟨bi ,bj ⟩);
corresponding object-pairs boxes B˜ ← B˜ ∪ ⟨bi ,bj ⟩;
end for
\\i-NMS
while B˜ , empty and |D| ⩽ No do
s˜(sub,ob |⟨bm ,bn⟩) ← max S˜;
D ← D ∪ ⟨bm ,bn⟩, S ← S ∪ s˜(sub,ob |⟨bi ,bj ⟩);
B˜ ← B˜ − ⟨bm ,bn⟩;
for ⟨bi ,bj ⟩ in B˜ do
if IoU (bm ,bi ) ∗ IoU (bn ,bj ) ⩾ Nt and
cm = ci&cn = c j then
B˜ ← B˜ − ⟨bi ,bj ⟩, S˜ ← S˜ − s˜(sub,ob |⟨bi ,bj ⟩);
end if
end for
end while
distinguish capability, multiple modal feature fusion and location-
based GGNN is developed in this work, shown the blue box in
Figure 2.
3.4.1 Multiple Modal Features Fusion. Inspired by previous works
using multiple features or priors fusion, one enhanced multiple
modal features fusion, by which not only visual features, language
prior, but also relative location information, are integrated together
to achieve more powerful representation ability.
In the predicate recognition stage, union visual features are ex-
tracted as visual relationship features. Two convolutional layers are
employed after ROI-Align pooling to encode the visual interactions
of object-pairs. To minimize the numbers of parameters as well as
retain the ability of networks, global average pooling[44] is imple-
mented after the convolution layers. Finally, the visual features are
represented as Rvis (sub,ob) ∈ Rm .
Language prior provides auxiliary information to infer relation-
ships. In ourwork, we encode language prior through concatenating
corresponding word2vec [26] embedding of subject and object . The
word2vec is trained with the whole Wikipedia and mapped into 300
dim eachword. Then, L2-normalization is applied on eachword2vec
embedding. The language representations Rl (sub,ob) ∈ R600 are
encoded as
Rl (sub,ob) = [word2vec(sub),word2vec(ob)]. (6)
To simplify the network, location information adopts the same
relative location encoding defined in previous section Rloc (sub,ob).
To fuse the three modal features, two separate FC-layers are im-
plemented to map language representation and relative location
representation into the same space with visual representation. The
final relationship representation Rprm ∈ Rm for predicate recogni-
tion module is defined as
Rprm = Rvis ⊙ f (Rl ,Θ1) ⊙ f (Rloc ,Θ2), (7)
whereΘ1,Θ2 are learnable weights in FC-layers and ⊙ denotes dot
product operation.
3.4.2 Enhanced Recognition using Location-based GGNN. To model
the potential relevance of predicates , we construct a location-based
GGNN to improve the relationship representation Rprm . Firstly,
we give a brief introduction to the structure of GGNN.
In GGNN, the graph is constructed as G = (V ,A), where V
denotes a node set andA denotes an edge set. The detail propagation
process is defined as
h(1)v = [x⊤v , 0]⊤,
a(t )v = A⊤v [h(t−1)⊤1 · · ·h
(t−1)⊤
|V | ]⊤ + b,
h(t )v = GRU (h(t−1)v ,a(t )v ),
(8)
where GRU is the Gated Recurrent Unit[3]. Firstly, for each node
v ∈ V , we initialize the node features h(1)v with our input data
x . Then, during each step t , the features of neighborhood nodes
(defined byA) and itself hidden features update the node state with
GRU function.
In this work, each node v denotes a kind of predicate , thus
|V | is equal to the numbers of defined predicate in visual rela-
tionship dataset. To initialize the nodes, a linear operation is ap-
plied to transform the relationship representation Rprm ∈ Rm
into Rpred ∈ R |V | , where each bit links to one node. Due to the
adjacent matrix A predefined as prior, we should construct A to in-
terconnect the similar predicate nodes as the neighborhood nodes,
which models the relevance of predicates . In this work, we observe
there are two potential connections among predicates . One is that
the phrase type predicates have potential relationships with their
every component predicate . For example, "walk next to", "walk"
and "next to" exist potential relevance although they belong to inde-
pendent categories. Another is that many predicates exist relative
location tendency. For example, "above", "ride" and "cover" exist
implied relative location of "on". However, this kinds of potential
relevance is too ambiguous to the artificial definition. In our paper,
a novel and visualizing method is proposed to quantify them.
Based on the annotation bounding-boxes in the training set, we
average the locationmasks that consist of two binarymasks for each
predicate . Shown in Figure 3, the blue mask represents the subject
binary mask and the orange mask represents object binary mask.
For each predicate , average operation is implemented among the
same categories. Noteworthy, to only measure the relative location
tendency, the binary masks only contain union regions of object-
pairs and are resized to the same size in advance. Finally, there
are |V | location anchors as prior, which preserve alignments with
relative location tendency. In this way, if predicates don’t exist
location tendency, there are no structural characteristics in the
corresponding location anchors. like "across" in Figure 3. Based on
these location anchors, similarities among predicates are measured
high
low
MSE
above
MSE
cover
P
across
Figure 3: The illustration of the connection operation
among different predicates. To visualize clearly, the blue
(resp. orange) mask denotes the area of subject (resp. ob-
ject). When the similarities (measured by MSE) of location
anchors are below a thresh, nodes are interconnected in our
location-based GGNN.
with mean-square error (MSE)
MSE(X, Xˆ) = 12
∑
n
∑
i, j
(Xn (i, j) − Xˆn (i, j))2,n ∈ {sub,ob}, (9)
whereX, Xˆ are two location anchors and (i, j) denotes the positions
of each pixel. Nodes are interconnected when corresponding MSE
is below a thresh as a hyper-parameter.
Based on above two hypotheses, every row of A is then normal-
ized. Finally, the relationship representations are enhanced with the
defined A ∈ R |V |× |V | . Following[18], the graph output of GGNN,
Rддnn ∈ R |V | are defined as
ov = O(h⊤v ,Rpred,v ),v = 1, 2, · · · , |V |,
Rддnn = [o1, · · · ,o |V |],
(10)
where O is an output network implemented by a FC-layer.
The predicate recognition module produces the probabilities for
predicates
Pprm = Softmax(Rpred ⊕ Rддnn ), (11)
where ⊕ is the element wise sum operation. With ea. 10 and 11, rela-
tive location based similarity information can bemined tomodel the
relevance among predicates . Thus, those ambiguous but reasonable
predictions can be clustered and smoothed to enhance predicate
recognition. Finally, the training loss of predicate recognition mod-
ule is
Lprm = 1
N
N∑
n=1
LCEL(Pnprm ,ynprm ), (12)
whereyprm is the label for predicate recognitionmodule, andLCEL
is Cross Entropy Loss.
4 EXPERIMENTS
Our experiments are based on pytorch1, and the detection module
follows the official released project[25].
1The scource code will be released on https://github.com/zhouhaocv/RLM-Net
Table 1: Comparison of our proposed model with state-of-the-art methods on VRD testing set.
Predicate Detection Phrase Detection Relationship Detection
Model R@100/50, R@100, R@50, R@100, R@50, R@100, R@50, R@100, R@50, R@100, R@50,
k=1 k=70 k=70 k=1 k=1 k=70 k=70 k=1 k=1 k=70 k=70
VTransE [41] 44.76 - - 22.42 19.42 - - 15.20 14.07 - -
Language-Pri [22] 47.87 84.34 70.97 17.03 16.17 24.90 20.04 14.70 13.86 21.51 17.35
TCIR [47] 53.59 - - 25.26 23.88 - - 23.39 20.14 - -
CDD-Net [4] - 93.76 87.57 - - - - - - 26.14 21.46
VIP [16] - - - - - 27.91 22.78 - - 20.01 17.31
DR-Net [5] - 81.90 80.78 - - 23.45 19.93 - - 20.88 17.73
VRL [19] - - - 22.60 21.37 - - 20.79 18.19 - -
Factorizable Net [17] - - - - - 30.77 26.03 - - 21.20 18.32
LKD [40] 55.16 94.65 85.64 24.03 23.14 29.43 26.32 21.34 19.17 31.89 22.68
STL [2] - - - 33.48 28.92 - - 26.01 22.90 - -
Zoom-Net [39] 55.98 94.56 89.03 28.09 24.82 37.34 29.05 21.41 18.92 27.30 21.37
RLM(ours) 57.19 96.48 90.00 39.74 33.20 46.03 36.79 31.15 26.55 37.35 30.22
4.1 Training and Inference procedures
In the training stage, our framework is trained in two stages. The
first stage is to optimize the object detection module and our pro-
posed location-guided object-pairs rating module jointly. Thus, the
first stage training loss is defined as:
L1 = Lodm + λLorm , (13)
where Lodm is the loss for object detection module, which just
follows the loss in [25].
In the inference stage, three modules collaborate as a whole
network to produce the final visual relationship predictions directly.
Different from previous frameworks, in order to sort the reserved
object-pairs proposals, object-pairs proposals scores s˜(sub,ob) are
assigned into the final predictions. Therefore, given an object-pair
⟨bi ,bj ⟩ in one image, the visual relationship detection probabilities
of all predicates for ⟨sub,ob⟩ are
P(sub,ob |⟨bi ,bj ⟩) = Pˆ(sub |bi ) · Pˆ(ob |bj ) · Pprm · s˜(sub,ob). (14)
There are some implementation details in our experiments. Con-
sidering the good performance of Resnet-50-FPN[20], we adopt the
same structure to construct our backbone network. In the first train-
ing stage, λ is set as 1. Then, in the second stage, the predicate recog-
nitionmodule is optimized with the frozen network shared with pre-
vious stage. In i-NMS, object-pairs numbers(No ) are 110, and thresh-
old for NMS(Nt ) is 0.25. The relationship representation(Rprm ) is
128 dims. In GGNN, nodes are interconnected when corresponding
MSE is below 1000 for VRD (500 for VG).
4.2 Evaluation Metrics
Because annotations of visual relationship are not exhaustive, mAP
evaluation metrics will penalize positive predictions which are ab-
sent in ground truth. We follow [22] to use Recall@50 (R@50) and
Recall@100 (R@100) as our evaluation metrics. R@n computes the
Recall using the top n object-pairs proposals’ predictions in one im-
age. Following [40], we also set a hyperparameter k, which means
to take the top k predictions into consideration per object-pair. In
visual relationship detection task, R@n,k=1 is equivalent to R@n
in [22]. R@n,k=70 in VRD and R@n,k=100 in VG is equivalent to
take all predicates into consideration. In visual relationship detec-
tion task, there are three evaluation metrics, including predicate
detection, phrase detection and relationship detection. Because
the object-pairs proposals are given in the inference stage, only
the performances of predicate recognition module are evaluated
in predicate detection evaluation. Comparing to predicate detec-
tion metric, phrase detection (that needs to detect union regions of
object-pairs) and relationship detection (that needs to detect objects
respectively) evaluate the performances of entire visual relationship
detection framework.
4.3 Experiments on Visual Relationship
Detection
We evaluate ourmodel in Visual Relationship Detection dataset [22],
which contains 70 predicates and 100 objects. The whole dataset is
split into 4000 images for training and 1000 images for testing.
4.3.1 Comparison to state-of-the-art Methods. We compare our
proposed model that denotes "RLM(ours)" with some related meth-
ods [2, 4, 5, 16, 17, 19, 22, 39–41, 47] on three metrics in Table 1.
In the object-pairs proposing stage, we only reserved 110 object-
pairs proposals in this experiment. As the results shown in Table 1,
comparing to existing methods, our proposed model achieves signif-
icant improvements in all evaluation metrics. Especially in the most
challenging metric, relationship detection evaluation, our model
achieves more gains, e.g. 31.15% vs 26.01% for R@100,k=1. We con-
tribute our improvements to two main fold. One is our proposed
improved predicate recognition module. Through multiple modal
features fusion and introduction of statistic relative location prior in
GGNN, our predicate recognition module achieves state-of-the-art
performances on the corresponding evaluation metric "predicate de-
tection". Another one is our proposed novel object-pairs proposing
scheme, which not only select valid object-pairs effectively but also
sorts them in final relationship predictions. We also compare our
model with some existing methods on "Zero-shot Set" in Table 2.
"Zero-shot set" removes relationship triplets that already exist in
the training set. Thus predicate detection metric in Zero-shot set
can be used to measure the generalization ability of specific predi-
cate recognition module. The improvements mean our model also
has a better generalization performance in some unseen triplets.
Table 2: Comparison of our proposed model with the state-
of-the-art methods on Predicate detection evaluation in
VRD Zero-shot Set.
Model R@100, R@50, R@100, R@50,k=1 k=1 k=70 k=70
Language-Pri [22] 8.45 8.45 50.04 29.77
TCIR [47] 16.42 16.42 - -
Weakly-sup [27] 23.6 23.6 - -
LKD [40] 16.98 16.98 74.65 54.20
RLM(ours) 24.64 24.64 88.11 72.03
4.3.2 Component Analysis. In our work, we follow the existing
method to construct our object detection module directly, and the
analysis of our proposed components keep the same settings in the
object detection module.
Firstly, to explore the influences of different components in our
predicate recognition module, we evaluate different setting combi-
nations on predicate detection. All of the results are listed in Table 3.
Comparing to "Zero-shot set", "Entire set" denotes the entire testing
set. Three kinds of settings are analyzed in the predicate recogni-
tion module. 1) The first one is combinations of different modal
features. The input of our model contains language priors, relative
location information and visual features. "vis" denotes that only
visual features are used, "vis + lanдuaдe" denotes that language
prior and visual features are fused, and "vis + location" denotes
relative location information and visual features are fused. Both
"vis+location" and "vis+lanдuaдe" outperform "vis", which proves
that only visual features are limited to capture the subtle interac-
tions of object-pairs. 2) The second one is the different combination
ways of three modal features. "concate" means the concatenation
operation, "averaдe" means the average operation. In our experi-
ment, we find product operation ("muti + product") achieves best
performance. We consider product operation makes gradient back-
ward into the three branches easily comparing to another two
operations so as to achieve better multimodal features fusion. 3)
The third one is the influences of our location-based GGNN in
predicate recognition. Comparing to "multi + product +GGNN ",
"multi + product" is not including location-based GGNN. In the ex-
periment, "multi+product+GGNN " outperforms "multi+product"
in most prediction detection metrics, especially in R@n,k=70. It
proves that our proposed location-based GGNN is effective to model
the potential spatial relevance among different predicates so as to
improve predicate recognition performances.
Secondly, to explore the performance of our object-pairs propos-
ing scheme, we compare the influences of the reserved numbers
of object-pairs proposals in ours and other two popular methods.
For the sake of fairness, all of the proposing schemes are based on
the same predicate recognition module "multi +product +GGNN ".
Table 3: Performances of our predicate recognition module
in different settings on the predicate detection evaluation.
Model R@100/50, R@100, R@50,k=1 k=70 k=70
Entire Set
vis 33.74 86.06 72.74
vis+language 53.78 94.68 86.96
vis+location 48.83 92.71 83.71
multi+concate 56.39 94.44 88.35
multi+average 52.28 94.93 88.79
multi+product 56.81 95.97 89.33
multi+product+GGNN 57.19 96.48 90.00
Zero-shot Set
vis 12.83 73.57 53.29
vis+language 19.33 80.92 61.76
vis+location 24.55 84.75 68.86
multi+concate 23.70 85.29 71.34
multi+average 23.44 84.94 71.77
multi+product 24.72 87.17 71.34
multi+product+GGNN 24.64 88.11 72.03
The results are shown in Figure 4. "simple top" denotes the earli-
est object-pairs proposed method, which reserves objects based
on the objectiveness scores directly. "simple product" denotes that
specific object-pairs are reserved based on the product of ⟨sub −ob⟩
objectiveness scores. "RLM∗(ours)" adopts our proposing scheme
in object-pairs proposing stage, but object-pairs proposals scores
s˜(sub,ob) are not assigned in final visual relationship predictions.
"RLM(ours)" is our complete proposing scheme. The top row is
the results on the phrase detection metric; the second row is the
results on the relationship detection metric. From Figure 4, we
can see our proposing scheme achieves significant improvements
compared with traditional methods. With numbers of reserved
proposals increasing, the performances of both "RLM∗(ours)" and
"RLM(ours)" improve rapidly. That means our proposing scheme
can reserve meaningful object-pairs as much as possible. Gener-
ally, when only obtained a few object-pairs proposals (about less
than 100 proposals), "RLM∗(ours)" and "RLM(ours)" have similar
performances. Interestingly, with the reserved numbers increasing
continuously, the recall of "RLM∗(ours)" has a slight drop compar-
ing to "RLM(ours)". This is because too many proposals reserved
will cause inevitable redundancy of object-pairs proposals. To al-
leviate this issue, we introduce the object-pairs proposals scores
s˜(sub,ob) into our final predictions denoted as "RLM(ours)" to sort
the reserved object-pairs. In this way, more meaningful object-pairs
can be assigned higher scores in the final predictions, which makes
our model insensitive to the reserved number of object-pairs pro-
posals.
4.4 Experiments on Visual Genome
Visual Genome(VG)[14] is a large scale relation dataset that exists
much annotation noise. Thus, we adopt a clean subset[41] where
an official pruning are applied. As a clean subset, there are 99658
images with 200 object categories and 100 predicates. The whole
05
10
15
20
25
30
35
40
45
2 6 12 20 30 42 56 72 70 110 132 156
R
ec
al
l
numbers of object-pairs proposals
phrase detection R@100,k=1
0
5
10
15
20
25
30
35
40
2 6 12 20 30 42 56 72 70 110 132 156
R
ec
al
l
phrase detection R@50,k=1
simple top
simple product
RLM
*
 (ours)
RLM(ours)
0
5
10
15
20
25
30
35
40
45
50
2 6 12 20 30 42 56 72 70 110 132 156
R
ec
al
l
phrase detection R@100,k=70
0
5
10
15
20
25
30
35
40
2 6 12 20 30 42 56 72 70 110 132 156
R
ec
al
l
phrase detection R@50,k=70
0
5
10
15
20
25
30
35
2 6 12 20 30 42 56 72 70 110 132 156
R
ec
al
l
relationship detection R@100,k=1
0
5
10
15
20
25
30
2 6 12 20 30 42 56 72 70 110 132 156
R
ec
al
l
relationship detection R@50,k=1
0
5
10
15
20
25
30
35
40
2 6 12 20 30 42 56 72 70 110 132 156
R
ec
al
l
relationship detection R@100,k=70
0
5
10
15
20
25
30
35
2 6 12 20 30 42 56 72 70 110 132 156
R
ec
al
l
relationship detection R@50,k=70
simple top
simple product
RLM
*
 (ours)
RLM(ours)
simple top
simple product
RLM* (ours)
RLM(ours)
simple top
simple product
RLM* (ours)
RLM(ours)
simple top
simple product
RLM* (ours)
RLM(ours)
simple top
simple product
RLM* (ours)
RLM(ours)
simple top
simple product
RLM(ours)
RLM
*
 (ours)
simple top
simple product
RLM
*
 (ours)
RLM(ours)
numbers of object-pairs proposals numbers of object-pairs proposals numbers of object-pairs proposals
numbers of object-pairs proposalsnumbers of object-pairs proposalsnumbers of object-pairs proposalsnumbers of object-pairs proposals
Figure 4: Comparison analysis of our object-pairs proposing schemewith other popular proposingmethods. The top row is the
results on the phrase detection metric, the second row is the results on the relationship detection metric. The X-axis denotes
the number of reserved object-pairs proposals, and Y-axis denotes Recall values.
dataset is split into 73,801 images for training and 25,857 images
for testing.
Table 4: Comparison of our proposed model with the state-
of-the-art methods on VG testing set.
Predicate Phrase Relationship
Model Detection Detection Detection
R@100 R@50 R@100 R@50 R@100 R@50
Visual phrase [31] - - 4.27 3.41 - -
VTransE [41] 62.87 62.63 10.45 9.46 6.04 5.52
Shuffle [38] 62.94 62.71 - - - -
VSA-Net [12] 64.53 64.41 9.97 9.72 6.28 6.02
PPR-FCN [42] 64.86 64.17 11.08 10.62 6.91 6.02
DSL [46] - - 15.61 13.07 8.00 6.82
STL [2] - - 18.13 14.62 9.41 7.93
Simple top - - 19.21 17.19 12.04 10.87
Simple product - - 20.48 17.94 12.96 11.42
RLM†(ours) 68.20 67.93 33.28 26.08 20.78 16.65
RLM(ours) 69.87 69.57 33.92 26.60 21.17 16.96
k=100,RLM(ours) 95.40 89.80 35.00 27.52 22.65 18.19
We compare our complete model denoting "RLM(ours)" with
some existing methods. Most existing methods only evaluate on
R@n,k=1 metric in VG, and thus the results listed in Table 4 are
all evaluated on the same metric. From the results, we can see that
our proposed model still achieves state-of-the-art performances on
all of the metrics. Especially, the performances of our model out-
perform more than twice the existing methods on phrase detection
and relationship detection. To further explore the influences of dif-
ferent components, we make some extra experiments. Based on our
predicate recognition module, "simple top" and "simple product" de-
note two existing object-pairs proposing schemes mentioned in
the previous section. "RLM†(ours)" denotes that the location-based
GGNN are removed compared to "RLM(ours)". As shown in Table 4,
the huge gains prove the effectiveness of our proposed visual rela-
tionship detection model. To the need of further research, we also
experiment ourmodel on R@n,k=100 listed as "k = 100,RLM(ours)",
which means all of the predictions are evaluated.
5 CONCLUSION
In our work, we exploit the relative location information to guide vi-
sual relationship detection in two stages and construct an improved
relationship detection framework. We propose a location-guided
object-pairs rating module to model the probability of object-pairs
interconnected. Specific object-pairs can be reserved and sorted
effectively in our object-pairs proposing stage. In order to improve
the performances of predicate recognition further, we propose
a location-based GGNN to model the relevance among different
predicates . The experiment on VRD shows that our proposed frame-
work achieves state-of-art performances, and even outperforms
more than twice existing methods for phrase detection and rela-
tionship detection in a large scale dataset VG.
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