Abstract. By viewing random 3-SAT as a distributional problem, we go over some of the notions of average-case complexity that were considered in the literature. We note that for dense formulas the problem is polynomial-time on average in the sense of Levin. For sparse formulas the question remains widely open despite several recent attempts.
Introduction
The satisfiability problem for propositional logic is central to computational complexity. The work of Cook [2] showed that the problem is NP-complete, even when restricted to 3-CNF formulas, and is thus hard in the worst-case unless P ¡ NP. Later on, the optimization versions of 3-SAT were also considered and showed hard. Namely, Hastad [4] culminated the monumental work of the 1990s on PCPs by showing that the number of clauses that can be satisfied simultaneously in a 3-CNF formula cannot be approximated within a ratio better than ¢ ¤ £ ¦ ¥ in polynomial-time, unless P ¡ NP. The current decade is perhaps time for studying the average-case complexity of 3-SAT. Is it hard on average as well, unless P ¡ NP, or is it easier? The program comes also motivated from the fact that a fairly natural probability distribution on 3-CNF formulas has attracted the attention of many different communities, from AI to statistical physics, through combinatorics and mathematical logic. Our aim here is to review the background for a complexity-theoretic approach to the average-case complexity of random 3-SAT. In this short note we focus on the different definitions of average-case complexity that were introduced in the literature and their relationship. In the talk we will overview some of the partial results towards settling the main open questions.
Notions of Average Case Complexity
For every
be a Boolean function. In order to simplify notation, we will use instead of , and we will write © ¡ & to emphasize the fact that is actually a sequence of functions parameterized by § . It will be understood from context that denotes the sequence of functions ' # in some cases, and the particular function in others. We adopt the framework of ensemble of distributions suggested by Impagliazzo [5] , where a different probability distribution is considered . This lack of robustness would spoil any attempt to build a theory of polynomial reducibilities among distributional problems. A satisfactory remedy to this was discovered by Levin and reformulated by Impagliazzo for ensembles of distributions: we say that is polynomial on average with respect to if there exists a 
where V c W denotes probability with respect to . The last clause of this definition formalizes the idea that the algorithm "rarely outputs " . Impagliazzo [5] showed that the two notions introduced so far coincide, from which we conclude that the concept is fairly robust. We reproduce the proof since it is informative. 
Theorem 1 (Impagliazzo
Thus, for building a benign algorithm, it suffices to run the polynomial-time on average algorithm for 
)
-th root of the running time of this algorithm is bounded by is simply the unsatisfiability problem on 3-CNF formulas with § variables, and © ¡ is the probability distribution that we just described. Notice that here § is not exactly the length of the input, but it is polynomially related. Notice also that is parameterized by ¡ , and the complexity of the distributional problem may very well depend on . As a matter of fact, when is large, it can be seen that
has a benign polynomial-time algorithm. Before proving that, we first show that for all values of that guarantee unsatisfiability of a random formula with overwhelming probability, the three notions of average-case complexity considered so far coincide. 
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. It is now straightforward to see that if we take large enough, say 
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In general, the proof technique of this result applies to any distributional problem for which the "no" instances represent a fraction that is inversely polynomial with respect to the worst-case running time that it is required to solve the problem. Let us conclude this paper with the promised benign algorithm when is large. The reader will notice that the proof below resembles the arguments in [1] . 
