Abstract. We study the maximum of Branching Brownian motion (BBM) with branching rates that vary in space, via a periodic function of a particle's location. This corresponds to variant of the F-KPP equation in a periodic medium, extensively studied in the last 15 years, admitting pulsating fronts as solutions. Recent progress on this PDE due to Hamel, Nolen, Roquejoffre and Ryzhik ('16) implies tightness for the centered maximum of BBM in a periodic environment. Here we establish the convergence in law of the centered maximum to a randomly shifted Gumbel random variable. Consequently, we find the asymptotic shift between the solution to the corresponding F-KPP equation and the pulsating wave, thereby answering a question of Hamel et al. Analogous results are given for the cases where the Brownian motions also have a space-dependent drift, as well as for nearest-neighbor branching random walks.
Introduction
In classical Branching Brownian motion (BBM), initially there is a single particle at the origin, performing standard Brownian motion; a particle is associated with a rate-1 exponential clock which, upon ringing, causes it to be replaced by two new particles at that location, each evolving thereafter independently in the above manner. The location of the rightmost particle in this process after time t, denoted M t , has been extensively studied, due in part to its connection to the behavior of extreme values in the Discrete Gaussian Free Field (and other log-correlated fields; see for instance [5, 21] ), and to the F-KPP equation, proposed almost a century ago by Fisher [10] and by Kolmogorov, Petrovsky and Piskunov [16] to model the evolution of genes in a population:
with F (u) = u 2 − u , u(0, x) = 1 {x≥0} .
(1.2)
As found by McKean [19] , BBM gives a probabilistic representation to (1.1) with initial conditions u(0, x) = f (x) via u(t, x) = E v∈Nt f (x + X (v) t ) , where N t is the set of particles at time t, and X (v) t is the location of the particle v at that time. With this interpretation, u(t, x) = P(min v∈Nt (x + X v t ) > 0) = P(M t ≤ x) solves (1.1),(1.2).
Bramson [6, 8] was then able to use probabilistic methods-which later had a large impact in the study of extremes of logarithmically correlated fields-in a sharp analysis of the maximum of BBM: the median of M t is m t = √ 2t − log t in the maximum of e t i.i.d. Brownian motions), and M t − m t converges in law to a random variable W , later identified by Lalley and Salkey [17] to be a randomly shifted Gumbel random variable.
A version of the F-KPP equation studied by H. Berestycki, H. Hamel [2] , followed by a series of papers (cf. [3, 4, 12] to name a few), replaced the function F (u) in (1.2) by a function F (x, u) that is periodic in x and is a KPP-type nonlinearity. The case F (x, u) = g(x)(u 2 − u) for g ∈ C 1 (R) positive and 1-periodic (1.3) corresponds to BBM in a periodic environment, where the constant branching rate is replaced by a space-dependent rate prescribed by the function g. That is, if b v and d v are the birth time and death times of the particle v, respectively, and we fictitiously extend X (v) s beyond its death time d v , then A recent breakthrough in analyzing the solution to this flavor of the F-KPP equation (and more generally, allowing F (x, u) = g(x)f (u) for any f ∈ C 1 ([0, 1]) of KPP-type) due to Hamel, Nolen, Roquejoffre and Ryzhik [11] generalized Bramson's results to the case of periodic environments. In particular, for the maximum M t of BBM with branching rates given by g as per (1.3) , the results of [11] imply that its median is m t = v * t − 3 2λ * log t + O(1) for explicit v * (g), λ * (g) > 0 , (1.5) and that M t − m t is tight. Our main result establishes that, in this setting, M t − m t converges in distribution to a random variable W , as well as identifies the law of this random variable. Theorem 1. Let M t be the maximum at time t of BBM with branching rates given by a C 1 (R) positive and 1-periodic function g as in (1.4), and let m t = v * t − Recall that, in the context of the F-KPP equation in a periodic medium such as the one described in the above corollary, a pulsating wave is a solution U v (t, x) to this equation which satisfies U (t + 1/v, x) = U (t, x − 1). It is known that no such solution exists for v < v * , whereas if v ≥ v * then such a solution exists and is unique up to time-shifts (see [11, p. 467 ] and the references therein for more details). It was shown in [11, Thm. 1.2] (in a much greater generality than we can treat by probabilistic methods, and in particular for more general nonlinearities and initial conditions) that the solution u(t, x) satisfies |u(t, x) − U v * (t − 3 2v * λ * log t + ξ(t), x)| → 0 uniformly in x ∈ R + for some uniformly bounded function ξ(t).
In particular, [11] showed that the solution is asymptotically trapped between finite two time-shifts of the pulsating wave U v * , and asked whether it converges to one such wave. The results in Theorem 1 and Corollary 2 recover the nontrivial distribution of the time-shift ξ(t) in the corresponding results of [11] . At the same time, plugging t = t + 1/v * in the expression for m t in (1.5) gives m t = m t + 1 + O(1/t); thus, in view of Corolary 2, the solution u(t, x) satisfies
whence u(t, x) does not converge to the pulsating wave U v * and yet it satisfies its criterion asymptotically as t → ∞ (uniformly in x).
Preliminaries and large deviation estimates
As discussed in [11] , the key to the law of large numbers is a class of eigenproblems. For every λ, η ∈ R, let Λ(λ, η) and ψ(·, λ, η) be the principal eigenvalue and positive eigenfunction of the periodic problem
(The existence of λ * follows from the Feynman-Kac formula, Lemma 2.3, as well as the large deviation principle established below in Corollary 2.4.) It will often be convenient to consider a different probability measure P z under which the BBM has branching rate g(·+z), for z ∈ [0, 1]. Replacing g by g(·+z) in (2.1) above, one sees that the eigenvalues (and in particular λ * and v * ) do not change, whereas ψ is replaced by ψ(· + z, λ, η).
In certain applications, it will be more useful to view the probability measure P z as having the first particle have initial position z.
Recall that N T denotes the set of particles alive at time T , and that
is the position at time T of a particle v ∈ N T . For every v ∈ N T , we extend the latter definition and let X (v) t for t ≤ T denote the position of the unique ancestor of v that is alive at time t (whenever v ∈ N t this unique ancestor would be v itself).
The Many-to-One Lemma and Many-to-Two Lemma, which can be traced back to the works [14, 20] (see also [13] ), will both be essential for our analysis:
Lemma 2.1 (Many-to-One Lemma). Fix t > 0 and a measurable function f . Then
where B · is standard 1D Brownian motion.
Lemma 2.2 (Many-to-Two Lemma). Fix t > 0 and measurable functions
where B · , B · are independent standard 1D Brownian motion.
A basic ingredient in our proofs will be the large deviation principle for the joint law of V T := (X T , Y T ), in which X · is standard Brownian motion and Y T = T 0 g(X s )ds. Toward this end, we need the following important result concerning the growth rate of the expectations under consideration. Lemma 2.3 (Feynman-Kac formula). Let z(t, x) be a continuous function which is 1-periodic in x such that 1 T log z(T, ·) → χ uniformly, where χ ∈ R is a constant. Then for any λ, η ∈ R,
uniformly for y ∈ [0, 1], where E y refers to expectation with respect to the process X · started at X 0 = y.
Proof. By the Feynman-Kac formula, we have
where u is a solution to u t = 1 2 u xx + ηg(x)u with initial conditions u(0, x; λ, η) = e λx . Letting v := e −λx u, we see that v solves
Observe that θ 1 v also solves (2.3), where θ h f (x) = f (x + h). Since (2.3) has a unique solution with sub-Gaussian growth, it follows that v = θ 1 v, i.e., v is 1-periodic in x, and so in particular solves (2.3) on the torus T. Thus, v has an eigenfunction decomposition, and so Proof. Observe by Lemma 2.3 that, for all λ, η ∈ R,
Noticing that
Moreover, Λ is holomorphic in each argument (see, e.g., [15, Example VII.2.12]), hence, in particular, differentiable; therefore, the Gärtner-Ellis Theorem (cf., e.g., [9, §2.3] ) concludes the proof.
Using Lemma 2.1 (the Many-to-One Lemma) and the random vector V T , one may already read that lim sup
Indeed, if ε > 0 and
then the Many-to-One Lemma implies that
Hence,
(2.4) then follows using the Borel-Cantelli lemma.
We next turn to a useful Girsanov transformation. Fix δ > 0. For λ ∈ (λ * − δ, λ * + δ) and with ψ and γ as in (2.1) and (2.2), let φ(x, λ) := λ + ψx(x,λ) ψ(x,λ) = λ. Observe that φ is 1-periodic with average 1 0 φ(x)dx = 1 0 (log ψ) x dx + λ = λ, and moreover φ is a solution to
With {X t } 0≤t≤T denoting a standard Brownian motion started at zero under the measure P , let Q = Q λ be the measure under which {X t } satisfies
where {W t } 0≤t≤T is a standard Brownian motion. By Girsanov's theorem,
Further observe that, by Ito's Lemma,
and so, noticing that y 0 φ(x, λ)dx − λy is bounded in y and continuous in λ, we find dQ dP
. 
Moreover,
The above result shows that
For a more precise estimate, we will need to modify the choice of A T into the following:
where
We also let λ T be the unique positive real number such that γ (λ T ) = a T . Lemma 2.6. There exist constants C 2 ≥ C 1 > 0 such that, for all T ≥ 1,
for all y, j ≥ 0, where
Proof. The idea is to compare the event {X ∈ A T } with a similar event in which we only consider the first hitting times of each positive integer, and then estimate the probability of this event using Ballot Theorems. To that end, define
Observe by the periodicity of φ that {τ k } k are i.i.d. under Q λ for any λ. Moreover, X tn = n and hence
With this in mind, define N = N T := m T + y − 1 and
(The +1 in the definition of A T is designed to ensure the last inclusion.) Using the strong Markov property, we have
and so
The first inequality here follows by noting that
k } is a zero mean, finite variance random walk under Q λ T . If λ T and a T were replaced by λ * and v * , respectively, then the lower bound would follow from the general Ballot Theorem [1, Theorem 8] and the fact that N and T are of the same order. Since v * − a T is a constant positive multiple of log T T , we are in the same regime as in [7] , and so we may apply Lemma 2.2 of that paper to deduce the lower bound.
A similar approach, albeit with slightly more delicate estimates, will be used for the upper bound. We first writẽ
using the strong Markov property. For the first term we can apply the Ballot Theorem with the logarithmic correction from [7] . For the second term, we first consider the case where z ≥ T − T 3/4 . Define
On the other hand, if
for some fixed c > 0 by Proposition 2.5. Combining these facts with (2.10), we get
Next, observe that
Summing (2.11) over n and z and maximizing over x gives the desired bound.
In practice, the upper bound will require a small concave nonlinearity in the barrier.
Corollary 2.7. For a given constant κ > 0 and h(t) = κ log(t + 1), let
Then there exists C 2 > 0 such that
for all y, j ≥ 0.
Proof. We apply the upper bound in Lemma 2.6 to two time intervals: [0, ψ] and [ψ, T ], where ψ is the first time that {X t − a T t} 0≤t≤T takes its maximum. We have
and so the inequality follows since h(t) = O(t 1/4 ).
Tightness of the centered maximum
Theorem 3.1. We have
The above theorem is proved using estimates on the right tails of M T . We begin with the lower bound. Here, we may introduce a barrier without penalty, with the goal then being to use the change of measure induced by (2.7) and a second moment calculation. Lemma 3.2. There exists a constant C 3 > 0 so that, for all T ≥ 1, and x ∈ [0, 1] and all 0 ≤ y ≤ √ T ,
2)
Proof. Assume without loss of generality that x = 0. Recalling that a T = v * − 3 2λ * log T T , we define
by Taylor expansion. Combined with (2.8) and the lower bound in Lemma 2.6, this implies
By Cauchy-Schwarz, we have that
thus it suffices at this point to find a corresponding upper bound on EZ 2 T . Using the Many-to-Two Lemma, we have
where under P , X t s = X s for s ≤ t, and {X t s − X t t } t≤s≤T is a standard Brownian motion independent of {X s − X t } t≤s≤T . Using the same change of measure that led us to (2.8), we find
To estimate this last expectation, we condition on the value of X t . Let n := a T t+y +1, then define I 0 := [n, a T + y + 1] and
where the second step uses the periodicity of φ. Each term here may be estimated using the upper bound in Lemma 2.6, and combining the above display with (3.5), (3.6) and (3.3) we find
where the integral term can be bounded by splitting into the cases where t ∈ [0,
. By using (3.4), this finishes the proof.
We turn our attention now to an upper bound. As in the case of constant branching rate, we cannot use first moment methods directly since this gives the wrong logarithmic correction. The goal is to introduce barriers which the particles at the frontier do not cross with high probability, and then use barrier estimates to control the number of particles at this frontier. Luckily, using our reduction to a random walk as in Lemma 2.6, the estimates from the branching random walk case are available to us and simplify the computations. 
Proof. We once again assume without loss of generality that x = 0. With h and A T as in Corollary 2.7, define
.
Consider also ξ w := inf{t ≥ 0 : X t ≥ a T t + h(t ∧ (T − t)) + y} ∧ T for w ∈ N T , and ξ := inf w∈N T ξ w (that is, ξ is the first time a particle goes above the path a T t + h(t ∧ (T − t)) + y). Observe that
We estimate each of the terms on the right hand side of (3.8) separately. The first term is dealt with as in the lower bound of Lemma 3.2, that is, we employ the change of measure (2.8) and then apply Corollary 2.7 to deduce
Next, we deal with the second term. By definition of ξ, on the event {ξ < T } there exists w = w(ξ) ∈ N T such that X 
Combining the above display with (3.9), we find
and summing over n ≥ 1 completes the proof.
Remark 3.4. In fact, (3.7) may be replaced with the sharper
for some constants C 5 , δ > 0. For y ≤ √ T log T this is immediate from (3.7). For y > √ T log T , one instead directly carries out a first moment calculation and uses a moderate deviations estimate.
In the next section, we will use (3.11) to obtain more accurate estimates: we will show that as T, y → ∞, (3.2) and (3.7) are true with C 3 and C 4 replaced by a single constant c. However, Lemmas 3.2 and 3.3 are sufficient for the proof of Theorem 3.1.
Proof of Theorem 3.1. The upper bound in (3.1) is an immediate consequence of (3.7), and both the lower bound and tightness of the centered maximum will follow by a corresponding upper bound on the far left tails of M T − m T . Fix t > 0 and c > v * + 1. By (2.5) applied to {−X (w) }, there exists c > 0 such that
By first considering the path of particles up to time t, then using the independence of the branches and (3.2), we find that for T much larger than t,
and since |N (t)| ≥ t with probablility at least 1 − e −εt , independent of x, the result follows.
Convergence in Law
We now move on to our main result, namely that M T − m T converges in law to a randomly shifted Gumbel. As in Section 3, the main step is in improving our estimates on the right tails of M T . In fact, the required estimate is simply an improvement of those found in Lemmas 3.2 and 3.3.
Proposition 4.1. There exists a 1-periodic function υ such that
Throughout what follows, we will always suppress the dependence on x and assume we have uniformly replaced g by g(· + x). We will thus find that the above evaluates to some constant, with the dependence on x being implicit, and periodicity in x is automatic.
As in the case of tightness, the idea is to reduce the underlying Brownian motion to the random walk of times where the process first hits a positive integer. However, since the required estimate here is much more precise, our assumptions must also be refined.
Let U = t≥0 N be the set of all particles, and given an almost surely finite stopping time τ = τ (B) associated with a Brownian motion B, we define the stopping line
and consider N τ := {u ∈ U : (u, t) ∈ L τ for some t}. Observe that if τ is deterministic, i.e. τ = t almost surely, then N τ = N t , so our notation is consistent. We will once again use the Many-to-One Lemma and Many-to-Two Lemma. Note, however, that we will require a generalization to when the time t is replaced by a stopping line. The following versions of Lemmas 2.1 and 2.2, along with an introduction to more general stopping lines, can be found in [18, Chapter 2]. Lemma 4.2 (Many-to-One Lemma, Stopping Line Version). Let τ = τ (B) be an almost surely finite stopping time for a Brownian motion B, and let f be a measurable function of the form 
We also require a variance reduction step. To that end, for v ∈ N s define W v,t := max
is the set of descendants of v which are alive at time s + t. For a Brownian motion B, we also define t k (B) := inf{t : B t = k} ∧ T , noting the minor difference from the definition in Lemma 2.6. Fix ∈ N large (but much smaller than T ). Let N = N T,y, := m T + y − . (We will eventually take = (y) → ∞ as y → ∞, in a quantitative way, but it is important to keep it as a free parameter in certain parts of the proof.) For v ∈ V t N , define the events
where b = We will usually suppress the dependence on . Heuristically, Λ T,y counts the number of particles that stay below the line segment joining y with m T +y at least until hitting N , and then reaching m T +y by time T ; Γ T,y counts the number of particles with the same conditions, except with the line segment augmented by the logarithmic correction as in Lemma 3.3; and G T,y is the event that some particle escapes above this concave path. Note, however, that we look only at the integer hitting times rather than the whole path -this becomes important in obtaining the limiting behavior. Our aim now is to show the following. Proof. First note that, using the same argument as that leading to (3.10), we have
Using that 
where ζ = inf{t : X t ≥ a T t + y}. Observe that, on the event A T,y (i) :
(4.5) using (3.7), and for √ log ≤ i ≤ we have
using the sharper (3.11). Note also that X t stays below the line a T t + y + 1 for t < ζ; conditioning on the value of ζ and using similar arguments as in the proofs of Lemmas 3.2 and 3.3, we deduce
where the T 3/2 e −λ * (y+b log −i) term comes from the change of measure, since on A T,y (i) we have
Combining (4.5), (4.6) and (4.7) we deduce 
(4.10)
By the same arguments as those leading to (4.5) and (4.6), we have on the event A T,y (i) := {a T t N + y − N ∈ [i, i + 1)} that
Using our change of measure (2.7) with λ = λ T and the same arguments as Lemma 2.6, we have E e t 0 g(Xs)ds
Combining (4.10), (4.11), (4.12) and (4.13), one finds
  where as before A 1 and A 2 are the integers restricted to [1, √ log ] and ( √ log , ], respectively. The integral and first sum above are uniformly bounded, and both sums over i are bounded respectively by C −1/4 and Ce −δ √ /2 , demonstrating (4.9) and completing the proof.
Next, we obtain sharp estimates on the limiting behavior of EΛ T,y . Our first step is to show that the main contribution comes from particles that are at distance greater than 1/3 from the barrier at time t N ; that is, with I := [ 1/3 , ], we want to show that lim sup
This is very similar to calculations we have already done; using the change of measure (2.7) with λ = λ T , the Ballot Theorem, and Lemma 3.3, one finds
for all i < √ . Summing over the integers i contained in [0, ] \ I , we find
verifying (4.14). Next, we introduce the notation
g(Xs)ds
observing that [7, Lemma 2.3] shows that there exists a constant β * > 0 independent of K such that lim y,i→∞ 15) and by the same arguments as those leading to (2.8), we have 
here we also use that i → ∞ as → ∞ for all i such that i/K ∈ I . On the other hand, by a monotonicity argument,
Letting K → ∞, it follows from (4.17) and (4.18) that
By (4.14), we may replace EΛ * T,y (I ) with EΛ T,y in (4.19) above, and so
(4.20)
By Lemma 4.4, EΛ T,y, is asymptotically equivalent to P(M T ≥ m T + y) when = (y); since the latter term is independent of , the former term must be asymptotically independent of . That is, if (y) and ( ze λ * z ψ T,y (z)dz
ze λ * z ψ T,y (z)dz
. Thus, given y, y → ∞, we can choose appropriate , such that ψ T,y (z) ∼ ψ T,y (z). Hence, the above display implies the existence of some α * > 0 such that lim y→∞ lim inf
Setting c = α * β * /(v * ) 3/2 , the desired conclusion follows from (4.20) .
With the sharp Proposition 4.1 at our disposal, we are ready to prove our main result.
Proof of Theorem 1. Fix y and assume t > 0 is large (but much smaller than T ). We consider M w,T for w ∈ N t , observing that
, which we find, by the Markov property and the fact that {W w,T } w∈Nt are conditionally independent given the σ-field F t := σ{X (u) , u ∈ N s , s ≤ t}, to also be equal to
By (3.7) applied to both {X (u) } and {−X (u) }, there exists ε(t), with ε(t) → 0 as t → ∞, such that with probability greater than 1 − ε(t),
for all w ∈ N t . By Lemma 4.1 we find that, if
then for sufficiently large t, lim sup
This implies that
where the last step follows from (4.21) since y ≤ c log t (v * t − X (w) t ) with probability greater than 1 − ε(t). Defining Θ t := w∈Nt υ(X (w)
, the above display shows that the Laplace transform of Θ t converges; hence, by Theorem 3.1, Θ t ⇒ Θ for some random variable Θ. This completes the proof.
Consequences for the F-KPP equation
Proof of Corollary 2. Recall that, if u(t, x) solves the F-KPP equation (1.1) in a periodic medium as given in (2.3) with Heaviside initial conditions u(0, x) = 1 {x≥0}
for BBM in a periodic medium started at location x and corresponding probability distribution P x . Let g {x} is the 1-periodic map s → g(x − s) (noting its definition depends only on the fractional part of x, and λ * (g {x} ) = λ * (g) as the solutions to (2.1) are invariant under reflecting g around x), and let Θ {x} be the random variable so that, as per Theorem 1, BBM started at 0 with branching rates given by g {x} satisfies M t − m t ⇒ G + log Θ {x} as t → ∞ (uniformly in x), where the law of G is Gumbel.
Defining the 1-periodic function in the second parameter
we then obtain that
uniformly in x.
6. Extensions 6.1. Random branching rate and space-dependent drift. First, consider the setting where the binary branching is replaced by branching according to a supercritical Galton-Watson tree. Specifically, let π be a compactly supported probability measure on N \ {0, 1} and let ρ := ∞ k=2 kπ(k). We assume then that {X (v) } is a BBM which branches at rate g with the number of children of v being N v , where {N v } v∈U are i.i.d. with common law π. Then we have the following. T 0 g(Xs)ds , with similar differences in the Many-to-Two lemma which do not affect the overall asymptotics. Then by considering the effect of (2.1), one sees that replacing g by (ρ − 1)g (which is the same as replacing γ = Λ(·, 1) by Λ(·, ρ − 1)) will fully account for the difference in this case. We note that the compact support assumption on π may be relaxed under appropriate moment assumptions. We have not tracked down the optimal assumptions.
The next generalization to consider is the case when the trajectory X t of each particle is not a Brownian motion, but instead a diffusion process of the form
where µ and σ are continuous and 1-periodic. We assume that X satisfies a law of large numbers:
where µ 0 = −v * . Assume first that σ ≡ 1. One sees that, after applying the Manyto-One lemma and the change of measure (2.8), we have a process {X t } satisfying lim T →∞
The rest of the proof works identically to before; the speed of the maximum will now be µ 0 + v * , but the logarithmic correction will be the same. Now observe that the case with σ general is not altogether that different; the equation (2.1) will be different, but the key idea is the same; namely, when we switch to the hitting times {t i } (or {s i }, as defined in the proof of the upper bound of Lemma 2.6, in the case where µ 0 + v * < 0), we still have these are i.i.d. with finite mean. Ultimately we end up with the following:
t } is instead a Branching process where for each v ∈ U , X (v) t behaves according to (6.1) under the assumption (6.2). Let ψ(·, λ) and γ(λ) be the principal eigenfunction and eigenvalue of the equation Of course, Theorem 6.1 and Theorem 6.2 can be combined in the obvious way. We remark that the results may hold in the case where µ 0 = −v * , but our method of proof will not work; neither of the hitting times t 1 or s 1 will have finite mean, and so switching to renewal times will no longer be possible. This could possibly be resolved by instead considering the hitting times T 0 := 0, T k := inf{t > T k−1 : |X t − X T k−1 | = 1}, but now X T k is no longer deterministic, so more care is required.
6.2. Branching Random Walk. The final case considered is not an extension, but is rather the discrete analogue of Theorem 6.2. Consider a Markov chain {X(n)} on Z with P x X(0) = x = 1 and whose kernel p satisfies, for all x, y ∈ Z, p(x + L, y + L) = p(x, y) for some integer L and p(x, y) > 0 implies |x − y| ≤ 1. Let U be the Galton-Watson tree with offspring distribution π introduced above Theorem 6.1, and let V n be the set of vertices of U which are at distance n from the root. We then consider the Branching Random Walk {X v (n)} n∈N,v∈Vn on U where each particle jumps according to the kernel p. As in the case of BBM, we are interested in the maximum M n := max v∈Vn X v (n) at time n.
It is not hard to show that {X(n)/n} satisfies a large deviations principle with a good, convex rate function I. Assume that there exists v * > I −1 (0) such that I(v * ) = log ρ, and that v * is an interior point of the set {x ∈ R : I(x) < ∞}. Let m n = v * n − 3 2I (v * ) log n and A n = −m n + Z. Then the analogue of Theorem 1 in this context is the following. The idea of the proof is similar, however there are some slight differences; the estimates obtained from the Ballot Theorem need to be modified to reflect the fact that the underlying walk is lattice, and the fact that the inhomogeneity is in the jump rates and not the branching rate means that the change of measure is employed at a different stage of the proof (this is also true to an extent in Theorem 6.2). We provide a sketch and indicate what steps needs to be modified. As in the case of BBM, the key is in obtaining precise first moment estimates to prove the following. where y n ∈ A n satisfies y − 1 < y n ≤ y.
As before, let L τ denote the stopping line associated with a stopping time τ , and let D τ be the set of v ∈ U for which (v, i) ∈ L τ for some i ∈ N. Define the stopping times t k (X) := inf{i : X(i) = kL} ∧ n For v ∈ V j , define
where V v,k is the set of descendents v which are distance k from v. Let N = m n +y − , and for v ∈ D t N define the events E v,n,y, := {kL = X v (t k (X v )) ≤ a n t k (X v ) + y for k ≤ N, W v,n−t N (Xv) > m n + y − N }, where a n = m n /n, and then define The proof of this lemma mostly proceeds along the same lines of reasoning as Lemma 4.4 and Lemma 4.5. For (ii), the lattice version of Lemma 2.1 in [7] is instead used, eschewing the need for the parameter K which we had let go to infinity in the proof of Lemma 4.5. However, a more prominent difference appears in the use of the Many-to-Few Lemma and the change of measure. Specifically, we will end up (modulo the kind of conditioning we use in the proof of Lemma 4.4, rather than the more simple estimates we employed in the proof of tightness) with terms of the form ρ n P kL = X(t k (X)) ≤ a n t k (X) for k ≤ N, t N (X) ≤ n .
The probability above may be estimated as in [7] . The exponential term will be of the form e −γ * (N L−y)/v * +N φ(γ * ) , where φ(γ) = log Ee γt 1 (X) . However, one can easily show that φ * (t) = 1 t I( L t ), and from here it follows that the exponential term cancels out the ρ n term.
From here the proof of Theorem 6.3 proceeds along the lines of Theorem 1, with the additional considerations mentioned below Theorem 5.1 in [7] . Note that the condition I −1 (0) = 0 is the analogue of the condition µ 0 = −v * in Theorem 6.2. The case I −1 (0) = 0, as well as other generalizations such as p no longer being nearest neighbor, and even kernels on Z d rather than Z, will be dealt with in detail in forthcoming work.
