Abstract. We investigate the Tikhonov regularization of control constrained optimal control problems. We use a specialized source condition in combination with a condition on the active sets. In the case of high convergence rates, these conditions are necessary and sufficient.
Introduction
In this article, we investigate regularization schemes for the following class of optimization problems:
(Ω) and u a ≤ u ≤ u b a.e. on Ω.
(P)
Here, Ω is a measurable subset of R n , n ≥ 1, Y is a Hilbert space, S : L 2 (Ω) → Y a bounded linear operator, and the function z ∈ Y is given. The parameter β is assumed to be non-negative. The control constraints u a , u b ∈ L ∞ (Ω) satisfy u a ≤ 0 ≤ u b . This model problem can be interpreted as an optimal control problem as well as an inverse problem. In the point of view of inverse problems, the unknown u has to be constructed in order to reproduce given measurements z. The inequality constraints on u reflect certain a-priori knowledge about the solution u † of the linear ill-posed equation Su = z. If the problem at hand is seen as an optimal control problem, then u is the control, Su the state of the system, which has to be close to a desired state z, the inequality constraints restrict the feasible set and may hinder the state Su to reach the target z. If the parameter β is positive, then the resulting optimal control will be sparse, that is, its support is a possibly small subset of Ω. The resulting optimization problem (P) is nevertheless ill-posed if S is not continuously invertible. Due to the control constraints, problem (P) still possesses a solution, which is even unique if S is injective. However, the solution may be unstable with respect to perturbations in the problem data, for instance in the given state z. Here small perturbations due to measurement errors may lead to large changes in the solution. Consequently, any numerical approximation of (P) is challenging to solve and numerical approximations of solutions may converge arbitrarily slow. Let us note, that a positive value of β does not make the problem well-posed. This is due to the fact, that L 1 (Ω) is not a dual space and hence bounded sets in L 1 (Ω) are not compact w.r.t. the weak(-star) topology, see also the discussions in [7, 8] . In order to overcome this difficulty, we apply common ideas from inverse problem theory. We will study a regularization of the type
where α > 0 is given. Clearly, the problems (P α ) are uniquely solvable for α > 0. Now, the question arises, whether their solutions u α converge (weakly or strongly) to a solution u 0 of (P) for α → 0. Moreover, in the case of convergence, one is interested in proving convergence rates of u α −u 0 L 2 (Ω) and Su α −Su 0 Y under suitable assumptions.
In this work, we will prove necessary conditions for convergence rates. In some parts, the necessary conditions are similar to sufficient conditions found in earlier works [7, 8] . Moreover, the result of Theorem 3 led to a weakened sufficient condition for convergence rates.
Standing assumptions and notation
Let us fix the standing assumptions on the problem (P). We assume that S : L 2 (Ω) → Y is linear and continuous. In many applications this operator S is compact. Furthermore, we assume that the Hilbert space adjoint operator S
. These assumptions imply that the range of S is closed in Y if and only if the range of S is finite-dimensional, see [8, Prop. 2.1] . Hence, up to trivial cases, (P) is ill-posed. The set of feasible functions u is given by
The problem (P α ) is uniquely solvable for α > 0. We will denote its solution by u α , with the corresponding state y α := Su α and adjoint state p α := S ⋆ (z − y α ). There is a unique solution of (P) with minimal L 2 (Ω) norm, see [8, Thm. 2.3, Lem. 2.7] . This solution and the associated state and adjoint state will be denoted by u 0 , y 0 and p 0 , respectively. Note that the weak convergence
⋆ is a solution of (P) already implies u ⋆ = u 0 , see [8, Rem. 3.3 ].
Optimality conditions
As both problems (P) and (P α ) are convex, their solutions can be characterized by the following necessary and sufficient optimality conditions:
. Let α ≥ 0 be given, and let u α be a solution of (P α ) (or (P) in the case α = 0).
is satisfied, where
Here, (·, ·) refers to the scalar product in L 2 (Ω). Standard arguments (see [6, Section 2.8]) lead to a pointwise a.e. interpretation of the variational inequality, which in turn implies the following relation between u α and p α in the case α > 0:
a.e. on Ω.
In the case α = 0, we have
Note that if
This implies that u 0 (x) is uniquely determined by p 0 (x) on the set, where it holds |p 0 (x)| = β.
Sufficient conditions for convergence rates
Let us first recall the sufficient conditions for convergence rates as obtained in [8] . We will work with the following assumption. There we denote by proj [a,b] (v) the projection of the real number v onto the interval [a, b].
Assumption 2 Let u 0 be a solution of (P). Let us assume that there exist a measurable set I ⊂ Ω, a function w ∈ Y , and positive constants κ, c such that it holds:
1. (source condition) I ⊃ {x ∈ Ω : |p 0 (x)| = β}, and for almost all
2. (structure of active set) A = Ω \ I and for all ǫ > 0
Some remarks are in order. The first part of the assumption is analogous to source conditions in inverse problems: we assume that on the set I ⊂ Ω the solution u 0 is the restriction to I of a certain pointwise projection of an element in the range of S ⋆ . This part of the condition is different from other conditions in the literature: in our earlier work [8] we used the assumption
However, in the light of the derivation of necessary conditions it turns out that such a condition can be weakened without losing anything with respect to convergence rates. In works on inverse problems [3, 5] , the source condition u 0 = proj U ad (S ⋆ w) is used, which is retained as the special case I = Ω in Assumption 2. The assumption (5) on the active sets was already employed to obtain regularization error estimates [7, 8] , error estimates for finite-element discretizations of (P) [2] , as well as stability results of bang-bang controls [4] . Then there is α max > 0 and a constant c > 0, such that
Under the assumptions of the theorem, one can prove also convergence rates for u α − u 0 L 1 (A) [8] .
Proof. The proof is analogous to the proof of [8, Thm. 3.14] . We have to take into account the modification of the source condition (4) in the case β > 0. By [8, Lemma 2.12], we have
Since U ad is bounded, we obtain p 0 − p α L ∞ (Ω) ≤ c α 1/2 for some c > 0 independent of α. Let now α be small enough such that p 0 − p α L ∞ (Ω) < β/2. This implies that p 0 and p α have the same sign on the set {x ∈ I : |p 0 (x)| ≥ β/2}. Consequently, u 0 and u α have the same sign on this set, too. Moreover, on the set {x ∈ I : |p 0 (x)| < β/2} it holds |p α | < β, and hence u α = 0 = u 0 on this set. This yields
for α > 0 small enough. Note that in case of w = 0, the right-hand side in the previous estimate vanishes and it remains to estimate (χ A u 0 , u 0 − u α ). Arguing as in the proof of [8, Thm. 3 .14] proves the claim. ⊓ ⊔ 3 Necessary conditions for convergence rates 
This result shows that the source condition (4) is necessary on the set {x ∈ Ω :
Proof. Let us prove the claim in the case β > 0. The result in the case β = 0 can be proved with obvious modifications. Let us take a test function u ∈ U ad defined as
Due to the relation
which is a consequence of the necessary optimality condition, see [1, Cor. 3.2] for a proof, we obtain λ 0 = ±1 where p 0 = ±β. Hence it holds
for u as above.
, we obtain
Using the optimality of u α and the relation −p α = −p 0 + S ⋆ S(u α − u 0 ) we get
Adding (−p 0 + β λ 0 , u α − u 0 ) ≥ 0 to the left-hand side yields
Using (8) and (9) we obtain
Due to the assumptions of the theorem, the functions As can be seen from the proof, the element that realizes the source condition can be interpreted as the (weak) directional derivate of α → y α at α = 0. The result of the theorem resembles known results of necessity of the source condition in linear inverse problems, see e.g. [3, 5] .
Necessity of the condition (5) on the active set
Let us define A := {x ∈ Ω : |p 0 | − β > 0} and µ(ǫ) = {x ∈ Ω : 0 < |p 0 | − β < ǫ} .
In this section, we want to prove the bound µ(ǫ) ≤ Cǫ κ , which implies necessity of the condition (5). For α > 0 letũ α denote the unique solution of
Analogous to (2), we have the representatioñ
Let us first prove a relation between the convergence rates of u 0 −ũ α L 2 (A) and µ(ǫ) for α → 0 and ǫ → 0, respectively.
Lemma 5. Let us assume that there is
Proof. Due to the pointwise representations ofũ α and u 0 in (10) and (3), respectively, it holds
Due to the assumption on the control constraints we have
for α → 0, which proves the claim.
⊓ ⊔
Using the same arguments, we can prove the following result.
Corollary 6. Let the requirements of Lemma 5 be satisfied. Let
Lemma 7. Letũ α be defined as above. Then it holds
Proof. Since u α andũ α solve (P α ) and (P aux α ), respectively, we have
with someλ α ∈ ∂ ũ α L 1 (Ω) . Due to the monotonicity of the subdifferential we have (λ α −λ α , u α −ũ α ) ≥ 0. This gives
The identity
finishes the proof. ⊓ ⊔
Theorem 8. Let us assume that there is
σ > 0 such that u a ≤ −σ < 0 < σ ≤ u b a.e.
on Ω. The we have the following implication: If
Proof. Let us begin with
Hence by Lemma 5, we obtain µ(ǫ) = O(ǫ 2d−2 ). Let us note that the convergence rates imply u 0 (x) = 0 if |p 0 (x)| = β by Theorem 4. This means u 0 =ũ α = 0 on the set {x ∈ Ω : |p 0 (x)| = β} = Ω\A, cf. (10). Using the convergence rate p 0 − p α L ∞ (Ω) = O(α d ) and Corollary 6, we find
Since by the above considerations we already got µ(ǫ) = O(ǫ 2d−2 ) this gives
Repeating this process k times until
which finishes the proof.
⊓ ⊔
Together with Theorem 4, this result shows that the requirements of Theorem 3 for convergence rates d > 1 are sharp.
It is an open question, whether the requirement (5) on the active set is also necessary for convergence rates d ≤ 1.
In our opinion, this condition is to strong and has to be relaxed in order to obtain a characterization for convergence rates d ≤ 1.
Necessary conditions for exact reconstruction with α > 0
Let us now investigate the case of exact reconstruction. That is, the solutions of the regularized problem u α coincide with the (minimal L 2 -norm) solution u 0 of the original problem.
Lemma 9. Let us assume that u α * = u 0 for some α
Proof. The claim follows from known monotonicity results: The mapping α → u α L 2 is monotonically decreasing, while α → for some ǫ > 0.
Proof. Let us assume u α * = u 0 for some α * > 0. Lemma 9 and Theorem 4 imply u 0 (x) = 0 for x ∈ {x ∈ Ω : |p 0 (x)| = β}. Moreover, due to p 0 = p α * we infer u 0 = u α * =ũ α * from Lemma 7, whereũ α * is defined by (10). Hence, Corollary 6 implies µ(σ α * /2) = 0. To prove the converse, let (11) be satisfied for some ǫ > 0. Using (6) we obtain
where A = {x ∈ Ω : |p 0 (x)| = β} and A α = {x ∈ A : u 0 (x) = u α (x)}. By [8, Corollary 3.13] we have A α = 0 and hence u 0 − u α L 2 (A) = 0 for α > 0 small enough.
⊓ ⊔
In many applications, the adjoint state p 0 belongs to C(Ω). In this case, the result of Theorem 10 shows that an exact reconstruction is only possible if |p 0 (x)| = β for all x ∈ Ω. This in turn implies either u 0 ≡ u a or u 0 ≡ 0 or u 0 ≡ u b on every connected component of Ω.
