variables taking values in a real separable Hilbert space (H, · ) with mean zero and covariance operator Σ, and set 
arranged in the non-increasing order and taking into account the multiplicities. Let l be the dimension of the corresponding eigenspace, and denote the largest eigenvalue of Σ by σ 2 . Let log x = ln(x ∨ e), x ≥ 0. This paper studies the convergence rates for n (log log |n|) b |n| log |n| P S n ≥ σε 2|n| log log |n| . We show that when l ≥ 2 and b > −l/2, E[ X 2 (log X ) d−2 (log log X ) b+4 ] < ∞ implies
b+l/2 n (log log |n|) b |n| log |n| P S n ≥ σε 2|n| log log |n| 
Introduction
Let {X n : n ≥ 1} be a sequence of random variables with common distribution, EX 1 = 0 and 0 < EX
X k , n ≥ 1, and denote log x = ln(x ∨ e), log log x = log(log x). Hsu and Robbins [8] first established the following well known complete convergence,
if and only if EX = 0 and EX 2 < ∞. Baum and Katz [3] extended this result and proved the following theorem.
Ì ÓÖ Ñ Aº Let 1 ≤ p < 2 and r ≥ p. Then Later, many other authors investigated various extensions of the results above. Especially, Gut and Spȃtaru [5] obtained the following exact convergence rates.
Ì ÓÖ Ñ Bº Suppose that EX = 0 and EX
where N is the standard normal random variable.
After that, Gut and Spȃtaru [6] and Spȃtaru [10] considered the exact convergence rates for random fields, and Huang and Zhang [9] investigated the precise rates of the law of the logarithm in Hilbert space. Inspired by them, we aim to study the convergence rates of the law of the iterated logarithm for Hilbert-space-valued i.i.d. random fields in this paper.
In this context, let Z 
). Then it follows from a known result of Acosta and Kuelbs [1] that with probability one lim sup n→∞ S n √ 2n log log n = σ,
Based on the result above, we have the following result concerning the exact convergence rates.
Then we have
where Γ(·) is a gamma function and
Remark 1.1º
It is easily seen that we extend the results of Gut and Spȃtaru [6] and Spȃtaru [10] to the Hilbert space setting.
Normal case
In this section, we will prove Theorem 1.1 in the case that {X, X n : n ∈ Z d + } are Gaussian random variables. In the sequel, let C and C 1 , C 2 denote positive constant whose value can differ in different places and a n ∼ b n means that a n /b n → 1 as n → ∞. Before we state the results here, we first introduce some notations similar to those in [6] . An important observation is that inequalities which do not depend on the (partial) order of the index set Z 
Then it follows that
Let Y be a nondegenerate Gaussian random variable with mean zero and covariance operator Σ. Then we have the following result in this section.
ÈÖÓÔÓ× Ø ÓÒ 2.1º For b > −l/2, we have
P r o o f. Note that the limit in Proposition 2.1 does not depend on any finite terms of the infinite series. Then, it follows from Lemma A.1 that 
Note that
is eventually non-increasing and Lemma 2.7] ), and these, combined with Lemma A.1, imply that as
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It also means that for any 0 < δ < 1, there
m log m P σε 2 log log k ≤ Y < σε 2 log log(k + 1)
m log m · P σε 2 log log k ≤ Y < σε 2 log log(k + 1)
P σε 2 log log k ≤ Y < σε 2 log log(k + 1)
Thus we can get lim sup
Similarly, we have that lim inf
Then by the arbitrariness of δ and θ and the notation of A, the result follows, as desired.

The general case
Without loss of generality, we assume that σ = 1 in the sequel. For each m ≥ 1, and 1 ≤ j ≤ m, we define that
It is easily seen that
And denote 2 and 
P r o o f. It is easy to check that
By taking the same way as above and Lemma A.2, we have the following two results:
Then the proof is complete.
Now we turn to the proof of Theorem 1. 
which, together with Lemma A.3, leads to
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where
Thus, we have the upper bound below, via Proposition 2.1, Lemmas 3.1 and 3.2, lim sup
Now we consider the lower bound of (1.2). First we consider the finite dimensional case, i.e. l < ∞. Without loss of generality, we assume that the dimension of the space is l , for otherwise we can consider the projected space corresponding to the positive eigenvalues σ i , i = 1, 2, . . . , l . Note that Σ −1 exists since its eigenvalues are positive, and also Σ m → Σ, as m ∞. Thus we also assume that Σ Then, we have that
and we conclude that, for any x > 0, 
Ä ÑÑ º½º
where C is a universal constant.
P r o o f. See Einmahl [4] .
