Abstract: The paper studies kernel regression learning from stochastic optimization and ill-posedness point of view. Namely, the convergence properties of kernel learning estimators are investigated under a gradual elimination of the regularization parameter with rising number of observations. We derive computable non-asymptotic bounds on the deviation of the expected risk from its best possible value and obtain an optimal value for the regularization parameter that minimizes these bounds. We establish conditions for almost sure convergence of function estimates, jointly with a rule for downward adjustment of the regularization factor with increasing sample size.
Introduction
From optimization point of view any statistical estimation problem (including quantile estimation) is a special case of a stochastic programming one, i.e. it is a problem of minimization of some mathematical expectation function under constraints, see (Ruszczynski and Shapiro, 2003) . In case of regression estimation this stochastic optimization problem is infinite dimensional and ill-posed, and as often happens in infinite dimensional cases for solution it requires drawing general regularization ideas, see (Tihonov and Arsenin, 1977) , (Vapnik, 1998) . The regularized empirical least square risk minimization naturally produces estimators converging (in probability) to the regression function either in mean norm (Györfi et al., 2002) , Smale, 2001, 2002) , (Poggio and Smale, 2003) or in a strong (RKHS norm) topology (Smale and Zhou, 2005) , (Smale and Yao, 2006) . Convergence in the strong topology is important because it implies in Reproducing Kernel Hilbert Spaces (RKHS) a uniform convergence desirable in practical applications. When speaking about quantiles we mean concrete confidence bounds but not abstract risk minimization, so we are interested in (uniform) convergence of quantile estimators. In the present paper we study nonparametric kernel quantile regression estimation from stochastic optimization and illposedness points of view and concentrate our attention on convergence (in probability and a.s.) of estimators themselves to true quantile functions. In the paper we treat a quantile regression estimation problem as a nonsmooth optimization problem in a Reproducing Kernel Hilbert Space that is a common setting in the statistical learning literature.
In kernel learning literature minimization functional usually equals to the sum of absolute values of errors, incremented by a regularization term multiplied by a scalar, the regularization factor. This means that the conditional median is estimated. In the literature on support vector machines (SVM), see e.g. (Vapnik, 1998) , (Schoelkopf and Smola, 2002) while studying these issues the main attention is paid to the convergence of empirical risk functionals to the true risk functional, but convergence of empirical risk minimizers (estimators) to the estimated regression function is not much discussed. The regularization factor is generally reduced with rising number of observations but the literature so far (see (Takeuchi et al., 2005) ) has only studied convergence of the estimator under a fixed value of the regularization parameter. We remove this important limitation, because until the regularization factor has vanished, the estimator will be biased and fail to converge to the true function or any known deviation from it.
This motivates our study on the convergence properties of kernel learning estimators in the present paper. We follow steps in (Takeuchi et al., 2005) but we extend their analysis by allowing for the gradual elimination of the regularization term, and by casting our discussion not only on the convergence of risk indicators but also quantile regression estimators themselves.
Nonparametric quantile regression in Reproducing Kernel Hilbert Spaces (RKHS)
We are looking for relation D f ∈ between y and x , given the set of independent observations:
If the distribution ) (⋅ P were known this could be done by solving a so called risk minimization problem:
is a loss function, D is some functional class to be defined later on. Denote * f a minimizer in (1). For the quadratic loss function
, it is well known that minimum is achieved on the conditional mean
In the present paper we are interested in finding conditional median and other quantiles of ) (⋅ P . This could be done by solving (1) with
+ -quantile function (see (Koenker and Bassett, 1978) , (Ermoliev and Leonardi, 1982) ). For the median we have to take
. In what follows,
be a Reproducing Kernel Hilbert Space (RKHS) with Mercer kernel
is continuous and symmetric, and for any finite set of points
is positive definite), with inner product k ⋅ ⋅, and corresponding norm
, see (Aronszajn, 1950) , (Cucker and Smale, 2001) , (Schoelkopf and Smola, 2002) . It is well known that finite sums
, constitute a dense subset of func-
Since the distribution ) (⋅ P is not known and a quantile estimation problem is generally ill-posed, instead of (1) we solve an associated regularized empirical risk minimization (learning or estimation) problem:
Denote its solution
Due to the Representer Theorem (Kimeldorf and Wahba, 1970) , see also (Schoelkopf and Smola, 2002, Theorem 4.2, p. 90) , a solution of problem (2) exists and can be written in the form:
where coefficients
are real numbers. The Representer Theorem plays a key role in kernel learning, because it makes possible, by substituting of (3) into (2), to reduce the infinite-dimensional optimization problem (1) to a finite-dimensional optimization one:
We characterize the distribution, the loss function and the kernel in the following assumptions.
Assumption A (Identifiability of the model):
and strictly monotonous in a for a such that 1 ) ( 0
Proposition 1 (Quantile is the unique risk minimize, (Koenker and Bassett, 1978) , (Ermoliev and Leonardi, 1982) ). Under assumption A the minimum in (1) is achieved at the ) /( ν µ ν + -quantile of ) (a F x , and this is the unique continuous solution of (1).
Assumption B (Properties of the loss function and the kernel). Assume that (i) the loss function
is convex and Lipschitzian with constant L uniformly in Z z ∈ ;
(ii)
Our first result establishes a bound on the expected risk at the regularized empirical risk minimizer
Proposition 2 (Bounds on the expected risk). Under assumption B for any 0 > λ and m :
where expectation m
By minimizing the right hand side of (4) 
It is seen that norm the tighter the bounds, we can conclude that the kernel has to be selected in such a way that this norm multiplied by K becomes minimal. Clearly, as * f is unknown, this cannot be done exactly but the result confirms that finding a kernel which fits a particular class of functions may be an important issue.
Consistency of kernel learning estimators
We are now ready to establish conditions of consistency of kernel learning regression estimators (convergence of 
Other related results
For least square regression in RKHS, (Cucker and Smale, 2002) find optimal regularization parameter ) , (
, which is fulfilled with probability ) 1 ( δ − , where Cucker and Smale, 2002 , Corollary 2), they give conditions of convergence of ( )
to zero in probability. In the same setting convergence result from (Smale and Zhou, 2005) reads:
For the quantile regression (Takeuchi et al., 2005) obtained under fixed λ estimates of the form:
Conclusions
We have presented a computable framework for estimating quantiles as a risk minimization problem. For the median, this corresponds to minimization of the sum of absolute deviations, and through this encompasses the most commonly used tools of kernel learning, such as support vector regression and classification. Computation of other quantiles makes it possible to describe further the properties of the conditional density of y given x, for example to estimate at 90% significance level the range within which a prediction should lie.
We have also shown that the regularization, introduced in kernel learning to deal with the illconditioning inherent in all flexible form estimations, can be used to improve the convergence of estimators and make them more stable, provided the regularization factor is reduced not too fast a pace. We derived computable non-asymptotic bounds on the deviation of the expected risk at the obtained estimator from its best possible value and also obtained an optimal value for the regularization parameter that minimizes these bounds. These bounds enabled us to establish conditions for almost sure convergence jointly with a rule for downward adjustment of the regularization parameter with increasing sample size.
