Abstract This paper will demonstrate how European and American option prices can be computed under the jump-diffusion model using the radial basis function (RBF) interpolation scheme. The RBF interpolation scheme is demonstrated by solving an option pricing formula, a one-dimensional partial integro-differential equation (PIDE). We select the cubic spline radial basis function and adopt a simple numerical algorithm (Briani et al. in Calcolo 44:33-57, 2007) to establish a finite computational range for the improper integral of the PIDE. This algorithm reduces the truncation error of approximating the improper integral. As a result, we are able to achieve a higher approximation accuracy of the integral with the application of any quadrature. Moreover, we a numerical technique termed cubic spline factorisation (Bos and Salkauskas in J Approx Theory 51: [81][82][83][84][85][86][87][88] 1987) to solve the inversion of an ill-conditioned RBF interpolant, which is a well-known research problem in the RBF field. Finally, our numerical experiments show that in the European case, our RBF-interpolation solution is second-order accurate for spatial variables, while in the American case, it is second-order accurate for spatial variables and first-order accurate for time variables.
Introduction
In this paper, we demonstrate the computation of the European and American option prices using the jump-diffusion model and radial basis function (RBF) interpolation techniques. The RBF methods were recently proposed to numerically solve initial value and free-boundary problems for the classical Black and Scholes equation in either one-or multiple-asset cases (Fausshauer et al. 2004a,b; Hon and Mao 1999; Larsson et al. 2008) . In this paper, for the jump-diffusion model, as with other Lévy-type models, the Black and Scholes PDE is replaced by a partial integro-differential operator (PIDE), which involves a global term in the form of an integral operator. The PIDE has the following form (cf. Cont and Tankov 2004; Schoutens 2003 Schoutens , 2006 :
Our principal contribution is to demonstrate an efficient numerical solution of (1) using RBFs, both for initial value and free-boundary problems (as with the American options). We have chosen the jump-diffusion model as a typical case on which to test this RBF methodology. However, our method can be easily extended to other contexts in which the basic pricing equation is a PIDE, such as the Carr-Geman-Madan-Yor (CGMY; Carr et al. 2002) or variance Gamma (VG; Carr et al. 1998; Madan and Milne 1991) Lévy-type models. These models will be addressed in another paper (Brummelhuis and Chan 2011) . PIDEs, such as the Merton (1976) and Kou Models (Kou 2002; Kou and Wang 2001) , are typically treated using a traditional finite difference method (FDM) or finite element method (FEM) . In an FDM, the PIDE is fully discretised on an equidistant grid after having (artificially) localised the equations to some bounded interval/domain in R. The global integral term can be computed using numerical quadrature or fast Fourier transform (FFT; see, Almendral 2004; Almendral and Oosterlee 2005 , 2006a ,b, 2007 Andersen and Andreasen 2000; Briani et al. 2007; Cont and Voltchkova 2005; d'Halluin et al. 2004 d'Halluin et al. , 2005 Hirsa and Madan 2004; Wang et al. 2007 ). In contrast, the FEM is defined by piecewise polynomial functions or wavelet functions on regular triangularisations. This technique is used to approximate solutions of the partial differential terms and integral term (cf. Almendral and Oosterlee 2005; Matache et al. 2003 Matache et al. , 2005 .
Our approach not only provides a new research direction for applying RBFs in option pricing but also resolves problems that arise from using FDMs and RBFs. We summarise the problems as follows:
(1) In FDM, the Crank-Nicolson scheme is one of the most popular methods for time discretisation; however, with a short time to maturity, it produces wiggles in both the option price and its sensitivities near the strike price (at which the first-order differentiation is discontinuous). Giles and Carter shed light on this problem (Giles and Carter 2006) by suggesting Rannacher's time stepping method (a mixture of four half-timesteps of the backward Euler and Crank-Nicolson methods). Although Giles and Carter provide proof of their methods and resolve the problem, they limit their methods to pricing European options under the BlackScholes model and do not extend their ideas to solve (1) or American-type options. (2) Recently, the RBF-interpolation scheme using a multiquadric (MQ) basis function was proposed to numerically solve the classical Black and Scholes PDE (cf. Fausshauer et al. 2004a,b; Hon and Mao 1999; Larsson et al. 2008 ) because of its comparatively higher accuracy. The MQ contains a shape parameter, which plays a critical role in the accuracy of the interpolation (cf. Wendland 2005) . Unfortunately, no theoretical proof for selecting an optimal shape parameter (cf. Wendland 2005) in the MQ basis function has emerged to date. (3) The standard approach to solving the radial basis function interpolation problem has been recognised as ill conditioned for many years (cf. Fasshauer 2007, chapter 16) , particularly when infinitely smooth basic functions, such as the MQ and Gaussian functions, are used with small values for their associated shape parameters. Recent research papers (e.g. Fornberg and Wright 2004; Ling and Kansa 2004; Brown et al. 2005; Ling and Kansa 2005; Fornberg 2005, 2003; Fornberg et al. 2011; Larsson et al. 2012) have suggested different numerical techniques for solving the RBF ill-conditioning problem and applied these techniques to solve PDEs. However these techniques have not been extended to solve PIDEs yet.
Our RBF-approximation method using a cubic spline as a basis function will circumvent these disadvantages. This paper is divided into five sections, including this introduction. Section 2 provides a brief review of both the Merton and Kou jumpdiffusion models. In Sect. 3, we first explain and then define our RBF algorithm for solving PIDEs, which we then implement in the jump-diffusion model. Section 4 contains our numerical results for both the European and American call and put options, including an analysis of the maximum error, root-mean-square error, rate of convergence and approximation of delta and gamma hedging formulas and a comparison of the accuracy of our solution with that of the FDM and FEM. Section 5 concludes the paper.
PIDE option pricing formula in the jump-diffusion market
A jump-diffusion process has two main building blocks, a Brownian process and a compound Poisson process. We use a Brownian process (W t ) t≥0 to describe the evolution of a risky asset (S t ) t≥0 and a compound Poisson process (N t ) t≥0 to describe the jumps occurring in (S t ) t≥0 . In the model, jumps represent rare events, such as crashes and/or drawdowns, at random intervals in (S t ) t≥0 . To ensure positivity and independent and stationary log-returns of the asset (cf. Cont and Tankov 2004) , S t is typically modelled as an exponential jump-diffusion process:
where S 0 is the asset price at time zero and L t is defined as follows:
where γ c is a risk-neutral drift term, σ is the volatility, W t represents the Brownian motion, N t is the Poisson process with an intensity λ, and Y i is an i.i.d. sequence of random variables. Moreover, the characteristic function of this process can be considered a special case of the Lévy-Khintchine formula (Cont and Tankov 2004) :
where
In this equation, r is the risk-neutral interest rate, q represents the compounded dividends and η is a constant equal to R (e x − 1) f (x)dx. The value of η is determined by f (x), the probability density function of Y i given in (3). In the classical Merton model (Merton 1976) , for any i ∈ {1, 2, . . .}, Y i represents log-normally distributed variables with
[for the details on (7), we refer the reader to Cont and Tankov (2004) , Boyarchenko and Levendorskiȋ (2002) ]. If we replace f (x) with exponential density functions defined by
we obtain a new value for η:
With this new f (x), the model is called the Kou model (Kou 2002; Kou and Wang 2001) . The calculation of η is found by simply integrating e x over the real line with α 1 > 1 and α 2 > 0 (cf. Cont and Tankov 2004) .
European options
Because σ > 0 in (3), a risk-neutral probability measure Q (cf. Sato 1999), Theorems 33.1 and 33.2) is required, and as a result, γ c in (3) guarantees that the discounted process e −(r −q)t S t is a martingale process. Based on the risk-neutral arguments and the fact that e −(r −q)t S t is a martingale process [see, for example, Cont and Tankov (2004) ], we can derive the following PIDE pricing formula that describes the price of a European contingent claim u(x, τ ) in log S t = x over the time to maturity, τ = T −t (cf. Cont and Tankov 2004) :
with an initial value of
where η * = η + R x f (x) dx and K is the strike price.
Remark 1 A technical issue is that solutions to parabolic Cauchy-problems such as (10) need not be unique: a classical example of Tychonov shows the existence of a non-zero solution of the heat equation on the line with initial value 0. Unicity is restored by imposing (not very restrictive) growth condition on the solution of the type |u(x, t)| ≤ Ce c|x| 2 on compact intervals in time. In applications to Finance, additional growth conditions are naturally provided by the principle of Absence of Arbitrage. For example, for put prices Absence of Arbitrage implies that 0 ≤ u(x, τ ) ≤ K , and boundedness implies uniqueness for the corresponding Cauchy problem, as can easily be shown using Fourier transforms (of tempered distrubutions). In the case of a call, absence of arbitrage implies that 0 ≤ u(x, τ ) ≤ e x , which again implies uniqueness, using for example the complex Fourier transform (assuming, as we do, that e x and |x| are ν-integrable on {|x| ≥ 1}). Common numerical schemes will never converge to Tychonov-type solutions: if the initial value is identically 0, the scheme will just return the 0 solution at all times.
American options
For an American put option, we must consider the possibility of early exercise (e.g., Cont and Tankov 2004; Schoutens 2003 Schoutens , 2006 . As a result, the highest value of an American option can be achieved by maximising over all allowed exercise strategies:
where (t, T ) denotes the set of non-anticipating exercise times τ * that satisfy t ≤ τ * ≤ T . To compute the u(x, τ ) for the American put option, one can solve the following linear complementarity problem (Cont and Tankov 2004; Schoutens 2003 Schoutens , 2006 :
Because this paper only considers a jump-diffusion model with σ > 0 and a finite jump intensity, the smooth pasting condition
is valid at the time of exercise τ * , as noted by Pham (1997) . The value of an American put option is therefore continuously differentiable with respect to the underlying (0, T ) × R; in particular, the derivative is continuous across the exercise boundary.
Remark 2 One should note that if we set λ = 0, (10) will become the original BlackScholes PDE.
Mesh-free numerical approximation method
The RBF interpolation scheme is a well-known meshless technique for reconstructing an unknown function from scattered data that has numerous applications in various fields, such as geological terrain modelling, surface reconstruction in imaging, and numerically solving partial differential equations in applied mathematics. In particular, RBFs have recently been used to solve PDEs in quantitative finance. Several authors, including Fausshauer et al. (2004a,b) , Larsson et al. (2008) , Pettersson et al. (2008) and Hon and Mao (1999) , have suggested RBFs as a tool for solving Black-Scholes equations for European and American options. This numerical scheme for estimating partial derivatives using RBFs was originally proposed by and resulted in a new method for solving partial differential equations (1990) . To solve the PIDE, one must first obtain an RBF approximation of the initial value or pay-off of the option. Once we have a disposition of such an RBF interpolant, we can implement an RBF scheme to solve the PIDE using this RBF interpolant as the initial value. The general idea of the proposed numerical scheme is to approximate the unknown function u(x, τ ) using an RBF interpolant with the RBF scheme to determine the interpolation points for the initial value and deriving a system for the linear constant coefficient ODE by requiring that the PIDE (10) be satisfied for the chosen RBF interpolation points.
After selecting the interpolation points x j ∈ R, we Approximate the solution u(x, τ ) in (10) for any fixed time to maturity τ using its RBF interpolant as follows:
Because the radial basis function is not time dependent, the time derivative of u(x, τ ) in Eq. (10) is simply
Moreover, the first and second partial derivatives of u(x, τ ) with respect to x are as follows:
For the particular case when φ is the cubic spline,
In this research, we chose the cubic spline rather than the more popular MQ and IMQ as the basis function because of its simplicity and lack of shape parameters.
3.1 Transforming the PIDE to a system of ODEs using RBFs Given a set of interpolation points x 1 , . . . , x j , . . . , x N in R and an RBF φ, we can construct N × N matrices A A A, A A A x and A A A x x that are defined by φ(
, j≤N , respectively. In this case, the x j values are chosen according to the equally spacing method (ESM) described in the literature (Fausshauer et al. 2004a,b; Hon and Mao 1999) . The equally spacing method provides a mechanism for choosing equally spaced points in a finite interval. Using the ESM, we determine an interval [x min , x max ] outside of which we can neglect the contribution of u(x, τ ) to the global integral term of the PIDE (10), and for a given N = 0, 1, 2, . . . ,
where (10) and require that the PIDE be satisfied in the interpolation points x j , we arrive at the following system of ODEs for the vector ρ ρ ρ(
where ρ τ := ∂ρ ∂τ , and we recall that f (y) is
Before applying a suitable numerical integration algorithm to the integral terms in (24), we truncate the integrals from an infinite to finite computational range. Briani et al. (2007) , Cont and Voltchkova (2005) , Tankov and Voltchkova (2009) and d 'Halluin et al. (2004 'Halluin et al. ( , 2005 have provided different numerical techniques for determining a finite computational range to reduce errors in the numerical approximation when performing this truncation. In this paper, we adopt the Briani et al. numerical technique for truncating the integral domain of our PIDE (cf. Briani et al. (2007) ) in both the Merton and Kou models. A proof is provided in "Appendix". If > 0, the formula for selecting a bounded interval [y − , y ] for the set of points y in the Merton case is as follows:
and in the Kou model we have
We therefore transform Eq. (24) into
We use the adaptive Gauss-Kronrod quadrature in MATLAB to evaluate the matrix of the integrals in (29), which leads to the following approximation:
where w k and y k are suitable quadrature weights and quadrature points, respectively ; see Shampine (2008) for details. To simplify the notation, we set
Then, the integrals in Eq. (29) can be approximated by
Substituting (31) into Eq. (29), we arrive at the new approximate equation:
Because the cubic spline is a strictly conditionally positive definite function of order 2, the invertibility of A A A is not assumed without adding a real-valued polynomial of degree 1 in (17) 
where P P P is an N × N matrix,
and U U U is a near-tridiagonal N × N matrix,
where h is the distance between x i+1 and x i for 1 ≤ i ≤ N − 1 and S = N h. We also have an explicit form of P P P −1 (cf. Bos and Salkauskas 1987, Lemma 3.6 ) that is equal to
We perform Gaussian elimination with partial pivoting to calculate P P P −1 . Then, we multiply both sides of (32) by U U U −1 and P P P −1 to obtain the following homogeneous system of ODEs with constant coefficients:
where is defined by the left-hand side. After some numerical experimentation, we found that the matrix is stiff. To illustrate why is stiff, we use the following example. Suppose we select −10 and 10 as the maximum and minimum logarithmic prices x min log(S min ) and x max log(S max ) in Eq. (23), respectively. Then, we use (23) to generate a list of 100 interpolation points. Based on the previously mentioned procedures and ideas, we can obtain the 100×100 matrix in (37). Then, we measure the stiffness ratio of , which is the quotient of the largest and smallest eigenvalues of the Jacobian matrix . Thus, we obtain a ratio of 1.2864 × 10 5 , which implies that Eq. (37) is a stiff ODE, and therefore, we must use an implicit method to solve the ODEs, e.g., backward differentiation formulas (BDFs), a modified Rosenbrock formula of order 2, the trapezoidal rule or TR-BDF2, or an implicit Runge-Kutta formula with a first stage that is a trapezoidal rule step and a second stage that is a backward differentiation formula of order two. In this paper, we use the first option.
Numerical results

European Vanilla options
We first present a simple method for distributing a set of interpolation points. We then present our interpolation solutions and their convergence rates under the BlackScholes and jump-diffusion models. Based on the cubic spline interpolation scheme, we further derive explicit delta and gamma hedging formulas and graphically illustrate the results. Finally, we compare the numerical results of the cubic spline interpolation scheme with those from the FDM and FEM.
A good method for placing interpolation points can determine the accuracy of our scheme. To achieve this goal, we set a range of [x min , x max ] and create N interpolation points via EMS (23). We then distribute the first N /2 points uniformly in [x min , log(K )], where K is the strike price, and the remaining points in [log(K ), x max ]. Our scheme for distributing the interpolation points is illustrated in Fig. 1 .
In option trading, the region of most interest occurs when the mean of the stock prices approaches the strike price. Typically, the probability is low for a stock to default or to diverge greatly from the strike price. Therefore, we define the region of interest as follows:
Based on this region, we can test the accuracy of our cubic spline interpolation scheme using a set of evaluation pointsx x i . We determine the grid pointŝ
where x = (x max −x max )/N eval with x min ≤x min ≤x max ≤ x max and N eval is the number of evaluation points chosen. We will use the following three different measures for the errors: the maximum error
the root-mean-square (rms) error
x min x max log (K) Fig. 1 Uniform distributions of the interpolation points around the strike price obtained using EMS. The red dots represent the interpolation points. The blue cross is the location of the logarithmic strike price (Color figure online)
and the relative error
where V (ex , t) and u(x, t) are the exact and approximate values at point (x, t), respectively.
We also calculate the rate of convergence of the maximum error and rms error using E ∞ (x i , T ) and E 2 (x i , T ). We define the following formulae:
for the maximum error and
for the rms error, where N is the number of interpolation points, C is a constant and R 2 is the rate of convergence, which is linear when it equals one and quadratic when it equals two.
Because the option price is approximated by the cubic spline interpolation scheme, we can develop approximate formulas to compute option Greeks (sensitivities in the option value to changes in the price of the underlying asset price model parameters). We focus only on expressing the formulae for both delta , the sensitivity or the rate of change in the option price u with respect to the change in the underlying logarithmic price and gamma , the rate of change in delta with respect to the change in the underlying price. For at any time τ , we have
and for , we have
As discussed in Sect. 3, the explicit forms of ∂φ(|x − x j |)/∂ x and ∂ 2 φ(|x − x j |)/∂ x 2 are equal to (21) and (22), respectively. The analytical price of a European call/put option in the Merton jump-diffusion model (Merton 1976 ) is given by
where τ = T − t is the time to maturity, η = e μ J + σ 2 J 2 − 1 represents the expected percentage change in the stock price originating from a jump, σ 2 k = σ 2 + kσ 2 J T −t is the observed volatility, r k = r − λη + k log(1 + η)/(T − t), q is the dividend and V B S the Black-Scholes price of a call and put computed as
where (·) is the cumulative normal distribution and
For the derivation of V MJ (S t , τ, K , r, q, σ ), we refer the reader to Merton (1976) , Cont and Tankov (2004) . In general, for models in which the characteristic function of the Lévy process is known, an analytical solution for the PIDE (10) may be found using Fourier analysis (Carr and Madan 1999; Lewis 2001) . For the sake of simplicity and accuracy, we propose the Fourier space time-stepping method of Jackson et al. rather than that of Carr and Madan (1999) or the FFT method of Lewis (2001) . The idea of this method is based on a Fourier transform of the PIDE. Using an FFT and inverse fast Fourier transform (FFT −1 ), the European option price can be obtained. The pricing formula for evaluating the European option can be expressed as follows:
where ψ(z) is the characteristic function of the Kou model, which can be defined as
and V Kou (S, T ) is the payoff function (11). For more details on this method, we refer the reader to Jackson et al. (2008) . This method reportedly has a second-order convergence in space in the European cases. Our RBF algorithm for numerically solving (10) with initial condition (11) is as follows:
(1) Find the RBF approximation to the initial value u(x, 0) using the ESM (see (23)) to obtain a set of interpolation points x 1 , . . . , x n and an initial vector ρ ρ ρ(0)
(2) Then, use ρ ρ ρ(0) as the initial value for the system (37). By using any stiff ODE solver, we can determine ρ ρ ρ(T ) at time T . (3) Finally, substitute ρ ρ ρ(T ) back into N j=1 ρ j (T )φ(|x − x j |) to obtain an approximate value for u(x, T ).
In our numerical experiment, we implement the algorithm in MATLAB R2007b and, as we did above, set our maximum and minimum logarithmic prices x min log(S min ) and x max log(S max ) to −10 and 10, respectively. To obtain a more accurate approximation of the integral in (29), we set in both (25) and (27) All tabulated parameters except those in Tables 3, 6 and 9 are chosen from different reports in the literature. The parameter σ = 1 in Tables 3, 6 and 9 is selected to stress our numerical algorithm. From Tables 1, 2 , 3, 4, 5, 6, 7, 8 and 9, E ∞ and E 2 decrease when the number of interpolation points N increases. Our cubic spline interpolation scheme can obtain second-order convergence in space because the second-order differentiation operator of (1) reduces the convergence order of the cubic spline from fourth to second (cf. Wendland 2005) . In Figs. 2, 3 and 4, oscillations do not occur around the strike K for small values of T when we approximate and . In Table 10 , we compare the results of the FDM used by Briani et al. (2007) with those using our cubic spline interpolation scheme. Our numerical approximation scheme can achieve lower E rel. (log S, T ) values than either the ARS-233 (an implicit-explicit FDM with second order in space and third order in time) or Explicit scheme (an explicit FDM with second order in space). Tables 10 and 12 provide additional comparisons between the accuracy of our cubic spline approximation scheme and that of Almendral and Oosterlee's FDM and FEM with BDF2. To illustrate a fair comparison, we set our maximum and minimum logarithmic prices x min and x max to match those proposed by Almendral and Oosterlee in their numerical experiments. Thus, we set [x min x max ] to [−4 4] and [−6 6] in the Merton model (Table 11) and Kou model (Table 12) , respectively. Our cubic spline interpolation scheme can attain a lower E rel. (log S, T ) value than the FDM or FEM with BDF2 in both the Merton and Kou cases.
American Vanilla put options
In this section, we adapt an RBF algorithm to compute American put option prices. We then compare the option prices obtained from our RBF algorithm with those obtained The parameters are as follows: r = 0.04, q = 0, σ = 0.29, K = 1 and T = 1. The parameters are taken from the literature (Giles and Carter 2006) . The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time The parameters are as follows: r = 0.05, q = 0, σ = 0.2, K = 1 and T = 2. The parameters are taken from the literature (Shaw 2009 ). The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time from the Jackson et al. FST methods (Jackson et al. 2008) . As mentioned in Sect. 2, an American put option problem is a free-boundary problem because of the possibility of early exercise at any point during its lifetime, leading to the free-boundary condition
Together with the smooth pasting condition mentioned in Sect. 2, this uniquely determines the exercise boundary. The Jackson et al. FST methods suggest that their solutions can achieve second order in space when they implement their methods to price American put options. The The parameters are as follows: r = 0.3, q = 0.1, σ = 1, K = 1 and T = 0.25, whereas the parameter σ = 1 is selected to stress our numerical algorithm. The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time The parameters are as follows: r = 0.05, q = 0, σ = 0.15, σ J = 0.45, μ J = −0.9, λ = 0.1, K = 1 and T = 0.25. The parameters are taken from Andersen and Andreasen (2000) . The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time methods are implemented in the context of the LCP. As described in Sect. 2, the value of an American option u(τ, x) is always greater than or equal to the payoff function G(e x ). To numerically maintain the condition u(τ, x) − G(e x ) ≥ 0 continuously (see Sect. 2), the boundary conditions must be applied. The numerical algorithm for this idea can be defined as follows: The parameters are as follows: r = 0.05, q = 0.02, σ = 0.15, σ J = 0.4, μ J = −1.08, λ = 0.1, K = 1 and T = 0.1. The parameters are taken from Andersen and Andreasen (2000) . The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time The parameters are as follows: r = 0.05, q = 0.01, σ = 1, σ J = 0.6, μ J = −1.08, λ = 0.1, K = 1 and T = 1, whereas the parameter σ = 1 is selected to stress our numerical algorithm. The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time where the time interval t is obtained by dividing the time to maturity T by the total number M; m is the time step, where m ∈ {0, 1, 2, . . . , M − 1}, ψ(z) is the characteristic function of the Merton/Kou models, V (S, (m + 1) t, K , r, σ, q) is the American put price at time (m + 1) t and the payoff condition G(e x ) is equal to max(K − e x , 0). These methods are also required to switch between the real and Fourier spaces at each time step when the American option prices are calculated for each time interval because no convenient representation exists for the max(., .) operator in Fourier space. For the full schematic and numerical description of this method, we refer the readers to Jackson et al. (2008) . The parameters are as follows:
and T = 0.2. The parameters are taken from the literature (Almendral and Oosterlee 2005) . The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time The parameters are as follows: r = 0.05, q = 0, σ = 0.15, α 1 = 3.0465, α 2 = 3.0465, λ = 0.1, p = 0.3445, K = 1 and T = 0.25. The parameters are taken from the literature (Carr and Mayo 2007) . The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time
As before, we use the ESM to approximate u(x, 0) = max(K − e x , 0) and continue to work with the interpolation points found at τ = 0. The algorithm now reads as follows:
(1) Divide time to maturity T by the total number of time-steps M to obtain time interval t and create a list of equally spaced time-points m t, m ∈ {0, 1, 2, . . . , M − 1}. (2) Find the RBF approximation for the initial value u(x, 0) using the ESM. This will yield a set of interpolation points x 1 , . . . , x n , together with an initial vector ρ ρ ρ(0) = ρ 1 (0), . . . , ρ N (0) . The parameters are as follows: r = 0.04, q = 0.03, σ = 1, α 1 = 4, α 2 = 4, λ = 0.3, p = 0.6 K = 1 and T = 1, whereas the parameter σ = 1 is selected to stress our numerical algorithm. The order of convergence is 2 in space a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b T is the maturity time Table 8   Table 10 Comparison between the explicit scheme (Briani et al. 2007 ), ARS-233 scheme (Briani et al. 2007 ) and cubic spline interpolation scheme for evaluating European call/put options under the Merton jump-diffusion model The input parameters are as follows: r = 0.05, q = 0, σ = 0.2, σ J = 0.8, μ J = 0, λ = 0.1, K = 100, T = 1, and x = log 100. The reference prices of 13.218501 (call) and 8.341444 (put) and the parameters are from Briani et al. (2007) The input parameters are as follows: r = 0, q = 0, σ = 0.2, σ J = 0.5, μ J = 0, λ = 0.1, K = 1, T = 1, and S = 1. The reference prices of 0.094135525 for both the call and put, and the parameters are from Almendral and Oosterlee (2005) (3) Assume that we have already determined ρ ρ ρ(m t) (if m = 0, we know ρ ρ ρ(0)) in Eq. (37). Solve the system of (stiff) ODEs to find ρ ρ ρ (m + 1) t at the next successive time step, (m + 1) t. The input parameters are as follows: r = 0, q = 0, σ = 0.2, α 1 = 3, α 2 = 2, λ = 0.2, p = 0.5, K = 1, T = 0.2, and S = 1. The reference prices of 0.0426761 for both the call and put, and the parameters are from Almendral and Oosterlee (2005) (4) Then, at time (m + 1) t, for each interpolation point x i , define The settings of our numerical experiment are identical to those in Sect. 4.1. The results from Tables 13, 14 , 15, 16, 17 and 18 suggest that our cubic spline interpolation scheme for pricing American put options is second order in space and first order in time when the number of interpolation numbers N and the number of time-steps M 0 are twofold and fourfold, respectively. Moreover, Figs. 5, 6 and 7 indicate that oscillations do not occur around the strike K for small or large values of T when we approximate and . The parameters are as follows: r = 0.05, q = 0, σ = 0.15, σ J = 0.45, μ J = −0.9, λ = 0.1, K = 1 and T = 0.25. The parameters are taken from Andersen and Andreasen (2000) . The order of convergence is 2 in space and 1 in time a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b M 0 is the number of time steps c T is the maturity time The parameters are as follows: r = 0.05, q = 0.02, σ = 0.15, σ J = 0.4, μ J = −1.08, λ = 0.1, K = 1 and T = 0.1. The parameters are taken from the literature Andersen and Andreasen (2000) . The order of convergence is 2 in space and 1 in time a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b M 0 is the number of time steps c T is the maturity time The parameters are as follows: r = 0.05, q = 0.01, σ = 1, σ J = 0.6, μ J = −1.08, λ = 0.1, K = 1 and T = 1, whereas the parameter σ = 1 is selected to stress our numerical algorithm. The order of convergence is 2 in space and 1 in time a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b M 0 is the number of time steps c T is the maturity time The parameters are as follows: r = 0, q = 0, σ = 0.2, α 1 = 3, α 2 = 2, λ = 0.2, p = 0.5, K = 1 and T = 0.2. The parameters are taken from the literature Almendral and Oosterlee (2005) . The order of convergence is 2 in space and 1 in time a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b M 0 is the number of time steps c T is the maturity time The parameters are as follows: r = 0.05, q = 0, σ = 0.15, α 1 = 3.0465, α 2 = 3.0465, λ = 0.1, p = 0.3445, K = 1 and T = 0.25. The parameters are taken from Carr and Mayo (2007) . The order of convergence is 2 in space and 1 in time a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b M 0 is the number of time steps c T is the maturity time The parameters are as follows: r = 0.04, q = 0.03, σ = 1, α 1 = 4, α 2 = 4, λ = 0.3, p = 0.6, K = 1 and T = 1, whereas the parameter σ = 1 is selected to stress our numerical algorithm. The order of convergence is 2 in space and 1 in time a N is the number of interpolation points.x i = log S i is any evaluation point ranging from S = 0.05 to 2, of which there are 1950 b M 0 is the number of time steps c T is the maturity time Table 18 5 Conclusion
We implemented an RBF interpolation scheme to price American put and European call/put options using the jump-diffusion model. By utilising the numerical scheme of Briani et al., we determined a finite computational range for the global integral of the PIDE. Our results suggest that the interpolation scheme can achieve second-order convergence in space for computing European prices. Our other numerical results demonstrate that our scheme is also able to obtain second-order convergence in space and first-order convergence in time when pricing American put options. In addition, we compared our interpolation scheme against the FDM and FEM. Our results suggest that one can achieve a high level of accuracy by implementing our method. For the RBF interpolation, we used a cubic spline basis function rather than an MQ basis function. This basis function not only avoids the open question of choosing an optimal shape parameter for MQ but also avoids directly inverting an ill-conditioned cubic spline interpolant. Finally, throughout the analysis of both and , our RBF interpolation method can resolve the oscillation problem around the strike in both the American and European cases.
At this stage of development, the RBF interpolation scheme is first order in time for American put options, although a second-order time-stepping scheme, BDFs of order 2, was also implemented. We are investigating various approaches to improve the cubic spline interpolation for time variables and will discuss these efforts in a future paper. In principle, our method extends to pure jump Lévy-type models for the underlying stocks, such as the variance gamma (VG) model or CGMY model (cf. Brummelhuis and Chan 2011). 
Thus, by using (50g) and (50h),
We use the aforementioned arguments to determine the finite computational range [y − , y ] in the Kou model. We carry out the reasoning for the positive semi-axis (the reasoning is similar to that for the negative semi-axis) and set k(y) = pα 1 e −α 1 y for y ≥ 0 (1 − p)α 2 e α 2 x for y < 0 . Then, y can be determined by the following equations: 
Similar arguments can be applied to y < 0. Thus,
