Release of gonadotrophin-releasing hormone (GnRH) from specialized hypothalamic neurons is the final common pathway in the endocrine reproductive axis and plays an important role in reproductive health. Regular and timely electrical activity of GnRH neurons accompanies the pulsatile release of GnRH that is plays a central role in release of luteinizing hormone and follicle stimulating hormone required for normal fertility in all vertebrates. Understanding the molecular basis of the neuronal electrical activity is critical to understanding excitation-release coupling in GnRH neurons. Despite the fundamental importance of GnRH neurons in the reproductive axis, little is known about the molecular basis of electrical activity in GnRH neurons. GnRH neurons are spontaneously active, and pacemaking potentials have been identified in GnRH neurons. We used transgenic rats expressing GFP driven by a GnRH promoter to identify individual GnRH neurons. We performed electrophysiology and single cell quantitative RT-PCR to determine the electrophysiology and molecular identity of ion channels in isolated GFP-labeled GnRH neurons isolated from brains of regularly cycling female rats. We have identified Kv4.3 transcripts, suggesting the presence of a transient outward-type current (I A ). We also identified a hyperpolarization-activated current that is probably encoded by HCN2 and/or HCN3 and may be responsible for the pacemaking activity critical to GnRH neuronal function. , with evidence suggesting these changes are due to the activation of the transient receptor potential vanilloid 4 (TRPV4) and calcium-activated potassium (KCa) channels. Our data supports a functional coupling between the TRPV4 and KCa channels, leading us to the hypothesis that upon hypotonic challenge TRPV4 activates KCa through influx of Ca 2þ , leading to an efflux of K þ , as shown in other cells [3] leading to hyperpolarisation of the cell. This hyperpolarisation itself is suggested to create a positive feedback loop increasing the driving force for Ca 2þ entry [4]. To investigate this hypothesis we have developed our existing NEURON model (University of Yale) [5], modelling the action of TRPV4 and KCa. In the model decreased osmolarity caused action potential (AP) frequency reduction, with a 9353% decrease of AP frequency at 290mOsm and a half maximum of 30450.4mOsm, dependant on starting parameters. Block of TRPV4 or KCa channels prevented this effect with AP frequency remaining at 10050% regardless of osmolarity. To test positive feedback we simulated TRPV4 activity and measured simulated TRPV4 Ca 2þ current with and without the presence of KCa activity. Breaking the positive feedback loop by block of KCa, as predicted, significantly reduced TRPV4 Ca 2þ current by 64050.1pA/ s.cm2 (n=7; p<0.005). This model, together with our previous data provides further evidence for a functional coupling between TRPV4 and KCa channels within neurones in the PVN, supporting our hypothesis of a positive feedback system. Biopolymers, 1974Biopolymers, , 13:1535 Maroudas et al., Biophys. Chem., 1988, 32:257). This validated the FEBR approach and provided estimates of K d (0.01 to 0.1 mM) in agreement with literature data. K d values were resolved into forward and backward rate constants using the Damköhler formula and the results further tested with MCell. Finally, we extended the work to include additional background Na þ . We conclude that the FEBR model captures the main features of Ca 2þ diffusion in CS matrix and can be extended to interactions involving multiple cations. Supported by NIH/NINDS grant R01-NS-28642.
833-Pos Board B602 TRPV4 and KCa: Modelling the Perfect Couple? Claire H. Feetham, Rebecca Lewis, Richard Barrett-Jolley. University of Liverpool, Liverpool, United Kingdom. The hypothalamus is responsible for maintaining body fluid osmolarity within a narrow range (~290-300mOsm) [1] ; in particular the paraventricular nucleus (PVN) is thought to have a key role in osmoregulation. Previously we have shown changes in action current frequency upon hypotonic challenge within the PVN using patch-clamp electrophysiology [2] , with evidence suggesting these changes are due to the activation of the transient receptor potential vanilloid 4 (TRPV4) and calcium-activated potassium (KCa) channels. Our data supports a functional coupling between the TRPV4 and KCa channels, leading us to the hypothesis that upon hypotonic challenge TRPV4 activates KCa through influx of Ca 2þ , leading to an efflux of K þ , as shown in other cells [3] leading to hyperpolarisation of the cell. This hyperpolarisation itself is suggested to create a positive feedback loop increasing the driving force for Ca 2þ entry [4] . To investigate this hypothesis we have developed our existing NEURON model (University of Yale) [5] , modelling the action of TRPV4 and KCa. In the model decreased osmolarity caused action potential (AP) frequency reduction, with a 9353% decrease of AP frequency at 290mOsm and a half maximum of 30450.4mOsm, dependant on starting parameters. Block of TRPV4 or KCa channels prevented this effect with AP frequency remaining at 10050% regardless of osmolarity. To test positive feedback we simulated TRPV4 activity and measured simulated TRPV4 Ca 2þ current with and without the presence of KCa activity. Breaking the positive feedback loop by block of KCa, as predicted, significantly reduced TRPV4 Ca 2þ current by 64050.1pA/ s.cm2 (n=7; p<0.005). This model, together with our previous data provides further evidence for a functional coupling between TRPV4 and KCa channels within neurones in the PVN, supporting our hypothesis of a positive feedback system. 
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The Delicate Bistability of CaMKII Activation Paul J. Michalski, Leslie M. Loew. University of Connecticut Health Center, Farmington, CT, USA. Calcium/calmodulin-dependent protein kinase II (CaMKII) is one of the most abundant proteins in the brain and is essential for learning and memory. The activity of CaMKII is regulated both by calmodulin binding and by phosphorylation on Thr286, which maintains the kinase in a partially active state even in the absence of a calcium/calmodulin signal, thus prolonging the effects of transient calcium signaling. CaMKII exists as a 12 subunit holoenzyme, and phosphorylation at Thr286 occurs by an intra-holoenzyme, inter-subunit reaction. An autophosphorylating kinase, in conjunction with a phosphatase, can potentially form a bistable switch, and it has been proposed that bistability in the CaMKII system may constitute the biochemical change underlying long-term memory. Previous modeling efforts have suggested that bistability is likely under physiological conditions, but experimental studies have proved inconclusive. Previous modeling efforts involved several significant approximations in order to overcome the combinatorial complexity inherent in a multi-subunit, multi-state system. Here we develop a stochastic, particlebased model of CaMKII dynamics and activation which naturally avoids the issues of combinatorial complexity, and thus allows us to study an exact model without resorting to severe approximations. We find that bistability is possible, but for any reasonable choice of parameters bistability only occurs at calcium concentrations much higher than basal calcium levels, and then only over a very narrow range of calcium concentration. We conclude that bistability is not a physiologically relevant feature of the CaMKII system, which should appear to behave as an ultra-sensitive switch. On the other hand, the system dynamics are generally very slow. Transiently activated kinase can maintain its activity over the time scales of many of the published experimental protocols, which may account for the conflicting reports of kinase bistability. This work was supported by NIH grants 1F32-NS077751-01 and P41GM103313. Lee et al. (Lee et al., 2009 ) provide compelling evidence of spatially inhomogeneous reactant distributions in dendritic spines. We have built a reaction-diffusion model of a dendritic spine using the calmodulin activation kinetics developed by Faas et al. (Faas et al., 2011) . Upon calcium influx from voltage-sensitive calcium channels, we find spatial inhomogeneities lasting 2 ms in the distribution of calmodulin with N-lobe-bound calcium, but no significant inhomogeneities in the distributions of calmodulin with C-lobebound calcium or calbindin. In the presence of 5 mM EGTA, the spatial inhomogeneity in the concentration of calmodulin with N-lobe-bound calcium persists for 1 ms, eventually becoming restricted to the outer 200 nm of the spine at 20 mM EGTA. Calmodulin with C-lobe-bound calcium continues to penetrate to the interior, but at a lower concentration and with an inhomogeneous distribution. In the presence of 5 mM and 20 mM BAPTA, concentrations of both species drop sharply and they are not able to diffuse to the interior of the spine. We believe that these spatial inhomogeneities (arising during calcium influx) can assist in explaining the results presented by Lee et al. Furthermore, our work forms a basis for a spatially-resolved reaction-diffusion model of dendritic spines that includes the reactions underlying the activation, phosphorylation and dephosphorylation of CaMKII, as well as long-term potentiation, and long-term depression. To modern neuroscience, how to measure and quantify membrane potential distribution with spatial and temporal is a major challenge. For this challenge, in this paper, we take advantage of the sodium ion channel optical model to investigate depolarization distribution of rat nodose ganglion neuronal somatic (about 80mm2) membrane with high temporal resolution (about 0.01ms) and spatial resolution (about 1.9nm2). We can observe the incremental change process of membrane local area membrane electric potential under a high temporal and spatial resolution. in subthreshold stimulation (À50mV) and superthreshold stimulation (À40mV), time and space dynamic process of generation, development, diffusion of neuron cell body membrane potential depolarization. According to the simulation results, we measure the membrane potential at different time on an arbitrary position in the membrane of the cell body and find that the incremental peak of membrane potential in the cell membrane is randomly distributed. Such random distribution is caused by a random distribution of the sodium channels in the cell membrane and the randomly opening up of sodium ion channels. One advantage of the model is the ability to measure from all locations of cell membrane simultaneously. This is especially important in the study of many parts of an individual cell are active at the same time.
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838-Pos Board B607 3D-Simulation of Electrical Activity at Cell Membranes, Interacting with Self-Generated and External Electric Fields Andreas Neef, Andrés Y. Agudelo Toro. MPI DS, Goettingen, Germany. The electric activity of neurons creates extracellular potentials. These fields act back onto the neurons, contributing to synchronization of population activity. External fields are therapeutically used for neuro-stimulation. The mutual interaction between fields and membrane-currents is not captured by today's concepts of cellular electrophysiology, as those are based on isolated membranes in infinite, isopotential extracellular space. Even the direct influence of fields is not correctly represented by the commonly used activating function. While a reduced set of Maxwell's equations can be used to couple membrane currents and electric fields, this approach is rarely taken because adequate computational tools are missing. We present a computational method that implements this set of equations. It allows simulation under realistic conditions: submicron cell morphology, various ion channel properties and distributions and a conductive, non-homogeneous space. An implicit solver preserves numerical stability even for large time-steps, limited only by the development of membrane potentials. This allows simulation times of minutes instead of weeks, even for complex problems. The extracellular fields are accurately represented, including secondary fields, which originate at inhomogeneities of the extracellular space. We present a set of instructive examples. Maximizing the capacitive coupling between action potentials in axons and semiconductor probes, we developed coaxial semiconductor tubes wrapped around cortical mouse axons. In this work we model electrostatic coupling of axons with micrometer semiconductor tubes by means of a finite-element method. We first simulate the static and then the dynamic electrophysiological behavior of the axon according to the Hodgkin-Huxley equations. In a second step we model the axon surrounded by a single-walled microtube of GaAs. The inclusion of the axon within the microtube increases the contact area and therefore the coupling strength.
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Assessing Degree of Functionality of Simple and Microcolumnar Neuronal Networks by Measuring Aspects of Information Processing: A Computational Approach Maxwell P. Henderson, Luis Cruz. Drexel University, Philadelphia, PA, USA. Some areas in the cerebral cortex are characterized by microcolumns: arrays of interconnected neurons which may constitute a fundamental computational unit in the brain. These microcolumns (also known as minicolumns), are formed by small, vertical columns of neurons that can span all layers in the gray matter. Although correlative studies have established that microcolumns can lose their primary characteristics in normal aging, neurological, and neurodegenerative diseases, the exact function of these structures has not been established. Using computer simulations of highly detailed neuronal networks, we study whether there is a functional advantage in neuronal networks with a microcolumnar geometry as compared to other geometrically distributed networks. In particular, these simulations take into account microcolumnar, crystalline, and random distributions of neurons. At the assigned location of each neuron, we position unique, geometrically precise neurons and determine synaptic connectivity of the networks via three models: fully-connected, gaussian, and hypergeometric connectivity models, taking into account the physical distances between the neurons. By utilizing the neuronal simulation package NEURON, we perform functional tests on these neuronal networks, such as information maintenance and scaling effects of network growth. Results on the advantages and disadvantages of each network topology are presented, and arguments are formulated that could explain microcolumnar neuronal networks as a natural evolution to maximize information processing in the brain. In recent years, a great deal of attention has been given to the development of network theory and its application to the brain. Employing graph theory, high angular resolution diffusion imaging (HARDI) and tractography the brain can be studied as a network by defining anatomical regions as nodes and white matter fiber bundles as edges. Using a binary description of brain network connectivity, studies have shown that the brain is arranged following a small world topology. The topology of binary networks is determined by calculating the degree distribution, geodesic path length and clustering coefficient. These measures are influenced by spatial and angular resolution, seed density and thresholding. In this study, we use a dimensionless edge weight to minimize the effects of seed density and fiber scale in the network construction. This provides a generalized framework for analyzing weighted networks, which minimizes the effects of data acquisition and processing. We compare the analysis of brain connectivity using binary networks with the analysis using weighted networks, by employing generalizations of degree, geodesic path length and clustering coefficient. Human networks were created from HARDI data of ten repeated scans of one subject acquired using a 3T scanner, with an isotropic resolution of 2mm, 6 diffusion weightings of 100 s/mm 2 and 64 with 1000 s/mm 2 . HARDI rat data was acquired from 4 excised rat brains on a 17.6T magnet, with an isotropic resolution of 190 mm, 7 diffusion weightings of 100 s/mm 2 and 64 with 2225 s/mm 2 . Diffusion displacement probabilities were calculated with a model that estimates multiple fibers per voxel and allows the estimation of fiber crossings. Binary networks were analyzed using R and compared to their weighted counterparts. The proposed framework suggests that weighted networks are more robust and less effected by noise and thresholding.
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