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Abstract
Many reinforcement learning (RL) tasks provide
the agent with high-dimensional observations that
can be simplified into low-dimensional continu-
ous states. To formalize this process, we intro-
duce the concept of a DeepMDP, a parameterized
latent space model that is trained via the mini-
mization of two tractable losses: prediction of
rewards and prediction of the distribution over
next latent states. We show that the optimization
of these objectives guarantees (1) the quality of
the latent space as a representation of the state
space and (2) the quality of the DeepMDP as a
model of the environment. We connect these re-
sults to prior work in the bisimulation literature,
and explore the use of a variety of metrics. Our
theoretical findings are substantiated by the exper-
imental result that a trained DeepMDP recovers
the latent structure underlying high-dimensional
observations on a synthetic environment. Finally,
we show that learning a DeepMDP as an auxil-
iary task in the Atari 2600 domain leads to large
performance improvements over model-free RL.
1. Introduction
In reinforcement learning (RL), it is typical to model the en-
vironment as a Markov Decision Process (MDP). However,
for many practical tasks, the state representations of these
MDPs include a large amount of redundant information and
task-irrelevant noise. For example, image observations from
the Arcade Learning Environment (Bellemare et al., 2013)
consist of 33,600-dimensional pixel arrays, yet it is intu-
itively clear that there exist lower-dimensional approximate
representations for all games. Consider PONG; observing
only the positions and velocities of the three objects in the
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frame is enough to play. Converting each frame into such
a simplified state before learning a policy facilitates the
learning process by reducing the redundant and irrelevant
information presented to the agent. Representation learn-
ing techniques for reinforcement learning seek to improve
the learning efficiency of existing RL algorithms by doing
exactly this: learning a mapping from states to simplified
states.
Prior work on representation learning, such as state aggre-
gation with bisimulation metrics (Givan et al., 2003; Ferns
et al., 2004; 2011) or feature discovery algorithms (Co-
manici & Precup, 2011; Mahadevan & Maggioni, 2007;
Bellemare et al., 2019), has resulted in algorithms with
good theoretical properties; however, these algorithms do
not scale to large scale problems or are not easily com-
bined with deep learning. On the other hand, many recently-
proposed approaches to representation learning via deep
learning have strong empirical results on complex domains,
but lack formal guarantees (Jaderberg et al., 2016; van den
Oord et al., 2018; Fedus et al., 2019). In this work, we
propose an approach to representation learning that unifies
the desirable aspects of both of these categories: a deep-
learning-friendly approach with theoretical guarantees.
We describe the DeepMDP, a latent space model of an MDP
which has been trained to minimize two tractable losses:
predicting the rewards and predicting the distribution of next
latent states. DeepMDPs can be viewed as a formalization
of recent works which use neural networks to learn latent
space models of the environment (Ha & Schmidhuber, 2018;
Oh et al., 2017; Hafner et al., 2018; Francois-Lavet et al.,
2018), because the value functions in the DeepMDP are
guaranteed to be good approximations of value functions
in the original task MDP. To provide this guarantee, careful
consideration of the metric between distribution is necessary.
A novel analysis of Maximum Mean Discrepancy (MMD)
metrics (Gretton et al., 2012) defined via a function norm
allows us to provide such guarantees; this includes the Total
Variation, the Wasserstein and Energy metrics. These results
represent a promising first step towards principled latent-
space model-based RL algorithms.
From the perspective of representation learning, the state
of a DeepMDP can be interpreted as a representation of the
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P
<latexit sha1_base64="tCEktpMUbWs2AY4hfp7HscYsXuQ=">AAAB8nicbVDLSs NAFL2pr1pfVZdugkVwVRIRdFlw47IF+4A0lMl00g6dzISZG6GEgj/hxoUibv0ad/6Nk7YLbT0wcDjnDvfcE6WCG/S8b6e0sbm1vVPereztHxweVY9POkZlmrI2VULpXkQME1 yyNnIUrJdqRpJIsG40uSv87iPThiv5gNOUhQkZSR5zStBKQT8hOKZE5M3ZoFrz6t4c7jrxl6QGSzQH1a/+UNEsYRKpIMYEvpdimBONnAo2q/Qzw1JCJ2TEAkslSZgJ83nkmX thlaEbK22fRHeu/v6Rk8SYaRLZySKiWfUK8T8vyDC+DXMu0wyZpItFcSZcVG5xvzvkmlEUU0sI1dxmdemYaELRtlSxJfirJ6+TzlXd9+p+67rWaD0t6ijDGZzDJfhwAw24hy a0gYKCZ3iFNwedF+fd+ViMlpxlhafwB87nD7GckfU=</latexit><latexit sha1_base64="tCEktpMUbWs2AY4hfp7HscYsXuQ=">AAAB8nicbVDLSs NAFL2pr1pfVZdugkVwVRIRdFlw47IF+4A0lMl00g6dzISZG6GEgj/hxoUibv0ad/6Nk7YLbT0wcDjnDvfcE6WCG/S8b6e0sbm1vVPereztHxweVY9POkZlmrI2VULpXkQME1 yyNnIUrJdqRpJIsG40uSv87iPThiv5gNOUhQkZSR5zStBKQT8hOKZE5M3ZoFrz6t4c7jrxl6QGSzQH1a/+UNEsYRKpIMYEvpdimBONnAo2q/Qzw1JCJ2TEAkslSZgJ83nkmX thlaEbK22fRHeu/v6Rk8SYaRLZySKiWfUK8T8vyDC+DXMu0wyZpItFcSZcVG5xvzvkmlEUU0sI1dxmdemYaELRtlSxJfirJ6+TzlXd9+p+67rWaD0t6ijDGZzDJfhwAw24hy a0gYKCZ3iFNwedF+fd+ViMlpxlhafwB87nD7GckfU=</latexit><latexit sha1_base64="tCEktpMUbWs2AY4hfp7HscYsXuQ=">AAAB8nicbVDLSs NAFL2pr1pfVZdugkVwVRIRdFlw47IF+4A0lMl00g6dzISZG6GEgj/hxoUibv0ad/6Nk7YLbT0wcDjnDvfcE6WCG/S8b6e0sbm1vVPereztHxweVY9POkZlmrI2VULpXkQME1 yyNnIUrJdqRpJIsG40uSv87iPThiv5gNOUhQkZSR5zStBKQT8hOKZE5M3ZoFrz6t4c7jrxl6QGSzQH1a/+UNEsYRKpIMYEvpdimBONnAo2q/Qzw1JCJ2TEAkslSZgJ83nkmX thlaEbK22fRHeu/v6Rk8SYaRLZySKiWfUK8T8vyDC+DXMu0wyZpItFcSZcVG5xvzvkmlEUU0sI1dxmdemYaELRtlSxJfirJ6+TzlXd9+p+67rWaD0t6ijDGZzDJfhwAw24hy a0gYKCZ3iFNwedF+fd+ViMlpxlhafwB87nD7GckfU=</latexit><latexit sha1_base64="tCEktpMUbWs2AY4hfp7HscYsXuQ=">AAAB8nicbVDLSs NAFL2pr1pfVZdugkVwVRIRdFlw47IF+4A0lMl00g6dzISZG6GEgj/hxoUibv0ad/6Nk7YLbT0wcDjnDvfcE6WCG/S8b6e0sbm1vVPereztHxweVY9POkZlmrI2VULpXkQME1 yyNnIUrJdqRpJIsG40uSv87iPThiv5gNOUhQkZSR5zStBKQT8hOKZE5M3ZoFrz6t4c7jrxl6QGSzQH1a/+UNEsYRKpIMYEvpdimBONnAo2q/Qzw1JCJ2TEAkslSZgJ83nkmX thlaEbK22fRHeu/v6Rk8SYaRLZySKiWfUK8T8vyDC+DXMu0wyZpItFcSZcVG5xvzvkmlEUU0sI1dxmdemYaELRtlSxJfirJ6+TzlXd9+p+67rWaD0t6ijDGZzDJfhwAw24hy a0gYKCZ3iFNwedF+fd+ViMlpxlhafwB87nD7GckfU=</latexit>
 
<latexit sha1_base64="f3OSgVXulC9A4ocbUU+eHdeqbXc=">AAAB63icbVBNSw MxEJ3Ur1q/qh69BIvgqeyKoMeCF48t2A9ol5JNs93QJLskWaEsBX+BFw+KePUPefPfmG170NYHA4/3ZpiZF6aCG+t536i0sbm1vVPereztHxweVY9POibJNGVtmohE90JimO CKtS23gvVSzYgMBeuGk7vC7z4ybXiiHuw0ZYEkY8UjToktpEEa82G15tW9OfA68ZekBks0h9WvwSihmWTKUkGM6fteaoOcaMupYLPKIDMsJXRCxqzvqCKSmSCf3zrDF04Z4S jRrpTFc/X3RE6kMVMZuk5JbGxWvUL8z+tnNroNcq7SzDJFF4uiTGCb4OJxPOKaUSumjhCqubsV05hoQq2Lp+JC8FdfXiedq7rv1f3Wda3RelrEUYYzOIdL8OEGGnAPTWgDhR ie4RXekEQv6B19LFpLaBnhKfwB+vwBPguOzg==</latexit><latexit sha1_base64="f3OSgVXulC9A4ocbUU+eHdeqbXc=">AAAB63icbVBNSw MxEJ3Ur1q/qh69BIvgqeyKoMeCF48t2A9ol5JNs93QJLskWaEsBX+BFw+KePUPefPfmG170NYHA4/3ZpiZF6aCG+t536i0sbm1vVPereztHxweVY9POibJNGVtmohE90JimO CKtS23gvVSzYgMBeuGk7vC7z4ybXiiHuw0ZYEkY8UjToktpEEa82G15tW9OfA68ZekBks0h9WvwSihmWTKUkGM6fteaoOcaMupYLPKIDMsJXRCxqzvqCKSmSCf3zrDF04Z4S jRrpTFc/X3RE6kMVMZuk5JbGxWvUL8z+tnNroNcq7SzDJFF4uiTGCb4OJxPOKaUSumjhCqubsV05hoQq2Lp+JC8FdfXiedq7rv1f3Wda3RelrEUYYzOIdL8OEGGnAPTWgDhR ie4RXekEQv6B19LFpLaBnhKfwB+vwBPguOzg==</latexit><latexit sha1_base64="f3OSgVXulC9A4ocbUU+eHdeqbXc=">AAAB63icbVBNSw MxEJ3Ur1q/qh69BIvgqeyKoMeCF48t2A9ol5JNs93QJLskWaEsBX+BFw+KePUPefPfmG170NYHA4/3ZpiZF6aCG+t536i0sbm1vVPereztHxweVY9POibJNGVtmohE90JimO CKtS23gvVSzYgMBeuGk7vC7z4ybXiiHuw0ZYEkY8UjToktpEEa82G15tW9OfA68ZekBks0h9WvwSihmWTKUkGM6fteaoOcaMupYLPKIDMsJXRCxqzvqCKSmSCf3zrDF04Z4S jRrpTFc/X3RE6kMVMZuk5JbGxWvUL8z+tnNroNcq7SzDJFF4uiTGCb4OJxPOKaUSumjhCqubsV05hoQq2Lp+JC8FdfXiedq7rv1f3Wda3RelrEUYYzOIdL8OEGGnAPTWgDhR ie4RXekEQv6B19LFpLaBnhKfwB+vwBPguOzg==</latexit><latexit sha1_base64="f3OSgVXulC9A4ocbUU+eHdeqbXc=">AAAB63icbVBNSw MxEJ3Ur1q/qh69BIvgqeyKoMeCF48t2A9ol5JNs93QJLskWaEsBX+BFw+KePUPefPfmG170NYHA4/3ZpiZF6aCG+t536i0sbm1vVPereztHxweVY9POibJNGVtmohE90JimO CKtS23gvVSzYgMBeuGk7vC7z4ybXiiHuw0ZYEkY8UjToktpEEa82G15tW9OfA68ZekBks0h9WvwSihmWTKUkGM6fteaoOcaMupYLPKIDMsJXRCxqzvqCKSmSCf3zrDF04Z4S jRrpTFc/X3RE6kMVMZuk5JbGxWvUL8z+tnNroNcq7SzDJFF4uiTGCb4OJxPOKaUSumjhCqubsV05hoQq2Lp+JC8FdfXiedq7rv1f3Wda3RelrEUYYzOIdL8OEGGnAPTWgDhR ie4RXekEQv6B19LFpLaBnhKfwB+vwBPguOzg==</latexit>
P¯
<latexit sha1_base64="nQL7ImoMvpp IK5z/IOPt8aJg70k=">AAAB+nicbVDLSsNAFL3xWesr1aWbYBFclUQEXRbcuGzBPqA p5WY6aYdOJmFmopQY8EfcuFDErV/izr9x0nahrQcuHM65lzlzgoQzpV3321pb39jc2 i7tlHf39g8O7cpRW8WpJLRFYh7LboCKciZoSzPNaTeRFKOA004wuSn8zj2VisXiTk8 T2o9wJFjICGojDeyKH6DM/Aj1mCDPGnk+sKtuzZ3BWSXeglRhgcbA/vKHMUkjKjThq FTPcxPdz1BqRjjNy36qaIJkgiPaM1RgRFU/m0XPnTOjDJ0wlmaEdmbq74sMI6WmUWA 2i4xq2SvE/7xeqsPrfsZEkmoqyPyhMOWOjp2iB2fIJCWaTw1BIpnJ6pAxSiTatFU2J XjLX14l7Yua59a85mW13nya11GCEziFc/DgCupwCw1oAYEHeIZXeLMerRfr3fqYr65 ZiwqP4Q+szx8AU5Tr</latexit><latexit sha1_base64="nQL7ImoMvpp IK5z/IOPt8aJg70k=">AAAB+nicbVDLSsNAFL3xWesr1aWbYBFclUQEXRbcuGzBPqA p5WY6aYdOJmFmopQY8EfcuFDErV/izr9x0nahrQcuHM65lzlzgoQzpV3321pb39jc2 i7tlHf39g8O7cpRW8WpJLRFYh7LboCKciZoSzPNaTeRFKOA004wuSn8zj2VisXiTk8 T2o9wJFjICGojDeyKH6DM/Aj1mCDPGnk+sKtuzZ3BWSXeglRhgcbA/vKHMUkjKjThq FTPcxPdz1BqRjjNy36qaIJkgiPaM1RgRFU/m0XPnTOjDJ0wlmaEdmbq74sMI6WmUWA 2i4xq2SvE/7xeqsPrfsZEkmoqyPyhMOWOjp2iB2fIJCWaTw1BIpnJ6pAxSiTatFU2J XjLX14l7Yua59a85mW13nya11GCEziFc/DgCupwCw1oAYEHeIZXeLMerRfr3fqYr65 ZiwqP4Q+szx8AU5Tr</latexit><latexit sha1_base64="nQL7ImoMvpp IK5z/IOPt8aJg70k=">AAAB+nicbVDLSsNAFL3xWesr1aWbYBFclUQEXRbcuGzBPqA p5WY6aYdOJmFmopQY8EfcuFDErV/izr9x0nahrQcuHM65lzlzgoQzpV3321pb39jc2 i7tlHf39g8O7cpRW8WpJLRFYh7LboCKciZoSzPNaTeRFKOA004wuSn8zj2VisXiTk8 T2o9wJFjICGojDeyKH6DM/Aj1mCDPGnk+sKtuzZ3BWSXeglRhgcbA/vKHMUkjKjThq FTPcxPdz1BqRjjNy36qaIJkgiPaM1RgRFU/m0XPnTOjDJ0wlmaEdmbq74sMI6WmUWA 2i4xq2SvE/7xeqsPrfsZEkmoqyPyhMOWOjp2iB2fIJCWaTw1BIpnJ6pAxSiTatFU2J XjLX14l7Yua59a85mW13nya11GCEziFc/DgCupwCw1oAYEHeIZXeLMerRfr3fqYr65 ZiwqP4Q+szx8AU5Tr</latexit><latexit sha1_base64="nQL7ImoMvpp IK5z/IOPt8aJg70k=">AAAB+nicbVDLSsNAFL3xWesr1aWbYBFclUQEXRbcuGzBPqA p5WY6aYdOJmFmopQY8EfcuFDErV/izr9x0nahrQcuHM65lzlzgoQzpV3321pb39jc2 i7tlHf39g8O7cpRW8WpJLRFYh7LboCKciZoSzPNaTeRFKOA004wuSn8zj2VisXiTk8 T2o9wJFjICGojDeyKH6DM/Aj1mCDPGnk+sKtuzZ3BWSXeglRhgcbA/vKHMUkjKjThq FTPcxPdz1BqRjjNy36qaIJkgiPaM1RgRFU/m0XPnTOjDJ0wlmaEdmbq74sMI6WmUWA 2i4xq2SvE/7xeqsPrfsZEkmoqyPyhMOWOjp2iB2fIJCWaTw1BIpnJ6pAxSiTatFU2J XjLX14l7Yua59a85mW13nya11GCEziFc/DgCupwCw1oAYEHeIZXeLMerRfr3fqYr65 ZiwqP4Q+szx8AU5Tr</latexit>
P(·|s, a)
<latexit sha1_base64="dUYHIATm4eAI5Z94VLnW3ywFASw=">AAACAnicbVBNS8 NAEJ3Ur1q/op7Ey2IRKkhJRNBjwYvHFuwHtKFsNpt26SYbdjdCiUUP/hUvHhTx6q/w5r9x0/ag1QcDj/dmmJnnJ5wp7ThfVmFpeWV1rbhe2tjc2t6xd/daSqSS0CYRXMiOjx XlLKZNzTSnnURSHPmctv3RVe63b6lUTMQ3epxQL8KDmIWMYG2kvn3Qi7AeEsyz+qTSI4HQ6A6pU4RP+nbZqTpToL/EnZMyzFHv25+9QJA0orEmHCvVdZ1EexmWmhFOJ6Veqm iCyQgPaNfQGEdUedn0hQk6NkqAQiFNxRpN1Z8TGY6UGke+6cwPVoteLv7ndVMdXnoZi5NU05jMFoUpR1qgPA8UMEmJ5mNDMJHM3IrIEEtMtEmtZEJwF1/+S1pnVdepuo3zcq 3xMIujCIdwBBVw4QJqcA11aAKBe3iCF3i1Hq1n6816n7UWrHmE+/AL1sc36uWW5Q==</latexit><latexit sha1_base64="dUYHIATm4eAI5Z94VLnW3ywFASw=">AAACAnicbVBNS8 NAEJ3Ur1q/op7Ey2IRKkhJRNBjwYvHFuwHtKFsNpt26SYbdjdCiUUP/hUvHhTx6q/w5r9x0/ag1QcDj/dmmJnnJ5wp7ThfVmFpeWV1rbhe2tjc2t6xd/daSqSS0CYRXMiOjx XlLKZNzTSnnURSHPmctv3RVe63b6lUTMQ3epxQL8KDmIWMYG2kvn3Qi7AeEsyz+qTSI4HQ6A6pU4RP+nbZqTpToL/EnZMyzFHv25+9QJA0orEmHCvVdZ1EexmWmhFOJ6Veqm iCyQgPaNfQGEdUedn0hQk6NkqAQiFNxRpN1Z8TGY6UGke+6cwPVoteLv7ndVMdXnoZi5NU05jMFoUpR1qgPA8UMEmJ5mNDMJHM3IrIEEtMtEmtZEJwF1/+S1pnVdepuo3zcq 3xMIujCIdwBBVw4QJqcA11aAKBe3iCF3i1Hq1n6816n7UWrHmE+/AL1sc36uWW5Q==</latexit><latexit sha1_base64="dUYHIATm4eAI5Z94VLnW3ywFASw=">AAACAnicbVBNS8 NAEJ3Ur1q/op7Ey2IRKkhJRNBjwYvHFuwHtKFsNpt26SYbdjdCiUUP/hUvHhTx6q/w5r9x0/ag1QcDj/dmmJnnJ5wp7ThfVmFpeWV1rbhe2tjc2t6xd/daSqSS0CYRXMiOjx XlLKZNzTSnnURSHPmctv3RVe63b6lUTMQ3epxQL8KDmIWMYG2kvn3Qi7AeEsyz+qTSI4HQ6A6pU4RP+nbZqTpToL/EnZMyzFHv25+9QJA0orEmHCvVdZ1EexmWmhFOJ6Veqm iCyQgPaNfQGEdUedn0hQk6NkqAQiFNxRpN1Z8TGY6UGke+6cwPVoteLv7ndVMdXnoZi5NU05jMFoUpR1qgPA8UMEmJ5mNDMJHM3IrIEEtMtEmtZEJwF1/+S1pnVdepuo3zcq 3xMIujCIdwBBVw4QJqcA11aAKBe3iCF3i1Hq1n6816n7UWrHmE+/AL1sc36uWW5Q==</latexit><latexit sha1_base64="dUYHIATm4eAI5Z94VLnW3ywFASw=">AAACAnicbVBNS8 NAEJ3Ur1q/op7Ey2IRKkhJRNBjwYvHFuwHtKFsNpt26SYbdjdCiUUP/hUvHhTx6q/w5r9x0/ag1QcDj/dmmJnnJ5wp7ThfVmFpeWV1rbhe2tjc2t6xd/daSqSS0CYRXMiOjx XlLKZNzTSnnURSHPmctv3RVe63b6lUTMQ3epxQL8KDmIWMYG2kvn3Qi7AeEsyz+qTSI4HQ6A6pU4RP+nbZqTpToL/EnZMyzFHv25+9QJA0orEmHCvVdZ1EexmWmhFOJ6Veqm iCyQgPaNfQGEdUedn0hQk6NkqAQiFNxRpN1Z8TGY6UGke+6cwPVoteLv7ndVMdXnoZi5NU05jMFoUpR1qgPA8UMEmJ5mNDMJHM3IrIEEtMtEmtZEJwF1/+S1pnVdepuo3zcq 3xMIujCIdwBBVw4QJqcA11aAKBe3iCF3i1Hq1n6816n7UWrHmE+/AL1sc36uWW5Q==</latexit>
s, a
<latexit sha1_base64="hO7kR8ya5p/ C0dQQqNwNZgKN8Mk=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9 IljA76SRDZmaXmVkhLAG/wIsHRbz6Q978G2eTHDSxoKGo6qa7K0oEN9b3v7219Y3Nr e3CTnF3b//gsHR03DRxqhk2WCxi3Y6oQcEVNiy3AtuJRiojga1ofJf7rUfUhsfqwU4 SDCUdKj7gjNpcMpeE9kplv+LPQFZJsCBlWKDWK311+zFLJSrLBDWmE/iJDTOqLWcCp 8VuajChbEyH2HFUUYkmzGa3Tsm5U/pkEGtXypKZ+nsio9KYiYxcp6R2ZJa9XPzP66R 2cBtmXCWpRcXmiwapIDYm+eOkzzUyKyaOUKa5u5WwEdWUWRdP0YUQLL+8SppXlcCvB PXrcrX+NI+jAKdwBhcQwA1U4R5q0AAGI3iGV3jzpPfivXsf89Y1bxHhCfyB9/kDf/2 OUQ==</latexit><latexit sha1_base64="hO7kR8ya5p/ C0dQQqNwNZgKN8Mk=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9 IljA76SRDZmaXmVkhLAG/wIsHRbz6Q978G2eTHDSxoKGo6qa7K0oEN9b3v7219Y3Nr e3CTnF3b//gsHR03DRxqhk2WCxi3Y6oQcEVNiy3AtuJRiojga1ofJf7rUfUhsfqwU4 SDCUdKj7gjNpcMpeE9kplv+LPQFZJsCBlWKDWK311+zFLJSrLBDWmE/iJDTOqLWcCp 8VuajChbEyH2HFUUYkmzGa3Tsm5U/pkEGtXypKZ+nsio9KYiYxcp6R2ZJa9XPzP66R 2cBtmXCWpRcXmiwapIDYm+eOkzzUyKyaOUKa5u5WwEdWUWRdP0YUQLL+8SppXlcCvB PXrcrX+NI+jAKdwBhcQwA1U4R5q0AAGI3iGV3jzpPfivXsf89Y1bxHhCfyB9/kDf/2 OUQ==</latexit><latexit sha1_base64="hO7kR8ya5p/ C0dQQqNwNZgKN8Mk=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9 IljA76SRDZmaXmVkhLAG/wIsHRbz6Q978G2eTHDSxoKGo6qa7K0oEN9b3v7219Y3Nr e3CTnF3b//gsHR03DRxqhk2WCxi3Y6oQcEVNiy3AtuJRiojga1ofJf7rUfUhsfqwU4 SDCUdKj7gjNpcMpeE9kplv+LPQFZJsCBlWKDWK311+zFLJSrLBDWmE/iJDTOqLWcCp 8VuajChbEyH2HFUUYkmzGa3Tsm5U/pkEGtXypKZ+nsio9KYiYxcp6R2ZJa9XPzP66R 2cBtmXCWpRcXmiwapIDYm+eOkzzUyKyaOUKa5u5WwEdWUWRdP0YUQLL+8SppXlcCvB PXrcrX+NI+jAKdwBhcQwA1U4R5q0AAGI3iGV3jzpPfivXsf89Y1bxHhCfyB9/kDf/2 OUQ==</latexit><latexit sha1_base64="hO7kR8ya5p/ C0dQQqNwNZgKN8Mk=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8SNgVQY8BLx4TMA9 IljA76SRDZmaXmVkhLAG/wIsHRbz6Q978G2eTHDSxoKGo6qa7K0oEN9b3v7219Y3Nr e3CTnF3b//gsHR03DRxqhk2WCxi3Y6oQcEVNiy3AtuJRiojga1ofJf7rUfUhsfqwU4 SDCUdKj7gjNpcMpeE9kplv+LPQFZJsCBlWKDWK311+zFLJSrLBDWmE/iJDTOqLWcCp 8VuajChbEyH2HFUUYkmzGa3Tsm5U/pkEGtXypKZ+nsio9KYiYxcp6R2ZJa9XPzP66R 2cBtmXCWpRcXmiwapIDYm+eOkzzUyKyaOUKa5u5WwEdWUWRdP0YUQLL+8SppXlcCvB PXrcrX+NI+jAKdwBhcQwA1U4R5q0AAGI3iGV3jzpPfivXsf89Y1bxHhCfyB9/kDf/2 OUQ==</latexit>
 (s)
<latexit sha1_base64="VrXrlXLqGMD aYOXqbz0CyaEtrZ0=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXBD0GvHhMwDw gWcLspDcZMjs7zMwKIQT8BS8eFPHq93jzb5w8DppY0FBUddPdFSnBjfX9by+3sbm1v ZPfLeztHxweFY9PmibNNMMGS0Wq2xE1KLjEhuVWYFtppEkksBWN7mZ+6xG14al8sGO FYUIHksecUeukVlcNedlc9oolv+LPQdZJsCQlWKLWK351+ynLEpSWCWpMJ/CVDSdUW 84ETgvdzKCibEQH2HFU0gRNOJmfOyUXTumTONWupCVz9ffEhCbGjJPIdSbUDs2qNxP /8zqZjW/DCZcqsyjZYlGcCWJTMvud9LlGZsXYEco0d7cSNqSaMusSKrgQgtWX10nzq hL4laB+XarWnxZx5OEMzqEMAdxAFe6hBg1gMIJneIU3T3kv3rv3sWjNecsIT+EPvM8 f24iPsA==</latexit><latexit sha1_base64="VrXrlXLqGMD aYOXqbz0CyaEtrZ0=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXBD0GvHhMwDw gWcLspDcZMjs7zMwKIQT8BS8eFPHq93jzb5w8DppY0FBUddPdFSnBjfX9by+3sbm1v ZPfLeztHxweFY9PmibNNMMGS0Wq2xE1KLjEhuVWYFtppEkksBWN7mZ+6xG14al8sGO FYUIHksecUeukVlcNedlc9oolv+LPQdZJsCQlWKLWK351+ynLEpSWCWpMJ/CVDSdUW 84ETgvdzKCibEQH2HFU0gRNOJmfOyUXTumTONWupCVz9ffEhCbGjJPIdSbUDs2qNxP /8zqZjW/DCZcqsyjZYlGcCWJTMvud9LlGZsXYEco0d7cSNqSaMusSKrgQgtWX10nzq hL4laB+XarWnxZx5OEMzqEMAdxAFe6hBg1gMIJneIU3T3kv3rv3sWjNecsIT+EPvM8 f24iPsA==</latexit><latexit sha1_base64="VrXrlXLqGMD aYOXqbz0CyaEtrZ0=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXBD0GvHhMwDw gWcLspDcZMjs7zMwKIQT8BS8eFPHq93jzb5w8DppY0FBUddPdFSnBjfX9by+3sbm1v ZPfLeztHxweFY9PmibNNMMGS0Wq2xE1KLjEhuVWYFtppEkksBWN7mZ+6xG14al8sGO FYUIHksecUeukVlcNedlc9oolv+LPQdZJsCQlWKLWK351+ynLEpSWCWpMJ/CVDSdUW 84ETgvdzKCibEQH2HFU0gRNOJmfOyUXTumTONWupCVz9ffEhCbGjJPIdSbUDs2qNxP /8zqZjW/DCZcqsyjZYlGcCWJTMvud9LlGZsXYEco0d7cSNqSaMusSKrgQgtWX10nzq hL4laB+XarWnxZx5OEMzqEMAdxAFe6hBg1gMIJneIU3T3kv3rv3sWjNecsIT+EPvM8 f24iPsA==</latexit><latexit sha1_base64="VrXrlXLqGMD aYOXqbz0CyaEtrZ0=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXBD0GvHhMwDw gWcLspDcZMjs7zMwKIQT8BS8eFPHq93jzb5w8DppY0FBUddPdFSnBjfX9by+3sbm1v ZPfLeztHxweFY9PmibNNMMGS0Wq2xE1KLjEhuVWYFtppEkksBWN7mZ+6xG14al8sGO FYUIHksecUeukVlcNedlc9oolv+LPQdZJsCQlWKLWK351+ynLEpSWCWpMJ/CVDSdUW 84ETgvdzKCibEQH2HFU0gRNOJmfOyUXTumTONWupCVz9ffEhCbGjJPIdSbUDs2qNxP /8zqZjW/DCZcqsyjZYlGcCWJTMvud9LlGZsXYEco0d7cSNqSaMusSKrgQgtWX10nzq hL4laB+XarWnxZx5OEMzqEMAdxAFe6hBg1gMIJneIU3T3kv3rv3sWjNecsIT+EPvM8 f24iPsA==</latexit>
LR¯(s, a)
<latexit sha1_base64="/PPo28hdRrt0JfiUAWWCd9BQ8VE=">AAAB+nicbZBLSwMxFIX v1Fetr6ku3QSLUEHKjAi6LLhx4aIV+4B2GDJp2oZmMkOSUco44B9x40IRt/4Sd/4b08dCWw8EPs65ITcniDlT2nG+rdzK6tr6Rn6zsLW9s7tnF/ebKkokoQ0S8Ui2A6woZ4I2NNOctmNJc Rhw2gpGV5O8dU+lYpG40+OYeiEeCNZnBGtj+Xbxxk+7AZbpbZaV1SnCJ75dcirOVGgZ3DmUYK6ab391exFJQio04VipjuvE2kux1IxwmhW6iaIxJiM8oB2DAodUeel09QwdG6eH+pE0R2 g0dX/fSHGo1DgMzGSI9VAtZhPzv6yT6P6llzIRJ5oKMnuon3CkIzTpAfWYpETzsQFMJDO7IjLEEhNt2iqYEtzFLy9D86ziOhW3fl6q1p9mdeThEI6gDC5cQBWuoQYNIPAAz/AKb9aj9WK9 Wx+z0Zw1r/AA/sj6/AFU0pPT</latexit><latexit sha1_base64="/PPo28hdRrt0JfiUAWWCd9BQ8VE=">AAAB+nicbZBLSwMxFIX v1Fetr6ku3QSLUEHKjAi6LLhx4aIV+4B2GDJp2oZmMkOSUco44B9x40IRt/4Sd/4b08dCWw8EPs65ITcniDlT2nG+rdzK6tr6Rn6zsLW9s7tnF/ebKkokoQ0S8Ui2A6woZ4I2NNOctmNJc Rhw2gpGV5O8dU+lYpG40+OYeiEeCNZnBGtj+Xbxxk+7AZbpbZaV1SnCJ75dcirOVGgZ3DmUYK6ab391exFJQio04VipjuvE2kux1IxwmhW6iaIxJiM8oB2DAodUeel09QwdG6eH+pE0R2 g0dX/fSHGo1DgMzGSI9VAtZhPzv6yT6P6llzIRJ5oKMnuon3CkIzTpAfWYpETzsQFMJDO7IjLEEhNt2iqYEtzFLy9D86ziOhW3fl6q1p9mdeThEI6gDC5cQBWuoQYNIPAAz/AKb9aj9WK9 Wx+z0Zw1r/AA/sj6/AFU0pPT</latexit><latexit sha1_base64="/PPo28hdRrt0JfiUAWWCd9BQ8VE=">AAAB+nicbZBLSwMxFIX v1Fetr6ku3QSLUEHKjAi6LLhx4aIV+4B2GDJp2oZmMkOSUco44B9x40IRt/4Sd/4b08dCWw8EPs65ITcniDlT2nG+rdzK6tr6Rn6zsLW9s7tnF/ebKkokoQ0S8Ui2A6woZ4I2NNOctmNJc Rhw2gpGV5O8dU+lYpG40+OYeiEeCNZnBGtj+Xbxxk+7AZbpbZaV1SnCJ75dcirOVGgZ3DmUYK6ab391exFJQio04VipjuvE2kux1IxwmhW6iaIxJiM8oB2DAodUeel09QwdG6eH+pE0R2 g0dX/fSHGo1DgMzGSI9VAtZhPzv6yT6P6llzIRJ5oKMnuon3CkIzTpAfWYpETzsQFMJDO7IjLEEhNt2iqYEtzFLy9D86ziOhW3fl6q1p9mdeThEI6gDC5cQBWuoQYNIPAAz/AKb9aj9WK9 Wx+z0Zw1r/AA/sj6/AFU0pPT</latexit><latexit sha1_base64="/PPo28hdRrt0JfiUAWWCd9BQ8VE=">AAAB+nicbZBLSwMxFIX v1Fetr6ku3QSLUEHKjAi6LLhx4aIV+4B2GDJp2oZmMkOSUco44B9x40IRt/4Sd/4b08dCWw8EPs65ITcniDlT2nG+rdzK6tr6Rn6zsLW9s7tnF/ebKkokoQ0S8Ui2A6woZ4I2NNOctmNJc Rhw2gpGV5O8dU+lYpG40+OYeiEeCNZnBGtj+Xbxxk+7AZbpbZaV1SnCJ75dcirOVGgZ3DmUYK6ab391exFJQio04VipjuvE2kux1IxwmhW6iaIxJiM8oB2DAodUeel09QwdG6eH+pE0R2 g0dX/fSHGo1DgMzGSI9VAtZhPzv6yT6P6llzIRJ5oKMnuon3CkIzTpAfWYpETzsQFMJDO7IjLEEhNt2iqYEtzFLy9D86ziOhW3fl6q1p9mdeThEI6gDC5cQBWuoQYNIPAAz/AKb9aj9WK9 Wx+z0Zw1r/AA/sj6/AFU0pPT</latexit>
R¯( (s), a)
<latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit><latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit><latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSg MxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2C VJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394 uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569 LO4I+8zx84xIo4</latexit><latexit sha1_base64="nSR5O8Db7F0G0OUzElkxtay1SRk=">AAAB+3icbZBLSw MxFIXv+Ky16uhWhGARWpAy40aXghuXVewDOkO5k6ZtaOZBkhHKMCs3/hU3LhTxf7jz35hpu9DWA4GPcxJy7wkSwZV2nG9rbX1jc2u7tFPereztH9iHlbaKU0lZi8Yilt0AFR M8Yi3NtWDdRDIMA8E6weSmyDuPTCoeRw96mjA/xFHEh5yiNlbfPvEClJkXoh5TFNl9nte8ZMxrqn5OsN63q07DmYmsgruAKizU7Ntf3iCmacgiTQUq1XOdRPsZSs2pYHnZSx VLkE5wxHoGIwyZ8rPZGjk5M86ADGNpTqTJzP39IsNQqWkYmJvFvGo5K8z/sl6qh1d+xqMk1Syi84+GqSA6JkUnZMAlo1pMDSCV3MxK6BglUm2aK5sS3OWVV6F90XCdhnvnQA mO4RRq4MIlXMMtNKEFFJ7gBd7g3Xq2Xq2PeV1r1qK3I/gj6/MHkWiWxA==</latexit><latexit sha1_base64="nSR5O8Db7F0G0OUzElkxtay1SRk=">AAAB+3icbZBLSw MxFIXv+Ky16uhWhGARWpAy40aXghuXVewDOkO5k6ZtaOZBkhHKMCs3/hU3LhTxf7jz35hpu9DWA4GPcxJy7wkSwZV2nG9rbX1jc2u7tFPereztH9iHlbaKU0lZi8Yilt0AFR M8Yi3NtWDdRDIMA8E6weSmyDuPTCoeRw96mjA/xFHEh5yiNlbfPvEClJkXoh5TFNl9nte8ZMxrqn5OsN63q07DmYmsgruAKizU7Ntf3iCmacgiTQUq1XOdRPsZSs2pYHnZSx VLkE5wxHoGIwyZ8rPZGjk5M86ADGNpTqTJzP39IsNQqWkYmJvFvGo5K8z/sl6qh1d+xqMk1Syi84+GqSA6JkUnZMAlo1pMDSCV3MxK6BglUm2aK5sS3OWVV6F90XCdhnvnQA mO4RRq4MIlXMMtNKEFFJ7gBd7g3Xq2Xq2PeV1r1qK3I/gj6/MHkWiWxA==</latexit><latexit sha1_base64="nIgeg3JkKgiTgTfa+zJk85Ax6Qc=">AAACBnicbVBNS8 NAEN34WetX1KMIi0VoQUriRY8FLx5bsR/QhDLZbtulm03Y3QglBAQv/hUvHhTx6m/w5r9x0/agrQ8GHu/NMDMviDlT2nG+rZXVtfWNzcJWcXtnd2/fPjhsqSiRhDZJxCPZCU BRzgRtaqY57cSSQhhw2g7G17nfvqdSsUjc6UlM/RCGgg0YAW2knn3iBSBTLwQ9IsDT2ywre/GIlVXlHEOlZ5ecqjMFXibunJTQHPWe/eX1I5KEVGjCQamu68TaT0FqRjjNil 6iaAxkDEPaNVRASJWfTt/I8JlR+ngQSVNC46n6eyKFUKlJGJjO/F616OXif1430YMrP2UiTjQVZLZokHCsI5xngvtMUqL5xBAgkplbMRmBBKJNckUTgrv48jJpXVRdp+o2nF Kt8TCLo4CO0SkqIxddohq6QXXURAQ9omf0it6sJ+vFerc+Zq0r1jzCI/QH1ucPRW+YwA==</latexit><latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit><latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit><latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit><latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit><latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit><latexit sha1_base64="zct1S3aE97FiCgc4a9mRpIxRqec=">AAACBnicbVDLSs NAFJ3UV62vqEsRBovQgpREBF0W3LhsxT6gCeVmOmmHTh7MTIQSAoIbf8WNC0Xc+g3u/BsnbRfaeuDC4Zx7ufceL+ZMKsv6Ngorq2vrG8XN0tb2zu6euX/QllEiCG2RiEei64 GknIW0pZjitBsLCoHHaccbX+d+554KyaLwTk1i6gYwDJnPCCgt9c1jxwOROgGoEQGe3mZZxYlHrCKrZxiqfbNs1awp8DKx56SM5mj0zS9nEJEkoKEiHKTs2Vas3BSEYoTTrO QkksZAxjCkPU1DCKh00+kbGT7VygD7kdAVKjxVf0+kEEg5CTzdmd8rF71c/M/rJcq/clMWxomiIZkt8hOOVYTzTPCACUoUn2gCRDB9KyYjEECUTq6kQ7AXX14m7fOabdXs5k W53nyYxVFER+gEVZCNLlEd3aAGaiGCHtEzekVvxpPxYrwbH7PWgjGP8BD9gfH5A0avmMQ=</latexit>
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 
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Figure 1. Diagram of the latent space losses. Circles denote a
distribution.
original MDP’s state. When the Wasserstein metric is used
for the latent transition loss, analysis reveals a profound the-
oretical connection between DeepMDPs and bisimulation.
These results provide a theoretically-grounded approach to
representation learning that is salable and compatible with
modern deep networks.
In Section 2, we review key concepts and formally de-
fine the DeepMDP. We start by studying the model-quality
and representation-quality results of DeepMDPs (using the
Wasserstein metric) in Sections 3 and 4. In Section 5, we
investigate the connection between DeepMDPs using the
Wasserstein and bisimulation. Section 6 generalizes only our
model-based guarantees to metrics other than the Wasser-
stein; this limitation emphasizes the special role of that the
Wasserstein metric plays in learning good representations.
Finally, in Section 8 we consider a synthetic environment
with high-dimensional observations and show that a Deep-
MDP learns to recover its underlying low-dimensional latent
structure. We then demonstrate that learning a DeepMDP
as an auxiliary task to model-free RL in the Atari 2600 en-
vironment leads to significant improvement in performance
when compared to a baseline model-free method.
2. Background
2.1. Markov Decision Processes
Define a Markov Decision Process (MDP) in standard fash-
ion: M “ xS,A,R,P, γy (Puterman, 1994). For simplic-
ity of notation we will assume that S and A are discrete
spaces unless otherwise stated. A policy pi defines a distri-
bution over actions conditioned on the state, pipa|sq. Denote
by Π the set of all stationary policies. The value function
of a policy pi P Π at a state s is the expected sum of future
discounted rewards by running the policy from that state.
V pi : S Ñ R is defined as:
V pipsq “ E
at„pip¨|stq
st`1„Pp¨|st,atq
« 8ÿ
t“0
γtRpst, atq|s0 “ s
ff
.
The action value function is similarly defined:
Qpips, aq “ E
at„pip¨|stq
st`1„Pp¨|st,atq
« 8ÿ
t“0
γtRpst, atq|s0 “ s, a0 “ a
ff
We denote by Pspi the action-independent tran-
sition function induced by running a policy pi,
Pspips1|sq “ řaPA Pps1|s, aqpipa|sq. Similarly
Rspipsq “ řaPARps, aqpipa|sq. We denote pi˚ as the
optimal policy in M; i.e., the policy which maximizes
expected future reward. We denote the optimal state and
action value functions with respect to pi˚ as V ˚, Q˚. We
denote the stationary distribution of a policy pi in M by ξpi;
i.e.,
ξpipsq “
ÿ
9sPS, 9aPA
Pps| 9s, 9aqpip 9a| 9sqξpip 9sq
We overload notation by also denoting the state-action sta-
tionary distribution as ξpips, aq “ ξpipsqpipa|sq. Although
only non-terminating MDPs have stationary distributions, a
state distribution for terminating MDPs with similar proper-
ties exists (Gelada & Bellemare, 2019).
2.2. Latent Space Models
For some MDP M, let ĎM “ x sS,A, sR, sP, γy be an MDP
where sS is a continuous space with metric d sS and a shared
action space A between M and ĎM. Furthermore, let φ :
S Ñ sS be an embedding function which connects the state
spaces of these two MDPs. We refer to pĎM, φq as a latent
space model of M.
Since ĎM is, by definition, an MDP, value functions can
be defined in the standard way. We use sV spi, sQspi to denote
the value functions of a policy spi P sΠ, where sΠ is the set
of policies defined on the state space sS.The transition and
reward functions, sRspi and sPspi , of a policy spi are also defined
in the standard manner. We use spi˚ to denote the optimal
policy in ĎM. The corresponding optimal state and action
value functions are then sV ˚, sQ˚. For ease of notation, when
s P S , we use spip¨|sq :“ spip¨|φpsqq to denote first using φ to
map s to the state space sS of ĎM and subsequently using spi
to generate the probability distribution over actions.
Although similar definitions of latent space models have
been previously studied (Francois-Lavet et al., 2018; Zhang
et al., 2018; Ha & Schmidhuber, 2018; Oh et al., 2017;
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Hafner et al., 2018; Kaiser et al., 2019; Silver et al., 2017),
the parametrizations and training objectives used to learn
such models have varied widely. For example Ha & Schmid-
huber (2018); Hafner et al. (2018); Kaiser et al. (2019)
use pixel prediction losses to learn the latent representa-
tion while (Oh et al., 2017) chooses instead to optimize
the model to predict next latent states with the same value
function as the sampled next states.
In this work, we study the minimization of loss functions
defined with respect to rewards and transitions in the latent
space:
L sRps, aq “ |Rps, aq ´ sRpφpsq, aq| (1)
L sPps, aq “ D `φPp¨|s, aq, sPp¨|φpsq, aq˘ (2)
where we use the shorthand notation φPp¨|s, aq to denote
the probability distribution over sS of first sampling s1 „
Pp¨|s, aq and then embedding s1 “ φps1q, and where D
is a metric between probability distributions. To provide
guarantees, D in Equation 2 needs to be chosen carefully.
For the majority of this work, we focus on the Wasserstein
metric; in Section 6, we generalize some of the results to
alternative metrics from the Maximum Mean Discrepancy
family. Francois-Lavet et al. (2018) and Chung et al. (2019)
have considered similar latent losses, but to the best of
our knowledge ours is the first theoretical analysis of these
models. See Figure 1 for an illustration of how the latent
space losses are constructed.
We use the term DeepMDP to refer to a parameterized la-
tent space model trained via the minimization of losses
consisting of L sR and L sP (sometimes referred to as Deep-
MDP losses). In Section 3, we derive theoretical guaran-
tees of DeepMDPs when minimizing L sR and L sP over the
whole state space. However, our principal objective is to
learn DeepMDPs parameterized by deep networks, which
requires DeepMDP losses in the form of expectations; we
show in Section 4 that similar theoretical guarantees can be
obtained in this setting.
2.3. Wasserstein Metric
Initially studied in the optimal transport literature (Villani,
2008), the Wasserstein-1 (which we simply refer to as the
Wasserstein) metric Wd pP,Qq between two distributions
P and Q, defined on a space with metric d, corresponds to
the minimum cost of transforming P into Q, where the cost
of moving a particle at point x to point y comes from the
underlying metric dpx, yq.
Definition 1. The Wasserstein-1 metric W between distri-
butions P and Q on a metric space xχ, dy is:
Wd pP,Qq “ inf
λPΓpP,Qq
ż
χˆχ
dpx, yqλpx, yq dx dy.
where ΓpP,Qq denotes the set of all couplings of P and Q.
When there is no ambiguity on what the underlying metric
d is, we will simply write W . The Monge-Kantorovich
duality (Mueller, 1997) shows that the Wasserstein has a
dual form:
Wd pP,Qq “ sup
fPFd
| E
x„P fpxq ´ Ey„Q fpyq|, (3)
whereFd is the set of 1-Lipschitz functions under the metric
d, Fd “ tf : |fpxq ´ fpyq| ď dpx, yqu.
2.4. Lipschitz Norm of Value Functions
The degree to which a value function of ĎM, sV spi approx-
imates the value function V spi of M will depend on the
Lipschitz norm of sV spi . In this section we define and provide
conditions for value functions to be Lipschitz.1 Note that
we study the Lipschitz properties of DeepMDPs ĎM (instead
of a MDP Mq because in this work, only the Lipschiz prop-
erties of DeepMDPs are relevant; the reader should note that
these results follow for any continuous MDP with a metric
state space.
We say a policy spi P sΠ is Lipschitz-valued if its value func-
tion is Lipschitz, i.e. it has Lipschitz sQspi and sV spi functions.
Definition 2. Let ĎM be a DeepMDP with a metric d sS . A
policy spi P sΠ is K sV -Lipschitz-valued if for all s1, s2 P sS:ˇˇ sV spips1q ´ sV spips2qˇˇ ď K sV d sSps1, s2q,
and if for all a P A:ˇˇ sQspips1, aq ´ sQspips2, aqˇˇ ď K sV d sSps1, s2q.
Several works have studied Lipschitz norm constraints on
the transition and reward functions (Hinderer, 2005; Asadi
et al., 2018) to provide conditions for value functions to be
Lipschitz. Closely following their formulation, we define
Lipschitz DeepMDPs as follows:
Definition 3. Let ĎM be a DeepMDP with a metric d sS . We
say ĎM is pK sR,K sPq-Lipschitz if, for all s1, s2 P sS and
a P A: ˇˇ sRps1, aq ´ sRps2, aqˇˇ ď K sRd sSps1, s2q
W
` sPp¨|, s1, aq, sPp¨|s2, aq˘ ď K sPdSps1, s2q
From here onwards, we will we restrict our attention to the
set of Lipschitz DeepMDPs for which the constant K sP is
sufficiently small, formalized in the following assumption:
Assumption 1. The Lipschitz constant K sP of the transition
function sP is strictly smaller than 1γ .
1Another benefit of MDP smoothness is improved learning dy-
namics. Pirotta et al. (2015) suggest that the smaller the Lipschitz
constant of an MDP, the faster it is to converge to a near-optimal
policy.
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From a practical standpoint, Assumption 1 is relatively
strong, but simplifies our analysis by ensuring that close
states cannot have future trajectories that are “divergent.”
An MDP might still not exhibit divergent behaviour even
when K sP ě 1γ . In particular, when episodes terminate after
a finite amount of time, Assumption 1 becomes unnecessary.
We leave as future work how to improve on this assumption.
We describe a small set of Lipschitz-valued policies. For
any policy spi P sΠ, we refer to the Lipschitz norm of its
transition function sPspi as KP spi ě W ` sPspip¨|s1q, sPspip¨|s2q˘
for all s1, s2 P S. Similarly, we denote the Lipschitz norm
of the reward function as K sRspi ě | sRspips1q ´ sRspips2q|.
Lemma 1. Let ĎM be pK sR,K sPq-Lipschitz. Then,
1. The optimal policy spi˚ is KĎR1´γKĎP -Lipschitz-valued.
2. All policies with K sP spi ď 1γ are KĎR spi1´γKĎPspi -Lipschitz-
valued.
3. All constant policies (i.e. spipa|s1q “ spipa|s2q,@a P
A, s1, s2 P sS) are KĎR1´γKĎP -Lipschitz-valued.
Proof. See Appendix A for all proofs.
A more general framework for understanding Lipschitz
value functions is still lacking. Little prior work studying
classes of Lipschitz-valued policies exists in the literature
and we believe that this is an important direction for future
research.
3. Global DeepMDP Bounds
We now present our first main contributions: concrete Deep-
MDP losses, and several bounds which provide us with use-
ful guarantees when these losses are minimized. We refer
to these losses as the global DeepMDP losses, to emphasize
their dependence on the whole state and action space:2
L8sR “ sup
sPS,aPA
|Rps, aq ´ sRpφpsq, aq| (4)
L8sP “ sup
sPS,aPA
W
`
φPp¨|s, aq, sPp¨|φpsq, aq˘ (5)
3.1. Value Difference Bound
We start by bounding the difference of the value functions
Qspi and sQspi for any policy spi P sΠ. Note that Qspips, aq
is computed using P and R on S while sQspipφpsq, aq is
computed using sP and sR on sS.
Lemma 2. Let M and ĎM be an MDP and DeepMDP
respectively, with an embedding function φ and global loss
2The8 notation is a reference to the `8 norm
functions L8sR and L8sP . For any K sV -Lipschitz-valued policyspi P sΠ the value difference can be bounded by
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ ď L8sR ` γK sV L8sP
1´ γ ,
The previous result holds for all policies sΠ Ď Π, a subset
of all possible policies Π. The reader might ask whether
this is an interesting set of policies to consider; in Section 5,
we answer with a fat “yes” by characterizing this set via a
connection with bisimulation.
A bound similar to Lemma 2 can be found in Asadi et al.
(2018), who study non-latent transition models using the
Wasserstein metric when there is access to an exact reward
function. We also note that our results are arguably simpler,
since we do not require the treatment of MDP transitions
in terms of distributions over a set of deterministic compo-
nents.
3.2. Representation Quality Bound
When a representation is used to predict the value of a policy
in M, a clear failure case is when two states with different
values are collapsed to the same representation. The fol-
lowing result demonstrates that when the global DeepMDP
losses L8sR “ 0 and L8sP “ 0, this failure case can never
occur for the embedding function φ.
Theorem 1. Let M and ĎM be an MDP and DeepMDP
respectively, let d sS be a metric in sS, φ be an embedding
function and L8sR and L8sP be the global loss functions. For
any K sV -Lipschitz-valued policy spi P sΠ the representation φ
guarantees that for all s1, s2 P S and a P A,
ˇˇ
Qspips1, aq ´Qspips2, aqˇˇ ď K sV d sSpφps1q, φps2qq
` 2L
8sR ` γK sV L8sP
1´ γ
This result justifies learning a DeepMDP and using the
embedding function φ as a representation to predict values.
A similar connection between the quality of representations
and model based objectives in the linear setting was made
by Parr et al. (2008).
3.3. Suboptimality Bound
For completeness, we also bound the performance loss of
running the optimal policy of ĎM in M, compared to the
optimal policy pi˚. See Theorem 5 in Appendix A.
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4. Local DeepMDP Bounds
In large-scale tasks, data from many regions of the state
space is often unavailable,3 making it infeasible to measure
– let alone optimize – the global losses. Further, when the
capacity of a model is limited, or when sample efficiency
is a concern, it might not even be desirable to precisely
learn a model of the whole state space. Interestingly, we
can still provide similar guarantees based on the DeepMDP
losses, as measured under an expectation over a state-action
distribution, denoted here as ξ. We refer to these as the
losses local to ξ. Taking LξsR, LξsP to be the reward and
transition losses under ξ, respectively, we have the following
local DeepMDP losses:
LξsR “ Es,a„ξ|Rps, aq ´ sRpφpsq, aq|, (6)
LξsP “ Es,a„ξ
“
W
`
φPp¨|s, aq, sPp¨|φpsq, aq˘‰ . (7)
Losses of this form are compatible with the stochastic gradi-
ent decent methods used by neural networks. Thus, study of
the local losses allows us to bridge the gap between theory
and practice.
4.1. Value Difference Bound
We provide a value function bound for the local case, analo-
gous to Lemma 2.
Lemma 3. Let M and ĎM be an MDP and DeepMDP
respectively, with an embedding function φ. For any K sV -
Lipschitz-valued policy spi P sΠ, the expected value function
difference can be bounded using the local loss functions
LξspisR and LξspisP measured under ξspi , the stationary state action
distribution of spi.
E
s,a„ξspi
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ ď LξspisR ` γK sV LξspisP
1´ γ ,
The provided bound guarantees that for any policy spi P sΠ
which visits state-action pairs ps, aq where L sRps, aq and
L sPps, aq are small, the DeepMDP will provide accurate
value functions for any states likely to be seen under the
policy.4
4.2. Representation Quality Bound
We can also extend the local value difference bound to
provide a local bound on how well the representation φ can
be used to predict the value function of a policy p¯i P Π¯,
analogous to Theorem 1.
3Challenging exploration environments like Montezuma’s Re-
venge are a prime example.
4The value functions might be inaccurate in states that the
policy spi rarely visits.
Figure 2. A pair of bisimilar states. In the game of ASTEROIDS,
the colors of the asteroids can vary randomly, but this in no way
impacts gameplay.
Theorem 2. Let M and ĎM be an MDP and DeepMDP
respectively, let d sS be the metric in sS and φ be the em-
bedding function. Let spi P sΠ be any K sV -Lipschitz-valued
policy with stationary distribution ξspi , and let LξspisR and LξspisP
be the local loss functions. For any two states s1, s2 P S,
the representation φ is such that,
|V spips1q ´ V spips2q| ď K sV d sSpφps1q, φps2qq
` L
ξspisR ` γK sV LξspisP
1´ γ
ˆ
1
dspips1q `
1
dspips2q
˙
Thus, the representation quality argument given in 3.2 holds
for any two states s1 and s2 which are visited often by a
policy spi.
5. Bisimulation
5.1. Bisimulation Relations
Bisimulation relations in the context of RL (Givan et al.,
2003), are a formalization of behavioural equivalence be-
tween states.
Definition 4 (Givan et al. (2003)). Given an MDP M, an
equivalence relation B between states is a bisimulation
relation if for all states s1, s2 P S that are equivalent under
B (i.e. s1Bs2), the following conditions hold for all actions
a P A.
Rps1, aq “ Rps2, aq
PpG|s1, aq “ PpG|s2, aq,@G P S{B
Where S{B denotes the partition of S under the relation
B, the set of all groups of equivalent states, and where
PpG|s, aq “ řs1PG Pps1|s, aq.
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Note that bisimulation relations are not unique. For exam-
ple, the equality relation “ is always a bisimulation relation.
Of particular interest is the maximal bisimulation relation
„, which defines the partition S{ „ with the fewest ele-
ments (or equivalently, the relation that generates the largest
possible groups of states). We will say that two states are
bisimilar if they are equivalent under „. Essentially, two
states are bisimilar if (1) they have the same immediate
reward for all actions and (2) both of their distributions
over next-states contain states which themselves are bisim-
ilar. Figure 2 gives an example of states that are bisim-
ilar in the Atari 2600 game ASTEROIDS. An important
property of bisimulation relations is that any two bisimi-
lar states s1, s2 must have the same optimal value function
Q˚ps1, aq “ Q˚ps2, aq,@a P A. Bisimulation relations
were first introduced for state aggregation (Givan et al.,
2003), which is a form of representation learning, since
merging behaviourally equivalent states does not result in
the loss of information necessary for solving the MDP.
5.2. Bisimulation Metrics
A drawback of bisimulation relations is their all-or-nothing
nature. Two states that are nearly identical, but differ slightly
in their reward or transition functions, are treated as though
they were just as unrelated as two states with nothing in com-
mon. Relying on the optimal transport perspective of the
Wasserstein, Ferns et al. (2004) introduced bisimulation met-
rics, which are pseudometrics that quantify the behavioural
similarity of two discrete states.
A pseudometric d satisfies all the properties of a metric
except identity of indiscernibles, dpx, yq “ 0 ô x “ y. A
pseudometric can be used to define an equivalence relation
by saying that two points are equivalent if they have zero
distance; this is called the kernel of the pseudometric. Note
that pseudometrics must obey the triangle inequality, which
ensures the kernel satisfies the associative property. Without
any changes to its definition, the Wasserstein metric can
be extended to spaces xχ, dy, where d is a pseudometric.
Intuitively, the usage of a pseudometric in the Wasserstein
can be interpreted as allowing different points x1 ‰ x2 in χ
to be equivalent under the pseudometric (i.e. dpx1, x2q “ 0).
Thus, there is no need for transportation from one to the
other.
An extension of bisimulation metrics based on Banach fixed
points by Ferns et al. (2011) which allows the metric to be
defined for MDPs with discrete and continuous state spaces.
Definition 5 (Ferns et al. (2011)). Let M be an MDP and
denote by Z the space of pseudometrics on the space S
s.t. dps1, s2q P r0,8q for d P Z. Define the operator
F : Z Ñ Z to be:
Fdps1, s2q “ max
a
p1´ γq |Rps1, aq ´Rps2, aq|
` γWdpPp¨|s1, aq,Pp¨|s2, aqq.
Then:
1. The operator F is a contraction with a unique fixed
point denoted by rd.
2. The kernel of rd is the maximal bisimulation relation „.
(i.e. rdps1, s2q “ 0 ðñ s1 „ s2)
A useful property of bisimulation metrics is that the optimal
value function difference between any two states can be
upper bounded by the bisimulation metric between the two
states.
|V ˚ps1q ´ V ˚ps2q| ď
rdps1, s2q
1´ γ
Bisimulation metrics have been used for state aggregation
(Ferns et al., 2004; Ruan et al., 2015), feature discovery
(Comanici & Precup, 2011) and transfer learning between
MDPs (Castro & Precup, 2010), but due to their high compu-
tational cost and poor compatibility with deep networks they
have not been successfully applied to large scale settings.
5.3. Connection with DeepMDPs
The representation φ learned by global DeepMDP losses
with the Wasserstein metric can be connected to bisimula-
tion metrics.
Theorem 3. Let M be an MDP and ĎM be a K sR-K sP -
Lipschitz DeepMDP with metric d sS . Let φ be the embedding
function and L8sP and L8sR be the global DeepMDP losses.
The bisimulation distance in M, rd : S ˆ S Ñ R` can be
upperbounded by the `2 distance in the embedding and the
losses in the following way:
rdps1, s2q ď p1´ γqKR
1´ γK sP d sSpφps1q, φps2qq
` 2
ˆ
L8sR ` γL8sP K sR1´ γK sP
˙
This result provides a similar bound to Theorem 1, except
that instead of bounding the value difference |sV spips1q ´sV spips2q| the bisimulation distance rdps1, s2q is bounded. We
speculate that similar results should be possible based on
local DeepMDP losses, but they would require a generaliza-
tion of bisimulation metrics to the local setting.
5.4. Characterizing sΠ
In order to better understand the set of policies sΠ
(which appears in the bounds of Sections 3 and 4), we
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first consider the set of bisimilar policies, defined asrΠ “ tpi : @s1, s2 P S, s1 „ s2 ô pipa|s1q “ pipa|s2q@au,
which contains all policies that act the same way on states
that are bisimilar. Although this set excludes many policies
in Π, we argue that it is adequately expressive, since any
policy that acts differently on states that are bisimilar is
fundamentally uninteresting.5
We show a connection between deep policies and bisimi-
lar policies by proving that the set of Lipschitz-deep poli-
cies, sΠK Ă sΠ, approximately contains the set of Lipschitz-
bisimilar policies, rΠK Ă rΠ, defined as follows:
sΠK “ "spi : @s1 ‰ s2 P S, |spipa|s1q ´ spipa|s2q|
d sSpφps1q, φps2qq ď K
*
,
rΠK “ #pi : @s1 ‰ s2 P S, |pipa|s1q ´ pipa|s2q|rdps1, s2q ď K
+
.
The following theorem proves that minimizing the global
DeepMDP losses ensures that for any rpi P rΠK , there is
a deep policy spi P sΠCK which is close to rpi, where the
constant C “ p1´γqKR1´γKĎP .
Theorem 4. Let M be an MDP and ĎM be a (K sR, K sP )-
Lipschitz DeepMDP, with an embedding function φ and
global loss functions L8sR and L8sP . Denote by rΠK and sΠK
the sets of Lipschitz-bisimilar and Lipschitz-deep policies.
Then for any rpi P rΠK there exists a spi P sΠCK which is close
to rpi in the sense that, for all s P S and a P A,
|rpipa|sq ´ spipa|sq| ď L8sR ` γL8sP K sR1´ γK sP
6. Beyond the Wasserstein
Interestingly, value difference bounds (Lemmas 2 and 3) can
be derived for many different choices of probability metric
D (in the DeepMDP transition loss function, Equation 2).
Here, we generalize the result to a family of Maximum Mean
Discrepancy (MMD) metrics (Gretton et al., 2012) defined
via a function norm that we denote as Norm Maximum Mean
Discrepancy (Norm-MMD) metrics. Interestingly, the role
of the Lipschitz norm in the value difference bounds is
a consequence of using the Wasserstein; when we switch
from the Wasserstein to another metric, it is replaced by a
different term. We interpret these terms as different forms
of smoothness of the value functions in ĎM.
By choosing a metric whose associated smoothness corre-
sponds well to the environment, we can potentially improve
the tightness of the bounds. For example, in environments
with highly non-Lipschitz dynamics, it may be impossible to
5For control, searching over these policies increases the size of
the search space with no benefits on the optimality of the solution.
learn an accurate DeepMDP whose deep value function has
a small Lipschitz norm. Instead, the associated smoothness
of another metric might be more appropriate. Another rea-
son to consider other metrics is computational; the Wasser-
stein has high computational cost and suffers from biased
stochastic gradient estimates (Bikowski et al., 2018; Belle-
mare et al., 2017b), so minimizing a simpler metric, such as
the KL, may be more convenient.
6.1. Norm Maximum Mean Discrepancy Metrics
MMD metrics (Gretton et al., 2012) are a family of proba-
bility metrics, each generated via a class of functions. They
have also been studied by Mu¨ller (1997) under the name of
Integral Probability Metrics.
Definition 6 (Gretton et al. (2012) Definition 2). Let P and
Q be distributions on a measurable space χ and let FD
be a class of functions f : χ Ñ R. The Maximum Mean
Discrepancy D is
D pP,Qq “ sup
fPFD
| E
x„P fpxq ´ Ey„Q fpyq|.
When P “ Q it’s obvious that D pP,Qq “ 0 regardless
of the function class FD. But the class of functions leads
to MMD metrics with different behaviours and properties.
Of interest to us are function classes generated via function
seminorms6. Concretely, we define a Norm-MMD metric D
to be an MMD metric generated from a function class FD
of the following form:
FD “ tf : }f}D ď 1u.
where }¨}D is the associated function seminorm of D. We
will see that the family of Norm-MMDs are well suited for
the task of latent space modeling. Their key property is the
following: let D be a Norm-MMD, then for any function f
s.t. }f}D ď K,
| E
x„P fpxq ´ Ey„Q fpyq| ď K ¨D pP,Qq . (8)
We now discuss three particularly interesting examples of
Norm-MMD metrics.
Total Variation: Defined as TV pP,Qq “ 12
ş
χ
|P pxq ´
Qpxq| dx, the Total Variation is one of the most widely-
studied metrics. Pinsker’s inequality (Borwein & Lewis,
2005, p.63) bounds the TV with the Kullback–Leibler (KL)
divergence. The Total Variation is also the Norm-MMD
generated from the set of functions with absolute value
bounded by 1 (Mu¨ller, 1997). Thus, the function norm
}f}TV “ }f}8 “ supxPχ |fpxq|.
Wasserstein metric: The interpretation of the Wasserstein
as an MMD metrics is clear from its dual form (Equation 3),
6A seminorm }¨}D is a norm except that }f}D “ 0œ f “ 0.
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Figure 3. Visualization of the way in which different smoothness properties on the value function are derived. The left compares two
near-identical frames of PONG, (a) and (b), whose only difference is the position of the player’s paddle. The plots on the right show
the optimal value of the state (top) and the derivative of the optimal value (bottom) as a function of the position of the player’s paddle,
assuming all other features of the state are kept constant. The associated smoothness of each Norm-MMD metric is shown visually. (Note
that this is for illustrative purposes only, and was not actually computed from the real game. The curve in the value function represents
noisy dynamics, such as those induced by “sticky actions” (Mnih et al., 2015); if the environment were deterministic, the optimal value
would be a step function.)
where the function class FW is set of 1-Lipschitz functions,
FW “ tf : |fpxq ´ fpyq| ď dpx, yq,@x, y P χu.
The norm associated with the Wasserstein metric }f}W is
therefore the Lipschitz norm, which in turn is the the `8
norm of f 1 (the derivative of f ). Thus, }f}W “ }f 1}8 “
supxPχ
dfpxq
dx .
Energy distance: The energy distance E was first devel-
oped to compare distributions in high dimensions via a two
sample test (Sze´kely & Rizzo, 2004; Gretton et al., 2012).
It is defined as:
EpP,Qq “ 2 E
px,yq„PˆQ
}x´ y}
´ E
x,x1„P
››x´ x1››´ E
y,y1„Q
››y ´ y1›› ,
where x, x1 „ P denotes two independent samples of the
distribution P . Sejdinovic et al. (2013) showed the connec-
tion between the energy distance and MMD metrics. Sim-
ilarly to the Wasserstein, the Energy distance’s associated
seminorm is: }f}E “ }f 1}1 “
ş
χ
| dfpxqdx | dx.
6.2. Value Function Smoothness
In the context of value functions, we interpret the function
seminorms associated with Norm-MMD metrics as different
forms of smoothness.
Definition 7. Let ĎM be a DeepMDP and let D be a Norm-
MMD with associated norm }¨}D. We say that a policy
spi P sΠ is K sV -smooth-valued if:››sV spi››D ď K sV .
and if for all a P A:›› sQspip¨, aq››D ď K sV .
For a value function sV spi, ››sV spi››
TV
is the maximum abso-
lute value of sV spi. Both ››sV spi››
W
and
››sV spi››
E
depend on the
derivative of sV spi , but while ››sV spi››
W
is governed by point of
maximal change,
››sV spi››
E
instead measures the amount of
change over the whole state space s. Thus, a value func-
tion with a small region of high derivative (and thus, large››sV spi››
W
) can still have small
››sV spi››
E
. In Figure 3 we provide
an intuitive visualization of these three forms of smoothness
in the game of Pong.
One advantage of the Total Variation is that it requires mini-
mal assumptions on the DeepMDP. If the reward function
is bounded, i.e. | sRps, aq| ď K sR, @s P sS, a P A, then all
policies spi P sΠ are KĎR1´γ -smooth-valued. We leave it to future
work to study value function smoothness more generally for
different Norm-MMD metrics and their associated norms.
6.3. Generalized Value Difference Bounds
The global and local value difference results (Lem-
mas 2 and 3), as well as the suboptimality result Lemma 1,
can easily be derived when D is any Norm-MMD metric.
Due to the repetitiveness of these results, we don’t include
them in the main paper; refer to Appendix A.6 for the full
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statements and proofs. We leave it to future work to charac-
terize the of policies sΠ when general (i.e. non-Wasserstein)
Norm-MMD metrics are used.
The fact that the representation quality results (Theo-
rems 1 and 2) and the connection with bisimulation (The-
orems 3 and 4) don’t generalize to Norm-MMD metrics
emphasizes the special role the Wasserstein metric plays for
representation learning.
7. Related Work in Representation Learning
State aggregation methods (Abel et al., 2017; Li et al., 2006;
Singh et al., 1995; Givan et al., 2003; Jiang et al., 2015; Ruan
et al., 2015) attempt to reduce the dimensionality of the state
space by joining states together, taking the perspective that
a good representation is one that reduces the total number of
states without sacrificing any necessary information. Other
representation learning approaches take the perspective that
an optimal representation contains features that allow for
the linear parametrization of the optimal value function
(Comanici & Precup, 2011; Mahadevan & Maggioni, 2007).
Recently, Bellemare et al. (2019); Dadashi et al. (2019)
approached the representation learning problem from the
perspective that a good representation is one that allows
the prediction via a linear map of any value function in the
value function space. In contrast, we have argued that a
good representation (1) allows for the parametrization of a
large set of interesting policies and (2) allows for the good
approximation of the value function of these policies.
Concurrently, a suite of methods combining model-free
deep reinforcement learning with auxiliary tasks has shown
large benefits on a wide variety of domains (Jaderberg et al.,
2016; van den Oord et al., 2018; Mirowski et al., 2017). Dis-
tributional RL (Bellemare et al., 2017a), which was not ini-
tially introduced as a representation learning technique, has
been shown by Lyle et al. (2019) to only play an auxiliary
task role. Similarly, (Fedus et al., 2019) studied different
discounting techniques by learning the spectrum of value
functions for different discount values γ, and incidentally
found that to be a highly useful auxiliary task. Although
successful in practice, these auxiliary task methods cur-
rently lack strong theoretical justification. Our approach
also proposes to minimize losses as an auxilliary task for
representation learning, for a specifc choice of losses: the
DeepMDP losses. We have formally justified this choice of
losses, by providing theoretical guarantees on representation
quality.
8. Empirical Evaluation
Our results depend on minimizing losses in expectation,
which is the main requirement for deep networks to be
applicable. Still, two main obstacles arise when turning
(a) One-track DonutWorld.
(b) Four-track DonutWorld.
Figure 4. Given a state in our DonutWorld environment (first row),
we plot a heatmap of the distance between that latent state and each
other latent state, for both autoencoder representations (second
row) and DeepMDP representations (third row). More-similar
latent states are represented by lighter colors.
these theoretical results into practical algorithms:
(1) Minimization of the Wasserstein Arjovsky et al.
(2017) first proposed the use of the Wasserstein distance
for Generative Adversarial Networks (GANs) via its dual
formulation (see Equation 3). Their approach consists of
training a network, constrained to be 1-Lipschitz, to attain
the supremum of the dual. Once this supremum is attained,
the Wasserstein can be minimized by differentiating through
the network. Quantile regression has been proposed as an
alternative solution to the minimization of the Wasserstein
(Dabney et al., 2018b), (Dabney et al., 2018a), and has
shown to perform well for Distributional RL. The reader
might note that issues with the stochastic minimization of
the Wasserstein distance have been found to be biased by
Bellemare et al. (2017b) and Bikowski et al. (2018). In
our experiments, we circumvent these issues by assum-
ing that both P and sP are deterministic. This reduces
the Wasserstein distance Wd sS pφPp¨|s, aq, sPp¨|φpsq, aqq to
d sSpφpPps, aqq, sPpφpsq, aqq, where Pps, aq and sPps, aq de-
note the deterministic transition functions.
(2) Control the Lipschitz constantsK sR andK sP . We also
turn to the field of Wasserstein GANs for approaches to con-
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Figure 5. Due to the competition between reward and transition
losses, the optimization procedure spends significant time in local
minima early on in training. It eventually learns a good represen-
tation, which it then optimizes further. (Note that the curves use
different scaling on the y-axis.)
strain deep networks to be Lipschitz. Originally, Arjovsky
et al. (2017) used a projection step to constraint the discrim-
inator function to be 1-Lipschitz. Gulrajani et al. (2017a)
proposed using a gradient penalty, and sowed improved
learning dynamics. Lipschitz continuity has also been pro-
posed as a regularization method by Gouk et al. (2018),
who provided an approach to compute an upper bound to
the Lipschitz constant of neural nets. In our experiments,
we follow Gulrajani et al. (2017a) and utilize the gradient
penalty.
8.1. DonutWorld Experiments
In order to evaluate whether we can learn effective repre-
sentations, we study the representations learned by Deep-
MDPs in a simple synthetic environment we call Donut-
World. DonutWorld consists of an agent rewarded for run-
ning clockwise around a fixed track. Staying in the center of
the track results in faster movement. Observations are given
in terms of 32x32 greyscale pixel arrays, but there is a sim-
ple 2D latent state space (the x-y coordinates of the agent).
We investigate whether the x-y coordinates are correctly
recovered when learning a two-dimensional representation.
This task epitomizes the low-dimensional dynamics, high-
dimensional observations structure typical of Atari 2600
games, while being sufficiently simple to experiment with.
We implement the DeepMDP training procedure using Ten-
sorflow and compare it to a simple autoencoder baseline.
See Appendix B for a full environment specification, ex-
perimental setup, and additional experiments. Code for
replicating all experiments is included in the supplementary
material.
In order to investigate whether the learned representations
learned correspond well to reality, we plot a heatmap of
closeness of representation for various states. Figure 4(a)
shows that the DeepMDP representations effectively recover
the underlying state of the agent, i.e. its 2D position, from
the high-dimensional pixel observations. In contrast, the
autoencoder representations are less meaningful, even when
the autoencoder solves the task near-perfectly.
In Figure 4(b), we modify the environment: rather than a
single track, the environment now has four identical tracks.
The agent starts in one uniformly at random and cannot
move between tracks. The DeepMDP hidden state correctly
merges all states with indistinguishable value functions,
learning a deep state representation which is almost com-
pletely invariant to which track the agent is in.
The DeepMDP training loss can be difficult to optimize, as
illustrated in Figure 5. This is due to the tendency of the
transition and reward losses to compete with one another. If
the deep state representation is uniformly zero, the transition
loss will be zero as well; this is an easily-discovered local
optimum, and gradient descent tends to arrive at this point
early on in training. Of course, an informationless represen-
tation results in a large reward loss. As training progresses,
the algorithm incurs a small amount of transition loss in
return for a large decrease in reward loss, resulting in a net
decrease in loss.
In DonutWorld, which has very simple dynamics, gradient
descent is able to discover a good representation after only a
few thousand iterations. However, in complex environments
such as Atari, it is often much more difficult to discover
representations that allow us to escape the low-information
local minima. Using architectures with good inductive bi-
ases can help to combat this, as shown in Section 8.3. This
issue also motivates the use of auxiliary losses (such as
value approximation losses or reconstruction losses), which
may help guide the optimizer towards good solutions; see
Appendix C.5.
8.2. Atari 2600 Experiments
In this section, we demonstrate practical benefits of ap-
proximately learning a DeepMDP in the Arcade Learn-
ing Environment (Bellemare et al., 2013). Our results on
representation-similarity indicate that learning a DeepMDP
is a principled method for learning a high-quality repre-
sentation. Therefore, we minimize DeepMDP losses as an
auxiliary task alongside model-free reinforcement learning,
learning a single representation which is shared between
both tasks. Our implementations of the proposed algorithms
are based on Dopamine (Castro et al., 2018).
We adopt the Distributional Q-learning approach to model-
free RL; specifically, we use as a baseline the C51 agent
(Bellemare et al., 2017a), which estimates probability
masses on a discrete support and minimizes the KL di-
vergence between the estimated distribution and a target
distribution. C51 encodes the input frames using a convo-
lutional neural network φ : S Ñ sS, outputting a dense
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Figure 6. We compare the DeepMDP agent versus the C51 agent on the 60 games from the ALE (3 seeds each). For each game, the
percentage performance improvement of DeepMDP over C51 is recorded.
Figure 7. Performance of C51 with model-based auxiliary objectives. Three types of transition models are used for predicting next latent
states: a single convolutional layer (convolutional), a single fully-connected layer (one-layer), and a two-layer fully-connected network
(two-layer).
vector representation s “ φpsq. The C51 Q-function is a
feed-forward neural network which maps s to an estimate
of the reward distribution’s logits.
To incorporate learning a DeepMDP as an auxiliary learning
objective, we define a deep reward function and deep transi-
tion function. These are each implemented as a feed-forward
neural network, which uses s to estimate the immediate re-
ward and the next-state representation, respectively. The
overall objective function is a simple linear combination of
the standard C51 loss and the Wasserstein distance-based ap-
proximations to the local DeepMDP loss given by Equations
6 and 7. For experimental details, see Appendix C.
By optimizing φ to jointly minimize both C51 and Deep-
MDP losses, we hope to learn meaningful s that form the
basis for learning good value functions. In the following
subsections, we aim to answer the following questions: (1)
What deep transition model architecture is conducive to
learning a DeepMDP on Atari? (2) How does the learning
of a DeepMDP affect the overall performance of C51 on
Atari 2600 games? (2) How do the DeepMDP objectives
compare with similar representation-learning approaches?
8.3. Transition Model Architecture
We compare the performance achieved by using different
architectures for the DeepMDP transition model (see Fig-
ure 7). We experiment with a single fully-connected layer,
two fully-connected layers, and a single convolutional layer
(see Appendix C for more details). We find that using a
convolutional transition model leads to the best DeepMDP
performance, and we use this transition model architecture
for the rest of the experiments in this paper. Note how the
performance of the agent is highly dependent on the architec-
ture. We hypothesize that the inductive bias provided via the
model has a large effect on the learned DeepMDPs. Further
exploring model architectures which provide inductive bi-
ases is a promising avenue to develop better auxiliary tasks.
Particularly, we believe that exploring attention (Vaswani
et al., 2017; Bahdanau et al., 2014) and relational inductive
biases (Watters et al., 2017; Battaglia et al., 2016) could be
useful in visual domains like Atari2600.
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Figure 8. Using various auxiliary tasks in the Arcade Learning Environment. We compare predicting the next state’s representation (Next
Latent State, recommended by theoretical bounds on DeepMDPs) with reconstructing the current observation (Observation), predicting
the next observation (Next Observation), and predicting the next C51 logits (Next Logits). Training curves for a baseline C51 agent are
also shown.
8.4. DeepMDPs as an Auxiliary Task
We show that when using the best performing DeepMDP
architecture described in Appendix C.2, we obtain nearly
consistent performance improvements over C51 on the suite
of 60 Atari 2600 games (see Figure 6).
8.5. Comparison to Alternative Objectives
We empirically compare the effect of the DeepMDP aux-
illiary objectives on the performance of a C51 agent to a
variety of alternatives. In the experiments in this section, we
replace the deep transition loss suggested by the DeepMDP
bounds with each of the following:
(1) Observation Reconstruction: We train a state decoder
to reconstruct observations s P S from s. This framework
is similar to (Ha & Schmidhuber, 2018), who learn a la-
tent space representation of the environment with an auto-
encoder, and use it to train an RL agent.
(2) Next Observation Prediction: We train a transition model
to predict next observations s1 „ Pp¨|s, aq from the current
state representation s. This framework is similar to model-
based RL algorithms which predict future observations (Xu
et al., 2018).
(3) Next Logits Prediction: We train a transition model to
predict next-state representations such that the Q-function
correctly predicts the logits of ps1, a1q, where a1 is the ac-
tion associated with the max Q-value of s1. This can be
understood as a distributional analogue of the Value Pre-
diction Network, VPN, (Oh et al., 2017). Note that this
auxiliary loss is used to update only the parameters of the
representation encoder and the transition model, not the
Q-function.
Our experiments demonstrate that the deep transition loss
suggested by the DeepMDP bounds (i.e. predicting the next
state’s representation) outperforms all three ablations (see
Figure 8). Accurately modeling Atari 2600 frames, whether
through observation reconstruction or next observation pre-
diction, forces the representation to encode irrelevant in-
formation with respect to the underlying task. VPN-style
losses have been shown to be helpful when using the learned
predictive model for planning (Oh et al., 2017); however,
we find that with a distributional RL agent, using this as an
auxiliary task tends to hurt performance.
9. Discussion on Model-Based RL
We have focused on the implications of DeepMDPs for rep-
resentation learning, but our results also provide a principled
basis for model-based RL – in latent space or otherwise. Al-
though DeepMDPs are latent space models, by letting φ
be the identity function, all the provided results immedi-
ately apply to the standard model-based RL setting, where
the model predicts states instead of latent states. In fact,
our results serve as a theoretical justification for common
practices already found in the model-based deep RL litera-
ture. For example, Chua et al. (2018); Doerr et al. (2018);
Hafner et al. (2018); Buesing et al. (2018); Feinberg et al.
(2018); Buckman et al. (2018) train models to predict a
reward and a distribution over next states, minimizing the
negative log-probability of the true next state. The nega-
tive log-probability of the next state can be viewed as a
one-sample estimate of the KL between the model’s state
distribution and the next state distribution. Due to Pinsker’s
inequality (which bounds the TV with the KL), and the suit-
ability of TV as a metric (Section 6), this procedure can be
interpreted as training a DeepMDP. Thus, the learned model
will obey our local value difference bounds (Lemma 8) and
suboptimality bounds (Theorem 6), which provide theoreti-
cal guarantees for the model.
Further, the suitability of Norm-MMD metrics for learning
models presents a promising new research avenue for model-
based RL: to break away from the KL and explore the vast
family of Norm Maximum Mean Discrepancy metrics.
DeepMDP: Learning Continuous Latent Space Models for Representation Learning
10. Conclusions
We introduce the concept of a DeepMDP: a parameterized
latent space model trained via the minimization of tractable
losses. Theoretical analysis provides guarantees on the qual-
ity of the value functions of the learned model when the
latent transition loss is any member of the large family of
Norm Maximum Mean Discrepancy metrics. When the
Wasserstein metric is used, a novel connection to bisimula-
tion metrics guarantees the set of parametrizable policies is
highly expressive. Further, it’s guaranteed that two states
with different values for any of those policies will never be
collapsed under the representation. Together, these findings
suggest that learning a DeepMDP with the Wasserstein met-
ric is a theoretically sound approach to representation learn-
ing. Our results are corroborated by strong performance on
large-scale Atari 2600 experiments, demonstrating that min-
imizing the DeepMDP losses can be a beneficial auxiliary
task in model-free RL.
Using the transition and reward models of the DeepMDP for
model-based RL (e.g. planning, exploration) is a promising
future research direction. Additionally, extending Deep-
MDPs to accommodate different action spaces or time scales
from the original MDPs could be a promising path towards
learning hierarchical models of the environment.
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Appendix
A. Proofs
A.1. Lipschitz MDP
Lemma 1. Let ĎM be pK sR,K sPq-Lipschitz. Then,
1. The optimal policy spi˚ is KĎR1´γKĎP -Lipschitz-valued.
2. All policies with K sP spi ď 1γ are KĎR spi1´γKĎPspi -Lipschitz-valued.
3. All constant policies (i.e. spipa|s1q “ spipa|s2q,@a P A, s1, s2 P sS) are KĎR1´γKĎP -Lipschitz-valued.
Proof. Start by proving 1. By induction we will show that a sequence of Q values sQn converging to sQ˚ are all Lipschitz,
and that as n Ñ 8, their Lipschitz norm goes to KĎR1´γKĎP . Let sQ0ps, aq “ 0,@s P sS, a P A be the base case. DefinesQn`1ps, aq “ sRps, aq ` γ Es1„ sPp¨|s,aq “ maxa1 sQnps1, a1q‰. It is a well known result that the sequence sQn converges tosQ˚. Now let K sQ,n “ supaPA,s1‰s2P sS | sQnps1,aq´ sQnps2,aq|d sSps1,s2q be the Lipschitz norm of sQn. Clearly K sQ,0 “ 0. Then,
K sQ,n`1 “ sup
aPA,s1‰s2P sS
| sQn`1ps1, aq ´ sQn`1ps2, aq|
d sSps1, s2q
ď sup
aPA,s1‰s2P sS
| sRps1, aq ´ sRps2, aq|
d sSps1, s2q ` γ supaPA,s1‰s2P sS
|Es11„ sPp¨|s1,aq sQnps11, aq ´ Es12„ sPp¨|s2,aq sQnps12, aq|
d sSps1, s2q
“ K sR ` γ sup
aPA,s1‰s2P sS
|Es11„ sPp¨|s1,aq sQnps11, aq ´ Es12„ sPp¨|s2,aq sQnps12, aq|
d sSps1, s2q
ď K sR ` γK sQ,n sup
aPA,s1‰s2P sS
W
` sPp¨|s2, aq, sPp¨|s2, aq˘
d sSps1, s2q , (Using the fact that sQn is K sQ,n-Lipschitz by induction)
ď K sR ` γK sQ,nK sP
ď
n´1ÿ
i“0
pγK sPqiK sR ` pγK sPqnK sQ,0 “
n´1ÿ
i“0
pγK sPqiK sR, (by expanding the recursion)
Thus, as nÑ8, K sQ˚ ď KĎR1´γKĎP .
To prove 2 a similar argument can be used. The sequence sVn`1ps, aq “ sRspipsq ` γEs1„ sPp¨|s,aq “sVnps1q‰ converges to sQspi
and the sequence of Lipschitz norms converge to KĎR spi1´γKĎP . From there it’s trivial to show that sQspi is also Lipschitz.
Finally, we prove 3. Note that the transition function of a constant policy pipaq has the following property:
W
` sPspip¨|s2q, sPspip¨|s2q˘ “ sup
fPF
ˇˇˇˇż
p sPspips1|s2q ´ sPspips1|s2qqfps1q ds1 ˇˇˇˇ
ď sup
fPF
ˇˇˇˇ
ˇ
ż ÿ
a
pipaqp sPps1|s2, aq ´ sPps1|s2, aqqfps1q ds1
ˇˇˇˇ
ˇ
ď
ÿ
a
pipaq sup
fPF
ˇˇˇˇż
p sPps1|s2, aq ´ sPps1|s2, aqqfps1q ds1 ˇˇˇˇ
ď
ÿ
a
pipaqK sP
ď K sP
Similarly, | sRspips1q ´ sRspips2q| ď K sR. Thus, for a constant policy pi, the Lipschitz norms K sP spi ď K sP and K sRspi ď K sR. To
complete the proof we can apply result 2.
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A.2. Global DeepMDP
Lemma 2. Let M and ĎM be an MDP and DeepMDP respectively, with an embedding function φ and global loss functions
L8sR and L8sP . For any K sV -Lipschitz-valued policy spi P sΠ the value difference can be bounded byˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ ď L8sR ` γK sV L8sP
1´ γ ,
Proof. This is a specific case to the general Lemma 7
Theorem 1. Let M and ĎM be an MDP and DeepMDP respectively, let d sS be a metric in sS, φ be an embedding function
and L8sR and L8sP be the global loss functions. For any K sV -Lipschitz-valued policy spi P sΠ the representation φ guarantees
that for all s1, s2 P S and a P A,ˇˇ
Qspips1, aq ´Qspips2, aqˇˇ ď K sV d sSpφps1q, φps2qq
` 2L
8sR ` γK sV L8sP
1´ γ
Proof. ˇˇ
Qspips1, aq ´Qspips2, aqˇˇ ď ˇˇ sQspips1, aq ´ sQspips2, aqˇˇ` ˇˇQspips1, aq ´ sQspips1, aqˇˇ` ˇˇQspips2, aq ´ sQspips2, aqˇˇ
ď ˇˇ sQspips1, aq ´ sQspips2, aqˇˇ` 2`L8sR ` γKV L8sP ˘
1´ γ Applying Lemma 2
ď KV }φps1q ´ φps2q} ` 2
`
L8sR ` γKV L8sP ˘
1´ γ Using the Lipschitz property of sQspi
Theorem 5. Let M and ĎM be an MDP and a pK sR,K sPq-Lipschitz DeepMDP respectively, with an embedding function φ
and global loss functions L8sR and L8sP . For all s P S , the suboptimality of the optimal policy spi˚ of ĎM evaluated on M can
be bounded by:
V ˚psq ´ V spi˚psq ď 2 L8sR
1´ γ ` 2γ
K sRL8sP
p1´ γqp1´ γK sPq
Proof. This is just a case of the general Theorem 6 combined with the result that the optimal policy of a pK sR,K sPq-Lipschitz
DeepMDP is KĎR1´γKĎP -Lipschitz-valued.
A.3. Local DeepMDP
Lemma 3. Let M and ĎM be an MDP and DeepMDP respectively, with an embedding function φ. For any K sV -Lipschitz-
valued policy spi P sΠ, the expected value function difference can be bounded using the local loss functions LξspisR and LξspisP
measured under ξspi , the stationary state action distribution of spi.
E
s,a„ξspi
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ ď LξspisR ` γK sV LξspisP
1´ γ ,
Proof. This Lemma is just an example of the general Lemma 8
Theorem 2. Let M and ĎM be an MDP and DeepMDP respectively, let d sS be the metric in sS and φ be the embedding
function. Let spi P sΠ be any K sV -Lipschitz-valued policy with stationary distribution ξspi, and let LξspisR and LξspisP be the local
loss functions. For any two states s1, s2 P S, the representation φ is such that,
|V spips1q ´ V spips2q| ď K sV d sSpφps1q, φps2qq
` L
ξspisR ` γK sV LξspisP
1´ γ
ˆ
1
dspips1q `
1
dspips2q
˙
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Proof. Es„ξspi
Using the fact that
ˇˇ
V spipsq ´ sV spipsqˇˇ ď d´1spi psqEs„ξspi ˇˇV spipsq ´ sV spipsqˇˇ,
ˇˇ
V spips1q ´ V spips2qˇˇ ď ˇˇ sV spips1q ´ sV spips2qˇˇ` d´1spi ps1q E
s„ξspi
ˇˇ
V spips1q ´ sV spips1qˇˇ` d´1spi ps2q E
s„ξspi
ˇˇ
V spips2q ´ sV spips2qˇˇ
ď ˇˇ sV spips1q ´ sV spips2qˇˇ` LξspisR ` γKV LξspisP
1´ γ
`
d´1spi ps1q ` d´1spi ps2q˘ , Applying Lemma 3
ď K sV d sSpφps1q, φps2qq ` L
ξspisR ` γKV LξspisP
1´ γ
`
d´1spi ps1q ` d´1spi ps2q˘
A.4. Connection to Bisimulation
Lemma 4. Let ĎM be a KR-KP -Lipschitz DeepMDP with a metric in the state space d sS . Then the bisimulation metric rd is
Lipschitz s.t. @s1, s2 P sS,
rdps1, s2q ď p1´ γqK sR
1´ γK sP d sSps1, s2q. (9)
Proof. We first derive a property of the Wasserstein. Let d and p be pseudometrics in χ s.t. dpx, yq ď Kppx, yq for all
x, y P χ, and let P and Q be two distributions in χ. Then WdpP,Qq ď KWppP,Qq. To prove it, first note that define the
sets of C-Lipschitz functions for both metrics:
Fd,C “ tf : @x ‰ y P χ, |fpxq ´ fpyq| ď Cdpx, yqu ,
Fp,C “ tf : @x ‰ y P χ, |fpxq ´ fpyq| ď Cppx, yqu .
Then it becomes clear that Fd,1ĂFp,K . We can now prove the property:
WdpP,Qq “ sup
fPFd,1
ˇˇˇˇ
E
x„P fpxq ´ Ey„Q fpyq
ˇˇˇˇ
ď sup
fPFp,K
ˇˇˇˇ
E
x„P fpxq ´ Ey„Q fpyq
ˇˇˇˇ
“ sup
fPFp,1
ˇˇˇˇ
E
x„P Kfpxq ´ Ey„QKfpyq
ˇˇˇˇ
“ K sup
fPFp,1
ˇˇˇˇ
E
x„P fpxq ´ Ey„Q fpyq
ˇˇˇˇ
“ KWppP,Qq
We prove the Lemma by induction. We show that a sequence of pseudometrics values dn converging to rd are all Lipschitz,
and that as n Ñ 8, their Lipschitz norm goes to p1´γqKĎR1´γKĎP . Let d0ps1, s2q “ 0,@s1, s2 P S be the base case. Define
dn`1ps1, s2q “ Fdps1, s2q as defined in Definition 5. Ferns et al. (2011) shows that F is a contraction, and that dn converges
DeepMDP: Learning Continuous Latent Space Models for Representation Learning
to rd as nÑ8. Now let Kd,n “ sup
s1‰s2PS
dnps1,s2q
dSps1,s2q be the Lipschitz norm of dn. Also see that Kd,0 “ 0. Then,
Kd,n`1 “ sup
s1‰s2PS
dn`1ps1, s2q
dSps1, s2q
“ sup
s1‰s2PS
Fdnps1, s2q
dSps1, s2q
ď p1´ γq sup
aPA,s1‰s2PS
|Rps1, aq ´Rps2, aq|
dSps1, s2q ` γ supaPA,s1‰s2PS
Wdn pPp¨|s2, aq,Pp¨|s2, aqq
dSps1, s2q
“ p1´ γqKR ` γ sup
aPA,s1‰s2PS
Wdn pPp¨|s2, aq,Pp¨|s2, aqq
dSps1, s2q
ď p1´ γqKR ` γKd,n sup
aPA,s1‰s2PS
WdS pPp¨|s2, aq,Pp¨|s2, aqq
dSps1, s2q , (Using the property derived above.)
ď p1´ γqKR ` γKd,nKP
ď p1´ γq
n´1ÿ
i“0
pγKPqiKR, (by expanding the recursion)
Thus, even as nÑ8, Kd,n ď p1´γqKĎR1´γKĎP .
Lemma 5. Let M be an MDP and ĎM be a K sR-K sP -Lipschitz MDP with an embedding function φ : S Ñ sS and global
DeepMDP losses L8sP and L8sR.. We can extend the bisimulation metric to also measure a distance between s P S and s P sS
by considering an joined MDP constructed by joining M and ĎM. When an action is taken, each state will transition
according to the transition function of its corresponding MDP. Then the bisimulation metric between a state s P S and it’s
embedded counterpart φpsq is bounded by:
rdps, φpsqq ď L8sR ` γL8sP K sR1´ γK sP
Proof. First, note that
W rdpφPp¨|s, aq, sPp¨|φpsq, aqq “ sup
fPF rd
Es11„φPp¨|s,aqrfps11qs ´ Es12„ sPp¨|φpsq,aqrfps12qs
ď p1´ γqKR
1´ γKP supfPF1
Es11„φPp¨|s,aqrfps11qs ´ Es12„ sPp¨|φpsq,aqrfps12qs (Using Theorem 4)
“ p1´ γqKR
1´ γKP W`2pPp¨|s, aq,
sPp¨|φpsq, aqq
ď p1´ γqKR
1´ γKP L
8sP
Using the triangle inequality of pseudometrics and the previous derivation:
sup
s
rdps, φpsqq “ max
aPA
`p1´ γq ˇˇRps, aq ´ sRpφpsq, aqˇˇ` γW rdpPp¨|s, aq, sPp¨|φpsq, aqq˘
ď p1´ γqL8sR ` γmaxaPA
`
W rdpPp¨|s, aq, φPp¨|s, aqq `W rdpφPp¨|s, aq, sPp¨|φpsq, aqq˘
ď p1´ γqL8sR ` γ p1´ γqKR1´ γKP L8sP ` γmaxaPA W rdpPp¨|s, aq, φPp¨|s, aqq
ď p1´ γqL8sR ` γ p1´ γqKR1´ γKP L8sP ` γ sups rdps1, φpsqq
Solving for the recurrence leads to the desired result.
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Theorem 3. LetM be an MDP and ĎM be a K sR-K sP -Lipschitz DeepMDP with metric d sS . Let φ be the embedding function
and L8sP and L8sR be the global DeepMDP losses. The bisimulation distance in M, rd : S ˆ S Ñ R` can be upperbounded
by the `2 distance in the embedding and the losses in the following way:
rdps1, s2q ď p1´ γqKR
1´ γK sP d sSpφps1q, φps2qq
` 2
ˆ
L8sR ` γL8sP K sR1´ γK sP
˙
Proof. rdps1, s2q ď rdps1, φps1qq ` rdps2, φps2qq ` rdpφps1q, φps2qq
ď 2
ˆ
L8sR ` γL8sP K sR1´ γK sP
˙
` rdpφps1q, φps2qq (Using Theorem 5)
ď 2
ˆ
L8sR ` γL8sP K sR1´ γK sP
˙
` p1´ γqL
8sR
1´ γK sP }φps1q ´ φps2q} (Applying Theorem 4)
Completing the proof.
A.5. Quality of sΠ
Lemma 6. Let df and dg be the metrics on the space χ, with the property that for some  ě 0 it holds that @x, y P
χ, df px, yq ď  ` dgpx, yq. Define the sets of 1-Lipschitz functions F “ tf : |fpxq ´ fpyq| ď df px, yq,@x, y P χu and
G “ tg : |gpxq ´ gpyq| ď dgpx, yq,@x, y P χu. Then for any f P F, there exists one g P G such that for all x P χ,
|fpxq ´ gpxq| ď 
2
Proof. Define the set Z “ tz : |zpxq ´ zpyq| ď ` dgpx, yq,@x, y P χu. Then trivially, any function f P F is also a
member of Z. We now show that the set Z can equivalently be expressed as zpxq “ gpxq ` upxq, where g P G and
upxq P p´2 , 2 q, is (non Lipschitz) bounded function.
|zpxq ´ zpyq| “ |gpxq ` upxq ´ gpyq ´ upyq|
ď |gpxq ´ gpyq| ` |upxq ´ upyq|
ď dgpx, yq ` 
Note how both inequalities are tight (there is a g and u for which the equality holds), together with the fact that the set Z is
convex, it follows that any z P Z must be expressible as gpxq ` upxq.
We now complete the proof. For any z P Z, there exist a g P G s.t. zpxq “ gpxq ` upxq. Then:
|zpxq ´ gpxq| “ |upxq| ď 
2
Theorem 4. Let M be an MDP and ĎM be a (K sR, K sP )-Lipschitz DeepMDP, with an embedding function φ and global
loss functions L8sR and L8sP . Denote by rΠK and sΠK the sets of Lipschitz-bisimilar and Lipschitz-deep policies. Then for anyrpi P rΠK there exists a spi P sΠCK which is close to rpi in the sense that, for all s P S and a P A,
|rpipa|sq ´ spipa|sq| ď L8sR ` γL8sP K sR1´ γK sP
Proof. The proof is based on Lemma 6. Let χ “ S, df px, yq “ K rdpx, yq, dgpx, yq “ KC }φpxq ´ φpyq} and  “
2
´
L8sR ` γL8sP KĎR1´γKĎP
¯
. Theorem 3 can be used to show that the condition df px, yq ď  ` dgpx, yq holds. Then the
application of Lemma 6 provides the desired result.
DeepMDP: Learning Continuous Latent Space Models for Representation Learning
A.6. Generalized Value Difference Bounds
Lemma 7. Let M and ĎM be an MDP and DeepMDP respectively, with an embedding function φ and global loss functions
L8sR and L8sP , where L8sP uses on a Norm-MMD D. For any K sV -smooth-valued policy spi P sΠ as in Definition 7. The value
difference can be bounded by
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ ď L8sR ` γK sV L8sP
1´ γ .
Proof. The proof consists of showing that the supremum sups,a
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ is bounded by a recurrence
relationship.
sup
sPS,aPA
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ ď sup
sPS,aPA
ˇˇRps, aq ´ sRpφpsq, aqˇˇ` γ sup
sPS,aPA
ˇˇˇˇ
E
s1„Pp¨|s,aq
V spips1q ´ Es1„ sPp¨|φpsq,aq sV spips1q
ˇˇˇˇ
“ L8sR ` γ sup
sPS,aPA
ˇˇˇˇ
ˇˇˇ E
s1„Pp¨|s,aq
rV spips1q ´ sV spipφps1qqs ` Es1„ sPp¨|φpsq,aq
s1„Pp¨|s,aq
rsV spipφps1qq ´ sV spips1qs
ˇˇˇˇ
ˇˇˇ
ď L8sR ` γ sup
sPS,aPA
ˇˇˇˇ
E
s1„Pp¨|s,aq
rV spips1q ´ sV spipφps1qqsˇˇˇˇ` γ sup
sPS,aPA
ˇˇˇˇ
ˇˇˇ Es1„ sPp¨|φpsq,aq
s1„Pp¨|s,aq
rsV spipφps1qq ´ sV spips1qs
ˇˇˇˇ
ˇˇˇ
ď L8sR ` γ sup
sPS,aPA
ˇˇˇˇ
E
s1„Pp¨|s,aq
rV spips1q ´ sV spipφps1qqsˇˇˇˇ` γK sV sup
sPS,aPA
D `φPp¨|s, aq, sPp¨|φpsq, aq˘
“ L8sR ` γ sup
sPS,aPA
ˇˇˇˇ
E
s1„Pp¨|s,aq
rV spips1q ´ sV spipφps1qqsˇˇˇˇ` γK sV L8sP
ď L8sR ` γ sup
sPS,aPA
E
s1„Pp¨|s,aq
ˇˇrV spips1q ´ sV spipφps1qqsˇˇ` γK sV L8sP Using Jensen’s inequality.
ď L8sR ` γ sup
sPS,aPA
ˇˇrV spipsq ´ sV spipφpsqqsˇˇ` γK sV L8sP
ď L8sR ` γ sup
sPS,aPA
ˇˇrQspips, aq ´ sQspipφpsq, aqsˇˇ` γK sV L8sP
Solving for the recurrence relation over supsPS,aPA
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ results in the desired result.
Lemma 8. LetM and ĎM be an MDP and DeepMDP respectively, with an embedding function φ and letD be a Norm-MMD
metric. For any K sV -smooth-valued policy spi P sΠ (as in Definition 7), let LξspisR and LξspisP be the local loss functions measured
under ξspi , the stationary state action distribution of spi. Then the value difference can be bounded by:
E
s,a„ξspi
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ ď LξspisR ` γK sV LξspisP
1´ γ ,
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Proof.
E
s,a„ξspi
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ ď E
s,a„ξspi
ˇˇRps, aq ´ sRpφpsq, aqˇˇ` γ E
s,a„ξspi
ˇˇˇˇ
E
s1„Pp¨|s,aq
V spips1q ´ Es1„ sPp¨|φpsq,aq sV spips1q
ˇˇˇˇ
“ LξspisR ` γ Es,a„ξspi
ˇˇˇˇ
ˇˇˇ E
s1„Pp¨|s,aq
rV spips1q ´ sV spipφps1qqs ` Es1„ sPp¨|φpsq,aq
s1„Pp¨|s,aq
rsV spipφps1qq ´ sV spips1qs
ˇˇˇˇ
ˇˇˇ
ď LξspisR ` γ Es,a„ξspi
ˇˇˇˇ
E
s1„Pp¨|s,aq
rV spips1q ´ sV spipφps1qqsˇˇˇˇ` γ E
s,a„ξspi
ˇˇˇˇ
ˇˇˇ Es1„ sPp¨|φpsq,aq
s1„Pp¨|s,aq
rsV spipφps1qq ´ sV spips1qs
ˇˇˇˇ
ˇˇˇ
ď LξspisR ` γ Es,a„ξspi
ˇˇˇˇ
E
s1„Pp¨|s,aq
rV spips1q ´ sV spipφps1qqsˇˇˇˇ` γK sV E
s,a„ξspiD
`
φPp¨|s, aq, sPp¨|φpsq, aq˘
“ LξspisR ` γ Es,a„ξspi
ˇˇˇˇ
E
s1„Pp¨|s,aq
rV spips1q ´ sV spipφps1qqsˇˇˇˇ` γK sV LξspisP
ď LξspisR ` γ Es,a„ξspi Es1„Pp¨|s,aq
ˇˇrV spips1q ´ sV spipφps1qqsˇˇ` γK sV LξspisP Using Jensen’s inequality.
ď LξspisR ` γ Es,a„ξspi
ˇˇrV spipsq ´ sV spipφpsqqsˇˇ` γK sV LξspisP Applying the stationarity property.
ď LξspisR ` γ Es,a„ξspi
ˇˇrQspips, aq ´ sQspipφpsq, aqsˇˇ` γK sV LξspisP
Solving for the recurrence relation over Es,a„ξspi
ˇˇ
Qspips, aq ´ sQspipφpsq, aqˇˇ results in the desired result.
Theorem 6. Let M and ĎM be an MDP and a pKR,KP q-Lipschitz DeepMDP respectively, with an embedding function φ
and global loss functions L8sR and L8sP . For all s P S , the suboptimality of the optimal policy spi˚ of ĎM evaluated on M can
be bounded by,
V ˚psq ´ V spi˚psq ď 2L8sR ` γ
››sV ˚››D L8sP
1´ γ
Where
››sV ˚››D is the smoothness of the optimal value function.
Proof. For any s P S we have
|V ˚psq ´ V spi˚psq| ď |sV ˚pφpsqq ´ V spi˚psq| ` |V ˚psq ´ sV ˚pφpsqq|. (10)
Using the result given by Lemma 7, we may bound the first term of the RHS by
L8ĎR`γ} sV ˚}DL8ĎP
1´γ .
To bound the second therm, we first show that for any s P S, a P A, we have,
|Q˚ps, aq ´ sQ˚pφpsq, aq| ď L8sR ` γ ››sV ˚››D L8sP
1´ γ . (11)
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We prove this similarly to Lemma 2:
sup
sPS,aPA
ˇˇ
Q˚ps, aq ´ sQ˚pφpsq, aqˇˇ ď sup
sPS,aPA
ˇˇRps, aq ´ sRpφpsq, aqˇˇ` γ sup
sPS,aPA
ˇˇˇˇ
E
s1„Pp¨|s,aq
V ˚ps1q ´ Es1„ sPp¨|φpsq,aq sV ˚ps1q
ˇˇˇˇ
“ L8sR ` γ sup
sPS,aPA
ˇˇˇˇ
ˇˇˇ E
s1„Pp¨|s,aq
rV ˚ps1q ´ sV ˚pφps1qqs ` Es1„ sPp¨|φpsq,aq
s1„Pp¨|s,aq
rsV ˚pφps1qq ´ sV ˚ps1qs
ˇˇˇˇ
ˇˇˇ
ď L8sR ` γ sup
sPS,aPA
ˇˇˇˇ
E
s1„Pp¨|s,aq
rV ˚ps1q ´ sV ˚pφps1qqsˇˇˇˇ` γ sup
sPS,aPA
ˇˇˇˇ
ˇˇˇ Es1„ sPp¨|φpsq,aq
s1„Pp¨|s,aq
rsV ˚pφps1qq ´ sV ˚ps1qs
ˇˇˇˇ
ˇˇˇ
“ L8sR ` γ sup
sPS,aPA
ˇˇˇˇ
E
s1„Pp¨|s,aq
rV ˚ps1q ´ sV ˚pφps1qqsˇˇˇˇ` γ ››sV ˚››D L8sP
ď L8sR ` γmaxs
ˇˇ
V ˚psq ´ sV ˚pφpsqqˇˇ` γ ››sV ˚››D L8sP Using Jensen’s inequality.
“ L8sR ` γmaxs
ˇˇˇ
max
a
Q˚ps, aq ´max
a
sQ˚pφpsq, aqˇˇˇ` γ ››sV ˚››D L8sP
ď L8sR ` γ sup
sPS,aPA
ˇˇ
Q˚ps, aq ´ sQ˚pφpsq, aqˇˇ` γ ››sV ˚››D L8sP
Solving for the recurrence gives the desired result. Then, the second therm can be easily bounded:
|V ˚psq ´ sV ˚pφpsqq| “|max
a
Q˚ps, aq ´max
a1
sQ˚pφpsq, a1q| (12)
ďmax
a
|Q˚ps, aq ´ sQ˚pφpsq, aq| (13)
ďL
8sR ` γ ››sV ˚››D L8sP
1´ γ . (14)
as desired. Combining the bounds for the first and second terms completes the proof.
B. DonutWorld Experiments
B.1. Environment Specification
Our synthetic environment, DonutWorld, consists of an agent moving around a circular track. The environment is centered
at (0,0), and includes the set of points whose distance to the center is between 3 and 6 units away; all other points are
out-of-bounds. The distance the agent can move on each timestep is equal to the distance to the nearest out-of-bounds
point, capped at 1. We refer to the regions of space where the agent’s movements are fastest (between 4 and 5 units away
from the origin) as the “track,” and other in-bounds locations as “grass”. Observations are given in the form of 32-by-32
black-and-white pixel arrays, where the agent is represented by a white pixel, the track by luminance 0.75, the grass by
luminance 0.25, and out-of-bounds by black. The actions are given as pairs of numbers in the range (-1,1), representing an
unnormalized directional vector. The reward for each transition is given by the number of radians moved clockwise around
the center.
Another variant of this environment involves four copies of the track, all adjacent to one another. The agent is randomly
placed onto one of the four tracks, and cannot move between them. Note that the value function for any policy is identical
whether the agent is on the one-track DonutWorld or the four-track DonutWorld. Observations for the four-track DonutWorld
are 64-by-64 pixel arrays.
B.2. Architecture Details
We learn a DeepMDP on states and actions from a uniform distribution over all possible state-action pairs. The environment
can be fully represented by a latent space of size two, so that is the dimensionality used for latent states of the DeepMDP.
We use a convolutional neural net for our embedding function φ, which contains three convolutional layers followed by a
linear transformation. Each convolutional layer uses 4x4 convolutional filters with stride of 2, and depths are mapped to 2,
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Figure 9. Plot of training curves obtained by learning a DeepMDP on our toy environment. Our objective minimizes both the theoretical
upper bound of value difference and the empirical value difference.
then 4, then 8; the final linear transformation maps it to the size of the latent state, 2. ReLU nonlinearities are used between
each layer, and a sigmoid is applied to the output to constrain the space of latent states to be bounded by (0, 1).
The transition function and reward function are each represented by feed-forward neural networks, using 2 hidden layers of
size 32 with ReLU nonlinearities. A sigmoid is applied output of the transition function.
For the autoencoder baseline, we use the same architecture for the encoder as was used for the embedding function. Our
decoder is a three-layer feedforward ReLU network with 32 hidden units per layer. The reconstruction loss is a softmax
cross-entropy over possible agent locations.
B.3. Hyperparameters
All models were implemented in Tensorflow. We use an Adam Optimizer with a learning rate of 3e-4, and default settings.
We train for 30,000 steps. The batch size is 256 for DMDPs and 1024 for autoencoders. The discount factor, γ, is set to 0.9,
and the coefficient for the gradient penalty, λ, is set to 0.01. In contrast to the gradient penalty described in Gulrajani et al.
(2017b), which uses its gradient penalty to encourage all gradient norms to be close to 1, we encourage all gradient norms to
be close to 0. Our sampling distribution is the same as our training distribution, simply the distribution of states sampled
from the environment.
B.4. Empirical Value Difference
Figure 9 shows the loss curves for our learning procedure. We randomly sample trajectories of length 1000, and compute both
the empirical reward in the real environment and the reward approximated by performing the same actions in the DeepMDP;
this allows us to compute the empirical value error. These results demonstrate that neural optimization techniques are
capable of learning DeepMDPs, and that this optimization procedure, designed to tighten theoretical bounds, is minimized
by a good model of the environment, as reflected in improved empirical outcomes.
C. Atari 2600 Experiments
C.1. Hyperparameters
For all experiments we use an Adam Optimizer with a learning rate of 0.00025 and epsilon of 0.0003125. We linearly decay
epsilon from 1.0 to 0.01 over 1000000 training steps. We use a replay memory of size 1000000 (it must reach a minimum
size of 50000 prior to sampling transitions for training). Unless otherwise specified, the batch size is 32. For additional
hyperparameter details, see Table 1 and (Bellemare et al., 2017a).
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Hyperparameter Value
Runner.sticky actions No Sticky Actions
Runner.num iterations 200
Runner.training steps 250000
Runner.evaluation steps Eval phase not used.
Runner.max steps per episode 27000
WrappedPrioritizedReplayBuffer.replay capacity 1000000
WrappedPrioritizedReplayBuffer.batch size 32
RainbowAgent.num atoms 51
RainbowAgent.vmax 10.
RainbowAgent.update horizon 1
RainbowAgent.min replay history 50000
RainbowAgent.update period 4
RainbowAgent.target update period 10000
RainbowAgent.epsilon train 0.01
RainbowAgent.epsilon eval 0.001
RainbowAgent.epsilon decay period 100000
RainbowAgent.replay scheme ’uniform’
RainbowAgent.tf device ’/gpu:0’
RainbowAgent.optimizer @tf.train.AdamOptimizer()
tf.train.AdamOptimizer.learning rate 0.00025
tf.train.AdamOptimizer.epsilon 0.0003125
ModelRainbowAgent.reward loss weight 1.0
ModelRainbowAgent.transition loss weight 1.0
ModelRainbowAgent.transition model type ’convolutional’
ModelRainbowAgent.embedding type ’conv layer embedding’
Table 1. Configurations for the DeepMDP and C51 agents used with Dopamine (Castro et al., 2018) in Section 8.4. Note that the
DeepMDP is referred to as ModelRainbowAgent in the configs.
C.2. Architecture Search
In this section, we aim to answer: what latent state space and transition model architecture lead to the best Atari 2600
performance of the C51 DeepMDP? We begin by jointly determining the form of sS and θP¯ which are conducive to learning
a DeepMDP on Atari 2600 games. We employ three latent transition model architectures: (1) single fully connected layer,
(2) two-layer fully-connected network, and (3) single convolutional layer. The fully-connected transition networks use the
512-dimensional output of the embedding network’s penultimate layer as the latent state, while the convolutional transition
model uses the 11ˆ 11ˆ 64 output of the embedding network’s final convolutional layer. Empirically, we find that the use
of a convolutional transition model on the final convolutional layer’s output outperforms the other architectures, as shown in
Figure 7.
C.3. Architecture Details
The architectures of various components are described below. A conv layer refers to a 2D convolutional layer with a
specified stride, kernel size, and number of outputs. A deconv layer refers to a deconvolutional layer. The padding for
conv and deconv layers is such that the output layer has the same dimensionality as the input. A maxpool layer performs
max-pooling on a 2D input and fully connected refers to a fully-connected layer.
C.3.1. ENCODER
In the main text, the encoder is referred to as φ : S Ñ sS and is parameterized by θe. The encoder architecture is as follows:
Input: observation s which has shape: batch sizeˆ 84ˆ 84ˆ 4. The Atari 2600 frames are 84ˆ 84 and there are 4 stacked
frames given as input. The frames are pre-processed by dividing by the maximum pixel value, 255. Output: latent state φpsq
In Appendix C.2, we experimented with two different latent state representations. (1) ConvLayer: The latent state is the
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conv 8 x 8, stride 4, 32 out 
RELU
conv 4 x 4, stride 2, 64 out 
RELU
conv 3 x 3, stride 1, 64 out
RELU
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(1) ConvLayer network
conv 8 x 8, stride 4, 32 out 
RELU
conv 4 x 4, stride 2, 64 out 
RELU
conv 3 x 3, stride 1, 64 out
RELU
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Figure 10. Encoder architectures used for the DeepMDP agent.
output of the final convolutional layer, or (2) FCLayer: the latent state is the output of a fully-connected (FC) layer following
the final convolutional layer. These possibilities for the encoder architecture are described in Figure 10.
In sections 8.4, 8.5, C.4, and C.5 the latent state of type ConvLayer is used: 11ˆ 11ˆ 64 outputs of the final convolutional
layer.
C.3.2. LATENT TRANSITION MODEL
In Appendix C.2 there are three types of latent transition models sP : sS Ñ sS parameterized by θ sP which are evaluated: (1) a
single fully-connected layer, (2) a two-layer fully-connected network, and (3) a single convolutional layer (see Figure 11).
Note that the first two types of transition models operate on the flattened 512-dimensional latent state (FCLayer), while the
convolutional transition model receives as input the 11ˆ 11ˆ 64 latent state type ConvLayer. For each transition model,
num actions predictions are made: one for each action conditioned on the current latent state φpsq.
In sections 8.4, 8.5, C.4, and C.5 the convolutional transition model is used.
C.3.3. REWARD MODEL AND C51 LOGITS NETWORK
The architectures of the reward model sR parameterized by θ sR and C51 logits network parameterized by θZ depend the
latent state representation. See Figure 12 for these architectures. For each architecture type, num actions predictions are
made: one for each action conditioned on the current latent state φpsq.
In sections 8.4, 8.5, C.4, and C.5 two-layer fully-connected networks are used for the reward and C51 logits networks.
C.3.4. OBSERVATION RECONSTRUCTION AND NEXT OBSERVATION PREDICTION
The models for observation reconstruction and next observation prediction in Section 8.5 are deconvolutional networks
based on the architecture of the embedding function φ. Both operate on latent states of type ConvLayer. The architectures
are described in Figure 13.
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conv 2 x 2, stride 1,
64 x num_actions outputs
Figure 11. Transition model architectures used for the DeepMDP agent: (1) a single fully-connected layer (used with latent states of type
FCLayer), (2) a two-layer fully-connected network (used with latent states of type FCLayer), and (3) a single convolutional layer (used
with latent states of type ConvLayer).
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fully connected, 512 out
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Figure 12. Reward and C51 Logits network architectures used for the DeepMDP agent: (1) a single fully-connected layer (used with
latent states of type FCLayer), (2) a two-layer fully-connected network (used with latent states of type ConvLayer).
C.4. DeepMDP Auxiliary Tasks: Different Weightings on DeepMDP Losses
In this section, we discuss results of a set of experiments where we use a convolutional latent transition model and a
two-layer reward model to form auxiliary task objectives on top of a C51 agent. In these experiments, we use different
weightings in the set t0, 1u for the transition loss and for the reward loss. The network architecture is based on the best
performing DeepMDP architecture in Appendix C.2. Our results show that using the transition loss is enough to match
performance of using both the transition and reward loss. In fact, on Seaquest, using only the reward loss as an auxiliary
tasks causes performance to crash. See Figure 14 for the results.
C.5. Representation Learning with DeepMDP Objectives
Given performance improvements in the auxiliary task setting, a natural question is whether optimization of the deepMDP
losses is sufficient to perform model-free RL. To address this question, we learn θe only via minimizing the reward and
latent transition losses. We then learn θZ by minimizing the C51 loss but do not pass gradients through θe. As a baseline, we
minimize the C51 loss with randomly initialized θe and do not update θe. In order to successfully predict terminal transitions
and rewards, we add a terminal reward loss and a terminal state transition loss. The terminal reward loss is a Huber loss
between sRpφpsT qq and 0, where sT is a terminal state. The terminal transition loss is a Huber loss between sPps, aq and 0,
where s is either a terminal state or a state immediately preceding a terminal state and 0 is the zero latent state.
We find that in practice, minimizing the latent transition loss causes the latent states to collapse to φpsq “ 0 @s P S. As
(Francois-Lavet et al., 2018) notes, if only the latent transition loss was minimized, then the optimal solution is indeed
φ : S Ñ 0 so that sP perfectly predicts φpPps, aqq.
We hope to mitigate representation collapse by augmenting the influence of the reward loss. We increase the batch size
from 32 to 100 to acquire greater diversity of rewards in each batch sampled from the replay buffer. However, we find that
only after introducing a state reconstruction loss do we obtain performance levels on par with our simple baseline. These
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(1) Observation Reconstruction (1) Next Observation Prediction
Figure 13. Architectures used for observation reconstruction and next observation prediciton. Both networks take latent states of type
ConvLayer as input.
Figure 14. We compare C51 with C51 with DeepMDP auxiliary task losses. The combinations of loss weightings are t0, 1u (just reward),
t1, 0u (just transition), and t1, 1u (reward+transition), where the first number is the weight for the transition loss and the second number
is the weight for the reward loss.
results (see Figure 15) indicate that in more complex environments, additional work is required to successfully balance the
minimization of the transition loss and the reward loss, as the transition loss seems to dominate.
This finding was surprising, since we were able to train a DeepMDP on the DonutWorld environment with no reconstruction
loss. Further investigation of the DonutWorld experiments shows that the DeepMDP optimization procedure seems to be
highly prone to becoming trapped in local minima. The reward loss encourages latent states to be informative, but the
transition loss counteracts this, preferring latent states which are uninformative and thus easily predictable. Looking at the
relative reward and transition losses in early phases of training in Figure 5, we see this dynamic clearly. At the start of
training, the transition loss quickly forces latent states to be near-zero, resulting in very high reward loss. Eventually, on this
simple task, the model is able to escape this local minimum by “discovering” a representation that is both informative and
predictable. However, as the difficulty of a task scales up, it becomes increasingly difficult to discover a representation which
Figure 15. We evaluate the performance of C51 when learning the latent state representation only via minimizing deepMDP objectives.
We compare learning the latent state representation with the deepMDP objectives (deep MDP), deepMDP objectives with larger batch
sizes (deepMDP + batch size 100), deepMDP objectives and an observation reconstruction loss (deepMDP + state), and deepMDP with
both a reconstruction loss and larger batch size (deepMDP + state + batch size 100). As a baselines, we compare to C51 on a random
latent state representation (C51).
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escapes these local minima by explaining the underlying dynamics of the environment well. This explains our observations
on the Arcade Learning Environment; the additional supervision from the reconstruction loss helps guide the algorithm
towards representations which explain the environment well.
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DeepMDP
C51
C51
DeepMDP
Figure 16. Learning curves of C51 and C51 + DeepMDP auxiliary task objectives (labeled DeepMDP) on Atari 2600 games.
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Game Name C51 DeepMDP
AirRaid 11544.2 10274.2
Alien 4338.3 6160.7
Amidar 1304.7 1663.8
Assault 4133.4 5026.2
Asterix 343210.0 452712.7
Asteroids 1125.4 1981.7
Atlantis 844063.3 906196.7
BankHeist 861.3 937.0
BattleZone 31078.2 34310.2
BeamRider 19081.0 16216.8
Berzerk 1250.9 1799.9
Bowling 51.4 56.3
Boxing 97.3 98.2
Breakout 584.1 672.8
Carnival 4877.3 5319.8
Centipede 9092.1 9060.9
ChopperCommand 10558.8 9895.7
CrazyClimber 158427.7 173043.1
DemonAttack 111697.7 119224.7
DoubleDunk 6.7 -9.3
ElevatorAction 73943.3 37854.4
Enduro 1905.3 2197.8
FishingDerby 25.4 33.9
Freeway 33.9 33.9
Frostbite 5882.9 7367.3
Gopher 15214.3 21017.2
Gravitar 790.4 838.3
Hero 36420.7 40563.1
IceHockey -3.5 -4.1
Jamesbond 1776.7 5181.1
JourneyEscape -1856.1 -1337.1
Kangaroo 8815.5 9714.9
Krull 8201.5 8246.9
KungFuMaster 37956.5 42692.7
MontezumaRevenge 14.7 770.7
MsPacman 4597.8 5282.5
NameThisGame 13738.7 14064.6
Phoenix 20216.7 45565.1
Pitfall -9.8 -0.8
Pong 20.8 20.8
Pooyan 4052.7 4431.1
PrivateEye 28694.0 11223.8
Qbert 23268.6 23538.7
Riverraid 17845.1 19934.7
RoadRunner 57638.5 59152.2
Robotank 57.4 51.3
Seaquest 226264.0 230881.6
Skiing -15454.8 -16478.0
Solaris 2876.7 2506.8
SpaceInvaders 12145.8 16461.2
StarGunner 38928.7 78847.6
Tennis 22.6 22.7
TimePilot 8340.7 8345.6
Tutankham 259.3 256.9
UpNDown 10175.5 10930.6
Venture 1190.1 755.4
VideoPinball 668415.7 633848.8
WizardOfWor 2926.0 11846.1
YarsRevenge 39502.9 44317.8
Zaxxon 7436.5 14723.0
Table 2. DeepMDP versus C51 returns. For both agents, we report the max average score achieved across all training iterations (each
training iteration is 1 million frames).
