Abstract-The estimation of mutual information between graphs has been an elusive problem until the formulation of graph matching in terms of manifold alignment. Then, graphs are mapped to multi-dimensional sets of points through structural preserving embeddings. Point-wise alignment algorithms can be exploited in this context to re-cast graph matching in terms of point matching. Unfortunately, the potentially high dimensionality of the point-sets points encompass the development of mutual information means that bypass entropy estimation. These methods must be deployed to render the estimation of mutual information computationally tractable. In this paper the novel contribution is to show how manifold alignment can be combined with copula-based entropy estimators to efficiently estimate the mutual information between graphs. We compare the empirical copula with an Archimedean copula (the independent one) in terms of retrieval/recall after graph comparison. Our experiments show that mutual information built in both choices improves significantly state-of-the art divergences.
I. INTRODUCTION
One of the key elements for building a pattern theory is the definition of a set of principled dissimilarity measures between the mathematical structures underpinning the theory. For instance, in vectorial pattern recognition, one of the fundamental degrees of freedom of an information theoretic algorithm (for clustering, matching, classification and learning) is the choice of a divergence. There are some possibilities including mutual information, Kullback-Leibler, Bregman divergence, and so on [1] . However, when the object at hand is a structural pattern, the extension of the latter concept (the choice) is by no means straightforward. In this regard, the avenue of bypass entropy estimators using techniques such as entropic graphs [2] for the Rényi entropy and the Leonenko's et al. estimator for the Shannon entropy [3] , have opened novel approaches to capture statistical dependencies between high-dimensional data. In fact, bypass estimators do not rely on estimating probability density functions but on Euclidean distances between vectorial patterns. This means that the Parzen approximation of the probability density function is no longer needed since entropy can be estimated directly from the samples.
On the other hand, the development of graph embeddings which map vertices to multi-dimensional spaces has contributed to bypass the rigid discrete representation of graphs. After being embedded, the associated multi-dimensional subspace must retain the rich topological information of the original representation. Many embeddings have been proposed so far: ISOMAP [4] , Heat Kernels [5] , Diffusion Maps [6] , Laplacian Eigenmaps [7] , Commute Times [8] , Centered Normalized Laplacian [9] among others. Most of the these latter structure preserving embeddings (i.e. distances in the embedding are correlated with structural properties) establish a formal link between topology (usually encoded in spectral terms) and some kind of metric or dissimilarity in the subspace. Understanding and exploiting the latter formal link is key to quantifying the effectiveness of the corresponding embedding for a given task, for instance, graph comparison.In [10] there are experimental graph comparisons showing that the Commute Times (CT) embedding outperforms the alternatives in terms of retrieval/recall for the best dissimilarity measure in a given set. In addition, the fact that the latter embedding induces a metric allows us to work in the multi-dimensional subspace of the embedding. Here, problems such as finding prototypes are more tractable. It is then possible to return to the original topological space via inverse embedding [11] .
With the latter ingredients at hand (bypass estimators and suitable embeddings), mutual information between graphs can be defined as follows. A connected input graph X = (V X , E X ) is encoded by an embedding c :
. Then, the latter code travels through a noisy channel which produces m samples of
where |V Y | = m are the nodes and E Y is the smallest set of edges that makes Y = (V Y , E Y ) connected (inverse embedding). In this regard, the capacity of the channel is given by the maximization of I(Θ X ;Θ Y ), a proxy of the mutual information I(X; Y ) between the graphs. Furthermore, we assume that the graph editing operations transforming X into Y can be posed in terms of non-rigid transformations between the samples of Θ X andΘ Y . Statistical dependence between the latter random variables will be obtained after a proper alignment of their realizations (both sets of samples). Given the matching field M XY resulting from minimizing their final distances we have a proper alignment for estimating joint entropy H(Θ X ,Θ Y ) which is the main component of mutual information. In this paper we will estimate the joint entropy of the latter 2d random variables through different kinds of copulas since these functions capture the high order dependences which are self-contained in mutual information (Sklar's theorem). In such estimation, the performance of bypass estimators will be of key importance since when using them all we have is the metric relations between the samples. Thus, if the entropy estimator is not asymptotically consistent and degrades when considering a high number of dimensions d, we will obtain a bad approximation of the joint entropy (defined on a 2d variable) and consequently of the mutual information proxy.
Therefore, in this paper we will follow a methodology similar to that in [10] : (i) coding: perform CT embedding of the input graphs, (ii) matching field: non-rigid alignment of both embeddings for a given dimensionality d, and (iii) measuring dependences: given the aligned subspaces estimate their dissimilarity. Here we will replace SNESV (Symmetrized Normalized Entropy Square Variation) by the proposed Mutual Information (MI). The choice of each element in our approach is well principled. Commute times embedding provides the best coding to date. Firstly, its performance for preserving topological information is very high. Secondly, there exist methods for inverse embedding (decoding) for that choice given its metric properties. Regarding copulas, we introduce in the field of computer vision and pattern recognition a new family of copula (the Archimedean one) whose discrimination power is similar to that of the empirical copula while having a sub-quadratic computational complexity. Finally, we exploit here Rényi entropy estimators which are the state of the art of consistent bypassers.
The rest of the paper is organized as follows. In Section II we will describe both steps (i) and (ii) (CT embedding and non rigid alignment). We will devote Section III to present how to obtain a multi-dimensional estimation of MI from the combination of copulas and Rényi entropy estimators. In Section IV we will compare MI for embedded graphs with other challenging dissimilarities (step (iii)). In order to perform a fair comparison we will use the GatorBait database which has been proven to be a very challenging one despite its small size. In Section V we will present our conclusions and future work. Our main contribution in this paper is define and test a bypass mutual information for graphs which relies on different kinds of copula functions.
II. MANIFOLD ALIGNMENT

A. Commute Times Embedding
Let G = (V, E) be an undirected and unweighted graph with: node set V , edge set E, adjacency matrix A of dimension n × n (where n = |V |) and Laplacian matrix L = D − A (where D is the diagonal degree matrix whose trace is the volume of the graph vol = trace(D)). Let L = ΦΛΦ T be the Laplacian eigen-decomposition. Then, following [8] the CT graph embedding is given by the following function of the eigenvalues and eigenvectors of L:
where Θ results from the Young-Householder decomposition, we have that Θ is an n × n matrix where the i−th column represents the n coordinates of the i−th node in the space defined by the embedding: Θ : V → R n . For CTs, we have that Θ has the following form for the i−th node:
where
..n are the non-trivial eigenvectors and eigenvalues of L. The commute time CT (i, j) is the expected time for the random walk to travel from node i to reach node j and then return. As a result CT (i, j) = O(i, j)+O(j, i). In terms of the Green's function the commute time is given by
Therefore, the spectral definition of CT is given by
It is straightforward to prove that 
B. Non-rigid Multi-dimensional Alignment
for i, j ∈ V X , and similarly for nodes u, v ∈ V Y . Let i ∈ V X and u ∈ V Y be nodes of graphs X and Y and let T be a non rigid transformation which aligns the approximated manifoldŝ
where T * is the optimal non-rigid transformation aligning the columns ofΘ Y to those ofΘ X .
Finding CT * is then posed in terms of non-rigid manifold alignment. In this regard, the CPD (Coherent Point Drift) formulation [12] is useful in the context of manifold alignment because it generalizes non-rigid alignment to an arbitrary number of dimensions, say d, of the input data (manifolds in this case). The ability of CPD to accommodate an arbitrary number of dimensions allows us to increase the impact of the structural information contained in the graphs in pattern recognition and shape recognition tasks as we increase d. At low d we cancel high frequencies in the manifold which contain the local structure of the graphs being compared. In practice we are performing non-linear (kernel) PCA.
III. MULTI-DIMENSIONAL MUTUAL INFORMATION
A. Rényi Mutual Information
After finding the optimal alignment T * we can infer a matching field M XY as a set of oriented pairs satisfying:
The matching field provides a reference system for estimating mutual information which arises in the information-theoretic alignment of images [13] 
for the joint entropy requires 2d-dimensional samples. Although the Leonenko et al. estimator [3] has been used in [10] to compute the SNESV measure, other authors have recently pointed out that there exist several formal flaws which do not ensure weak convergence. In [15] it is suggested to relax the original problem and estimate instead the generalized MI (Rényi or α−order, with α > 1) whose limit is the Shannon MI when α → 1. Then, given a d−dimensional random variable Θ, we have both the generalized entropy H α and the generalized MI I α defined respectively as
where f : R d → R is the joint probability density function and f i : R → R are the marginals. Given a discrete sampleΘ of n d−dimensional vectorsΘ (1) ,Θ (2) , . . . ,Θ (n) (coming in this case from the manifold) we can obtain consistent estimators (Ĥ α (Θ) andÎ α (Θ)) of both H α (Θ) and I α (Θ). In this regard, estimation relies on building graphs (one node per sample) whose edges rely on the Euclidean distances between the nodes (d−dimensional points). For instance, entropic spanning graphs [16] are Minimum Spanning Trees (MSTs) computed from the p−th powers of the L 2 distances between the points. The underpinning principle is that there is a mathematical relation between the sum of all the p−th powers of the Euclidean distances associated to the edges in the MST and the Rényi entropy. Nearest-neighbors (kNN) graphs are more robust to outliers and they are used for instance in [15] where a given set of nearest neighbors may be specified by a set of integers S and then used to define directed edges. The latter kNN graph generalizes the choice of the k−th nearest neighbor of each point (when |S| = 1) as follows: NN(V, E) where V = {Θ (1) ,Θ (2) , . . . ,Θ (n) } and e ij ∈ E ifΘ (j) is the j-th nearest neighbor ofΘ (i) and j ∈ S. Then, it has been proved that a consistent estimator of the Rényi entropy iŝ
B. Mutual Information and Copula Entropy
The formal link between the estimation of entropy and that of mutual information is the concept of copula [17] . Given a d−dimensional random variable we may define
copula function. A nice property of copula functions is that I(Θ) = −H(c(F (Θ))): mutual information is equivalent to the negative entropy of the p.d.f. c(.) of the copula function [18]. This is consistent with the rescaling property of mutual information I(Θ) = I(h(Θ)) if h(.)
is a strictly increasing function [15] . Since each F i (.) satisfies the latter property then we can formulate the Rényi mutual information in terms of :
Given the latter formal link, we can bypass the estimation of c(F (Θ)) by computing the so called empirical copula. If our choice of the copula function is the multi-dimensional c.d.f., then the empirical copula is given by joining allF j for j = 1, . . . , d, whereF j is an estimator of F j :
j denotes the j−th component of the i−th sample, and similarly forΘ (k) j . ThenF j (Θ i ) is the average rank ofΘ i : where the rank is the number of samples in the j−th dimension smaller or equal thanΘ i . Consequently, the empirical copula is given by (W 1 , W 2 , . . . , W n ) where
T . Given the empirical copula, a consistent estimator of the Rényi mutual information between the n samples iŝ
For instance, in Fig. 1 -top we show both the samples a 2D mixture of 3 Gaussians and the samples corresponding to the empirical copula and their connection through the kNN graph where S = {k} and k = 4. Although the graph has more than 3 connected components (due to the choice of k) the empirical copula reflects the community structure of the mixture (there are no links between the big communities). We have estimated 
C. Archimedean Copulas vs Empirical Copulas
Given theF j (Θ i ) ∈ [0, 1] in Eq. 10 as estimators of the marginal c.d.f. of the i−th sample along the j−th dimension it is possible to define alternatives to the empirical copula (which is n×d-dimensional) in order to perform more efficient computations for the estimation of mutual information. A particularly interesting family is that of the Archimedean copulas [19] . These latter copulas are specially designed for summarizing the dependence structure in multiple dimensions and collapse it into a single variable for copulas C(.) are functions that satisfy C :
These copulas have been used in biometrics [20] whereas empirical copulas have been used for ICA [15] . In the Archimedean context, instead of estimating
(or bypassing it in practice) it is preferred to define the copula as follows:
where 
. . , d and ψ(.) is an
for all x ∈ (a, b) and also when (−1)
is non decreasing and convex in (a, b) . If the function has derivatives for all orders and the latter requirements are satisfied then it is completely monotone. The notation ψ d (.) denotes a d−monotone function and ψ ∞ (.) a completely monotone one. The latter notation is very useful for parameterizing families of Archimedean copulas. For instance, the generator of the Clayton copula family is ψ θ (x) = (1 + θx) −1/θ . For θ > 0 the Clayton generator is completely monotone and ψ 0 (x) = lim θ→0 (1 + θx) −1/θ = exp(−x), the so called independence copula in any dimension. In this paper we will focus on ψ(x) = exp(−x) (and consequently on ψ −1 (x) = − log(x)) for they are simple and parameter independent. Given the choice of the independent copula we have to estimate:
where the copula is given by the factorization of the marginal c.d.f., which means that in a multi-dimensional setting the common structure information of the n samples is encoded independently by each of these marginals. For instance, settinĝ U (i) j =F j (Θ i ) implies that rank computation along the j−th dimension contains the structure of the samples w.r.t.Θ i along that dimension. Therefore, let
] using now Eqs. 12 and/or 14 for defining C(.). Then, we have thatÎ
that is, mutual information is estimated by a set of onedimensional samples. Then, Rényi estimation can be done in O(n log n). In fact, we can simplify even more the computations by avoiding the estimation of rank information. To do so, we take the original samples and normalize them so that they belong to [0, 1] d . We are implicitly assuming that the value of each normalized sample component is a marginal c.d.f. and then we exploit the Sklar's theorem: given a copula C :
This latter theorem allows us to use an Archimedean copula C for defining
and we call this approach the raw estimation of the Archimedean copula and, thus, the raw estimation of mutual information.
D. Mutual Information between Graphs
Given the matching field 
In the following section we will analyze the discriminability of mutual information in two contexts: a) comparison of copula functions and b) comparison with state-of-the-art divergences/algorithms.
IV. EXPERIMENTS
We explore the GatorBait 100 database. GatorBait has 100 shapes representing fishes from 30 different classes (see Table I where vertical lines separate examples of different classes). Shapes are discretized and then Delaunay triangulation graphs (included in the publicly accessible UA Graph Database 1 ) are retained for testing graph comparison/matching algorithms. In order to compare our MI measure with the one proposed in [10] (SNESV) through entropic manifold alignment as well as with the classical quadratic function now computed through the PATH algorithm [21] , we reproduce here the same experimental conditions. For instance, in principle d = 5 and the settings of the CPD algorithm are the same.
A. Comparison of Copula Functions
In Fig. 1 -bottom we show the average recall/retrieval curves for several copula functions: the Archimedean copula (independent) for d = 5, the empirical copula with d = 5, the empirical copula with d = 4, and finally the raw Archimedean copula with d = 5. The 5D empirical copula with AUC=75.1600 outperforms all the alternatives. It is followed by the 4D empirical copula with AUC=72.0567. However, in this kind of curves, for two similar AUCs the best one is the one that grows faster. Since the 4D empirical copula cuts the alternatives (but the 5D empirical copula) when nearly 45 retrievals are performed. Therefore both Archimedean copula functions (the independent and the raw independent) with AUC=73.2673 and AUC=70.6089 outperform the 4D empirical copula. However, both Archimedean copula functions are outperformed by the empirical copula for the same dimensionality. This is consistent with the information fusion performed by the Archimedean functions which in fact produce faster (one-dimensional) Rényi estimators. Then, in practice we may use the Arquimedean independent if we have time constrains in our structural recognition systems and this is better than reducing the dimensionality of the empirical copula.
B. Comparison with SNESV and PATH
In order to compare our approach with SNESV and the quadratic assignment function (without attributes) optimized by the PATH algorithm (both with d = 5) we will use the worse copula function: the 4D empirical copula. As we show in Fig. 1-bottom , even the worse copula outperforms significantly both SNESV and the quadratic assignment function optimized by PATH. This is consistent with the highorder statistical dependence information captured by mutual information. For example, in the case of SNESV, increasing the dimensionality leads to decrease the performance (for d > 5). However, when computing the mutual information we estimate a Rényi entropy for 2d =8 dimensions (the joint entropy). The joint entropy term is key for capturing the highorder dependences and it is consistently estimated even for a high number of dimensions. On the other hand, SNESV (with AUC=59.6056) outperforms PATH (with AUC=58.6746). Actually PATH cuts SNESV at close to 55 retrievals. Entropic Alignment (SNESV) outperforms PATH although the last one requires more intense computations. Since SNESV also outperforms other algorithms (Spectral Matching, Hypergraph method, Tensor method, among others) we can conclude that all the mutual information estimators proposed in this paper outperform all the state-of-the-art alternatives.
V. CONCLUSIONS AND FUTURE WORK
In this paper we have introduced a novel similarity measure for graph comparison through entropic alignment: the mutual information (MI) between graphs. Estimating MI is addressed through the combination of copula functions and Rényi entropy estimators. We have studied both the empirical and the Archimedean copula functions. Empirical copula functions yield the best discriminative results although the performance of Archimedean functions is very close to that of the empirical ones despite their formal structure. In addition, Archimedean copulas may be computed in sub-quadratic time whereas empirical ones have a quadratic complexity. When compared with state-of-the-art similarities/algorithms the worse copula function outperforms very significantly the alternatives. Future work includes the analysis of different families of copulas and the definition of ensembles of copulas. It also includes the formulation of a unified cost function for finding the alignment that maximizes mutual information. Since Rényi estimators rely on spanning trees or kNN graphs it is possible to approximate the derivatives of such estimators (it is straightforward for k = 1). In addition, the inclusion of novel and more efficient copulas opens new perspectives for the formalization of an information theory for graphs. For instance, we can study the implications of the channel coding theorem in graph theory and pattern recognition as well as having a better intuition of the meaning of entropy and coding in this context. 
