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Abstract
The importance of Markov Chains arises from the fact that there exist a large
number of physical, biological, economic and social phenomena that can be thus
modeled, at least as simplified models, through a well developed theory that allows
computations and analyzing the underlying phenomena. We shall study some basic
theoretical facts practical applications. We present some theorems with their proofs
and properties regarding discrete time Markov Chains and briefly introduce Poisson
Process as a continuous time Markovian model.
Resum
La importa`ncia de les Cadenes de Markov ve´nen donades pel fet que hi ha gran
nombre de feno`mens f´ısics, biolo`gics, econo`mics i socials que poden modelar-se
d’aquesta manera, almenys com a models simplificats per molts d’ells, a partir
d’una teoria ben desenvolupada que permet fer ca`lculs i analitzar els feno`mens.
Estudiarem els elements ba`sics en teoria i veurem aplicacions en models pra`ctics.
Demostrarem alguns dels teoremes i propietats de les Cadenes de Markov a temps
discret i introduirem el proce´s de Poisson en les cadenes a temps continu.
Resumen
La importancia de las cadenas de Markov se debe a que existen un gran nu´mero de
feno´menos f´ısicos, biolo´gicos, econo´micos y sociales que pueden modelarse de esta
manera, al menos como modelos simplificados para muchos de ellos, a partir de una
teor´ıa bien desarrollada que nos permite hacer ca´lculos y analizar los feno´menos.
Estudiaremos los elementos ba´sicos en teor´ıa y veremos aplicaciones en modelos
pra´cticos. Demostraremos algunos de los teoremas y propiedades de las Cadenas de
Markov en tiempo discreto e introduciremos el proceso de Poisson en las cadenas
de tiempo continuo.
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1 Introduccio´
Cada cop me´s les matema`tiques i l’estad´ıstica so´n l’eina principal per estudiar i mo-
delar feno`mens en tota mena d’a`mbits, les cadenes de Markov so´n un clar exemple.
Durant el transcurs d’aquest treball aprendrem els conceptes me´s importants de les
Cadenes de Markov, des de definicions i propietats fins a proposicions i teoremes
me´s complexes. Tot ells amb la seva corresponent demostracio´. Tambe´ veurem
alguns exemples i analitzarem aplicacions en diferents contextos.
“Per predir el futur nome´s necessitem cone`ixer el present, no
importa el passat.”
Aquesta expressio´ recull filoso`ficament el que so´n les Cadenes de Markov. En el
pro`xim cap´ıtol veurem la seva definicio´ i podrem entendre el sentit d’aquesta frase.
L’esse`ncia d’aquest treball e´s aconseguir plasmar la importa`ncia i relleva`ncia
de les Cadenes de Markov com una eina d’estudi i modelatge matema`tic. Reu-
nint els conceptes teo`rics i exemples pra`ctics amb l’objectiu de que` el lector pugui
familiaritzar-se i entendre aquest concepte que rep el seu nom pel matema`tic rus
Andrei Markov (1856-1922).
1.1 Estructura
L’estructura del treball esta` dividida en vuit seccions; les sis primeres contenen la te-
oria, juntament amb petits exemples que ajudaran a entendre els conceptes teo`rics.
Seguidament trobarem una seccio´ on veurem com els conceptes anteriorment estudi-
ats es poden aplicar per modelar sistemes en situacions reals. I finalment reunirem
les conclusions extretes durant el transcurs del treball.
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2 Definicions i Propietats
A partir d’ara considerarem:
• X = {Xn}nv≥0 una famı´lia de variables aleato`ries, generalment no indepen-
dents.
• (Ω, F, P ) un espai de probabilitats.
• E = {xn, n ≥ 0} l’espai d’estats.
Definicio´ 2.1. Prenem {Xn}n≥0 una famı´lia de variables aleato`ries i E = {xn, n ≥
0} un espai d’estats discret. Si tenim que x0, x1, ..., xn−1, xn, xn+1 ∈ E per tot n ≥ 0
compleix:
P (Xn+1 = xn+1 | Xn = xn, Xn−1 = xn−1, ..., X0 = x0) = P (Xn+1 = xn+1 | Xn = xn)
(2.1)
diem que aquest proce´s estoca`stic e´s una cadena de Markov
Definicio´ 2.2. Anomenem cadena de Markov homoge`nia a les cadenes de
Markov que compleixen per qualsevol xi, xj ∈ E
P (Xn+1 = xj | Xn = xi) = P (X1 = xj | X0 = xi)∀n ≥ 1 (2.2)
e´s a dir, que les probabilitats condicionades no depenen de l’instant.
Definicio´ 2.3. S’anomena matriu estoca`stica a tota matriu P = (pij)i,j que
compleix
• 0 ≤ pij ≤ 1∀i, j ≥ 0.
• ∑+∞k=0 pik = 1
Un exemple e´s la matriu de transicio´ en un pas de la cadena de Markov
homoge`nia, on definim per P = (pij)i,j≥0,
pij := P (Xn+1 = xj | Xn = xi)
on la posicio´ ij de la matriu ens indica la probabilitat que tenim d’anar de l’estat
i a l’estat j en un instant de temps.
Veiem un exemple per tenir me´s clar aquest concepte.
Exemple 1. Ehrenfest chain
Aquesta cadena e´s originaria com a model f´ısic per dos volums cu´bics d’aire
connectats per un petit forat. En la versio´ matema`tica tenim dues urnes amb un
total de N pilotes. L’experiment tracta d’agafar una de les pilotes aleato`riament i
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moure-la a l’altra urna.
Sigui Xn el nu´mero de pilotes que hi han a l’urna nu´mero 1 despre´s de n mo-
viments. Clarament, Xn te´ la propietat de Markov, l’u´nica informacio´ rellevant
que necesitem per estudiar l’instant n+ 1 e´s el nu´mero de pilotes Xn que tenim en
l’instant n, sense tenir en compte les observacions anteriors Xn−1, ..., X1, X0.
Per argumentar aquest fet veiem que la probabilitat d’augmentar en una unitat
el nu´mero de pilotes a la urna 1 e´s
P (Xn+1 = i+ 1|Xn = i,Xn−1 = in−1, ..., X0 = i0) = N − i
N
I la probabilitat en disminuir en una unitat e´s
P (Xn+1 = i− 1|Xn = i,Xn−1 = in−1, ..., X0 = i0) = i
N
Per tant,
• p(i, i+ 1) = N−i
N
, p(i, i− 1) = i
N
per 0 ≤ i ≤ N
• p(i, j) = 0 per altres casos.
El ca`lcul de totes les probabilitats be´ donat nome´s pels valors del nu´mero total de
pilotes N i el valor de Xn.
Amb aquest dos resultats podem calcular la matriu de transicio´ a un pas. Per
exemple per N = 4

0 1 2 3 4
0 0 1 0 0 0
1 1/4 0 3/4 0 0
2 0 2/4 0 2/4 0
3 0 0 3/4 0 1/4
4 0 0 0 1 0

Definicio´ 2.4. Denotem la distribucio´ de la cadena en l’instant n com pin
on
pin(xi) = P (Xn = xi)
La distribucio´ inicial pi0 e´s la llei de la variable inicial X0, pi0 := L(X0) tal
que pi0(xi) = P (X0 = xi)∀xi ∈ E
A me´s, podem demostrar que per tot n ≥ 1 i x0, x1, ..., xn ∈ E,
P (X0 = x0, X1 = x1, ..., Xn = xn) = pi0(x0)p1,0 · ... · pn−2,n−1pn−1,n
3
Demostracio´. Per demostrar aquesta igualtat nome´s hem d’utilitzar:
1. Probabilitat condicionada P (A ∩B) = P (A|B)P (B)
2. Propietat de Markov 2.1
Aix´ı tenim:
P (X0 = x0, X1 = x1, ..., Xn = xn) =
(1) P (Xn = xn|X0 = x0, ..., Xn−1 = xn−1)
· P (X0 = x0, ..., Xn−1 = xn−1)
=(2) pn−1,nP (X0 = x0, ..., Xn−1 = xn−1)
=(1)+(2) pn−1,npn−2,n−1P (X0 = x0, ..., Xn−2 = xn−2)
...
= pn−1,npn−2,n−1 · ... · p1,0P (X0 = x0)
= pn−1,npn−2,n−1 · ... · p1,0pi0(x0)

Definicio´ 2.5. Diem matriu de transicio´ en m passos de la cadena de Markov
a la matriu P (m), on els elements de la matriu so´n:
p
(m)
ij = P (Xn+m = xj | Xn = xi) = P (Xm = xj | X0 = xi)
Aquesta matriu clarament compleix les propietats per ser una matriu estoca`stica.
Teorema 2.1. La distribucio´ d’una cadena de Markov homoge`nia a temps discret
es pot expressar a partir de la matriu de probabilitats i la distribucio´ inicial pi0.
Tenim:
pin = pi0P
(n)
per qualsevol n ≥ 1.
Demostracio´. Demostrarem aquest teorema per induccio´ sobre n.
Per n=1: Volem veure que pi1 = pi0P ,
pi(xi) = P (X1 = xi) =
∑
xk∈E
P (X1 = xi|X0 = xk)P (X0 = xk) =
∑
xk∈E
pkipi0(xk) = pi0(xi)P
Per hipo`tesi d’induccio´ (HI) suposem ara per n,
pin(xi) = P (Xn = xi) =
∑
xl∈E
pi0(xl)p
(n)
li
i veiem per n+ 1
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Per n+1
pin+1(xi) =
∑
xk∈E
P (Xn+1 = xi|Xn = xk)P (Xn = xk)
=
∑
xk∈E
P (Xn+1 = xi|Xn = xk)pin(xk)
=(HI)
∑
xk∈E
P (Xn+1 = xi|Xn = xk)
∑
xl∈E
pi0(xl)p
(n)
lk
=
∑
xk∈E
pki
∑
xl∈E
pi0(xl)p
(n)
lk
=
∑
xk∈E
∑
xl∈E
pi0(xl)p
(n)
lk pki
=
∑
xl∈E
pi0(xl)
( ∑
xk∈E
p
(n)
lk pki
)
Per tant, per acabar la demostracio´ necesitem veure que∑
xk∈E
p
(n)
lk pki = p
(n+1)
li
Per demostrar aixo`, necessitarem:
1. Probabilitat condicionada P (A ∩B) = P (A|B)P (B)
2. Propietat de Markov (2.1)
3. Fo´rmula probabilitats totals P (B) = P (A1)P (B|A1) + ...+ P (An)P (B|An)
∑
xk∈E
p
(n)
lk pki =
∑
xk∈E
P (Xn = xk|X0 = xl)P (Xn+1 = xi|Xn = xk)
=(2)
∑
xk∈E
P (Xn = xk|X0 = xl)P (Xn+1 = xi|Xn = xk, X0 = xl)
=(1)
∑
xk∈E
((((
((((
(((
P (Xn = xk, X0 = xl)
P (X0 = xl)
P (Xn+1 = xi, Xn = xk, X0 = xl)
((((
((((
(((
P (Xn = xk, X0 = xl)
=(1)
∑
xk∈E
P (Xn+1 = xi, X0 = xl|Xn = xk)P (Xn = xk)
P (X0 = xl)
=(3)
P (Xn+1 = xi, X0 = xl)
P (X0 = xl)
=(1) P (Xn+1 = xi|X0 = xl)
= p
(n+1)
li
E´s el resultat que vol´ıem per concloure
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∑
xl∈E
pi0(xl)p
(n+1)
li
I aix´ı poder finalitzar la demostracio´ per induccio´ del teorema.

Seguidament veurem un teorema interesant que e´s u´til per treballar amb les
matrius de transicio´. Pero` abans necessitem demostrar la proposicio´ segu¨ent:
Proposicio´ 2.1. P (m) = Pm per tot m ≥ 0
Demostracio´. Provarem aquest fet per induccio´. Per aquesta demostracio´ necesita-
rem:
1. Propietat de Markov (2.1)
2. Probabilitat condicionada P (A ∩B) = P (A|B)P (B)
3. Fo´rmula probabilitats totals P (B) = P (A1)P (B|A1) + ...+ P (An)P (B|An)
4. P (A ∩B|C) = P (A|B ∩ C)P (B|C)
El cas n = 1 e´s lo`gic, per tant mirem el cas n = 2
Per n=2: Volem veure P (2) = P 2, per fer aixo` ens fixarem els elements de la
matriu, aleshores haurem de demostrar que tots els elements p
(2)
i j ∈ P (2) so´n iguals
als de la matriu P 2. Hem de veure:
p
(2)
ij =
∑
xk∈E
pikpkj ∀xi, xj ∈ E
Per definicio´,
p
(2)
ij = P (X2 = xj|X0 = xi)
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Aleshores,
P (X2 = xj|X0 = xi) =(2) P (X2 = xj, X0 = xi)
P (X0 = xi)
=
∑
xk∈E
P (X2 = xj, X1 = xk, X0 = xi)
P (X0 = xi)
=(2)
∑
xk∈E
P (x2 = xj|X1 = xk, X0 = xi)P (X1 = xk, X0 = xi)
P (X0 = xi)
=(2)
∑
xk∈E
P (x2 = xj|X1 = xk, X0 = xi)P (X1 = xk|X0 = xi)
=(1)
∑
xk∈E
P (x2 = xj|X1 = xk)P (X1 = xk|X0 = xi)
=
∑
xk∈E
pikpkj
Ja hem vist el cas n = 2. Suposem certa la hipo`tesis d’induccio´ (HI) per n i
veiem n+ 1
Per n+1:
p
(n+1)
ij = P (Xn+1 = xj|X0 = xi)
=
∑
xk∈E
P (Xn+1 = xj, Xn = xk|X0 = x1)
=(4)
∑
xk∈E
P (Xn+1 = xj|Xn = xk, X0 = x1)P (Xn = xk|X0 = xi)
=(1)
∑
xk∈E
P (Xn+1 = xj|Xn = xk)P (Xn = xk|X0 = xi)
=
∑
xk∈E
P (X1 = xj|X0 = xk)P (Xn = xk|X0 = xi)
=
∑
xk∈E
p
(1)
ik p(n)kj
Si passem aquesta u´ltima igualtat a matrius,
P (n+1) = P (1)P (n)
Com que sabem que P (1) = P 1 i per hipo`tesi d’induccio´ P (n) = P n, podem
concloure
P (n+1) = P (1)P (n) = PP n = P n+1
Per tant, hem demostrat que per qualsevol n ≥ 1, P (n) = P n.
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Teorema 2.2. Champman-Kolmogorov
L’equacio´ de Champman-Kolmogorov ens diu que es compleix
p
(m+n)
ij =
∑
xk∈E
p
(m)
ik p
(n)
kj =
∑
xk∈E
p
(n)
ik p
(m)
kj ∀xi, xj ∈ E,∀m,n ≥ 0
Si possem aquesta igualtat en forma de matrius, e´s equivalent:
P (m+n) = P (m)P (n) = P (n)P (m) = PmP n = P nPm
Demostracio´. Aquest teorema e´s consequ¨e`ncia immediata de la preposicio´ anterior.

2.1 Me´s Exemples
Exemple 2. Gambler’s ruin
Considerem un joc d’atzar que en qualsevol dels torns pots perdre 1 euro amb
probabilitat 1−p = 0.6 o guanyar-lo amb probabilitat p = 0.4. Suposem que tenim
les normes que si arribem a tenir N euros ens retirem amb la fortuna i, com e´s lo`gic,
sense diners hem de deixar de jugar.
Sigui Xn la quantitat de diners que tenim despre´s de jugar n vegades. Esta` clar
que Xn te´ la propietat de Markov (2.1), ja que per poder predir el segu¨ent estat
Xn+1 nome´s necesitem saber la informacio´ de Xn.
• P (Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = 0.4 per j = i+ 1
• P (Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = 0.6 per j = i− 1
• P (Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = 1 per i = {0, N}
• P (Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = 0 per altres casos
Suposem que estem al cas N = 4, la matriu de transicio´ a un pas sera`

0 1 2 3 4
0 1 0 0 0 0
1 0.6 0 0.4 0 0
2 0 0.6 0 0.4 0
3 0 0 0.6 0 0.4
4 0 0 0 0 1

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Podem calcular ara algunes probabilitats a dos passos, per exemple:
• p2(2, 4) = (0.4)(0.4) = 0.16 necessitem guanyar les dues partides.
• p2(3, 3) = (0.4)(0.6) = 0.24 necessitem perdre una i guanyar la segu¨ent.
• p2(2, 2) = (0.4)(0.6) + (0.6)(0.4) = 0.48 necessitem perdre una i guanyar la
segu¨ent o al reve´s.
• p2(0, 0) = 1 quan entrem als estats 0 o 4 ja no podem sortir.
Si calculem la matriu de transicio´ en dos passos veiem que obtenim els mateixos
valors,
P 2 =

1.0 0 0 0 0
0.6 0.24 0 0.16 0
0.36 0 0.48 0 0.16
0 0.36 0 0.24 0.4
0 0 0 0 1.0

Tambe´ podem calcular la matriu de transicio´ despre´s de jugar, per exemple,
n = 20 partides:
P 20 =

1.0 0 0 0 0
0.87655 0.00032 0 0.00022 0.12291
0.69186 0 0.00065 0 0.30749
0.41842 0.00049 0 0.00032 0.58437
0 0 0 0 1.0

Exemple 3. Cadena de Markov en dues etapes
En una cadena de Markov la distribucio´ de Xn+1 nome´s depe`n de Xn. E´s fa`cil
generalitzar el cas perque` la distribucio´ de Xn+1 nome´s depengui de (Xn, Xn−1),
cadena en dues etapes. Anem a veure un exemple concret sobre un jugador de
basketball que encistella un tir depenen de les segu¨ents probabilitats:
• 1
2
si ha fallat els dos anteriors.
• 2
3
si ha encistellat un dels dos anteriors.
• 3
4
si ha encistellat els dos anteriors.
Tenim els estats del proce´s segu¨ents {OO,OF, FO, FF}, on O es refereix a que
ha encistellat el tir i F que l’ha fallat. Les probabilitats de transicio´ so´n:
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
OO OF FO FF
OO 3/4 1/4 0 0
OF 0 0 2/3 1/3
FO 2/3 1/3 0 0
FF 0 0 1/2 1/2

Per exemple si ens trobem en la situacio´ FO, o sigui Xn−1 = F i Xn = O, voldra`
dir que el segu¨ent tir sera` F amb probabilitat 1
3
. Si aixo` passa, el segu¨ent estat sera`
(Xn, Xn+1) = (O,F ) amb probabilitat
1
3
.
Aquest fenomen es coneix com The Hot Hand i s’han realitzat alguns estudis
per veure si realment un jugador que es troba en una “bona ratxa”de tirs te´ me´s
probabilitats d’encistellar el segu¨ent.
10
3 Classificacio´ d’estats
Analitzarem els tipus d’estats que poden tenir les cadenes de Markov i veurem les
seves caracter´ıstiques. Abans, hem de tenir clars alguns conceptes ba`sics.
3.1 Introduccio´
La segu¨ent notacio´,
Px(A) = P (A|X0 = x)
denota la probabilitat d’arribar a un conjunt d’estats A ⊂ E partint inicialment
de x ∈ E.
Definicio´ 3.1. El temps de tornada a un estat es defineix com
Tx = min{n > 0|Xn = x}, x ∈ E
amb Tx = +∞ en el cas que mai pogui tornar a l’estat inicial x. Intu¨ıtivament,
Tx e´s el temps mı´nim que es triga a tornar a l’estat inicial x sense tenir en compte
el temps 0.
Entenem ρyy = Py(Ty < ∞) com la probabilitat de retornar a l’estat y quan
sortim de y, excloent n = 0.
Teorema 3.1. Strong Markov Property
Sigui {Xn} una cadena de Markov, suposem que Ty e´s un temps de tornada. Ales-
hores XTy , XTy+1 , XTy+2 , . . . e´s una cadena de Markov.
Demostracio´. Sigui vn = {x0, x1, . . . , xn} i Ty = n.
P (XTy+1 = z,XTy = y) =
∑
x∈vn
P (Xn+1 = z,Xn = y, . . . , X0 = x0)
Utilitzant la fo´rmula de probabilitat condicionada i com que {Xn} e´s una cadena
de Markov,
P (XTy+1 = z,XTy = y) =
∑
x∈vn
P (Xn+1 = z|Xn = y, . . . , X0 = x0)P (Xn = y, . . . , X0 = x0)
= p(y, z)
∑
x∈vn
P (Xn = y, . . . , X0 = x0)
= p(y, z)P (XTy = y)
Si tornem a utilitzar la probabilitat condicionada trobem el resultat que vol´ıem.
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P (XTy+1 = z|XTy = y) = p(y, z)

3.2 Classificacio´
Amb les definicions i propietats anteriors tenim dos possibilitats per classificar els
estats a partir del temps:
• Diem que y ∈ E e´s transitori si
Py{Ty = +∞} > 0
e´s a dir, que es pot sortir d’ell i no tornar amb probabilitat positiva.
• Diem que y ∈ E e´s recurrent si
Py{Ty < +∞} = 1
e´s a dir, que partint de l’estat y tornara` en algun moment amb probabilitat
1.
Proposicio´ 3.1. y ∈ E e´s transitori o recurrent.
Demostracio´. Per fer aquesta demostracio´ veurem que si un estat y no es transitori
per definicio´ sera` recurrent, i a la inversa.
• Suposem y ∈ E no e´s transitori, per definicio´ de transitori tenim que Py{Ty =
+∞} > 0, per tant ara estem en el cas que Py{Ty = +∞} = 0.
Volem veure que Py{Ty < +∞} = 1 que e´s la definicio´ de que l’estat y ∈ E
sigui recurrent, com que
1− Py{Ty = +∞} = Py{Ty < +∞} =⇒ Py{Ty < +∞} = 1Py{Ty = +∞} = 0
Amb aixo` tenim que si no e´s transitori ha de ser recurrent.
• Suposem y ∈ E no e´s recurrent, per definicio´ de recurrent tenim que Py{Ty <
+∞} = 1, per tant ara estem en el cas que Py{Ty < +∞} 6= 1.
Volem veure que Py{Ty = +∞} > 0, tenim
1− Py{Ty = +∞} = Py{Ty < +∞} =⇒ Py{Ty = +∞} > 0Py{Ty < +∞} 6= 1
Per tant, si no e´s recurrent ha de ser transitori.

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Exemple 4. Gambler’s ruin
Considerem el cas N = 4, per tant tenim la matriu de transicio´

0 1 2 3 4
0 1 0 0 0 0
1 0.6 0 0.4 0 0
2 0 0.6 0 0.4 0
3 0 0 0.6 0 0.4
4 0 0 0 0 1

Anem a veure que els estats 1,2 i 3 so´n transitoris i els estat 0 i 4 so´n recurrents.
E´s fa`cil veure que els estats 0 i 4 so´n recurrents ja que quan ens trobem en aquest
estat ja no sortirem mai amb probabilitat 1. Per tant la probabilitat de tornar a
l’estat en un temps finit e´s 1.
P0{T0 < +∞} = 1 P4{T4 < +∞} = 1
Per raonar que els estats 1, 2 i 3 so´n transitoris, veiem que sortint de 1 si la
cadena va cap a 0 mai retornara` a 1, per tant la probabilitat de que mai retorni
sera` me´s gran que 0.
P1{T1 = +∞} ≥ p(1, 0) = 0.6 > 0
Amb l’estat 2 passa el mateix, si comencem a 2 i anem cap a 1 i despre´s cap a 0
mai tornarem a l’estat inicial, llavors
P2{T2 = +∞} ≥ p(2, 1)p(1, 0) = 0.36 > 0
La cadena va de l’estat 3 al 4 amb probabilitat 0.4 i ja no pot tornar a l’estat 3,
per tant veiem que l’estat 3 tambe´ e´s transitori.
P3{T3 = +∞} ≥ p(3, 4) = 0.4 > 0
Aix´ı doncs, tenim dos estats recurrents i tres transitoris.
Un altre punt interesant de les cadenes de Markov e´s estudiar el nombre de
vegades que passem per un estat x ∈ E.
Definicio´ 3.2. Sigui un estat inicial x ∈ E. Denotem Nx al nombre de vegades
que la cadena passa per l’estat x
Nx :=
+∞∑
n=0
1{Xn=x}
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Teorema 3.2. Un estat transitori e´s visitat un nombre finit de vegades Ny ∼
Geo(p), on p = Py{Ty = +∞} > 0 i funcio´ de probabilitat Py{Ny = k} = p(1−p)k−1
per k = {1, 2, . . . }.
Demostracio´. Com que tenim un estat transitori, per definicio´ tenim Py{Ty =
+∞} > 0. Per fer la demostracio´ diferenciarem dos casos
1. Py{Ty = +∞} = 1 =⇒ Py{Ty < +∞} = 0
Per tant, mai tornarem a l’estat y i el nombre de visites a l’estat y sortint
d’aquest sera` Ny = 1.
2. 0 < Py{Ty = +∞} < 1 =⇒ 0 < Py{Ty < +∞} < 1
Necessitarem les segu¨ents propietats:
(a) Propietat de Markov (2.1)
(b) Probabilitat condicionada P (A ∩B) = P (A|B)P (B)
(c) Strong Markov Property (Teorema 3.1)
Demostrem per induccio´ sobre k que Py{Ny = k} = p(1 − p)k−1 per k =
{1, 2, . . . }. El cas k = 1 e´s senzill ja que la probabilitat de que sortint de y
no tornem mai me´s aquest estat e´s p per l’enunciat. Veiem k = 2
Per k=2:
En aquest cas sortirem de y i nome´s tornarem a passar una vegada, aixo` vol
dir,
Py{Ny = 2} = Py{Ty < +∞, T (2)y =∞}
=(b) Py{T (2)y =∞|Ty < +∞}Py{Ty < +∞}
= Py{T (2)y =∞|XTy = y}(1− Py{Ty = +∞})
= Py{XTy+1 6= y,XTy+2 6= y,XTy+3 6= y, . . . |XTy = y}(1− p)
= Py{X1 6= y,X2 6= y,X3 6= y, . . . |X0 = y}(1− p)
= Py{Ty =∞}(1− p)
= p(1− p)
Suposem cert per hipo`tesi d’induccio´ (HI) per k,
Py{Ny = k} = Py{XT (k)y +1 6= y,XT (k)y +2 6= y,XT (k)y +3 6= y, . . . |XTy = y}
= p(1− p)k−1
I veiem k + 1.
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Per k+1:
Py{Ny = k + 1} = Py{Ty < +∞, T (k+1)y =∞}
=(b) Py{T (k+1)y =∞|Ty < +∞}Py{Ty < +∞}
= Py{T (k+1)y =∞|XTy = y}(1− Py{Ty = +∞})
= Py{XT (k)y +1 6= y,XT (k)y +2 6= y,XT (k)y +3 6= y, . . . |XTy = y}(1− p)
=(HI) Py{Ny = k}(1− p)
= p(1− p)k−1(1− p)
= p(1− p)k
Per tant, hem vist que un estat transitori e´s visitat un nombre Ny ∼ Geo(p) finit
de vegades.

Definicio´ 3.3. Definim el nombre esperat de visites a un estat com
Ey(Ny) =
+∞∑
n=0
1{Xn=y}
E´s fa`cil demostrar les segu¨ents propietats:
1. xj ∈ E =⇒ Exj(Nxj) =
∑+∞
n=0 p
(n)
jj
2. y ∈ E transitori =⇒ Ey(Ny) = 1p < +∞
3. y ∈ E recurrent =⇒ Ey(Ny) = +∞
4. xj ∈ E recurrent ⇐⇒
∑+∞
n=0 p
(n)
jj = +∞
5. xj ∈ E transitori ⇐⇒
∑+∞
n=0 p
(n)
jj < +∞
6. y ∈ E transitori =⇒ per tot x ∈ E tenim Ex(Ny) < +∞
7. E finit =⇒ existeix algun x ∈ E recurrent
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Demostracio´. 1. Per demostrar aquest apartat necessitem aplicar Fubini.
Exj(Nxj) = Exj(
+∞∑
n=0
1{xn=xj})
↓Fubini
=
+∞∑
n=0
Exj(1{xn=xj})
=
+∞∑
n=0
Pj{Xn = xj}
=
+∞∑
n=0
p
(n)
jj
2. Com hem vist anteriorment Ny ∼ Geo(p). Aleshores, el nombre esperat de
visites a y ∈ E e´s l’esperanc¸a de la distribucio´ geome`trica.
3. Per definicio´, si un estat recurrent e´s visitat infinites vegades e´s clar que la
seva esperanc¸a sera` infinit.
4. E´s consequ¨e`ncia directa dels punts 1,2 i 3.
5. E´s consequ¨e`ncia directa dels punts 1,2 i 3.
6. Siguin x = xi i y = xj, si no existeix cap m tal que p
m
ij > 0 aleshores
Ex(Ny) = 0 < +∞
En cas contrari podem afirmar que,
Ex(Ny) ≤ Ey(Ny) < +∞
Per la propietat nu´mero 2.
7. Suposem que no existeix cap estat recurrent. Per la propietat nu´mero 6 tenim
que per qualsevol x, y ∈ E tenim Ex(Ny) < +∞. Per tant com que tenim un
nu´mero finit d’estats,
∑
y∈E
Ex(Ny) < +∞
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En canvi,
∑
y∈E
Ex(Ny) =
∑
y∈E
+∞∑
n=0
Px{Xn = y}
=
+∞∑
n=0
Px{Xn ∈ E}
=
+∞∑
n=0
1
= +∞
Trobem una contradiccio´, per tant no tots els estats poden ser transitoris.
Com a mı´nim tenim un estat recurrent.

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4 Relacions d’equivale`ncia
Podem estudiar les cadenes de Markov a partir de descompondre-la en diferents
classes que tenen diferents caracter´ıstiques. Abans pero` hem de tenir clar com es
relacionen els estats de la cadena.
Definicio´ 4.1. Diem que l’estat xj ∈ E e´s accessible desde xi ∈ E si existeix un
M ≥ 0 tal que p(M)ij > 0, denotat com xi −→ xj.
Amb aquesta definicio´ veiem un estat sempre e´s accessible a ell mateix, ja que
p
(0)
ii = 1 ≥ 0.
Definicio´ 4.2. Dos estats xi, xj ∈ E estan comunicats si xi e´s accessible desde
xj i xj accessible desde xi, ho denotem com xi ←→ xj.
Una manera d’entendre aquest fet, e´s dir que xj ∈ E e´s accessible desde xi ∈ E
“si existeix algun camı´ per anar de xi a xj”.
Definicio´ 4.3. Definim el per´ıode di d’un estat xi ∈ E com
di = mcd{n ≥ 1; p(n)ii > 0}
amb di = +∞ si no existeix cap n ≥ 1 amb p(n)ii > 0.
Lema 4.1. Si xi −→ xj i xj −→ xk, aleshores xi −→ xk
Demostracio´. Per definicio´ existeixen m,n ≥ 0 tal que pmij > 0 i pnjk > 0. Per tant,
0 < pmijp
n
jk ≤ pn+mik
Aixo` ens diu que xi −→ xk. 
Lema 4.2. La relacio´ de comunucacio´ (←→) e´s una relacio´ d’equivale`ncia.
Demostracio´. Per demostrar aixo` hem de veure que compleix les propietats reflexi-
va, sime`trica i transitiva.
• Reflexiva
Hem vist que els estats so´n accessibles a ells mateixos, llavors xi ←→ xi ∀xi ∈
E.
• Sime`trica
E´s evident que xi ←→ xj ⇐⇒ xj ←→ xi ∀xi, xj ∈ E.
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• Transitiva
Pel Lema anterior es demostra que per qualsevol xi, xj, xk ∈ E si xi ←→ xj i
xj ←→ xk, aleshores xi ←→ xk
Aix´ı doncs, podem dir que e´s tracta d’una relacio´ d’equivale`ncia.

A partir d’ara, podem dir que si dos estats estan comunicats pertanyen a la
mateixa classe d’equivale`ncia.
Teorema 4.1. Siguin xi, xj ∈ E dos estats comunicats, suposem que xi e´s recurrent
aleshores xj tambe´ ho e´s.
Demostracio´. Com que xi, xj estan comunicats, existeixen M,N > 0 tals que p
(N)
ij >
0 i p
(M)
ji > 0. Per tant podem posar,
p
(m+k+n)
jj =
∑
s,t∈E
p
(m)
js p
(k)
st p
(n)
tj
Si desenvolupem aquesta expressio´
∑
s,t∈E
p
(m)
js p
(k)
st p
(n)
tj ≥ p(m)ji p(k)ii p(n)ij
= C · p(k)ii
Amb p
(m)
ji p
(n)
ij = C > 0 tenim que p
(m+k+n)
jj ≥ C · p(k)ii . Com que per la propietat
4 del tema anterior tenim que
∑+∞
t=0 p
(t)
ii = +∞ aleshores,
+∞∑
l=0
p
(l)
jj = +∞ ≥
+∞∑
k=1
p
(m)
ji p
(k)
ii p
(n)
ij ≥ C
+∞∑
k=1
p
(k)
ii = +∞
Per tant, per aquesta mateixa propietat xj tambe´ e´s recurrent.

Corol·lari 4.1. Siguin xi, xj ∈ E dos estats comunicats, suposem que xi e´s transi-
tori aleshores xj tambe´ ho e´s.
Demostracio´. Sabem que un estat ha de ser transitori o recurrent. Suposem que
xj no e´s transitori, per tant e´s recurrent. Com que xi i xj estan comunicats, pel
teorema anterior xi ha de ser recurrent. Arribem a una contradiccio´. Per tant xj
ha de ser transitori.

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Corol·lari 4.2. Recurre`ncia i Transitorietat so´n propietats de classe.
Demostracio´. Acabem de veure que si dos estats estan comunicats han de ser del
mateix tipus, recurrents o transitoris. Per tant, en una classe d’equivale`ncia tots
els estats so´n de la mateixa classe ja que tots estan comunicats entre ells.

Aix´ı doncs, podem parlar de classes recurrents o transito`ries.
Proposicio´ 4.1. El per´ıode e´s una propietat de classe.
Demostracio´. Suposem que xi, xj estan comunicats i tenen per´ıodes diferents di 6=
dj respectivament. Existeixen naturals N,M > 0 tal que p
(N)
ij > 0 i p
(M)
ji > 0. Per
tant,
p
(N+M)
ii ≥ p(N+k+M)ii ≥ p(N)ij p(k)jj p(M)ji
Per tot k ≥ 1 tal que p(k)jj > 0. Aleshores tenim,
di|N + k +M =⇒ di|k =⇒ di|dj
Llavors di divideix dj. Si fem aquest mateix raonament pero` per dj arribarem a
la conclusio´ que dj divideix di, aixo` implica que di = dj, arribem a una contradiccio´.
Per tant si dos estats estan comunicats tenen el mateix per´ıode. Aixo` implica que
el per´ıode e´s una propietat de classe.

Definicio´ 4.4. Una cadena e´s irreductible si en l’espai d’estats existeix una
u´nica classe d’equivale`ncia. Aixo` vol dir que per ∀xi, xj ∈ E aleshores xi i xj esta`n
comunicats.
Proposicio´ 4.2. Si tenim una cadena irreductible, tots els estats d’aquesta cadena
so´n del mateix tipus. A me´s, si es tracta d’una cadena de Markov homoge`nia finita
a temps discret podem afirmar que els estats so´n recurrents.
Demostracio´. Per definicio´ de cadena irreductible nome´s tenim una u´nica classe
d’equivale`ncia, com com a mı´nim existeix un x ∈ E que sera` transitori o recurrent
aleshores pel corol·lari anterior tots els estats de la cadena sera`n del mateix tipus,
transitoris o recurrents.
Si tenim E finit, utilitzant la propietat nu´mero 7 del tema anterior ja veiem
que tots els estats han de ser recurrents, ja que com a mı´nim un estat ha de ser
recurrent.

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5 Distribucions estaciona`ries i comportament l´ımit
5.1 Definicions i Propietats
Anteriorment hem vist la definicio´ de la distribucio´ de la cadena en un instant con-
cret, aix´ı com la inicial. Pero` fins ara no ens hav´ıem preguntat que passa en les
cadenes de Markov quan el estat inicial e´s aleatori.
Podem expressar la probabilitat de que en un instant n ens trobem amb la
distribucio´ P (Xn = j) a partir de la matriu de transicio´ i la distribucio´ inicial
pi0 = (pi0(1), pi0(2), . . . , pi0(N)), amb N el nu´mero de estats de la cadena.
P (Xn = j) =
∑
i
P (X0 = i,Xn = j)
=
∑
i
P (X0 = i)P (Xn = j|X0 = i)
=
∑
i
pi0(i)p
n
ij
Estem multiplicant el vector de probabilitats inicials amb la matriu de transicio´.
Veiem algun exemple per que` quedi me´s clar.
Exemple 5. Considerem la distribucio´ inicial pi0 = (0.5, 0.2, 0.3) i la matriu de
transicio´ 0.7 0.2 0.10.3 0.5 0.2
0.2 0.4 0.4

Per tant, per trobar la distribucio´ de la cadena a un pas
(0.5, 0.2, 0.3)
0.7 0.2 0.10.3 0.5 0.2
0.2 0.4 0.4
 = (0.47, 0.32, 0.21)
La interpretacio´ d’aquests resultats e´s que si sortim d’un estat inicial aleatori,
al primer pas de la cadena podr´ıem trobar-nos a l’estat 1 amb una probabilitat de
P (X1 = 1) = 0.47. Igual passa amb els altres estats amb P (X1 = 2) = 0.32 i
P (X1 = 3) = 0.21.
Si tenim el cas pip = pi aleshores diem que pi e´s una distribucio´ estaciona`ria.
Aquest tipus de distribucions so´n molt importants en la teoria de les cadenes de
Markov, anem a definir-les me´s formalment.
Definicio´ 5.1. pi e´s una mesura estaciona`ria si pi = piP .
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Definicio´ 5.2. pi e´s una distribucio´ estaciona`ria si e´s una mesura estaciona`ria
i compleix que e´s una distribucio´ de probabilitat.
Busquem una fo´rmula general per la distribucio´ estaciona`ria pi = (pi1, pi2) per
cadenes de Markov amb dos estats:
Si tenim dos estats la matriu de transicio´ sera` de la forma
( 1 2
1 1− p p
2 q 1− q
)
amb p, q ∈ (0, 1). Com que per definicio´ sabem que pi1 + pi2 = 1, podem trobar
la distribucio´ estaciona`ria pi
(pi1, pi2)
(
1− p p
q 1− q
)
= (pi1, pi2)
pi1 =
q
p+ q
pi2 =
p
p+ q
Per tant, aquestes dos fo´rmules ens donen la distribucio´ estaciona`ria per qualse-
vol cadena amb dos estats.
Teorema 5.1. Si tenim una matriu de transicio´ P de mida kxk de una cadena de
Markov irreductible aleshores existeix una u´nica soluco´ per piP = pi amb
∑
x pix = 1
i pix > 0 per tot x.
Demostracio´. Veure la pa`gina 22 de la refere`ncia [2]. 
Recordem que hav´ıem vist que pin = pi0P
n. Es pot donar el cas que que pin sigui
convergent a una distribucio´ de probabilitat pi, que en diem distribucio´ l´ımit.
pi = lim
n→∞
pin = pi0( lim
n→∞
P n) = piP
La distribucio´ l´ımit e´s una distribucio´ estaciona`ria. Veiem la definicio´:
Definicio´ 5.3. Sigui P la matriu de transicio´ d’una cadena de Markov i pi0 la
distribucio´ inicial. Diem distribucio´ l´ımit al vector
pi = lim
n→∞
pi0P
n
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Exemple 6. Considerem la distribucio´ inicial pi0 = (0.3, 0.5, 0.2) d’una cadena de
Markov amb matriu de transicio´:
P =
0.2 0.5 0.30.1 0.3 0.6
0.7 0.2 0.1

Calculem algunes pote`ncies de P per veure el comportament de pin.
pi1 = pi0P = (0.25, 0.34, 0.41)
pi2 = pi0P
2 = (0.3, 0.5, 0.2)
 0.3 0.31 0.390.47 0.26 0.27
0.23 0.43 0.34
 = (0.371, 0.309, 0.32)
pi8 = pi0P
8 = (0.3, 0.5, 0.2)
 0.33332 0.333239 0.3334290.33362 0.333237 0.333144
0.333049 0.333525 0.333427
 = (0.333419, 0.333295, 0.333286)
pi64 = pi0P
64 = (0.3, 0.5, 0.2)
0.333333 0.333333 0.3333330.333333 0.333333 0.333333
0.333333 0.333333 0.333333
 = (0.333333, 0.333333, 0.333333)
Aix´ı doncs, si continuem calculant pote`ncies ens anirem apropant cada cop me´s
a la distribucio´ l´ımit
pi = lim
n→∞
pin = (
1
3
,
1
3
,
1
3
)
5.2 Me´s exemples
Exemple 7. Buscarem l’expressio´ general de la distribucio´ estaciona`ria per una
cadena de Markov amb tres estats. Podem considerar la matriu de transicio´ de la
forma:

1 2 3
1 p q 1− p− q
2 u v 1− u− v
3 s t 1− s− t

Per tant hem de resoldre el sistema segu¨ent:
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(pi1, pi2, pi3)
p q 1− p− qu v 1− u− v
s t 1− s− t
 = (pi1, pi2, pi3)
A me´s, per les propietats de pi = (pi1, pi2, pi3) sabem que pi1 +pi2pi3 = 1. Utilitzant
aquesta informacio´ i les equacions que ens do´na el sistema de matrius anterior, e´s
fa`cil arribar al resultat desitjat.
pi1 =
ut− s(v − 1)
(p− 1)(v − 1) + s(q − v + 1) + t(u− p+ 1)− qu
pi2 =
qs− t(p− 1)
(p− 1)(v − 1) + s(q − v + 1) + t(u− p+ 1)− qu
pi3 =
(p− 1)(v − 1)− qu
(p− 1)(v − 1) + s(q − v + 1) + t(u− p+ 1)− qu
Exemple 8. Considerem la matriu de transicio´
P =
 0 1 00.5 0 0.5
0 1 0

Per trobar la distribucio´ estaciona`ria hem de resoldre el sistema segu¨ent
(pi1, pi2, pi3) =
 0 1 00.5 0 0.5
0 1 0
 = (pi1, pi2, pi3)
m
y = x
0.5x+ 0.5z = y
y = z
x+ y + z = 1
E´s fa`cil veure que la distribucio´ estaciona`ria e´s pi = (1
3
, 1
3
, 1
3
). Si hague´ssim uti-
litzat les fo´rmules trobades a l’exercici anterior obtindr´ıem el mateix resultat.
Provem ara de buscar una distribucio´ l´ımit, calculem pote`ncies de P i trobem
que,
P n =
 0 1 00.5 0 0.5
0 1 0
 per n senar
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P n =
0.5 0 0.50 1 0
0.5 0 0.5
 per n parell
Per tant com que les pote`ncies de la matriu van oscil·lant, podem dir que aquesta
cadena no te´ distribucio´ l´ımit.
5.2.1 Cadenes doblement estoca`stiques
Es pot donar el cas que els valors de cada columna d’una matriu de transicio´ tambe´
sumin 1. En aquest cas tenim la segu¨ent definicio´:
Definicio´ 5.4. Sigui Xn una cadena de Markov amb
∑
i pij =
∑
j pij = 1 llavors
diem que la cadena e´s doblement estoca`stica.
Per aquest tipus de cadenes tenim una proposicio´ interessant.
Proposicio´ 5.1. Si tenim una cadena de Markov doblement estoca`stica amb N
estats aleshores pii =
1
N
∀i ∈ {1, . . . , N} e´s distribucio´ estaciona`ria.
Demostracio´. Si e´s distribucio´ estaciona`ria, es complira` que pii
∑
i pij = pii. Per
definicio´ de cadena doblement estoca`stica sabem que
∑
i pij = 1. 
Exemple 9. Considerarem un joc de taula amb les caselles del 0 al 5, cada torn
tirem dues monedes i avancem un espai per cada cara que hagi sortit a la tirada.
Tenint en compte que de la casella 5 tornem a saltar a la 0, per exemple si ens
trobem a la casella i i triem k cares la nostra posicio´ sera` i+ kmod(6). Per tant la
matriu de transicio´ e´s
P =

0.25 0.5 0.25 0 0 0
0 0.25 0.5 0.25 0 0
0 0 0.25 0.5 0.25 0
0 0 0 0.25 0.5 0.25
0.25 0 0 0 0.25 0.5
0.5 0.25 0 0 0 0.25

Tant la suma de les files com de les columnes e´s 1, cadena doblement esta-
ciona`ria. Segons la proposicio´ anterior, la distribucio´ estaciona`ria hauria de ser
pi = (1
6
, 1
6
, 1
6
, 1
6
, 1
6
, 1
6
). E´s fa`cil comprovar-ho:
(
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
)

0.25 0.5 0.25 0 0 0
0 0.25 0.5 0.25 0 0
0 0 0.25 0.5 0.25 0
0 0 0 0.25 0.5 0.25
0.25 0 0 0 0.25 0.5
0.5 0.25 0 0 0 0.25
 = (
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
)
Per tant, hem vist que si tenim una cadena doblement estoca`stica e´s fa`cil trobar
la distribucio´ estaciona`ria.
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6 Introduccio´ al Temps Continu
Fins ara hem estudiat les cadenes de Markov a temps discret, en aquest apartat
veurem una petita introduccio´ de les cadenes a temps continu, concretament intro-
duirem el proce´s de Poisson com una cadena de Markov a temps continu.
6.1 Poisson
Sigui un sistema en el que s’observa el nu´mero de vegades que succeeix un esdeve-
niment, que es repetira` de forma aleato`ria i independent del temps. Denominarem
N(t) la variable que ens indica quantes vegades ha succe¨ıt aquest esdeveniment en
un interval de temps t. Considerem Pn(t) = P (N(t) = n) la probabilitat que en
un interval de temps t succeeixin n esdeveniments, Pn(t) diferenciable. Intentarem
trobar Pn(t) que compleixi les condicions segu¨ents:
• La probabilitat que l’esdeveniment succeeixi 0 vegades en un interval de temps
0 e´s 1, P0(0) = 1.
• La probabilitat que l’esdeveniment succeeixi n > 0 vegades en un interval de
temps 0 e´s 0, Pn(0) = 0.
• La probabilitat d’ocurre`ncia d’un esdeveniment en l’interval (t, t+δt) e´s λδt+
o(δt), amb λ constant positiva i
lim
δt→0
o(δt)
δt
= 0
• La probabilitat que no succeeixi cap esdeveniment en (t, t+δt) e´s 1−λδt+o(δt).
Els dos u´ltims punts ens do´nen una definicio´ axioma`tica de proce´s de Poisson.
A partir d’aquestes condicions podem trobar la distribucio´ de Poisson, que do´na
nom a aquest proce´s.
Pn(t+ δt) = Pn(t)(1− λδt− o(δt)) + Pn−1(t)(λδt+ o(δt)) + o(δt)
Si reordenem l’expressio´ i fem el l´ımit per δt→ 0
Pn(t+ δt)− Pn(t)
δt
= −λPn(t) + λPn−1(t) + o(δt)
δt
(Pn−1(t)− Pn(t) + 1)
lim
δt→0
Pn(t+ δt)− Pn(t)
δt
= −λPn(t) + λPn−1(t) +
((((
((((
((((
((((
lim
δt→0
o(δt)
δt
Pn−1(t)− Pn(t) + 1)
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Per definicio´, quan δt → 0 tenim que lim o(δt)
δt
= 0, per tant obtenim l’equacio´
diferencial segu¨ent
dPn(t)
dt
= −λPn(t) + λPn−1(t)
Si posem n = 0, tenim que P−1(t) = 0 i sabem que P0(0) = 1 ja que` es refereix
a que no s’ha produ¨ıt cap esdeveniment en l’interval [0, 0]. Aleshores, obtenim
l’equacio´ diferencial de primer grau{
dP0(t)
dt
= −λP0(t)
P0(0) = 1
Si ho resolem:
P0(t) = e
−λt
Per iteracio´ sobre diferents valor de n, podem resoldre el sistema diferencial
dPn(t)
dt
= −λPn(t) + λPn−1(t)
P0(t) = e
−λt
Pn(0) = 0 n = 1, 2, . . .
Calcularem alguns valors de n per veure el terme general.
• n = 1
dP1(t)
dt
= −λP1(t) + λP0(t)
Sabem que P0(t) = e
−λt, a¨ıllem els termes de P1(t)
dP1(t)
dt
+ λP1(t) = λe
−λt
Multipliquem per eλt i utilitzem la igualtat d(e
λtP1(t))
dt
= eλt dP1(t)
dt
+ λeλtP1(t)
que correspon a la derivada del producte.
eλt
dP1(t)
dt
+ λeλtP1(t) = λ
∫
d(eλtP1(t))
dt
dt =
∫
λdt
eλtP1(t) = λt
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Per tant,
P1(t) = λte
−λt
• n = 2
Ara que tenim el valor de P1(t) podem trobar el valor de P2(t).
dP2(t)
dt
+ λP2(t) = λP1(t)
dP2(t)
dt
+ λP2(t) = λ
2te−λt
Multipliquem per eλt i utilitzem el procediment anterior.
eλt
dP2(t)
dt
+ λeλtP2(t) = λ
2t
∫
d(eλtP2(t))
dt
dt =
∫
λ2tdt
eλtP2(t) =
λ2t2
2
Aleshores,
P2(t) =
λ2t2
2
e−λt
• n = 3
Seguim el mateix procediment per trobar P3(t).
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dP3(t)
dt
+ λP3(t) = λP2(t)
dP3(t)
dt
+ λP3(t) =
λ3t2
2
e−λt
eλt
dP3(t)
dt
+ λeλtP3(t) =
λ3t2
2
∫
d(eλtP3(t))
dt
dt =
∫
λ3t2
2
dt
eλtP3(t) =
λ3t3
6
Finalment,
P3(t) =
λ3t3
6
e−λt
• General
Per iteracio´ es poden continuar trobant valors de Pn(t), que en termes generals
e´s
Pn(t) =
(λt)n
n!
e−λt
Per tant podem dir que el proce´s d’arribades e´s un proce´s de Poisson i si N(t)
e´s el nu´mero d’arribades en l’interval [0, t], aleshores P (N(t) = n) = (λt)
n
n!
e−λt per
n ≥ 0.
Vist aixo`, es pot trobar una distribucio´ del temps entre dues aparicions de l’esde-
veniment successives. Aquest temps e´s una variable aleato`ria que en direm temps
d’espera, τ . Tambe´ es por interpretar com el temps d’espera fins que succeeixi
l’esdeveniment per primera vegada.
La probabilitat que almenys l’esdeveniment succeeixi una vegada en un interval
de temps t e´s 1 − P0(t) = 1 − e−λt. Per tant podem expressar la distribucio´ de
densitat del temps d’espera com
f(τ) =
d(1− e−λτ )
dτ
= λe−λτ , τ ≥ 0
Com que la variable τ e´s una variable continua, trobem l’esperanc¸a amb el
segu¨ent ca`lcul:
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E(τ) =
∫
τ
λe−λτdτ , τ ≥ 0
Si integrem per parts, tenim el temps mitja` d’espera en el proce´s de Pois-
son
E(τ) =
1
λ
El proce´s de Poisson e´s utilitzat per modelar cadenes de Markov a temps continu,
especialment en els denominats processos d’arribada.
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7 Aplicacions
Les cadenes de Markov so´n utilitzades per modelar sistemes en diferents a`mbits,
com per exemple economia, medicina i indu´stria. En aquest apartat veurem alguns
exemples.
7.1 Medicina
7.1.1 Introduccio´
Cada cop me´s les matema`tiques i l’estad´ıstica apareixen en estudis relacionats amb
la salut i la medicina, les cadenes de Markov so´n un exemple. Des de fa temps que
es poden trobar investigacions que utilitzen les cadenes de Markov, per exemple per
l’estudi de l’evolucio´ de pacients amb depressio´ [5], modelar els temps d’arribada i
permane`ncia de pacients [8], ana`lisis predictius i comparatius en les morts en una
unitat de vigila`ncia intensiva [6] o per pendre decisions o`ptimes en l’admissio´ de
pacients [7].
Veurem un exemple on trobarem, a trave´s de cadenes de Markov discretes i les
seves propietats estudiades, expressions per la prediccio´ d’estada de pacients en una
unitat de vigila`ncia intensiva de cardiologia que permetra` planificar adequadament
l’atencio´ dels pacients i portar un control me´s exhaustiu d’aquests. Aquest tema ha
sigut objecte d’estudi en diverses investigacions estad´ıstiques a trave´s de diferents
me`todes.
Per posar-nos en context i tenir me´s clar per a que` serviran les expressions
trobades, utilitzarem dades que van ser recollides per realitzar un seguiment sobre
l’evolucio´ de pacients [9].
7.1.2 Exemple
• Dades
Denotem Xt l’estat d’un pacient en l’instant t, la sequ¨e`ncia X0, X1, X2, . . .
indica els canvis d’estat d’un pacient al llarg del temps. Les hipo`tesis que
tenim per aquet model so´n les segu¨ents:
1. Nu´mero finit d’estats.
2. Propietat de markov, la transicio´ d’un estat a un altre depe`n nome´s de
l’estat actual.
3. Propietat estaciona`ria.
Per classificar els pacients en estats de la cadena, primer definim aquests es-
tats per una puntuacio´ (T) associada al nivell de risc de l’individu. Per poder
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valorar aquesta puntuacio´ es tenen en compte sis factors, cadascun d’aquests
esta` puntuat dins d’un rang. El rang no e´s el mateix per tots els factors, per
aix´ı aconseguir que uns tinguin me´s pes que d’altres alhora de determinar la
puntuacio´ del pacient.
Els factors que es tenen en compte i els rangs que es puntuen so´n els segu¨ents:
– F1: Edat [0, 8]
– F2: Cirurgia pre`via [0, 8]
– F3: Condicio´ inicial del pacient [0, 12]
– F4: Problemes postoperatoris [0, 16]
– F5: Diagno`stic me`dic [0, 24]
– F6: Intervencio´ quiru´rgica [0, 36]
Quan un pacient e´s ingressat i per cada una de les etapes que esta` a l’hospital,
es puntuen aquests factors dins dels rangs establerts. Considerem que cada
etapa de la cadena e´s de dos dies. Per calcular el valor de la puntuacio´ (T)
es sumen els valor puntuats als sis factors anteriors.
T =
6∑
i=1
Fi
A partir dels resultats obtinguts es classifica l’individu dins d’un estat o un
altre depenent de la puntuacio´ obtinguda. El conjunt d’estats de la cadena
so´n.
– T≤ 25, risc baix =⇒ Estat A.
– 26 ≤T≤ 41, risc mitja` =⇒ Estat B.
– 42 ≤T≤ 57, risc alt =⇒ Estat C.
– T≥ 58, risc greu =⇒ Estat D.
– Si un pacient ja ha marxat de l’hospital =⇒ Estat E
Per tant, el nostre conjunt d’estats e´s (A,B,C,D,E). Aix´ı podem tenir una
trajecto`ria de cada pacient des de que e´s ingressat fins que marxa.
• Estudi
Considerem pij la probabilitat de transicio´ de l’estat i a j. Tambe´ definim les
probabilitats de transicio´ per l’estat E com,
pEA = 0 pEB = 0 pEC = 0 pED = 0 pEE = 1
32
Per construir la matriu de transicio´ s’utilitza una mostra de 64 registres de
pacients que van estar ingressats. Es va calcular les puntuacions de cada
individu en cadascuna de les etapes que va estar a l’hospital i es van classificar
en els estats corresponents. Les dades mostren les trajecto`ries que realitzaven
els pacients pels estats de la cadena. Utilitzem aquests valors per obtenir la
matriu de transicio´ a un pas segu¨ent, que sera` l’objecte principal d’estudi.
P =

A B C D E
A 103
169
8
169
1
169
0 57
169
B 46
194
114
194
22
194
10
194
2
194
C 11
50
18
50
18
50
2
50
1
50
D 0 6
14
2
14
2
14
4
14
E 0 0 0 0 1

Primer estudiarem els tipus d’estats que tenim, a primera vista es pot dir que
els estats A,B,C i D so´n transitoris i l’estat E recurrent. Raonem aquest fet.
L’estat E e´s clarament recurrent, ja que quan arribem a aquest estat ja no en
sortirem mai amb probabilitat 1. Per tant, la probabilitat de tornar a l’estat
E en un temps finit e´s 1, que correspon a la definicio´ d’estat recurrent.
PE{TE < +∞} = 1
Recordem que un estat y e´s transitori per definicio´ si Py{Ty = +∞} > 0.
Veiem que l’estat A e´s transitori ja que sortint de A si, per exemple, la cadena
va cap a E en un pas mai retornara` a l’estat A, per tant la probabilitat que
mai retorni sera` me´s gran que 0
PA{TA = +∞} ≥ pAE = 57
169
= 0.3373 > 0
El mateix passa amb els estats B,C i D. Podem trobar una trajecto`ria que
ens porti cap a E que fara` que mai me´s podem tornar. Per exemple,
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PB{TB = +∞} ≥ pBE = 114
194
= 0.5876 > 0
PC{TC = +∞} ≥ pCB · pBE = 18
50
· 114
194
= 0.2115 > 0
PD{TD = +∞} ≥ pDE = 4
14
= 0.2857 > 0
Aquestes dades ens fan veure que els pacients sortiran de l’hospital amb pro-
babilitat 1 al llarg del temps.
Des del punt de vista de les relacions d’equivale`ncia els estats A,B,C i D
estan comunicats entre ells ja que podem trobar M ≥ 0 tal que p(M)ij > 0 per
∀i, j ∈ {A,B,C,D}. Per exemple,
p1AB > 0 p
1
BA > 0
p1AC > 0 p
1
CA > 0
p2AD > 0 p
2
DA > 0
p1BC > 0 p
1
CB > 0
p1BD > 0 p
1
DB > 0
p1CD > 0 p
1
DC > 0
En canvi aquests estats no estan comunicats amb E, l’estat E nome´s esta`
comunicat a ell mateix. Aixo` ens diu que tenim dos classes d’equivale`ncia;
la classe {A,B,C,D} i la classe {E}. D’aquesta manera nome´s veient, per
exemple, que A e´s transitori ja podr´ıem afirmar que B,C,D tambe´ ho so´n, ja
que hem vist a teoria que transitorietat i recurre`ncia so´n propietats de classe.
Ens interessa saber quin e´s el terme mitja` d’etapes que un pacient ingressat,
aixo` vol dir fins que arriba a l’estat E. Pero` abans, necessitem trobar una
expressio´ pel nombre de visites a un estat j ∈ {A,B,C,D} sortint des de
i ∈ {A,B,C,D}, Ey(Ny). Per aproximar aquest valor definim la variable
Vij(n) =
n∑
m=1
Xij(m)
Xij(n) =
{
1 si un pacient comenc¸a a l′estat i es troba a j en n salts
0 altres
A me´s,
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E(Xij(n)) = p(n)ij
Gra`cies a la matriu de transicio´ podem trobar aquests valors utilitzant les
seves pote`ncies. Aleshores, podem expressar el nombre esperat d’etapes que
un pacient ha passat a l’estat j, ingressat a i, despre´s de n salts com:
E(Vij(n)) =
n∑
m=1
p
(n)
ij
Si ara tenim en compte i com a estat inicial i calculem E(Vij(n)) per cada
j ∈ {A,B,C,D} podem expressar la quantitat esperada d’etapes que un
pacient es troba ingressat amb estat inicial i despre´s de n salts, ho denotem
com Vi(n):
Vi(n) =
∑
j∈{A,B,C,D}
E(Vij(n))
D’aquesta manera si fem que n tendeixi a +∞, estad´ısticament per un n gran,
podem trobar un valor esperat de quantes etapes ha estat ingressat un pacient
qualsevol en funcio´ de l’estat en el qual ha sigut ingressat, ho denotem com Vi.
Coneixent la distribucio´ inicial pi0 podem trobar l’expressio´ que ens permeti
calcular l’estimacio´ del temps mitja` que un pacient qualsevol estara` ingressat
a l’hospital (tm).
tm =
∑
j∈{A,B,C,D}
pij0Vj
• Conclusions
Gra`cies a les cadenes de Markov es troba un model pel sistema i unes expres-
sions que permetran planificar el correcte funcionament i organitzacio´ de la
unitat hospitala`ria realitzant pre`viament un recull de dades que serviran com
a base per construir la matriu de transicio´ utilitzada.
Les dades utilitzades nome´s han sigut per posar en context la situacio´, aixo`
vol dir que la modificacio´ d’alguns factors poden ser incorporats en aquest
model sense que afecti als resultats obtinguts, com per exemple:
– La incorporacio´ de me´s estats de classificacio´ dels pacients.
– Diferents me`todes de classificacio´ de l’estat dels individus.
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El model serveix com a base per estudiar sistemes una mica me´s complexos
sense haver de realitzar un estudi complet. Per exemple es poden considerar
dos estats recurrents que ens indiquin que el pacient deixa d’estar ingressat
a l’hospital; el primer en cas que l’individu “ha passat a una millor vida”,
l’altre que ja esta` en condicions de sortir de l’hospital.
El model trobat es podria aplicar a altres a`mbits fora de la medicina amb dades
que segueixin una estructura similar, sense haver de fer grans modificacions a
l’establert.
7.2 Internet
El portal de recerca per internet me´s gran del mo´n, Google, utilitza un model de
cadenes de Markov. Quan nosaltres busquem alguna cosa a trave´s d’aquest portal
ens retorna una llista de pa`gines on generalment els primers resultats so´n els me´s
rellevants per la nostra recerca. Aquest fet e´s a causa d’un algoritme anomenat
PageRank que s’encarrega de puntuar cada pa´gina web i crea automa`ticament un
ranking. Aquest algoritme esta` basat en una cadena de Markov.
Google te´ un registre amb pa`gines web que es va actualitzant perio`dicament,
suposem que te´ N registres. Aleshores el que es fa e´s numerar aquestes pa`gines de
1 a N i imposa una se`rie de propietats entre elles.
Prenem una pa`gina imagina`ria amb el valor 0. Sigui pij la probabilitat d’anar
des de i fins a j en un salt per i, j ∈ {1, . . . , N}. Les propietats imposades entre
pa`gines so´n:
1. pii = 0 per qualsevol i ∈ {0, . . . , N}
2. pi0 > 0 per qualsevol i ∈ {1, . . . , N}
3. p0i > 0 per qualsevol i ∈ {1, . . . , N}
4. pij > 0 per qualsevol i, j ∈ {1, . . . , N} amb i 6= j, nome´s si a la pa`gina i hi ha
algun enllac¸ que faci refere`ncia a la pa`gina j.
Definim la quantitat S(i) per i ∈ {0, . . . , N} com:
S(i) =
∑
j∈{1,...,N}
1{pij>0}
Per definicio´ S(0) = N i S(i) ≥ 1 per qualsevol i ∈ {1, . . . , N}. Prenem p ∈
(0, 1), arribat a aquest punt es construeix la matriu P del sistema amb conjunt
d’estats E = {0, . . . , N} seguint el segu¨ent patro´:
• pii = 0 per qualsevol i ∈ {0, . . . , N}
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• p0i = 1N per qualsevol i ∈ {1, . . . , N}
• Per qualsevol i ∈ {1, . . . , N},
pi0 =
{
1 si S(i) = 1
1− p si S(i) > 1
• Per qualsevol i, j ∈ {1, . . . , N} amb i 6= j,
pij =
{
p
S(i)−1 si a i hi ha un enllac¸ a j
0 altres
Amb aquesta matriu Google te´ una cadena de Markov que compleix les propietats
per tenir una distribucio´ estaciona`ria pi. Els valors del vector pi so´n els que utilitza
per assignar el ranking a cada pa`gina. Interpretant que com me´s rellevant e´s una
pa`gina web, me´s quantitat de visites tindra` al llarg del temps comenc¸ant en un node
qualsevol aleatori.
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8 Conclusions del treball
Durant el transcurs del treball hem pogut comprovar que la relleva`ncia i la gran
capacitat aplicativa que tenen les cadenes de Markov, fan que puguin ser l’eina
principal per modelar gran quantitat de sistemes i algoritmes per feno`mens de tot
tipus d’a`mbits. Aquest fet proporciona una comprensio´ favorablement intu¨ıtiva per
l’estudi de la teoria.
D’altra banda, hem pogut apreciar la base teo`rica tan compacte que tenen les
cadenes de Markov. Amb aixo` ens referim a que` qualsevol definicio´, propietat o
teorema so´n iguals d’importants en el marc teo`ric de les cadenes, tota la teoria
influeix en el desenvolupament per igual.
Lamentablement, no hem pogut reunir en aquest treball tota la teoria desitjada
que engloben les cadenes de Markov, a causa de que` el marc teo`ric e´s molt gran i
encara podr´ıem aprofundir molt me´s. Per exemple en les cadenes a temps continu,
Models de Markov ocults (Hidden Markov Model) o estudiar les relacions amb les
Martingale. Per aquesta rao´, volem animar als lectors a indagar me´s a fons sobre
el magnific mo´n de les Cadenes de Markov.
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