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Abstract
We study in this paper several properties of the eigenvalues function of a Euclidean Jordan algebra,
extending several known results in the framework of symmetric matrices. In particular, we give a concise
form for the directional differential of a single eigenvalue. We especially focus on spectral functions F
on Euclidean Jordan algebras, which are the composition of a symmetric real-valued function f with the
eigenvalues function. We explore several properties of f that are transferred to F, in particular convexity,
strong convexity and differentiability. Spectral mappings are also considered, a special case of which is the
gradient mapping of a spectral function. Answering a problem proposed by H. Sendov, we give a formula
for the Jacobian of these functions.
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1. Introduction
Euclidean Jordan algebraic techniques are more and more used to generalize various results
previously obtained in the framework of symmetric matrices. These techniques apply now in
such different fields as Statistics (e.g. [24]), Positivity Theory [12] or Operations Research (e.g.
[8]). Among other adaptations, these extensions are performed by replacing the eigenvalues of
symmetric matrices with the more general eigenvalues defined in the context of Euclidean Jordan
algebras.
This paper lies within this scope. We study here the eigenvalues function on Euclidean Jordan
algebras, and more specifically, spectral functions on Euclidean Jordan algebras. These functions
can be built as follows. Consider a Euclidean Jordan algebraJ of rank r , as defined for instance
in the standard textbook of Faraut and Koranyi [7]. Given a symmetric function f : Rr → R ∪
{+∞}, that is, a function invariant with respect to component permutations of its argument,
we let F : J→ R ∪ {+∞}, u → F(u) :=f (λ(u)) be the spectral function generated by f . We
study in this paper a collection of properties that f transfers to F . Some of them were known
in the framework of symmetric matrices. For instance, differentiability properties (including
subdifferentiability and conjugation relation) have been explored by Lewis and Sendov [18,20].
Further references are given in the text.
A related construction is also considered, based on the spectral decomposition theorem for
Euclidean Jordan algebras (see Theorem III.1.2 of [7], quoted here as Theorem 7). We are given
a function g : Q ⊆ Rr → Rr that is symmetric in the following sense: for every permutation
matrix P and every λ ∈ Rr , we have g(Pλ) = Pg(λ). Examples of such functions include
the gradient mapping of a symmetric function, and projection operators on convex symmetric
sets of Rr . From the function g, we build a function G in the following way. Let u be an
element of J that have its eigenvalues vector in Q. Suppose that u = ∑ri=1 λi(u)ci , using the
spectral decomposition theorem quoted above; we set G(u) := ∑ri=1 gi(λ(u))ci . We study how
the differentiability of the function g transfers to the function G and we give a concise formula
for the Jacobian. This answers a question given in the Ph.D. thesis of Sendov ([33], Chapter 8,
question 12). These results can serve as a starting point for further research on more general
notions of differentiability, such as Bouligand or Clarke subdifferentials. A first step in this
direction has been made in [22], about the projection operator on the cone of positive semidefinite
matrices.
The applications that motivate our work come mostly from convex optimization. Following
[32], let us briefly recall how Euclidean Jordan algebras have turned out to be a powerful tool
for investigation in the study of interior-point methods. In convex optimization, algorithms are
often designed in a first stage to solve some class of linear problems efficiently. Then several
attempts are made to generalize these algorithms to a broader class of instances. Euclidean Jordan
algebras, which unify linear, second-order and semidefinite programming, have proven to be a very
efficient tool for performing such extensions. As noticed by Alizadeh and Schmieta in [1], these
extensions are often done in a systematic way. Typically, an algorithm for linear programming is
constructed via some symmetric functions (barrier functions, penalty functions and so on). To get
the Jordan algebraic version of the algorithm, essentially it suffices to replace all these symmetric
functions by the corresponding spectral function they generate. This is how Faybusovich could
extend potential-reduction algorithms [9]. Schmieta, Alizadeh and Muramatsu have also used
Euclidean Jordan algebras in a similar way to design several primal-dual interior point algorithms
with various neighborhoods [25,32]. Rangarajan has exploited this construction to generalize his
infeasible interior-point methods [30].
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However, interior-point methods have a serious drawback when applied to very large opti-
mization problems. Whereas the number of iterations of these methods is predictably low, each
of them requires so much work than performing the very first one might already be out of reach.
Several optimizers have created some new strategies in order to avoid this problem (see e.g. [3]).
Recently, Nesterov has proposed a new optimization method for a certain class of problems in order
to potentially solve this issue, because, without affecting too severely the number of iterations,
its iteration cost is much cheaper [27]. This method can be implemented to solve efficiently some
structured non-smooth linear optimization problems (see Section 4.1 of [27]). Can Euclidean
Jordan algebras help to extend this implementation via the spectral function technique described
above? In order to answer this question, we need to study how the Lipschitz constant of a symmetric
function’s gradient is transferred to the spectral function it generates, for various norms. Corollary
43 gives a partial result in this direction, as it only focuses on Euclidean norm. Our formula for
the Hessian of a spectral function (see Corollary 52) might help to generalize it to other norms.
The results of this paper might also be useful to extend other optimization techniques. For
instance, the Chen–Mangasarian smoothing algorithm [5] requires the evaluation of the Jacobian
of a vector-valued smoothing function. It is possible to extend this smoothing function with the
help of a spectral mapping. With our formula, their algorithm might be generalized to Euclidean
Jordan algebras. In [11], Fukushima et al. have already considered an extension to second-order
cone programming.
It can also be interesting to unify the techniques of Peng et al. involving self-regular functions
[29] in the framework of Euclidean Jordan algebras, although they have already been studied for
second-order and semidefinite programming separately in the given reference.
The paper is organized as follows. In Section 2, we define some notational conventions that
we use throughout all the paper. A brief exposition of all the needed facts on Jordan algebras is
provided in Section 3. We also introduce there the new concept of “similar joint decomposition”,
which plays an important role in describing the subdifferential of spectral functions. In Section 4,
we review some properties that a symmetric domain transfers to the spectral domain it generates.
Spectral functions on Euclidean Jordan algebra are studied in Section 5. First, we make sure that the
known results on conjugate functions of spectral function of Hermitian matrices translate smoothly
in the framework of Euclidean Jordan algebras. These observations allow us to carry out a differ-
entiability analysis of partial sums of eigenvalues, from which we get a formula for the directional
derivative of a single eigenvalue. Differentiability of spectral functions is then discussed, and we
end the section with some convexity results. Section 6 is devoted to the study of differentiability
of spectral mappings, with a careful differentiability analysis of Jordan frames in Section 6.3.
Some of our results were found independently in [34]. Our Theorem 38, which was initially
announced on the preprint [2], overlaps with Theorem 21 of [34]. These authors have also obtained
a result similar to our Corollary 52. However, our technique allows us to treat the more general
situation of Theorem 51. Our formula for the eigenvalues function directional differential (see
Theorem 36) is an essential ingredient of our proof. This theorem appears to solve the first problem
stated in the conclusion of [34].
2. Notational conventions
The domain of a function f : Rn → R ∪ {+∞} is the set of points x inRn where f (x) < +∞;
this set is denoted by domf . A function is proper if its domain is nonempty. Provided that Rn is
endowed with a scalar product 〈·, ·〉, we define the conjugate function of a proper function f as
follows:
M. Baes / Linear Algebra and its Applications 422 (2007) 664–700 667
f ∗ : Rn → R, s → f ∗(s) := sup
x∈ domf
〈s, x〉 − f (x) = sup
x∈Rn
〈s, x〉 − f (x).
Throughout the text, the scalar product we will choose for Rr is, unless explicitly stated, the
standard dot product: 〈γ, λ〉 := ∑ri=1 γiλi for every γ, λ ∈ Rr . The Euclidean norm it defines is
denoted by ‖ · ‖.
Following Lewis [18], we define the subdifferential of the function f at a point x of its domain
as:
f (x) :={s ∈ Rr |f (x) + f ∗(s) = 〈s, x〉}.
According to Theorem 23.5 in [31], when f is convex and proper, g ∈ f (x) if and only if
f (y)  f (x) + 〈g, y − x〉 for each y ∈ Rn; moreover, such a function f is differentiable in x if
and only f (x) contains exactly one element (Theorem 25.1 in [31]).
Let f : Rn → R ∪ {+∞} be a differentiable function whose domain has a nonempty interior.
If x is a point of this interior and h an n-dimensional vector, we denote the directional derivative
of f in x in the direction h as:
∇hx f (x) := lim
t→0
f (x + th) − f (x)
t
.
The differential of f in x is the linear function ∇xf (x), or ∇f (x), that maps every h ∈ Rn to
∇hx f (x). The Riesz representer of ∇f (x) with respect to the considered scalar product is written
f ′(x). We call this vector the gradient of f in x.
Similarly, the Jacobian of a differentiable function F : Q ⊆ Rn → Rm in x ∈ int Q is the
linear map ∇xF (x) from Rn to Rm that associates every direction h ∈ Rn with
∇hx F (x) := lim
t→0[F(x + th) − F(x)]/t.
Let P be the set of all permutations of r-dimensional vectors; we view them here as r × r
matrices of 0 and 1. A subset of Rr is said to be symmetric if it remains unchanged under every
permutation of P.
Definition 1. A real-valued function that maps a symmetric set Q ⊆ Rr is a symmetric function
if for every permutation P ∈ P and each γ ∈ Q, we have f (Pγ ) = f (γ ).
Definition 2. Let Q ⊆ Rr be a symmetric set. A function g : Q → Rr is a symmetric mapping
if for every permutation P ∈ P and each γ ∈ Q, we have g(Pγ ) = Pg(γ ).
We denote the all-one r-dimensional vector by 1. We also write:
1p := (1, . . . , 1, 0, . . . , 0)T ∈ Rr ,
with p times the value “1” and (r − p) times the value “0”, so that 1r = 1.
For the ease of reference, we recall below a classical statement involving the set P. Its proof
can be found in [15], Theorem 8.7.1. We denote here the all-one r-dimensional vector by 1.
Definition 3. A matrix A ∈ Rr×r is doubly stochastic if A1 = 1, if AT1 = 1, and if all its
coefficients are nonnegative.
Theorem 4 (Birkhoff’s Theorem). The convex hull of P is the set of doubly stochastic matrices.
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Finally, for every μ ∈ Rr , we denote by SC(μ) the convex hull of {Pμ|P ∈ P} and we
define S(μ) :={u ∈ J|λ(u) ∈SC(μ)}. Some authors call the set SC(μ) the permutahedron
generated by μ.
3. Preliminary results on Jordan algebras
In this work, we mostly deal with Euclidean Jordan algebras of finite dimension as they are
defined in standard textbooks such as [4,7,13] or [16]. We briefly recall in this section the few
needed basic results on these Jordan algebras. The reader can find in each of the above references
the definitions we do not provide here.
Throughout the text, J denotes a Euclidean Jordan algebra (or, equivalently, formally real
Jordan algebra) of finite dimension N . Its unit element is denoted by e. To ease the writ-
ing, we drop the multiplication symbol between elements of J. It is well known (see for
instance Proposition II.1.2 in [7]) that such algebras are power-associative, that is, that every
power of each element is well-defined. The rank of an element u ∈ J is the largest natu-
ral number r(u) for which {e, u, . . . , ur(u)−1} is a set of linearly independent vectors. The
monic polynomial of degree r(u) that vanishes in u is called the minimal polynomial of u.
The rank of the algebra J, denoted by r in this paper, is the maximal value of r(u) when
u ∈ J.
We write L(u) for the multiplication operator by an element u ∈ J, so that L(u)v :=uv for
all v ∈ J. Two elements u, v ∈ J are said to operator commute when L(u)L(v) = L(v)L(u).
The quadratic operator is represented by Qu :=2L(u)2 − L(u2) and its polarization by Qu,v :=
(Qu+v − Qu − Qv)/2.
An idempotent is an element that is equal to its square. A system of idempotents ofJ is a set of
idempotents {e1, e2, . . . , es} ofJ such that eiej = 0 for every 1  i < j  s, and∑sj=1 ej = e.
A system of idempotents that contains r elements is called a Jordan frame.
Theorem 5 (Uniquely defined spectral decomposition theorem). Let u ∈ J. There exist a system
of idempotents {e1, e2, . . . , es} and distinct real numbers ξ1 > · · · > ξs such that:
u =
s∑
i=1
ξiei .
This decomposition is unique in the following sense: if there exist a system of idempotents
{e′1, . . . , e′k} ∈ J and some distinct real numbers η1, . . . , ηk such that u =
∑k
j=1 ηj e′j then k = s
and, up to a renumbering, ξj = ηj and ej = e′j for all 1  j  s.
A proof of this statement can be found in [7], Theorem III.1.1 or in [16], Theorem VI.11.
The elements u ∈ J for which r(u) = r are called regular. As proved in Proposition II.2.1 of
[7], they form a dense set of J. The roots λ1(u)  · · ·  λr(u) of the minimal polynomial of a
regular element u are called the eigenvalues of u. It is also shown in Proposition II.2.1 of [7] that
it is legitimate to extend them to non-regular elements, in such a way that the functions λi are all
continuous overJ. One can show that for every idempotent c, we have λ(c) = 1k for an integer
1  k  r . If k = 1, we say that c is a minimal idempotent.
In order to ease subsequent writing, it is useful to define for every u ∈ J the numbers λ0(u)
and λr+1(u), such that λ0(u) > λ1(u) and λr(u) > λr+1(u).
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The sum of the eigenvalues of u is called the trace of u and is denoted by tr(u).
Proposition 6. The trace is a linear function. It is also associative: for all u, v,w ∈ J, we can
write tr((uv)w) = tr(u(vw)). In particular, tr(Quv) = tr(u2v).
This proposition merges results from Proposition II.2.1 and Proposition II.4.3 of [7].
In this work, we sometimes need to study the spectrum of elements u that belong to a Jordan
subalgebra J′ of J. As the vector of eigenvalues of u depends on the algebra in which u is
considered, we make this dependence explicit by writing λ(u;J′) for its ordered eigenvalue
vector inJ′ and λ(u;J) or simply λ(u) for its eigenvalue vector inJ.
Theorem 7 (Complete spectral decomposition theorem). For every u ∈ J, there exists a Jordan
frame {c1, . . . , cr} such that:
u =
r∑
i=1
λi(u)ci .
If there exist a Jordan frame {c′1, . . . , c′r}and real numbersη1  · · ·  ηr for whichu=
∑r
i=1 ηic′i ,
then ηi = λi(u) for all i and ∑{j |ηj=ξ} c′j = ∑{j |ηj=ξ} cj for every real number ξ.
See Theorem III.1.2 in [7] for a proof.
The two spectral decomposition theorems allow us to construct the two main objects of interest
in this paper, namely spectral functions and spectral mappings.
Definition 8. Suppose that we are given a symmetric set Q ⊆ Rr and a symmetric function
f : Q → R. The spectral function generated by f is the function F whose domain is K :={v ∈
J|λ(v) ∈ Q} and such that F(v) :=f (λ(v)) for every v ∈ K .
Definition 9. Let Q ⊆ Rr be a symmetric set and g : Q → Rr be a symmetric mapping. The
spectral mapping generated by g is the function G whose domain is K :={v ∈ J|λ(v) ∈ Q}
and such that G(v) := ∑ri=1 gi(λ(v))ci for every v ∈ K , where v = ∑ri=1 λi(v)ci is a complete
spectral decomposition of v.
It is not difficult to deduce from Theorem 5 and from the required symmetry property of f
[resp. g] that the definition of F(v) [resp. G(v)] does not depend on the particular complete
spectral decomposition of v we have taken.
Proposition 10. Two elements u, v of J operator commute if and only if there exist a Jordan
frame {c1, . . . , cr} and two vectors γ, δ ∈ Rr for which u = ∑ri=1 γici and v = ∑ri=1 δici .
This is Theorem 27 of [32].
The trace defines a scalar product represented here by 〈u, v〉J := tr(uv), or by 〈u, v〉 when
there is no ambiguity about the considered scalar product. We denote the related norm by ‖u‖J
or by ‖u‖. The associativity of the trace is equivalent to the fact that L(u) is self-adjoint with
respect to the Jordan scalar product. The quadratic operator is self-adjoint as well.
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In the statement of the two next theorems the notation A ◦ B means the set {uv|u ∈ A, v ∈ B},
when the subsets A and B belong toJ.
Theorem 11 (First Pierce decomposition theorem). Let c be an idempotent of J. We define
J1(c) :=QcJ,J1/2(c) := (I − Qc − Qe−c)J = 2Qc,e−cJ andJ0(c) :=Qe−cJ. Then:
(1) J = J1(c) ⊕J1/2(c) ⊕J0(c);
(2) Jα(c) = {u ∈ J|L(c)u = αu} for α = 1, 1/2, 0;
(3) J1(c) andJ0(c) are subalgebras ofJ andJ0(c) ◦J1(c) = {0};
(4) L(u) and L(c) commute if and only if u ∈ J0(c) ⊕J1(c);
(5) J1/2(c) ◦ (J0(c) ⊕J1(c)) ⊆ J1/2(c);
(6) J1/2(c) ◦J1/2(c) ⊆ J0(c) ⊕J1(c);
(7) if u ∈ J1/2(c), then tr(u) = 0.
A proof of this statement can be found in [16], Theorem III.8.
Proposition 12. Let c be an idempotent ofJ and c′ be a minimal idempotent of the subalgebra
J1(c). Then c′ is also a minimal idempotent ofJ.
This property is pretty easy to show with the help of Proposition 15 below. The reader can find
a proof in the recent preprint [10].
Theorem 13 (Second Pierce decomposition theorem). Let {c1, . . . , cn} be a system of idempot-
ents ofJ. We putJij :=Qci,cjJ.
If 1  i, j, k, l  n, we have:
(1) Jii = J1(ci) andJij = J1/2(ci) ∩J1/2(cj ) = Jji if i /= j ;
(2) J = ⊕1i′j ′nJi′j ′ ;
(3) Jij ◦Jkl = 0, if {i, j} ∩ {k, l} = ∅;
(4) Jij ◦Jjk ⊆ Jik, if i, j and k are different;
(5) Jij ◦Jij ⊆ Jii +Jjj ;
(6) Jii ◦Jij ⊆ Jij .
This is Theorem IV.2.1 in [7].
We denote the (closed) cone of square elements of J by KJ.2 The following theorem sum-
marizes the needed properties of this set.
Theorem 14. For every u ∈KJ, there exists v ∈KJ such that v2 = u. We have KJ = {u ∈
J|λr(u)  0}. Moreover, for every u ∈ J and v ∈KJ, the element Quv is inKJ.
See [7], Proposition III.2.2 for a proof.
2 Note that the sums of squares cone that one encounters in the study of real or complex polynomials is not a cone of
squares in the framework of Jordan algebras. The objects we deal with here depend heavily on the specific multiplication
of J. The interested reader can consult the paper [17], where such a sums of squares cone is defined and studied in the
framework of Euclidean Jordan algebras.
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Proposition 15. Let u, v ∈KJ. We have tr(uv) = 0 if and only if uv = 0.
This result was first given in [8], Lemma 2.2.
As an immediate consequence of this proposition, observe that if c and d are two idempo-
tents, with tr(d) = k, and if tr(cd) = k, then d ∈ J0(e − c) = J1(c), because tr(d(e − c)) = 0,
implying that d(e − c) = 0.
We need to complete this proposition by the following asymptotic characterization.
Proposition 16. Let u, x ∈KJ be such that u = x2 and let (vm)m0 ⊂KJ. If this sequence
satisfies limm→∞ tr(uvm) = 0, then limm→∞ Qxvm = 0.
Proof. We put wm :=Qxvm for all m  0, so that (wm)m0 ⊂KJ by Theorem 14. Hence
λi(wm)  0 for every 1  i  r and every m  0. By assumption, limm→∞ tr(wm) = limm→∞
tr(uvm) = 0 i.e.∑ri=1 λi(wm) tends to 0 as m goes to ∞. Thus limm→∞ λi(wm) = 0 for all 1 
i  r , and then limm→∞ wm = 0 in view of the complete spectral decomposition theorem. 
The following new concept will help us describe the subdifferential of some spectral functions.
Definition 17. Let u, v ∈ J. If there exists a Jordan frame {c1, . . . , cr} (possibly not unique)
such that u = ∑ri=1 λi(u)ci and v = ∑ri=1 λi(v)ci , we say that u and v have a similar joint
decomposition.
It is important to insist on the fact that, according to our numbering convention of eigenvalues,
we have λ1(u)  · · ·  λr(u) and λ1(v)  · · ·  λr(v). So, “similar joint decomposition” is
not a synonym of “operator commutativity”, where the ordering of eigenvalues is not taken into
account. The following proposition gives an alternative description of similar joint decomposition,
which is instructive to compare with Proposition 10. This characterization is sometimes easier to
manipulate than the existence statement of the definition.
Proposition 18. Let us fix two elements u and v ofJ. Using the uniquely defined spectral decom-
position theorem, we can perform the decomposition u = ∑sj=1 ξj ej , where the real numbers ξj
are distinct and in decreasing order. We denote byJjj the subalgebraJ1(ej ).
The elements u and v have a similar joint decomposition if and only if:
(a) for all 1  j  s, there exists an element vj ∈ Jjj such that v =
∑s
j=1 vj and
(b) the smallest eigenvalue of vj on Jjj is greater than or equal to the largest eigenvalue of
vj+1 onJj+1,j+1 for each 1  j < s.
Proof. We first show the “if” part.
According to assumption (a), we suppose that v ∈ ⊕sj=1Jjj , so that v = ∑sj=1 vj for some
vj ∈ Jjj . We know from the first Pierce decomposition theorem that Jjj = J1(ej ) is a Jordan
subalgebra of J. It is also Euclidean, as a restriction of the Euclidean algebra J. Hence, we
can apply the complete spectral decomposition theorem in this subalgebra to decompose vj
into vj = ∑tr(ej )i=1 λjicji . This theorem asserts that the idempotents cji are minimal in their
respective subalgebras. By Proposition 12, they are also minimal in the full algebra J. Thus,
the set
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{c11, . . . , c1,tr(e1), c21, . . . , cs,tr(es )} (1)
is a Jordan frame.
In view of the requirement (b), we further assume that the smallest eigenvalue of vj on
Jjj (i.e. λj,tr(ej )) is greater than or equal to the largest eigenvalue of vj+1 on Jj+1,j+1 (i.e.
λj+1,1) for every 1  j < s. In other words, we haveλ11  · · ·  λ1,tr(e1)  λ21  · · ·  λs,tr(es ).
Since
u =
s∑
j=1
ξj ej =
s∑
j=1
ξj
tr(ej )∑
i=1
cji and v =
s∑
j=1
tr(ej )∑
i=1
λjicji ,
we can use the Jordan frame (1) to show that u and v have indeed a similar joint decomposi-
tion.
Now, we turn to the “only if” part of our statement. We assume that u and v have a similar
joint decomposition: there exists a Jordan frame {c1, . . . , cr} such that u = ∑ri=1 λi(u)ci and
v = ∑ri=1 λi(v)ci . We define the integers s, k1, . . . , ks such that ks := r and:
λ1(u) = · · · = λk1(u) > λk1+1(u) = · · · = λk2(u) > · · · λks (u).
We let Mj :={kj−1 + 1, . . . , kj } (with k0 = 0), ej := ∑i∈Mj ci and Jjj :=J1(ej ). The de-
compositionu = ∑si=1 λkj (u)ej is the uniquely defined decomposition ofu provided by Theorem
5. It suffices now to let vj := ∑i∈Mj λi(v)ci , which belongs toJjj ; the eigenvalues of vj inJjj
are thus λkj−1+1(v), . . . , λkj (v), and the required condition (b) is also satisfied. 
The next lemma is a generalization to Jordan algebras of a well-known variational description
of the sum of the p largest eigenvalues obtained by Ky Fan for Hermitian matrices. We include
its proof, although some arguments appear in Fan’s paper (see [6]), because we use it in a further
equivalent formulation of similar joint decomposition.
Definition 19. Let Q ⊆ Rn. The support function of Q is the function:
f : Rn→R ∪ {+∞}
u →f (u) = sup
v∈Q
〈u, v〉.
Since it is a supremum of linear functions, a support function is always convex.
For all v ∈ J and 1  p  r , we denote by Sp(v) the sum of the p largest eigenvalues of v.
Lemma 20. For every 1  p  r, Sp is the support function ofS(1p).
Proof. We fix an integer p between 1 and r . Let u = ∑ri=1 λi(u)di ∈ J and v = ∑ri=1 λi(v)ci ∈
S(1p) be one of their respective complete spectral decomposition. The eigenvalues of v are
between 0 and 1, because the components of P1p are between 0 and 1 for every permutation P .
We first notice that:
tr(vdj ) =
r∑
i=1
λi(v)tr(cidj ) 
r∑
i=1
tr(cidj ) = tr(dj ) = 1,
since ci and dj are inKJ (and thus tr(cidj ) = tr(Qci dj )  0).
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Applying this inequality, we get that tr(uv) equals:
λp(u)
r∑
j=1
tr(vdj ) +
p∑
j=1
(λj (u) − λp(u))tr(vdj ) +
r∑
j=p+1
(λj (u) − λp(u))tr(vdj )
 λp(u)tr(v) +
p∑
j=1
(λj (u) − λp(u))tr(vdj ) (2)
 λp(u)tr(v) +
p∑
j=1
λj (u) − pλp(u) = Sp(u). (3)
Note that v∗ := ∑pi=1 di lies in S(1p) and satisfies tr(uv∗) = ∑pi=1 λi(u) = Sp(u). Hence
Sp(u) = maxv∈S(1p) tr(uv). 
Proposition 21. Let u, v ∈ J. We define the numbers s, k1, . . . , ks so that ks := r and:
λ1(u) = · · · = λk1(u) > λk1+1(u) = · · · = λk2(u) > · · · λks (u).
We setMj :={kj−1 + 1, . . . , kj } (with k0 = 0),and we denote byu = ∑sj=1 λkj (u)ej the uniquely
defined spectral decomposition of u. Then u and v have a similar joint decomposition if and only
if tr(vej ) = ∑i∈Mj λi(v) for every 1  j  s.
Proof. The “only if” part is immediate. We prove below the “if” part. Let v = ∑ri=1 λi(v)di
be a complete spectral decomposition of v. We fix 1  p  s, and we let c := ∑pj=1 ej . We
first proceed to show that v ∈ J1(c) ⊕J0(c). For the sake of notational convenience, we denote
t :=kj , t−, and t+ such that:
λt−(v) > λt−+1(v) = · · · = λt (v) = · · · = λt+(v) > λt++1(v).
Finally, we write d− := ∑t−i=1 di , d := ∑t+i=t−+1 di , and d+ := ∑ri=t++1 di , so that:
v =
t−∑
i=1
λi(v)di + λt (v)d +
r∑
i=t++1
λi(v)di ∈ J1(d−) ⊕J1(d) ⊕J1(d+).
By assumption, we have tr(vc) = ∑ti=1 λi(v). Since c ∈SC(1t ), it indicates that c reaches the
supremum in Ky Fan’s variational representation of St . From (3), we deduce that for 1  i  t−,
we have tr(dic) = 1, and in view of Proposition 15, we obtain that di ∈ J1(c). From (2), we have
that tr(dic) = 0 for t+ < i  r , so that di ∈ J0(c) by Proposition 15.
We deduce that d− ∈ J1(c), thus c − d− is an idempotent included in J1(c). It is also in
J0(d+), and its trace equals t − t−. Observe that tr(dc) = tr(d(c − d−)) = t − t−. By Proposition
15 again, we obtain that c − d− ∈ J1(d), and thus d − (c − d−) is an idempotent. Observe that
it belongs toJ0(c) and toJ0(d+). Henceforth
{d1, . . . , dt− , c − d−, d − c + d−, dt++1, . . . , dr}
is a system of idempotents, and:
v =
[
t−∑
i=1
λi(v)di + λt (v)(c − d−)
]
+
⎡
⎣λt (v)(d − c + d−) + r∑
i=t++1
λi(v)di
⎤
⎦
∈ J1(c) ⊕J0(c).
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We have proved that v ∈ ∩sp=1[J1(e1 + · · · + ep) ⊕J0(e1 + · · · + ep)]. In view of the second
Pierce decomposition theorem, it is easily shown that this set equals
⊕r
j=1J1(ej ). Assumption
(a) of Proposition 18 is then fulfilled. Condition (b) is obviously satisfied. Hence u and v have a
similar joint decomposition. 
In order to compute the subdifferential of some spectral functions, we need an extension to
Euclidean Jordan algebras of the Von Neumann inequality (4), and, more importantly, we have to
determine when the equality occurs.
Similar joint decomposition allows us to propose a compact description of the equality case.
Adrian Lewis [18] has obtained a corresponding result when J is the algebra of Hermitian
matrices. An alternative description of the equality case has already been provided in [21], although
it only covers the case whereJ is a simple Jordan algebra. As our argument uses a rather different
technique, we include here a proof.
We need the following simple lemma.
Lemma 22. Let α, β and γ be three s-dimensional vectors such that:
• ∑pj=1 βj ∑pj=1 αj for every 1  p  s,
• ∑sj=1 βj = ∑sj=1 αj , and• γ1 > · · · > γr.
If γ Tα = γ Tβ, then α = β.
Proof. We have:
0 = γ T(β − α) = (γ1 − γ2)(β1 − α1) + (γ2 − γ3)(β1 + β2 − α1 − α2) + · · ·
+ (γr−1 − γr)(β1 + · · · + βr−1 − α1 − · · · − αr−1)
+ γr(β1 + · · · + βr − α1 − · · · − αr).
The last term is null by assumption, and the factors β1 + · · · + βp − α1 − · · · − αp are non-
negative. Since γp − γp+1 > 0, we have β1 + · · · + βp = α1 + · · · + αp for every 1  p < r .
Henceforth α = β. 
Theorem 23. Let u, v ∈ J. We have:
r∑
i=1
λi(u)λi(v)  tr(uv). (4)
The equality holds if and only if u and v have a similar joint decomposition.
Proof. Let u = ∑ri=1 λi(u)ci be a complete spectral decomposition of u and v = ∑ij vij be
the second Pierce decomposition of v with respect to the Jordan frame {c1, . . . , cr}, so that
vij ∈ Jij :=Qci,cjJ. Note that for each pair i, j of different numbers, we have:
uvij ∈ (J1(ci) +J0(ci)) ◦J1/2(ci) ⊆ J1/2(ci).
Thus tr(uvij ) = 0 in view of item 7 of Theorem 11. Let v = ∑ri=1 λi(v)c′i be the complete spectral
decomposition of v. We successively get:
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tr(uv) =
∑
1ijr
tr(uvij ) =
r∑
i=1
tr(uvii) =
r∑
i=1
λi(u)tr(civ)
=
r∑
i=1
r∑
j=1
λi(u)tr(cic′j )λj (v) = λ(u)TBλ(v),
where B is the r × r matrix with coefficients Bij := tr(cic′j ).
First, note that Bij  0 since tr(cic′j ) = tr(Qci c′j )  0 as ci, c′j ∈KJ (see Theorem 14).
Second, observe that the sum of elements in every row or column of B is equal to 1 since the
idempotents ci and c′j are minimal. In other words, B is doubly stochastic. Hence, by Birkhoff’s
Theorem 4, B ∈ conv(P). Thus:
λ(u)TBλ(v)  max
P∈ conv(P)
λ(u)TPλ(v) = max
P∈P λ(u)
TPλ(v) = λ(u)Tλ(v); (5)
the last equality holds because λ(u), λ(v) ∈ Rr↓. The second-to-last equality is a well-known fact
in convex analysis (see Corollary 11.5.1 from [31] for instance).
Now, we determine the equality conditions. The “if” part is trivial. For the “only if” part, let
us fix u, v ∈ J for which tr(uv) = ∑ri=1 λi(u)λi(v). We define the numbers s, k1, . . . , ks so that
ks := r and:
λ1(u) = · · · = λk1(u) > λk1+1(u) = · · · = λk2(u) > · · · λks (u).
We setMj :={kj−1 + 1, . . . , kj }, with k0 = 0, and we denote byu = ∑sj=1 λkj (u)ej the uniquely
defined spectral decomposition of u. By assumption, we have:
tr(uv) =
s∑
j=1
λkj (u)tr(ej v) =
s∑
j=1
λkj (u)
∑
i∈Mj
λi(v) =
r∑
i=1
λi(u)λi(v).
For simplicity, we define αj := tr(ej v) and βj := ∑i∈Mj λi(v). Observe that, in view of Ky
Fan’s inequalities (see Lemma 20), we can write ∑pj=1 αj ∑pj=1 βj for every 1  p  s.
Observe also that the equality holds when p = s. With γj :=λkj (u), the vectors α, β, and γ
satisfy the assumptions of Lemma 22. Thus α = β, and it remains to apply Proposition 21 to
deduce that u and v have a similar joint decomposition. 
We easily deduce from this theorem that the eigenvalue vector is a Lipschitz continuous
function. The norm of Rr we use in the following corollary is the standard Euclidean norm.
Corollary 24. For every u, v ∈ J, we have ‖λ(u) − λ(v)‖  ‖u − v‖J. The equality holds if
and only if u and v have a similar joint spectral decomposition.
Proof. We have:
‖λ(u) − λ(v)‖2 = ‖λ(u)‖2 − 2
r∑
i=1
λi(u)λi(v) + ‖λ(v)‖2
 ‖λ(u)‖2 − 2tr(uv) + ‖λ(v)‖2 = ‖u‖2J − 2tr(uv) + ‖v‖2J
= ‖u − v‖2J.
The equality case follows immediately for the previous theorem. 
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4. Properties of spectral domains
In this section, we review some properties that a symmetric set Q ⊆ Rr transfers to the subset
K of J formed with the elements that have their eigenvalue vector in Q. Most of the results in
this section are known in the framework of Hermitian matrices.
The following lemma gives a more practical description ofSC(λ), the convex hull of {Pλ|P ∈
P}. Here, the function sp : Rr → R maps every vector λ ∈ Rr to the sum of its p largest
components.
Lemma 25. Let λ, γ ∈ Rr . We have:
γ ∈SC(λ) ⇔ sp(γ )  sp(λ) for all 1  p  r and sr (γ ) = sr (λ).
This is Theorem 4.C.1 of [23].
Remark 26. The previous lemma can be rephrased as follows. For all λ ∈ Rr :
v ∈S(λ) ⇔ Sp(v)  sp(λ) for all 1  p  r and tr(v) = sr (λ).
Interestingly, Fan’s Lemma and the characterization of SC(λ), recalled in Lemma 25, are
enough to prove that convexity can be transmitted from a symmetric set Q to the set of elements
having their eigenvalue vector in Q. As mentioned by a referee, this can also be proved in the
framework of Hermitian matrices by applying Corollary 2.7 of [18] to the characteristic function
of the set Q.
Theorem 27. Let Q ⊆ Rr be a symmetric set and let K :={v ∈ J|λ(v) ∈ Q}.
(1) If Q is convex, K is convex.
(2) If Q is closed, K is closed.
(3) If Q is open, K is open.
(4) If Q is bounded, K is bounded.
Proof. Suppose that Q is convex and fix v0, v1 ∈ K and α ∈ [0, 1]. Using the characterization
given in Lemma 25, we can prove that:
λ(αv1 + (1 − α)v2) ∈SC(αλ(v1) + (1 − α)λ(v2)) (6)
as follows. Denote vα :=αv1 + (1 − α)v0 and λα :=αλ(v1) + (1 − α)λ(v0). We first have:
sr (λα) = αsr(λ(v1)) + (1 − α)sr (λ(v0))
= αtr(v1) + (1 − α)tr(v0) = tr(vα) = sr (λ(vα)).
Second, we have shown in Lemma 20 that Sp(v) = sp(λ(v)) is a convex function. This allows us
to write:
sp(λα) = αSp(v1) + (1 − α)Sp(v0)  Sp(vα) = sp(λ(vα)),
and (6) is shown. Now, λα ∈ Q because Q is convex. The symmetry of Q impliesSC(λα) ⊆ Q.
From (6), we have λ(vα) ∈ Q i.e. vα ∈ K .
Items 2 and 3 are immediate consequences of the continuity of the eigenvalue functions.
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Item 4 is easy as well. It suffices to apply Corollary 24 with v :=0 and to observe that the
equality holds in that case. 
The compactness of a set Q ⊆ Rr is therefore transferred to the set K ⊆ J it generates. This
fact is used in the following proposition, which will allow us to prove some continuity results in
Jordan algebras.
Proposition 28. Suppose that we have an element u ∈ J and a sequence (um)m0 that converges
to u. We denote the respective complete spectral decompositions of these elements by um =∑r
i=1 λi(um)ci,m and u =
∑r
i=1 λi(u)ci . We define the numbers s, k1, . . . , ks so that ks := r
and:
λ1(u) = · · · = λk1(u) > λk1+1(u) = · · · = λk2(u) > · · · λks (u).
We set Mj :={kj−1 + 1, . . . , kj }, ej := ∑i∈Mj ci and ej,m := ∑i∈Mj ci,m.
Then limm→∞ ej,m = ej .
Proof. We can successively write:
0 = lim
m→∞ um − u = limm→∞
r∑
i=1
λi(um)ci,m − λi(u)ci,m + λi(u)ci,m − λi(u)ci
= lim
m→∞
r∑
i=1
λi(u)(ci,m − ci) = lim
m→∞
s∑
j=1
λkj (u)(ej,m − ej );
we have used the continuity of eigenvalues for the second equality.
Now, let m0,m1, . . . be an increasing sequence of integers such that (ej,mk )k0 converges for
every 1  j  s. This sequence is known to exist, as the ej,m are all in the set {v ∈KJ|tr(v)  r},
which is compact in view of the previous theorem.
Let fj be the respective limits of these subsequences; obviously {f1, . . . , fs} is a system of
idempotents. The equality above shows that u = ∑sj=1 λkj (u)fj . By the uniquely defined spectral
decomposition theorem, we then have ej = fj .
We have proved that every converging subsequence of (ej,m)m0 must converge to ej . Since
the sequences are all in a compact set, we get the result. 
This proposition will be refined in Lemmas 48–50.
5. Inherited properties of spectral functions
5.1. The conjugate of a spectral function and its subdifferential
The conjugate of a convex function f is closely related to the subdifferentials of f (see Section
23 of [31], and especially Theorems 23.4 and 23.5). We check in this subsection that the known
results for Hermitian matrices translate smoothly in Euclidean Jordan algebras.
We recall below that the conjugate function of a symmetric function is itself symmetric.
Lemma 29. Let Q be a symmetric set of Rr and let f : Q → R be a symmetric function. The
conjugate of f with respect to the dot product of Rr is a symmetric function as well.
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Proof. Let s ∈ Rr and let P ∈ P. We have:
f ∗(P s) = sup
x∈Q
〈Ps, x〉 − f (x) = sup
x∈Q
〈s, P Tx〉 − f (x)
= sup
x∈Q
〈s, P Tx〉 − f (P Tx) = sup
x∈Q
〈s, x〉 − f (x) = f ∗(s),
by symmetry of Q (note that f ∗(P s) may be equal to ±∞). 
From this lemma, we can consider the spectral function generated by f ∗. The next theorem
shows that this is exactly F ∗. Its (short) proof follows the demonstration of Theorem 2.6 in [18],
where the same result was obtained in the framework of Hermitian matrices. Corollary 31 is the
Jordan algebraic version of Theorem 3.2 of [18].
Theorem 30. Let Q be a nonempty symmetric set of Rr , let f : Q → R be a symmetric function
and let F be the spectral function generated by f. Then F ∗ is the spectral function generated by
f ∗.
Proof. Let s ∈ J be such that f ∗(λ(s)) < +∞. Denoting K :={u ∈ J|λ(u) ∈ Q}, we succes-
sively have:
F ∗(s) = sup
x∈K
[tr(xs) − F(x)] = sup
x∈K
[tr(xs) − f (λ(x))]
= sup
λ∈Q
[〈λ(s), λ〉 − f (λ)] = f ∗(λ(s)).
Theorem 23 justifies the second to last equality. 
As a straightforward corollary, we can establish how the subdifferential of a spectral function
is linked to the subdifferential of the function from which it has been generated.
Corollary 31. Using the same notation as in the previous theorem, the set F(x) equals:
{s ∈ J|λ(s) ∈ f (λ(x)), s and x have a similar joint decomposition}.
Proof. We have for all x, s ∈ J:
F ∗(s) + F(x) = f ∗(λ(s)) + f (λ(x)) 
r∑
i=1
λi(x)λi(s)  tr(xs).
An element s ∈ J belongs to F(x) if and only if F ∗(s) + F(x) = tr(xs). We reach the upper
bound of the first inequality if and only if λ(s) ∈ f (λ(x)); by Theorem 23, the equality holds in
the second inequality if and only if x and s have a similar joint decomposition. 
5.2. Directional derivative of eigenvalue functions
In this subsection, we apply the results above to compute the subdifferential of the function
Sp, from which we deduce an expression for the directional derivative of λi . Related results in the
framework of symmetric matrices can be found in [28], Theorem 3.5, Theorem 3.9 and corollaries.
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In the next lemma, we determine the differential of the support function ofSC(1p) for every
1  p  r . We denote by Rr↓ the set of r-dimensional vectors whose components are in the
decreasing order. We assume throughout this subsection that for every μ ∈ Rr↓, the number μ0 is
strictly greater than μ1, and μr+1 is strictly lower than μr .
Lemma 32. Let 1  p  r, and f be the support function ofSC(1p). We fix a vector μ ∈ Rr↓.
We define the integers lp  1 and up  0 such that:
μp−lp > μp−lp+1 = · · · = μp = · · · = μp+up > μp+up+1.
Then the set f (μ) equals:
{(1p−lp ;B1lp ; 0)|B is a (lp + up) × (lp + up) doubly stochastic matrix}.
Proof. According to Theorem 23.5 of [31], we have
f (μ) = arg max{〈γ, μ〉|γ ∈SC(1p)}.
Observe that, by an elementary application of Lemma 25, the relation γ ∈SC(1p) can be
equivalently rewritten as 0  γi  1 for every i and sr (γ ) = p. The above optimization problem
can then be reformulated as the following continuous knapsack problem:
f (μ) = arg max 〈γ, μ〉
s.t.
∑r
i=1 γi = p
0  γi  1, i = 1, . . . , r.
This continuous knapsack problem can be solved via the standard greedy approach (see for
instance Section 2.6 in [35]). All the optimal solutions γ ∗ to this problem satisfy:
γ ∗1 = · · · = γ ∗p−lp = 1 and γ ∗p+up+1 = · · · = γ ∗r = 0.
Hence, we are left with the conditions
p+up∑
i=p−lp+1
γ ∗i = lp, and 0  γ ∗i  1 for p − lp < i  p + up. (7)
Observe that every γ ∗ that complies with these conditions satisfies 〈γ ∗, μ〉 = 〈1p, μ〉 = f (μ).
Hence, they describe the subdifferential of f at μ.
For notational convenience, the (lp + up)-dimensional vector consisting of components p −
lp + 1 to p + up of γ ∗ is denoted by γ ∗mid. The condition (7) on coefficients of γ ∗mid can be
equivalently formulated as γ ∗mid ∈SC(1′lp ), where the vector 1′lp is (lp + up)-dimensional.
In view of Birkhoff’s Theorem, we finally get the desired form. 
As the reader may guess, the possible multiplicity of the eigenvalues of u should be carefully
treated in the computation of the subdifferential of Sp(u). Keeping this point in mind, let us
introduce a few notational conventions.
For each u = ∑ri=1 λi(u)ci ∈ J and each 1  p  r , we define the integers lp(u)  1 and
up(u)  0 such that they satisfy:
λ1(u) · · ·  λp−lp(u)(u) > λp−lp(u)+1(u) = · · · = λp(u) = · · · = λp+up(u)(u)
> λp+up(u)+1(u)  · · ·  λr(u).
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If we represent on a line the indices of the eigenvalues of u that are equal to λp(u), we obtain
a segment in N. Starting from p and going to the left, one can go as far as lp(u) − 1 on this
segment; going to the right, the largest distance one can move is up(u). The full length of the
segment is lp(u) + up(u) − 1, and the multiplicity of the eigenvalue λp(u) is lp(u) + up(u).
Moreover, we denote
f′p(u) :=cp−lp(u)+1 + · · · + cp+up(u);
we use a sans-serif typeface for this idempotent to avoid a possible confusion with a component
of the differential of a function f . In fact, f′p(u) is the idempotent given by the unique eigenspaces
spectral decomposition theorem (see Theorem 5) for the root ξj = λp(u). Consequently, f′p(u) is
uniquely defined, whatever may be the Jordan frame we have chosen for the complete spectral
decomposition of u.
We also write:
fp(u) :=c1 + c2 + · · · + cp−lp(u) and f
′′
p(u) :=cp+up(u)+1 + · · · + cr−1 + cr ,
so that e = fp(u) + f′p(u) + f′′p(u). Observe that these elements are uniquely defined and that their
pairwise products are all null.
Proposition 33. Let u ∈ J. We have:
Sp(u) = {v ∈S(1p)|v = fp(u) + v′, v′ ∈ J1(f′p(u)), tr(v′) = lp(u), 1  λi(v′)  0}.
Proof. Let us fix an element u inJ. Observe that, in view of Fan’s inequalities (see Lemma 20),
the function Sp is the support function of the setS(1p), which can be in turn constructed from
SC(1p) by the usual Jordan eigenvalues lifting.
Applying Corollary 31, the set Sp(u) is:
{v ∈ J|λ(v) ∈ f (λ(u)), u and v have a similar joint decomposition},
where the function f is the support function of SC(1p). From Lemma 32, we know that γ ∈
f (λ(u)) if and only if:
• γi = 1 for 1  i  p − lp(u);
• 0  γi  1 for p − lp(u) + 1  i  p + up(u), and the sum of these components equals
lp(u);
• and γi = 0 for p + up(u) + 1  i  r .
In view of Proposition 18 on similar joint decomposition, we deduce that:
v ∈ Sp(u) ⇔ v = fp(u) + v′,
where v′ ∈ J1(f′p(u)) is an element whose eigenvalues are between 0 and 1 and whose trace is
equal to lp(u). 
The following two corollaries are direct consequences of this explicit description of Sp(u).
This first one has been obtained independently in [34], Proposition 4.
Corollary 34. Let u = ∑ri=1 λi(u)ci ∈ J and 1  p  r. If p is the ending rank of a group of
equal eigenvalues of u, i.e. if up(u) = 0, then Sp is differentiable in u and Sp(u) = {fp(u) +
f′p(u)} =
{∑p
i=1 ci
}
.
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Proof. Let v ∈ Sp(u). By Proposition 33, we can write v = fp(u) + v′, where v′ ∈ J1(f′p(u)).
SinceJ1(f′p(u)) is a subalgebra ofJof rank lp(u) + up(u) = lp(u), since the eigenvalues ofv′ are
between 0 and 1, and since tr(v′) = lp(u), all the eigenvalues of v′ are equal to 1 inJ1(f′p(u)). Thus
v′ is the unit element ofJ1(f′p(u)) i.e. v′ = f′p(u). Hence Sp(u) = {fp(u) + f′p(u)} =
{∑p
i=1 ci
}
.
This subdifferential contains only one element, and it suffices to apply Theorem 25.1 in [31] to
conclude that Sp is differentiable in u. 
In the next corollary, we adopt the notation Sp(u;J′) := ∑pi=1 λi(u;J′) for every u in a sub-
algebraJ′ ofJ and every 1  p  rank(J′). As defined earlier, λi(u;J′) is the ith eigenvalue
of u in the subalgebraJ′.
In the special case where u ∈ J′ :=J1(c) for an idempotent c, one can easily reconstruct
λ(u;J) from λ(u;J′): it suffices to enlarge this vector by adding enough zero components (see
Theorem 11 and Proposition 12). In particular, the function Sp(·;J′) is equal to Sp on every
u ∈ J′ where λp(u;J)  0. Moreover, the trace ofJ′ is the restriction of the trace ofJ toJ′.
Corollary 35. Let u, h ∈ J, 1  p  r andJ′ :=J1(f′p(u)). Then
∇huSp(u) = tr(fp(u)h) + Slp(u)(Qf′p(u)h;J′).
Observe that Qf′p(u)h is the orthogonal projection of h onJ′.
Proof. By convexity of Sp, we can write in view of Theorem 23.4 in [31]:
∇huSp(u) = sup
v∈Sp(u)
tr(vh).
Thus, with lp := lp(u), fp := fp(u) and f′p := f′p(u), we successively have:
∇huSp(u)
= sup{tr(vh)|v ∈ Sp(u)}
= tr(fph) + sup{tr(v′h)|v′ ∈ J′, 0  λi(v′)  1 ∀i, tr(v′) = lp}
= tr(fph) + sup{tr(v′Qf′ph)|v′ ∈ J′, 0  λi(v′;J′)  1 ∀i, tr(v′) = lp}
= tr(fph) + Slp (Qf′ph;J′).
The second equality comes from Proposition 33. The third one follows from the fact that the
eigenvalues of v′ inJ and inJ′ are the same, except for the multiplicity of 0. We have also applied
the identity tr[(Qcx)y] = tr[(Qc(Qcx))y] = tr[(Qcx)(Qcy)], which holds for every idempotent
c in view of the fact that Qc is self-adjoint. The fourth one is an application of Lemma 20 in the
subalgebraJ′. 
This corollary confirms that Sp is in general not differentiable because the expression of
∇huSp(u) is not linear in h. Here, we have a linear part [tr(fp(u)h)] and a convex part [Slp(u)
(Qf′p(u)h;J′)].
We have now everything we need to compute the directional derivative of an eigenvalue. This
answers the first open question given in the conclusion of the preprint [34].
Theorem 36. Let u, h ∈ J and 1  p  r. We writeJ′ forJ1(f′p(u)). The directional derivative
∇huλp(u) exists and equals:
∇huλp(u) = λlp(u)(Qf′p(u)h;J′).
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Proof. Actually, this is a direct application of the previous corollary. For simplicity, we write
again lp := lp(u), fp := fp(u) and f′p := f′p(u).
Suppose first that p = 1. Since lp = 1 and fp = 0, we have
∇huλ1(u) = ∇huS1(u) = S1(Qf′ph;J′) = λ1(Qf′ph;J′).
Now, if p > 1, we have λp(u) = Sp(u) − Sp−1(u). Let us consider the case where lp > 1. Since
fp = fp−1, lp−1 = lp − 1 and f′p = f′p−1, we have:
∇huλp(u) = ∇huSp(u) − ∇huSp−1(u)
= tr(fph) + Slp (Qf′ph;J′) − tr(fp−1h) − Slp−1(Qf′p−1h;J1(f′p−1))
= λlp (Qf′ph;J′).
It remains to look at the situation when p > 1 and lp = 1. In this case, λp−1(u) > λp(u) and
up−1 = 0; using now Corollary 34, we get:
∇huλp(u) = ∇huSp(u) − ∇huSp−1(u)
= tr(fph) + S1(Qf′ph;J′) − tr(fph) = λ1(Qf′ph;J′). 
5.3. First derivatives of spectral functions
We show in this subsection how to differentiate spectral functions on Jordan algebras. For
Hermitian matrices, this problem has been solved by Adrian Lewis in [19], Theorem 1.1. Our
proof loosely follows his argument. Our result has also been obtained, independently of our work,
in the preprint [34], Theorem 21.
We first have to make an observation on the symmetry of the differential of a symmetric
function.
Remark 37. Let Q ⊆ Rr be an open symmetric set and let f : Q → R be a function that is
symmetric with respect to permutations. Suppose that f is differentiable in λ ∈ Q and that λi =
λj . Then f ′i (λ) = f ′j (λ).
Indeed,f is differentiable inPλ for everyP ∈P. The chain rule allows us to write∇hPλf (Pλ)=
∇P Thλ f (λ) for every direction h ∈ Rr . Analogously, ∇f (Pλ) = ∇f (λ)P T or f ′(Pλ) = Pf ′(λ).
In particular, ifP is the permutation that only exchanges the components i and j , we havePλ = λ,
and f ′(λ) = P Tf ′(λ). Thus f ′i (λ) = [P Tf ′(λ)]i = f ′j (λ).
Theorem 38. Let Q ⊆ Rr be an open symmetric set and f : Q → R be a symmetric function. We
define K :={v ∈ J|λ(v) ∈ Q} and F : K → R, v → F(v) :=f (λ(v)). Let u = ∑ri=1 λi(u)ci ∈
K. If the function f is differentiable in λ(u), then the function F is differentiable in u and
F ′(u) =
r∑
i=1
f ′i (λ(u))ci . (8)
Proof. Observe first that the formula (8) is independent on the particular spectral decomposition
of u we have taken, thanks to the symmetry of f (see Remark 37).
M. Baes / Linear Algebra and its Applications 422 (2007) 664–700 683
Let 	 > 0 and define the integers s, k1, . . . , ks such that ks := r and:
λ1(u) = · · · = λk1(u) > λk1+1(u) = · · · = λk2(u) > · · · λks (u).
We also put Mj :={kj−1 + 1, . . . , kj } (with k0 :=0) and ej := ∑i∈Mj ci . By differentiability of
f in λ(u), there exists an open and bounded neighborhood  of λ(u) such that:
|f (γ ) − f (λ(u)) − f ′(λ(u))T(γ − λ(u))|  	‖γ − λ(u)‖
for every γ ∈ . Let V :={v ∈ J|λ(v) ∈ }; this is an open and bounded neighborhood of u by
Theorem 27. We can further assume that:
|f ′kj (λ(u))[Skj (u + h) − Skj (u) − ∇huSkj (u)]|  	‖h‖J
for every h ∈ V − u and each 1  j  s by possibly reducing the set . Using the directional
derivative formula for Sp from Corollary 34, we can deduce from these inequalities:∣∣∣∣∣∣f ′kj (λ(u))
⎡
⎣∑
i∈Mj
(λi(u + h) − λi(u) − tr(cih))
⎤
⎦
∣∣∣∣∣∣
 |f ′kj (λ(u))[Skj (u + h) − Skj (u) − ∇huSkj (u)]|
+ |f ′kj (λ(u))[Skj−1(u + h) − Skj−1(u) − ∇huSkj−1(u)]|
 2	‖h‖J
for all h ∈ V − u. Summing these inequalities over all 1  j  s, we get:∣∣∣∣∣∣f ′(λ(u))T(λ(u + h) − λ(u)) −
s∑
j=1
f ′kj (λ(u))tr(ejh))
∣∣∣∣∣∣  2s	‖h‖J. (9)
The Lipschitz property for eigenvalues showed in Corollary 24 allows us to write for all
h ∈ V − u:
|f (λ(u + h))−f (λ(u))−f ′(λ(u))T(λ(u + h)−λ(u))|  	‖λ(u + h) − λ(u)‖  	‖h‖J.
In view of (9), we then get:∣∣∣∣∣∣F(u + h) − F(u) −
s∑
j=1
f ′kj (λ(u))tr(ejh)
∣∣∣∣∣∣  	(1 + 2s)‖h‖J.
Since V is open, h/‖h‖J can be arbitrarily chosen on the unit sphere ofJ, and
F ′(u) =
s∑
j=1
f ′kj (λ(u))ej =
r∑
i=1
f ′i (λ(u))ci . 
Corollary 39. If the function f is continuously differentiable in Q, the spectral function F
generated by f is continuously differentiable in K.
Proof. Let u ∈ K and (um)m0 be a sequence of K that converges to u. We denote the re-
spective complete spectral decompositions of these elements by u = ∑ri=1 λi(u)ci and um =∑r
i=1 λi(um)ci,m. The continuity of eigenvalues and of f ′ implies that limm→∞ f ′(λ(um)) =
f ′(λ(u)). It remains now to use Proposition 28 to get:
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lim
m→∞F
′(um) =
s∑
j=1
f ′kj (λ(u)) limm→∞
∑
i∈Mj
ci,m =
s∑
j=1
f ′kj (λ(u))ej = F ′(u). 
5.4. Convex properties of spectral functions
We analyze in this subsection how convex properties of a symmetric function are transferred
to the spectral function it generates. The first item of the following theorem has been obtained
in [18], Corollary 2.7, for convex lower semicontinuous spectral function on Hermitian matrices.
While Adrian Lewis has utilized some relationships between conjugate functions to get his result,
we use here a more elementary argument based on permutahedron’s description. It is interesting to
note that, in view of our proof, the convexity of spectral functions generated by convex functions
follows directly from the convexity of the functions Sp and from Birkhoff’s Theorem.
Definition 40. Let Q ⊆ Rn be a convex set. A function f : Q → R is strongly convex with
parameter σ with respect to the norm ‖ · ‖ if and only if for every x, y ∈ Q and every α ∈ [0, 1],
we can write:
αf (x) + (1 − α)f (y) − f (αx + (1 − α)y)  σ
2
α(1 − α)‖x − y‖2.
If the function f is differentiable on Q, this requirement is equivalent to
f (y) − f (x) − 〈f ′(x), y − x〉  σ
2
‖y − x‖2 for all x, y ∈ Q.
Theorem 41. Let Q ⊆ Rr be a symmetric set and K :={v ∈ J|λ(v) ∈ Q}, let f : Q → R be a
symmetric function. Let F : K → R, v → F(v) :=f (λ(v)).
• If f is convex, F is convex.
• If f is quasi-convex, F is quasi-convex.
• If f is twice differentiable and strongly convex with parameter σ for the Euclidean norm, F
is strongly convex with parameter σ for the norm ‖ · ‖J.
Proof. Let v0, v1 ∈K and α ∈ [0, 1]; let vα := (1 − α)v0+αv1 and λα := (1 − α)λ(v0) + αλ(v1).
We already know that K is convex, thus vα ∈ K . Further, we know from (6) that λ(vα) ∈SC(λα)
i.e. vα ∈S(λα). Let us now take an arbitraryμ ∈SC(λα). We can write it asμ = ∑r!j=1 αjPjλα ,
where the nonnegative αj ’s sum up to 1 and where the Pj ’s are all the permutation matrices ofP.
Suppose first that f is convex. Using convexity and symmetry of f , we get
f (μ) 
r!∑
j=1
αjf (Pjλα) =
r!∑
j=1
αjf (λα) = f (λα).
Hence:
F(vα) = f (λ(vα))  f (λα)  (1 − α)f (λ(v0)) + αf (λ(v1)) (10)
= (1 − α)F (v0) + αF(v1),
and F is convex as well.
Next, if f is quasi-convex, we get f (μ)  max1jr!{f (Pjλα)} = f (λα) by symmetry of f .
Hence, like in (10), we can write
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F(vα) = f (λ(vα))  f (λα)  max{f (λ(v0)), f (λ(v1))} = max{F(v0), F (v1)},
and F is quasi-convex.
If f is strongly convex with parameter σ , it is easy to see that f ′′(λ) − σI is positive
semidefinite (look in [26], Theorem 2.1.11); equivalently, g(λ) :=f (λ) − σ‖λ‖2/2 is convex. Let
F(v) :=f (λ(v)) and G(v) :=g(λ(v)) for every v ∈ K . Of course, F(v) = G(v) + σ tr(v2)/2; G
is convex by the first item. We need to make some straightforward computations before proving
the strong convexity of F . We have:
tr(v2α) − (1 − α)tr(v20) − αtr(v21)
= (1 − α)2tr(v20) + 2α(1 − α)tr(v0v1) + α2tr(v21) − (1 − α)tr(v20) − αtr(v21)
= −α(1 − α)tr(v20) + 2α(1 − α)tr(v0v1) − α(1 − α)tr(v21)
= −α(1 − α)tr(v0 − v1)2. (11)
Now, by convexity of G, we can write:
G(vα)  (1 − α)G(v0) + αG(v1),
or
F(vα) − σ tr(v2α)/2  (1 − α)F (v0) + αF(v1) − σ [(1 − α)tr(v20) + αtr(v21)]/2.
The identity on traces (11) allow us to write:
F(vα)  (1 − α)F (v0) + αF(v1) − σ [α(1 − α)tr(v0 − v1)2]/2,
which is equivalent to the strong convexity of F with the parameter σ . 
As an application of this theorem, one can check that the condition number cond(u) := λ1(u)
λr (u)
for u ∈ intKJ is a quasi-convex function, because
f (x) = max
1ir
xi
/
min
1ir
xi
is a symmetric quasi-convex function in Rr++.
Lipschitz continuity of the gradient of a function is one of the most frequently used properties
in the development of a number of optimization algorithms as well as in the evaluation of their
performances. To see how this smoothness property can be transmitted from a symmetric function
to the spectral function it generates, we recall below a classical result in convex analysis.
Lemma 42. Let A be a nonempty convex subset of Rn and f : A → R be a differentiable convex
function. Let 〈·, ·〉 be a scalar product of Rn, ‖ · ‖ the Euclidean norm it generates and f ∗ the
conjugate function of f constructed with it. Then we have:
f (y) − f (x) − 〈f ′(x), y − x〉  L
2
‖y − x‖2 ∀x, y ∈ domf (12)
(i.e. if f has a Lipschitz continuous gradient with parameter L) if and only if:
f ∗(y) − f ∗(x) − 〈f ∗′(x), y − x〉  1
2L
‖y − x‖2 ∀x, y ∈ domf ∗ (13)
(i.e. f ∗ is strictly convex with parameter 1/L).
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The “only if” part is proved in [14], Theorem X.4.2.2. The “if” part is a straightforward
adaptation of their proof.
Corollary 43. Let Q ⊆ Rr be a nonempty symmetric set and K :={v ∈ J|λ(v) ∈ Q}, let f :
Q → R be a convex, symmetric and differentiable function with a closed epigraph. Let F : K →
R, v → F(v) = f (λ(v)). If there exists a L > 0 such that for every λ1, λ2 ∈ Q,
‖f ′(λ1) − f ′(λ2)‖  L‖λ1 − λ2‖, (14)
then
‖F ′(v1) − F ′(v2)‖J  L‖v1 − v2‖J.
Proof. First of all, F is convex and differentiable because f is. It can easily be shown that (14)
is equivalent to (12). By the previous lemma, the conjugate f ∗ of f is strongly convex with
parameter 1/L for the Euclidean norm. The spectral function generated by f ∗ is F ∗ by Theorem
30. The third item of Theorem 41 shows that F ∗ is strongly convex with a parameter equal to
1/L. Since f has a closed epigraph, epiF is also closed by continuity of eigenvalues; hence the
conjugate of F ∗ is F (See [31], Corollary 12.2.1). Applying again the previous lemma, we deduce
that F has a Lipschitz continuous gradient with parameter L. 
6. Differentiability of spectral mappings
In this section, we turn our attention to spectral mappings and, more specifically, to their
differentiability properties. Our analysis is inspired by the work of Lewis and Sendov, who
computed the hessian of spectral functions on symmetric matrices. However, we need to solve
some extra technical difficulties due to the more general context we deal with.
6.1. Defining the problem
We start by introducing some notational conventions and some objects that we will keep
throughout the whole section.
Let Q ⊆ Rr be an open symmetric set and let g : Q → Rr be a symmetric mapping. We build
the set K :={v ∈ J|λ(v) ∈ Q} and we write G : K → J for the spectral mapping generated by
g. Let us fix an element u in K and one of its complete spectral decomposition u = ∑ri=1 λi(u)ci .
We set, as usual, the integers s, k1, . . . , ks such that ks := r and:
λ1(u) = · · · = λk1(u) > λk1+1(u) = · · · = λk2(u) > · · · λks (u).
We let Mα :={kα−1 + 1, . . . , kα} (with k0 = 0) and eα := ∑i∈Mαci ; the idempotents eα are
uniquely determined, becauseu = ∑rα=1 λkα (u)eα is the uniquely defined spectral decomposition
of u.
The corresponding Pierce subspaces are written Jαβ :=Qeα,eβJ. Of course, they are not
necessarily generated by minimal idempotents.
Suppose that g is continuous on an open neighborhood  of λ(u) and differentiable at λ(u).
Proving the continuity of G on V :={v ∈ J|λ(v) ∈ } requires only a straightforward adaptation
of Corollary 39. The main focus of this chapter is to check whether G is differentiable at u, and,
if it is the case, to provide a formula for its differential.
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The symmetry of g implies that its Jacobian matrix has the very specific block structure we
describe below, following Lemma 2.1 of [20].
Remark 44. Let P be a r × r permutation matrix and let σP be the corresponding mapping of
{1, . . . , r} to itself. Abbreviating λ(u) to λ, we can write for every h ∈ Rr , in view of the symmetry
of g:
∇g(λ)Ph = lim
	→0
g(λ + 	Ph) − g(λ)
	
= lim
	→0
g(PP Tλ + 	Ph) − g(PP Tλ)
	
= P lim
	→0
g(P Tλ + 	h) − g(P Tλ)
	
= P∇g(P Tλ)h.
When P Tλ = λ, we have for every indices i, j :
g′ij (λ) = g′σP (i),σP (j)(λ).
Suppose that i = j ; the previous relation implies that g′ii (λ) = g′σP (i),σP (i)(λ) when i and σP (i)
are in the same set Mα . Now, if i /= j , we get g′ij (λ) = g′σP (i),σP (j)(λ) when i and σP (i) lie in the
same set Mα , and j and σP (j) also belong to the same set Mβ .
Summarized,
g′(λ) = B(λ) + diag(b(λ)),
where Bij (λ) = Bkl(λ) and bi(λ) = bk(λ) if i, k are in the same Mα , and j , l are in the same
Mβ . If |Mα| = 1, we agree to set bkα (λ) :=g′kαkα (λ) and Bkαkα (λ) :=0. Note that B(λ) is not
necessarily a symmetric matrix.
Our task is to prove the existence of a linear operator  : J→ J that satisfies the following
differentiability statement.
For every 	 > 0 and each sequence (hm)m0 that converges to zero, there exists an integer m′
large enough to satisfy:
for every m  m′, ‖G(u + hm) − G(u) − (hm)‖  	‖hm‖. (15)
If this statement is true, the operator  is uniquely defined. It will then be the Jacobian ∇G(u)
of G at u.
Thus, we need to evaluate the ratio [G(u + hm) − G(u)]/‖hm‖ when m goes to infinity.
6.2. Fixing a converging sequence
Let us fix a sequence (hm)m0 ⊂ J\{0} that converges to zero. We assume beforehand that it
satisfies the following three properties.
• The point u + hm belongs to V for all m  0.
• The limit limm→∞ hm/‖hm‖ exists. We denote it by h.
• Fixing a spectral decomposition u + hm = ∑ri=1 λi(u + hm)ci,m for each m, the limit di :=
limm→∞ ci,m exists for every i. It is readily seen that {d1, . . . , dr} is a Jordan frame.
These three properties are not very restrictive in essence. Indeed, every sequence of J that
converges to zero has a subsequence that fulfils each of them by compactness of a converging
sequence.
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We denote eα,m := ∑i∈Mα ci,m. We have proved in Proposition 28, that eα,m tends to eα as m
goes to infinity.
In order to understand the link between the idempotents di and eα , we observe that:
r∑
i=1
λi(u)ci = u = lim
m→∞ u + hm = limm→∞
r∑
i=1
λi(u + hm)ci,m =
r∑
i=1
λi(u)di .
By the complete spectral decomposition theorem, we have
∑
i∈Mα di = eα . Hence di ∈ J1(eα)
for all i ∈ Mα .
We summarize below the limiting behavior of the sequences introduced above. For every
1  i  r and 1  α  s, we have:
hm → 0, hm‖hm‖ → h, λ(u + hm) → λ(u), ci,m → di, eα,m → eα; (16)
moreover,
di operator commutes with eα, and eα =
∑
j∈Mα
cj =
∑
j∈Mα
dj . (17)
6.3. Limiting behavior of a sequence of Jordan frames
We want to evaluate [G(u + hm) − G(u)]/‖hm‖ when m goes to infinity. The existence of the
directional derivative of eigenvalue functions established in Theorem 36 and the differentiability
of g in λ(u) allows us to reformulate this fraction as:
G(u + hm) − G(u)
‖hm‖ (18)
=
r∑
i=1
gi(λ(u + hm))ci,m − gi(λ(u))ci
‖hm‖
=
r∑
i=1
gi
(
λ(u) + ∇hmu λ(u) + o(‖hm‖)
)
ci,m − gi(λ(u))ci
‖hm‖
=
r∑
i=1
gi(λ(u))
ci,m − ci
‖hm‖ +
r∑
i=1
r∑
j=1
g′ij (λ(u))
∇hmu λj (u)ci,m
‖hm‖ + o(1), (19)
where, following the classical convention, o(·) denotes an asymptotically negligible quantity with
respect to its argument.
It is not a priori obvious that the right-hand side converges to a quantity independent of the
specific Jordan frame {c1, . . . , cr} we have taken to describe u. Therefore, we need to check
carefully that this is indeed the case. Also, this limit should not change if we take another
converging sequence (h′m)m0 for which the ratio h′m/‖h′m‖ tends to h as well.
To avoid a tedious notation overfilled with indecipherable indices of exponents, we write
λ′i (u, hm) :=∇hmu λi(u). By Theorem 36, we know that:
λ′i (u, hm) = λli (u)(Qf′i (u)hm;J1(f′i (u))),
where we have used the notational conventions of Subsection 5.2.
We divide both sides by ‖hm‖ and let m go to infinity. Since the eigenvalues are continuous,
this limit exists and is equal to λli (u)(Qf′i (u)h;J1(f′i (u))) = λ′i (u, h).
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The following observation indicates that λ′i (u, h) is invariant with respect to uniform shifts
of u.
Remark 45. For every direction h¯ ∈ J and every real number t , we haveλ′i (u + te, h¯) = λ′i (u, h¯).
Indeed, λ(u + te) = λ(u) + t1; hence li (u + te) = li (u) and f′i (u + te) = f′i (u), implying that:
λ′i (u + te, h¯) = λli (u+te)(Qf′i (u+te)h¯;J1(f′i (u + te)))
= λli (u)(Qf′i (u)h¯;J1(f′i (u))) = λ′i (u, h¯).
We finally set
zm(u) :=
r∑
i=1
λ′i (u, hm)ci,m, and z(u) :=
r∑
i=1
λ′i (u, h)di,
which is of course the limit of zm(u)/‖hm‖ when m goes to infinity. The element zm(u) is linear
in hm and operator commutes with u + hm; it can be interpreted as the coefficient of degree 1 in
‖hm‖ in an expansion of u + hm on the Jordan frame {c1,m, . . . , cr,m}.
Our differential ratio (19) now takes the following form:
G(u + hm) − G(u)
‖hm‖
=
s∑
α=1
gkα (λ(u))
eα,m − eα
‖hm‖ +
r∑
i=1
r∑
j=1
g′ij (λ(u))
λ′j (u, hm)ci,m
‖hm‖ + o(1) (20)
→ lim
m→∞
s∑
α=1
gkα (λ(u))
eα,m − eα
‖hm‖ +
r∑
i=1
r∑
j=1
g′ij (λ(u))λ′j (u, h)di (21)
The recalcitrant part of this expression lies in its first term, where we need to understand the
limiting behavior of a converging sequence of idempotents. In the following lemmas, we carry
out an asymptotic analysis of ratios of the type ci,m/‖hm‖. We found it simpler to perform this
analysis separately over each Pierce subspacesJαβ = Qeα,eβJ.
As the following technical lemma suggests, the elements zm(u) and z(u) are closely related to
the ratios we want to describe.
Lemma 46. We have:
(1) h − z(u) = limm→∞∑sα=1 λkα (u)eα,m − eα/‖hm‖.
(2) tr[Qeα(h − z(u))] = 0 for every 1  α  s.
Proof
(1) In view of the directional differentiability of eigenvalues, we can write:
u + hm =
r∑
i=1
λi(u + hm)ci,m
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=
r∑
i=1
λi(u)ci,m +
r∑
i=1
λ′i (u, hm)ci,m + o(hm)
=
r∑
i=1
λi(u)ci,m + zm(u) + o(hm).
Thus,
lim
m→∞
hm − zm(u)
‖hm‖ = limm→∞
∑r
i=1 λi(u)ci,m − u
‖hm‖ = limm→∞
r∑
i=1
λi(u)
ci,m − ci
‖hm‖ .
The first term equals h − z(u).
(2) Notice that:
tr(Qeαz(u)) =
s∑
β=1
∑
i∈Mβ
λ′i (u, h)tr(Qeαdi) =
∑
i∈Mα
λ′i (u, h)tr(Qeαdi)
=
∑
i∈Mα
λli (u)(Qf′i (u)h;J1(f′(u)))
as Qeαdi = di when i ∈ Mα and Qeαdi = 0 otherwise (remember the relations (17)).
In this summation, the numbers li (u) run from 1 to |Mα|. Moreover, f′i (u) = eα for every
i ∈ Mα . Hence all the eigenvalues in the right-hand side stem from the same subalgebra
J1(eα) and:
tr(Qeαz(u)) =
|Mα |∑
i=1
λi(Qeαh;J1(eα)) = tr(Qeαh), (22)
because the eigenvalues of Qeαh inJ1(eα) are the same as those of Qeαh inJ except for
the multiplicity of the eigenvalue 0. 
The following observation continues the analysis of projections of z(u) on Pierce subspaces
Jαβ that we have started in the second item of the previous lemma.
Remark 47. Let 1  α /= β  s be two integers. We have:
Qeα,eβ z(u) =
r∑
i=1
λ′i (u, h)Qeα,eβ di = 0,
since each di operator commutes with every idempotent ej , in view of (17).
Lemma 48. For every 1  α  s, we have:
lim
m→∞Qcj ,cj ′
ci,m
‖hm‖ = 0 when j, j
′ ∈ Mα and i /∈ Mα, (23)
lim
m→∞Qcj,m,cj ′,m
ci
‖hm‖ = 0 when j, j
′ ∈ Mα and i /∈ Mα (24)
and
lim
m→∞
Qeαeα,m − eα
‖hm‖ = 0. (25)
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Proof. For simplicity, we set λks+1 to −∞.
We start with the following simple observation: for every 1  i  r , every 1  α  s and each
subset I of Mα , we have:
tr(Qeαci,m) = tr(Qcci,m) + tr(Qeα−cci,m) for c =
∑
j∈I
cj .
(This is an immediate application of item 7 of Theorem 11.)
Now, we prove (23) and (24) for α :=1. Let I ⊆ M1 and c = ∑j∈I cj . For every real number
t , we can write:
0 = tr[Qe1(h − z(u))] = tr[Qe1(h − z(u + te))]
= (λ1(u) + t) lim
m→∞
tr(Qe1e1,m) − |M1|
‖hm‖ (26)
+
s∑
j=2
∑
i∈Mj
(λkj (u) + t) limm→∞
(
tr(Qcci,m)
‖hm‖ +
tr(Qe1−cci,m)
‖hm‖
)
.
The first equality comes from Lemma 46, item 2. The second one is justified by Remark 45. The
third one relies on Lemma 46, item 1, while our preliminary observation justifies the decomposition
in the parentheses. Now, note that:
|M1| = tr(Qe1e) = tr(Qe1e1,m) + tr(Qe1(e − e1,m))  tr(Qe1e1,m)
and that tr(Qcci,m), tr(Qe−cci,m) are nonnegative. If we choose t := − (λ1(u) + λk2(u))/2, all
the terms of (26) are negative or null. Consequently, they are all null in the limit. When i /∈ M1, the
ratio tr(Qcci,m)/‖hm‖ tends to 0 as m goes to infinity. Proposition 16 implies that Qcci,m/‖hm‖
also goes to 0 at the limit. The relation (23) for α :=1 follows trivially for I :={j, j ′}, I :={j},
and I :={j ′}.
Now, since
lim
m→∞ tr(Qe1,m(h − z(u + te))) = 0
and since tr(Qcc′) = tr(Qc′c) for every pair of idempotents c and c′, one can prove the case α :=1
of relations (24) by the same argument.
Suppose now that (23) and (24) are proved forα ∈ {1, . . . , l − 1} and let us show these relations
for α := l. Let I ⊆ Ml and c = ∑j∈I cj . We have now:
0 = tr(Qel (h − z(u + te)))
=
l−1∑
j=1
(λkj (u) + t) limm→∞
tr(Qel ej,m)
‖hm‖ + (λkl (u) + t) limm→∞
tr(Qel el,m) − |Ml |
‖hm‖
+
s∑
j=l+1
∑
i∈Mj
(λkj (u) + t) limm→∞
(
tr(Qcci,m)
‖hm‖ +
tr(Qel−cci,m)
‖hm‖
)
. (27)
By the recurrence hypothesis and the relation tr(Qel ej,m) = tr(Qej,mel), the first sum is equal
to zero. Now, if we take −λkl < t < −λkl+1 , all the remaining terms in (27) are negative or
null. Applying the same argument as before, we deduce from it the relations (23) for α = l. The
corresponding relations in (24) are proved by a similar argument.
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It remains to show (25). For this, just observe that:
0 = lim
m→∞
Qeαe − eα
‖hm‖ =
∑
l /=α
lim
m→∞
Qeαel,m
‖hm‖ + limm→∞
Qeαeα,m − eα
‖hm‖ .
In view of (23), the first limit is equal to 0. The remaining term is thus equal to zero, and everything
is shown. 
If we combine this lemma with item 2 of Lemma 46, we obtain:
Qeα(h − z(u)) = limm→∞ λkα (u)
Qeαeα,m − eα
‖hm‖ + limm→∞
∑
β /=α
λkβ (u)
Qeαeβ,m
‖hm‖ = 0 (28)
for all 1  α  s. This relation, together with Remark 47, proves that z(u) does not depend on the
particular sequence (hm)m0 we have chosen, but only on h. In fact, we can now easily formulate
z(u) as a function of h:
z(u) =
s∑
α=1
Qeαz(u) +
∑
β /=α
Qeα,eβ z(u) =
s∑
α=1
Qeαz(u) =
s∑
α=1
Qeαh.
As expected, z(u) varies linearly with respect to h.
We can further exploit the previous lemma to compute other projections of the limit
lim
m→∞ ci,m/‖hm‖.
Lemma 49. Suppose that i ∈ Mα, j ∈ Mβ and k ∈ Mγ are three different sets. Then
lim
m→∞
Qci,cj ck,m
‖hm‖ = 0. (29)
Moreover,
lim
m→∞
Qci,cj (eα,m + eβ,m)
‖hm‖ = 0. (30)
Proof. We know by the previous lemma that:
lim
m→∞
Qci ck,m
‖hm‖ = 0 and limm→∞
Qcj ck,m
‖hm‖ = 0.
Hence
lim
m→∞
tr(Qci ck,m)
‖hm‖ = 0 and limm→∞
tr(Qcj ck,m)
‖hm‖ = 0.
Item 7 of Theorem 11 allows us to add these two equalities as follows:
lim
m→∞
tr(Qci+cj ck,m)
‖hm‖ = 0,
and, by Proposition 16, we have:
0 = lim
m→∞
Qci+cj ck,m
‖hm‖ = limm→∞
Qci ck,m
‖hm‖ + limm→∞
Qcj ck,m
‖hm‖ + 2 limm→∞
Qci,cj ck,m
‖hm‖ .
It remains to note that the two first terms are null to show (29).
The computation of limit (30) results as a straightforward consequence of (29). To see this, it
suffices to write:
0 = lim
m→∞
Qci,cj e
‖hm‖ = limm→∞
Qci,cj
(
eα,m + eβ,m
)
‖hm‖ +
∑
l /∈Mα,Mβ
lim
m→∞
Qci,cj cl,m
‖hm‖ ,
and to notice that the second term is null. 
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The next lemma covers the only situation we have not yet considered in the two previous
demonstrations.
Lemma 50. Let i ∈ Mα and j ∈ Mβ, with α /= β. Then:
lim
m→∞
[
λkα (u)
Qci,cj eα,m
‖hm‖ + λkβ (u)
Qci,cj eβ,m
‖hm‖
]
= Qci,cj h. (31)
For every A,B ∈ R, we have:
lim
m→∞
[
A
Qci,cj eα,m
‖hm‖ + B
Qci,cj eβ,m
‖hm‖
]
= A − B
λkα (u) − λkβ (u)
Qci,cj h. (32)
Proof. By Lemma 46, we have:
Qci,cj (h − z(u)) = limm→∞
[
λkα (u)
Qci,cj eα,m
‖hm‖ + λkβ (u)
Qci,cj eβ,m
‖hm‖
]
+
∑
γ /=α,β
λkγ (u) limm→∞
Qci,cj eγ,m
‖hm‖ .
In view of Lemma 49, the second limit equals zero. Remark 45 shows that Qci,cj z(u) = 0 and
the limit (31) is proved.
For the sake of simplicity, we set:
x :=λkα (u), y :=λkβ (u), am :=Qci,cj eα,m/‖hm‖ and bm :=Qci,cj eβ,m/‖hm‖.
We know that am + bm goes to 0 when m tends to infinity in view of Eq. (30). Elementary
manipulations yield:
(Bx − Ay)(am + bm) = (x − y)(Aam + Bbm) + (B − A)(xam + ybm).
Using (31), we note that the last term tends to (B − A)Qci,cj h as m goes to ∞. We are thus
left with:
lim
m→∞Aam + Bbm =
A − B
x − y Qci,cj h. 
At this point, we have all the necessary instruments for computing the Jacobian matrix of a
spectral function.
6.4. Jacobian of spectral mapping
We specify now the operator , our candidate for the Jacobian of G in u. As mentioned earlier,
is convenient to describe its behavior on each Pierce subspaceJαβ :=Qeα,eβJ separately.
• For all 1  α  s, we set:
Qeα(h) :=bkα (λ(u))Qeαh +
s∑
β=1
Bkαkβ (λ(u))tr(Qeβh)eα,
where the functions Bkαkβ , bkα were defined in Remark 44. They are constructed from the
coefficients of g′(λ(u)).
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• For all α, β ∈ {1, . . . , s} with α /= β, we set:
Qeα,eβ(h) :=
gkα (λ(u)) − gkβ (λ(u))
λkα (u) − λkβ (u)
Qeα,eβ h.
Of course, this description is free from any ambiguity that could be caused by the particular
choice of the Jordan frame {c1, . . . , cr} in the spectral decomposition of u. Note also that (h)
is linear in h.
The following theorem constitutes the main result of this section. Its proof loosely follows Lewis
and Sendov’s demonstration of the corresponding statement for Hessians of spectral functions in
the framework of symmetric matrices (see Theorem 3.2 in [20]).
Theorem 51. The spectral mapping G is differentiable in u, and ∇G(u)h = (h).
Proof. Let (vm)m0 ⊆ J be a sequence converging to 0. Suppose that, contrary to the statement,
the fraction
G(u + vm) − G(u) − (vm)
‖vm‖
does not tend to 0 as m goes to ∞, i.e. that there exists an 	 > 0 strictly smaller than the norm
of each of the ratios. There exists a subsequence (hm)m0 of our sequence (vm)m0 that satisfies
the three assumptions we stated on p. 687. Let
m := G(u + hm) − G(u) − (hm)‖hm‖ ;
we will check that m tends to zero as m goes to ∞, giving a contradiction.
In view of the development (19), we expand this differential ratio as:
m =
s∑
α=1
gkα (λ(u))
eα,m − eα
‖hm‖ +
r∑
i,j=1
g′ij (λ(u))
λ′j (u, hm)ci,m
‖hm‖ − 
(
hm
‖hm‖
)
+ o(1).
Part 1: subspacesJ1(eα)
We fix an integer 1  α  s. The projection of m onJ1(eα) is:
Qeαm = gkα (λ(u))
Qeαeα,m − eα
‖hm‖ +
∑
β /=α
gkβ (λ(u))
Qeαeβ,m
‖hm‖
+
∑
i∈Mα
r∑
j=1
g′ij (λ(u))
λ′j (u, hm)Qeαci,m
‖hm‖
+
∑
i /∈Mα
r∑
j=1
g′ij (λ(u))
λ′j (u, hm)Qeαci,m
‖hm‖
− Qeα
(
hm
‖hm‖
)
+ o(1).
The two first terms of the right-hand side, as well as the fourth term, go to 0 as m goes to
infinity by (25) and (23). Exploiting the structure of g′(λ(u)) given in Remark 44, we derive:
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lim
m→∞Qeαm =
r∑
j=1
Bkαj (λ(u)) limm→∞
λ′j (u, hm)Qeαeα,m
‖hm‖
+
∑
i∈Mα
bi(λ(u)) lim
m→∞
λ′i (u, hm)Qeαci,m
‖hm‖ − Qeα(h)
The first limit of the right-hand side goes to λ′j (u, h)eα in view of Proposition 28 and of the
fact that λ′j (u, hm)/‖hm‖ tends to λ′j (u, h). The second limit is simply:
lim
m→∞QeαQci,m
zm(u)
‖hm‖ = QeαQdi z(u) = QdiQeαz(u).
Thus, we get:
lim
m→∞Qeαm =
r∑
j=1
Bkαj (λ(u))λ
′
j (u, h)eα +
∑
i∈Mα
bi(λ(u))QdiQeαz(u) − Qeα(h)
=
r∑
j=1
Bkαj (λ(u))λ
′
j (u, h)eα + bkα (λ(u))Qeαh − Qeα(h).
The last equality holds because the considered components of bi(λ(u)) are all equal and because
of the identity (28).
Finally, the first term can successively be rewritten as:
r∑
j=1
Bkαj (λ(u))λ
′
j (u, h)eα =
s∑
β=1
Bkαkβ (λ(u))
∑
i∈Mβ
λ′i (u, h)eα
=
s∑
β=1
Bkαkβ (λ(u))tr(Qeβh)eα,
where the last inequality is justified by the same argument as in (22), based on the links between
eigenvalues of an element v ∈ J1(c) on J and on J1(c). The limit of Qeαm is then exactly
equal to 0 by definition of .
Part 2: subspaces Qeα,eβJ
Now, we study the projection of m on the other Pierce subspaces. Let 1  α /= β  s. We
have now:
Qeα,eβm = gkα (λ(u))
Qeα,eβ eα,m
‖hm‖ + gkβ (λ(u))
Qeα,eβ eβ,m
‖hm‖
+
∑
γ /=α,β
gkγ (λ(u))
∑
i∈Mγ
Qeα,eβ ci,m
‖hm‖
+
r∑
i,j=1
g′ij (λ(u))
λ′j (u, hm)
‖hm‖ Qeα,eβ ci,m
−Qeα,eβ
(
hm
‖hm‖
)
+ o(1).
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We already know by (29) that the third term goes to 0 as m tends to infinity. In view of the operator
commutativity of di with every eγ , we have:
lim
m→∞
λ′j (u, hm)
‖hm‖ Qeα,eβ ci,m = λ
′
j (u, h)Qeα,eβ di = 0,
and the fourth terms also tends to zero. We are left with:
lim
m→∞Qeα,eβm = limm→∞
[
gkα (λ(u))
Qeα,eβ eα,m
‖hm‖ + gkβ (λ(u))
Qeα,eβ eβ,m
‖hm‖
]
− Qeα,eβ(h)
= gkα (λ(u)) − gkβ (λ(u))
λkα − λkβ
Qeα,eβ h − Qeα,eβ(h) = 0.
For the second equality, we have used (32) with A :=gkα (λ(u)) and B :=gkβ (λ(u)). 
Jacobian of the spectral mapping G
Let u = ∑ri=1 λi(u)ci = ∑sα=1 λkα (u)eα ∈ domG. If g′(λ(u)) = diag(b) + B, we have for
every h ∈ J:
• Qeα∇G(u)h = bkαQeαh +
∑s
β=1 Bkαkβ tr(Qeβh)eα .
• Qeα,eβ∇G(u)h =
gkα (λ(u))−gkβ (λ(u))
λkα (u)−λkβ (u) Qeα,eβ h.
Let v,w ∈ J and vαβ :=Qeα,eβ v, wαβ :=Qeα,eβw. Then:
〈∇G(u)v,w〉 =
s∑
α=1
bkα tr(vααwαα) +
s∑
α,β=1
Bkαkβ tr(vββ)tr(wαα)
+ 2
∑
α /=β
gkα (λ(u)) − gkβ (λ(u))
λkα (u) − λkβ (u)
tr(vαβwαβ).
In this formula, the nonsymmetric part lies in the second term and comes only from the (possible)
nonsymmetry of ∇g(u); that is, the way we have built G from g does not change the symmetry of
the Jacobian matrix. The third term of the expression translates the Jordan frame differentiation.
Theorem 51 allows us to obtain very easily a formula for the Hessian of a spectral function.
This formula has been found independently, using a different technique, in the preprint [34]. As
mentioned earlier, Lewis and Sendov proved it in the framework of symmetric matrices [20].
Corollary 52. Letf be a spectral function that is twice differentiable in a pointλ of its domain and
continuously differentiable on an open neighborhood  of λ. The spectral function F generated
by f is twice differentiable in each point u whose eigenvalues equals λ.
Proof. Let V :={v ∈ J|λ(v) ∈ }. We know from Theorem 38 that G :=F ′ is continuous on V .
Observe that g :=f ′ is a symmetric mapping in view of Remark 37 and that G is the spectral
mapping it generates. It suffices now to apply Theorem 51 to obtain the final result. In the
framed formula above, we only have to replace g by f ′ and to set b(λ(u)) and B(λ(u)) so
that f ′′(λ(u)) = diag(b(λ(u))) + B(λ(u)) following the same rules as in Remark 44. Observe
that the matrix B(λ(u)) is symmetric in this case. 
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6.5. Continuous differentiability of spectral mappings
Using our formula for the Jacobian matrix of a spectral mapping, we verify here that if g
is continuously differentiable, then G is also continuously differentiable. The structure of our
proof essentially follows [20], Lemma 4.1 and Theorem 4.2. As some adaptations to the Jordan
algebraic are needed at several places, we include here its proof.
With respect to the previous sections, we add the extra assumption that the symmetric mapping
g is continuously differentiable on the set. The following theorem shows that G is continuously
differentiable on the set V :={v ∈ J|λ(v) ∈ }.
Theorem 53. Suppose that (um)m0 ⊆ V is a sequence converging to u. Then
lim
m→∞ ∇G(um)h = ∇G(u)h;
that is, G is continuously differentiable in u.
Proof. Note that G is differentiable on V by the theorem on the Jacobian of a spectral mapping.
On a first step, we prove the theorem for sequences (um)m0 that satisfy the two following
conditions.
• Each element um is regular, that is, all the eigenvalues of um are distinct.
• Letum = ∑ri=1 λi(um)ci,m be the spectral decomposition ofum. In view of the first assumption
on um, both Theorems 5 and 7 entail the same decomposition. We assume that limm→∞ ci,m
exists and equals ci for each i.
Of course, we have by assumption the following limiting behaviors:
λ(um) →λ(u), (33)
B(λ(um)) + diag(b(λ(um))) →B(λ(u)) + diag(b(λ(u))).
This last limit can subsequently be rewritten as:
Bij (λ(um)) → Bij (λ(u)) for i /= j,
bi(λ(um)) → bi(λ(u)) if i ∈ Mα and |Mα| = 1.
We need to check that every projection Qci,cj ∇G(um)h effectively converges to the corre-
sponding projection Qci,cj ∇G(u)h. Equivalently, since the sequence of operators Qci,m,cj,m tends
to Qci,cj , we need to verify that:
lim
m→∞Qci,m,cj,m∇G(um)h = Qci,cj ∇G(u)h for every i, j.
Let us fix two integers 1  α, β  s. We also consider two integers i ∈ Mα and j ∈ Mβ . We
distinguish three cases.
The case i = j . Since QciQeα = Qci , we have in view of the Jacobian’s formula:
Qci∇G(u)h = bi(λ(u))Qci h +
s∑
γ=1
Bkγ i(λ(u))tr(Qeγ h)ci
= bi(λ(u))Qci h +
r∑
l=1
Bli(λ(u))tr(Qclh)ci .
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Suppose that i ∈ Mα . Considering the cases where Mα contains one element or more than one
separately, it is now obvious from (33) that
Qci,m∇G(um)h = bi(λ(um))Qci,mh +
r∑
l=1
Bli(λ(um))tr(Qclmh)ci,m
goes to Qci∇G(u)h as m tends to infinity.
The case i /= j and α = β. Now, we have Qci,cj Qeα = Qci,cj and Qci,cj eα = 0. Hence,
Qci,cj ∇G(u)h = bkα (λ(u))Qci,cj h = [g′ii (λ(u)) − g′ij (λ(u))]Qci,cj h (34)
by the definition of b given in Remark 44. Also, we have:
Qci,m,cj,m∇G(um)h =
gj (λ(um)) − gi(λ(um))
λj (um) − λi(um) Qci,m,cj,mh. (35)
Now, let P denote the r × r permutation matrix that exchanges the ith component with the
j th, and let vˆk be the vector of Rr that has its kth component equal to 1, all the others being null.
For all μ ∈ Rr , we have by definition of P :
Pμ = μ + (μj − μi)(vˆi − vˆj ) and gj (μ) = [P Tg(Pμ)]j = gi(Pμ).
Hence, taking αm :=λj (um) − λi(um), we obtain:
lim
m→∞
gj (λ(um)) − gi(λ(um))
λj (um) − λi(um)
= lim
m→∞
gi(λ(um) + αm(vˆi − vˆj )) − gi(λ(um))
αm
= lim
m→∞
r∑
k=1
∇gi(λ(um))(vˆi − vˆj ) = g′ii (λ(u)) − g′ij (λ(u)),
and (35) tends to (34).
The case α /= β. The component of ∇G(u)h we deal with here has the following form:
Qci,cj ∇G(u)h =
gj (λ(u)) − gi(λ(u))
λj (u) − λi(u) Qci,cj h.
In view of (33), it is just obvious that this is the limit point of:
Qcim,cjm∇G(um)h =
gj (λ(um)) − gi(λ(um))
λj (um) − λi(um) Qcim,cjmh.
Consequently, the theorem is proved for the particular subsequences (um)m0 we have chosen at
first. A simple compactness argument allows us to drop the second assumption on the convergence
of the sequences (ci,m)m0.
It remains to discard the regularity assumption: assume now that the elements of sequence
(um)m0 ⊆ V may have multiple eigenvalues. Since the set of regular elements is dense in J,
there exists for every m  0 a sequence (uml)l0 of regular elements that converges to um. From
the first part of the proof, we know that liml→∞ ∇G(uml)h = ∇G(um)h. Hence there exists a
lm ∈ N such that for every l  lm
‖uml − um‖  1
m
and ‖∇G(uml)h − ∇G(um)h‖  1
m
.
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Let u′m :=umlm and take an 	 > 0. Since (u′m)m0 is a sequence of regular elements that con-
verges to u, there exists a m′  2/	 such that, for all m  m′, we have ‖∇G(u′m)h − ∇G(u)h‖ 
	/2. If m  m′, we can thus write:
‖∇G(um)h − ∇G(u)h‖
 ‖∇G(um)h − ∇G(u′m)h‖ + ‖∇G(u′m)h − ∇G(u)h‖  	/2 + 	/2 = 	
and ∇G(um)h converges to ∇G(u)h. 
Needless to say, this theorem allows us to show that if a symmetric function is twice continu-
ously differentiable, the spectral function it generates is also twice differentiable.
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