The study focuses on problems related to the application of Artificial Intelligence (AI) The subject of application of this study is teaching decision-making skills in network design.
Introduction
AI principles and techniques are applied in this study to the generation, testing and recommendation of teaching materials (examples of computer network topologies), as a way to provide Web-based help. It also studies the use of teacher-related data to support the recommendation of teaching materials.
The problem
Teachers usually lack the time to create materials for their courses. Researchers are concerned that teachers must spend a lot of time and effort preparing Computer-Based Teaching (CBT) or using Web-based Technology (WBT) to enrich and support their courses [16, 11] . Furthermore, teachers do not have enough time to learn how to use tools for the creation of their teaching materials. They can not deal with difficult interfaces or spend a lot of time in training. In addition, many of the current applications of the New Information and Communication Technology (NICT) in education, such as multimedia and the Internet, are difficult to use for students and teachers [4] , and require training for effective use. While some tools, applications and information systems are easier for programmers or advanced users, most of the tools are difficult for many people.
Objective
The key question is how to apply appropriate techniques of artificial intelligence for the generation, testing and recommendation of teaching materials, specifically examples of computer network topologies, as a way to providing Web-Based Help to teachers engaged in authoring Educational Adaptive Hypermedia (EAH). These aspects are intended to address and solve the problem of time needed to create teaching materials.
Solutions
This study focuses on the teachers` problems to provide solutions to them. Teachers using an authoring tool to create their course materials may or may not learn how to use it. Consequently, the main idea is to help teachers use a tool rather than teaching how to use it, and the solution created is a Web-based assistant, ARIALE (Authoring Resources for Implementing Adaptive Learning Environments), made up of a web site with an authoring tool for the creation of learning sessions to teach network design and, an intelligent help system. The intelligent help system has two main functions: One is generating, testing and recommending examples and learning session to teachers, and the other one is offering adaptive, context-sensitive and Web-based help on how to use the authoring tool.
This article focuses on generation, testing and recommendation of computer network examples to teachers. The author has also published papers related to adaptive, context-sensitive Web-based help of an intelligent help system [22, 23] .
Background literature
Each teacher´s expertise is unique [9] ; as a consequence, an EAH needs to have teachers' profiles to allow adaptation to needs, limits, and pedagogical goals of different teachers. This personalization requires using a Teacher Model that stores data such as the language used by the teacher, his skills performing a particular task and personal information (name, age, and identification). A Teacher Model is the information about all human teachers and their personal manner of teaching a subject.
Many methods can be used to model the teachers' characteristics, especially for the initialization of a Teacher Model such as classification. Classification maps teacher's data into one of several predetermined classes. "In the web domain, classes usually represent different user profiles and classification is performed using selected features that describe each user's category. The most common classification algorithms are decision trees, naïve Bayesian classifier, neural networks, k-nearest neighbor and so on" [6] . Data stored in the Teacher Model allows the assistant to support the recommendation of teaching materials.
Help and recommendations
Related to Web-based help, there are two additional approaches in supporting users: learning support and problem solving support. The learning support helps users extend their knowledge about a subject. Problem-solving support helps users find the solution to a problem [1] . These types of intelligent help decrease the user's cognitive load when the user has to deal with complex or unknown environments. Problem-solving support can be implemented by means of a recommender system. For example, recommender systems can provide a sorted list of possible solutions to a problem according to the characteristics of the user. Basically, recommenders use two methods: content-based filtering and collaborative filtering. Content-based filtering takes into account the preferences of the user. For example, if a teacher prefers examples of mid-range cost computer networks with high reliability, the system recommends such examples. Collaborative filtering infers that users with similar behavior can have analogous interests [6] . A recommender system is also intended to "learn about a person's needs and then proactively identify and recommend information that meets those needs" [3] . An intelligent help system learns when stored knowledge changes to reflect new data [5] , or when the organization of the knowledge changes. More specifically, a system learns when it changes its knowledge, the organization or representation of its knowledge, and its skills to better perform a task in the future.
2 Machine learning
Machine learning (ML) is an area in artificial intelligence that analyses how a system can extract knowledge from examples or experience to change its knowledge base [24] . ML algorithms increase knowledge or skills of the system to perform a task or to solve a problem in different ways depending on the context and without human intervention. More specific machine learning methods are induction, which generalizes a concept from a set of examples; and analysis, which assumes that a concept can be derived from a given domain theory, such as a set of characteristics of some items in a classification process [24] . The key interests are in two main procedures of ML related to induction and analysis: classification learning (learning to put instances into pre-defined classes) and association learning (learning relationships among the attributes). A classification learning method is the Bayesian classification (Bayesian learning) [12] . This method is based on the Bayesian theory, which uses previously known results to calculate more probabilities. According to this theory, an event has unconditioned probability or prior probability assigned in the absence of knowledge supporting its occurrence or absence. A conditional probability or posterior probability is the probability of an event given some evidence. The Bayesian theory is expressed by the Bayes' Theorem
which states: "The probability that hypothesis A is true given that evidence B is observed, is equal to the product of the probability of B being observed given that A is true and the probability of A being true, divided by the sum of the products of the probabilities that B is observed given that alternative hypotheses are true and the probabilities of these alternative hypotheses " [10] .
A naïve Bayes' classifier is a method to classify new evidence according to given prior evidence. This classifier relays on the hypothesis of conditional independence of attributes of a evidence given the class, reason why is called "naïve". This type of classifier can classify sets of inputs and learn new inputs to anticipate a result or a behaviour. A Bayesian classifier requires the definition of classes and a dataset of training examples previously grouped in these classes. Given a new example E with some attributes and a set of old examples in a case-base divided into classes can represent the new example as a vector of attributes E = <a1, a2,…an>. These attributes have to be compared to the attributes of each example in the case-base. A naïve Bayesian classifier does not compare each attribute directly. Instead, this classifier takes into account the prior probability assigned to the set of examples in the base, and combines it with the observed data of a new instance yet to be classified. The result of this combination is a posterior probability assigned to each class. This algorithm assumes that the class with the highest probability is the class to classify the new evidence.
Previous studies
Regarding pedagogical aspects, researchers are not interested in modelling the implementer teacher expertise in teaching because they are concentrated in creating the perfect teacher rather than a teacher's tool. Researchers in this area have been working for a long time in student modelling and systems that can interact with students but not necessarily with human teachers. In general terms, it's not common in the community of researchers in EAH to have research focusing on the teacher's problems to adapt EAHs to his pedagogical goals and preferences. In contrast, this research pays attention to the Teacher Model [21, 26] , an aspect that has been neglected by the majority of researchers in EAH, and this Teacher Model is used to support the decision of the system in recommendation, adaptation and help .
Some EAHs share materials among teachers [2, 27] , leaving the selection of examples in the teacher's hands. Unlike ARIALE, these systems do not usually recommend examples in a personalized manner, in order to reduce the cognitive overload caused by leaving the example selection to the teachers. Another important aspect is that the automatic generation of courseware material, particularly examples, is not a common function of EAH. In contrast with the systems MULTIBOOK [7] and HYPER-ITS [14] , the contribution of this system is not only the generation of more complex examples in a probabilistic manner, but also the use of these generated examples to increase the knowledge base of the system. By classifying examples, our system also learns the class of examples that the teacher prefers.
Although CACTUS [8] , WEAR [27] and AIMS [2] are systems that address the problem of supporting teachers authoring teaching materials, these investigations do not focus on strategies and techniques to offer context adaptive Web-based help.
Generation, testing and recommendation
This section explains how the system generates, tests and recommends examples that teachers can reuse to save time when he lacks the time to create examples from scratch. Recommending examples is a help technique that is part of our intelligent help system, which supports teachers while they are authoring learning sessions.
According to the approach of the system for teaching Network Design, an example is a network topology with different number and types of links up to seven nodes, 20 links, and three basic measures of performance (reliability, capacity and cost). Figure 1 shows an instance of a network topology with 17 links. The structure and representation of a topology and the calculation of the measures of performance are explained in the next section. A subsequent section explains how the system generates and recommends topologies. A topology is defined as a non-directed graph that the system represents by an adjacency list.
where N is a set of vertices (nodes) N = {n1,n2,…nk} L is the set of edges (links) joining pairs of vertices L = {l1,l2,…lm} 
Measures of performance of a network
As a pedagogical rule, using seven-node topologies has been the practice because analysing larger network models can be a very time-consuming task. Vázquez-Abad et al. [25] maintain that "a seven-node network is large enough that the main concepts and ideas can be illustrated and small enough to keep a reasonable time pace". In our topologies, the seven nodes are always in the same position, and they are all connected by links of different types of media transmission, e.g. coaxial, satellite, or infrared. There could be up to 21 links connecting the seven nodes, however all-connected or complete graphs are unrealistic, never used in real life and do not impose challenges or problems to be solved by students. Each node represents one branch of a bank network. A red node represents a concentrator.
Since each link between nodes has attributes and values, the system calculates global network values or measures of performance of the network, based on the value assigned to each link. ARIALE calculates some measures of performance which only indicators used to distinguish some topologies from others [19] . These measures are cost, capacity, number of links and reliability. The global cost of a network is the result of the summation of the multiplication of the corresponding cost by each link distance. Thus, it can be affirmed that measures of performance (global values) are functions of the values of the attributes of the links in a topology, and that the capacity of a network is defined by the minimum bandwidth of its links, however in this case the summation is used not as a precise measure but as an indicator of the general dimension of the network.
The total number of links is another global indicator to identify a network. In this system, there are networks that have from seven to 20 links. A seven-link network is a typical ring and a 20-link network is a high reliability network.
In this research, reliability is defined as the probability that the network is functional because all the nodes of the network are connected by operational links. This means a network is reliable if it can continue functioning even if a node or link fails, and this definition is linked to the concept of connectivity [19] . Connectivity degree is being used as an indicator of network reliability in terms of "the minimum number K of disjoint routes over all the node pairs" [20] . A network is 2-connected (k = 2) if there are at least two disjoint paths between each pair of nodes. In Network Design, the minimal acceptable kconnectivity is k = 2 and a high degree of connectivity (reliability) is k = 5. In order to calculate the kconnectivity, the Ford-Fulkerson algorithm has been applied as proposed by Obraczka et al. [17] .
A recommender
This section explains how the system recommends examples. This has a recommendation module that solves the following question: How can the potential cognitive overload for a teacher be reduced if examples are filtered for recommendation? To recommend topologies, the system accesses a case base which stores topologies and selects a series of examples matching the teacher's teaching preferences (specifically, the class of topologies that a teacher prefers). If the teacher does not accept to reuse any example that the system recommends, ARIALE generates additional examples by using a probabilistic method, which randomly assigns the links between the nodes of a topology. The Bayesian learning, an artificial intelligence technique, is used to test if a generated example matches the teacher's teaching preferences. If that is the case, ARIALE recommends the topology. Bayesian learning is a kind of classification that uses probabilities. Using a Bayesian classifier makes the generalization, scalability, and reusability in ARIALE easier. An important point is that ARIALE creates and not only reuses the topologies which match the teachers' characteristics. Automatically generated teaching materials are not usually adapted to each teacher's characteristics in other EAHs. Once a teacher accepts a new topology, this example is included in the knowledge database of ARIALE and the system has learned new knowledge to support its future performance in an improved manner. Figure 2 shows the user's interface of ARIALE. 
Classes
According to this research, the recommendation is based on the classification of examples that the teacher uses in teaching decision-making skills. As a consequence, the designer of the course has to define the classes that a Bayesian classifier requires to place each new example in the respective class. In the course of Network Design, classes are based on the characterization of computer networks proposed by Pierre and Gharbi [19] . According to this characterization, response time, reliability, availability and cost are some of the most usual indices for measuring the performance of a network. Reliability, capacity, cost and number of lines are used as the four indices to represent and classify networks in this system. The calculation of these indices was explained in section 4.1 and the process to classify examples is explained in the next sections. Here, the classes and the criteria used to create them are defined.
Each class includes examples with indicators that are the measures of performance of each topology and the number of links connecting the nodes of a topology. Because of the measures of performance related to capacity and cost are too varied, it has been decided to group each one in three categories: High, Medium and Low. These categories allow the classifier to deal with fewer possibilities (high dimension). ARIALE uses six types to classify examples of network topologies. The six classes are defined on the basis of an analysis of the empirical distribution of 200 topologies that the system generated automatically. This analysis is based on the previously cited characterization of computer networks [19] . For the pedagogical use in this research, the priority is given to the reliability and, after that, to the capacity and the number of links of each topology. Three classes of networks in the set of 200 topologies have high reliability (k = 4 and k = 5 connectivity) but different cost, capacity and number of links. Two other classes have low reliability (k = 2 connectivity), but the other indicators are dissimilar. A last class has k = 3 connectivity and the other measures are very close. These six classes are the basis for the functionality of the recommendation module in ARIALE.
Functionality
Based on the classes described in the previous section, the recommendation module in this system recommends examples. This uses two hybrid methods to recommend sessions: One is based on the teacher's characteristics and the other takes into account the examples that the teacher uses to teach.
First, to solve the cold-start problem when the teacher has not authored any example, the system uses a collaborative filtering method that takes into account the similarities among teachers according to their teaching preferences stored in the Teacher Model. The system believes that teachers with similar characteristics can also share teaching preferences or patterns. Table 1 shows the groups of teachers´ characteristics and the type of information included in each one. 
Fourth scenario
If a teacher has not authored any example or does not want old examples created by other teachers, the question is how to generate an example from scratch in order to offer it to the teacher. The system has a particular module, the Generator, which creates examples. This module has two functions: to generate examples according to the criteria defined by the designer of the system and to verify that any generated topology fits in the class of examples used by the teacher (the teacher's teaching preferences). If the generator creates an example out of the scope that the teacher prefers, the example is aborted and a new one is generated.
Generation process
In order to generate examples, the system uses a probabilistic method. For each one of the seven nodes of the topology, this method establishes links with the other nodes; for example, node 1 can have links with nodes 2, 3, 4, 5, 6 and 7. The type of link between each pair of nodes is taken from the set of available links provided by the designer of the Network Design curriculum. For each topology a, each link Lij has a type of link t, so equation (3) can be used to represent a topology as a set of nodes, each one with a type of link assigned.
a= {Lij= t } (3) At random, the generator selects a type of link for each pair of nodes or it does not assign any link to represent that there is no connection between those two nodes. In this way, it is possible to generate a network with a "ring" topology of seven nodes and seven links or any other configuration from seven up to 20 links. According to the designer, each type of link has a set of attributes. The course designer also establishes the values of each link attribute.
The measures of performance of each topology or example change according to the distribution of types of links. For example, if a topology has a high percentage of high cost links; consequently, the function of the performance "cost" of this example will be high. If a topology uses a great quantity of fiber links, the network may cover long distances with high cost and high capacity.
Test
The verification of each example is a process that requires classifying a generated example in the teacher's preferred class of examples. The system has records of the examples that each teacher uses or has used more frequently. The classification of an example implies calculating the probability of the example a belonging to the class of examples that the teacher prefers. ARIALE uses a naïve Bayesian classifier to calculate this probability. The classifier is intended to estimate P  ai|class , the probability of a specific example ai, to belong to a particular class of topologies. As this calculation is difficult, it is used the probability of a specific class given the evidence ai. P  class|a i  =P class  P  a i |class  (4) where class is the class of examples for which the generator is testing to see if the current example belongs to it. ai is the evidence.
A network topology has four indices, and any example ai can also be represented as a vector of four indices: ai = (r, m, b, c) where r is the network reliability m is the number of links b is the total network capacity c is the network cost.
A given topology or example E can be represented as a vector of its measures of performance and number of links (see section 2.2.). It is necessary to check in which of the classes described in section 5.1 this example can be classified. The probability for each measure of performance fi to belong to a class vj can be calculated using equation (5):
to find the most suitable class v(E) with the maximum prediction, using the following equation:
The class with the maximum likelihood is the class where the new example can be classified. However, the Bayesian classifier performs poorly when the number of instances with a particular attribute fi is very small, or in the worst case when it is zero. In this last case, zero in any attribute multiplied by any attribute will produce zero as the final probability. To solve this problem, we can apply a formula that uses m-estimate of probabilities. For each value in each position of the vector, the naïve Bayesian classifier uses equation (7) to calculate its probability of belonging to each class of examples [13] . P  f i |v j  = n c +mp n+m (7) where fj is each value of each measure of performance (r, m, b, c) in the vector for each class, vj is each class n is the total number of instances in each class vj nc is the number of instances with attribute fi and class vj p is a priori estimate of P(fi|vj) for each fj. It is assumed that the probabilities of all attributes are equiprobable (equally likely to be true). m is a constant used to avoid the possible consequences that could arise if nc = 0 (in this case, the calculation would be zero).
This equation is applied to calculate the probability that each class includes the given topology. After the calculation, the maximal probability obtained determines to which class the topology can belong. If this class is similar to the preferred teacher´s class, the system recommends the topology.
Learning examples
If the example is displayed to the teachers, they can accept or reject it. If the teachers do not like an example generated by the system, this can prompt the teachers to edit the offered example until they are satisfied with it. If the teachers do not want to edit it, the generator continues to produce examples until it gets one that the teachers accept. This validation method is intended to recommend examples that fit the specific teachers' teaching preferences. Once an example is saved as part of a learning session, the example is classified and included in the knowledge base of the system.
Bayesian learning is a method that allows the system to learn new input in order to anticipate a teachers' request for support. Each time a new example is included in the database, the system learns from it. ARIALE applies a type of knowledge acquisition that models each teacher's expertise in teaching a subject. The teacher´s profile is updated according to the last teacher´s choice. This method allows the system to acquire the teaching preferences (teaching patterns of teachers).
Evaluation
The evaluation of this work focuses on measuring the accuracy of ARIALE in recommending examples of network topologies (problem-solving support). It is also validated the acceptance of the ARIALE help approach (recommendation of examples) by teachers.
The evaluation of the accuracy of the recommendations involves a comparison of our Bayesian classifier based on measures of performance of topologies, and a k-NN (k=1 Nearest Neighbor) method [18] . The degree of difficulty of each method and its performance are analyzed; the results of the evaluation justify the use of the Bayesian classifier based on measures of performance of topologies.
To evaluate this system, the accuracy criterion to check if the system recommends good examples is applied. An example is a network topology with different number and types of links with no more than seven nodes and no more than 20 links and three basic measures of performance (reliability, capacity and cost).
A standard measure of accuracy is the prediction of error. Given a number of instances in a data set, "the accuracy of a classifier is measured by performing a number of classifications and dividing the number of correctly classified instances by the total number of instances" [15] . In this validation, not only the accuracy of the Bayesian classifier is tested, but it is also compared to a k-NN (k=1 Nearest Neighbor) method. The accuracy of the recommendation method is validated by the following two ways: a 10-fold cross-validation of each of the three classifiers and the comparison of the performance of the Bayesian classifier based on measures of performance with the other classifier.
Cross-validation
Cross-validation is a procedure that consists of dividing the training dataset data into a number k of blocks or partitions. Testing is performed by extracting one partition from the dataset; each example of the extracted block is classified to measure the error rate of the classifier. After finishing with a partition, it is reinserted into the dataset and another block of examples is tested. These operations are repeated for each partition, and finally, an average of the number of errors is calculated. The inverse of this average shows the degree of accuracy of the classifier.
A 10-fold cross-validation is used to validate the classifiers. This means that a training dataset with 200 topologies, which were classified manually into the six classes explained previously is taken. The set was divided in ten partitions of 20 topologies; each partition and each topology of each block was tested, using the remaining 180 topologies as the training dataset. The Bayesian classifier and the k-NN classifier are tested, and the results are as follow.
Results of the bayesian classifier
According to a 10-fold cross-validation, the accuracy of the Bayesian classifier based on the measures of performance is 94%. After 10 tests, the number of errors was 12. This number was divided by the number of test (10) to achieve the average. The average error was 1.2 for the 10-fold cross-validation. This means that this classifier has 6% of error according to the test developed with the training dataset of 200 topologies.
Results for the k-NN classifier
According to a 10-fold cross-validation, the accuracy of a k-NN (k=1 Nearest Neighbor) classifier based on the measures of performance is 96% for the classification of network topologies in ARIALE.
After 10 tests, the number of errors accumulated was 8, and they are divided among the number of tests (10) to achieve the average. The average error was 0.8 for the 10-fold cross-validation. This means that this classifier runs with 4% of error according to the test developed with the training dataset of 200 examples. This classifier also works with the six classes of topologies based on the same measures of performance: reliability, capacity, and cost. The number of links in each topology is also taken into account. This k-NN classifier measures the dissimilarity between the measures of performance of a given topology and the measures of performance of each network in a set of topologies. ARIALE calculates the dissimilarity between each pair of topologies. As the dissimilarity measure increases, the two topologies become more different. A dissimilarity that is close to zero means that the two topologies are very similar and that they can be classified in the same class.
Comparison of the two classifiers
Although the result of testing the accuracy of k-NN classifier (96%) is better than the result obtained by the Naïve Bayes' classifier (94%), there are some reasons to prefer the latter. The Naïve Bayes' algorithm is easy to implement because it has no tuning parameters. In contrast, tunning a k-NN classifier according to other topic characteristics requires a lot of work and tests. For example, a k-NN classifier requires adjusting the weights of each attribute properly to generate good results. Instead, a Bayesian classifier is more flexible and easy to adapt to different domains and number of attributes. In addition, a Bayesian classifier does not compare an example that is yet to be classified with those already classified, as the k-NN classifier, which classification time is long. Instead, a Bayesian classifier can keep a summarized image of the frequency with which different characteristics of an example appear in the database. The probabilities of the attributes are updated each time a new example is classified; thus, the classification of a new instance involves only computing the maximum class posterior probability [13] . In this way, search time needed to find the most suitable class for an example consumes low time and memory requirements. Another argument in favour of naïve Bayesian classifiers is that they reduce the latency between requests and answers via Internet. A recommender that uses a Bayesian classifier as the one of this study is scalable because the number of examples can increase without affecting the time to respond highly. The comparison of the two classifiers allows to justify the selection of the Bayesian classifier based on measures of performance because the Bayesian classifier is easier to implement than the k-NN classifier. Table 2 shows a comparison of the two classifiers tested. This comparison allows to justify the selection of the Bayesian classifier based on measures of performance because the Bayesian classifier is easier to implement than the k-NN classifier. 
Evaluation of the acceptance of the help
The recommendation of examples of network topologies is part of the help approach that ARIALE provides. An evaluation of the subjective perception and the satisfaction that teachers express about ARIALE approach allow to get a measure of the acceptance of this approach by teachers engaged in authoring teaching materials.
The evaluation of the acceptance of the help approach used in ARIALE includes the analysis of teachers' points of view about automatic generation and recommendation of examples (problem-solving support) to save time in creating teaching materials. For this study, 27 users from a list of 51 teachers that work in the Universidad de Costa Rica (a public university in San Jose, Costa Rica) were selected and a web site to teach a course was used by them, at least, in 2005. Each one of the 27 teachers personally interviewed answered 12 questions related to problemsolving support.
Automatic generation of examples, exercises or cases was not a common practice in the group of interviewed teachers. Forty-five percent (12) of teachers though, at least partially, that the automatic generation and recommendation of examples reduces the time required to produce teaching materials. More precisely, 30% (8) of teachers agree that automatic generation and recommendation of examples according to a teachers' profile saves time needed to create teaching materials. 11% (3) of teachers partially agree that automatic generation and recommendation of examples, exercises or cases reduce the time that teachers need to create teaching materials.
Another aspect is that 30% (8) of teachers, who generates examples, exercises or cases automatically, considered that between 10% and 30% of their teaching materials can be generated automatically by means of particular applications or spreadsheets. These percentages of materials are important and, based upon them, many teachers expressed that the automatic generation of examples saves time.
Regarding the acceptance of recommendations by teachers, it is found that 92% (25) of the teachers accept that a computer or software recommends teaching materials for teaching, and this percentage of teachers also accept that software uses teachers´ data related to their preferences to recommend examples, exercises and cases similar to the ones that they apply in their courses. Forty-four percent (12) of teachers accept software that generates and recommends examples, cases or exercises according to their preferences.
Other aspect of the research is that sharing teaching materials is personalized. In this case, 85% (23) of teachers wanted to share their own materials with teachers who teach the same course. Moreover, 17 teachers (63%) also agreed to reuse teaching materials that are created by other authors, especially if those materials are similar to the materials that most teachers often use. This means that teachers not only want to share materials, but 44% (12) of teachers also like to receive materials that are close to their preferences as ARIALE does. Though teachers do not have time to work on their teaching materials and regarding information collected in this research, it is possible to assert that the interviewed teachers feel comfortable with the automatic generation and recommendation of examples or cases as a way to get more time available.
Conclusions
The recommendation of learning sessions and examples, the automatic generation of examples, and the learning of the teacher's decisions related to teaching preferences are the most important aspects that make this research different in comparison with other previous studies. This view is also more innovative because it not only permits teachers to share examples of teaching materials but also to search, generate, and recommend examples according to the teachers' characteristics.
Providing more personalized problem-solving support is a new one and is a step forward to support more intelligent collaboration among teachers, beyond the simple sharing of examples. To surpass the simple sharing of examples, ARIALE uses a probabilistic recommender supported by a Bayesian classifier that reduces the complexity of finding an appropriate example for a particular teacher. The integration of these aspects into an assistant that uses methods and techniques of artificial intelligence to solve problems related to the support of teaching is an important step in the progress of educational adaptive hypermedia. Most of the authoring tools in EAH areas do not have traditional help and knowledge-based problem-solving support. The results of the evaluation of the classifier in comparison with other classification methods makes affirm that the recommender is appropriate for the recommendation of examples.
The automatic generation and testing of examples or cases to recommend the examples that match a specific teacher's interests is an innovation in the fields of Educational Adaptive Hypermedia. The generation of examples is based on a probabilistic method and this type of automatic generation is intended to reduce the effort required by the teachers to create support materials. If teachers reduce the time that they need to author this type of teaching materials, then they will be free to spend this time in dealing with edition of video, audio or other multimedia resources that are not only time consuming but also difficult to model.
