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Resumen
La adecuada representación de eventos fisiológicos subyacentes, es una condición fundamental
en la detección automática de patologías que ha motivado la búsqueda de una representación
efectiva de datos. Asimismo, hallar patrones descriptivos convenientes de señales como los
potenciales relacionados a eventos (ERPs) puede marcar la diferenciar entre la correcta o
errada discriminación de sujetos sanos y pacientes que presentan trastorno por déficit de
atención y/o hiperactividad (TDAH). En este trabajo se presenta un estudio comparativo
de diferentes técnicas de extracción y selección de características que permite evaluar la
calidad de los atributos representativos de las señales ERP, con el fin de definir un con-
junto adecuado de patrones que conlleve a la identificación de sujetos sanos y enfermos. El
aporte principal de este estudio es la identificación de las condiciones bajo las cuales un
conjunto conformado por características morfológicas y espectrales, puede alcanzar una alta
capacidad discriminante, que conduce a una mayor separabilidad de las dos clases evaluadas.
Las pruebas efectuadas en este estudio se llevaron a cabo sobre una única base de datos con-
formada por niños entre 4 y 15 años pertenecientes a instituciones educativas del municipio
de Manizales, Colombia, evaluados en las modalidades auditiva y visual, bajo el paradigma
oddball. Estas pruebas comprenden la aplicación de métodos supervisados y no supervisados
que incluyen técnicas como clustering, que permite evaluar la calidad de agrupamientos for-
mados sobre el espacio de características previamente definido; además, se emplea el error de
clasificación para cuantificar la capacidad discriminate del conjunto inicial de características.
Como aporte adicional significativo de esta investigación se incluye, en primera instancia,
el desarrollo de una metodología de reducción de dimensión, que se basa en una búsqueda
heurística sobre una nueva representación de los datos originales para determinar las va-
riables relevantes. Asimismo, en esta tesis se propone la implementación de un algoritmo
para la localización temporal del componente P300 basado en criterios médicos reales, y la
definición de una medida de desempeño no supervisada que estima la distancia relativa que
separa los agrupamientos generados por un algoritmo de clustering.
Palabras claves: TDAH, señales ERPs, características wavelet - morfológicas - espec-
trales, agrupamiento, reducción de dimensión, selección/extracción de características,
función objetivo.
xiv
Abstract
Adequate representation of underlying physiological events is a fundamental condition for
the automatic detection of pathologies, which have motivated the search for effective rep-
resentation of data. Likewise, find convenient descriptive patterns of signals as event re-
lated potentials (ERPs) can make the difference between right or wrong discrimination of
healthy subjects and patients with attention deficit hyperactivity disorder (ADHD). This
work presents a comparative study of different extraction and selection techniques of fea-
tures to evaluate the quality of representative attributes of the ERP signals, in order to
define an appropriate set of patterns that lead to the identification of healthy and ill sub-
jects.The main contribution of this study is the identification of conditions under which a
set consisting of morphological and spectral characteristics, can achieve high discriminatory
power, leading to greater separability of two evaluated classes.
Tests done in this work were carried out on an unique database composed of children be-
tween 4 and 15 years belonging to educational institutions in the city of Manizales, Colombia.
These tests consider the implementation of supervised and unsupervised methods that in-
clude techniques such as clustering, which evaluates the quality of clusters formed on the
previously defined feature space. Also, classification error was used to quantify the ability
to discriminate the initial set of features. As a significant additional contribution of this
research is included the development of a methodology that performs a heuristic search in
a new representation of the original data to determine the relevant variables. Additionally,
this master’s thesis presents the implementation of an algorithm for on time location of P300
component based on real medical criteria, and the definition of an unsupervised performance
measure that estimates the relative distance that separates the clusters generated by an clus-
tering algorithm.
Keywords: ADHD, ERP signals, wavelet - morphological - spectral features, cluster-
ing, dimension reduction, feature selection/extraction, objective function)
Índice General
Agradecimientos XI
Resumen XIII
Abstract XIV
Símbolos y Notaciones XXII
Abreviaturas XXIII
I. Preliminares 1
1. Introducción 2
Planteamiento del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Justificación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Pertinencia de la tesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Antecedentes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Organización de documento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
II. Contextualización 9
2. Preliminares Fisiológicos y Clínicos 10
2.1. Clínica de los potenciales evocados . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1. Definición . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2. Nomenclatura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.3. Clasificación de los potenciales evocados . . . . . . . . . . . . . . . . 11
2.1.4. Generación de los EPs . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.5. Características generales de los potenciales evocados . . . . . . . . . . 13
2.1.6. Componentes de los potenciales evocados cognitivos . . . . . . . . . . 15
2.1.7. Uso clínico de los potenciales evocados . . . . . . . . . . . . . . . . . 19
xvi Índice General
2.2. Trastorno por déficit de atención y/o hiperactividad . . . . . . . . . . . . . . 23
2.2.1. Definición . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.2. Estadísticas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.3. Diagnóstico del TDAH . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.4. Prevalencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3. Potenciales evocados y cognición . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1. Alteraciones de los ERPs a causa del TDAH . . . . . . . . . . . . . . 27
3. Estado del Arte en la Detección Automática del TDAH 29
3.1. Diagnóstico asistido de patologías . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.1. Estado del arte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.2. Requerimientos del diagnóstico asistido . . . . . . . . . . . . . . . . . 31
3.1.3. Diseño de un sistema automático de diagnóstico . . . . . . . . . . . . 32
3.1.4. Detección automática de TDAH . . . . . . . . . . . . . . . . . . . . . 33
3.2. Técnicas aplicadas al análisis de los potenciales evocados cognitivos . . . . . 35
3.2.1. Análisis mediante distribuciones tiempo - frecuencia . . . . . . . . . . 35
III. Marco Teórico 38
4. Caracterización y Preprocesamiento de Datos 39
4.1. Caracterización de la señal ERP . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1.1. Características morfológicas . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.2. Características frecuenciales de la señal . . . . . . . . . . . . . . . . . 44
4.1.3. Características basadas en transformada wavelet . . . . . . . . . . . . 45
4.2. Preprocesamiento de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.1. Identificación de datos faltantes . . . . . . . . . . . . . . . . . . . . . 50
4.2.2. Detección de datos atípicos . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.3. Verificación de gaussividad . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.4. Depuración de base de datos . . . . . . . . . . . . . . . . . . . . . . . 51
5. Reducción de Dimensionalidad y Selección de Características 53
5.1. Reducción de dimensión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1.1. Conceptos generales . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1.2. Relevancia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2. Selección de características . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2.1. Estrategias de generación . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2.2. Funciones de evaluación . . . . . . . . . . . . . . . . . . . . . . . . . 57
Índice General xvii
6. Transformación de Variables y Clasificación 61
6.1. Proyección lineal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.1.1. Análisis de componentes principales . . . . . . . . . . . . . . . . . . . 62
6.2. Clasificación no supervisada . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2.1. Agrupamiento basado en centroides . . . . . . . . . . . . . . . . . . . 65
6.2.2. Medidas de desempeño del agrupamiento . . . . . . . . . . . . . . . . 67
IV. Marco Experimental 71
7. Esquema de Trabajo 72
7.1. Descripción de la base de datos . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.1.1. Sujetos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.1.2. Pruebas diagnósticas neuropsicopedagógicas . . . . . . . . . . . . . . 73
7.1.3. Adquisición de los registros . . . . . . . . . . . . . . . . . . . . . . . 74
7.2. Conjunto de características . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.3. Sintonización de parámetros . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.3.1. Caracterización . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.4. Diseño de experimentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.4.1. Experimento 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.4.2. Experimento 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.4.3. Experimento 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.4.4. Experimento 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.4.5. Experimento 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8. Resultados y Discusión 89
8.1. Experimento 1
Resultados y discusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
8.2. Experimento 2
Resultados y discusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.3. Experimento 3
Resultados y discusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.4. Experimento 4
Resultados y discusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
8.4.1. Sintonización de la función wavelet . . . . . . . . . . . . . . . . . . . 100
8.4.2. Optimización del espacio tiempo-frecuencia . . . . . . . . . . . . . . . 101
8.4.3. Clasificación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
8.5. Experimento 5
Resultados y discusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
xviii Índice General
V. Comentarios finales 105
9. Conclusiones y Trabajo Futuro 106
9.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
9.2. Trabajo futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
10.Discusión académica 109
A. Anexo: Criterios Diagnósticos del TDAH, según DSM-IV 110
B. Anexo: Algoritmo K-medias 112
C. Anexo: Métodos de Selección de Características 114
C.1. Algoritmos de búsqueda para la generación de subconjuntos . . . . . . . . . 114
C.1.1. Búsqueda exhaustiva . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
C.1.2. Búsqueda heurística . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
C.2. Funciones de evaluación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
C.2.1. Análisis multivariado de varianza . . . . . . . . . . . . . . . . . . . . 116
Bibliografía 118
Índice de Figuras
2-1. Forma de onda del potencial evocado cognitivo. . . . . . . . . . . . . . . . . 16
2-2. Ubicación de los electrodos según sistema internacional 10-20 . . . . . . . . . 21
2-3. Extracción de EPs por promediación de señales EEG. . . . . . . . . . . . . . 23
2-4. Presentación del componente P300 dado un estímulo infrecuente . . . . . . . 24
4-1. Descripción gráfica del algoritmo de localización del P300. . . . . . . . . . . 41
4-2. Resolución de la transformada wavelet. . . . . . . . . . . . . . . . . . . . . . 47
4-3. Análisis multiresolución de una señal . . . . . . . . . . . . . . . . . . . . . . 49
4-4. Descomposición wavelet generalizada . . . . . . . . . . . . . . . . . . . . . . 49
7-1. Wavelet madre spline biortogonal, empleada en el análisis multi-resolución . 77
7-2. Descomposición wavelet de una señal ERP . . . . . . . . . . . . . . . . . . . 78
7-3. Señales patrón de las clases control y casos . . . . . . . . . . . . . . . . . . . 83
7-4. Alineamiento de la señal ERP de acuerdo a la señal patrón . . . . . . . . . . 84
7-5. Esquema de ajuste para construcción de la WT . . . . . . . . . . . . . . . . 85
7-6. Reconstrucción por niveles del análisis multiresolución . . . . . . . . . . . . . 88
8-1. Comparaciones de matrices de covarianza por clases . . . . . . . . . . . . . . 91
8-2. Sintonización de clasificador k-nn usado sobre base de datos depurada, después
de aplicar SFFS con clasificador bayesiano como función de evaluación y sin
PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8-3. Esquema de la metodología aplicada en experimento 2 . . . . . . . . . . . . 94
8-4. Estabilidad de la metodología 2 . . . . . . . . . . . . . . . . . . . . . . . . . 94
8-5. Rendimiento de clasificación por subconjuntos de características . . . . . . . 95
8-6. Agrupamientos formados en el espacio de características original: latencia vs
otras características morfológicas . . . . . . . . . . . . . . . . . . . . . . . . 98
8-7. Agrupamientos formados en el espacio de características que excluye la latencia 99
8-8. Agrupamientos formados en espacio de características generado por las señales
alineadas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
8-9. Rendimiento de clasificación por subconjuntos de características . . . . . . . 103
Índice de Tablas
5-1. Comparación de diferentes conceptos de relevancia . . . . . . . . . . . . . . . 60
6-1. Medidas de desempeño empleadas . . . . . . . . . . . . . . . . . . . . . . . . 70
7-1. Conjunto de características empleadas en el análisis de señales ERPs . . . . 75
8-1. Remoción de variables en el preproceso . . . . . . . . . . . . . . . . . . . . . 90
8-2. Comparación del preprocesamiento y depuración de la base de datos (BD) en
los resultados de clasificación . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
8-3. Comparación de la extracción de características de la base de datos depurada,
seguida de SFFS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
8-4. Comparación del preprocesamiento y depuración, seguida de la extracción de
características de la base de datos en los resultados de clasificación . . . . . . 92
8-5. Rendimiento de clasificación por grupos de características . . . . . . . . . . . 95
8-6. Medidas de rendimiento de clasificación para base de datos sin depurar . . . 96
8-7. Medidas de rendimiento de clasificación para base de datos depurada . . . . 96
8-8. Vectores de valores relativos. . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
8-9. Coeficientes de los operadores predictivos . . . . . . . . . . . . . . . . . . . . 100
8-10.Medidas de rendimiento de clasificación usando customized wavelet transform 102
8-11.Medidas de rendimiento de clasificación usando características informativas . 103
Índice de Algoritmos
1. Algoritmo de localización del componente P300 . . . . . . . . . . . . . . . . 42
2. Algoritmo de detección multivariada de datos atípicos . . . . . . . . . . . . . 51
3. Algoritmo de MANOVA progresivo . . . . . . . . . . . . . . . . . . . . . . . 79
4. Algoritmo de re-caracterización de señales ERPs mediante medidas de disi-
militud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5. Algoritmo de K-medias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Símbolos y Notaciones
Variables
Notación Significado
t, f Tiempo, frecuencia
x(t), s(t) Señal en tiempo continuo
X Matriz de datos
xi i-ésima fila de la matriz X (observación)
ξ j j-ésima columna de la matriz X (variable o característica)
R Dominio de los reales
S(f) Densidad espectral de potencia de s(t)
˙s(t) Derivada de la señal
ΣX Matriz de covarianza
Q Matriz de centroides
qj j - ésimo centroide
Operadores matemáticos
Notación Significado
d(·, ·) Operador de distancia
| · | Valor absoluto
µ(·) Operador de media
σ(·) Operador de desviación estándar
Abreviaturas
Notación Significado
EP Potencial evocado
ERP Potencial relacionado a eventos
EEG Señal electroencefalográfica
EMG Electromiografía
PCA Análisis de componentes principales
WT Transformada wavelet
FT Transformada de Fourier
STFT Transformada de Fourier de tiempo corto
CWT Transformada wavelet continua
DWT Trandformada wavelet discreta
TDAH Trastorno por déficit de atención y/o hiperactividad
LDC Clasificador discriminante lineal
SVM Máquinas de soporte vectorial
N100, N200, P300 Componentes de los ERPs
SNR Relación señal-ruido
DSM-IV Manual diagnóstico y estadístico de los trastornos mentales
SVM Máquinas de soporte vectorial
k-NN k-vecinos más cercanos
LDC Clasificador lineal discriminante
Parte I.
Preliminares
1. Introducción
El Trastorno por Déficit de Atención e Hiperactividad (TDAH) se define como un desorden
conductual que se caracteriza por un patrón persistente de comportamientos problemáticos
que reflejan desatención y desinhibición conductual (impulsividad e hiperactividad) que no
se explica por cualquier otro trastorno del desarrollo, del pensamiento o afectivo. La sintoma-
tología interfiere con el funcionamiento del paciente en por lo menos dos ambientes distintos
(casa, escuela, trabajo, etc.) [1]. De acuerdo a la American Academy of Pediatrics (AAP),
el TDAH es el desorden neuro-comportamental más común en la niñez, con un estimado del
3% al 5% de prevalencia en edad pediátrica a nivel mundial [2].
Entre las diferentes técnicas empleadas para el estudio del TDAH se encuentran la neuroi-
magen (tomografía, resonancia magnética), estudios neuroquímicos, neurofisiológicos y tests
neuropsicológicos. Una de las técnicas de investigación neurofisiológica aplicada actualmente
al estudio del TDAH es la que registra la actividad eléctrica cerebral a través de los po-
tenciales cerebrales asociados a estímulos específicos, denominados potenciales relacionados
a eventos (ERPs), también llamados potenciales evocados cognitivos. Estos potenciales son
registros de la actividad eléctrica del cerebro, que se generan en respuesta a un estímulo
específico que puede ser auditivo, somatosensorial o visual. Se presentan como oscilaciones
enmascaradas por la señal electroencefalográfica (EEG), y se describen generalmente en tér-
minos de sus magnitudes máximas y mínimas (amplitudes pico) y de su duración relativa
respecto al estímulo (latencia).
El empleo de técnicas de procesamiento de señales en el análisis de la actividad cerebral
mediante potenciales evocados cognitivos, podría generar una herramienta de apoyo al diag-
nóstico médico que pueda ser empleada en la identificación de la patología y el mejoramiento
de los tratamientos que deben formularse a pacientes que presentan TDAH. Aunque la señal
presenta una dinámica de cambio temporal, la cual refleja de manera directa el proceso
cerebral subyacente, no se han generado metodologías de caracterización de dicha dinámica
que puedan ser tenidas en cuenta por parte de los especialistas médicos en el diagnóstico y
tratamiento del TDAH. El presente estudio es una primera aproximación a los requerimientos
anteriormente planteados.
3Planteamiento del problema
En el ámbito social, la falta de diagnóstico del TDAH representa un serio problema que
puede generar graves implicaciones tanto en la infancia como en la edad adulta. Se estima
que más del 80% de los niños que lo presentan continuarán expresándolo en la adolescencia,
etapa en la cual quienes lo padecen están mucho más propensos a retirarse de la escuela
(32-40%), a comprometerse en actividades antisociales (40-50%), a hacer uso de drogas ilí-
citas, y a presentar embarazos a una edad más temprana (40%). Además, entre el 30% y
el 65% de quienes fueron diagnosticados con esta enfermedad en la infancia lo presentarán
también en la edad adulta, etapa en la cual se caracteriza por dificultades en las relaciones
interpersonales, laborales, sociales y por su alta co-morbilidad con trastorno de personalidad
disocial, farmacodependencia y alcoholismo [3].
La valoración médica del paciente con TDAH mediante potenciales evocados se realiza a
través de la medición de marcadores neurofisiológicos de la señal, específicamente, se estima
su amplitud y latencia [4][5]. La literatura refiere un importante número de investigaciones
que relacionan directamente la valoración de estos marcadores biológicos al diagnóstico de
TDAH, sin embargo, muchas de ellas muestran resultados contradictorios que impiden con-
solidar un estándar de valores de normalidad para dichos parámetros de los ERPs. Así, por
ejemplo, en relación a la latencia del subcomponente P300 de la señal, Robaey et al., en [6],
con una tarea visual obtiene una latencia más corta en niños con TDAH en comparación
con niños control; por su parte, Satterfield et al. y Klorman et al, en [7] y [8], usando un
protocolo con tareas auditivas y visuales, sugieren que no existen diferencias en la latencia
de los niños con TDAH y los niños control, mientras que Strandburg et al. y Taylor et al.,
en [9] y [10], respectivamente, encuentran que los niños con TDAH presentan una latencia
más larga que los niños control.
La falta de concordancia en los estudios realizados a grupos de casos y controles, repercute
directamente en la falta de elaboración de conceptos médicos de alta confiabilidad, lo cual
genera cierto grado de incertidumbre en la correcta etiquetación de los registros. Por esta
razón, en este estudio se ha considerado la depuración de la base de datos mediante un pre-
clustering; además se ha contemplado la aplicación de técnicas no supervisadas en las que
se obvia la etiqueta de cada registro, y se forman grupos asociados a las clases normal y pa-
tológica para estudiar la calidad de los patrones por los cuales se representan las señales ERP.
Por otra parte, dentro de las diferentes etapas de un sistema de reconocimiento de patrones, y
en el caso específico del trabajo con bioseñales, una de las principales restricciones que se debe
superar inicialmente está relacionada con el tipo de parámetros que deben medirse, acorde
a los procesos físicos que dichas señales están reflejando, con el fin de obtener características
que proporcionen niveles de discriminación aceptables en etapas posteriores del proceso.
Además, la gran variabilidad intra y entre clase de la morfología de los registros plantea
otra restricción en la búsqueda de patrones que proporcionen capacidad de generalización
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al sistema de clasificación y se pueda garantizar una optima separabilidad entre las clases.
Gran parte de los esfuerzos realizados en esta tesis están orientados a dar solución a las
limitaciones previamente mencionadas, en especial, se enfoca en la definición de un grupo de
parámetros que, tras el análisis de su capacidad discriminate mediante técnicas de extracción
y selección de características, permita identificar correctamente si un sujeto es sano o padece
del trastorno.
Justificación
El Trastorno por Déficit de Atención y/o Hiperactividad (TDAH) es una de las psicopa-
tologías más frecuentes en la infancia y su prevalencia actual, a nivel mundial, se estima en
un 5.29% . Sin embargo, estudios realizados en Colombia basados en evaluación psiquiátrica
estructurada, pruebas clínicas y test neuropsicológicos, estiman que alrededor del 17% de la
población, entre los 4 y los 17 años de edad, presenta la psicopatología [11]. En el ámbito
regional, estudios previos han mostrado, que se presenta antes de los 7 años de edad, con
una incidencia cercana al 10% en la población infantil preescolar y escolar de Manizales [12].
De hecho, el TDAH es el problema de conducta más frecuente en la población escolar y está
relacionado con problemas académicos, sociales, familiares y vocacionales, tanto en los perío-
dos de infancia y adolescencia, como en la adultez. La ausencia del respectivo diagnóstico
correcto y precoz se asocia en la niñez con tasas más altas de deserción y fracaso escolar;
mientras, en la edad adulta, con trastornos de conducta, alcoholismo y fármaco dependencia.
Con respecto al estudio de los ERPs para la identificación del TDAH, se ha podido mostrar
que la naturaleza no estacionaria de los registros no se refleja suficientemente en valores
puntuales, por lo que se hace necesario la generación de características en forma de arreglos
(contornos, espectrogramas, matrices, etc.), que muestren la dinámica de cambio de las
mismas sobre un intervalo del dominio de análisis, por ejemplo, el tiempo, la frecuencia, etc.
Un estudio de los diferentes eventos presentes en la señal ERP que contemple el análisis de
la dinámica completa del proceso, aplicando técnicas de reconocimiento de patrones y de
procesamiento de señales, podría generar mayor información discriminante en el diagnóstico
de TDAH.
Pertinencia de la tesis
A pesar de la importancia de este trastorno y del creciente número de estudios al respecto,
hasta la última década no se han definido criterios de diagnóstico unívocos; no existen mar-
cadores biológicos ni pruebas concluyentes para su diagnóstico, dado que éste sólo se basa
en los criterios clínicos DSM-IV (Manual diagnostico y estadístico de los trastornos men-
tales) o CIE-10 (Clasificación internacional de enfermedades), soportados por las conductas
reseñadas en cuestionarios por parte de padres y profesores. Además, la evaluación visual de
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a una alta subjetividad y variabilidad del concepto médico. De ahí, surge la necesidad de
crear un sistema de detección automática del TDAH basado en el análisis de los ERPs, y
este trabajo es una primera aproximación al cumplimiento de este fin.
Inicialmente, una de las principales restricciones está relacionada con la estimación y selec-
ción adecuada de los parámetros de medida, que reflejen con mayor precisión los respectivos
procesos físicos, y que proporcionen niveles de discriminación aceptables en etapas posteri-
ores del entrenamiento automático de reconocimiento. Lo anterior demuestra la necesidad
de hallar patrones descriptivos de las señales de potenciales relacionados a eventos, que sir-
van como primera etapa en la creación de un sistema automático de identificación del TDAH.
La evaluación rigurosa de la conducta de un paciente en el diagnóstico de TDAH requiere la
participación de un conjunto amplio de profesionales en el área de la salud, incluyendo pedi-
atras, psicólogos, trabajadores sociales, neuropsicólogos, entre otros; lo cual demanda altos
costos para el paciente. Por esta razón, gran parte de la población colombiana de estratos
1,2 y 3 no puede acceder a estos servicios. La pertinencia de esta tesis, radica principalmente
en el impacto real del servicio médico que se puede producir al crear un sistema de apoyo al
diagnóstico del TDAH, debido a la falta de consenso médico, la variabilidad morfológica de
la señal, entre otras razones que hacen complejo su diagnóstico. Este trabajo de investigación
es una primera aproximación a la implementación de este sistema de apoyo al diagnóstico
médico.
Antecedentes
El Grupo de Control y Procesamiento Digital de Señales (clasificación A en Colciencias)
adscrito al Departamento de Ingeniería Eléctrica, Electrónica y Computación de la Univer-
sidad Nacional de Colombia sede Manizales ha enfocado su trabajo al análisis automatizado
de la actividad biológica con una serie de trabajos y proyectos (financiados por la Univer-
sidad Nacional, Colciencias, entidades nacionales e internacionales, etc.), entre otras, en las
áreas de desarrollo de sistemas de medición (ECG de 12 canales), detección de patologías de
emisión vocal, caracterización y reconocimiento automático de señales de ECG (electrocar-
diografía) y FCG (fonocardiografía), procesamiento de imágenes médicas, diseño de sistemas
automático de identificación de patologías.
El grupo de investigación incluye estudiantes de maestría y doctorado que trabajan en nuevos
enfoques sobre los métodos de análisis multivariado, variables dinámicas de tipo cuantitati-
vo, técnicas de análisis con variables cualitativas que permitan ampliar la clase de tareas de
entrenamiento automático a aplicaciones en procesos de bioseñales. La producción académi-
ca del grupo en los últimos dos años incluye la presentación de trabajos y ponencias en el
área de bioingeniería en más de 30 eventos internacionales, la aceptación de más de 10 tra-
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bajos publicados en revistas indexadas internacionales, la publicación de tres libros y varios
capítulos de libros internacionales.
Recientemente, nuestro grupo ha enfocado su interés al estudio de señales EEG (electroence-
falografía) mediante la aplicación de técnicas tradicionales y de aquellas que son de dominio
para los estudiantes de grupo. En particular, el análisis de los registros EEG se ha orientado
a la detección de patologías como la epilepsia, el parkinson, el estrés y el TDAH. En este
sentido, algunos de los proyectos que se han desarrollado en conjuntos con otras instituciones
y universidades son:
“Sistema de identificación de fuentes localizadas epiletogénicas empleando modelos es-
paciotemporales de representación inversa.”
“Identificación automática del trastorno por déficit de atención y /o hiperactividad
sobre registros de potenciales evocados Cognitivos.”
“Sistema automatizado de clasificación de eventos fisiológicos a partir de patrones
bioeléctricos como soporte en el tratamiento de la enfermedad de Parkinson y otros
desórdenes neurológicos.”
“Implementación y efectividad de un sistema basado en inteligencia artificial como
herramienta para el tratamiento psicológico de personas con trastorno de estrés pos-
traumático.”
Organización del documento
Este documento está compuesto por 9 capítulos distribuidos en cuatro partes: preliminares,
contextualización, marco teórico y marco experimental.
La primera parte está constituida por el Capítulo 1, el cual contiene la introducción del
presente trabajo, incluyendo el planteamiento del problema, su justificación, la pertinencia
de la tesis, y además se definen los objetivos general y específicos a cumplir.
La parte de contextualización está conformada por los Capítulos 2 y 3. En el Capítulo 2 se
presentan los preliminares fisiológicos y clínicos de las señales de potenciales relacionados a
eventos; además, se hace la definición de la patología a identificar (TDAH) y su relación con
este tipo de potenciales. En el Capítulo 3 se expone el estado del arte de las técnicas aplicadas
al análisis de los potenciales evocados cognitivos, como también se definen los principales
requerimientos que incurren en los sistemas automáticos de identificación de patologías.
Los Capítulos 4, 5 y 6 hacen parte del denominado marco teórico. En el Capítulo 4 se define
el espacio inicial de características utilizado como patrones descriptivos de los potenciales
evocados cognitivos, haciendo una explicación teórica de los conceptos involucrados. Por su
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mensión, análisis de relevancia y selección de características para comprender la importancia
de la representación de datos multidimensionales en un espacio reducido de variables. En el
Capítulo 6 se describen los procesos de transformación de variables y medidas de desempeño
usadas en la cuantificación de las tareas de clasificación.
El marco experimental está constituido por los Capítulos 7 y 8. En el Capítulo 7 se describe
la base de datos empleada en este estudio, además de los procedimientos implementados
para el desarrollo de los experimentos y las estrategias de validación utilizadas con el fin de
comparar el desempeño de las diferentes técnicas de extracción y selección de características
analizadas. El Capítulo 8 contiene los resultados obtenidos en los diferentes experimentos
descritos en el capítulo anterior, en los cuales puede apreciarse la capacidad discriminante
de las características propuestas.
Finalmente, en el Capítulo 9 se presentan las conclusiones y los aportes generados en esta
investigación; además, se plantea el posible trabajo futuro relacionado al estudio de los
potenciales evocados cognitivos mediante técnicas de procesamiento digital de señales.
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Objetivos
Objetivo general
Evaluar técnicas de extracción y selección de características sobre un conjunto de patrones
descriptivos de la señal de potenciales evocados cognitivos (ERPs), con el fin de hallar la
representación adecuada que conduzca a la clasificación de pacientes diagnosticados con
TDAH y sanos.
Objetivos específicos
– Determinar un espacio inicial de características que contenga información temporal, es-
pectral y morfológica de la señal, a partir del cual se pueda hacer una representación de
los procesos cognitivos subyacentes presentes en las señales de los potenciales evocados
cognitivos.
– Implementar y comparar algoritmos representativos de extracción y selección de ca-
racterísticas, para determinar la técnica que genere la representación apropiada de los
datos en términos de la tarea de clasificación.
– Cuantificar la calidad de la representación de los datos a través del rendimiento de
clasificadores supervisados y no supervisados en la discriminación entre pacientes con
TDAH y sujetos sanos.
Parte II.
Contextualización
2. Preliminares Fisiológicos y Clínicos
A fin de contextualizar al lector, en el presente capítulo se hace una revisión minuciosa de la
fisiología de las señales de los potenciales evocados, que incluye la descripción de sus com-
ponentes, nomenclatura usada en la literatura, las características morfológicas usualmente
empleadas en neurofisiología para el análisis de los registros, entre otros. Además, se expone
de manera resumida algunas generalidades del trastorno por déficit de atención y/o hiper-
actividad (TDAH) y la relación de los potenciales evocados con los procesos cognitivos y la
detección de este desorden comportamental.
2.1. Clínica de los potenciales evocados
2.1.1. Definición
Los potenciales evocados (evoked potentials - EPs) se definen como respuestas eléctricas del
sistema nervioso a la estimulación sensorial, es decir, una manifestación de la recepción del
cerebro de una respuesta a un estímulo externo. Estas formas de onda consisten en una
secuencia de picos y deflexiones caracterizadas por parámetros medidos sobre la señal como
latencia, amplitud y otras características descritas en detalle en la sección 2.1.5. En prue-
bas clínicas, los EPs son generados por estimulación visual o auditiva, o por estimulación
eléctrica de los nervios sensoriales. Estos potenciales son registrados con electrodos desde el
cuero cabelludo o la superficie de la piel sobre la médula espinal o los nervios periféricos.
Para propósitos investigativos, los EPs pueden ser provocados por estimulación eléctrica de
puntos en el sistema nervioso central con electrodos insertados quirúrgicamente [4].
En este documento, el término potencial evocado es usado arbitrariamente para indicar sólo el
promedio de las respuestas individuales; el término respuesta es usado para cualquier registro
seguido de un estímulo simple. Los términos pico u onda, se usan para denotar las deflexiones
que van hacia arriba o hacia abajo y que forman un EP. El nombre potencial relacionado a un
evento (en inglés event-related potential - ERP) es comúnmente usado para denotar los EPs y
otros tipos de potenciales que son el resultado de procesos cognitivos seguidos de un estímulo.
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2.1.2. Nomenclatura
Aunque existe cierta diversidad en la denominación de los componentes electrofisiológicos
de los EPs, en general, se observan ciertos principios básicos relacionados fundamentalmente
con sus polaridades y latencias promedios. La polaridad de un componente está determinada
por la dirección del trazado (registro) sobre una línea de base determinada (muchas veces
sólo virtual). Si el trazado se representa “hacia arriba”, el componente se registra como una
negatividad (polaridad N), y si se representa “hacia abajo”, el componente se registra co-
mo una positividad (polaridad P). Es necesario recordar que en electrofisiología clásica se
reconoce como “negativo” lo que se muestra graficado hacia arriba y viceversa.
La latencia de un componente electrofisiológico expresa su relación temporal con el estímulo
que lo genera y suele medirse en milisegundos. De modo que cuando se denomina un com-
ponente como P100, quiere decir que se trata de un componente de polaridad “positiva”,
que aparece aproximadamente 100 ms después de la aplicación del estímulo. Otra manera
de identificar los componentes de los EPs es numerando las polaridades en secuencia. Los
picos positivos y negativos se etiquetan con las letras N y P respectivamente (de acuerdo a
los principios de electrofisiología clásica arriba mencionados), seguidos por un número que
indica el orden en que se van presentando entre los picos de la misma polaridad. Así, el
primer pico positivo se etiquetará como N1, el segundo como N2, etc. [13].
2.1.3. Clasificación de los potenciales evocados
Existen numerosas clasificaciones de los EPs. Algunas de las más utilizadas por su aporte
informativo son [14][15]:
1. Según su naturaleza, los EPs pueden subdividirse en:
– EPs exógenos. Son aquellas respuestas evocadas cuyos componentes electrofisioló-
gicos se modifican fundamentalmente dependiendo de las propiedades físicas del
estímulo. Suelen ser respuestas evocadas que ocurren de manera temprana, esto
es, durante los primeros 200 milisegundos después de la aplicación del estímulo, y
están relacionadas principalmente con el procesamiento de estímulos sensoriales
(EPs sensoriales).
– EPs endógenos. A diferencia de la anterior, son respuestas evocadas cuyos com-
ponentes electrofisiológicos son independientes de las propiedades físicas del estí-
mulo, y por el contrario se modifican fundamentalmente de acuerdo con variables
psicológicas como el estado de conciencia, atención, motivación, significación, etc,
las cuales están relacionadas con el estado del sujeto explorado y de la tarea a
realizar. Suelen ser más tardías y ocurren 200-250 milisegundos posterior a la
aplicación del estímulo, y están vinculados principalmente con el procesamiento
de eventos neurocognitivos (EPs cognitivos).
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2. Según la modalidad sensorial, los EPs pueden subdividirse en:
– EPs auditivos. Son las respuestas evocadas que se obtienen mediante la aplicación
de un estimulo acústico o sonoro.
– EPs visuales. Son las respuestas evocadas que se obtienen mediante la aplicación
de un estímulo visual, fótico o luminoso.
– EPs somatosensoriales. Son las respuestas evocadas que se obtienen mediante la
aplicación de estimulación eléctrica (puede incluirse el láser) a nervios periféricos
o áreas dermatómicas.
– EPs motores. Son aquellas respuestas evocadas que se obtienen mediante la apli-
cación de estimulación eléctrica o magnética sobre vías motoras e incluso áreas
de la corteza motora.
3. Dependiendo de su relación temporal con el estímulo (latencia) los EPs pueden subdi-
vidirse en:
EPs de latencia corta. Estas respuestas evocadas aparecen en los primeros 10
milisegundos posteriores a la aplicación del estímulo.
– EPs de latencia media. Se registran entre 10 y 50 milisegundos posteriores al
estímulo.
– EPs de latencia larga. Se registran entre 50 y 200-250 milisegundos posteriores al
estímulo.
– EPs de latencia muy larga o tardíos. En este caso las respuestas evocadas se
registran más allá de 250 milisegundos posteriores a la aplicación del estímulo, y
están casi siempre relacionadas con EPs cognitivos.
4. Según su relación con la frecuencia de estimulación (frecuencia de repetición del estí-
mulo), los EPs se subdividen en:
– EPs transientes. Son aquellas respuestas evocadas que se obtienen cuando ocurre
un cambio o modificación en el estímulo.
– EPs sostenidos. Son aquellas respuestas evocadas que se obtienen sólo cuando
se mantiene la continuidad del estímulo. Ambos tipos de EPs se obtienen con
frecuencias de estimulación suficientemente lentas como para permitir el registro
de una respuesta evocada completa antes de que se presente el siguiente estímulo.
– EPs de estado estable. Son aquellas respuestas evocadas que se obtienen sólo con
frecuencias de estimulación tan rápidas que la respuesta transiente a un estímulo
se superpone con la respuesta transiente que genera el siguiente estímulo. Esto
origina un tipo de respuesta evocada periódica (casi sinusoidal) cuyos nuevos com-
ponentes electrofisiológicos (amplitud y fase) están relacionados armónicamente
con la frecuencia de repetición del estímulo.
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2.1.4. Generación de los EPs
El fenómeno eléctrico que se lleva a cabo a nivel neuronal para la generación de un potencial
consiste básicamente en el cambio de polaridad de la membrana de una neurona. El impulso
nervioso, también llamado potencial de acción, es una onda de naturaleza eléctrica que se
autopropaga a lo largo de la superficie de la membrana de la neurona y de sus prolongaciones
(axones). La neurona en reposo, cuando no se encuentra trasmitiendo mensajes, se encuentra
polarizada, es decir, la parte externa de su membrana tiene una carga eléctrica distinta de
la interna y ello se debe a que los iones de sodio y potasio (los iones son partículas con
carga eléctrica) tienen distinta concentración en el interior de la membrana que afuera de
ella. Al llegar un estímulo a la célula nerviosa o a sus prolongaciones se altera el orden de
las moléculas que hay a uno y otro lado de la membrana, ya que se hace más permeable,
penetrando al interior los iones de sodio y saliendo al exterior iones de potasio. Esto hace que
la superficie interna de la membrana celular se vuelva positiva en relación con la superficie
externa. Este cambio electrónico induce a su vez a la alteración de la estructura molecular
de la siguiente sección de la membrana, que de esta forma también se despolariza [16][17].
Este tipo de eventos eléctricos pueden registrarse mediante métodos no invasivos, esto es,
ubicando electrodos sobre el cuero cabelludo. Los cambios en la actividad eléctrica de una
región particular pueden utilizarse para determinar si una estructura interviene en las difer-
entes funciones cognitivas superiores, especialmente, la atención. Los registros se llevan a
cabo en situaciones controladas y se realizan durante la presentación de estímulos, la toma
de decisiones o las actividades motoras [18].
2.1.5. Características generales de los potenciales evocados
Los potenciales evocados consisten en una serie de picos u ondas, que se caracterizan por
determinados parámetros medidos a partir de la forma de onda; estos son: la polaridad
eléctrica, el número de ondas en secuencia, latencia desde la aparición del estímulo o desde
un pico precedente, la amplitud con respecto a la línea base o a picos de polaridad opuesta
precedentes anteriores o subsecuentes, y la forma de onda.
Latencia
La latencia es un concepto temporal, e implica el intervalo de tiempo que transcurre desde
el momento de la aplicación del estímulo hasta un punto específico en la morfología de la
respuesta evocada. En estudios de potenciales evocados, los picos en la forma de onda son
usados como puntos de medición. El tiempo de separación entre dos picos se denomina la-
tencia inter-onda o latencia inter-pico.
Existen diversas formas de medir la latencia; la más utilizada en los registros de EPs es
considerarla hasta el punto de máxima amplitud del componente evaluado, esto es lo que
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se conoce por el término de latencia absoluta. Además de la anterior, se conoce otra forma
particular de evaluar este parámetro: la latencia interpicos o intercomponentes, que resulta
de la medición de la diferencia temporal entre dos componentes relacionados. Las mediciones
de latencias se realizan a través de los cursores (marca movibles identificables sobre el modo
gráfico) y su unidad de medida son los milisegundos [4].
La latencia suele representar la velocidad de conducción de las fibras nerviosas que par-
ticipan en la conformación de la respuesta evocada, así como también nos da información
indirecta sobre la posible eficiencia de los diferentes relevos sinápticos que tienen lugar en la
transmisión nerviosa.
Amplitud
Este parámetro cuantitativo considera el tamaño relativo de un determinado componente.
Existen varias formas de medir la amplitud, pero la más utilizada en los registros EPs es
aquella que se considera como amplitud absoluta, y consiste en medir del punto de máxi-
ma amplitud de un componente o pico de una polaridad al punto siguiente (o precedente)
de máxima amplitud pero de polaridad opuesta. Esto es lo que se conoce como amplitud
pico-pico. En algunos equipos comerciales puede evaluarse la amplitud de un componente,
con relación a una línea de base, que mide la distancia vertical que explica la diferencia de
voltaje entre un pico y un nivel de referencia que representa una amplitud cero. Su unidad
de medida son los microvoltios (µV). Los valores de amplitud son mucho más variables que
los de latencia, pues no suelen presentar una distribución estadística normal y se requieren
entonces de alternativas estadísticas más complejas para definir su normalidad.
La amplitud refleja la cantidad de elementos neurales que participan en la transmisión
nerviosa, y por tanto, también tiene que ver con la sincronización con que esta se produce.
Es de importancia enfatizar que en numerosas ocasiones, fundamentalmente dependiendo
del momento y del tipo de daño neurofuncional que caracterice al proceso patológico, estos
elementos se interrelacionan y no se observan entonces alteraciones electrofisiológicas puras.
Polaridad
La polaridad se refiere a la positividad y negatividad entre dos electrodos conectados a la
entrada del sistema de adquisición. La relación entre los cambios en los potenciales eléctricos
en los electrodos y las deflexiones ascendentes y descendentes del trazado de un EP depende
de cuáles electrodos estén conectados en las dos entradas y de qué convención de polaridad es
usado por el sistema de adquisición. Por lo tanto, las deflexiones ascendentes y descendentes
en un potencial evocado deben ser explicadas en ambos términos.
2.1 Clínica de los potenciales evocados 15
Distribución topográfica
La apariencia de los potenciales evocados en diferentes regiones de la cabeza no sólo depende
de la modalidad sensorial, sino también del estímulo usado. En general, las respuestas evo-
cadas suelen ser muy simétricas. Evaluar este parámetro, por tanto, consiste en considerar
el grado de similitud o relación interhemisférica de las respuestas evocadas. Pueden estable-
cerse relaciones de simetría para cada uno de los marcadores electrofisiológicos ya referidos.
De esta manera, podemos evaluar simetrías interhemisféricas de morfología, latencias y am-
plitudes.
Existen estudios normativos para casi todos los tipos de EPs, los cuales caracterizan con
criterios estadísticos, las variaciones normales de casi todos los marcadores electrofisiológicos.
El experto en su estrategia para la interpretación correcta del EP, utiliza la comparación
de los valores del paciente, para cada uno de los diferentes marcadores, con sus valores
normativos ya conocidos. Los estudios normativos se realizan sobre una muestra de sujetos
sanos o "normales", utilizando siempre las mismas condiciones de registro y obtención del
EP, con que se examinarán a los pacientes.
Morfología
La morfología de una respuesta evocada la constituye su forma de onda (patrón) caracte-
rística. Esta forma de onda resulta de la disposición gráfica típica que toman sus diferentes
componentes (estructura multicomponente). Por supuesto, que cualquier patrón morfológico
incluye las interconexiones de polaridad, latencia, amplitud, distribución topográfica, gene-
radores y función de cada uno de sus componentes. Con alguna frecuencia, estos patrones
típicos pueden presentarse con algunas modificaciones que no afectan su esencia general, esto
es lo que se conoce como variaciones morfológicas normales. El reconocimiento del patrón
morfológico del EP suele ser la primera estrategia visual del experto para su correcta inter-
pretación. Las características del patrón morfológico del EP nos informan acerca del grado
de sincronía o sincronización, así como de la orientación de los dipolos generadores de los
elementos neurales que participan en la respuesta evocada.
La figura 2-1 muestra el registro de la forma de onda de un potencial evocado auditivo
normal. La gráfica señala los componentes que conforman la señal y los parámetros de mor-
fología más significativos en los estudios neurofisiológicos de los EPs (latencia y amplitud),
medidos con respecto a la presentación del estímulo y el pico P300.
2.1.6. Componentes de los potenciales evocados cognitivos
A través de paradigmas experimentales, de mapeos topográficos de las señales promediadas
y de análisis de las fuentes eléctricas, ha sido posible recopilar una considerable cantidad de
información sobre los potenciales evocados que ha mostrado la existencia de varios compo-
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Figura 2-1.: Forma de onda del potencial evocado cognitivo.
nentes de los ERPs que están asociados con diferentes fases y operaciones de la cognición
humana. A continuación se hace una breve descripción de los principales componentes de los
ERPs y de mayor interés en el área de la neurofisiología relacionado al análisis de múltiples
enfermedades neurocognitivas y cerebrales.
P100
Alrededor de los 100 ms después de la presentación del estímulo se presenta una deflexión
denominada P1 o P100. Este pico puede verse mejor definido en los electrodos del área occi-
pital, la cual está muy próxima al área visual primaria. Por esta razón, el componente P100
representa una respuesta sensorial que se evoca por un estímulo visual sin importar la tarea
que esté desarrollando el sujeto (las variaciones en las tareas pueden influir en la amplitud
de la P1, pero no necesariamente una tarea en particular es la que provoca dicha onda). Este
componente puede también ser observado en electrodos centrales y frontales pero no muy
bien definidos, y en ubicaciones posteriores aparece de forma más tardía [19].
Aunque el componente P1 es discernible en la mayoría de los casos y domina en el hemisferio
cerebral ipsilateral al músculo que se contrae, no se puede observar con movimientos bilate-
rales simultáneos, lo cual sugiere que P1 está relacionado con la inhibición al movimiento de
imitación de la mano opuesta (movimiento espejo) [20].
N100
El componente N100 o N1 generalmente representa la extracción inicial de información a
partir del análisis sensorial del estímulo o también puede ser interpretada como la excitación
asociada a la asignación de un canal de procesamiento de la información de la corteza pri-
maria [5], así el componente N100 muestra una amplitud mayor ante estímulos que el sujeto
atiende, ya sea de forma pasiva o activa. Anatómicamente, la N100 es generada por múltiples
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áreas del plano temporal superior, con una mayor contribución de las áreas cerebrales deno-
minadas Planum Temporale y la circunvolución de Heschl. Fisiológicamente, la aparición de
patrones sencillos o dobles en la N100 parece estar determinada por interacciones no lineales
entre las respuestas dadas a dos eventos acústicos sucesivos [21].
Otro componente dentro del intervalo de los 100 − 200 ms es la denominada negatividad
del procesamiento, que puede solaparse con la N100 y que aparece particularmente en tareas
de atención selectiva. En promedio, la amplitud de estos componentes varía entre 2 y 4 µV,
pero ésta se hace mayor cuando más complicado resulta discriminar entre dos estímulos que
se presentan simultáneamente. Un tercer componente encontrado en este intervalo de tiempo
se conoce como la negatividad de desemparejamiento (mismatch negativity en inglés), y se
produce cuando en la secuencia de estímulos que el sujeto atiende aparece alguno que difiere
del resto (sobre todo físicamente) [22].
P200
Otro componente positivo que sigue a la onda N100 es el denominado pico P200 o P2, que
puede distinguirse en las ubicaciones central y anterior del cuero cabelludo. Este componente
muestra mayor amplitud ante estímulos que contiene características denominadas diana (tar-
get en inglés), y su efecto aumenta cuando los target son relativamente infrecuentes. En este
sentido, la P200 de la zona anterior es similar a la onda P300. Sin embargo, la P2 anterior sólo
ocurre cuando el target está definido por estímulos de características muy simples, mientras
que los efectos de la P300 pueden ocurrir por categorías de targets complejos que aparecen
arbitrariamente. En sitios posteriores, la onda P200 frecuentemente es difícil de distinguir
debido al solapamiento que puede ocurrir con las ondas N1, N2 y P3; en consecuencia, la
bibliografía no reporta mucha información sobre la generación de este componente en tal
ubicación [23]. Sin embargo, en [18] se muestra que en general la P200 parece reflejar la
relevancia intrínseca que el estímulo posee, y hace referencia a la importancia del estímulo
independientemente de la tarea encomendada.
N200
La N200 (o N2) es una negatividad resultante de una desviación en forma de un estímulo
predominante, típicamente evocado entre los 180 y 325ms después de la presentación de un
estímulo auditivo o visual. La generación de esta respuesta puede ser alcanzada mediante
el paradigma experimental oddball, en el cual los sujetos son expuestos a una sucesión con-
tinua de dos tipos de estímulos, uno que se presenta regularmente y otro que se manifiesta
esporádicamente. En este experimento, la N200 es típicamente evocada antes de la respuesta
motora, lo que sugiere su relación con el proceso cognitivo de distinción e identificación de
estímulos [24].
Distintos tipos de potenciales N200 han sido caracterizados [25]: un conjunto que refleja el
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procesamiento involuntario, y otro, evocado mediante el procesamiento activo. En la pre-
sentación repetitiva del estímulo, la N2a es una distribución cortical anterior evocada por la
atención consciente o inconsciente de un estímulo desviado; la N2b es una negatividad de la
distribución cortical central que sólo es observada durante un estímulo de la atención cons-
ciente; la N2c se presenta frontal y centralmente durante tareas de clasificación. Además, los
estímulos presentados en tareas de búsqueda visual pueden evocar una deflexión denominada
N2pc, como índice de un cambio atencional, en la región occipital-temporal de la corteza
contralateral [24].
P300
La onda P300 ha sido objeto de numerosos estudios relativos a los procesos cognitivos,
procesamiento de la información y la atención selectiva [5], debido en parte a su amplitud
relativamente grande y fácil obtención en contextos experimentales. Este componente, de
polaridad “positiva” y latencia promedio de 300 ms, es evocado principalmente en tare-
as discriminativas con estimulación auditiva, visual o somatosensorial (paradigma oddball),
mediante la aparición inesperada de un estímulo infrecuente (también llamados estímulos
diana o raros), que tiene una probabilidad significativamente inferior a la de los estímulos
frecuentes (estímulos no diana o comunes) [15].
La onda P300 depende enteramente de las tareas ejecutadas por el sujeto y no está directa-
mente influenciada por propiedades físicas de la generación del estímulo. La P3 es por tanto,
un componente tipo endógeno debido a su dependencia a factores internos y no externos [23].
En varias patologías relacionadas a la cognición, la onda P300 muestra alguna alteración que
refleja anormalidad de la respuesta, tal como sucede en la depresión, la esquizofrenia, la de-
mencia, entre otras [26] [27].
Se desconocen las estructuras anatómicas responsables de la distribución topográfica de la
P300. El hipocampo y áreas adyacentes del sistema límbico se activan al mismo tiempo que
se registra la P300; sin embargo, una lobectomía temporal unilateral no afecta la distribución
topográfica de la P300. Es posible entonces que la P300 represente actividad generada tanto
en sistema límbico como en áreas asociativas parietales. Aunque los orígenes neurales de la
P300 continúan en debate, los registros con electrodos profundos en humanos indican que al
menos alguna porción de la P300 se genera muy probablemente en el lóbulo temporal medio.
N400
Este componente ha despertado un especial interés en diferentes áreas de investigación debido
a los signos de procesamiento del lenguaje que muestra. En [28] [29], Kutas y Hillyard
describen una deflexión negativa que se presenta entre los 300 y los 500 ms después de la
estimulación (haciendo referencia a la N400), la cual está correlacionada con la aparición
de palabras semánticamente anómalas en oraciones con sentido contrario. Lo anterior refleja
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la memoria semántica, es decir, la previsibilidad de una palabra basada en el contenido
semántico de la oración anterior [19].
2.1.7. Uso clínico de los potenciales evocados
Los EPs son usados principalmente en tests de conducción de los sistemas somatosensori-
al, auditivo y visual, especialmente en la parte central de estos sistemas. Los potenciales
evocados son tan sensibles que pueden llegar a detectar lesiones que no fueron descubiertas
clínicamente o por otras técnicas de laboratorio.
Determinación de límites de normalidad
Dado que la interpretación clínica de los EPs tiene que ser confiable y consistente, debe haber
una método definido para determinar si los resultados de las pruebas de los pacientes están o
no dentro del rango de normalidad. En la mayoría de casos, esto requiere que cada laborato-
rio ejecute en al menos 35 sujetos normales la misma prueba que será usada en pacientes. Se
debe enfatizar que exactamente los mismos parámetros se deben medir tanto en los sujetos
normales como en los pacientes a quienes se aplicará la prueba, debido a que muchos de estos
factores tienen efectos significativos en las latencias y amplitudes de los EPs. Por ejemplo, en
los potenciales visuales, pequeños cambios en los patrones de iluminación podrían repercutir
en considerables alteraciones en la latencia de la P100, los cuales podrían sugerir un estado
de normalidad en una prueba realizada bajo un nivel de iluminación, o de anormalidad bajo
otro nivel. Por esta razón, no tiene sentido poner a prueba sujetos normales en un cuarto con
una estimulación, y poner a prueba pacientes en otro cuarto con una estimulación diferente.
La mayoría de parámetros tienen una distribución gaussiana o normal. En este caso, las
desviaciones estándar pueden resultar eficientes para describir los límites esperados de nor-
malidad. La desviación estándar usada como límite de normalidad debe incluir al menos
el 98% de la población que ha sido estudiada; la mayoría de laboratorios usa 2.5 (98.8%)
o 3 (99.7%) desviaciones estándar. Es incorrecto usar 2.0 o menos desviaciones estándar
para definir el límite superior de normalidad para propósitos de interpretación clínica. Otras
medidas estadísticas usadas son las distribuciones de frecuencia acumulada y los límites de
confianza, los cuales ilustran de manera más comprensible la relación entre los resultados
de una prueba de un paciente dado y la población normal. Los métodos no paramétricos se
usan cuando los valores normales tienen una distribución no gaussiana. Por ejemplo, muchas
medidas de amplitud muestran curvas más pronunciadas en el lado de las bajas amplitudes
que en el lado de las altas amplitudes; en estos casos, hay cierta validez en tomar como
límites de normalidad, los valores extremos registrados para sujetos normales.
20 2 Preliminares Fisiológicos y Clínicos
Registro de los potenciales evocados
Los potenciales evocados son señales eléctricas que se encuentran embebidas en el elec-
troencefalograma (EEG), el cual corresponden a una respuesta espontánea y altamente no
estacionaria, a diferencia de los potenciales. El EEG mide la actividad eléctrica promedio
del cerebro en diferentes puntos de la cabeza.
La adquisición de los potenciales evocados requiere de cinco elementos básicos para llevar a
cabo su registro:
El paciente Debido a que los electrodos no solo registran los EPs y EEG generados a nivel
cerebral, sino también el EMG (electromiografía) de la musculatura subyacente a la
posición del electrodo, es indispensable que el paciente se encuentre en reposo, relajado
y lo más confortable posible dentro de las limitaciones del examen; de lo contrario se
aumentará considerablemente la actividad eléctrica de fondo que deberá ser reducida
por los procesos de filtrado y promediación de la señal [30].
Electrodos La manera más común de obtener el registro del EEG (y por ende de los EPs)
es mediante métodos no invasivos, esto es, ubicando electrodos sobre la superficie del
cuero cabelludo o de la piel; los registros intracraneales son rara vez utilizados en hu-
manos, en ocasiones se usan en pacientes con epilepsia para la localización de focos
epilépticos [19].
Los electrodos utilizados para el registro de EEG son copas metálicas con un orificio
central, elaboradas en diferente materiales conductores como oro, plata o estaño, y
con un diámetro de 4 − 10 mm. La ubicación de los electrodos se hace de acuerdo al
sistema internacional 10−20 (Figura 2-2), y depende del tipo de potencial evocado que
se desee registrar; la clara definición de la forma de onda y la considerable amplitud de
los picos obedece directamente a la correcta localización de los electrodos. La actividad
de cada electrodo está referenciada por uno o un par de electrodos en común, ubicados
generalmente en los lóbulos de las orejas [19]. Puesto que el electrodo es la interfaz
entre la piel y el sistema de registro, se requiere que éste presente una impedancia
eléctrica mínima (en lo posible de 5 kΩ o menor), para lo cual es indispensable que
la superficie de la piel donde se ubicarán los electrodos esté libre de suciedad, grasa y
células muertas; para tal fin se emplean diferentes métodos que incluyen técnicas de
limpieza con productos químicos y pastas conductoras [4].
Estimulación En cada una de las modalidades sensoriales evaluadas, los potenciales evo-
cados varían dependiendo no sólo del tipo de estímulo aplicado sino también de los
métodos específicos de generación de estímulos. La intensidad del estímulo aplicado es
determinante en la forma de onda del potencial evocado: si se aplica un estímulo muy
débil, entonces se requiere hacer una promediación de una gran cantidad de respues-
tas para aumentar su amplitud; por el contrario, un aumento desmedido del estímulo
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Figura 2-2.: Ubicación de los electrodos según sistema internacional 10-20
provocaría un incremento en la amplitud y la latencia puede decrecer, cambiando así
la forma de la señal y aumentando más picos al EP. Por otra parte, debe elegirse una
frecuencia de estimulación óptima para cada modalidad sensorial y de acuerdo al tipo
de respuesta que se desea registrar, ya que para todos los tipos de estímulos la respuesta
del sistema nervioso varía de acuerdo a la frecuencia de presentación del estímulo; así,
la amplitud del EP puede disminuir con el aumento de la frecuencia de estimulación,
y la sensibilidad de los componentes de la respuesta a los cambios de la frecuencia
dependerá de la modalidad de estimulación y del nivel del sistema nervioso en que se
origina [31].
Amplificación y filtrado En los sistemas modernos de adquisición de EPs, los amplificadores,
unidades de calibración, filtros y demás dispositivos de procesamiento de la señal, con-
forman un sólo módulo. La amplificación es un procedimiento necesario durante el
registro de los potenciales evocados con el fin de aumentar la amplitud de la señal eléc-
trica adquirida, la cual está en el orden de los microvoltios. Los amplificadores usados
en los sistemas de adquisición son de tipo diferencial, el cual amplifica la diferencia de
voltaje entre dos de las tres entradas y cancela los componentes en común adquiridos
por los tres electrodos.
Una segunda etapa del acondicionamiento de la señal (que debe hacerse previamente a
la promediación) es el filtrado análogo de las respuestas, cuyo objetivo es la reducción,
y en lo posible, eliminación del ruido de fondo de la señal adquirida, sin que la am-
plitud y morfología de la onda sufran modificaciones significativas, mejorando así una
baja relación señal-ruido (SNR). Para tal propósito, se dispone de filtros pasabanda
en diferentes configuraciones, dadas de acuerdo al tipo de EPs que se desee registrar
(y a las bandas de frecuencia que se pretenden restringir). La selección de filtros ade-
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cuados es igualmente determinante en la morfología de la onda, dado que la incorrecta
determinación de las frecuencias de corte, pueden generar efectos significativos sobre
las latencias de los picos [30].
Promediación La promediación es el método comúnmente utilizado para la obtención de
los potenciales evocados. Consiste en hacer la promediación de las respuesta indivi-
duales obtenidas en la repetición de un mismo experimento; de esta manera, el ruido
esporádico conformado por el EEG, el EMG, y la interferencia eléctrica, es reducido
substancialmente y los EPs se manifiestan de forma más clara. Esta técnica se realiza
bajo la presunción que el EP es invariante en el tiempo, ya que el EEG tiene por lo
menos una distribución estadística simétrica. Además, para que está técnica resulte
confiable, debe asumirse que cada vez que un estímulo dado se presente, provocará
esencialmente el mismo potencial evocado; de esta manera, la amplitud y polaridad
que exhiben los EPs serán razonablemente estables (en tiempos fijos) en relación con el
estímulo y no se cancelarán al promediar el número de repeticiones, lo cual si ocurriría
con el ruido de fondo al presentar amplitudes y polaridades eventuales en cualquier
instante que sigue al estímulo.
La Figura 2-3 muestra cómo el procedimiento de promediación de registros EEG,
permite ver con claridad los potenciales evocados en la respuesta promediada. En esta
gráfica, se muestran 16 registros individuales del electrodo occipital izquierdo de un
sujeto normal y su correspondiente señal promedio. El triángulo ubicado en la parte
superior marca el tiempo de estimulación. Nótese como las respuestas evocadas se ven
claramente después de promediar, pero difícilmente pueden ser identificadas en los
registros individuales
Paradigmas de evocación de potenciales
El método más común para la provocación de potenciales relacionados a eventos es el paradig-
ma oddball (tareas de ejecución continua). Éste consiste en la presentación aleatoria de una
secuencia de dos tipos de estímulos; el primero de ellos aparece de forma frecuente, y se
denomina estímulo estándar o frecuente. El otro tipo de estímulo (en inglés, denominado
target o oddball), por ser raro o infrecuente (diana) aparece con menor frecuencia y de man-
era inesperada. Los estímulos raros y comunes pueden ser tonos a diferentes frecuencias, o
figuras de diferentes colores, formas, etc. La tarea del sujeto evaluado consiste en clasificar
el estímulo en una de las dos categorías, y se pide entonces que cuente el número de veces
que percibe un estímulo target en una sesión o que presione un botón cuando esto ocurra.
Si el estímulo presentado y captado por el sujeto pertenece a la categoría de infrecuentes,
entonces se habrá evocado la onda P300 y la deflexión positiva se manifestará en el registro
del ERP [19][32].
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Figura 2-3.: Extracción de EPs por promediación de señales EEG.
La figura 2.4(b) muestra un potencial evocado visual promediado mediante el paradigma
oddball. En esta gráfica se observa la respuesta promedio a un estímulo frecuente, mientras
que en la gráfica 2.4(a) se muestra la respuesta promedio a un estímulo raro o infrecuente.
Nótese que la depresión acentuada que se da alrededor de los 300 ms después de la estimu-
lación, se presenta solamente por un estímulo infrecuente.
2.2. Trastorno por déficit de atención y/o hiperactividad
2.2.1. Definición
El TDAH es un cuadro sintomático muy heterogéneo desde el punto de vista clínico, el cual
se caracteriza por un patrón persistente de desatención, impulsividad e inquietud motriz exa-
gerada e inapropiada para la edad de desarrollo. Aunque tradicionalmente se ha relacionado
con una situación clínica típica de la infancia y la adolescencia, en la actualidad el TDAH
se define como un trastorno crónico sintomáticamente evolutivo, que debe manifestarse por
un lapso de tiempo no inferior a 6 meses, y presentarse por lo menos en dos ámbitos distin-
tos. Los pacientes afectos se muestran inquietos y dispersos en los primeros años de edad, e
incluso, en los primeros meses de vida. El cuadro se hace especialmente notable a partir de
los tres primeros años, mostrando una diversidad clínica e intensa a partir de los seis años
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Figura 2-4.: Presentación del componente P300 dado un estímulo infrecuente
de edad, durante la etapa escolar [33][12].
2.2.2. Estadísticas
El trastorno por déficit de la atención con hiperactividad (TDAH) se considera uno de los
desórdenes del comportamiento más comunes de la infancia; según la Asociación Psiquiátrica
Americana, afecta entre 3 y 5% de los niños en edad escolar. Se calcula que más de 80%
de los niños que lo presentan en la infancia, lo manifestarán también en la adolescencia.
Entre el 32 y 40% de quienes lo padecen en la adolescencia, están más propensos a retirarse
de sus estudios; y sólo entre el 5 y 10% de los que continúan completan el colegio, pero
el 50 − 70% de ellos no tiene buenas relaciones interpersonales, tienen pocos amigos o no
los tienen. Entre el 40 y 50%, se involucran en actividades antisociales y hacen uso de
drogas ilícitas; el 40% de las adolescentes son más propensas a quedar en embarazo a una
edad temprana, y el 16% presentan mayor riesgo de contraer enfermedades de trasmisión
sexual. Quienes conducen vehículos tienden a exceder los límites de velocidad y a tener
múltiples accidentes de tránsito [34]. Por último, alrededor del 50% de los sujetos que son
diagnosticados en la infancia, presentan manifestaciones en la edad adulta [35], etapa que
se caracteriza por dificultades en las relaciones interpersonales, laborales, sociales, entre
otras. Además, este trastorno tiene una alta comorbilidad con entidades psiquiátricas como
el trastorno de conducta disocial y oposicional desafiante (entre el 40 y 50%), problemas
de ansiedad (25%), depresión (30 − 33%), síndrome de Gilles de la Tourette (2%), fallas
en el aprendizaje (20− 25%), farmacodependencia, alcoholismo, entre otros trastornos de la
conducta [36].
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2.2.3. Diagnóstico del TDAH
El diagnóstico del trastorno es clínico y se basa en 18 síntomas definidos en los criterios
del DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, fourth edition) (ver
Anexo A) y en el CIE-10 (Clasificación Internacional de Enfermedades, Décima revisión).
En la actualidad, a partir de los criterios del DSM-IV, se aceptan tres formas principales:
de predominio en inatención, de predominio hiperactivo y la forma combinada. La primera
se suele asociar con trastornos del aprendizaje, del lenguaje y/o de la coordinación motora,
mientras que las dos últimas se relacionan directamente con los trastornos de la conducta
[37]. En la población colombiana la forma más frecuente es el tipo combinado con 9,2%, le
sigue el predominio en desatención con 6,2% y el hiperactivo con 1% [38].
Aportes de Pruebas neurofisiológicas en el diagnóstico y seguimiento
Electroencefalograma. Entre la anomalías comúnmente encontradas en niños con afec-
ciones de TDAH se encuentra la disminución de la velocidad difusa o intermitente de la
actividad eléctrica cerebral fuera de los límites de la normalidad para la edad cronológica.
En la actualidad no se ha logrado determinar un patrón electroencefalográfico específico para
el TDAH, debido a la posible inmadurez eléctrica por la presencia de una mayor densidad
de ondas lentas o a que el trazado puede ser normal aún cuando padece el trastorno.
El EEG no debe usarse de manera indiscriminada, ya que puede condicionar ciertas acti-
tudes terapéuticas debido a una inadecuada interpretación de los fenómenos bioeléctricos;
este debe ser usado en ciertos diagnósticos diferenciales y en determinados casos [39][40].
El EEG cuantificado puede llegar a ser aún de más utilidad, ya que da el valor preciso de
la frecuencia dominante y una medida de similitud entre dos señales que se han registrado
desde derivaciones simétricas al mismo tiempo o en tiempos distintos. El principal propósito
del EEG computarizado es apoyar las pruebas electroencefalográficas con datos objetivos en
forma numérica o gráfica. Se han realizado estudios de análisis espectral mediante el EEG
computarizado para hacer el seguimiento del tratamiento con Metilfenidato; en tal caso se
han demostrado mejoras en la respuesta eléctrica cerebral, sustituyendo las ondas lentas por
ondas rápidas o beta [41].
Registros poligráficos de sueño. Los estudios relacionados al sueño en niños con TDAH
aún no han generado datos determinantes que permitan definir el sueño como un marcador
biológico para el proceso de maduración del sistema nervioso central. Estos estudios han
aportado hallazgos relacionados a la estructura del sueño en estos niños, su relación con los
movimientos periódicos durante el sueño, el menor umbral auditivo para el despertar, etc.
En este sentido, en [42][43] Busby señala que la estructura de sueño de los pacientes hipercinéti-
cos no muestra mayor alteración; sin embargo, hallazgos estadísticos significativos refieren
alargamiento de la latencia durante la primera fase de sueño y la mayor cantidad absoluta y
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relativa de tiempo en movimiento. Además se ha demostrado que durante la fase 2 de sueño,
los niños con TDAH no medicados presentan un umbral auditivo de alertamiento más bajo.
Por su parte, Picchieti [44] señala una mayor prevalencia de movimientos periódicos de las
extremidades durante el sueño en niños con TDAH con relación a niños sanos. La mayoría
de los movimientos periódicos fueron asociados a alertamientos, dados durante un tiempo
total de sueño menor que los niños control, con un alargamiento de la latencia de sueño y
problemas en el mantenimiento del sueño.
Potenciales evocados de corta latencia. En niños afectos de TDAH se han encontrado
alteraciones en los potenciales evocados auditivos de tronco que consisten en incrementos
significativos en las latencias de las ondas III y V (generadas en el complejo olivar superior
y en el colículo inferior, respectivamente); asimismo los tiempos de transmisión de tallo
mostraron incrementos de las ondas I (correspondiente al potencial del nervio auditivo) a la
III en niñas y de la I a la V en niños, en comparación con niños normales. Estos hallazgos
sugieren la existencia de una conducción asimétrica de los estímulos en el tallo que puede
repercutir en el curso del trastorno [33].
Potenciales cognitivos de larga latencia. En niños con TDAH se han descrito anomalías
en la amplitud, alargamiento de latencia de la P300 o ambas, probablemente por un retraso de
la maduración en estos niños de los procesos de expectación, atención selectiva y elaboración
sensorial de los estímulos auditivos que mejorarían con la medicación. Así los potenciales
evocados cognitivos pueden tener una gran utilidad clínica en la predicción de la respuesta a
psicoestimulantes, especialmente al Metilfenidato, pudiendo utilizarse como test predictivo
previo a la introducción a largo plazo de medicación [33].
2.2.4. Prevalencia
Debido a las diferencias entre los criterios diagnósticos empleados, los métodos y las fuentes
de información, establecer con exactitud la prevalencia del TDAH puede resultar complejo.
De esta forma, la prevalencia de este trastorno se sitúa entre el 1% y el 24%, dependiendo
de las series y los métodos diagnósticos empleados. Las frecuencias más altas pueden ser
observadas en estudios generalmente observacionales basados en entrevistas estructuradas y
pobremente confirmadas. Se debe anotar que entre el 40 y 50% de los varones, son etique-
tados por profesores y padres como inquietos o “hiperactivos”.
Finalmente, es importante señalar que la utilización de criterios diagnósticos diferentes al
DSM, como por ejemplo el CIE-10, pueden contribuir a esta variabilidad en la prevalen-
cia de esta patología. Incluso, dependiendo de la versión del DSM empleada, se obtienen
prevalencias diferentes en una misma población; diferentes estudios parecen reflejar que el
DSM-IV-TR es más permisivo que las versiones anteriores, recogiendo mayor prevalencia en
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sus estudios en una misma muestra [33].
2.3. Potenciales evocados y cognición
Dado que los procesos cerebrales pueden estar relacionados a movimientos voluntarios y a
procesos psicológicos independientes de estímulos, el término potenciales evocados no es lo
suficientemente general para ser aplicado a todos los fenómenos EEG relacionados a procesos
motores-sensoriales. Por otra parte, los eventos psicológicos suficientemente prominentes o
distintivos pueden servir como referencias de tiempo para hacer un promedio, además de
estímulos y respuestas motoras. El término potenciales relacionados a eventos (event-related
potentials - ERPs en inglés) se propuso para designar la clase general de potenciales que
muestran relaciones de tiempo estables con un evento de referencia definido. La mayoría
de investigaciones en neurociencia cognitiva se refiere a ellos como ERPs, aunque pueden
también encontrarse en la literatura referidos como “respuestas evocadas” o “potenciales de
respuesta evocada” [23].
Dado que el interés de este trabajo está centrado en la detección del TDAH a partir de
registros de potenciales evocados, este estudio apunta al análisis de los potenciales evocados
de larga latencia (que en adelante serán llamados ERPs por las razones arriba expuestas), ya
que éstos son provocados por la elaboración sensorial del individuo frente al estímulo, cuyas
respuestas se relacionan con funciones cognitivas superiores, especialmente la atención.
2.3.1. Alteraciones de los ERPs a causa del TDAH
Desde la década de los 70’s los estudios de los ERPs han revelado valiosa información sobre
el procesamiento de la información en el TDAH [45][46]. La mayoría de estos estudios se han
enfocado en pruebas de funcionamiento de los sistemas de atención visual y auditivo, junto
a otros exámenes de procesos preliminares, y en los llamados “procesos ejecutivos” bajo el
control del lóbulo frontal, tales como la inhibición.
Mientras muchos estudios comportamentales sugieren que una capacidad reducida [47] o
disfuncional [48] de los sistemas de atención no es la mayor causa de los síntomas y/o com-
portamientos en el TDAH, los estudios con ERPs señalan que varias etapas del procesamiento
cognitivo y sensorial son atípicos. Estas aparentes discrepancias pueden ser consecuencia de
las diferencias básicas en la metodología y el enfoque, puesto que los estudios comporta-
mentales analizan el resultado de procesos cognitivos internos, mientras que los estudios con
ERPs examinan las correlaciones eléctricas de tales procesos cerebrales [5].
Numerosos estudios han puesto de manifiesto la existencia de alteraciones en los ERPs en
niños con TDAH, como una disminución de la amplitud y un incremento de la latencia del
componente P300 [49][7]. Sin embargo, no todos los niños con TDAH muestran una homo-
geneidad sintomática. Podemos encontrar niños con una afectación específica de la atención
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y con escasa afectación de los otros dos síntomas claves del TDAH, la hiperactividad y la
impulsividad [50][51]. La mayor parte de estos estudios se realizaron con grupos heterogéneos
de niños con TDAH, sin diferenciar los diferentes subtipos del trastorno según el DSMIV
[52].
3. Estado del Arte en la Detección
Automática del TDAH
En este capítulo se expone el estado del arte de las técnicas aplicadas al análisis de los
potenciales evocados cognitivos, los avances realizados en materia investigativa en el proce-
samiento digital de estas señales y la adquisición de la información relevante y subyacente
de estos registros. Por otra parte, se define brevemente la importancia y los requerimientos
básicos para el diagnóstico asistido y los sistemas de identificación automática orientados a
la detección de patologías.
3.1. Diagnóstico asistido de patologías
El diagnóstico de enfermedades por parte de los médicos se hace mediante la detección de
síntomas u otras señales orgánicas que determinan el estado de funcionalidad del organis-
mo. Para tal fin, los médicos se valen de la percepción sensorial, ayudados con instrumentos
de medición que facilitan la emisión de un juicio médico sobre el grado de “normalidad”
o “anormalidad” del sujeto estudiado. Aún cuando este estándar de dictamen médico es
universalmente aceptado, posee ciertas limitaciones que han llevado a la búsqueda de otras
alternativas diagnósticas: la primera de estas restricciones y la de mayor cuidado está rela-
cionada a la alta subjetividad de un diagnóstico al depender de las destrezas y conocimientos
del especialista. Asimismo, la alta variabilidad del concepto médico y la imposibilidad de rea-
lizar una réplica del protocolo aplicado para un futuro análisis, disminuyen la confiabilidad
del diagnóstico. Por otra parte, desde el punto de vista técnico, el hecho de no poder alma-
cenar automáticamente la información que se genera durante un examen médico, representa
otro impedimento para realizar un estudio clínico fidedigno de un paciente. De ahí surge
la necesidad de utilizar instrumentación avanzada, equipos y otras ayudas tecnológicas que
faciliten la exploración y reconocimiento de indicios que sugieran enfermedad y se mejore de
manera objetiva la calidad de decisiones de tipo clínico.
3.1.1. Estado del arte
Los esfuerzos realizados para poder aplicar el aprendizaje automático en la resolución de
problemas complejos bajo condiciones de incertidumbre y con información faltante no son
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recientes. En la década de 1950, un artículo pionero que apareció en la revista Science [53]
describió cómo las computadoras podrían ayudar en el proceso diagnóstico. Un software dis-
eñado por Warner et al. en 1961 [54] para el diagnóstico de cardiopatías congénitas alcanzó
con éxito un nivel equiparable al de cardiólogos expertos. Sin embargo, el progreso en el
desarrollo de sistemas de expertos clínicamente útiles que soporten el diagnóstico médico en
general estuvo estancado hasta la década de 1990, debido a expectativas poco realistas de la
comunidad médica y las limitaciones de los primeros algoritmos determinísticos de toma de
decisiones [55].
Actualmente, los sistemas de apoyo en decisiones están proliferando en muchas áreas de
la actividad humana, favoreciendo así la resolución de problemas complejos tales como el
diagnóstico médico. Los algoritmos de sistemas expertos comprenden una combinación de
sistemas basados en reglas, técnicas de aprendizaje de máquina (machine learning) como las
redes neuronales artificiales, la teoría de decisión bayesiana, árboles de decisión, máquinas
de soporte vectorial y lógica difusa. Algunos de estos sistemas intentan imitar el proceso
de decisión humano, subrayando la presunción errónea que el rendimiento del hombre es
indefectiblemente óptimo. Otros sistemas proporcionan predicciones basados en el análisis y
la minería de datos para ayudar a los médicos en la elaboración de un diagnóstico o a decidir
sobre el curso de un tratamiento o terapia [56].
Algunos autores que promueven el intento por emular los procesos de decisión humano se
refieren a este como soft computing. Afirman que la ingeniería del conocimiento usa técnicas
simples de inteligencia artificial para simular las acciones de los expertos. Este planteamiento
resulta desconcertante para los investigadores que estudian los procesos de decisión humana,
ya que han descubierto muchas deficiencias robustas en el razonamiento humano. Partir de la
comprensión de este hecho puede ayudar a identificar estrategias para mejorar el rendimiento
humano [57].
A pesar de la proliferación de los sistemas de decisión en el diagnóstico médico, investiga-
ciones han demostrado que entre 98,000 y 115,000 de los pacientes hospitalizados mueren
cada año en Estados Unidos debido a algún tipo de error médico. Estos incluyen una am-
plia gama de eventos adversos de los cuales sólo algunos pueden ser atribuidos a un error
humano. Existe cierta controversia en las cifras, así como en la definición y el cálculo del
“error evitable”. En una revisión del 2005 sobre 14 estudios de errores médicos publicados
entre 1991 y 2004, se encontró que los errores relacionados con el diagnóstico representaron el
30,10% de todos los errores registrados; otros investigadores han estimado que estos errores
representan hasta el 76% de los errores médicos, y que el gold standard de un mal diagnós-
tico obtenido de autopsias, han producido una tasa de errores en el diagnóstico del 40% en
los últimos 65 años [56]. Las anteriores cifras muestran la inminente necesidad de generar
nuevas técnicas en el diseño de sistemas de apoyo para el diagnóstico médico o de refinar
las ya utilizadas, a fin de aumentar el grado de confiabilidad de estos sistemas y asegurar el
diagnóstico emitido por un médico.
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Desde hace algunas décadas se tiene la concepción que los sistemas de ayuda para el diag-
nóstico médico pueden aumentar considerablemente la precisión del dictamen médico. Por
su parte, muchos investigadores de varias disciplinas han apoyado la convicción de que los
procedimientos matemáticos podrían superar en confiabilidad las decisiones tomadas por los
médicos. En este sentido, Kozielecki [58] afirma que “si el médico está dispuesto a definir el
problema clínico en términos de acciones, resultados, probabilidades y utilidades, entonces
él podría delegar a un software la tarea de interpretar las consecuencias de sus juicios”. Por
esta razón, algunas personas se atreven a afirmar que esta es la era post-doctor o del diag-
nóstico sin médicos. Pensar en obviar el dictamen médico podría ser contraproducente, pues
difícilmente una máquina podrá disponer de todas las habilidades manuales y mentales de un
médico, pero con certeza se puede afirmar que sistemas MDSS (Diagnostic Decision Support
System) pueden proporcionar al médico una valiosa herramienta en la toma de decisiones
diagnósticas.
Un sistema de ayuda en el diagnóstico médico está creado bajo las siguientes presunciones:
1. El conocimiento médico es un dominio bien organizado y estructurado de la ciencia y
puede ser manipulado de tal manera que podría combinarse sin problema alguno con
un programa computacional. Una vez la información necesaria es recogida, el programa
producirá las respuestas precisas.
2. El médico mantiene una necesidad de información que un software especializado,
matemáticamente apoyado, está en capacidad de proveer.
3. Cuando un médico reconoce los grandes alcances de estas aplicaciones informáticas,
donde la calidad de la atención médica ofrecida está en juicio, entonces justificará y
favorecerá su uso en la práctica clínica diaria en el menor tiempo posible.
Los anteriores supuestos están sujetos a revisiones y cambios, dado que el conocimiento
médico universalmente aceptado es una controversia debido a las considerables diferencias
de conceptos de enfermedad entre los distintos países, culturas y regiones. [59]
3.1.2. Requerimientos del diagnóstico asistido
El diagnóstico asistido presenta las siguientes características, que deben ser tenidas en cuen-
tas al momento de diseñar un sistema de diagnóstico asistido [60]:
– Naturaleza subjetiva. Dado que es el médico quien juzga la información recogida en
un examen o auscultación, la calidad del diagnóstico puede cambiar de especialista a
especialista. Un estudio de concordancia entre los dictámenes de varios especialistas
se considera aceptable alrededor del 60 − 70%, mostrando así la disparidad entre los
conceptos médicos emitidos por los especialistas en consenso. Lo anterior aporta un
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alto grado de incertidumbre que afecta el entrenamiento de los sistemas automáticos
de diagnóstico e impiden alcanzar una óptima efectividad.
– Naturaleza cualitativa. Gran parte de la información y evidencia recogida por el médico
debe ser parametrizada, y a partir de los valores obtenidos se definen unos rangos
cualitativos de juzgamiento; sin embargo, existe un amplio margen subjetivo en la
escala de calificación final en el dictamen clínico. La generación de características debe
acompañarse de una etapa donde se definan valores representativos para cada estado
funcional, que cumplan con las condiciones de consistencia y efectividad impuestas
sobre los procedimientos de estimación, a efectos de que los resultados puedan ser
reproducibles y transportables.
– Naturaleza Local. El juicio de normalidad o anormalidad de un estado funcional del
cuerpo humano no puede ser generalizado o universal, ya que está sujeto a la locación
donde fue realizada la recogida de información. El resultado de un examen clínico
puede variar de acuerdo a factores externos como la naturaleza étnica de la población,
la actividad humana, el origen social, entre otros, por lo cual se entiende que los rangos
de normalidad de un examen no sean los mismo entre países de diferentes continentes.
Por otra parte, dado que el organismo es un sistema complejo y posee mecanismos
dinámicos de compensación, la medición de las variables fisiológicas cambian con el
tiempo, debido a la naturaleza no estacionaria del funcionamiento del cuerpo humano.
– Trascendencia heurística. La valoración de muchas de las variables diagnósticas usadas
aún en la actualidad han sido desarrolladas de forma empírica, basadas en la percepción
sensorial del médico, y por lo tanto no son fáciles de modelar ni parametrizar. Este
aspecto dificulta la generación de modelos automáticos de diagnóstico, ya que siempre
es preferible que la característica de análisis tenga un sentido físico y sea de fácil
comprensión al personal médico.
3.1.3. Diseño de un sistema automático de diagnóstico
Desde el punto de vista técnico también se deben tener en cuenta los siguientes aspectos
para el diseño de un sistema automático de diagnóstico [60]:
– Modelos irregulares de representación. En la práctica médica es frecuente que a varios
estados de normalidad o anormalidad del cuerpo humano, le correspondan modelos
idénticos de representación; es decir, el paciente se diagnostica por un único estado de
funcionalidad, pero en realidad presenta varias irregularidades, o viceversa, el diagnós-
tico entregado presenta varias disfuncionalidades cuando realmente sólo presenta una
de ellas.
– Asimetría en la distribución poblacional de las clases. Una dificultad común que se
presenta al entrenar sistemas automáticos de detección de patologías es que la población
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en general no presenta igual número de individuos de las clases evaluadas. A lo anterior,
se suma el inconveniente de la consecución del número suficiente de personas por clase
para el aprendizaje de las máquinas. Como resultado surge la necesidad de aprovechar al
máximo la información brindada por cada observación clínica, o de generar estrategias
de registro que impliquen la consecución y extracción de mayor información sobre cada
caso.
– Orientabilidad del diagnóstico. De acuerdo a la categorización por niveles del servicio
de salud en nuestro país, los centros de atención primaria, por su ubicación en zonas
remotas y de difícil acceso a tecnologías avanzadas, están orientados a la atención de
requerimientos básicos de salubridad; por tal motivo, para estos centros es preferible
el desarrollo de sistemas de diagnóstico automáticos que apunten al tamizaje y a la
prevención de enfermedades, con énfasis en la detección con alta precisión de los estados
de funcionamiento anormal. Por su parte, los centros de tercer y cuarto nivel ubicados
en las grandes ciudades, que presentan menores restricciones en cuanto a la dotación
de equipos, exigen de los sistemas automáticos un mayor énfasis en la diferenciación
con alta precisión entre varios estados de anormalidad de naturaleza muy similar.
– Complejidad y alto costo. La implementación de un sistema automático de diagnóstico
supone el desarrollo y aplicación de un riguroso protocolo de registro y procesamiento
de datos que generan altos costos. En primera instancia, la adquisición de las señales
implica gastos relacionados a la ubicación, transporte y preparación de los pacientes a
quienes se les tomarán las muestras (bioseñales), además de los gastos que se puedan
generar en la consecución de los equipos médicos necesarios para tal fin. Asimismo,
el etiquetamiento de los registros y el acompañamiento de los especialistas durante el
desarrollo del aplicativo, también adicionan una carga considerable al presupuesto de
una investigación. Por otra parte, la elaboración y sintonización de los algoritmos de
proceso requiere de personal calificado y máquinas de alto rendimiento que igualmente
debe ser tenido en cuenta en el importe del proyecto investigativo.
– Normatividad en el área de la salud. Es importante tener en cuenta las restricciones
y limitaciones de la normatividad colombiana en el sector de la salud al momento de
plantear los alcances del desarrollo de un sistema de detección automática. A saber, la
resolución número 1995 de 1999 establece las normas para el manejo de la historia clíni-
ca, incluyendo su forma de presentación electrónica. La transmisión y almacenamiento
de bioseñales e imágenes médicas tiene como estándar de facto la norma DICOM, y
así sucesivamente.
3.1.4. Detección automática de TDAH
Si bien, el número de estudios relacionados a los potenciales evocados cognitivos se ha incre-
mentado substancialmente en las últimas décadas, permitiendo avanzar en el conocimiento de
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su complejidad y amplia aplicabilidad, también es cierto que existen ciertas áreas específicas
de estudio que apenas si han sido exploradas, como lo es el caso de la detección automática de
patologías mediante el análisis de ERPs. Son pocos los documentos de carácter científico que
al respecto han sido publicados, lo que supone una gran área aún por estudiar por parte del
procesamiento digital de señales y el análisis automático. Algunos de los pocos documentos
reportados en el estado del arte son los siguientes:
En [61] se propone un sistema de apoyo en desición (Decision Support System - DSS) para
la clasificación de pacientes a partir de sus potenciales relacionados a eventos. Este sistema
consta de dos etapas: en la primera, se hace la extracción de características mediante la
implementación de un modelo de auto-regresión en conjunto con un método de optimización
global, para la selección de las características óptimas de los ERPs. La tarea de clasificación
es llevada a cabo con una red neuronal de tres capas simples, entrenada con un algoritmo
de propagación hacia atrás. El DSS ha sido probado en datos de pacientes con desórdenes
obsesivo-compulsivo, depresivos y drogadictos, alcanzando porcentajes de clasificación supe-
riores al 95%.
Los siguientes artículos presentan un enfoque para el diagnóstico automático del TDAH
y otros desórdenes neurológicos, pero no basado en las señales ERPs sino a partir de su
sintomatología. Por una parte, Delavarian et al. propone en [62] un enfoque que hace la
clasificación automática de diferentes desórdenes comportamentales que presentan sintoma-
tología semejante, que sirve como una útil herramienta para los psiquiatras al momento de
realizar el diagnóstico de un paciente. El estudio consiste en diferenciar y clasificar 306 niños
con síntomas muy similares pero con diferentes desórdenes de comportamiento diagnostica-
dos como TDAH, depresión, ansiedad y comorbilidades de las dos anteriores. La clasificación
se basó en los síntomas (y su severidad) más significativos de cada patología, y formando
con ellos el vector de características, se probó con 16 diferentes clasificadores, alcanzado con
uno de ellos una precisión de clasificación de un 96,92%.
De igual manera, en un estudio similar, Delavarian et al. [63] aplica el mismo enfoque traba-
jado en [62] y realiza la clasificación de niños con diferentes desórdenes de comportamiento
basándose en su sintomatología. En esta ocasión, utiliza redes neuronales de función de base
radial y multicapa, alcanzado rendimientos de clasificación del 96, 62% y 95,5%, respecti-
vamente.
Como puede observarse, los resultados obtenidos en algunos de los trabajos mencionados son
superiores a los alcanzados en esta investigación (ver Capítulo 8); esto se debe principalmente
a las diferencias en los protocolos y experimentos llevados a cabo para la adquisición de los
registros de potenciales evocados cognitivos, dado que tales discrepancias generan marcados
contrastes en las formas de onda de los ERPs [64]. Por otra parte, en los artículos previamente
mencionados, fueron utilizadas las redes neuronales como clasificadores, lo que explica el alto
porcentaje de acierto alcanzado, dada la gran recursividad y aplicabilidad de este prototipo
de sistemas. Sin embargo, vale la pena resaltar que el objetivo principal de esta tesis está
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enfocado a la exploración de la calidad de las características y no se concentra enfáticamente
en la etapa de clasificación, prueba de ello es el uso de clasificadores básicos como se verá en
el capítulo que expone los resultados obtenidos.
3.2. Técnicas aplicadas al análisis de los potenciales
evocados cognitivos
Los potenciales evocados son definidos como cambios de voltaje en el curso del EEG debidos
a un estímulo externo. El hecho de ser respuestas embebidas en el electroencefalograma y
de presentar una pequeña amplitud presume la necesidad de aplicar técnicas de preproce-
samiento para la extracción de los ERPs y el uso de otras herramientas matemáticas para el
análisis de los mismos. A continuación se presenta un breve resumen del estado del arte de
las principales técnicas empleadas en el análisis de los potenciales evocados cognitivos.
3.2.1. Análisis mediante distribuciones tiempo - frecuencia
La transformada wavelet (wavelet transform - WT ) es una útil herramienta de uso común
en el análisis de potenciales relacionados a eventos. Mediante la representación tiempo-
frecuencia, los finos detalles de la estructura de los ERPs pueden ser examinados a una
mayor escala; en particular, permite una resolución en tiempo teóricamente ilimitada para
la detección de picos de corta duración, y admite una flexible selección de funciones bases
wavelet para el análisis de diferentes tipos de ERPs. Entre las aplicaciones más comunes del
análisis wavelet en los ERPs se encuentran:
– la ubicación precisa en el tiempo de la ocurrencia de solapamiento entre picos en
respuestas evocadas auditivas de tallo cerebral;
– la extracción de registros ERPs individuales (sin promediar) a partir del ruido de fondo
del EEG;
– la descomposición del ERP promediado en funciones de detalle ortogonal que desliga el
comportamiento experimental de la forma de onda en bandas de frecuencia ortogonales;
– el uso de los coeficientes wavelet extrae de forma concisa información importante de
los ERPs que permiten predecir el rendimiento de la detección de las señales humanas.
Eliminación de ruido EEG
Aunque el tradicional método de promediación de registros individuales para la extracción
de los ERPs da estructura a la forma de onda, este procedimiento presume la pérdida de
información que podría representar componentes adicionales en el registro de la señal. Por
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tal motivo, en la última década muchos investigadores se han enfocado en la búsqueda de
otras alternativas que permitan la eliminación de ruido EEG con la menor pérdida de in-
formación posible. Partiendo desde este punto de vista, en [65] la definición convencional de
eliminación de ruido implica un criterio de umbralización en el dominio wavelet. La señal
se recupera de los datos con ruido poniendo en cero los coeficientes wavelet que están por
debajo de cierto umbral o con el uso de una transformación más suave. Sin embargo, este
procedimiento no es óptimo para extraer los potenciales evocados dado que éstos son de un
orden mucho menor que el EEG en curso. Para contrarrestar esta limitación, en trabajos
posteriores se ha planteado la eliminación de ruido basado en la localización específica en
tiempo y en frecuencia de las respuestas evocadas.
En este orden de ideas, en [66] y [67] se propone una metodología basada en un esquema de
descomposición wavelet, a fin de obtener las señales de EPs a partir de la señal EEG en curso.
El método permite la visualización de un único registro de potenciales evocados, haciendo
énfasis en la variabilidad de su amplitud y latencia entre una prueba y otra. Básicamente, el
procedimiento propuesto consiste, en primera instancia, en descomponer el EP promediado
(en la literatura conocido como grand average) usando una descomposición wavelet multire-
solución, y aquellos coeficientes no correlacionados con tal registro promedio son puestos en
cero. Posteriormente se aplica la transformada wavelet inversa para obtener la señal sin rui-
do. Dado que el método mostrado es no-paramétrico y no debe ser adaptado a características
particulares de cada registro, puede ser de gran utilidad en la práctica clínica.
Diferenciación de respuesta a estímulos target y no-target
Los potenciales relacionados a eventos son especialmente utilizados en brain-computer inter-
faces (BCI) (interface cerebro - computador), el cual consiste en un sistema de comunicación
que traduce la actividad cerebral en comandos para una computadora u otros dispositivos.
En busca de este objetivo, la WT ha sido aplicada en la distinción de respuesta a estímu-
los target y a estímulos frecuentes. En [68] se usa como wavelet madre la función B-spline
para descomponer los ERPs en cuatro octavas. El análisis realizado indica que varios com-
ponentes de las frecuencias delta, theta y alpha en el rango de latencia del pico P300 difiere
en latencia y amplitud entre las respuestas target y las no-target. Este hallazgo demuestra
que la onda P300 está compuesta de multiples componentes funcionales que predominan
ante un estímulo infrecuente. Estos resultados se confirman también en [69], donde se usa
un filtrado digital adaptativo en respuestas P300 (obtenidas mediante el paradigma oddball)
para generar las respectivas bandas de frecuencia: la respuesta delta domina en los ERPs,
mientras la respuesta theta se muestra prolongada en una segunda ventana tardía.
Por su parte, en [70] se presenta la aplicación de una medida de entropía definida a partir de
la transformada wavelet, denominada entropía wavelet, para el estudio de los ERPs. La WT
es calculada sobre los registros ERPs de sujetos sanos con tres diferentes tipos de estímulos.
Un decrecimiento significativo de la entropía fue correlacionado con las respuestas a estímu-
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los target (infrecuentes o raros), mostrando así que tales respuestas corresponden a estados
más “ordenados” que el registro espontáneo de EEG. Además se propone la entropía wavelet
como una medida cuantitativa para tal transición entre el EEG (“estado desordenado”) y el
ERP (“estado ordenado”).
En [71] Aviyente et al. presentan un nuevo enfoque para el análisis de ERPs basado en dis-
tribuciones tiempo-frecuencia y medidas de información. La base de datos de ERPs adquirida
pertenece a dos grupos de sujetos: aracnofóbicos (fobia a las arañas) y sin fobias diagnos-
ticadas. El método propuesto radica en la cuantificación (sobre representaciones tiempo-
frecuencia) de las diferencias de la actividad cerebral antes y después de la percepción de un
estímulo. Para tal fin, se introduce una nueva medida de distancia con base en la teoría de
la información, que depende de la entropía de Rényi. Los resultados ilustran la eficiencia de
usar medidas de distancia combinadas con distribuciones tiempo-frecuencia en la diferencia-
ción de dos clases de sujetos y las diferentes regiones cerebrales.
Detección de componentes en los ERPs
En [72] se presenta una aplicación del filtrado wavelet para el análisis del componente P300
en registros ERPs individuales dada una tarea cognitiva (en este caso en particular, el tiem-
po de reacción entre dos elecciones). Para tal objetivo se emplea la transformada wavelet
discreta con la función Daubechies como wavelet madre. El filtrado wavelet se usa para la
remoción de ruido y de componentes frecuenciales no deseados; mientras que los coeficientes
wavelet del grand average de todos los sujetos participantes se utilizan para computar la
máscara de filtrado. Los hallazgos muestran las bondades de tal mascara wavelet aplicada
en épocas de registros individuales de ERPs, la cual proporciona una buena localización de
los componentes de los potenciales relacionados a eventos tanto en tiempo como en escala.
Dadas las limitaciones producto de la naturaleza no dinámica del filtro wavelet diseñado, se
sugiere la aplicación de filtros adaptativos.
Parte III.
Marco Teórico
4. Caracterización y Preprocesamiento
de Datos
En el presente capítulo se define el espacio inicial de características utilizado como patrones
descriptivos de los potenciales evocados cognitivos. Inicialmente, se hace un breve estado del
arte del conjunto de parámetros que fue particularmente empleado en este trabajo. Posteri-
ormente, se hace la descripción del algoritmo de localización del componente P300, necesario
para definir el grupo de características morfológicas. Además, se definen las característi-
cas espectrales (de frecuencia y coeficientes wavelet) enmarcadas dentro de la teoría de la
transformada wavelet. Por último, se explican los procedimientos llevados a cabo durante el
preprocesamiento de las señales y los datos.
4.1. Caracterización de la señal ERP
Aunque el estado del arte no define un conjunto de características típicas a medir sobre la
forma de onda de la señal de ERP (como sí sucede en otras bioseñales como ECG - elec-
trocardiograma - y voz), para este trabajo se ha convenido la utilización de características
que han mostrado un óptimo desempeño en estudios previos relacionados al análisis de los
potenciales evocados cognitivos.
Por un lado, en [73], estas características fueron utilizadas para la discriminación de pa-
cientes depresivos y sujetos sanos, usando el componente P600 de la señal de ERP. Estos
parámetros fueron también empleados en el diseño de un clasificador SVM (máquina de
soporte vectorial) óptimo para cada carga (electrodo), y por voto mayoritario se asignaba
a cada sujeto la clase de pertenencia. El máximo desempeño de clasificación alcanzado fue
de 94% usando todas las cargas, y del 92% y 84% usando las cargas del lado izquierdo y
derecho de la cabeza, respectivamente.
Por otra parte, en Abootalebi et al [74]. utiliza estas mismas características en la iden-
tificación de sujetos culpables e inocentes, basados en la detección de la onda P300 bajo
el paradigma del test de conocimiento de culpabilidad (Guilty Knowledge Test - GKT ).
Además de las características morfológicas, en este artículo se adicionan coeficientes wavelet
y características frecuenciales de señal al conjunto de parámetros empleados en [73]. De es-
ta manera, se obtuvo una tasa de acierto en la detección de culpables e inocentes de un 86%.
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Es importante mencionar que varios de estos parámetros fueron aplicados según indican los
artículos citados, aunque algunos otros han sido redefinidos a partir de un criterio médico
(de los especialistas consultados) de evaluación visual de los ERPs.
4.1.1. Características morfológicas
El primer grupo de características consta de 16 parámetros medidos sobre un segmento de
la señal, los cuales están relacionados a la distribución en el tiempo de la forma de onda
(morfología de la bioseñal). La mayoría de ellos corresponden a áreas bajo el segmento de
señal, distancias entre determinados puntos, medición de las pendientes formadas por los
componentes de los ERPs, entre otros.
Antes de entrar a definir los parámetros empleados en la caracterización de los ERPs, es nece-
sario hacer claridad en otro aspecto del cual dependen tales características: la identificación
y localización del componente P300.
Localización del componente P300
Dado que varias de las características utilizadas en este trabajo de investigación dependen
directamente de la localización de la onda P300, la correcta identificación y ubicación de
todos los componentes de la señal (P100, N200, P300, etc) es una tarea determinante a la
hora de caracterizar los registros de ERPs. Teóricamente, la latencia se define como el tiem-
po que tarda en aparecer el mayor valor de la señal después del estímulo en una ventana
de tiempo de interés. Dado que tal ventana se centra en los 300 ms, en muchos casos ese
valor coincide con el componente P300 [4]; sin embargo, varios autores refieren que esta onda
no necesariamente se presenta en el mismo instante de tiempo, dado que la latencia puede
presentar alteraciones debidas a algún tipo de desorden neurológico [32].
Por otra parte, los especialistas consultados para etiquetar los registros, señalan que no en
todos los casos el P300 corresponde al pico más cercano a los 300 ms, y que en ocasiones
su ubicación obedece a otros criterios, como por ejemplo el número de componentes que la
precede, amplitud de tales ondas, profundidad del posible componente P300, entre otros. La
aplicación de estos criterios en el análisis visual de los ERPs puede variar de un especialista
a otro y alterar el juzgamiento médico del paciente, lo cual amplía el margen de subjetividad
y variabilidad de diagnóstico.
En respuesta a esta restricción, en este trabajo de investigación se propone un algoritmo para
la localización del pico P300 basado en la derivada de la señal, aplicada en una ventana de
tiempo, a fin de automatizar la identificación del punto P300 de acuerdo a criterios médicos
reales.
En general, el algoritmo propuesto consta de las siguiente etapas. Primero, se establece una
ventana de análisis T = (t1, t2) que contenga el componente ERP de interés, definiendo
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así un segmento de señal denotado como s˜ (t). Posteriormente, se localizan los mínimos en
s˜ (t) representados por p = [p1, . . . , pM ], y se calcula la señal derivada s˙(t). Después, se
ubican todos los máximos y mínimos de s˙(t); tales puntos serán representados por p˜ =
[p˜1, . . . , p˜N ]. Los puntos p son localizados sobre s˙(t) con el fin de determinar la pendiente
asociada. Finalmente, para cada pi se calcula la distancia entre los puntos de p˜ de s˙(t) que
inmediatamente lo anteceden y preceden. Así, el componente P300 se determina como el
mínimo de s(t) asociado a la mayor distancia obtenida en s˙(t).
El anterior procedimiento se describe gráficamente en la Figura 4-1 y de manera matemática
en el Algoritmo 4.1.1.
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Figura 4-1.: Descripción gráfica del algoritmo de localización del P300.
Definición de las características morfológicas
A continuación se hace la definición matemática de las características morfológicas empleadas
en la parametrización de las señales ERPs, que fueron calculadas a partir de la identificación
del punto P300. Es importante mencionar que todos los parámetros relacionados a la mor-
fología de la señal fueron estimados dentro de una ventana de ta, tb
1. Latencia (LAT, tsP300). Se define como el tiempo en el que aparece la onda P300
previamente identificada:
tsP300 = {t|s (t) = sP300} (4-1)
42 4 Caracterización y Preprocesamiento de Datos
Algoritmo 1 Algoritmo de localización del componente P300
Dada una señal s (t).
1. Seleccionar una ventana de análisis T = (t1, t2).
2. Localizar los mínimos locales p = [p1, . . . , pM ] de s (t) dentro del intervalo (t1, t2), donde
M es el número de picos detectados en tal intervalo.
3. Calcular s˙ (t) como la derivada de las señal s (t).
4. Localizar en s˙(t) todos los picos (máximos y mínimos) p˜ = [p1, . . . ,pN ], donde N es el
total del número de picos de s˙ (t).
5. Determinar la localización temporal de todos los puntos de p en s˙ (t).
6. Para cada localización en el tiempo ejecutada en el paso 5, calcular la distancia eucli-
diana entre los picos inmediatamente anterior y posterior, como sigue:
δ =
√
(s˜(p˜j)− s˜(p˜j−1))2 + (p˜j − p˜j−1)2
7. Conformar el vector de distancias ∆ = {δi, i = 1, . . . ,M}.
8. Escoger el componente P300 como el ma´xi{∆}.
donde s (t) es la señal ERP en la ventana de tiempo definida durante la localización
del P300, y sP300 es el valor de la señal en el punto P300.
2. Amplitud (AMP, sP300). Se refiere al valor de la señal en el punto identificado como
P300.
AMP = s (P300) (4-2)
3. Razón latencia/amplitud (LAR).
LAR =
tSP300
sN200−P300
(4-3)
4. Amplitud absoluta (AAMP).
AAMP = |sN200−P300| (4-4)
5. Área positiva (PAR, Ap). Se define como la suma de los valores positivos de la señal:
Ap =
1
2
tb∑
t=ta
(s (t) + |s (t)|) (4-5)
donde (ta, tb) es la ventana de análisis.
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6. Área negativa (NAR, An). Valores negativos de la señal:
An =
1
2
tb∑
t=ta
(s (t)− |s (t)|) (4-6)
7. Área total (TAR, Apn).
Apn = Ap + An (4-7)
8. Área total absoluta (ATAR).
ATAR = |Apn| (4-8)
9. Área absoluta total (TAAR, Ap|n|).
Ap|n| = Ap + |An| (4-9)
10. Pendiente de la señal absoluta promedio (AASS,
∣∣∣¯˙s∣∣∣).
∣∣∣¯˙s∣∣∣ = 1
n
tb−τ∑
t=ta
1
τ
|s (t+ τ )− s (t)| (4-10)
donde τ es el intervalo de muestreo de la señal y n es el número de muestras de la señal
digital.
11. Valor pico a pico (PP, sN200−P300). Definido como la diferencia de voltaje (valor pico
a pico) entre el pico P300 y el componente N200. La onda N200 se define como la
positividad con amplitud significativa inmediatamente anterior al componente P300.
sN200−P300 = sN200 − sP300 (4-11)
12. Ventana de tiempo pico-pico (PPT, tpp). Es el tiempo transcurrido entre la aparición
de la onda N200 y la P300.
tpp = tN200 − tP300 (4-12)
13. Pendiente pico-pico (PPS, s˙pp).
s˙pp =
sN200−P300
tpp
(4-13)
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14. Cruces por cero (ZC, nZC). Es el número de veces t que s(t)=0 en la ventana de tiempo
previamente definida.
nZC =
tsP300∑
t=tsN200
δs (4-14)
donde tsN200 y tsP300 son los tiempos en los que aparece la N200 y la P300, respectiva-
mente; y δs = δ(s(t)), donde δ(·) es un delta de Dirac, es decir, δs = 1 cuando s (t) = 0
y δs = 0 en otro caso.
15. Densidad de cruces por cero (ZCD, dZC). Es el número de cruces por cero por unidad
de tiempo en la ventana de análisis.
dZC =
nZC
tpp
(4-15)
16. Alteraciones de signo de las pendientes (SSA, nsa). Es el número de alteraciones de
signo de las pendientes de dos puntos adyacentes de la señal ERP.
nsa =
1
2
tb−τ∑
t=ta+τ
∣∣∣∣∣ s (t− τ)− s (t)|s (t− τ)− s (t)| + s (t+ τ)− s (t)|s (t+ τ)− s (t)|
∣∣∣∣∣ (4-16)
4.1.2. Características frecuenciales de la señal
En este apartado se definen las características frecuenciales de los ERPs. Los siguientes son
parámetros medidos sobre el espectro de potencia de la señal:
1. Moda de la frecuencia (fmode). Es la frecuencia con la mayor concentración de energía
en el espectro de la señal; así, la máxima amplitud de la densidad del espectro de
potencia de la señal está en tal frecuencia:
S (fmode) = Max
f
{S (f)} (4-17)
donde S es la densidad espectral de potencia de la señal y f es la frecuencia en Hz.
2. Mediana de la frecuencia (fmedian). La mediana de la frecuencia separa el espectro de
la potencia en dos áreas bajo la curva iguales. Entonces, el valor de fmedian satisface:
fmedian∫
0
S (f) df =
∞∫
fmedian
S (f) df (4-18)
3. Media de la frecuencia (fmean). Representa el centroide del espectro y se calcula a
partir del promedio ponderado de las frecuencias en la densidad espectral de potencia
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de la señal. El valor de fmean puede calcularse como sigue:
fmean =
∞∫
0
f · S (f) df
∞∫
0
S (f) df
(4-19)
4.1.3. Características basadas en transformada wavelet
Un tercer grupo de características está conformado por los coeficientes wavelet de la señal.
Esta forma de parametrización está basada en la transformada wavelet discreta y el análisis
multi-resolución de la forma de onda. A continuación, se hace hace una breve documentación
de esta útil herramienta y sus ventajas sobre otro tipo de transformaciones.
Transformada wavelet
Una señal puede ser considerada como estacionaria si sus características estadísticas no cam-
bian con el tiempo. Las señales estacionarias pueden ser analizadas usando métodos clásicos
como la transformada de Fourier (FT), en los cuales la señal se puede expandir en las fun-
ciones de base ortogonal (ondas seno y coseno). Esto permite una mejor visualización de las
periodicidades de la señal, especialmente cuando varias frecuencias están superpuestas; sin
embargo, la FT no da información sobre la localización temporal de tales periodicidades, lo
cual supone la asunción de estacionariedad de la señal. La mayoría de señales biomédicas
son no estacionarias y tienen características tiempo-frecuencia altamente complejas.
En la práctica, la condición de estacionariedad para las señales no estacionarias puede ser
alcanzada dividiendo la señal en bloques de segmentos cortos en los que el segmento de la
señal puede ser asumido como estacionario. Este método, llamado transformada de Fou-
rier de tiempo corto (STFT), fue propuesto por Gabor en 1946. La STFT da una óptima
representación tiempo-frecuencia, pero presenta una limitación debida al principio de incer-
tidumbre: la longitud del segmento deseado. Elegir una ventada de análisis pequeña puede
causar una pobre resolución en la frecuencia; por otra parte, una ventana de análisis grande
puede mejorar la resolución en frecuencia pero compromete la suposición de estacionariedad
dentro de la ventana. Por tal motivo, la STFT no es aconsejable para el análisis de señales
que involucren diferentes rangos de frecuencias, como es el caso de los ERPs [67].
En 1984, Grossmann y Morlet [75] introducen la trasformada wavelet para superar esta
restricción. La principal ventaja de las wavelet es su variabilidad en el tamaño de las ventanas
deslizantes, siendo anchas para las frecuencias bajas y angostas para las altas; de esta manera
se lleva a una óptima resolución tiempo-frecuencia en todos los rangos de frecuencia. Dado
que las ventanas se adaptan a los transitorios de cada escala, las wavelet no requieren la
condición de estacionariedad.
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Transformada wavelet continua La transformada wavelet continua (Continuos Wavelet
Transform - CWT ) de la señal x (t) ∈ L2 (R) está definida como el producto interno entre
la señal y la función wavelet ψa,b (t) [76] [77]:
CWT (a, b) ≡ Ca,b = 〈x (t) , ψa,b (t)〉 = |a|
−1/2
∞∫
−∞
x (t)ψ ∗
(
t− b
a
)
dt (4-20)
donde Ca,b son los coeficientes wavelet y ψa,b (t) son las versiones trasladadas y dilatadas
(o contraídas) de una única función wavelet ψa,b (t) denominada wavelet madre (el resto de
funciones generadas se denominan simplemente wavelets), que se define como:
ψa,b (t) = |a|
−1/2 ψ ∗
(
t− b
a
)
(4-21)
donde a, b son los parámetros de escala y traslación en el tiempo, respectivamente. El factor
|a|−1/2 se introduce con el fin de asegurar que todas las funciones escaladas |a|−1/2 ψ
(
t−b
a
)
,
con a ∈ R, tengan la misma energía.
Puesto que la función de análisis ψ (t) se escala y no se modula como la función de ventaneo
de la STFT, el análisis wavelet se llama tiempo-escala y no tiempo-frecuencia. Una variación
en el retraso de tiempo b y/o en el parámetro de escala a no tiene efecto en la forma del
kernel de transformación de la transformada wavelet. Sin embargo, la resolución en tiempo y
frecuencia de la transformada wavelet depende de a. Así, para frecuencias altas (a pequeño)
se tiene una buena localización en el tiempo, pero una pobre resolución en frecuencia. Por
otro lado, en frecuencias bajas, se tiene buena resolución en frecuencia, pero baja resolución
en el tiempo.
La localización en frecuencia es logarítmica, es decir, proporcional al nivel de frecuencia.
Como consecuencia, la localización en el tiempo es más detallada para las frecuencias más
altas tal como se puede observar en la Figura 4-2. La gráfica muestra como la resolución de
la CWT en el tiempo es buena para frecuencias altas, pero como el ancho de banda de la
wavelet madre se hace grande para estas frecuencias, la resolución en frecuencia no es buena.
Y en las frecuencias bajas, la wavelet madre es mucho más ancha en el tiempo y tiene una
concentración en frecuencias altas, lo cual permite identificar correctamente componentes de
baja frecuencia con el costo de una resolución menor en el tiempo.
Transformada wavelet discreta (DWT) La CWT mapea una señal de una variable in-
dependiente t a una función de dos variables independientes (a, b). Este procedimiento es
redundante y poco eficiente al momento de implementar algoritmos. En consecuencia, es
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Figura 4-2.: Resolución de la transformada wavelet.
más práctico definir la transformada wavelet sólo en escalas discretas a y tiempos discretos
b, empleado así una rejilla diádica donde a toma el valor de 2j. En este caso la transformada
viene dada por [78]:
CWT (2i, b) =
∣∣∣2i∣∣∣−1/2 ∞∫
−∞
x (t)ψ ∗
(
t− b
2i
)
(4-22)
Cada i se denomina octava o escala, y consiste en cada uno de los niveles en los que se des-
compone la señal. Las escalas bajas tienen en cuenta las frecuencias bajas, y las frecuencias
mayores son tenidas en cuenta por las escalas altas.
Cuando se usan wavelets ortonormales (desde el punto de vista de las funciones de cuadrado
integrable L2) , lo habitual es usar un procedimiento denominado decimation (diezmar).
Consiste en descomponer la señal en un número de coeficientes proporcional a la escala
analizada. Esto hace que la señal tenga distinto número de coeficientes en cada escala.
Físicamente esto refleja el hecho de que las frecuencias menores de una señal necesitan
menos coeficientes para ser representadas. Una Transformada de Wavelet diezmada es:
CWT (2i, 2i · n) =
∣∣∣2i∣∣∣−1/2 ∞∫
−∞
x (t)ψ∗
(
t
2i
− n
)
(4-23)
A partir de la anterior ecuación, es posible definir la versión discretizada de la transformada
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wavelet, como sigue:
DWT (2i, 2i · n) =
∣∣∣2i∣∣∣−1/2∑
k
x (k)ψ∗
(
k
2i
− n
)
(4-24)
Análisis multi-resolución El análisis multi-resolución (MRA) es una herramienta que hace
uso de la DWT para representar una señal de tiempo variante en términos de sus componentes
de frecuencia. Esencialmente, este método consiste en mapear una señal unidimensional del
tiempo a una señal bidimensional de tiempo y frecuencia.
La idea de MRA es aproximar una señal s (n) como un límite de aproximaciones sucesivas;
las diferencias de las aproximaciones sucesivas entre la resolución 2j−1 y 2 dan los detalles
de la señal en la resolución 2j. Lo anterior se refiere a que, después de elegir una resolución
inicial J cualquier señal s (n) ∈ L2 (R) puede ser expresada como [79]:
s (n) =
∑
k∈
cJ,kϕJ,k (n) +
∞∑
j=J
∑
k∈
dj,kwj,k (n) (4-25)
donde los detalles o coeficientes de wavelets {dj,k} están definidos por:
dj,k = 2−j/2
∞∫
−∞
s (n)wj,k
(
2−jn− k
)
dn (4-26)
las aproximaciones ó coeficientes de escala {cj,k} se expresan de la siguiente manera:
cj,k = 2−j/2
∞∫
−∞
s (n)ϕj,k
(
2−jn− k
)
dn (4-27)
De esta manera es como se lleva a cabo el MRA de la señal s (n), expresada en términos de
los coeficientes de detalle y de los coeficientes de aproximación.
El algoritmo empleado en este trabajo para hacer MRA consta de las siguientes etapas [80]:
Dada una señal s de longitud n, la DWT consta máximo de log2 n. La primera etapa produce,
empezando a partir de s, dos conjuntos de coeficientes: los coeficientes de aproximación CA1,
y coeficientes de detalle CD1. Estos vectores son obtenidos por la convolución de s con un
filtro pasa-bajo LoD para obtener los coeficiente de aproximación, y con un filtro pasa-alto
HiD para los coeficiente de detalle, seguido de una decimación diádica (downsampling). Este
primer paso se muestra de forma gráfica en la figura 4-3.
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Figura 4-3.: Análisis multiresolución de una señal
La longitud de cada filtro es igual a 2n. Ahora, si N = ` (s) (dado que s cambiará de longi-
tud después de cada decimación), entonces las señales F y G son de tamaño N + 2n − 1 y
los coeficientes cA1 y cD1 son iguales a
(
N−1
2
)
+n, aproximando
(
N−1
2
)
al entero más cercano.
En la siguiente etapa sen dividen los coeficientes de aproximación cA1 en dos partes usando
el mismo esquema previamente explicado, pero reemplazando a s por cA1, generando así un
nuevo nivel de descomposición con coeficientes de aproximación cA2 y coeficientes de detalle
cD2, como se muestra en la figura 4-4 donde se generaliza la descomposición a un nivel j.
LoD
HiD
cAj
2
2
cAj+1
cDj+1Nivel j
Figura 4-4.: Descomposición wavelet generalizada
4.2. Preprocesamiento de datos
El procedimiento previo a la caracterización de las señales ERPs consiste en la normalización
y centralización de las mismas, que respectivamente se refiere a la estandarización de valores
de la señal (reducir heterogeneidad) y la eliminación de componentes AC, a fin de garantizar
coherencia en las fluctuaciones de las señales de la base de datos. Para tal efecto, se aplica
la siguiente fórmula:
xi ←
xi − µ(xi)
σ(xi)
(4-28)
Después de obtener patrones representativos de las señales mediante la caracterización, se
procede a realizar pruebas de preprocesamiento de datos con el fin de robustecer posteriores
procedimientos sobre éstos. Este proceso básicamente consiste en la búsqueda de datos fal-
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tantes o no convergentes, la identificación de datos atípicos y la verificación de gaussividad
de cada variable.
4.2.1. Identificación de datos faltantes
En primera instancia, se debe verificar en cada una de las variables la presencia de datos fal-
tantes (que puede deberse a mediciones no captadas o mal registradas en algunos pacientes)
y de datos no convergentes (generadas como resultados de operaciones indeterminadas en la
estimación de parámetros). Cuando esto ocurra, se debe estudiar cada caso en particular,
pues si la cantidad de muestras es relativamente pequeña, no es recomendable simplemente
eliminar la observación, debido a que esto puede conllevar a estimaciones estadísticas con
menor nivel de significancia. Para esta base de datos en particular, se optó por eliminar la
variable cuando el número de datos faltantes o no convergentes superaba el 10% del total
de observaciones.
4.2.2. Detección de datos atípicos
Para la aplicación de diferentes técnicas de análisis multivariado es importante asegurar la
homogeneidad de la muestra mediante la eliminación de observaciones que parecen tener
un comportamiento diferente a las demás de una misma clase o haber sido generados de
forma diferente al resto de los datos. Para cumplir este propósito, se debe hacer un estudio
univariado en cada clase para identificar los valores anómalos y contemplar la posibilidad de
eliminarlos. Sin embargo, al igual que para el caso anterior debe tenerse cuidado con retirar
observaciones de la base de datos, porque es posible que la muestra resultante no posea
suficientes observaciones para trabajar con estimadores estadísticos. En este caso en parti-
cular, se decidió descartar aquellas variables que tienen más de un 10% de valores atípicos
mediante el análisis del coeficiente de kurtosis, que se define como sigue:
Sea X la matriz de datos de dimensión n × p, cuyas filas corresponden a las observaciones
y las columnas a las variables; xij es un un elemento de esta matriz, donde i = 1, . . . , n
representa la observación y j = 1, . . . , p representa la variable.
Así el coeficiente de kurtosis es,
Kj =
1
n
∑
(xij − x¯j)
4
s4j
(4-29)
donde x¯j es la media de la variable xj y sj es su respectiva desviación estándar.
El coeficiente de kurtosis K ≥ 1 mide la relación entre la variabilidad de las desviaciones y la
desviación media, y en distribuciones gaussianas Kj → 3. Así, aquellos coeficientes alejados
de Kj = 3 pueden se descartados por falta de homogeneidad, dado que un coeficiente de
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kurtosis menor que 2 (que tienda a uno) puede significar que la variable refleja la mezcla
de dos o más poblaciones, y un Kj > 7 indica que la variabilidad será grande y los datos
tenderán a alejarse del resto [81].
Para la detección de datos atípicos de forma multivariada, en este trabajo se ha aplicado el
Algoritmo 2 propuesto en [82]:
Algoritmo 2 Algoritmo de detección multivariada de datos atípicos
1: Buscar p direcciones ortogonales de máxima kurtosis.
2: Buscar p direcciones ortogonales de mínima kurtosis.
3: Eliminar provisionalmente los datos extremos en estas direcciones.
4: Calcular la media y la matriz de covarianza con los datos no sospechosos.
5: Finalmente identificar los datos atípicos como aquellos que son extremos con la distancia
de Mahalanobis (ec. (4-30)) calculada con las estimaciones no contaminadas, sobre toda
la muestra.
di =
[
(xi − x¯)
′
S−1 (xi − x¯)
]1/2
(4-30)
4.2.3. Verificación de gaussividad
Debido a las multiples restricciones que se pueden presentar en el análisis multivariado de
una muestra en cuanto al tipo de distribución a la que deben aproximarse las variables, la
verificación de gaussividad de dichas variables puede resultar muy significativa al momento de
definir las técnicas para el estudio y tratamiento de las variables. Este procedimiento puede
ser llevado a cabo mediante la prueba de Kolmogorov-Smirnov o por medio del análisis de
Kurtosis explicado anteriormente.
4.2.4. Depuración de base de datos
En la construcción de bases de datos de señales biomédicas, orientadas a la creación de sis-
temas automáticos de detección de patologías, ocurren errores que impiden un buen análisis
estadístico de los datos y limitan el rendimiento en la identificación de dichas patologías. Al-
gunos de estos errores tienen origen en la adquisición de las señales debido a razones como:
la incorrecta manipulación de los instrumentos, el mal etiquetado de las señales a la hora de
almacenar los registros (al no tener un ambiente controlado en la adquisición de la señal),
o por el dictamen de un diagnóstico médico equivocado. Adicional a lo anterior, en muchas
ocasiones el dictamen del profesional no coincide con la realidad o inclusive los criterios
médicos de quien evalúa son diferentes al de otro profesional. Este tipo de inconsistencias
impiden conformar un conjunto de datos lo suficientemente robusto para asegurar que los
sistemas automáticos de detección de patologías funcionen correctamente.
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Resulta de gran importancia para el reconocimiento de patrones y los sistemas de diagnós-
tico automático de patologías partir de una base de datos altamente consistente. La gran
dificultad para la depuración de este tipo de bases de datos ocurre en razón a los múltiples
factores que pueden generar problemas en su conformación, por tanto es necesario encontrar
una herramienta que al tiempo identifique valores atípicos, registros mal etiquetados, señales
con poca calidad en su adquisición, registros con datos faltantes, entre otros.
Teniendo en cuenta el planteamiento anterior, en todos los experimentos desarrollados en
este trabajo, se ha aplicado una metodología de depuración de bases de datos, basada en las
técnicas de clustering e identificación de registros por error de clasificación, que permite al
mismo tiempo eliminar todas las inconsistencias mencionadas. El planteamiento detallado
de la metodología de pre-clustering aplicada en este trabajo puede verse en [83]. El sustento
teórico de esta metodología puede encontrarse en [84].
5. Reducción de Dimensionalidad y
Selección de Características
En el presente capítulo se hace una definición general sobre los conceptos de reducción de
dimensión, análisis de relevancia y selección de características, los cuales ayudan a compren-
der la importancia de la representación de datos multidimensionales en un espacio reducido
de variables como una etapa previa a la clasificación en el reconocimiento de patrones.
5.1. Reducción de dimensión
Las técnicas de aprendizaje de máquina han sido empleadas de manera satisfactoria en
un amplio rango de aplicaciones como el control de procesos, análisis de datos, toma de
decisiones, entre otras. El reconocimiento de patrones es una de las tareas principales con-
sideradas dentro del aprendizaje de máquina y está directamente relacionado con asignar
etiquetas de pertenencia a determinadas categorías (conocidas como clases) de algún fenó-
meno, basándose en el análisis de un conjunto de datos previamente dado [85]. El conjunto de
variables empleadas para medir las observaciones se conoce como espacio de características,
y la cantidad de variables es la dimensión de este espacio.
Cuando la dimensión del espacio de características es alta, se debe procurar remover la re-
dundancia de datos o información irrelevante para reducir la dimensión; algunas de las prin-
cipales razones para hacerlo son: facilitar el análisis de los datos, obtener mayor precisión en
las tareas de clasificación, disminución del costo computacional, hacer clara cualquier estruc-
tura oculta (si existiera), obtener una representación gráfica que facilite la interpretación de
datos, entre otras.
El objetivo de la reducción de dimensión consiste en encontrar la representación sobre alguna
variedad en un sistema coordenado, que permita obtener una representación alterna y com-
pacta con la menor dimensión posible. En general, la reducción de dimensiones se entiende
como la representación de patrones de alta dimensión en un subespacio de menor dimen-
sión basado en alguna transformación que optimiza una función criterio o de evaluación
específica en el subespacio y está regida por un concepto encargado de dirigir el contexto de
representación denominado relevancia [86].
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5.1.1. Conceptos generales
Función de evaluación
Dado el conjunto inicial de características X = [ξ1| · · · |ξp], ξj representa la j-ésima vari-
able o el vector asociado a la la característica j. De otro modo, los datos pueden repre-
sentarse X = [xT1 | · · · |x
T
n ]
T, contenido en el span{X} donde xi es la i-ésima observación.
A partir de X, aplicando transformaciones lineales, se obtienen espacios de representación
Zhˆ = Ghˆ{X} = {zi ∈ R
m : i = 1, . . . , n}, compuestos por los conjuntos de características o
variables de representación ξˆ hˆ = {ζj : j = 1, . . . , m}, de menor dimensión, m ≤ p, donde
hˆ ∈ N. Sea k = {kr : r ∈ N} el conjunto de etiquetas de clase, de forma que a cada obser-
vación zi le corresponda una etiqueta de clase.
Una función de evaluación es aquella que, teniendo en cuenta un criterio o una métrica,
encuentra un valor real que represente a los datos evaluados. Esta función puede ser definida
como:
fξˆ
hˆ
: N×Hz → R
(k,Zhˆ) 7→ fξˆ
hˆ
(k,Zhˆ)
donde Hz ⊆ Rm. Por facilidad de notación se hará: fξˆ
hˆ
(k,Zhˆ) ≡ fξˆ
hˆ
(
k, ξˆ hˆ
)
.
5.1.2. Relevancia
Sea el conjunto de observaciones Z = {zi ∈ Rm : i = 1, . . . , n} de m variables, ξˆ . Sea k =
{kr : r ∈ N} el conjunto de etiquetas de clase. Sea δ un valor umbral de significación de
acuerdo a alguna métrica (geométrica, estadística, etc).
El conjunto Z es relevante, de acuerdo a la métrica de significación, si existe una función
de evaluación, fξˆ de forma que el valor de fξˆ
(
k, ξˆ
)
sea menor que el umbral, es decir,
fξˆ
(
k, ξˆ
)
> δ.
Entre los tipos de métricas que existen para la reducción de dimensión, se encuentran [87]:
– Métricas geométricas: Sirven para determinar los subespacios geométricos de menor
dimensión en donde las variables se descartan si no brindan capacidad de discriminación
entre clases dentro del espacio geométrico de representación.
– Métricas estadísticas: Estas métricas generan modelos de representación basados en
estructuras estadísticas para describir el comportamiento aleatorio con un número re-
ducido de variables.
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– Métricas informativas: Estas métricas emplean modelos para capturar la informativi-
dad de las variables, con el fin de rechazar las variables que incrementen la incertidum-
bre, complejidad y costo computacional.
5.2. Selección de características
El proceso de selección de características puede entenderse como una forma particular de
reducción de dimensión. Consiste en que la medida obtenida con la función de evaluación
fξˆ , correspondiente a alguna métrica, se incluye en el criterio de relevancia de la función de
mapeo F. Así se obtiene, de acuerdo a la métrica, un subconjunto efectivo de variables ζ
correspondientes al espacio inicial de variables o características ξ que mejora la capacidad
de representación y reduce el costo computacional.
El subconjunto son las variables del espacio inicial de características que tienen mayor ca-
pacidad de representación. A este conjunto de variables iniciales se le conoce con el nombre
de características relevantes.
Definición 5.2.1 (Característica relevante). Sea k = {kr : r ∈ N} el conjunto de clases,
donde cada clase está compuesta por un determinado número de observaciones. Sea ξ = {ξj :
j = 1, . . . , p} el conjunto de características del cual se obtiene el subconjunto ξˆ j = ξ ∩ ξj
cuando se extrae una característica, siendo ξ j el complemento de ξj en ξ y ξˆ j ⊂ ξ .
A continuación se presentan algunas definiciones relacionadas con relevancia:
1. Fuertemente relevante. Una variable de representación ξi se dice fuertemente relevante
con respecto a la función de evaluación fξˆ , si y sólo si,
fξ (k, ξ) 6= fξˆj
(
k, ξˆ j
)
(5-1)
2. Débilmente relevante. Una variable de representación ξj es débilmente relevante con
respecto a la función de evaluación fξˆ , si y sólo si,
fξ (k, ξ) = fξˆj
(
k, ξˆ j
)
∧ ∃ ξˆ
′
j ⊂ ξˆ j tal que, f{ξj ,ξˆ′j}
(
k,
{
ξj , ξˆ
′
j
})
6= f
ξˆ
′
j
(
k, ξˆ
′
j
)
(5-2)
3. Característica irrelevante. Una variable de representación ξj es irrelevante, si y sólo si
∀ ξˆ
′
j ⊆ ξˆ j , f{ξj ,ξˆ
′
j}
(
k,
{
ξj, ξˆ
′
j
})
= f
ξˆ
′
j
(
k, ξˆ
′
j
)
(5-3)
El problema de selección de características consiste en encontrar un subconjunto ξˆ j ⊆ ξ , tal
que, si el cardinal de ξˆ j es m, y en ξ˘ están todos los subconjuntos de cardinal m, se procura
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hallar el subconjunto ξˆ j , para el cual se optimice la función criterio fξˆj [88][89],
fξˆj
(
ξˆ j
)
= ma´x
ξ˘⊆ξ
fξ˘
(
ξ˘
)
(5-4)
La selección de características contempla las siguientes dos etapas básicas de proceso [90]:
1. Estrategias de generación: se origina cada nuevo subgrupo hˆ de variables que van a
ser analizadas, ξˆ hˆ = {ξj : j = 1, . . . , m}, m ≤ p, ξˆ hˆ ⊂ ξ , tomadas directamente del
espacio inicial de características, o bien, se generan subespacios conseguidos a través
de algún principio de transformación del espacio inicial de entrenamiento, ξˆ hˆ = G{ξ}.
2. Función de evaluación: mide la efectividad respecto a alguna métrica asociada a un
criterio de relevancia del subconjunto hˆ que se está analizando, fξˆ
hˆ
(
k, ξˆ hˆ
)
, la cual es
comparada con la mejor obtenida para los subespacios anteriormente evaluados. La
función de evaluación incluye la condición de parada, que corresponde a la restricción
impuesta sobre los valores umbrales de efectividad, cuya aparición implica la detención
en la búsqueda de un siguiente posible grupo sub-óptimo de características.
5.2.1. Estrategias de generación
Para la generación de subgrupos de características se encuentran los siguientes procedimien-
tos [90][91]:
1. Exhaustiva. El generador de subconjuntos realiza la búsqueda sobre todas las posi-
bles combinaciones que se pueden formar con el conjunto completo de características
para encontrar el subconjunto óptimo de acuerdo a la función de evaluación dada. La
búsqueda es exhaustiva, debido a que para un conjunto de características con dimensión
p, el número total de subconjuntos candidatos, inducirían una complejidad equivalente
a O (2p), lo cual puede ser muy costoso computacionalmente.
2. Heurística. Del conjunto inicial de características (p variables) se selecciona alguno de
los posibles grupos sub-óptimos con dimensión m, tal que m < p, y supere un umbral
de aceptación para una función de evaluación a priori dada [91]. Estos métodos están
basados en técnicas de búsqueda que operan en concordancia con reglas empíricas y es-
tán destinados a reducir la complejidad computational, sin disminuir el rendimiento del
sistema. Además, requieren de una condición de parada para prevenir que la búsqueda
de subconjuntos se vuelva exhaustiva. La generación de subgrupos mediante criterios
heurísticos puede tener variaciones en cuanto al espacio de búsqueda, por cuanto ésta
puede ser realizada directamente del conjunto inicial de características o desde el nuevo
espacio obtenido a través de algún principio de transformación ξˆ hˆ = G{ξ}. Inicialmente,
se determina el punto (o puntos) de partida en el espacio inicial de características, los
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cuales darán la dirección de la búsqueda y se usan procedimientos basados en técnicas
estadísticas o evolutivas para generar los estados siguientes.
3. Aleatoria. Este procedimiento halla aleatoriamente el espacio inicial de búsqueda y
luego usando algoritmos basados en elecciones probabilísticas, o medidas de consisten-
cia de los datos, es guiado a una solución óptima respecto a una función de evaluación
dada [92]. Si bien el espacio de búsqueda es O(2p), estos métodos típicamente bus-
can en un número más reducido de conjuntos que 2p; para ello establecen un número
máximo de iteraciones posible. En esta categoría el hallazgo del subconjunto óptimo
de características depende de los recursos disponibles, pues aunque la generación de
los subconjuntos en un principio se hace de manera aleatoria, después se basa en pro-
cedimientos matemáticos para la continua generación de los subconjuntos siguientes,
es por esto que este método requiere el valor de algunos parámetros o de una función
objetivo para la continua construcción de subconjuntos.
Los tres procedimientos expuestos para la generación de subconjuntos se diferencian básica-
mente en la conformación del subconjunto inicial al momento de empezar la búsqueda. Es
decir, el procedimiento denominado exhaustivo hace un barrido por todas las posibles mane-
ras de conformación de subconjuntos usando algún orden pre-establecido comenzando desde
el primero hasta el último; la estrategia denominada heurística usa métodos como pueden
ser los estadísticos o evolutivos para inicializar la búsqueda con un subconjunto sub-óptimo
y luego continuar la búsqueda mediante reglas heurísticas; finalmente la estrategia aleatoria
elige el primer subconjunto de búsqueda aleatoriamente, es por esto que, como puede encon-
trarse el subconjunto óptimo rápidamente, puede llegar a ser exhaustivo, o no efectivo, en
casos cuando el número de características es muy grande [90].
5.2.2. Funciones de evaluación
Estas funciones evalúan los subconjuntos de características usando alguna métrica que rela-
ciona la capacidad que tienen para discriminar entre las clases existentes de los datos de
entrenamiento.
Relativo a la dependencia que existe entre la función de evaluación y la etapa de clasifi-
cación que se aplica finalmente al subconjunto de características seleccionado, los métodos
de selección de características se agrupan en dos tipos:
– Métodos tipo filtro, cuando son independientes de la etapa de clasificación, y se evalúan
parámetros o funciones para lo cual se asume que influyen indirectamente en el rendimien-
to total del clasificador.
– Métodos de envolvente (wrapper), cuando se evalúa directamente el rendimiento total
de clasificación [93]
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La selección de características orientada a la clasificación se puede llevar a cabo por alguno(s)
de los siguientes criterios de efectividad incluidos en la función de evaluación:
1. Similitud en la estructura de aleatoriedad de los conjuntos analizados, que puede tener
en cuenta, la independencia estadística de las características o la carga informativa de
las mismas. Por ejemplo, la selección entrega un subconjunto con dimensión reducida,
tal que su clase de distribución estadística sea lo más cercana posible a la clase de
distribución original del espacio inicial de características [94].
2. Error de reconstrucción de las observaciones. Dado el subespacio con menor dimen-
sión de características obtenido a través de algún principio de transformación G{·}, se
analiza la capacidad de reconstrucción del espacio inicial de características ξ , mediante
un criterio de error de reconstrucción ε establecido previamente.
3. Rendimiento de proceso. Cuando el subconjunto de características mejora la tasa de
rendimiento del clasificador o disminuye el tamaño de la estructura sin reducir significa-
tivamente la precisión del clasificador construido, usando solamente las características
seleccionadas [94].
4. Coste computacional. Cuando se obtiene un subconjunto sub-óptimo en un determina-
do número de iteraciones, o con un número de características previamente fijado.
A continuación, de acuerdo a los diferentes criterios de efectividad anteriormente expuestos,
se describen algunos conceptos de relevancia asociada a una métrica, por medio de los
cuales se obtiene la implementación de procedimientos para la reducción de dimensiones de
un sistema de entrenamiento:
– Relevancia geométrica. Se asocia a una métrica geométrica relacionada con medidas
de distancia en espacios de representación. Se prefiere la característica ξ1 con respecto
a ξ2, en un problema de clasificación binario, si ξ1 induce a una mayor separación
geométrica en el plano de representación para las dos clases. Cuando la diferencia es
cero, entonces ξ1 y ξ2 se toman como indistinguibles.
– Relevancia estadística. Se asocia a una métrica que cuantifica atributos estadísticos
como pueden ser, entre otros, la dispersión de los datos, la oblicuidad, el apuntamiento
y, en general, medidas de dependencia estadística. Por ejemplo, el coeficiente de co-
rrelación valora la capacidad de predecir el valor de una variable a partir de otra(s) y
es una medida convencional de dependencia estadística existente entre características
y clases. Si la correlación entre la característica ξ1 y la clase k es mayor que la corre-
lación entre la característica ξ2 y la clase k, entonces se prefiere la característica ξ1 a
la característica ξ2. Una variación en la aplicación de esta métrica corresponde a la
determinación del valor de dependencia de una característica con respecto a las otras;
este valor indica el grado de redundancia de las características [95].
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– Relevancia informativa. Una característica ξj puede considerarse relevante a nivel in-
formativo si existe una métrica con la cual se pueda obtener una medida relacionada
con la cantidad de información que ofrece, y ésta posee alguna significación o impor-
tancia en el comportamiento, desempeño y capacidad de agrupamiento de un fenómeno
aleatorio en particular. El eje central del modelo de información es el concepto de in-
formación relevante, también denominado concepto de pertinencia, el cual se obtiene
a través de procedimientos estadísticos basados en probabilidades.
En general, a menor conocimiento implícito de acontecer un suceso (probabilidad de
ocurrencia) o de conocer los datos de una variable correspondiente a un proceso para el
cual se quiere obtener un modelo, existe una mayor relevancia informativa en el caso de
acontecer dicho suceso o de revelarse los datos de dicha variable, ya que el sistema de
entrenamiento valora como especialmente informativos los datos que desconoce previa-
mente y la relación existente entre el estado de conocimiento a priori y a posteriori del
sistema de entrenamiento determinará la relevancia informativa que poseen los datos
de un suceso o variable.
Así, la cantidad de información respecto a la ocurrencia de un evento, es inversamente
proporcional a su probabilidad. Una probabilidad de ocurrencia grande, ofrece una
cantidad de información menor, y por ello implica menor relevancia informativa [96].
Por ejemplo, una característica ξj le ofrece mayor carga informativa a una característica
ξi que a una característica ξk, si IG (ξi|ξj) > IG (ξk|ξj), donde IG es la ganancia de
información que se puede expresar como [97]:
IG (ξi|ξj) = H (ξi)−H (ξi|ξj) , i 6= j; i, j = 1, . . . , p (5-5)
El valor H (ξj) se denomina entropía de la variable aleatoria ξji para i = 1, . . . , n
observaciones y corresponde a la medida cuantitativa de su incertidumbre. La entropía
se puede considerar como la principal característica de una fuente de información, entre
más alto sea el valor de la entropía mayor es la información contenida en ξi y se expresa
como:
H (ξj) = −
n∑
i=1
p (ξji) ln (p (ξji)) (5-6)
– Relevancia por clasificación. Se asocia a una métrica de error o precisión de clasifi-
cación. Los procedimientos que usan en su función de evaluación este tipo de relevan-
cia corresponden a los métodos de envolvente (es decir, el clasificador es la función de
evaluación), por lo tanto, los subconjuntos de características son evaluados mediante
una medida de error o precisión de clasificación. El uso de este tipo de métrica es sufi-
cientemente preciso debido a que implica el análisis del propio clasificador para el cual
se diseña la selección de características, pero la exigencia computacional comparada
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con otras medidas puede ser bastante costosa [98].
Una descripción cualitativa del desempeño de diferentes conceptos de relevancia para tareas
concernientes a la clasificación, se muestra en la Tabla 5-1, donde se tienen en cuenta los
siguientes parámetros:
1. Capacidad de generalización. Indica el nivel de aplicabilidad a variados conjuntos de
características (sin importar su origen) y las facilidades que ofrece como criterio de
separación para diferentes clasificadores, esto es, que no se restrinja el buen rendimiento
a un sólo tipo de clasificadores.
2. Coste computacional. El tiempo empleado en el procedimiento que ejecuta la selección
del subconjunto óptimo o sub-óptimo de características.
3. Precisión. Indica el mayor rendimiento posible del clasificador usando el subconjunto
seleccionado.
Tabla 5-1.: Comparación de diferentes conceptos de relevancia
Función de evaluación Capacidad de Costo Precisión
generalización computacional
Relevancia geométrica Sí Bajo –
Relevancia estadística Sí Bajo –
Medida informativa Sí Bajo –
Relevancia por clasificación No Alto Muy alto
La notación (–) significa que no se puede concluir nada acerca de la precisión del clasificador
con respecto a la respectiva función de evaluación.
En cuanto a la condición de parada, existen diferentes formas para establecerla, por ejemplo,
se puede dejar de adicionar o remover características cuando ninguno de los subconjuntos
mejore la precisión de clasificación; aunque se puede continuar evaluando los subconjuntos
de características hasta que la precisión no se degrade; o se puede seguir generando subcon-
juntos mientras se alcanza el final del espacio de búsqueda y entonces se selecciona el mejor.
Una condición simple de parada es detenerse cuando cada combinación de valores para las
características seleccionadas converjan a valores simples de clase, pero esto asume datos de
entrenamiento libres de ruido. Una alternativa más robusta ordena las características de
acuerdo con algún puntaje de relevancia, luego se fija un umbral para determinar el punto
de parada final.
6. Transformación de Variables y
Clasificación
En este capítulo se describen los procesos de transformación de variables y clasificación
empleados. En la Sección 6.1 se presenta la proyección lineal aplicada que se basa en análisis
de componentes principales. En la Sección 6.2 se describe el método de clasificación, en este
caso, de tipo no supervisado. El método de agrupamiento no supervisado se describe en 6.2.1.
Además se presenta un método de inicialización para métodos particionales de agrupamiento
(Sección 6.2.1) y las medidas de desempeño que serán aplicadas (6.2.2).
6.1. Proyección lineal
El análisis de relevancia se ha dado un lugar importante en el área de reconocimiento de pa-
trones, debido a la necesidad de encontrar las variables o características relevantes tratando
de evitar la redundancia de la información y mejorar el desempeño de los clasificadores. El
proceso de análisis de relevancia implica selección y/o extracción de características [99]. La
selección consiste en determinar las características más relevantes en términos de algún cri-
terio de representación o clasificación, mientras que la extracción consiste en obtener nuevas
características a partir de los datos originales. La selección y extracción están estrechamente
relacionados, los métodos de selección pueden obtenerse a partir de un problema de opti-
mización orientado a la extracción [99] y viceversa [100]. El proceso de extracción también
puede ser interpretado como la obtención de una nueva representación de los datos de acuer-
do a un criterio de representación. Usualmente, dicha representación se hace en un espacio
de menor dimensión, entonces un proceso de reducción de dimensión está implícito en la
extracción.
Existen diversas alternativas para solucionar esta tarea y la escogencia de determinado méto-
do depende de las condiciones del problema y de la naturaleza de los datos [101]. Debido a
su naturaleza no paramétrica, facilidad de implementación y versatilidad, el análisis de com-
ponentes principales (PCA) representa una buena alternativa, entre otras razones. Diversos
estudios han comprobado su aplicabilidad como técnica de mapeo, extracción de caracterís-
ticas y reducción de dimensionalidad en diferentes contextos como procesamiento de señales
biomédicas [102], [103], segmentación de imágenes [104], entre otros.
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6.1.1. Análisis de componentes principales
Este método consiste en determinar el número de elementos representativos dentro de un
conjunto de datos que contengan información de la variabilidad de dichos datos [101]. Por
tal razón, en PCA se busca una proyección en donde los datos se vean mejor representa-
dos en términos de mínimos cuadrados (SM), dicha proyección corresponde a la varianza
acumulada de cada observación. En otras palabras, PCA reduce la dimensionalidad de un
conjunto de datos, reteniendo aquellos atributos o características del conjunto de datos que
contribuyen más a su varianza y por tanto las características escogidas son las que presentan
mayor separabilidad de acuerdo a un criterio de SM [105].
Aplicar PCA consiste en realizar una proyección lineal de los datos originales de manera
que se genere un nuevo sistema de coordenadas en donde la mayor varianza del conjunto de
datos es capturada en el primer eje, la segunda varianza más grande en el segundo eje, y así
sucesivamente; donde la medida de varianza la define una matriz de covarianza de los datos
[101]. Entonces, el objetivo es determinar los elementos que minimizan el error cuadrático
medio de la proyección de los datos sobre los vectores propios de la matriz de covarianza,
sujeto a una condición de ortonormalidad.
Proyección ortonormal
Sea xi la i-ésima observación de p atributos o características y X ∈ Rn×p = (xT1 , . . . ,x
T
n)
T la
matriz de datos.
Por facilidad de notación, el vector x de dimensión p denotará cualquier observación. Dicho
vector puede escribirse como una combinación lineal de los elementos de una base ortonormal,
así:
x =
p∑
i=1
ciui (6-1)
donde U = (uT1 , . . . ,u
T
p ) representa la base ortonormal y c = (c1, . . . , cp) son los pesos de la
combinación lineal.
Pensando en la reducción de dimensión, la proyección ortonormal x˜ se realiza en un espacio
q-dimensional (q < p), que mejor represente a x:
x˜ =
q∑
i=1
ciui (6-2)
El error cuadrático medio de la proyección ortonormal con respecto del vector original, se
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puede escribir como:
e2 = E
{
(x − x˜)T(x− x˜)
}
(6-3)
Reemplazando las expresiones (6-1) y (6-2) en (6-3), el error se puede re-escribir como:
e2 = E

( p∑
i=1
ciui −
q∑
i=1
ciui
)T ( p∑
i=1
ciui −
q∑
i=1
ciui
) = E

 p∑
i=q+1
ciui
T p∑
i=q+1
ciui


(6-4)
Transformación PCA
Minimizar el error de la ecuación (6-4), es equivalente a maximizar el complemento del
mismo, es decir:
E

( q∑
i=1
ciui
)T ( q∑
i=1
ciui
) = E
{ q∑
i=1
c2i
}
= tr(cTq cq) = tr(Σq) (6-5)
donde cq es un vector compuesto por los q primeros elementos de c, Σq = cTq cq y tr(·)
representa la traza de su matriz argumento.
Se puede apreciar que Σq es una matriz de q × q simétrica y semi-positiva definida. En el
caso de PCA, para realizar la proyección de todos los vectores xi, la matriz Σ es de p× p y
corresponde a la matriz de covarianza, que puede ser estimada como:
Σ =
1
n
XTX (6-6)
La ecuación previa se aplica una vez los datos se hayan centrado en la media de cada
observación, es decir:
xi ← xi − µ(xi), i = 1, . . . , n (6-7)
donde µ(·) representa la media.
Aplicando el criterio de invariancia ortonormal [106], puede plantearse el siguiente problema
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de optimización:
ma´x
1
n
tr(UTqX
TXUq) =
q∑
j=1
λj (6-8)
s. a. UTqUq = Iq (6-9)
donde Id representa una matriz identidad de dimensión d, Uq representa los q primeros ele-
mentos de U y λj los valores propios de Σ.
La matriz Σ es simétrica, por tanto existe una base completa de vectores propios de la
misma y la transformación lineal que proyecta los datos sobre esta base corresponde a la
representación de los datos que se utiliza para la reducción de la dimensionalidad [105].
Los elementos de la base ortogonal se denominan componentes principales y la proyección
lineal de los datos se escribe:
Y = XU (6-10)
En el procedimiento estándar de PCA, se considera U como la matriz de vectores propios
de Σ ordenados de forma descendente, es decir:
[U,Λ] = eig(Σ), Λ = diag(λ),
λ = (λ1, . . . , λp) y U = (u1, . . . ,up) con λ1 > . . . > λn
(6-11)
donde eig(·) representa la descomposición en valores y vectores propios, y diag(·) denota
una matriz diagonal formada por el vector de su argumento.
Por último, se escogen los q primeros componentes principales como los elementos relevantes,
es decir, los que mejor representan a X. El valor de q, puede definirse a través de algún cri-
terio de varianza acumulada o evaluando iterativamente los resultados de un clasificador.
Considerando que el valor de la función objetivo de PCA se asocia directamente a la suma
de los valores propios de la matriz de covarianza, como se ve en la ecuación (6-8), se puede
definir un criterio de selección del valor de q como sigue.
El criterio de varianza acumulada se aplica sobre el valor de la función objetivo normalizado,
así:
ν∗ = diag(UTXTXU)/ tr(UTXTXU) (6-12)
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El vector ν ∗ es un indicador de la variabilidad de cada componente, entonces, para un
criterio del N % se consideran los q elementos de Y que correspondan a un valor de varianza
acumulada del N %, es decir,
∑q
i=1 ν
∗
i ≈ N/100.
6.2. Clasificación no supervisada
En general, la clasificación no supervisada se refiere a los métodos denominados discrimina-
tivos, en los que no se requiere de un conocimiento a priori de las clases para la clasificación.
Entonces la tarea de clasificación se lleva a cabo a través de la información contenida en los
datos únicamente, comúnmente empleando búsquedas heurísticas [107]. Estos métodos sólo
requieren de algún parámetro de inicialización como la cantidad de grupos resultantes para
empezar el proceso de agrupamiento. Entonces, la clasificación no supervisada consiste en
agrupar patrones homogéneos sin ninguna información acerca de la naturaleza de las clases
presentes en el conjunto de datos. Los subconjuntos de datos homogéneos se generan a partir
de algún criterio basado en distancias, disimilitudes o medidas estadísticas.
Existen diversas razones por las que los métodos no supervisados son de interés, entre ellas,
porque convergen rápidamente y con buen desempeño en caso de que las características cam-
bien poco en el tiempo, permiten categorizar elementos, son útiles cuando el etiquetado de
un conjunto de datos no es factible o no es confiable, entre otras. Sin embargo, la solución
generada por un sistema de análisis no supervisado puede verse afectada por factores, como
parámetros iniciales no adecuados, que pueden generar una mala convergencia.
En la literatura se denominan algoritmos particionales de agrupamiento a aquéllos en los que
se agrupan patrones homogéneos a partir de una división inicial de los datos que se refina,
comúnmente, de forma iterativa. Por ejemplo, el agrupamiento basado en centroides es de
tipo particional.
6.2.1. Agrupamiento basado en centroides
El agrupamiento basado en centroides (CBC) es la técnica clásica del agrupamiento no
supervisado [108]. La idea general del agrupamiento basado en centroides (CBC) es minimizar
una función de costo, la cual define la calidad de la solución del agrupamiento. Dicha solución
se obtiene iterativamente a través de la actualización de centroides, y la partición resultante
por cada iteración corresponde a la asignación de los elementos al subconjunto cuyo centroide
sea el más cercano [107].
66 6 Transformación de Variables y Clasificación
Agrupamiento basado en la mínima suma de cuadrados
Este método es uno de los ejemplos básicos de CBC. En el agrupamiento basado en la mínima
suma de cuadrados (MSSC), explicado ampliamente en [107], el problema de optimización
es:
mı´n
ρk∈Pk
k∑
j=1
∑
xl∈Cl
‖xl − qj‖
2 (6-13)
donde ‖·‖ denota la norma euclidiana, Pk denota el conjunto de todas las particiones del
conjunto de datos X = (x1, . . . ,xn)T en el espacio euclídeo Rd, xi = (x1i, . . . ,xdi)T es el
vector de atributos de la i-ésima observación, C = {C1, . . . ,Ck} representa el conjunto de
grupos, Q = (q1, . . . ,qk)T es el conjunto de centroides y qj es el centroide correspondiente
al grupo j, dado por:
qj =
1
ne(Cj)
∑
l:xl∈Cj
xl, j = 1, . . . , k (6-14)
donde ne(·) denota la cantidad de elementos de su grupo argumento y k es el número de
grupos.
El objetivo de este método de agrupamiento es encontrar la partición de los datos que
minimice la distancia entre los elementos contenidos en cada grupo y su respectivo centroide,
es decir, minimizar la varianza intra-clase. Este mismo principio lo aplica el algoritmo básico
de K-medias, que se muestra en el Anexo B.
Criterios de inicialización
Una de las desventajas de los algoritmos de agrupamiento es que son sensibles a la inicia-
lización, por tanto, si la partición inicial no es adecuada, pueden tener mala convergencia
[109]. Una forma de solucionar este problema es garantizar una buena inicialización de los
centroides; para esta tarea existen herramientas eficaces como el algoritmo máx-mín y J-
medias. En este trabajo se aplica únicamente el algoritmo máx-mín, por lo cual sólo nos
centraremos en la explicación de éste.
Criterio máx-mín El método máx-mín, descrito en [109], busca en el conjunto X, los k ele-
mentos más alejados con un criterio de distancia preestablecido, mejorando la cantidad de
grupos necesarios para separar las clases y el valor de convergencia. Este algoritmo comienza
con un punto arbitrario de X como el primer centroide q1 y el resto se escogen siguiendo una
estrategia en la que el elemento elegido en la i-ésima iteración es aquél cuyo elemento más
cercano entre los i−1 ya elegidos, se encuentra más alejado [109]. El segundo centroide q2 se
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obtiene como el elemento que presenta la máxima distancia entre q1 y los puntos restantes
{X− q1}.
Con estos dos centroides se pueden determinar los demás centroides aplicando el criterio
máx -mín, así:
f(xl) = ma´x
xi∈{X−Q}
{
mı´n
qj∈Q
‖xi − qj‖
2
}
, j = 1, . . . , k (6-15)
donde ‖·‖ representa la norma euclidiana.
6.2.2. Medidas de desempeño del agrupamiento
Medidas supervisadas
Para evaluar los resultados del agrupamiento se usaron medidas de sensibilidad (Se), especi-
ficidad (Sp) y porcentaje de clasificación (CP ), las cuales se definen como sigue, de acuerdo
a los siguientes parámetros:
– Verdaderos positivos-TP. Número de observaciones de la clase de interés (CI) que son
clasificados correctamente.
– Verdaderos negativos-TN. Número de observaciones diferentes de la clase de interés
(NCI) que son clasificados correctamente.
– Falsos positivos-FP. Número de observaciones NCI clasificadas como CI.
– Falsos negativos-FN. Número de observaciones CI clasificadas como NCI.
Sensibilidad y especificidad
Se =
TN
TN + FP
× 100 (6-16)
Sp =
TP
TP + FN
× 100 (6-17)
Porcentaje de clasificación En función de los parámetros descritos previamente, el desem-
peño de clasificación puede ser estimado con la siguiente ecuación:
CP =
TN + TP
TN + TP + FN + FP
(6-18)
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La sensibilidad y especificidad miden, respectivamente, la proporción de observaciones NCI
y la proporción de observaciones CI, clasificados correctamente. Estas medidas se aplican
sobre todas las clases presentes en el registro y se usan para medir el desempeño del sistema,
pero no tienen implicación en la sintonización de los parámetros del proceso de agrupamiento
(todos los criterios de sintonización son estrictamente no supervisados debido a las razones
discutidas anteriormente).
Dado que no es de utilidad un número de grupos relativamente grande, se aplica un factor
de penalización sobre las anteriores medidas, con el fin de que un agrupamiento correcto
realizado con un número de grupos considerablemente grande no registre un desempeño del
100%. El factor de penalización aplicado en este trabajo, descrito en [100], es de la forma
e−ηkr/ka (6-19)
donde kr es la cantidad de grupos resultantes del agrupamiento, ka es el valor admisible de
la cantidad de grupos y η es un factor de ajuste. Con esto, la medida m (que en este caso,
puede ser Se, Sp o CP ), se pondera de modo que
m←
me
−ηkr/ka kr > ka
m kr ≤ ka
(6-20)
El término η se fija de acuerdo al rigor de penalización que se determine, teniendo en cuenta
que debe ser estrictamente mayor que 0, además, es aconsejable que sea menor que 1 para
que la penalización no sea tan rigurosa: 0 < η ≤ 1.
Medidas no supervisadas
Además de describir las medidas de desempeño supervisadas ya empleadas en otros estudio
de clustering, en este trabajo se introduce una nueva medida denominada vector de valores
relativos, mediante la cual se estima la distancia relativa que separa a un agrupamiento de
otro. A continuación se describen estas medidas de rendimiento.
Desviación de la función objetivo. En [110] se introduce un índice de desempeño que co-
rresponde a la medida complementaria al radio de dispersión o desviación del valor de
la función objetivo, que se denota como f1/f2 y corresponde a la relación entre el valor
óptimo de la función objetivo f1 y el valor calculado usando la partición resultante f2.
La función objetivo evaluada para la estimación de este índice debe ser coherente con
el método de agrupamiento empleado. Dado que el mínimo valor de f2 es f1, esto es,
f2 ≥ f1, esta medida indica un buen agrupamiento cuando su valor se aproxima a 1.
Coherencia de los grupos. A partir de lo discutido en [111], se puede formular una medida
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no supervisada del desempeño del agrupamiento, que cuantifica la coherencia de los
grupos empleando un criterio de particionado, así:
ε
M
=
1
k
k∑
l=1
MTl WMl
MTl DMl
(6-21)
donde M es una matriz binaria que indica la pertenencia de los elementos a los grupos
(1 si pertenece, 0 no pertenece), Ml denota la l-ésima columna de la matrizM (asocia-
da al grupo l), W es la matriz de afinidad y D es una matriz diagonal que representa
el grado de la matriz W, definida como D = Diag(W1n), donde 1n es vector de unos
de dimensión n. La matriz de afinidad es simétrica y definida positiva de dimensión
n× n y se escoge de acuerdo al problema de clasificación [112].
Debido a la normalización con respecto del grado de la matriz de afinidad, el máximo
valor de ε
M
es 1, por tanto indica un buen agrupamiento si su valor es próximo a 1
[110].
Vector de valores relativos. El vector de valores relativos v es un indicador de la calidad
del agrupamiento, dado que tiene en cuenta las diferencias entre las distancias intra y
entre clases. Este vector está asociado a una matriz de distancias D˜ que se define como
sigue:
A partir de los centroides obtenidos mediante un algoritmo de agrupamiento, se define
una matriz de distancias D = [dij] ∈ Rn×k, formada por los elementos:
dij = d(xi,qj) (6-22)
donde qj denota el j-ésimo centroide, con i = 1, . . . , n y j = 1, . . . k. En este caso k = 2.
Una matriz de distancias D˜ ∈ Rk×k es obtenida a partir de la matriz D, cuya matriz
diagonal está constituida por la suma de las distancias entre los centroides Ck y los
datos de su respectivo agrupamiento k, y los elementos por fuera de la diagonal son la
suma de las distancias entre los centroides del grupo k y los datos pertenecientes a los
grupos restantes. De esta manera, matricialmente D˜ se define como:
D˜ =

∑
i∈C1
d(xi,q1)
∑
i∈C1
d(xi,q2)∑
i∈C2
d(xi,q1)
∑
i∈C2
d(xi,q2)
 = [d˜11 d˜12
d˜21 d˜22
]
(6-23)
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donde Ck ∈ Rnk×k representa el k-ésimo agrupamiento y nk es su correspondiente
número de datos.
De esta manera, el vector de valores relativos asociados a la matriz D˜ es calculado con
la siguiente ecuación:
v =
[
v1
v2
]
=
[
|d˜11 − d˜12|/d˜11
|d˜21 − d˜22|/d˜22
]
(6-24)
Esta medida de desempeño presenta una ventaja adicional: como se observa en la
ecuación (6-24), el cociente entre la diferencia de elementos de la matriz D evita la
sensibilidad a la magnitud de los valores, ya que la diferencia entre d˜k1 y d˜k2 en nor-
malizada con respecto a d˜kk.
En la Tabla 6-1 se relacionan las medidas de desempeño consideradas en este estudio con
su respectiva notación y expresión matemática.
Denominación Notación Expresión
Sensibilidad Se
TN
TN + FP
× 100
Especificidad Sp
TP
TP + FN
× 100
Porcentaje de clasificación CP
TN + TP
TN + TP + FN + FP
× 100
Desviación de la función objetivo f1/f2
f1
f2
Coherencia de los grupos ε
M
1
k
k∑
l=1
MTl WMl
MTl DMl
Vector de valores relativos v v =
[
v1
v2
]
=
[
|d˜11 − d˜12|/d˜11
|d˜21 − d˜22|/d˜22
]
Tabla 6-1.: Medidas de desempeño empleadas
Parte IV.
Marco Experimental
7. Esquema de Trabajo
En este capítulo se describe la base de datos utilizada en esta investigación, las configura-
ciones de los experimentos implementados y las estrategias de validación empleadas con el fin
de comparar el desempeño de las diferentes técnicas de extracción y selección de característi-
cas analizadas. Además, bajo los criterios de precisión del sistema en la etapa de clasificación
y la reducción del espacio inicial de características, se evalúan la capacidad discriminante del
conjunto de características estáticas descrito en la Sección 4.1, y la capacidad de reducción
del método de selección de características aplicado, respectivamente.
Cabe anotar que los algoritmos implementados para llevar a cabo los experimentos que se
describen a continuación, fueron elaborados en la herramienta matemática y de programación
Matlabr.
7.1. Descripción de la base de datos
La base de datos empleada en esta tesis 1 obedece al desarrollo de un riguroso protocolo de
selección de la muestra y de adquisición de registros, el cual fue llevado a cabo en conjunto
con los grupos de Neuroaprendizaje de la Universidad Autónoma de Manizales y de Desarol-
lo Infantil de la Universidad de Manizales. La estimación inicial del número de muestras
requeridas para el desarrollo del estudio fue de 400 sujetos, sin embargo, a pesar que a la
fecha se han intervenido más de 500 niños, únicamente 180 de ellos han cumplido con todos
los criterios de inclusión y condiciones de pareamiento. Los datos y registros almacenados
en la base de datos fueron recopilados durante 2009 y 2011.
7.1.1. Sujetos
Los individuos participantes en el estudio fueron niños entre 4 y 15 años pertenecientes a
instituciones educativas del área urbana del Municipio de Manizales. La definición de los
grupos de casos (niños con TDAH) y controles (niños sanos) se hizo, respectivamente, a
partir del cumplimiento o rechazo de criterios clínicos del desorden, y la ponderación de
pruebas ceñidas a un protocolo de evaluación neuropsicopedagógicas, como se detalla en la
sección 7.1.2. Las pruebas diagnósticas y demás registros realizados en ambos grupos, fueron
1La construcción de esta base de datos se llevó a cabo exclusivamente para el desarrollo de los proyectos
de investigación en los cuales está enmarcado este trabajo
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llevadas a cabo con previo consentimiento informado de los padres o acudientes.
En relación al diagnóstico clínico, se registró la historia clínica de cada sujeto, haciendo
énfasis en los síntomas y signos presentados, antecedentes de riesgos prenatales (infecciones,
contacto con tóxicos, antecedentes de ingesta de medicación, sangrados vaginales, preeclamp-
sia, prematurez) y post natales (hipoxia neonatal, infecciones) y de otras patologías. Además,
se tiene en cuenta la historia académica del paciente, el momento de aparición del trastorno
y los contextos de presentación, y antecedentes familiares cercanos con TDAH. El examen
clínico se ha enfatizado en la búsqueda de signos neurológicos blandos y el estado de la visión
y la audición.
7.1.2. Pruebas diagnósticas neuropsicopedagógicas
El protocolo diseñado para la búsqueda, evaluación y clasificación de los sujetos sanos y con
TDAH está compuesto por métodos empleados en el campo de la psiquiatría y la psicología,
además de cuestionarios comportamentales diseñados para la evaluación de la sintomatología
asociada a categorías o tipologías diagnósticas. El algoritmo de investigación aplicado con-
siste inicialmente en el rastreo de casos con sospecha de TDAH y de controles, a partir de
criterios generales de búsqueda; esta labor se lleva a cabo por parte de profesores y padres
de familia en las instituciones educativas intervenidas. Después de identificar los grupos de
posibles casos y controles, se procede a la etapa de tamizaje, que consiste en la aplicación
de cuestionarios de rastreo a padres y maestros y de un test breve de capacidad intelectual
a los niños. Del paso anterior, se define el grupo de sujetos que continúan y aquellos que por
tener CI (capacidad intelectual) menor a 85 se excluyen del estudio.
Posteriormente, se procede a realizar la entrevista psiquiátrica semiestructurada MINIKID
(Mini International Neuropsychiatric Interview for Children and Adolescents) que se consi-
dera el Gold Standard en el diagnóstico de TDAH: así, quienes obtuvieron MINIKID positiva
conforman el grupo de casos y aquellos con MINIKID negativa forman el grupo de controles.
A partir de ese momento se inicia la etapa de evaluación médica de los sujetos, en la cual
se determina la ausencia de trastornos de tipo sistemático, neurológico o sensorial; de esta
manera se filtra nuevamente la muestra de estudio, dado que los sujetos que presenten alguno
de los trastornos mencionados también deben excluirse de la investigación.
Finalmente, se lleva a cabo el protocolo neuropsicopedagógico que consiste en la valoración
neuropsicológica mediante pruebas de memoria verbal y visual, atención visual y auditiva,
flexibilidad cognoscitiva, lenguaje, entre otras, y la valoración de habilidades académicas en
lectura y escritura. Concluidos los anteriores procedimientos, se debe realizar la evaluación
neurofisiológica, en la cual se realiza la adquisición de potenciales evocados cognitivos, como
se explica en la sección 7.1.3.
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7.1.3. Adquisición de los registros
El registro de las pruebas neurofisiológicas se realizó mediante un equipo de adquisición de
potenciales evocados de cuatro canales de Cadwell Laboratories y el software Sierra WaveTM
versión 6.0.33. El paradigma aplicado en la adquisición de registros fue el oddball en modali-
dad auditiva y visual; en ambos casos, el experimento consta de 200 estímulos, de los cuales
el 80% corresponden a estímulos comunes y el 20% restante, a los estímulos infrecuentes.
El registro de la actividad bioeléctrica cerebral se ha realizado siguiendo los parámetros
definidos por el Sistema Internacional 10 − 20 [113] mediante electrodos de superficie con-
vencionales con una impedancia de 5Ω, ubicados en los puntos Fz, Cz, y Pz, con referencia
a los procesos mastoides. La adquisición de los registros se hizo con los sujetos sentados y
ubicados en una habitación aislada de ruidos externos y en penumbra.
Después de adquirido, el registro es pasado por un preamplificador y filtros pasabajas con
frecuencias entre 0, 3 y 100 Hz. La tasa de muestreo de la señal digital es de 640 Hz, con una
grabación de 2 s por señal (1 s - 640 puntos - pre y post estímulo).
Los criterios de exclusión aplicados en el examen clínico fueron: existencia de déficit vi-
sual o auditivo, evidencia de retardo mental, coexistencia con trastornos psiquiátricos, y
antecedentes de enfermedad neurológica, tales como síndrome convulsivo, tumores, enfer-
medades degenerativas, infecciones del sistema nervioso central, entre otras. Adicionalmente,
se solicitó la suspensión de la administración de fármacos desde el día anterior a los niños
con TDAH que estaban medicados.
Potenciales evocados visuales
Para el caso de la modalidad visual, se solicita al sujeto que observe un monitor ubicado en
frente y separado a un metro de distancia. Durante el desarrollo de la prueba, en el monitor
se muestra una imagen constituida por un damero monocromático en patrón reversible cons-
tituido por 16 cuadros como estímulo frecuente; el sujeto debe estar atento a la aparición del
estímulo infrecuente que consiste en un target en el centro de la pantalla manteniendo como
fondo el damero. El sujeto debe oprimir un botón de un contador de estímulos cada vez que
aparezca el estímulo infrecuente.
Potenciales evocados auditivos
En la modalidad auditiva, los sujetos se vendan los ojos para minimizar el parpadeo y los
movimientos oculares, y los estímulos se presentan biauralmente a través de auriculares.
Estos consisten en tonos de 80 dB y de 50 ms de duración. Los estímulos frecuentes se
presentan a una frecuencia de 1,000 Hz, y los infrecuentes a 3,000 Hz. El orden de aparición
de los estímulos es aleatorio y se presenta uno cada 1,500 ms.
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7.2. Conjunto de características
El conjunto de características X utilizado en este trabajo corresponde a parámetros em-
pleados en estudios previos, como se ha descrito en la Sección 4.1. Después de realizar los
respectivos cálculos, la matriz de datos ha quedado conformada de la siguiente manera: las
primeras 16 corresponden a características morfológicas, las siguientes tres, son caracterís-
ticas de tipo espectral, y las características restantes corresponden a coeficientes wavelet.
La Tabla 7-1 resume el conjuntos de características mencionadas, relacionando su ubicación
dentro de la matriz X y la forma de cálculo implementada en esta tesis.
N◦ Tipo Característica Descripción
1 Latencia tsP300 = {t|s (t) = sP300}
2 Amplitud sN200−P300 = sN200 − sP300
3 Razón latencia/amplitud LAR =
tSP300
sN200−P300
4 Amplitud absoluta AAMP = |sN200−P300|
5 Área positiva Ap = 12
tb∑
t=ta
(s (t) + |s (t)|)
6 Área negativa An = 12
tb∑
t=ta
(s (t)− |s (t)|)
7 Morfológicas Área total Apn = Ap +An
8 Área total absoluta ATAR = |Apn|
9 Área absoluta total Ap|n| = Ap + |An|
10 Pendiente de señal absoluta promedio
∣∣¯˙s∣∣ = 1
n
tb−τ∑
t=ta
1
τ
|s (t+ τ)− s (t)|
11 Valor pico a pico sN200−P300 = sN200 − sP300
12 Ventana de tiempo pico-pico tpp = tN200 − tP300
13 Pendiente pico-pico s˙pp =
sN200−P300
tpp
14 Cruces por cero nZC =
tsP300∑
t=tsN200
δs
15 Densidad de cruces por cero dZC = nZCtpp
16 Alteraciones de signo de las pendientes nsa = 12
tb−τ∑
t=ta+τ
∣∣∣ s(t−τ)−s(t)|s(t−τ)−s(t)| + s(t+τ)−s(t)|s(t+τ)−s(t)| ∣∣∣
17 Moda de la frecuencia S (fmode) = Max
f
{S (f)}
18 Espectrales Mediana de la frecuencia
fmedian∫
0
S (f) df =
∞∫
fmedian
S (f) df
19 Media de la frecuencia fmean =
∞∫
0
f ·S(f) df
∞∫
0
S(f) df
20,...,83 Wavelet Coeficientes wavelet CWT (2i, b) =
∣∣2i∣∣−1/2 ∞∫
−∞
x (t)ψ ∗
(
t−b
2i
)
Tabla 7-1.: Conjunto de características empleadas en el análisis de señales ERPs
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7.3. Sintonización de parámetros
7.3.1. Caracterización
Localización temporal de la onda P300
Como se indica en la Sección 4.1.1, para llevar a cabo la localización del componente P300 es
necesario definir una ventana de tiempo móvil T = (t1, t2), en la cual podría encontrarse la
onda P300. Inicialmente, esta ventana se fija en t1 = 260ms y t2 = 400ms, que corresponde al
intervalo de tiempo en el que usualmente su presenta el pico P300. Debido a las bien conocidas
alteraciones en la latencia y la amplitud que sufren las señales ERPs a causa del TDAH, es
necesario considerar un intervalo más amplio en el que puede ocurrir la presentación del pico
P300. Considerando esta restricción, si el algoritmo de localización no halla una deflexión
significativa en el intervalo de tiempo inicial, la ventana se desplazará a la derecha y luego
a la izquierda hasta encontrar un punto de inflexión significativamente profundo. Así, t1, t2
podría tomar los siguientes valores:
1. t1 = 400 ms, t2 = 500 ms, si no hay deflexión, entonces
2. t1 = 500 ms, t2 = 600 ms, si no hay deflexión, entonces
3. t1 = 230 ms, t2 = 260 ms
Estos valores fueron definidos heurísticamente de acuerdo al estudio visual que previamente
se hizo a la base de datos por parte de los especialistas médicos.
Características morfológicas y espectrales
Para realizar el cálculo de las características morfológicas, fue necesario la selección de
una ventana de análisis (ta, tb) debido a los retardos típicos de los componentes ERPs
(especialmente el P300). Los valores de ta = 250 ms y tb = 450 ms fueron definidos
de acuerdo al rango de normalidad hallado según se recomienda en la Sección 2.1.7,
aplicando µ+2,5σ, donde µ es la media de la latencia obtenida para las clases normales
y σ es la desviación estándar. En este orden de ideas, ta ≈ µ y tb ≈ µ+ 2,5σ.
Para estimar las características frecuenciales, la densidad espectral de potencia S(f)
se calculó a través de transformada de Fourier discreta sobre la señal discretizada, de
forma que: S(f) = 2F (f)F ∗(f), donde F (f) es la transformada de fourier de s(t) y
F ∗(f) es la función conjugada de F (f).
Las características basadas en transformada wavelet se estimaron con una función
madre de tipo spline biortogonal, con 3 momentos de desvanecimiento, y que utiliza un
filtro pasa-bajo en descomposición de orden 8, un filtro pasa-alto en descomposición
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de orden 4, un filtro pasa-bajo en reconstrucción de orden 4 y un filtro pasa-alto en
reconstrucción de orden 8. En la figura 7-1 se muestra la wavelet madre empleada,
que fue aplicada como sugiere el estado del arte dada su similitud con los potenciales
evocados cognitivos.
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Figura 7-1.: Wavelet madre spline biortogonal, empleada en el análisis multi-resolución
Para el caso de la transformada discreta se re-muestreó la señal a una frecuencia de
1024 Hz y se emplearon 7 niveles de descomposición con el fin de ajustar de forma
aproximada las bandas de frecuencia de los niveles a los ritmos cerebrales delta (0,2 a
3,5 Hz), theta (3,5 a 7,5 Hz), alfa (7,5 a 13 Hz) y beta (13 a 28 Hz). En la Figura 7-2
se observan los niveles de descomposición generados mediante transformada wavelet
discreta y análisis multi-resolución (ver Sección 4.1.3), junto a su correspondiente banda
de frecuencia y número de coeficientes obtenidos.
De los 7 niveles de descomposición obtenidos, fueron seleccionadas como características
wavelet los coeficientes A7, D7, D6 y D5 (según Figura 7-2). Para justificar la selección
de estos coeficientes se utilizó un criterio de informatividad basado en la entropía de
Shanon [114] acumulada mayor a 60%.
7.4. Diseño de experimentos
7.4.1. Experimento 1
En el primer experimento se presenta una comparación de técnicas de extracción y selección
de características en términos del desempeño de clasificación de un sistema de identificación
automático de TDAH. Las técnicas de selección evaluadas emplean funciones de costo tipo
filtro y wrapper (análisis multivariado de varianza y clasificador bayesiano sobre distribu-
ciones gaussianas, respectivamente), junto con algoritmos de búsqueda heurística. Además,
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SeñalRemuestreada
f =1024 Hzs
A1
0 Hz - 256 Hz
512 coeficientes
D1
256 Hz - 512 Hz
512 coeficientes
A2
0 Hz - 128 Hz
256 coeficientes
D2
128 Hz - 256 Hz
256 coeficientes
A4
0 Hz - 32 Hz
64 coeficientes
D4
32 Hz - 64 Hz
64 coeficientes
A3
0 Hz - 64 Hz
128 coeficientes
D3
64 Hz - 128 Hz
128 coeficientes
A5
0 Hz - 16 Hz
32 coeficientes
D5
16 Hz - 32 Hz
32 coeficientes
A6
0 Hz - 8 Hz
16 coeficientes
D6
8 Hz - 16 Hz
16 coeficientes
A7
0 Hz - 4 Hz
8 coeficientes
D7
4 Hz - 8 Hz
8 coeficientes
f =512 Hzmax
Figura 7-2.: Descomposición wavelet de una señal ERP
se aplica el análisis de componentes principales como técnica de extracción de características.
Estas técnicas son comparadas con base en el error de validación de un clasificador de k-NN
y uno discriminante lineal (LDC).
A continuación, se presenta una breve explicación de las etapas ejecutadas durante el desa-
rrollo de este experimento.
Algoritmo filtro con base en análisis multivariado de varianza
La evaluación sucesiva de subconjuntos de variables sobre un espacio inicial de característi-
cas p se lleva a cabo empleando análisis multivariado de varianza (MANOVA – Multivariate
Analysis of Variance) como función de costo. Los subconjuntos de características se con-
struyen empleando la técnica denominada selección secuencial hacia adelante (Sequential
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Forward Selection-SFS) (ver Sección C.1.2).
El siguiente algoritmo, implementado de forma heurística, realiza una búsqueda secuencial
empleando MANOVA como función de costo. En general, consiste en comparar los conjuntos
de variables de diferente dimensión mediante la evaluación de la probabilidad acumulada
sobre la distribución F .
Algoritmo 3 Algoritmo de MANOVA progresivo
1: Se calcula el estadístico F sobre los subconjuntos con una sola característica, y se se-
lecciona aquella cuyo estadístico F fue mayor (denotado por ξ1). Luego, se estima su
correspondiente valor de probabilidad acumulada (
_
P 1) sobre la distribución F .
2: Se construyen subconjuntos de dos características, combinando la característica selec-
cionada en el paso anterior con cada una de las restantes (al aplicar SFS). Se actualiza
el valor de estadístico F , evaluando cada subconjunto formado mediante la prueba de
Wilks.
3: De los subconjuntos formados en el paso 2, se escoge aquel con mayor valor en el estadís-
tico F (representado por ξ2) y se calcula su probabilidad acumulada (
_
P 2). Si
_
P 2 >
_
P 1,
entonces el ξ2 pasará a ser analizado, de lo contrario, la búsqueda concluye.
4: Se repite el paso 2, pero ahora se construyen subconjuntos de tres características, par-
tiendo de ξ2.
5: Se actualiza el nuevo subconjunto usando el mismo criterio expuesto en el paso 3. Se
repite el paso 4, actualizado una y otra vez el número de características del subconjunto
del que se parte.
6: El algoritmo se detiene cuando las características agregadas no incrementan el valor de
probabilidad acumulada.
7: El subconjunto final tiene un tamaño p′, donde p′ ≤ p.
Algoritmo wrapper con base en clasificador bayesiano
La selección de características que emplea una función de costo tipo wrapper utiliza el por-
centaje de acierto de validación de un clasificador bayesiano, y al igual que en la prueba
anteriormente descrita, usa como procedimiento iterativo de búsqueda heurística una selec-
ción secuencial hacia adelante. En ambos casos, tanto en el algoritmo tipo filtro como el
tipo wrapper, el objetivo es maximizar el criterio de evaluación mediante un subconjunto de
características seleccionado por una estrategia de búsqueda.
7.4.2. Experimento 2
Este experimento corresponde a la evaluación de una nueva metodología propuesta en este
trabajo, que consiste en una variación del método de reducción de dimensiones y visualización
presentado en [115]. En general, el método propuesto consiste en realizar una búsqueda se-
cuencial flotante hacia adelante en una nueva representación de los datos originales para
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determinar las variables relevantes. La nueva representación de los datos se realiza en dos
etapas: en primera instancia se aplica análisis de componentes principales (PCA) con el fin
obtener una proyección de los datos en un nuevo espacio donde ocurra la mayor variabili-
dad de los mismos. Posteriormente, se aplica un algoritmo de agrupamiento no supervisado
basado en centroides para obtener una nueva representación de las observaciones a través
de las distancias de los datos y los centroides. Finalmente, esta nueva definición de patrones
descriptivos de las señales ERP, son sometidos a una fase de clasificación supervisada a fin
de determinar la capacidad discriminante de esta re-caracterización en la identificación del
TDAH.
A continuación se describen en detalle cada una de las etapas.
Proyección basada en PCA
Con el fin de obtener una representación más compacta de las clases en términos de mínimos
cuadrados, se aplica una proyección de los datos basada en PCA (ver Sección 6.1.1) de forma
que se obtiene una nueva representación de la forma Y = XV. Esta proyección se realiza
en un espacio de menor dimensión, es decir, usando V̂ ∈ Rp×q donde q < p. Por tanto, la
proyección truncada es
Ŷ = XV̂ = (yˆT1 , . . . , yˆ
T
n)
T (7-1)
El parámetro q es escogido con un criterio de varianza acumulada mayor a 90%.
Clustering
Los datos proyectados son agrupados empleando un método de agrupamiento basado en
centroides, k-medias (ver Anexo B), con el fin de obtener una nueva representación de los
datos B = {bij}, en donde cada observación es representada a través de su distancia con los
centroides de sus respectivos grupos y con los restantes, es decir,
bij = d(yˆi,qj), i = 1, . . . , n; j = 1, . . . , k (7-2)
donde k es el número de grupos, qj denota el j-ésimo centroide y d(·, ·) es un operador de
distancia.
De esta manera, se ha hecho una nueva caracterización de los datos, tomando las caracterís-
ticas morfológicas y espectrales como espacio inicial de representación.
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Búsqueda heurística
Después de la re-caracterización de los registros obtenida mediante el cálculo de las distancias
entre los datos y los centroides, se aplica un algoritmo de búsqueda heurística; en este caso
en particular, se emplea una selección secuencial flotante hacia adelante (sequential forward
floating selection - SFFS). Esto se lleva a cabo con el fin de realizar una reducción super-
visada que conlleve a encontrar el menor número de características que permita de manera
suficiente la clasificación de patrones.
El algoritmo SFFS implementado utiliza como función de evaluación la correcta clasificación
alcanzada con un clasificador bayesiano, dado que cada función de densidad de probabilidad
está modelada de forma gaussiana. Además, el método empleado fue mejorado mediante una
prueba de hipótesis t-test y una evaluación de pérdida de información [116].
El siguiente es el algoritmo que resume las etapas previamente explicadas de la metodología
aplicada en este experimento.
Algoritmo 4 Algoritmo de re-caracterización de señales ERPs mediante medidas de disi-
militud
Entrada: Xn×p.
1. Se aplica un preclustering sobre la matriz de datos: Xˆ = preclustering{X}, donde
la matriz Xˆ es de dimensiones h× p donde h < n.
2. Estimar la matriz de covarianza ΣX.
3. Hallar los autovalores Λ = diag(λ1, λ2, . . . , λp) y autovectores V = [v1| . . . |vp] de
ΣX ordenados de forma descendente, λ1 ≥ λ2 ≥ . . . ≥ λp .
4. Se determina q (q < p) mediante un criterio de varianza acumulada mayor del 90%.
5. Se obtiene la proyección truncada de los datos Yˆ ∈ Rh×q = XˆVˆ.
6. Se aplica agrupamiento de los datos y se obtiene la matriz de centroides Q =
[qT1 | · · · |q
T
p ] = kmedias(Yˆ).
7. Se re-caracterizan los datos: B ∈ Rh×k = {bij} = {d(yˆi,qj)}, i = 1, . . . , n; j =
1, . . . , k, siendo d(·, ·) la distancia euclidiana.
8. Bˆ ∈ Rh×m = SFFS{B}, m es él número de variables relevantes, m < k
9. Validación: clasificadores k-nn, LDC y SVM (70% para entrenamiento y 30% para
validación).
Salida: Bˆ = { conjunto efectivo de características}
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7.4.3. Experimento 3
En el experimento N◦ 3, se desea evaluar los efectos de la latencia en la formación de agru-
paciones bien definidas y compactas a través de técnicas de agrupamiento no supervisado.
Para este fin, se tiene en cuenta únicamente el grupo de características morfológicas que
fue definido en la Sección 4.1.1. En el desarrollo de las pruebas fueron utilizadas, por una
parte, las señales alineadas de acuerdo a la ubicación del componente P300, y por otra, las
señales ERP originales únicamente con su respectivo preprocesamiento aplicado. Para lograr
el alineamiento de las señales, se introduce un nuevo enfoque para la ubicación temporal
del punto P300 (que se describe en detalle en la Sección 4.1.1) mediante el estudio de la
morfología de la señal derivada. Las pruebas realizadas utilizan diferentes configuraciones
de la matriz de datos calculadas a partir de las señales alineadas y originales. Para la tarea
de agrupamiento, se emplea una técnica tradicional de agrupamiento mediante la aplicación
del algoritmo de k-medias. Para evaluar la calidad de los grupos formados y la relevancia
de las características basadas en la latencia, se ha definido una medida de separabilidad y
compacidad mediante valores relativos de distancia entre los centroides y los datos de cada
agrupación.
En los siguientes apartados se describen con más detalle los procedimientos llevados a cabo
en este experimento.
Alineamiento de las Señales
Para analizar la separabilidad y compacidad de los grupos formados a partir de las carac-
terísticas morfológicas, todos los registros de la base de datos fueron alineados mediante el
remuestreo por partes de la señal para localizar el componente P300 en el mismo punto de
acuerdo a una señal patrón previamente seleccionada.
Selección de la señal patrón La señal patrón se selecciona entre todos los registros que
componen la base de datos, escogiendo una por cada clase. Esta señal se define como
aquella con el más alto coeficiente de correlación calculado entre los registros de cada
clase, el cual es almacenado en un vector de correlación promediado, y se estima de la
siguiente manera:
Sea R una matriz de correlación triangular superior, definida como:
Rc =

r11 r12 . . . r1n
r21 r22 . . . 0
...
... . . . 0
rn1 0 0 0
 = [r1| · · · |rn] (7-3)
donde rij = corr(si, sj),si representa la señal asociada al i-ésimo sujeto de la clase
c = 1, 2 (correspondientes a las clases normal y patológica), y corr(·, ·) es un operador
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estándar de correlación.
Así, el vector de correlación promediado ρ ∈ Rn puede ser definido como:
ρ = [µ(r1), . . . , µ(rn)], (7-4)
donde rk es el k-ésimo vector columna.
Por tanto, se escoge como sp a la señal que corresponde al ma´x {ρ}.
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Figura 7-3.: Señales patrón de las clases control y casos
En la Figura 7-3 se muestran las señales patrón seleccionadas para cada una de las dos
clases evaluadas. De acuerdo al procedimiento explicado arriba, estos son los registros
que más se asemejan al resto de señales de las respectivas clases.
Después de definir dicha señal patrón , su componente P300 (en adelante llamado patrón-
P300 ) es ubicado sobre la forma de onda mediante el algoritmo de localización descrito en
la Sección 4.1.1. Posteriormente, los registros restantes son alineados haciendo coincidir sus
ondas P300 (identificadas también mediante el procedimiento descrito en la Sección 4.1.1)
con el patrón-P300. Para alcanzar tal fin, todas la señales son divididas en dos segmentos:
segmentos as y bs, como se muestra en la figura 7-4. Estos dos segmentos son remuestreados
a igual longitud que sus correspondientes segmentos (ap y bp) a una frecuencia de muestreo
fa y fb, respectivamente, las cuales se definen como:
fa = `(ap)/`(as); fb = `(bp)/`(bs), (7-5)
donde `(·) denota el número de muestras de su señal argumento.
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Figura 7-4.: Alineamiento de la señal ERP de acuerdo a la señal patrón
Agrupamiento no supervisado
Para evaluar la compacidad y separabilidad del conjunto de datos X, dividido en dos gru-
pos homogéneos (cada uno de ellos asociado a una clase) es necesario el uso de una técnica
no supervisada de agrupamiento. Dado que el interés principal de este experimento es es
mostrar la capacidad discriminante del conjunto de características evaluados en términos de
separabilidad y compacidad entre los grupos formados, se ha empleado una técnica de agru-
pamiento básica; en este caso en particular se ha aplicado el algoritmo de k-medias, como se
explica en el Anexo B e implementado como muestra el Algoritmo 5.
Cuatro diferentes configuraciones de la matriz de datos fueron desarrolladas con el fin de
probar la influencia de la latencia en la formación de grupos compactos y diferenciables. La
primera matriz de datos X1 está formada usando únicamente la latencia como vector de
características; la segunda configuración X2 forma una matriz de datos constituida por las
16 características morfológicas descritas en la Sección 4.1.1, incluyendo la latencia; la tercera
configuración de X, X3, excluye la latencia del conjunto de características usado en X2. Fi-
nalmente X4 utiliza la misma configuración que X2 pero se usa una matriz de características
obtenida a partir de las señales ERP alineadas mediante la técnica descrita en la Sección
7.4.3.
Se aplica entonces el algoritmo de k-medias a las diferentes matrices de datos para generar las
matrices D y D˜ como se indica en la Sección 6.2.2 y así poder calcular los valores relativos
de distancia; de esta manera, se cuantifica la separación relativa entre los agrupamientos
formados y entre los centroides y los datos de su correspondiente grupo.
7.4.4. Experimento 4
En este experimento se ha aplicado una metodología para la detección del TDAH basada en
customized wavelet, que se ha llevado a cabo según se indica en [117] y [118]. Para obtener
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nuevas características discriminantes a partir de los potenciales relacionados a eventos, se ha
optimizado el espacio tiempo-frecuencia de la transformada wavelet packet (WPT), mediante
la customización de la función wavelet para esta aplicación en particular. A continuación se
detallan las etapas desarrolladas en esta metodología:
Customización de la función wavelet
Para customizar la función wavelet, se aplica el esquema de ajuste (lifting scheme - LS)
mostrado en la figura 7-5, con el cual se construye la trasformada wavelet (el LS es una
representación polifásica de un clásico banco de filtros). En esta figura se observa sólo un
paso de descomposición de la señal de entrada x [n]. En tal esquema, x [n] es dividida en
muestras pares xe [n] e impares x0 [n]; entonces, los coeficientes de detalle son obtenidos co-
mo el error de predicción de x0 [n] a partir de xe [n], usando el operador p. Este operador
es introducido para obtener una estimación de las muestras impares convolucionando xe [n]
con los coeficientes del predictor. Asimismo, los coeficientes de aproximación son obtenidos
actualizando los coeficientes de detalle con otro operador u y retomando las muestras pares.
Del mismo modo, este operador estima los componentes de baja frecuencia de la señal de
entrada, convolucionando los coeficientes de detalle con los valores del operador.
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Figura 7-5.: Esquema de ajuste para construcción de la WT
Los operadores u y p, están asociados con funciones wavelet con características únicas. En
esta metodología, los algoritmos genéticos (GE) son empleados para customizar tales opera-
dores y hallar los coeficientes que satisfagan la función de ajuste. Adicionalmente, el número
de parámetros que los GA pueden optimizar, es reducido usando la normalización y restric-
ciones lineales de los operadores del LS. Estas restricciones garantizan el carácter biortogonal
de la transformada wavelet resultante. En el reconocimiento de patrones biológicos es de-
seable emplear una función de ajuste que tenga en cuenta la forma y las distancias de las
clases en el espacio de características, además de contar con una herramienta que maximice
esa relación. En este caso, la función de ajuste seleccionada es la distancia euclídea, como se
propone en [117].
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Optimización del árbol de descomposición
LaWPT tiene una única característica relacionada con la resolución tiempo-frecuencia del es-
pacio wavelet, donde la señal de entrada es proyectada. En esta transformada, los coeficientes
de detalle y de aproximación se descomponen en un conjunto redundante de subespacios
donde las señales pueden ser representadas con multiples representaciones tiempo-frecuencia.
En general, con j niveles de descomposición hay 2(j+1)−1 combinaciones de subespacios con
diferentes configuraciones tiempo-frecuencia. Para seleccionar la configuración más adecuada
para esta aplicación, se computa el valor de energía normalizado en cada subespacio para el
conjunto de patrones de las ERPs (conjunto de entrenamiento). Ahora, la distancia euclídea
se calcula para medir la distancia entre los centroides de las clases, respecto a la dispersión
entre clases de cada subespacio. Aquellos subespacios que obtienen las mayores distancias
son seleccionados como óptimos.
Selección de características
Usando los coeficientes de los subespacios óptimos evaluados en la optimización del espacio
tiempo-frecuencia, el espacio tiempo-frecuencia wavelet debe ser reconstruido. Sin embargo,
debido a la acción de la división en muestras pares e impares del esquema de ajuste LS y a
la naturaleza discreta de la trasformada, algunas consideraciones deben ser tenidas en cuen-
ta para tal construcción. En primera instancia, los subespacios deben ser remuestreados de
acuerdo al nivel de descomposición dado por la relación 2j. Por ejemplo, dada una señal de
256 puntos, descompuesta en j = 4 niveles, entonces uno de los subespacios en el último nivel
contendría solo 16 coeficientes que cubren todo el dominio del tiempo. Así, para compensar
las 240 muestras restantes, tales coeficientes deben ser remuestreados por 24. En segunda
instancia, para hacer más suave el espacio tiempo-frecuencia, los coeficientes remuestreados
deben ser interpolados.
Una vez el espacio tiempo-frecuencia es construido, se extraen diferentes métricas a partir
del mismo. En particular, en este trabajo se muestra que el contorno de frecuencia de este es-
pacio contiene valiosa información [119]. Este contorno de frecuencia se calcula proyectando
el espacio sobre el eje de la frecuencia. Usualmente, la función de proyección es una medida
estadística tal como el valor medio o la varianza. En esta tesis se emplea el valor medio para
extraer el contorno mencionado.
Entonces, se prueba un conjunto de métricas estadísticas que se han sugerido para el análisis
de otras bioseñales. Estas métricas se dividen en dos grupos: uno, extraído del contorno, y
otro extraído a partir de la forma de onda de la señal ERP. El primer grupo está compuesto
por cuatro momentos alrededor de la media (kurtosis) y la desviación estándar. El segundo
grupo está conformado por el número de picos de la serie temporal.
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Sintonización de la función wavelet
Para customizar la función wavelet y adaptarla a la aplicación actual, el procedimiento de
optimización basada en GA debe contar con un conjunto de entrenamiento que contenga
registros de ambas clases. En este caso, se empleó el 50% de la base de datos para este fin.
Los parámetros para la sintonización de los GA y para la optimización del espacio tiempo-
frecuencia se definen con detalle en la Sección 8.4.
7.4.5. Experimento 5
El quinto experimento consiste en la caracterización y clasificación de los ritmos cerebrales,
que son señales de la actividad eléctrica del cerebro que corresponden a bandas de frecuencia
asociadas a algunas función cognitiva. Dichas señales son experimentalmente obtenidas como
resultado de la reconstrucción de las señales asociadas a cada uno de los niveles de la descom-
posición wavelet, como se describe en las Secciones 4.1.3 y 7.3.1. A partir de los coeficientes
wavelet estimados para la definición del tercer grupo de características (ver Sección 4.1.3),
se hace la reconstrucción de los niveles en los cuales inicialmente se hizo la descomposición
wavelet de la señal s (t). En la figura 7-6 se observan las ondas generadas por el proceso de
reconstrucción de los coeficientes de detalle de los 7 niveles y los de aproximación del último
nivel.
Para la caracterización de las ondas obtenidas, se han empleado sólo algunas de las carac-
terísticas definidas en la Sección 4.1, dado que muchas de éstas dependen de la localización
temporal del componente P300, condición que no se puede cumplir en las ondas de baja fre-
cuencia (como las generadas por los coeficientes cA7 y cD7) ni en las de muy alta frecuencia
(como las estimadas por los coeficientes cD1, cD2 y cD3). Las características utilizadas en
este experimento son de tipo morfológico (estimadas considerando toda la señal y no sólo
un segmento de la misma como se hizo en la caracterización de los experimentos 1, 2 y 3),
tales como el área total de la señal y el área positiva de la señal. Además, se han empleado
otras características de tipo informativo como lo son la entropía de Shannon, la entropía
basada en norma euclídea, la entropía basada en norma, la energía logarítmica de la señal y
la energía estándar, las cuales se han calculado de acuerdo a la literatura [114].
Como en los anteriores experimentos, para el desarrollo de éste también se llevó a cabo el
preprocesamiento descrito en la Sección 4.2. A partir de la matriz de datos obtenida después
del pre-clustering, se ha aplicado una búsqueda secuencial flotante hacia adelante empleando
un clasificador bayesiano como función de evaluación. Esta es la matriz reducida que se evalúa
con los tres clasificadores utilizados en las demás pruebas.
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Figura 7-6.: Reconstrucción por niveles del análisis multiresolución
8. Resultados y Discusión
Este capítulo contiene los resultados obtenidos en los diferentes experimentos descritos en el
capítulo 7, en los cuales puede apreciarse la capacidad discriminante de las características
propuestas en el capítulo 4. Los resultados presentados son evaluados mediante las medidas
de desempeño descritas en la Sección 6.2.2; además, se plantean hipótesis sobre la posible
interpretación fisiológica de tales resultados.
8.1. Experimento 1
Resultados y discusión
Como se expuso en la Sección 7.4.1, el objetivo principal de este experimento es evaluar la
calidad de los datos con los que se trabajará en posteriores experimentos, además de aplicar
técnicas de preprocesamiento que garanticen la homogeneidad de los datos.
Dada la matriz de datos X, obtenida en la etapa de caracterización, constituida por n = 80
observaciones y p = 83 variables, se procede a aplicar el respectivo preprocesamiento, según
se describe en la Sección 4.2. Según el esquema de trabajo planteado en la Sección 7.4.1,
en primera instancia se hizo la normalización y centralización de los datos de acuerdo a la
Ecuación (4-28). Después, se implementó un algoritmo para la identificación de datos fal-
tantes, donde se contabiliza (de forma univariada) la cantidad de campos en blanco y el
número de datos no convergentes. Como no se hallaron datos de esta naturaleza, en esta
instancia no fue eliminada ninguna variable ni excluida ninguna observación.
Posteriormente, se aplicó un algoritmo para la detección de datos atípicos basado en el valor
de kurtosis, desarrollado como se explicó en la Sección 4.2.2. Debido al número limitado de
observaciones, se llevó a cabo el método expuesto en la Sección 4.2.2, y no se eliminaron
los datos atípicos sino que se excluyeron las variables que superaban el 10% de valores anó-
malos; de esta manera ha quedado conformado un subconjunto de características que en
adelante se denominará subconjunto 1. La etapa de preprocesamiento finaliza con la prueba
de verificación de gaussividad univariada, la cual se desarrolló a partir del subconjunto 1 con
base en el test de Kolmogorov-Smirnov a un nivel de significación de α = 0,5. Esta prueba
se aplica sobre cada una de las clases, y las variables identificadas como no normales, son
eliminadas de ambas clases; el conjunto resultante de esta reducción del número de variables
se denominará subconjunto 2. En la tabla 8-1 se relacionan los subconjuntos de variables
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obtenidos en cada etapa del preprocesamiento.
Tabla 8-1.: Remoción de variables en el preproceso
Etapa del preproceso Tamaño del N◦ de variables Variables Naturaleza de las
subconjunto excluidas eliminadas variables eliminadas
Inicio del preproceso - 83 0 0 - - - -
Conjunto inicial
Identificación de datos 83 0 0 - - - -
faltantes
Detección de datos 81 2 3, 17 Morfológica,
atípicos - Subconjunto 1 espectral
Verificación de gaussivi- 76 5 14, 15, 16, Morfológicas,
dad - Subconjunto 2 18, 53 espectral,
wavelet
Por otra parte, como una etapa extra en el preprocesamiento de datos se hace una depu-
ración de la misma mediante el procedimiento explicado en la sección 4.2.4. En esta ocasión
no se hace reducción de variables como ocurre en las etapas previamente explicadas, sino
que se hace exclusión de las observaciones que, después de la formación de clusters mediante
el algoritmo de k-medias, no coincida con la etiqueta asignada por los especialistas médicos.
De la tabla 8-1 puede observarse que al finalizar la etapa de preprocesamiento fueron elim-
inadas 7 variables, que corresponden a cuatro característica morfológica, dos características
espectrales y una wavelet. Esta etapa de preprocesamiento garantiza una correcta aplicación
de los métodos de reducción de dimensión al cumplir los requerimientos de normalidad, como
es el caso del análisis multivariado de varianza como función de evaluación.
Después de realizada la etapa de preprocesamiento, se procede a realizar la reducción de
dimensión mediante la extracción y selección de características, siguiendo los lineamientos
explicados en el capítulo 5. La figura 8-1 muestra la gráfica de la matriz de covarianza por
clase de X reducida a partir del preprocesamiento. Esta imagen nos permite continuar con la
fase de reducción de dimensión, pues en ella se pueden identificar dependencias lineales que
permiten suponer la efectividad de una técnica de extracción y/o selección de características.
Aunque no fue posible satisfacer uno de los dos requerimientos del análisis multivariado de
varianza (tener distribución normal multivariada y matriz de covarianza por clases iguales),
se implementó esta técnica con el fin de comprobar su desempeño, pero teniendo en mente
que esta condición podría disminuir la capacidad discriminativa de la prueba. Sin embargo,
dado que el algoritmo de MANOVA se implementó para clases balanceadas, es posible que
los inconvenientes no se reflejen con severidad.
Con el fin de analizar la efectividad del preproceso aplicado a la base de datos en las eta-
pas posteriores de extracción/selección de características, las pruebas fueron realizadas en la
base de datos con y sin preprocesamiento y depuración. Para llevar a cabo la clasificación se
emplearon clasificadores básicos de uso común en esta tarea, como los son el k-NN y el LDC,
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Figura 8-1.: Comparaciones de matrices de covarianza por clases
y uno más robusto que los anteriores, como el basado en SVM. Para la validación de las
pruebas se utilizó una partición de 70% de la base de datos para el grupo de entrenamiento
y 30% para el grupo de verificación. En las siguientes tablas se muestran los resultados
obtenidos.
Clasificador
k-NN LDC SVM
Prec (%) Sen (%) Esp (%) Prec (%) Sens (%) Esp (%) Prec (%) Sens (%) Esp (%)
P
ru
eb
a BD original 51.87 ± 5.6 58.33 45.41 48.75 ± 6.5 50.00 47.50 51.87 ± 8.7 54.58 49.16
BD con preproceso 54.64 ± 2.4 24.16 77.5 37.50 ± 7.9 42.50 33.75 35.00 ± 5.1 30.86 32.45
BD con preproceso 56.12 ± 6.3 62.40 51.76 55.43 ± 4.9 51.12 49.88 55.23 ± 6.1 55.82 48.38
+ depuracion
Tabla 8-2.: Comparación del preprocesamiento y depuración de la base de datos (BD) en
los resultados de clasificación
En la tabla 8-2 se hace una comparación de los resultados obtenidos al someter a clasifi-
cación: 1. la base de datos original (sin ningún preproceso), 2. la base de datos obtenida
después del preprocesamiento anteriormente descrito, 3. la base de datos obtenida después
del preprocesamiento y la depuración mencionada. La tabla muestra un leve pero progresivo
incremento en las medidas de rendimiento después de cada una de las etapas evaluadas. Los
anteriores resultados indican que efectivamente el preprocesamiento empleado sí tiene una
incidencia positiva en la calidad de los datos; además, se puede inferir que la selección de
las observaciones (llevada a cabo en la depuración) afecta directamente el rendimiento de
clasificación, especialmente en el k-NN, que fue el clasificador que mostró mejor desempeño.
La tabla 8-3 relaciona los resultados obtenidos de aplicar la técnica de extracción PCA
sobre el subconjunto generado al reducir la matriz X mediante la búsqueda heurística SFFS.
La semejanza en los valores contenidos en la tabla indica que la reducción de dimensión
mediante PCA no surtió un efecto relevante en el rendimiento de clasificación, por tanto,
mediante este procedimiento no se alcanzó discriminancia alguna entre las clases evaluadas.
No se reportan resultados de la reducción de dimensión usando MANOVA como función
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Clasificador
k-NN LDC SVM
Prec (%) Sen (%) Esp (%) Prec (%) Sens (%) Esp (%) Prec (%) Sens (%) Esp (%)
P
ru
eb
a Sin PCA 50.00 ± 5.6 54.58 45.42 45.00 ± 4.7 48.33 41.67 42.08 ± 4.9 43.75 40.41
Con PCA 51.25 ± 3.8 50.00 52.50 47.92 ± 4.1 49.16 46.66 44.79 ± 6.5 45.83 43.75
Tabla 8-3.: Comparación de la extracción de características de la base de datos depurada,
seguida de SFFS.
de costo sobre la base de datos depurada, dado que el método de análisis multivariado de
varianza se implementó para clases balanceadas (la depuración puede provocar que las clases
no contengan igual número de observaciones).
Clasificador
k-NN LDC SVM
Prec (%) Sen (%) Esp (%) Prec (%) Sens (%) Esp (%) Prec (%) Sens (%) Esp (%)
P
ru
eb
a BDSD, sin PCA 43.96 ± 6.4 52.91 35.00 32.29 ± 5.9 34.58 30.00 34.37 ± 4.0 36.66 32.08
BDSD, con PCA 46.25 ± 9.6 53.75 38.75 33.33 ± 5.2 35.00 31.66 34.16 ± 5.9 35.41 32.91
BDD, sin PCA 77.85 ± 7.2 65.83 86.87 45.71 ± 7.1 50.00 76.25 51.07 ± 9.5 58.33 85.00
BDD, con PCA 68.57 ± 7.3 63.33 72.50 45.00 ± 8.4 10.83 70.63 53.93 ± 5.1 3.33 91.97
Tabla 8-4.: Comparación del preprocesamiento y depuración, seguida de la extracción de
características de la base de datos en los resultados de clasificación
En la tabla 8-4 se hace una comparación de los resultados obtenidos después de aplicar SFFS
con un clasificador bayesiano como función de costo y seguido de la reducción de dimensión
sobre la base de datos depurada (BDD) y sin depurar (BDSD). En la tabla puede obser-
vase que el mejor rendimiento de clasificación fue alcanzado con la base de datos depurada;
además, de las dos pruebas realizadas sobre la BDD, el clasificador k-NN ofrece mayor pre-
cisión cuando no se ha aplicado la técnica de reducción. Lo anterior indica que la proyección
de los datos sobre los componentes principales no aporta mayor discriminancia entre clases
que con la caracterización original.
La figura 8-2 muestra la sintonización del clasificador k-NN utilizado en la prueba que
alcanzó mejor rendimiento (SFFS con clasificador bayesiano como función de evaluación
y sin PCA, sobre base de datos depurada). Esta misma tendencia fue mostrada por el
clasificador en las pruebas restantes, por tal motivo no hubo inconvenientes con la selección
del número de vecinos, ya que desde k = 1 se alcanza el porcentaje de clasificación en el que
el clasificador se estabiliza.
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Figura 8-2.: Sintonización de clasificador k-nn usado sobre base de datos depurada, después
de aplicar SFFS con clasificador bayesiano como función de evaluación y sin
PCA
8.2. Experimento 2
Resultados y discusión
En este experimento se pone a prueba la metodología propuesta en este trabajo (descrita
en la Sección 7.4.2), la cual consiste en la re-caracterización de la matriz X a través de las
distancias entre los datos y los respectivos agrupamientos formados mediante el algoritmo
de k-medias (empleando la distancia euclidiana como medida de disimilitud). Para este fin,
se parte del subconjunto de características que se genera después del procesamiento y del
pre-clustering (como se hizo en el experimento anterior - Sección 8.1), y luego de la proyec-
ción lineal truncada de los datos con PCA (usando un criterio de varianza acumulada mayor
al 90%). En la figura 8-3 se muestra el esquema general de la metodología aplicada para el
desarrollo de este experimento.
Adicionalmente, en esta prueba se desea explorar la capacidad discriminante de los tres gru-
pos de características (morfológicas, espectrales y wavelet) como patrones descriptivos de las
señales ERP, a fin de discriminar sujetos normales de pacientes con TDAH. Para llevar a
cabo esta prueba, la matriz de datos X es dividida en tres subconjuntos correspondientes a
los tres grupos de características mencionados. Cada uno de estos subconjuntos es sometido
a la metodología propuesta para definir el grupo más relevante, comparando el rendimiento
de clasificación alcanzado por cada uno de ellos.
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Cabe resaltar que en la etapa clasificatoria, al igual que en el anterior experimento, se
usaron los clasificadores k-NN, LDC, y SVM, con particiones del 70% de los datos para el
entrenamiento del clasificador y 30% para la validación.
SeñalesERP
Modalidad visual
Modalidad auditiva
Preprocesamiento
Caracterización
Características morfologicas,
espectrales y wavelet
Proyección lineal
PCA
Re-caracterización
por distancias
ClusteringSFFS
Búsqueda heurística
Clasificación
Figura 8-3.: Esquema de la metodología aplicada en experimento 2
En la figura 8-4 se muestra el desempeño de un clasificador k-NN en continuas repeticiones
para comprobar la estabilidad de la metodología propuesta. En esta gráfica se observa que
todos los valores del rendimiento de clasificación superan el 80% y mantiene una desviación
estándar no muy alta.
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Figura 8-4.: Estabilidad de la metodología 2
La gráfica 8-5 muestra el rendimiento de clasificación alcanzado por los tres clasificadores
al evaluar los subconjuntos obtenidos después de la búsqueda heurística. Tales subconjuntos
están conformados de la siguiente manera: el primer subconjunto consta de la primera ca-
racterística seleccionada; el segundo, está constituido por el anterior subconjunto sumado a
la segunda característica seleccionada, y así sucesivamente. En esta figura se puede apreciar
el efecto de la etapa de reducción de dimensión en la precisión del clasificador, dado que el
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porcentaje de rendimiento va aumentado progresivamente, al tiempo que se incrementa el
número de características seleccionadas.
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Figura 8-5.: Rendimiento de clasificación por subconjuntos de características
La tabla 8-5 muestra la precisión del clasificador, la sensitividad y especificidad alcanzadas
por cada grupo de características. Se puede observar que de los tres grupos de características
que conforman la matriz X, el conjunto de características morfológicas es el que obtiene
mayor porcentaje en todas las medidas de rendimiento. Lo anterior nos lleva a inferir que
probablemente la mayoría de características (trasformadas ahora en distancias tras la re-
caracterización) seleccionadas después de la búsqueda heurística y posteriormente llevadas
al clasificador, están directamente asociadas a parámetros que en el espacio original de
características se relacionan con la morfología de la señal.
Feature Accuracy (%) Specificity (%) Sensitivity(%)
Morphological 85,35 ± 3,9 85,00 85,83
Spectral 63,92 ± 8,6 73,12 51,66
Wavelet 67,85 ± 8,5 73,12 60,83
Tabla 8-5.: Rendimiento de clasificación por grupos de características
La tabla 8-6 muestra los resultados de clasificación obtenidos con una matriz de datos X
sometida al proceso de depuración (por pre-clustering). Comparando estos valores con los
obtenidos empleando la base de datos depurada (ver tabla 8-7), se puede apreciar que la
tasa de acierto de los clasificadores es mucho menor, lo cual puede atribuirse a la presencia
de datos atípicos y heterogeneidad de los datos. De esta manera se comprueba la necesidad
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de hacer un riguroso preprocesamiento a los datos; además, se pone en evidencia la baja
confiabilidad de las etiquetación realizada por los especialistas.
Classifier Accuracy (%) Specificity (%) Sensitivity(%)
k-NN 56,04 ± 5,6 62,91 49,16
LDC 48,54 ± 6,5 42,08 55,00
SVM 48,33 ± 4,2 24,58 72,08
Tabla 8-6.: Medidas de rendimiento de clasificación para base de datos sin depurar
La tabla 8-7 contiene los porcentajes de precisión de los tres clasificadores considerados, que
se obtuvieron empleado la matriz de datos original (la cual integra los tres grupos de caracte-
rísticas) al inicio de la aplicación de la metodología. En esta tabla se aprecia el alto desempeño
que alcanzan los clasificadores tras la ejecución de la metodología propuesta, especialmente
el k-NN, con el cual se obtiene un óptimo y estable porcentaje tanto en la precisión de clasifi-
cación como en la sensitividad y especificidad. En comparación con los resultados obtenidos
en el experimento anterior, es posible atribuir esta mejora en el rendimiento de clasificación
a la re-caracterización mediante distancias entre datos y centroides, dado que hasta la etapa
de proyección lineal, en ambos experimentos se consideraron los mismos procedimientos.
Classifier Accuracy (%) Specificity (%) Sensitivity(%)
k-NN 86,07 ± 3,5 85,00 87,50
LDC 73,92 ± 7,1 82,5 62,50
SVM 78,57 ± 4,7 81,25 75,00
Tabla 8-7.: Medidas de rendimiento de clasificación para base de datos depurada
8.3. Experimento 3
Resultados y discusión
Este experimento está orientado a probar la contribución del subconjunto de características
morfológicas (en particular de la latencia) en la formación de agrupamientos compactos y
bien definidos que puedan asociarse a las dos clases evaluadas: casos y controles. Para alcan-
zar este objetivo, se consideraron dos matrices de datos: la primera de ellas corresponde a
X (matriz de características extraídas de los registros originales); la segunda, es una matriz
de datos estimada a partir de registros alineados de acuerdo a la ubicación del componente
P300 (para llevar a cabo el alineamiento de los registros se siguió el procedimiento descrito
en la Sección 7.4.3).
Para probar la influencia de la latencia se llevaron a cabo varias pruebas, cada una con una
diferente configuración de X. Para la formación de los agrupación se hizo uso de una técnica
no supervisada tradicional como lo es el algoritmo de k-medias, para calcular las distancias
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entre los datos y los centroides de los grupos estimados. Para evaluar la calidad de los gru-
pos, se ha empleado una medida, introducida en este trabajo, denominada Vector de valores
relativos, que calcula una distancia relativa entre los clusters y evalúa la compacidad de los
mismos.
Como se se explicó en la Sección 7.4.3,la matriz de datos X se definió de acuerdo a las cuatro
diferentes pruebas que se llevaron a cabo:
1. En la primera prueba, los clusters fueron formados usando únicamente la latencia como
vector de características X1.
2. La segunda prueba consistió en aplicar el algoritmo de agrupamiento sobre el subcon-
junto formado por las 16 características morfológicas, incluyendo la latencia; así se
forma la matriz X2.
3. En la tercera prueba, para la formación de los grupos, se empleó un subconjunto
conformado por 15 características morfológicas, el cual no incluye la latencia (X3).
4. En la última prueba, para la formación de la matriz X4, se repite el segundo pro-
cedimiento previamente descrito, pero en esta ocasión los agrupamientos se forman
a partir de una matriz de datos extraída de las señales ERPs alineadas mediante la
técnica expuesta en la Sección 7.4.3
La tabla 8-8 muestra los valores relativos de las distancias calculadas en cada una de las
pruebas llevadas a cabo. En ésta se puede observar que el mayor valor relativo se obtuvo en
la cuarta prueba, en la cual los grupos fueron formados usando la matriz de datos estimada a
partir de las señales ERP alineadas. El hecho de alinear la onda P300 en el mismo punto de
dominio del tiempo, implica que se asignará el mismo valor de latencia a todos los registros
por clase. Por tanto, si la distancia que separa a un cluster de otro es mayor que las obtenidas
en las pruebas anteriores, entonces puede deducirse que la latencia no es una característica
fuertemente relevante a la hora de clasificar, y el rendimiento alcanzado podría atribuirse a
otras características morfológicas.
Vector de valores Prueba 1 Prueba 2 Prueba 3 Prueba 4
relativos
Valor relativo v1 0,0431 0,3731 0,3883 0,5124
Valor relativo v2 0,0525 0,3711 0,6171 1,3546
Tabla 8-8.: Vectores de valores relativos.
La anterior afirmación se puede también evidenciar en las figuras 8-6 y 8-7 (que fueron
obtenidas con las matricesX2 yX3 respectivamente), en las cuales se muestrna los diagramas
de dispersión bi-dimensionales de las características de interés. Para apreciar el efecto de la
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latencia con respecto a la separabilidad y compacidad de los grupos formados, en la figura 8-6
se demuestra la interacción entre la latencia y las características morfológicas relacionadas al
área de las señales ERP; se muestran estas parejas de características dado que, entre todas
las características morfológicas, fueron aquellas con las cuales la latencia formó los grupos
menos solapados y más compactos. En general, se puede observar que tal interacción entre
las características mencionadas se expresa gráficamente como un solapamiento relativamente
grande de los grupos formados; además, el tamaño de las circunferencias que contienen los
agrupamientos indica que la variabilidad de los datos pertenecientes a cada grupo es mayor
que aquella mostrada en las figuras 8-7 y 8-8.
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Figura 8-6.: Agrupamientos formados en el espacio de características original: latencia vs
otras características morfológicas
Para propósitos de una mejor visualización del método de agrupamiento empleado sobre la
base de datos, se escogieron sólo aquellas parejas de características cuyo diagrama de disper-
sión muestra los clusters mejor definidos. Estos grupos fueron seleccionados bajo un criterio
de máxima distancia entre los centroides de cada grupo. La figura 8-7, que fue obtenida
aplicando clustering a la matriz X3, muestra unos diagramas de dispersión donde se forman
grupos más compactos y más separados que los exhibidos en la gráfica 8-6. Sin embargo,
es evidente que aún continúa existiendo algún solapamiento entre los grupos, y además, los
datos están más dispersos en comparación con los clusters de la figura 8-8 (que se obtuvo
con las señales alineadas).
El diagrama de dispersión de la figura 8-8 fue obtenido a partir de la matriz X4, calculada
para la señales alineadas. En esta gráfica, al igual que en las anteriores, de entre todas las
posibles parejas de características morfológicas, se muestran aquellas que contienen los gru-
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Figura 8-7.: Agrupamientos formados en el espacio de características que excluye la latencia
pos mejor definidos, que fueron generados al llevar a cabo la prueba N◦ 4. En concordancia
con la quinta columna de la tabla 8-8, en la figura 8-8 se pueden observar agrupaciones
mucho más separadas entre sí, y sin solapamiento alguno, además de mostrar grupos bien
definidos y con mayor compacidad que en el resto de figuras. En conclusión, puede apreciarse
que la interpretación de las figuras 8-6, 8-7 y 8-8 corresponden en su orden a los valores
relativos exhibidos en la tabla 8-8; de esta manera, se da una mayor separabilidad entre los
agrupamientos cuando el valor relativo va también en aumento.
Finalmente, es importante mencionar que la literatura ha documentado alteraciones (incre-
mentos o decrementos) de la latencia en niños con TDAH, con respecto a un grupo control,
mostrando éste como un parámetro discriminante entre las clases evaluadas. Sin embar-
go, con este experimento se ha demostrado que la latencia puede no tener una influencia
determinante en la formación de grupos definidos asociados a las clases normal y patológica.
8.4. Experimento 4
Resultados y discusión
Como se explicó en la Sección 7.4.4, el cuarto experimento consiste en hace la trasformada
wavelet discreta de las señales ERP usando funciones wavelet diseñadas exclusivamente para
determinada aplicación. Para el desarrollo de este experimento, se parte de la base de datos
resultante del preproceso y la depuración realizada en el experimento 1. A continuación se
definen los parámetros de sintonización empleados en la personalización de la función wavelet
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Figura 8-8.: Agrupamientos formados en espacio de características generado por las señales
alineadas
y la optimización del espacio tiempo-frecuencia.
8.4.1. Sintonización de la función wavelet
Los parámetros de los algoritmos genéticos (GA) utilizados para la optimización de la función
wavelet, fueron los siguientes: cruce aritmético y mutación no uniforme; la escala de la
población es de 20, y el número de generaciones es de 50. Además para evitar la variabilidad
de los resultados debido a la naturaleza iterativa de los GA, el procedimiento previamente
planteado es repetido 10 veces. Como resultado, 10 diferentes actualizaciones y operadores
predictivos fueron obtenidos, de los cuales la dupla en el valor medio se selecciona para los
siguiente pasos. En la tabla 8-9 se presentan los valores de los operadores calculados.
Operadores Coeficientes
p 0,1207 0,3792 0,3792 0,1207
u 0,0869 0,1630 0,1630 1,0869
Tabla 8-9.: Coeficientes de los operadores predictivos
Aunque el proceso de sintonización muestra estabilidad sobre las señales de entrada y los
resultados, es importante notar que empleando una base de datos no muy numerosa como la
nuestra, los patrones en el conjunto de entrenamiento no deben incluir incertidumbre en los
GA. De hecho, en bases de datos pequeñas se recomienda incluir más del 40% de los datos
para la sintonización de los GA.
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8.4.2. Optimización del espacio tiempo-frecuencia
La optimización de la resolución del espacio tiempo-frecuencia es una tarea crucial cuan-
do se emplea la trasformada wavelet packet (WPT), dado que la adecuada selección de
los subespacio podría revelar información importante. En este experimento, el conjunto de
entrenamiento es descompuesto con WPT a 4 niveles, empleando los operadores u y p men-
cionados. Los registros del conjunto de entrenamiento son previamente filtrados con un filtro
pasa bajos de rizado uniforme con banda de paso en 30 Hz y 256 ventanas. Se escogió
una descomposición a 4 niveles porque la banda de frecuencia de interés (0 − 16 Hz) es
obtenida en tal nivel. Una vez el árbol de descomposición binaria es computado, entonces
2j+1−1 = 31 (con j = 4) subespacios son embebidos. Los subespacios óptimos, en este caso,
son aquellos que maximicen el índice de separación de grupos (cluster separation index- CSI).
El espacio optimizado se muestra en la figura 8.9(b). Es importante mencionar que para
obtener una representación completa de la señal de entrada, el árbol óptimo debe cubrir
todo el dominio del tiempo, como se muestra en esa figura. Adicionalmente, se puede ver que
la resolución temporal más alta se obtiene en la banda de frecuencia donde se han reportado
los eventos neuronales (menor a 32 Hz). Además, se puede ver el efecto de la etapa de pre-
filtrado en las frecuencias por encima de los 60 Hz, donde la resolución es muy alta debido al
ruido que queda. Tal configuración del espacio tiempo-frecuencia ha sido posible únicamente
por la optimización de la selección de los subespacios.
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Con respecto a la extracción de características después de la sintonización, el resultado es
un conjunto óptimo de coeficientes para cada registro ERP. Este conjunto de coeficientes es
re-distribuido en el correspondiente espacio tiempo-frecuencia para cubrir tanto el dominio
del tiempo completo (0−256 s) como todo el espectro de frecuencias (0−256 Hz). Entonces,
las métricas mencionadas en la Sección 7.4.4 son extraídas.
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8.4.3. Clasificación
En este experimento se emplearon clasificadores básicos para determinar cuáles registros son
normales y cuáles patológicos. Se utilizó una partición del 70% de la base de datos para
entrenar los clasificadores y 30% para la etapa de verificación. Además, el experimento se
sometió a 10 folds para reducir la variabilidad de los resultados. Los resultados se dan en
términos de precisión de clasificación, sensitividad y especificidad.
Classifier Accuracy (%) Specificity (%) Sensitivity(%)
k-NN 73,33 ± 7,5 63,40 85,25
LDC 83,81 ± 7,1 81,12 83,78
SVM 81,26 ± 4,7 78,68 88,21
Tabla 8-10.: Medidas de rendimiento de clasificación usando customized wavelet transform
Según la tabla 8-10, con la metodología aplicada se ha alcanzado un rendimiento óptimo y
equiparable a los resultados obtenidos en el experimento 2. Sin embargo, aunque se ha com-
probado que esta metodología es capaz de discriminar entre las clases normal y patológica,
en los bajos porcentajes de la especificidad se hace evidente que aún continúan presentándose
falsas alarmas que no permiten un mejor desempeño de los clasificadores.
8.5. Experimento 5
Resultados y discusión
En el quinto experimento se desea poner a prueba la capacidad discriminante de un pequeño
conjunto de características de naturaleza diferente a la de los atributos definidos en la Sec-
ción 4.1, que fueron empleados en los tres primeros experimentos. Se trata de estimaciones
de energía basadas en entropía, que de igual manera están directamente relacionadas a la
morfología de la señal. Para cuantificar la capacidad de generalización de dichas caracte-
rísticas y compararlas en términos de rendimiento con aquellas inicialmente planteadas, se
empleará el método basado en proyección lineal y agrupamiento, aplicado en el experimento
2 (ver Sección 7.4.2). Al igual que en los casos anteriores, en este experimento se tuvieron
en cuenta tres clasificadores, las mismas tres medidas de desempeño, y una partición de la
base de datos del 70% y 30% para el entrenamiento y la validación, respectivamente.
En la figura 8-9 se observa el efecto de la etapa de selección de características, dado que la
precisión del clasificador va aumentando a medida que se incrementa el número de caracte-
rísticas evaluadas. Comparando esta figura con la figura. 8-5, se aprecia que el rendimiento
alcanzado con un subconjunto óptimo de características no es equiparable al logrado en el
experimento 2. Debido a que se aplicó la misma metodología en ambas pruebas, el bajo
rendimiento se puede atribuir a la calidad de los parámetros utilizados en el presente expe-
8.5 Experimento 5
Resultados y discusión 103
0 2 4
0
10
20
30
40
50
60
70
80
90
100
ClasificadorKNN
No de Caracteristicas
P
o
rc
e
n
ta
je
d
e
cl
a
si
fic
a
ci
o
n
0 2 4
0
10
20
30
40
50
60
70
80
90
100
Clasificador LDC
No de Caracteristicas
P
o
rc
e
n
ta
je
d
e
cl
a
si
fic
a
ci
o
n
0 2 4
0
10
20
30
40
50
60
70
80
90
100
Clasificador SVM
No de Caracteristicas
P
o
rc
e
n
ta
je
d
e
cl
a
si
fic
a
ci
o
n
Figura 8-9.: Rendimiento de clasificación por subconjuntos de características
rimento. De esta manera se puede inferir que el conjunto de datos X tiene una capacidad de
generalización mucho mayor que las características basadas en entropía.
Classifier Accuracy (%) Specificity (%) Sensitivity(%)
k-NN 67,50 ± 8,1 68,33 66,87
LDC 62,14 ± 7,5 33,33 83,75
SVM 62,14 ± 5,8 23,33 91,25
Tabla 8-11.: Medidas de rendimiento de clasificación usando características informativas
La anterior afirmación es sustentada también en los resultados mostrados en la tabla 8-11,
en la cual se aprecian los bajos porcentajes alcanzados por los tres clasificadores tanto en
precisión como en sensitividad y especificidad. Las diferencias entre los valores de estas dos
últimas medidas de desempeño sugieren que se está clasificando correctamente la clase pa-
tológica, pero están ocurriendo numerosos falsos positivos al momento de clasificar la clase
normal.
Es importante mencionar que los resultados obtenidos señalan que en el presente experi-
mento no se escogieron las características adecuadas para extraer información relevante y
discriminante de los ritmos a la hora de clasificar, más no indican que los ritmos generados
sean señales inapropiadas para caracterizar los diferentes eventos neurológicos que ocurren
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en el cerebro.
Parte V.
Comentarios finales
9. Conclusiones y Trabajo Futuro
Este capítulo presenta las conclusiones obtenidas durante el desarrollo de este trabajo de in-
vestigación y se proponen las posibles líneas de trabajo futuro a seguir; además, se desatacan
de forma explícita los aportes hechos con esta tesis.
9.1. Conclusiones
Un conjunto óptimo de patrones descriptivos de la señal ERP puede lograrse a partir de ca-
racterísticas morfológicas, espectrales y coeficientes wavelet . En este trabajo se ha definido
un grupo de patrones que han mostrado tener una aceptable capacidad discriminante, lo-
grando la correcta clasificación de las clases patológica y normal en un 86%. Para obtener
un buen desempeño de los clasificadores es indispensable contar con una etapa de preproce-
samiento que identifique los valores atípicos y las variables no gaussianas, adicional a una
depuración de la base de datos que la haga más homogénea.
Debido a la naturaleza de las señales ERP y a la baja fiabilidad del etiquetado emitido por
los especialistas, la identificación del TDAH representa una tarea compleja tanto para el
campo de la medicina como para el reconocimiento de patrones. El diseño de un sistema
de clasificación para la discriminación entre sujetos normales y patológicos requiere de una
nueva representación de datos dado que las muestras de las señales o ciertos atributos mor-
fológicos y espectrales de la misma, no son suficientes para obtener una buena separabilidad
entre clases. En respuesta a este inconveniente, en este trabajo se desarrolló un enfoque
que contempla una proyección lineal óptima en términos de mínimos cuadrados, seguida
de una re-caracterización basada en técnicas de agrupamiento. Esta metodología mejora
el rendimiento de clasificación en comparación con la clasificación llevada a cabo sobre el
conjunto original de características. Tal hecho se puede atribuir a que la proyección lineal
obtiene una mejor representación de datos en términos de compacidad, y entonces un proceso
de extracción de características basado en distancias entre los datos y los centroides de los
respectivos grupos, tendería a mejorar el rendimiento de clasificación; de esta manera estas
dos etapas resultan coherentes y complementarias.
La correcta ubicación del componente P300 sobre la forma de onda resulta ser fundamental
para hacer un análisis apropiado de los registros ERP, ya sea de forma automática o simple-
mente visual, dado que de ese procedimiento depende la estimación de parámetros como la
latencia, amplitud, valor pico a pico, entre otras. En respuesta a este requerimiento, en este
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trabajo se ha propuesto un algoritmo basado en la señal derivada y la distancia euclidiana de
sus pendientes, que no sólo considera las definiciones teóricas de la latencia sino que además
tiene en cuanta otros criterios médicos reales que visualmente son evaluados en la señal ERP.
En términos de reconocimiento de patrones, el diagnóstico automático de patologías está
relacionado al agrupamiento de patrones homogéneos de tal forma que las clases de interés
puedan ser identificadas. Por tanto, las características a ser analizadas deben representar
apropiadamente las señales consideradas con el fin de generar una buena separabilidad. Ca-
racterísticas diagnósticas tales como la latencia y otras morfológicas basadas en la ubicación
del P300, son tenidas en cuenta en el diseño de un sistema automático para la detección de
TDAH, en particular, la latencia, que intuitivamente puede ser importante en la inspección
visual. Sin embargo, clínicamente aún no se determina un consenso que defina el tipo de
alteración que sufre la latencia de acuerdo a una determinada patología. Con el desarrollo de
este trabajo se puede concluir que, en comparación con otras características morfológicas, la
latencia podría no ser una característica fuertemente relevante para llevar a cabo un proceso
de agrupamiento de alta calidad cuantificado en términos de separabilidad y compacidad.
La cuantificación del desempeño del clustering ha sido siempre un problema abierto en el
contexto de los métodos no supervisados. Dado que en estos métodos no es coherente usar
medidas supervisadas para medir la calidad del clustering, se han desarrollado medidas
basadas en el valor de la función objetivo, coherencia de clusters y, en general, la naturaleza
de los datos. En este trabajo se comprobó que los valores relativos obtenidos de las distancias
entre las observaciones y los centroides pueden dar un indicio de la calidad del agrupamiento
porque cuantifican la varianza intra y entre clases cuando se considera la norma euclidiana.
9.2. Trabajo futuro
Como trabajo futuro de esta tesis se propone:
1. Continuar con el estudio y evaluación del conjunto de características propuesto en esta
tesis, aplicando técnicas de extracción y selección más robustas.
2. Emplear otro tipo de patrones que describan los cambios generados de forma continua
en el dominio del tiempo (características dinámicas).
3. Estudiar la posible no linealidad de los fenómenos neurológicos manifestados en la señal
ERP, mediante el uso de técnicas de dinámica no lineal.
4. Considerar el uso de técnicas de agrupamiento no supervisado más complejas que las
particionales, y usando un valor de k mayor a dos, de manera que se pueda jerarquizar
para identificar subtipos de TDAH y, en general, subgrupos en ambas clases.
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5. Realizar el análisis de los potenciales evocados, partiendo del filtrado de la señal EEG
mediante técnicas como el análisis de componentes principales (ICA).
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A. Anexo: Criterios Diagnósticos del
TDAH, según DSM-IV
El diagnostico de TDAH se da si [120]:
Se cumplen todos los criterios esenciales, y
6 ó más de los 9 ítems de déficit de atención, y/o
6 ó más de los 9 ítems de hiperactividad-impulsividad
Criterios Esenciales
– Duración: Los criterios sintomatológicos de inatención y/o hiperactividad-impulsividad
deben haber persistido al menos los últimos 6 meses.
– Edad de comienzo: Algunos síntomas de hiperactividad-impulsividad o de inatención
causantes de deterioro deben haber estado presentes antes de los 7 años.
– Ubicuidad: Algún grado de disfunción debida a los síntomas deben haber estado pre-
sentes en dos situaciones o más (escuela, trabajo, casa, etc.).
– Disfunción: Debe existir evidencia clara de alteración clínica significativa en el fun-
cionamiento social, académico, familiar, etc. Un niño puede cumplir los 18 criterios del
TDAH pero si no le afectan su vida diaria no es un niño hiperactivo.
– Discrepancia: Los síntomas son excesivos comparando con otros niños de la misma
edad y CI.
– Exclusión: Los síntomas no se explican mejor por la presencia de otro trastorno mental.
Criterios de Inatención
1. A menudo no presta atención suficiente a los detalles o incurre en errores por descuido
en las tareas escolares, en el trabajo o en otras actividades.
2. Frecuentemente tiene dificultades para mantener la atención en tareas o en actividades
lúdicas.
3. A menudo parece no escuchar cuando se le habla directamente.
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4. A menudo no sigue las instrucciones y no termina sus tareas, oficios o responsabilidades
en el lugar de trabajo (no explicable por presencia de comportamiento desafiante o por
dificultades para comprender las instrucciones).
5. Frecuentemente tiene dificultades para organizar tareas y otras actividades.
6. A menudo evita, le disgusta, o rechaza el comprometerse en tareas que requieran con-
centración o esfuerzo mental sostenido (como actividades académicas en la escuela o
en casa).
7. Con frecuencia estravía los materiales necesarios para realizar una tarea o actividad
(ej., juguetes, tareas escolares, lápices, libros o herramientas).
8. A menudo se distrae fácilmente por estímulos irrelevantes.
9. Es frecuentemente olvidadizo en las actividades de la vida diaria.
Criterios de Hiperactividad
1. A menudo mueve en exceso las manos y los pies mientras está sentado.
2. Se levanta frecuentemente de su asiento en la clase o en otras situaciones en que se
espera que permanezca sentado.
3. A menudo corre o salta excesivamente en situaciones en las que es inapropiado hacerlo.
4. Con frecuencia tiene dificultades para relajarse o practicar juegos donde deba per-
manecer quieto.
5. Está permanentemente en marcha, como si tuviera un motor por su interior.
6. A menudo habla excesivamente.
Criterios de Impulsividad
1. A menudo precipita respuestas actuando o contestando antes de haber sido comple-
tadas las preguntas.
2. Frecuentemente tiene dificultades para hacer filas o esperar turnos en los juegos.
3. Interrumpe las conversaciones o los juegos de los demás, perturbando a otros.
B. Anexo: Algoritmo K-medias
El algoritmo K-medias, es el método clásico del agrupamiento particional. El algoritmo
comienza con una partición inicial asociada a un conjunto de centroides iniciales, y el
movimiento de los mismos, que se da para generar nuevas particiones, se evalúa por ca-
da centroide; por tanto, una vez se haya movido un centroide, se realizan las asignaciones de
todos los elementos y se calcula el cambio de la función objetivo [107].
Asumiendo que un elemento xi perteneciente a un grupo Cl en la solución actual es reasig-
nado a algún otro grupo Cj , el cambio de los centroides puede realizarse así:
ql ←
nlql − xi
nl − 1
, qj ←
njqj + xi
nj + 1
(B-1)
donde ni = ne(Ci) y l 6= j.
El cambio de la función objetivo generado por cada reasignación se puede medir mediante
con:
vij =
nj
nj + 1
‖qj − xi‖
2 −
nl
nl − 1
‖ql − xi‖
2, xi ∈ Cl (B-2)
La anterior ecuación aplica en caso de que la función objetivo sea la de MSSC, en el caso
general debe tenerse en cuenta la naturaleza de la función objetivo.
Los cambios de la función objetivo son calculados para todas las posibles reasignaciones, de
forma que si todos los valores son no negativos (vij ≥ 0), el algoritmo converge y la solución
lograda corresponde a una partición asociada a un mínimo local de la función objetivo [107].
En el Algoritmo 5 se reúnen los pasos del método K-medias.
Es de mencionar que en el algoritmo se numera únicamente los pasos significativos.
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Algoritmo 5 Algoritmo de K-medias
1. Inicialización: escoger un valor de k y una partición inicial C(0) con centroides Q(0), fijar número máximo
de iteraciones Niter, inicializar el contador: r = 1
Mientras r < Niter
Desde j = 1 hasta k hacer
2. Mover los centroides: q
(r)
l ←
nlq
(r−1)
l − xi
nl − 1
, q
(r)
j ←
njq
(r−1)
j + xi
nj + 1
3. Calcular el cambio de la función objetivo:
vij =
nj
nj + 1
‖q
(r)
j − xi‖
2 −
nl
nl − 1
‖q
(r)
l − xi‖
2, xi ∈ C
(r)
l
Si vij ≥ 0 (i = 1, . . . , n y j = 1, . . . , k)
4. El proceso termina y la solución es C(r)
en caso contrario
r ← r + 1
Termina Si
Termina Desde
Termina Mientras
C. Anexo: Métodos de Selección de
Características
Como se mencionó en la Sección 5.2, la selección de características contempla dos etapas
básicas: la estrategia de generación y la función de evaluación. En este sentido, se presentan
a continuación, diferentes algoritmos de búsqueda para la generación de subconjuntos, y
algunas funciones de evaluación, los cuales son ampliamente referenciados en la literatura de
reconocimiento de patrones.
C.1. Algoritmos de búsqueda para la generación de
subconjuntos
C.1.1. Búsqueda exhaustiva
Es la aproximación básica al proceso de selección de características. Consiste en conformar
todos los subconjuntos posibles a partir de las p variables originales, la cantidad de subcon-
juntos posibles está dada por,
N◦ de subconjuntos =
p!
(p−m)!m!
(C-1)
donde m ≤ p. Cada conjunto es evaluado por medio de la función de costo fξˆj determinada,
la cual en adelante se llamará J . El subconjunto que optimice (maximice o minimice, según
sea el caso) la función de costo es el seleccionado. La posibilidad de llevar a cabo este
procedimiento, está reducida al caso en que la dimensión del espacio de características es
relativamente pequeño, por cuestiones prácticas p ≤ 15 ó 20. Así, si la dimensión del espacio
inicial de características es p = 20 el número de subconjuntos a evaluar es 1048575. Lo cual
representa un proceso que puede ser muy costoso computacionalmente.
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C.1.2. Búsqueda heurística
Mejores m variables individuales
Se evalúa cada una de las p variables de forma individual a través del criterio J de relevancia
asociado a alguna métrica. Posteriormente, se seleccionan las m características que reporten
mayores valores de evaluación.
Selección secuencial hacia adelante
La selección secuencial hacia adelante (SFS - Sequential Forward Selection) es una técnica
de búsqueda abajo-arriba (bottom-up). Selecciona primero la mejor variable según el criterio
J , luego se combina la variable original con cada una de las variables restantes, entonces,
se busca la pareja que aporta el mayor valor de evaluación y se escoge como nuevo conjunto
de partida. A continuación se combina esta pareja con cada una de las variables restantes,
formando ternas, se selecciona la terna que dé un mayor valor en el criterio de evaluación.
El proceso se repite una y otra vez en la misma forma. La búsqueda se detiene cuando un
conjunto de más variables no mejore los resultados de la función de costo para un conjunto
de menos variables, es decir cuando
J (Ωkˆ) > J (Ωkˆ+1), donde la dimensión del subconjunto Ωkˆ es menor que la dimensión del
subconjunto Ωkˆ+1.
Selección secuencial hacia atrás
La selección secuencial hacia atrás (SBS -Sequential Backward Selection), al igual que la
técnica anterior, la idea es construir conjuntos diferentes, iteración tras iteración, con la
diferencia que ahora se inicia con el conjunto completo de características de dimensión p, y
en cada iteración se remueve una variable. La variable que se elimina es aquella que al no
estar presente en el subconjunto a evaluar, hace que la función de costo reporte el mayor
valor entre todos los subconjuntos evaluados en la misma iteración. El algoritmo se detiene
cuando el valor de J no supera cierta cota preestablecida, es decir, cuando en una iteración
ninguno de los subconjuntos formados al ser evaluados supera dicho umbral. Entonces, se
seleccionar el último subconjunto que al ser evaluado haya superado el umbral. Otro criterio
de parada puede ser simplemente selecciona el tamaño m del subconjunto final.
Adicionar l y quitar r
Este procedimiento permite de alguna forma dar marcha atrás en el proceso de selección
de características. Si l > r, el procedimiento es abajo-arriba. Se agregan l variables usando
selección secuencial hacia adelante y luego las peores r características son removidas emple-
ando selección secuencial hacia atrás. Si l < r, entonces el procedimiento es arriba-abajo,
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iniciando con el conjunto completo de características, removiendo r, luego agregando l y
repetir el proceso sucesivamente.
Selección secuencial flotante
La selección secuencial flotante (SFFS - Sequential Floating Forward Selection) se considera
como la generalización de la técnica: adicionar l y quitar r. Asumiendo que en la iteración
kˆ se tiene un grupo de subconjuntos Ω1, . . . , Ωkˆ de tamaños 1 a kˆ respectivamente. Los
correspondientes valores del criterio de selección de características van desde J (Ω1) hasta
J (Ωkˆ). Además, el conjunto total de características es Ω. En la iteración kˆ, se procede de
la siguiente forma,
1. Seleccionar la característica ξj de Ω −Ωkˆ que incremente el valor de J lo más posible
y agregarla al subconjunto actual, Ωkˆ+1 = Ωkˆ + ξj.
2. Hallar la característica ξr, en el subconjunto actual, Ωkˆ+1, que más reduzca el valor de
J . Si esta característica es la misma que ξj (del paso anterior), entonces el conjunto
actual no se modifica, se incrementa kˆ y se retorna al primer paso. En caso contrario,
se remueve la característica del subconjunto actual para formar, Ωˆkˆ = Ωkˆ+1 − ξr.
3. Continuar removiendo las características del conjunto Ωˆkˆ para formar el subconjunto
reducido Ωˆkˆ−1, mientras que J(Ωˆkˆ−1) > J(Ωkˆ−1), kˆ = kˆ−1, ó kˆ = 2, entonces continuar
al paso 1.
El algoritmo es inicializado con kˆ = 0 y Ω0 = vacío, luego se usa la selección secuencial hacia
adelante hasta que el tamaño del subconjunto sea 2.
C.2. Funciones de evaluación
C.2.1. Análisis multivariado de varianza
En MANOVA el criterio de evaluación estadístico es la separabilidad entre clases, que se
realiza mediante una prueba de hipótesis sobre la igualdad o desigualdad de los vectores de
promedios entre las clases. Se asume que los datos están generados con base en el siguiente
modelo:
xkj= mk+εkj mk=m+ αk (C-2)
siendo j la observación y k la clase, mk es el vector de medias para cada clase y εkj es la
respectiva perturbación del modelo,m es la media global de las clases y αk es la perturbación
sobre esta media global.
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La comparación de los vectores de medias de las k clases para encontrar diferencias signi-
ficativas, se realiza mediante la prueba hipótesis:
H0 =m1 =m1 = ... = mL
H1 = ∃ almenos un parmk 6=mi; ∀ k, i ∈ {1, ..., L}
(C-3)
La estadística de Wilks es comúnmente usada al interior de MANOVA, para probar la
hipótesis H0, que corresponde a la relación de verosimilitud dada por:
Λ =
|E|
|E +H|
(C-4)
la cual es conocida como Λ de Wilks. Siendo H la matriz de hipótesis que puede entenderse
como una medida de dispersion entre la media de las clases, mientras que la matriz de
error E se relaciona con la medida de dispersion entre las observaciones para cada clase. La
hipótesis H0 se rechaza si la dispersion entre los patrones es mayor que la dispersion de las
observaciones dentro de los patrones, y así, Λ ∈ [0, 1] tiende a cero. Por otro lado, el Λ de
Wilks puede ser similar a un estadístico F , pero de manera inversa. Un valor grande del
estadístico F rechaza H0 [121].
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