Abstract. We continue our work on adaptive nite element methods with a study of time discretization of analytic semigroups. We prove optimal a priori and a posteriori error estimates for the discontinuous Galerkin method showing, in particular, that analytic semigroups allow long-time integration without error accumulation. 
In the semidiscrete case, with discretization only in time, using piecewise polynomials of degree q 0 on a mesh 0 = t 0 < t 1 < < t N = T, the a priori and a posteriori error estimates of 1], 2], 3], 4], 5] essentially take the form ku ? Uk L1(J;H) C i C s q L N kk q+1 u (q+1) k L1(J;H) ; (1.2) ku ? Uk L1(J;H) C i C s L N k U]k L1(J;H) + kk q+2 f (q+1) k L1(J;H) ; (1.3) respectively, where U is the piecewise polynomial approximate solution, J = (0; T) is the time interval under consideration, k = k(t) is the local time step de ned by k(t) = k n = t n ?t n?1 for t 2 I n = (t n?1 ; t n ), u (r) = @ r u=@t r , U] = U](t) = U + n?1 ? U ?
n?1 for t 2 I n , U n = lim s!0 U(t n + s), and U ? 0 = u 0 . Further, C s is a stability constant related to the continuous problem (1.1) and C s q is a stability constant related to the dG-discretization, both independent of T; u; k, and U. Finally, C i is an interpolation constant depending only on q, and L N = (1 + log(t N =k N )) 1=2 .
It should be remarked that the results of 1], 2], 3], 4], 5] are formulated for the special cases q = 0 and q = 1 only, and that they include also the e ect of discretization with respect to the spatial variables. Moreover, it is shown that the error at the mesh points t n is of order O(k 2q+1 ).
An important feature of (1.2){(1.3) is their optimality compared to the error in interpolation, for which we have ku ? uk L1(J;H) C i kk q+1 u (q+1) k L1(J;H) :
In particular, the stability constants C s and C s q are independent of the length T of the time interval, which shows that long-time integration without error accumula- It is now natural to ask: what is the largest class of linear problems of the form (1.1) for which optimal error estimates of the form (1.2){(1.3) are valid for time discretization by the dG-method, including, in particular, the possibility to integrate over long time without error accumulation? We shall see that an answer to this question may be given as follows. If ?A is the in nitesimal generator of a bounded, analytic semigroup, then the dG-method for (1.1) admits optimal a priori and a posteriori error estimates over arbitrarily long time intervals. Moreover, analytic semigroups seem to be the largest class of linear evolution problems with this property. The reason for this is, as we shall see, the connection between strong stability and the de ning property of analytic semigroups.
More precisely, in the proof of the a posteriori error estimate (Theorem 1) we use the strong stability of the continuous evolution problem, which is directly connected to the de ning property of an analytic semigroup. On the other hand, for the a priori error estimate (Theorem 4) we use the strong stability of the discrete problem with a less obvious connection to the analyticity of the semigroup. The technical novelty of this paper is a proof of the fact that the dG-method for an analytic semigroup satis es strong stability estimates leading to optimal a priori error estimates (Theorem 2).
The magnitudes of the stability constants C s and C s q in the error estimates is obviously crucial. We consider here situations where these constants are of moderate size. When the constants increase, the strong stability (or analyticity) degenerates, and the underlying evolution problem essentially becomes \hyperbolic." For hyperbolic problems we expect ( see 7] ) that the a priori estimate (1.2) is replaced by ku ? Uk L1(J;H) C i Ckk q+1 u (q+2) k L1(J;H) C i CTkk q+1 u (q+2) k L1(J;H) ; so that C s q = CT. The error may thus grow linearly with time, and k q+1 is combined with u (q+2) instead of u (q+1) . The error estimate of the classical analysis of time discretization has this form also for parabolic problems, thus missing the possible improvement in this case.
To sum up, we may thus roughly classify initial-value problems as \parabolic" if long-time integration without error accumulation is possible, and \hyperbolic" if the error estimates contain constants growing linearly in time. \Parabolic problems" would then correspond to analytic semigroups.
Analytic semigroups
We consider the initial value problem (1.1) in the following more general setting.
Let H be a Hilbert space with inner product ( ; ) and norm k k, and let A : D(A) H ! H be a densely de ned, closed, linear operator. We recall (see, e.g. The analytic semigroup E(t) is uniformly bounded with respect to t if and only if ! 0. In this case there is a constant C s such that kE(t)u 0 k C s ku 0 k; kAE(t)u 0 k C s t ?1 ku 0 k; 8u 0 2 H; t > 0:
Throughout this paper we assume that ?A is the generator of a bounded analytic semigroup E(t), i.e., we assume (2.2) or, equivalently, (2.1) with ! 0. It is wellknown that v(t) = E(t) is the solution of the homogeneous initial value problem _ v(t) + Av(t) = 0; t > 0; v(0) = ; (2.3) and the solution of (1.1) is then given by
under appropriate smoothness assumptions on f. The rst inequality in (2.2) reects the stability of the evolution problem. The second inequality is what we refer to as strong stability, which is thus equivalent to the bounded analyticity of the semigroup E(t).
For future reference we note that the adjoint A of A is the in nitesimal generator of the dual semigroup E(t) = exp(?tA ), t 0, which satis es bounds analogous to (2.2) with the same constant C s . The constant C s will appear as the stability constant in the a posteriori error estimate that we shall prove below. As already remarked, we assume that this constant is of moderate size.
Remark. We do not assume that ! < 0 in (2.1), in which case the bounds in (2.2) would decay exponentially with t. Thus, A may have spectrum at = 0 or arbitrarily close to = 0. Our results hold, e.g., for A = ? (the Laplacian) with homogeneous Dirichlet boundary conditions (! < 0), and for A = ? with homogeneous Neumann boundary conditions (! = 0).
The discontinuous Garlerkin method
For the discretization of (1.1) we consider the dG(q)-method, which is a Galerkin method with discontinuous piecewise polynomials of degree q 0 de ned as follows. Let 0 = t 0 < < t n?1 < t n < be a mesh with corresponding time steps k n = t n ? t n?1 and time intervals I n = (t n?1 ; t n ). Let P q (H) = fv : v(t) = P q j=0 v j t j ; v j 2 Hg and de ne the function space V q = fv = v(t) : vj In 2 P q (H); n = 1; 2; : : : g. We note that the functions in V q may be discontinuous at the mesh points t n and we de ne v n = lim s!0 v(t n + s). Proof. Let z(t) = E(t N ? t) e ? N for t < t N , where e ? N = u(t N ) ? U ?
N . In view of (2.2) we have kz(t)k C s ke ? N k; kA z(t)k C s (t N ? t) ?1 ke ? N k; for t < t N :
Since z is the solution of the backward evolution problem ? _ z(t) + A z(t) = 0; t < t N ; z(t N ) = ; (4.2) with data = e ? N , which is the dual of the problem (2.3), it is clear from (3.3) (4.4) and the proof is complete.
5. The a priori error estimate We now prove an a priori error estimate of the form (1.2). We begin by showing that the uniform-in-time strong stability (2.2) for the bounded analytic semigroup E(t) carries over to the solution operator of the dG(q)-method.
In order to formulate this, we let 2 H be given and let Z 2 V q be the solution .2) and (5.3) we note that, by the change of variable t ! t N ? t, it is equivalent to estimate the solution of the forward evolution problem (3.4) with A replaced by A , f = 0, and a reversed mesh. Since kE(t)k = kE(t) k and kAE(t)k = kA E(t) k, we conclude that A is sectorial with the same constants as A; see (2.1). For convenience of notation, we shall therefore estimate the solution U of (3.4) with f = 0 and show that kUk L1(In;H) + t n kAUk L1(In;H) Cku 0 k; n = 1; 2; : : : :
Here, and in the following, C denotes various constants that depend only on q and on the constants in (2.1) or, equivalently, on the constant C s in (2.2), but not on t n or the mesh. so that, under our present assumption k max t n =2, we have P n l;j=1;l6 =j k l k j t 2 n =2. This completes the proof of (5.7) in the special case q = 0. In the general case, q 0, we still have (5.8) but with r( ) = p 1 ( )=p 2 ( ) as described above. Again, because jr( )j 1 in the right half-plane (see, e.g., 11]), and p 2 is of higher degree than p 1 , we have that jr(k l )j 1=(1 + ck l jxj) on ? for some c > 0, and we thus obtain (5.7) when k max t n =2 as before. Hence, using also our previous estimate (5.6) for U ? n , kUk L1(In;H) C max j kU n;j k CkU ? n k Cku 0 k; n = 1; 2; : : :; (5.9) which is the desired estimate for U in (5.5).
In order to estimate AU we rst assume that k n t n =2. We then obtain in a similar way (note that n > 1 and t n 2t n?1 in this case) kAUk L1(In;H) C max j kAU n;j k CkAU ? n?1 k C where C depends only on q.
Finally we prove the a priori error estimate. 
