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Περίληψη
Τα τελευταία χρόνια, τα διμερή γραφήματα χρησιμοpiοιούνται ευρέως σε εφαρμογές ανά-
κτησης piληροφορίας για να αναpiαραστήσουν σχέσεις μεταξύ δύο ομάδων αντικειμένων.
Ο Παγκόσμιος Ιστός μpiορεί να piροσφέρει μια μεγάλη γκάμα δεδομένων piου μpiορούν να
αναpiαρασταθούν αpiό διμερή γραφήματα, όpiως είναι ταινίες και κριτικές σε συστήματα
piροτάσεων, ερωτήματα και σελίδες σε μηχανές αναζήτησης, χρήστες και αναρτήσεις σε
μέσα κοινωνικής δικτύωσης. Το μέγεθός και η δυναμική φύση των γραφημάτων αυτών
υpiαγορεύουν την εύρεση piιο αpiοδοτικών μεθόδων κατάταξης.
Στην piαρούσα διpiλωματική εργασία, αρχικά piαρουσιάζουμε το βασικό μαθηματικό
υpiόβαθρο piου χρησιμοpiοιούμε στη συνέχεια και piαραθέτουμε τα βασικά στοιχεία της
θεωρίας Perron-Frobenius για μη αρνητικά μητρώα, καθώς εpiίσης και της θεωρίας των
αλυσίδων Markov. 'Εpiειτα, piροτείνουμε έναν νέο αλγόριθμο με όνομα BipartiteRank, ο
οpiοίος είναι κατάλληλος για κατάταξη σε διμερή γραφήματα. Ο αλγόριθμος αυτός είναι
βασισμένος στο μοντέλο τυχαίου piεριpiάτου και κληρονομεί τα βασικά μαθηματικά χαρα-
κτηριστικά του PageRank. Αυτό piου τον διαφοροpiοιεί, είναι το γεγονός ότι εισάγει ένα
άλλο είδος τηλεμεταφοράς piου βασίζεται στην block δομή του διμερούς γραφήματος για
να piετύχει piιο αpiοδοτική κατάταξη. Τέλος, υpiοστηρίζουμε την άpiοψη αυτή με μαθηματι-
κά εpiιχειρήματα και στη συνέχεια την εpiιβεβαιώνουμε και piειραματικά, εκτελώντας μία
σειρά αpiό piειράματα σε piραγματικά δεδομένα.
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Abstract
Recently bipartite graphs have been widely used to represent the relationship two sets of items
for information retrieval applications. The Web offers a wide range of data which can be
represented by bipartite graphs, such us movies and reviewers in recomender systems, queries
and URLs in search engines, users and posts in social networks. The size and the dynamic
nature of such graphs generate the need for more efficient ranking methods.
In this thesis, at first we present the fundamental mathematical backround that we use sub-
sequently and we describe the basic principles of the Perron-Frobebius theory for non negative
matrices as well as the the basic principles of the Markov chain theory. Then, we propose a
novel algorithm named BipartiteRank, which is suitable to rank scenarios, that can be repre-
sented as a bipartite graph. This algorithm is based on the random surfer model and inherits the
basic mathematical characteristics of PageRank. What makes it different, is the fact that it in-
troduces an alternative type of teleportation, based on the block structure of the bipartite graph
in order to achieve more efficient ranking. Finally, we support this opinion with mathematical
arguments and then we confirm it experimentally through a series of tests on real data.
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Κεφάλαιο 1
Εισαγωγή
Η κατάταξη αντικειμένων με βάση κάpiοια κριτήρια είναι ένα piρόβλημα piου συναντάμε
αρκετά συχνά στην καθημερινότητά μας και ειδικότερα, αpiοτελεί αναpiόσpiαστο κομμάτι
ενός συστήματος ανάκτησης piληροφορίας. Στην piερίpiτωση της αναζήτησης στο διαδί-
κτυο, λόγω του μεγέθους του Παγκόσμιου ιστού και της ιδιαίτερης φύσης των χρηστών
του, ο ρόλος της κατάταξης έχει γίνει τα τελευταία χρόνια ακόμα piιο καθοριστικός και
δημιουργήθηκε η ανάγκη για piιο piοιοτικές και αpiοδοτικές μεθόδους.
Στην piαρούσα διpiλωματική εργασία, θα βασιστούμε στον piιο γνωστό και ευρέως
χρησιμοpiοιούμενο αλγόριθμο κατάταξης, τονPageRank, piροκειμένου ναpiροτείνουμε έναν
νέο αλγόριθμο για κατάταξη σε αντικείμενα piου σχηματίζουν διμερή γραφήματα. Η ιδέα
piροήλθε αpiό τον μεταγενέστερο αλγόριθμο κατάταξης, τον NCDawareRankκαι τον τρόpiο
με τον οpiοίο εκμεταλλεύεται την ιεραρχική διάρθρωση του χώρου αντικειμένων στον οpiοίο
εφαρμόζεται.
1.1 Ανάλυση Υpiερσυνδέσμων και Κατάταξη
Αρχικά, είναι αpiαραίτητο να διευκρινιστεί τι είναι ανάλυση υpiερσυνδέσμων [1] και piώς
ένας αλγόριθμος μpiορεί να εξάγει την κατάταξη των κορυφών ενός γραφήματος εκμε-
ταλλευόμενος την τοpiολογική του δομή. Η ιδέα ξεκίνησε αpiό την piαρατήρηση piως
μεγάλες συλλογές κειμένων όpiως ο Παγκόσμιος Ιστός, εpiιτρέpiουν την ανάpiτυξη αλγο-
ρίθμων κατάταξης, οι οpiοίοι λαμβάνουν υpiόψη την τοpiολογική piληροφορία piου piαρέχει
το γράφημα υpiερσυνδέσμων[12]. Το γράφημα υpiερσυνδέσμων του Παγκόσμιου Ιστού,
αpiοτελείται αpiό σελίδες και τα μεταξύ τους links. Μία κορυφή αναpiαριστά μια σελίδα
και μια ακμή ένα link . Η piρωταρχική υpiόθεση piου έγινε, είναι piως ένα εισερχόμενο link
είναι ένα είδος έγκρισης για μια σελίδα και piιο συγκεκριμένα, όσο piερισσότερα εισερχό-
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μενα links έχει μια σελίδα τόσο μεγαλύτερο μpiορεί να είναι το κύρος της. Πάνω σε αυτή
την υpiόθεση οι S. Brin και L. Page ανέpiτυξαν τον αλγόριθμο PageRank και εισήγαγαν το
μοντέλο τυχαίου piεριηγητή, ο οpiοίος ακολουθεί τυχαία τις εξερχόμενες ακμές του γρα-
φήματος του Παγκόσμιου Ιστού piερνώντας αpiό άλλες κορυφές συχνά ενώ αpiό άλλες piιο
σpiάνια. 'Οpiως είναι λογικό, οι κορυφές με piολλές εισερχόμενες ακμές piροσpiελάζονται
συχνά στον τυχαίο piερίpiατο άρα θεωρείται ότι έχουν μεγαλύτερο κύρος.
Στη φύση υpiάρχουν και άλλα γραφήματα όpiως αυτό του Παγκόσμιου Ιστού piου μpiο-
ρούν να αντιμετωpiιστούν με τον ίδιο τρόpiο. Αρκεί κανείς να δει τα δεδομένα αpiό την
ανάλογη οpiτική γωνία, θεωρώντας piως οι κορυφές είναι αντικείμενα και οι ακμές ο-
piοιεσδήpiοτε αλληλεpiιδράσεις μεταξύ των αντικειμένων. 'Αλλωστε, αλγόριθμοι όpiως ο
PageRank έχουν piάρει τέτοια έκταση piου χρησιμοpiοιούνται piλέον σε μεγάλη piοικιλία
piροβλημάτων κατάταξης.
1.2 Διμερή Γραφήματα
Ποίο είναι το κίνητρο piου μας ώθησε στο να ασχοληθούμε με διμερή γραφήματα; Πόσο
συχνά χρησιμοpiοιούνται σε εφαρμογές και piοια είναι τα βασικότερα χαρακτηριστικά της
δομής τους όταν τα συναντάμε στον piραγματικό κόσμο;
Τα διμερή γραφήματα χρησιμοpiοιούνται ευρέως στην αναζήτηση στο διαδίκτυο και σε
εφαρμογές ανάκτησης piληροφορίας για να αναpiαραστήσουν σχέσεις μεταξύ δύο ομάδων
αντικειμένων. Ο Παγκόσμιος Ιστός μpiορεί να piροσφέρει μια μεγάλη γκάμα δεδομένων
piου μpiορούν να αναpiαρασταθούν αpiό διμερή γραφήματα, όpiως είναι ταινίες και κριτικές
σε συστήματα piροτάσεων, ερωτήματα και σελίδες σε μηχανές αναζήτησης, χρήστες και
piροϊόντα σε διαδικτυακά καταστήματα, χρήστες και αναρτήσεις σε μέσα κοινωνικής
δικτύωσης και λοιpiά.
Στα [9, 10] εφαρμόζεται τυχαίος piερίpiατος σε διμερή γραφήματα piου piροέρχονται
αpiό μηχανές αναζήτησης. Πιο συγκεκριμένα, οι συγγραφείς του [9], αναφέρουν piως μια
μηχανή αναζήτησης μpiορεί να καταγράψει piοια αpiό τα αpiοτελέσματά εpiιλέχθηκαν αpiό
έναν συγκεκριμένο χρήστη για ένα συγκεκριμένο ερώτημα. Για μια δημοφιλή αναζήτησης,
η καταγραφή αυτή μpiορεί να piεριλαμβάνει εκατομμύρια ζεύγη ερωτημάτων-σελίδων
ημερησίως, τα οpiοία σχηματίζουν διμερή γραφήματα. 'Ενα piαράδειγμα αpiεικονίζεται στο
σχήμα 1.2. Οι ισχυρισμοί για την χρησιμότητα τέτοιου είδους γραφημάτων σε εφαρμογές
αναζήτησης εpiιβεβαιώνονται και στα [10, 21]. Βέβαια η διαδικασία piου ακολουθείται
piροκειμένου να σχηματιστεί το διμερές γράφημα δεν είναι piάντα ίδια και εξαρτάται
piάντα αpiό τη φύση της εφαρμογής και τους εκάστοτε στόχους.
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Σχήμα 1.1: Παράδειγμα διμερούς γραφήματος με ερωτήματα και εικόνες. Η piηγή αpiό
την οpiοία αντλήθηκε η εικόνα είναι η ερευνητική εργασία [9].
'Αλλη μια σημαντική αναφορά στην εφαρμογή τυχαίου piεριpiάτου σε διμερή γραφή-
ματα piαρουσιάζεται στο [7], όpiου το ενδιαφέρον στρέφεται στα συστήματα piροτάσεων.
Σε τέτοιες εφαρμογές οι κορυφές του διμερούς γραφήματος αντιpiροσωpiεύουν χρήστες
και αντικείμενα, ενώ οι ακμές τις αλληλεpiιδράσεις μεταξύ τους. Η χρήση του τυχαίου
piεριpiάτου για την κατάταξη των κορυφών με βάση τον κύρος, θεωρείται piως έχει piολύ-
τιμα piλεονεκτήματα αφού λαμβάνει υpiόψη τις σχέσεις μεταξύ χρηστών και αντικειμένων
καθολικά και χωρίς να αγνοεί χρήσιμη piληροφορία, αντίθετα με άλλες τοpiικές μεθόδους.
Το εpiιχείρημα αυτό ενισχύεται ακόμα piερισσότερο και στο [11]. Εpiίσης, σύμφωνα με
την ερευνητική εργασία [7], εκτός αpiό χρήστες και αντικείμενα υpiάρχουν και εpiιpiλέον
χαρακτηριστικά piου μpiορούν να χρησιμοpiοιηθούν ώστε να βελτιωθεί ακόμα piερισσότερο
η piοιότητα piροτάσεων. Για piαράδειγμα, σε piροτάσεις piροϊόντων τα εpiιpiλέον χαρακτη-
ριστικά μpiορεί να είναι το είδος, η μάρκα, η χώρα piροέλευσης και λοιpiά. 'Ενας φυσικός
τρόpiος αpiεικόνισης όλων αυτών των χαρακτηριστικών σε ένα γράφημα είναι η κατασκευ-
ή κ-μερών γραφημάτων. Στα piειράματα piου θα piραγματοpiοιήσουμε στη συνέχεια, θα
χρησιμοpiοιήσουμε μεταξύ άλλων και διμερή γραφήματα piου piροέρχονται αpiό συστήματα
piροτάσεων.
Εpiιpiλέον, τα τελευταία χρόνια, ιδιαίτερο ενδιαφέρονpiαρουσιάζουν τα γραφήματα των
οpiοίων οι κορυφές αντιpiροσωpiεύουν χρήστες και κοινότητες χρηστών και χρησιμοpiοιούν-
ται συνήθως στη μελέτη κοινωνικών δικτύων. Μάλιστα, piολλές φορές στη βιβλιογραφία
αναφέρονται ως affiliation networks. Η εφαρμογή μεθόδων κατάταξης τέτοιου είδους γρα-
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φήματα θα ήταν piολύ χρήσιμη ώστε να εξαχθούν συμpiεράσματα όpiως, piοιες είναι η piιο
δημοφιλείς κοινότητες, piοιοι είναι οι χρήστες με τη μεγαλύτερη συμμετοχή και λοιpiά. Οι
ερευνητικές εργασίες [25] και [19] αναφέρουν κάpiοια ενδιαφέροντα χαρακτηριστικά της
δομής τους όpiως είναι οι κατανομές εισόδου των κορυφών χωρίς όμως να κάνουν λόγο
για εφαρμογή τυχαίου piεριpiάτου.
1.2.1 Πυκνότητα
Σε ένα διμερές γράφημα υpiάρχουν δύο κατανομές εισόδου, μία για κάθε σύνολο κορυφών.
Σύμφωνα με το [25] οι κατανομές αυτές σε διμερή γραφήματα του piραγματικού κόσμου
δεν είναι τόσο ομοιόμορφες όσο θα μpiορούσε κάpiοιος να υpiοθέσει. Στην piραγματικότητα
είναι ασύμμετρες και σε αρκετές εφαρμογές piαρουσιάζονται να ακολουθούν έναν εκθετι-
κό νόμο [19]. Πιο συγκεκριμένα, αυτό σημαίνει piως ο αριθμός των κορυφών με i γείτονες
είναι ανάλογος του i−γ για μια σταθερά γ. Στο σχήμα 1.2 μpiορούμε να δούμε ενδεικτικά
τις κατανομές εισόδου των δεδομένων MovieLens10M, Reuteurs, DBLP και YoutubeMem-
berships piου αφορούν σε γραφήματα χρηστών-ταινιών, κειμένων-λέξεων, συγγραφέων-
δημοσιεύσεων και χρηστών-ομάδων χρηστών αντίστοιχα. Παρατηρούμε piως piαρόλο piου
φύση των δεδομένων είναι διαφορετική, οι κατανομές μοιάζουν αρκετά και έχουν τα χα-
ρακτηριστικά piου piεριγράψαμε piαραpiάνω. Συνεpiώς, θα piρέpiει να σημειώσουμε piως τα
γραφήματα στα οpiοία θα εφαρμόσουμε τη μέθοδο κατάταξης μας είναι ιδιαίτερα αραιά.
1.2.2 Μη Συνδεδεμένα Τμήματα
'Οpiως όλα τα γραφήματα του piραγματικού κόσμου, έτσι και τα διμερή γραφήματα μpiορεί
να είναι μη συνδεδεμένα, δηλαδή να διαθέτουν piερισσότερα αpiό ένα συνδεδεμένα τμή-
ματα. Ωστόσο, σύμφωνα με την ερευνητική εργασία [25], τα piερισσότερα μη συνδεδεμένα
γραφήματα piου υpiάρχουν στην κοινωνία και τη φύση, έχουν ένα μεγάλο συνδεδεμένο
τμήμα, γνωστό και ως giant component . Τα γραφήματα piου δεν έχουν αυτό το χαρακτη-
ριστικό είναι piιο σpiάνια. Συνήθως, το μεγαλύτερο συνδεδεμένο τμήμα φέρει piληροφορία
piου χαρακτηρίζει ολόκληρο το γράφημα [20].
Μελετήσαμε τα μεγέθη των μη συνδεδεμένων τμημάτων δύο συνόλων δεδομένων, των
DBLP και YoutubeMemberships. 'Οpiως φαίνεται στο σχήμα 1.3, έχουν ένα συνδεδεμένο
τμήμα αρκετά μεγαλύτερο αpiό τα υpiόλοιpiα. Πιο συγκεκριμένα, το 88,77% των κορυφών
του DBLP ανήκουν στο μεγαλύτερο συνδεδεμένο τμήμα του, ενώ το αντίστοιχό piοσοστό
για το YoutubeMemberships είναι 91,29%.
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Σχήμα 1.2: Κατανομές εισόδου piου piροέρχονται αpiό τέσσερα σύνολα δεδομένων.
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Σχήμα 1.3: Μεγέθη μη συνδεδεμένων τμημάτων τμημάτων των γραφημάτων DBLP και
YoutubeMemberships.
1.3 Προηγούμενα αpiοτελέσματα
Η μέθοδος piου θα piροτείνουμε στη συνέχεια είναι μια μέθοδος piου θα μpiορούσε να ε-
φαρμοστεί σε οpiοιοδήpiοτε διμερές γράφημα, ανεξάρτητα αpiό το το τι αντιpiροσωpiεύουν
τα σύνολα του. 'Ετσι, λόγω του γενικού χαρακτήρα του piροβλήματος κατάταξης piου
εξετάζουμε, θεωρούμε piως ο καταλληλότερος αλγόριθμος piου θα μpiορούσε να εφαρμο-
στεί σε γενικές piεριpiτώσεις διμερών γραφημάτων είναι ο αλγόριθμος PageRank , αφού
χρησιμοpiοιεί μόνο την τοpiολογική δομή του εκάστοτε γραφήματος. Εpiιpiλέον, έχει piρο-
ταθεί αρκετές φορές η χρήση του για κατάταξη σε piιο συγκεκριμένες εφαρμογές, είτε σε
συνδυασμό με άλλες μεθόδους (pi.χ. HITS [15]), [34, 10], είτε σε piαραλλαγές [13, 11].
Ο αλγόριθμος FolkRank [13] είναι μία piροσαρμοσμένη εκδοχή του PageRank. Μpiορεί
να χρησιμοpiοιηθεί στην αναζήτηση σε folksonomies. 'Ενα folksonomy piεριγράφει χρή-
στες, αντικείμενα, tags και την αντιστοίχηση των tags σε αντικείμενα με βάση τον χρήστη
(βλέpiε [13] για piερισσότερες piληροφορίες). Μpiορεί εpiίσης να αναpiαρασταθεί με τη βο-
ήθεια τριμερών γραφημάτων τα οpiοία piαρουσιάζουν κοινά χαρακτηριστικά με τα διμερή
γραφήματα. Ο αλγόριθμος ItemRank [11] αpiοτελεί μια ακόμα ενδιαφέρουσα piαραλλαγή,
και χρησιμοpiοιείται σε συστήματα piροτάσεων. Ο αλγόριθμος αυτός κατατάσσει piροϊόν-
τα με βάση τις αναμενόμενες piροτιμήσεις ενός χρήστη, με άλλα λόγια piροτείνει σχετικά
αντικείμενα σε εν δυνάμει ενδιαφερόμενους χρήστες.
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1.4 Σημειογραφία
Στη συνέχεια, αναpiαριστούμε τα διανύσματα με έντονους piεζούς χαρακτήρες (pi.χ. pi),
τα μητρώα με έντονους κεφαλαίους χαρακτήρες (pi.χ. P). Αναpiαριστούμε την iή γραμμή
και jή στήλη ενός μητρώου P με pᵀi και pj αντίστοιχα, και το ij
′o στοιχείο του μητρώου P με
Pi,j. Εpiίσης , χρησιμοpiοιούμε καλλιγραφικά γράμματα για να αναpiαραστήσουμε σύνολα
(pi.χ.,U,V). Τέλος, αναpiαριστούμε με [1, n] ένα σύνολο ακεραίων {1,2, . . . , n}.
1.5 Οργάνωση
Στο κεφάλαιο 2 piαραθέτουμε το μαθηματικό υpiόβαθρο της διpiλωματικής αυτής, ώστε
να γίνουν κατανοητά τα μαθηματικά των μεθόδων κατάταξης piου θα piεριγράψουμε στη
συνέχεια. Αρχικά, εξετάζουμε τα μη αρνητικά μητρώα piαρουσιάζοντας αναλυτικά τη
θεωρία Perron-Frobenius [18, 23] και έpiειτα κάνουμε μια συζήτηση piερί piρωταρχικών
μητρώων. Στη συνέχεια, αναφερόμαστε σε αλυσίδες Markov [24] piαραθέτοντας κάpiοιους
αpiαραίτητους ορισμούς. Τέλος, εξηγούμε σύντομα την έννοια της Σχεδόν Πλήρους Ανα-
λυσιμότητας (Near Complete Decomposability ή NCD) [8].
Στο κεφάλαιο 3 piεριγράφουμε διαισθητικά και μαθηματικά τους αλγορίθμους κα-
τάταξης PageRank [31, 5] και NCDawareRank [26, ;], οι οpiοίοι αpiοτελούν την βάση της
μεθόδου piου θα piροτείνουμε, και ορίζουμε τα μητρώα piου εμpiλέκονται στον υpiολογισμό
των διανυσμάτων κατάταξης.
Στο κεφάλαιο 4 εκμεταλλευόμαστε την block δομή των διμερών γραφημάτων μέσω
του μητρώου τηλεμεταφοράς και piροτείνουμε έναν νέο αλγόριθμο, τον αλγόριθμο Bipartit-
eRank, piροκειμένου να βελτιώσουμε τα αpiοτελέσματα piου εξάγονται υpiολογιστικά αλλά
και piοιοτικά.
Στο κεφάλαιο 5 εκτελούμε μια σειρά υpiολογιστικών piειραματικών μετρήσεων σε
piραγματικά δεδομένα και εpiιχειρούμε άμεσες συγκρίσεις με τον αλγόριθμο PageRank.
Τέλος, στο κεφάλαιο 6 εξάγουμε κάpiοια γενικότερα συμpiεράσματα μαζί με piροτάσεις
για μελλοντική εργασία.
Σημειώνουμε piως τα σχήματα στα οpiοία στα οpiοία δεν αναφέρεται η piηγή έχουν
κατασκευαστεί για τις ανάγκες αυτής της διpiλωματικής με τη χρήση piραγματικών δεδο-
μένων.
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Κεφάλαιο 2
Μαθηματικό Υpiόβαθρο
Για να γίνουν κατανοητές οι μαθηματικές λεpiτομέρειες των αλγορίθμων με τους οpiοίους
θα ασχοληθούμε στη συνέχεια, είναι αpiαραίτητο να συνοψίσουμε τα βασικά στοιχεία της
θεωρίας piου θα χρησιμοpiοιήσουμε. Το μεγαλύτερο τμήμα του κεφαλαίου αφιερώνεται στη
θεωρία Perron-Frobenius [18] για μη αρνητικά μητρώα και στα κριτήρια piου εξασφαλίζουν
piως ένα μητρώο είναι piρωταρχικό. 'Εpiειτα δίνονται κάpiοια βασικά στοιχεία και ορισμοί
της θεωρίας των αλυσίδων Markov [24, 18] και τέλος, γίνεται μια σύντομη αναφορά στις
Nearly Completely Decomposable αλυσίδες Markov [8].
Στόχος μας σε αυτό το κεφάλαιο, δεν είναι να piαρουσιάσουμε αναλυτικά όλα αυτά τα
γνωστικά αντικείμενα, άλλα να θίξουμε εν συντομία μόνο τα σημαντικότερα μαθηματικά
ζητήματα piου θα φανούν χρήσιμα στον αναγνώστη.
2.1 Μη αρνητικά Μητρώα
'Ενα μητρώο A θεωρείται μη αρνητικό, και γράφεται A ≥ 0, αν τα στοιχεία του είναι μη
αρνητικοί piραγματικοί αριθμοί. Αντίστοιχα, ένα μητρώο θεωρείται θετικό και γράφεται
A > 0, αν τα στοιχεία του είναι θετικοί piραγματικοί αριθμοί. Σημαντικά piαραδείγμα-
τα μη αρνητικών μητρώων είναι τα μητρώα γειτνίασης γραφημάτων και τα στοχαστικά
μητρώα, τα οpiοία μας ενδιαφέρουν κατεξοχήν σε αυτή την διpiλωματική λόγω του ότι
χρησιμοpiοιούνται για να piεριγράψουν αλυσίδες Markov.
Ορισμός 2.1.1 (Στοχαστικό Μητρώο). Στοχαστικό μητρώο είναι ένα μη αρνητικό τετραγω-
νικό μητρώο A του οpiοίου το άθροισμα των στοιχείων κάθε γραμμής ισούται με 1.
Οι ιδιοτιμές ενός piραγματικού τετραγωνικού μητρώου A είναι μιγαδικοί αριθμοί piου
συνθέτουν το φάσμα του μητρώου. Το θεώρημα Perron-Frobenius, το οpiοίο θα αναφέρουμε
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στη συνέχεια, piεριγράφει τις ιδιότητες της εpiικρατούς ιδιοτιμής και του αντίστοιχου
ιδιοδιανύσματος όταν το A είναι ένα μη αρνητικό τετραγωνικό μητρώο piραγματικών
αριθμών.
2.1.1 Θετικά Μητρώα
Σε αυτό το σημείο θα piαρουσιάσουμε το θεώρημα του Perron (1907), το οpiοίο αpiοτελεί τη
βάση για την κατανόηση των ιδιοτήτων της εpiικρατούς ιδιοτιμής των θετικών μητρώων.
Η αpiόδειξη του piαρακάτω θεωρήματος piεριλαμβάνεται στο εγχειρίδιο [23].
Θεώρημα 2.1.1 (Θεώρημα Perron για Θετικά Μητρώα). Αν An×n > 0 με λ = ρ(A), τότε
ισχύουν τα ακόλουθα:
1. λ ∈ R και λ > 0.
2. λ ∈ σ(A) (η λ ονομάζεται ρίζα Perron).
3. Η ρίζα Perron λ είναι αpiλή.
4. Υpiάρχει θετικό ιδιοδιάνυσμα x > 0 τέτοιο ώστε Ax = λx (διάνυσμα Perron).
5. Το διάνυσμα Perron είναι το μοναδικό διάνυσμα piου ορίζεται αpiό τη σχέση Ap = λp,
όpiου p > 0 και ||p||1 = 1, και αν εξαιρέσουμε τα θετικά piολλαpiλάσια του p, δεν
υpiάρχουν άλλα μη αρνητικά ιδιοδιανύσματα του A, ανεξαρτήτως ιδιοτιμής. 'Ολα
τα υpiόλοιpiα ιδιοδιανύσματα θα έχουν τουλάχιστον ένα αρνητικό ή μη piραγματικό
στοιχείο.
6. Η λ είναι η μοναδική ιδιοτιμή εpiάνω στον φασματικό κύκλο του A.
7. Τύpiος Collatz-Wielandt : λ = maxx∈N f (x),
όpiου f (x) = min1≤i≤n [Ax]ixi , xi , 0 και N = x |x ≥ 0, x , 0.
Το θεώρημα Perron για θετικά μητρώα είναι εξαιρετικά χρήσιμο αpiοτέλεσμα. Θα
ήταν φυσικό να αναρωτηθεί κανείς τι συμβαίνει όταν υpiεισέρχονται στο μητρώο και
κάpiοια μηδενικά στοιχεία. Σύμφωνα με το ακόλουθο θεώρημα (του οpiοίου η αpiόδειξη
piεριλαμβάνεται εpiίσης στο [23]), ένα τμήμα του θεωρήματος Perron 2.1.1 για τα θετικά
μητρώα μpiορεί να εpiεκταθεί και στα μη αρνητικά μητρώα, αν θυσιάσουμε την ύpiαρξη
του θετικού ιδιοδιανύσματος και να αρκεστούμε σε ένα μη αρνητικό.
Θεώρημα 2.1.2. Αν An×n ≥ 0 με φασματική ακτίνα λ = ρ(A), τότε ισχύουν τα ακόλουθα.
14
• λ ∈ σ(A) και λ ≥ 0.
• Υpiάρχει ιδιοδιάνυσμα x ≥ 0 τέτοιο ώστε Ax = λx.
• Ο τύpiος Collatz-Wielandt εξακολουθεί να ισχύει.
Το θεώρημα Perron 2.1.1 δεν είναι δυνατόν να εpiεκταθεί piερισσότερο για μη αρνητικά
μητρώα χωρίς κάpiοιες εpiιpiλέον piαραδοχές. Το 1912 ο F. G. Frobenius, αντιλήφθηκε ότι το
piρόβλημα αυτό δεν οφείλεται τόσο στην ύpiαρξη μηδενικών στοιχείων, όσο στη θέση τους.
Για piαράδειγμα, η τρίτη και τέταρτη ιδιότητα του θεωρήματος Perron δεν ισχύουν για το
μητρώο ( 1 01 1 ), ισχύουν όμως για το ( 1 11 0 ). Σύμφωνα με τον Frobenius η διαφορά μεταξύ
των δύο μητρώων έγκειται στην μειωσιμότητα (reducibility) ή μη μειωσιμότητά τους. [18,
ς. 167]
2.1.2 Μη μειωσιμότητα και Μη Περιοδικότητα
'Οpiως ήδη γνωρίζουμε, ένα κατευθυνόμενο γράφημα ονομάζεται ισχυρά συνδεδεμένο, αν
για κάθε ζεύγος κορυφών (i, j) υpiάρχει μια ακολουθία ακμών piου οδηγεί αpiό την i στην
j. Σε κάθε κατευθυνόμενο γράφημα αντιστοιχεί ένα μητρώο, το οpiοίο ονομάζεται μητρώο
γειτνίασης του γραφήματος.
Ορισμός 2.1.2 (ΑμείωτοΜητρώο). 'Ενα οpiοιοδήpiοτε τετραγωνικό μητρώοA είναι αμείωτο
αν και μόνο αν το κατευθυνόμενο γράφημά του είναι ισχυρά συνδεδεμένο. Ισοδύναμα, το
A είναι αμείωτο αν για οpiοιοδήpiοτε μητρώο μετάθεσης P ισχύει ότι
P>AP ,
X Y0 Z

όpiου τα μητρώα X και Z είναι τετραγωνικά.
Αν ένα μη αρνητικό μητρώο A είναι αμείωτο, για κάθε ζεύγος i και j υpiάρχει ένας
ακέραιος t τέτοιος ώστεAti,j > 0. Για ένα μητρώο γειτνίασης ενός κατευθυνόμενου γραφή-
ματος, αυτή η ιδιότητα σημαίνει ότι το γράφημα είναι ισχυρά συνδεδεμένο. Αντίθετα, ένα
μειώσιμο μητρώο γειτνίασης, αναpiαριστά ένα γράφημα με piερισσότερα αpiό ένα ισχυρά
συνδεδεμένα τμήματα.
Ορισμός 2.1.3 (Περίοδος Κορυφής). Η piερίοδος μιας κορυφής ενός γραφήματος ορίζεται
ως ο μέγιστος κοινός διαιρέτης των μηκών όλων των κύκλων piου piεριλαμβάνουν την
κορυφή.
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'Οσον αφορά στην piεριοδικότητα μιας κορυφής, αν υpiάρχει μονοpiάτι μήκους t αpiό
μία κορυφή i στον εαυτόν της, τότε θα ισχύει Ati,i > 0. Ο μέγιστος κοινός διαιρέτης του
συνόλου {t : Ati,i > 0} καλείται piερίοδος της κορυφής i. Αν το A είναι αμείωτο, τότε η
piερίοδος είναι η ίδια για όλες τις κορυφές και η κοινή αυτή piερίοδος είναι η piερίοδος
του γραφήματος. 'Οpiως είναι piροφανές, ένα γράφημα με piερίοδο μονάδα ονομάζεται μη
piεριοδικό και το ίδιο ισχύει και για το μητρώο γειτνίασης του. [2, ς. 128]
2.1.3 Το Θεώρημα Perron − Frobenius
'Οpiωςαναφέραμε και piροηγουμένως, οFrobenius αντιλήφθηκε ότι piαρόλοpiου οι ιδιότητες
1,2,4 και 6 του θεωρήματος του Perron 2.1.1 για θετικά μητρώα piιθανόν να piάψουν να
ισχύουν για μη αρνητικά μητρώα, το piρόβλημα δεν είναι τόσο η piαρουσία των μηδενικών
στοιχείων όσο η θέση τους. Με άλλα λόγια, οι ιδιότητες 1,3 και 4 στην piραγματικότητα
εξακολουθούν να ισχύουν αν τα μηδενικά βρίσκονται στις κατάλληλες θέσεις, δηλαδή
σε θέσεις piου να εξασφαλίζουν ότι το μητρώο είναι αμείωτο. Ωστόσο, δυστυχώς, η μη
μειωσιμότητα αpiό μόνη της δεν αρκεί για να διατηρηθεί η ιδιότητα 6.
Παρακάτω διατυpiώνεται το θεώρημα Perron-Frobenius. Η αpiόδειξη του θεωρήματος
piεριλαμβάνεται στο εγχειρίδιο του Carl Meyer [23].
Θεώρημα 2.1.3 (Θεώρημα Perron-Frobenius). Αν ένα μητρώο An×n ≥ 0 είναι αμείωτο, τότε
ισχύουν όλα τα ακόλουθα:
1. λ = ρ(A) > 0, λ ∈ R.
2. λ ∈ σ(A) (η λ ονομάζεται ρίζα Perron).
3. Η ρίζα λ είναι αpiλή.
4. Υpiάρχει ιδιοδιάνυσμα x > 0 τέτοιο ώστε Ax = λx.
5. Το διάνυσμα Perron είναι το μοναδικό διάνυσμα piου ορίζεται αpiό τη σχέση Ap = λp,
p > 0 και ||p||1 = 1, και, αν εξαιρέσουμε τα θετικά piολλαpiλάσια του p, δεν υpiάρχουν
άλλα μη αρνητικά ιδιοδιανύσματα του A, ανεξαρτήτως ιδιοτιμής.
6. Η λ ΔΕΝ είναι αpiαραιτήτως η μοναδική ιδιοτιμή εpiάνω στο φασματικό κύκλο του A.
7. Τύpiος Collatz-Wielandt: λ = maxx∈N f (x),
όpiου f (x) = min1≤i≤n [Ax]ixi , xi , 0 και N = x |x ≥ 0, x , 0.
16
Ηλ καλείται εpiικρατής ιδιοτιμή τουA. Θα συμβολίσουμε με (λ1, ..., λn) τις ιδιοτιμές του
A, και στη συνέχεια θα θεωρούμε ότι η εpiικρατής ιδιοτιμή είναι piάντα η λ1. Σημειώνουμε
piως piαρόλο piου σύμφωνα με την piρόταση 3 του θεωρήματος Perron-Frobenis 2.1.3 η ρίζα
λ1 είναι αpiλή, σύμφωνα με την piρόταση 6 μpiορούν να υpiάρχουν άλλες ιδιοτιμές λj , λ1
τέτοιες ώστε |λj| = |λ1|. Μpiορεί να αpiοδειχθεί ότι αν υpiάρχουν k ιδιοτιμές, ίσες κατά
μέτρο με την κύρια ιδιοτιμή, τότε είναι ομοιόμορφα τοpiοθετημένες σε έναν κύκλο ακτίνας
λ1. Εpiιpiλέον, αν το μητρώο A είναι το μητρώο γειτνίασης ενός γραφήματος, το k είναι ο
μέγιστος κοινός διαιρέτης των μηκών όλων των κύκλων του γραφήματος, δηλαδή το k θα
είναι η piερίοδος του γραφήματος.
'Οpiως είναι φανερό, piροκειμένου να έχουμε μια κύρια ιδιοτιμή αυστηρά μεγαλύτερη
και συνεpiώς να είναι η μοναδική ιδιοτιμή piάνω στον φασματικό κύκλο του A, θα piρέpiει
το αντίστοιχο γράφημα να μην έχει piερίοδο 1 ή αλλιώς να είναι μη piεριοδικό.
Το σύνολο των μη αρνητικών αμείωτων μητρώων χωρίζεται σε δύο σημαντικές κλά-
σεις, ανάλογα με τον αν έχουν μόνο μια ιδιοτιμή εpiάνω στον φασματικό του κύκλο ή
piερισσότερες.
Θεώρημα 2.1.4 (Πρωταρχικά Μητρώα).
• Το μητρώο A ονομάζεται piρωταρχικό αν είναι ένα μη αρνητικό, αμείωτο μητρώο το
οpiοίο έχει μόνο μια ιδιοτιμή, την λ = ρ(A), εpiάνω στον φασματικό του κύκλο.
• 'Ενα μη αρνητικό, αμείωτο μητρώο piου έχει h > 1 ιδιοτιμές εpiάνω στον φασμα-
τικό του κύκλο ονομάζεται μη piρωταρχικό, ενώ ο δείκτης h ονομάζεται δείκτης μη
piρωταρχικότητας.
• Αν το A είναι μη piρωταρχικό, τότε οι h ιδιοτιμές εpiάνω στον φασματικό κύκλο είναι
οι
{λ, λω, λω2, ..., λωh−1}, όpiου ω = 2e2pii/h .
Με άλλα λόγια, οι ιδιοτιμές είναι οι h-οστές ρίζες του λ = ρ(A), και είναι ομοιό-
μορφα κατανεμημένες εpiάνω στον κύκλο. Εpiιpiλέον, κάθε ιδιοτιμή λωk εpiάνω στον
φασματικό κύκλο είναι αpiλή.
Γιατί όμως είναι τόσο σημαντικό να υpiάρχει μόνο μια ιδιοτιμή εpiάνω στον φασματικό
κύκλο; Η σημασία της piρωταρχικότητας έγκειται στο ότι είναι ακριβώς η ιδιότητα piου
καθορίζει κατά piόσο οι διαδοχικές δυνάμεις ενός κανονικοpiοιημένου μη αρνητικού αμεί-
ωτου μητρώου έχουν κάpiοια σταθερή-οριακή τιμή, στοιχείο αpiό το οpiοίο εξαρτάται και η
ύpiαρξη του διανύσματος PageRank. [18, 2]
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2.2 ΑλυσίδεςMarkov
Η μαθηματική συνιστώσα του διανύσματος PageRank είναι η σταθερή κατανομή μιας
αλυσίδας Markov διακριτού χρόνου και piεpiερασμένων καταστάσεων. Στη συνέχεια ανα-
φέρουμε κάpiοιες piολύ χρήσιμες έννοιες.
Ορισμός 2.2.1 (Στοχαστική Διαδικασία). Μία στοχαστική διαδικασία X = {Xt : t ∈ T }
είναι μια συλλογή τυχαίων μεταβλητών. Ο δείκτης t συνήθως αντιpiροσωpiεύει τον χρόνο.
Η διαδικασία Q μοντελοpiοιεί την τιμή μιας τυχαίας μεταβλητής X η οpiοία αλλάζει με το
piέρασμα του χρόνου.
Συμβολίζουμε Xt την κατάσταση της διαδικασίας την χρονική στιγμή t. Για piαρά-
δειγμα, έστω μια διαδικασία ενός τυχαίου piεριpiάτου στον Παγκόσμιο Ιστό. Ο χώρος
καταστάσεων είναι ο χώρος όλων των σελίδων ενώ η τυχαία μεταβλητή Xt είναι η σελίδα
στην οpiοία βρίσκεται ο piεριηγητής τη χρονική στιγμή t. Για να δηλώσουμε ότι ο χρόνος δεν
θεωρείται συνεχής αλλά διακριτός, χρησιμοpiοιούμε τον όρο διαδικασία διακριτού χρόνου,
ενώ για να δηλώσουμε ότι ο χώρος καταστάσεων είναι piεpiερασμένος, χρησιμοpiοιούμε
τον όρο διαδικασία piεpiερασμένων καταστάσεων. Σε αυτή την εργασία θα ασχοληθούμε
με στοχαστικές διαδικασίες διακριτού χρόνου και piεpiερασμένων καταστάσεων.
Ορισμός 2.2.2 (Αλυσίδα Markov). Αλυσίδα Markov είναι μια στοχαστική διαδικασία piου
ικανοpiοιεί την ιδιότητα Markov
Pr(Xt = at |Xt−1 = at−1, Xt−2 = at−2, ..., X0 = a0) = Pr(Xt = at |Xt−1 = at−1) = Pat−1,at για κάθε
t = 0,1,2, ....
Η ιδιότητα Markov εκφράζει ότι η κατάσταση Xt εξαρτάται αpiό την piροηγούμενη κα-
τάσταση Xt−1 αλλά είναι ανεξάρτητη αpiό το συγκεκριμένο ιστορικό καταστάσεων αpiό το
οpiοίο piέρασε η διαδικασία ώστε να φτάσει στην κατάσταση Xt−1, δηλαδή η στοχαστική
διαδικασία δεν έχει μνήμη. Αν εpiανέλθουμε στο piροηγούμενο piαράδειγμα, η διαδικασία
του τυχαίου piεριpiάτου είναι μια αλυσίδα Markov μόνο εφόσον η σελίδα piου εpiισκέpiτεται
κάθε φορά ο piεριηγητής, δεν εξαρτάται αpiό τις σελίδες piου είχε εpiισκεφτεί piροηγου-
μένως, αλλά αpiοκλειστικά αpiό την τρέχουσα σελίδα. Με άλλα λόγια, αν ο piεριηγητής
εpiιλέγει τυχαία ένα link της τρέχουσας σελίδας για να μεταβεί σε κάpiοια άλλη, τότε η
διαδικασία είναι μια αλυσίδα Markov.
Η piιθανότητα μετάβασης η αλυσίδα να βρεθεί αpiό την κατάσταση i στην j σε ένα βήμα
τη χρονική στιγμή t είναι
Pi,j = Pr(Xt = j|Xt−1 = i)
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Εpiιpiλέον, σύμφωνα με την ιδιότηταMarkov, μια αλυσίδαMarkov ορίζεται αpiό ένα μητρώο
piιθανοτήτων μετάβασης ενός βήματοσ:
P =

P0,0 P0,1 . . . P0,j . . .
P1,0 P1,1 . . . P1,j . . .
...
...
. . .
...
. . .
Pi,0 Pi,1 . . . Pi,j . . .
...
...
. . .
...
. . .

όpiου για κάθε i, j ισχύει
Pi,j ∈ [0,1] (2.1)
και για κάθε i ισχύει
∑
j≥0
Pi,j = 1. (2.2)
'Ενα μητρώο piου ικανοpiοιεί τις εξισώσεις 2.1 και 2.2 είναι μη αρνητικό και το άθροισμα
των στοιχείων κάθε γραμμής του είναι 1. Πρόκειται δηλαδή για ένα στοχαστικό μητρώο
(stochastic matrix).
Ορισμός 2.2.3 (Ομογενής Αλυσίδα Markov). Ομογενής αλυσίδα Markov είναι μια αλυσίδα
Markov στην οpiοία οι piιθανότητες μετάβασης δεν μεταβάλλονται με τον χρόνο, όpiοτε οι
piιθανότητες του t βήματος μετάβασης μpiορούν να υpiολογιστούν σαν την t-οστη δύναμη
του μητρώου piιθανοτήτων μετάβασης, Pt .
Στην piερίpiτωση αυτή, το μητρώο piιθανοτήτων μετάβασης είναι ένα στοχαστικό μη-
τρώο P. Στη συνέχεια της ανάλυσης αυτής, με τον όρο αλυσίδα Markov θα αναφερόμαστε
μόνο σε ομογενείς αλυσίδες Markov. Κατά αυτόν τον τρόpiο, μια αλυσίδα Markov ορίζει
μοναδικά ένα στοχαστικό μητρώο και το αντίστροφο.
Ορισμός 2.2.4 (Αμείωτη Αλυσίδα Markov). Αμείωτη αλυσίδα Markov είναι μια αλυσίδα
Markov για την οpiοία το μητρώο piιθανοτήτων μετάβασης P είναι αμείωτο.
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Ορισμός 2.2.5 (Μη piεριοδική Αλυσίδα Markov). Μη piεριοδική αλυσίδα Markov είναι μια
αμείωτη αλυσίδα της οpiοίας το μητρώο piιθανοτήτων μετάβασης είναι piρωταρχικό.
Η piεριοδικότητα οφείλεται στο γεγονός ότι κάθε κατάσταση εpiαναλαμβάνεται κατά
piεριοδικά χρονικά διαστήματα. Η piερίοδος είναι ο δείκτης μη piρωταρχικότητας όpiως
αναφέρεται και στο θεώρημα 2.1.4. Περιοδική είναι μια αμείωτη αλυσίδα Markov της
οpiοίας το μητρώο piιθανοτήτων μετάβασης P είναι μη piρωταρχικό.
Η κατανομή piιθανοτήτων των καταστάσεων μιας αλυσίδας Markov μpiορεί να ανα-
piαρασταθεί με ένα διάνυσμα piιθανοτήτων κατάστασης p> = (p1, p2, ..., pn), όpiου όλα τα
στοιχεία του ανήκουν στο διάστημα [0,1], και έχουν άθροισμα 1. Κάθε στοιχείο του δια-
νύσματος piιθανοτήτων κατάστασης αντιστοιχεί σε μία κατάσταση μιας αλυσίδας Markov.
Ορισμός 2.2.6 (Διάνυσμα Σταθερών Πιθανοτήτων Μετάβασης). Διάνυσμα σταθερών piι-
θανοτήτων κατάστασης μιας αλυσίδας Markov με μητρώο piιθανοτήτων μετάβασης P είναι
ένα διάνυσμα pi> για το οpiοίο ισχύει η σχέση pi>P = pi>.
Ας εpiιστρέψουμε για ακόμη μια φορά στο piαράδειγμα του τυχαίου piεριpiάτου. Στο
βήμα k = 0 ο piεριηγητής μpiορεί να ξεκινήσει αpiό μια κατάσταση της οpiοίας το αντίστοιχο
στοιχείο του p θα μpiορούσε να είναι 1 για piαράδειγμα, ενώ όλα τα υpiόλοιpiα είναι
μηδέν. Η κατανομή piιθανοτήτων κατάστασης στο βήμα k = 1 δίνεται αpiό το διάνυσμα
piιθανοτήτων p>P και στο k = 2 αpiό το (p>P)P και ούτω καθεξής. Με αυτόν τον τρόpiο
μpiορούμε οpiοιαδήpiοτε στιγμή να υpiολογίσουμε την κατανομή piιθανοτήτων κατάστασης
σε οpiοιοδήpiοτε βήμα έχοντας ως δεδομένο μόνο την αρχική κατανομή και το μητρώο
piιθανοτήτων μετάβασης P.
Αν εpiιτρέψουμε σε μία αλυσίδα Markov να εκτελεστεί για piολλά χρονικά βήματα, κά-
θε κατάσταση θα piροσpiελαστεί με συχνότητα piου εξαρτάται αpiό τη δομή της αλυσίδας.
Κατ' αναλογία, ο piεριηγητής εpiισκέpiτεται ορισμένες σελίδες (για piαράδειγμα δημοφιλείς
σελίδες ειδήσεων) συχνότερα αpiό άλλες. Μας ενδιαφέρει λοιpiόν, οι κατανομές piιθανοτή-
των κατάστασης να μην αλλάζουν μετά αpiό μία μετάβαση. Θα piροχωρήσουμε τώρα στην
εpiακριβή διατύpiωση αυτής της λογικής, καθορίζοντας τις συνθήκες υpiό τις οpiοίες η κα-
τανομή piιθανοτήτων κατάστασης μιας αλυσίδας Markov συγκλίνει σε μία συγκεκριμένη
τιμή σταθερής κατάστασης. 'Οταν και αν η αλυσίδα φτάσει σε μία σταθερή κατανομή,
τότε διατηρεί την κατανομή αυτή σε όλες τις μελλοντικές χρονικές στιγμές. [18, ς. 167]
2.2.1 Εργοδικότητα
ΜιαpiεpiερασμένωνκαταστάσεωναλυσίδαMarkov λέμε ότι είναι εργοδικήαν είναιαμείωτη
και μη piεριοδική.
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Θεώρημα 2.2.1. Μια piεpiερασμένων καταστάσεων, αμείωτη, και εργοδική αλυσίδα Markov
έχει τις piαρακάτω ιδιότητεσ:
• η αλυσίδα έχει μια μοναδική σταθερή κατανομή piιθανοτήτων pi>.
• για κάθε j και i, το όριο limt→∞ Ptj,i υpiάρχει και είναι ανεξάρτητο του j.
Η εργοδικότητα είναι μια piολύ σημαντική ιδιότητα για το piρόβλημα κατάταξης piου
μας αpiασχολεί, αφού αν η αλυσίδα Markov είναι εργοδική τότε ανεξάρτητα αpiό τις
αρχικές piιθανότητες, αυτή συγκλίνει σε ένα μοναδικό αναλλοίωτο μέτρο piιθανότητας.
[24, ς. 168]
2.3 Σχεδόν Πλήρης Αναλυσιμότητα
Τα συστήματα piου μpiορούν να χωριστούν σε blocks με τις αλληλεpiιδράσεις ανάμεσα στα
blocks να είναι μη μηδενικές, αλλά μικρές σε σύγκριση με τις αλληλεpiιδράσεις εντός των
blocks, χαρακτηρίζονται ως Nearly Completely Decomposable (NCD). Οι Simon και Ando
[32] ασχολήθηκαν piρώτοι με την ανάλυση NCD συστημάτων και ακολούθησε ο Courtois
[8], ο οpiοίος θεμελίωσε και μαθηματικά την ιδέα της Decomposability.
Στη θεωρία piιθανοτήτων, μια NCD Αλυσίδα Markov είναι μια αλυσίδα Markov της
οpiοίας ο χώρος καταστάσεων μpiορεί να διαιρεθεί σε K blocks με τέτοιον τρόpiο, ώστε οι
μεταβάσεις μεταξύ καταστάσεων του ίδιου block να είναι piιο piιθανές αpiό τις μεταβά-
σεις μεταξύ καταστάσεων piου ανήκουν σε διαφορετικά blocks. Το στοχαστικό μητρώο
piιθανοτήτων μετάβασης μιας NCD αλυσίδας Markov μpiορεί να εκφραστεί ως εξής
P =

P1,1 P1,2 . . . P1,K
P2,1 P2,2 . . . P2,K
...
...
. . .
...
PK,1 PK,2 . . . PK,K

||Pi,i || = O(1), i = 1,2, ..., K
||Pi,j|| = O(ϸ), i , j
όpiου ϸ είναι ένας ικανοpiοιητικά μικρός θετικός αριθμός.
Θεωρούμε ένα n × n αμείωτο στοχαστικό μητρώο P, piου αναpiαριστά το μητρώο piιθα-
νοτήτων μετάβασης μιας εργοδικής αλυσίδας Markov. Θεωρούμε εpiίσης, τη στοχαστική
διαδικασία yt με t ∈ N. Τα συστήματα piου μας ενδιαφέρουν έχουν την μορφή
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y>t+1 = y
>
t P
Το P μpiορεί να γραφεί ως εξής
P = P∗ + ζC (2.3)
όpiου P∗ είναι ένα block-διαγώνιο μητρώο τάξης n piου δίνεται αpiό
P∗ = Diag(P∗1,P∗2...P∗K)
όpiου τα μητρώαP∗i , i = 1,2, ..., K , είναι αμείωτα στοχαστικά μητρώα τάξης n(i). Συνεpiώς,
τα αθροίσματα των γραμμών του μητρώου C είναι όλα μηδέν. Το μητρώο C και ο μη
αρνητικός αριθμός ζ εpiιλέγονται με τέτοιον τρόpiο, ώστε για κάθε γραμμήmi , i = 1,2, ..., K
να ισχύει:
ζ
∑
j,i
nj∑
i=1
Cmi ,ij =
∑
j,i
nj∑
i=1
Pmi ,ij (2.4)
και
ζ = max
mi
(
∑
j,i
nj∑
i=1
Pmi ,ij) (2.5)
όpiου Pmi ij , συμβολίζει το στοιχείο στην τομή της m-οστής γραμμής και i-οστής στήλης
του υpiομητρώου Pij του P. Η piαράμετρος ζ αναφέρεται, ως ο μέγιστος βαθμός σύζευξης
μεταξύ των υpiοσυστημάτων P∗ii .
'Ενα piαράδειγμα των μητρώων P, P∗ και C μpiορεί να είναι το εξής
P =

0.5 0.45 0.05
0.6 0.375 0.025
0.025 0.025 0.95
 ,
με τη σχέση P = P∗ + ζC να δίνεται αpiό το:
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P =

0.5 0.5 0
0.625 0.375 0
0 0 1
 + 5 × 10−2

0 −1 1
−0.5 0 0.5
0.5 0.5 −1

με
P∗1 =
 0.5 0.50.625 0.375
 ,P∗2 = [1]
Συμβολίζουμε με λ∗(ji), i = 1, ..., n(i) τις ιδιοτιμές τουP∗i και υpiοθέτουμε piως μpiορούμε
να τις ταξινομήσουμε με τέτοιο τρόpiο ώστε:
λ∗(1i) = 1 > |λ∗(2i)| ≥ |λ∗(2i)|... ≥ |λ∗(n(j)i)|
Οι ιδιοτιμές piου δεν είναι ίσες με 1 θα piρέpiει να είναι διακριτες.
Στα NCD συστήματα η δυναμική συμpiεριφορά του P μpiορεί να piροσεγγισθεί αpiό την
μελέτη του μητρώουP∗. Για να γίνει αυτό, θαpiρέpiει να μελετηθούν στοχαστικά συστήματα
της μορφής y∗>t+1 = y∗>t P∗ και να εξεταστούν οι συνθήκες υpiό τις οpiοίες το μονοpiάτι piου
ακολουθεί η διαδικασία y∗0, y∗1, y∗1... συγκλίνει στο ακριβές y0, y1, y2, .... Θα piρέpiει δηλαδή
να εξεταστεί η συμpiεριφορά του συστήματος στον χρόνο. Για piερισσότερες λεpiτομέρειες
σχετικά με την δυναμική συμpiεριφορά των NCD συστημάτων και την εξέλιξη τους στο
χρόνο θα μpiορούσε κάpiοιος να ανατρέξει στο [8].
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Κεφάλαιο 3
Αλγόριθμοι Κατάταξης
Ο αλγόριθμος NCDawareRank [26, 29], είναι ένας αλγόριθμος κατάταξης piου εκμεταλλεύ-
εται την ιεραρχική διάρθρωση του Παγκόσμιου Ιστού και piατά διαισθητικά στην ιδιότητα
NCD, piροκειμένου να γενικεύσει και να βελτιώσει τόσο piοιοτικά όσο και υpiολογιστικά
τον αλγόριθμο PageRank [5, 31].
Σε αυτό το κεφάλαιο, θα piαρουσιάσουμε αρχικά τον μαθηματικό συλλογισμό του
PageRank, ο οpiοίος θα αpiοτελέσει στη συνέχεια τη βάση της μεθόδου μας. 'Εpiειτα θα
piεριγράψουμε τονNCDawareRank, αpiό τον οpiοίο piηγάζει ουσιαστικά η κεντρική της ιδέα.
Οι δύο αυτοί αλγόριθμοι είναι σχεδιασμένοι ώστε να εξάγουν ένα διάνυσμα κατάταξης
μεταξύ των σελίδων του Παγκόσμιου Ιστού, και μpiορούν να εφαρμοστούν και σε piολλά
άλλα γραφήματα piραγματικού κόσμου.
3.1 Ο αλγόριθμος PageRank
3.1.1 Το μοντέλο του Τυχαίου Περιηγητή
Στη συνέχεια θα piεριγράψουμε τον αλγόριθμο PageRank ακολουθώντας τη συλλογιστική
piορεία του βιβλίου [18].
Ο αλγόριθμος PageRank, των L. Page και S. Brin, συμpiεριφέρεται σαν ένας τυχαίος
piεριηγητής, piου μεταβαίνει αpiό σελίδα σε σελίδα ακολουθώντας τυχαία διαδοχικά links,
χωρίς να τον αpiασχολεί το piεριεχόμενο. Σε κάθε βήμα, μεταβαίνει αpiό την τρέχουσα
κορυφή a σε μία τυχαία εpiιλεγμένη κορυφή piρος την οpiοία δείχνει η a. Για piαράδειγμα
[22, ς. 522], το σχήμα 3.1 piαρουσιάζει τον τυχαίο piεριηγητή στην κορυφή a όpiου μpiορεί
να ακολουθήσει μία αpiό τις τρεις ακμές piρος τις κορυφές b, c και d. Στο εpiόμενο χρονικό
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bc
d
a
1
Σχήμα 3.1: Στιγμιότυpiο τυχαίου piεριpiάτου
βήμα θα piροχωρήσει σε μία αpiό τις τρεις κορυφές με piιθανότητες 1/3 για την καθεμία.
Με βάση αυτή τη λογική, μpiορούμε να κατασκευάσουμε ένα μητρώο piιθανοτήτων
μετάβασης H το οpiοίο piροκύpiτει αpiό την κανονικοpiοίηση κατά γραμμές του μητρώου
γειτνίασης του γραφήματος Ιστού. Το μητρώο αυτό είναι υpiοστοχαστκό καθώς οι μη
μηδενικές γραμμές του είναι στοχαστικές. Το H δίνεται αpiό τον τύpiο
Hu,v =
 1du αν υpiάρχει ακμή αpiο το υ στο0 αλλιώς
όpiου συμβολίζουμε με Gu το σύνολο των κορυφών piου μpiορούμε να εpiισκεφθούμε με ένα
βήμα αpiό την u και με du τον βαθμό εξόδου της u.
Τι συμβαίνει όμως με τις μηδενικές γραμμές; Τι συμβαίνει δηλαδή, όταν η κορυφή piου
βρίσκεται ο τυχαίος piεριηγητής δεν έχει εξερχόμενες ακμές ή ακόμη όταν εγκλωβιστεί
σε κάpiοιον βρόγχο; Για να αντιμετωpiίσουν ένα τέτοιο ενδεχόμενο οι L. Page και S. Brin,
έδωσαν στον τυχαίο piεριηγητή τη δυνατότητα τηλεμεταφοράς. Με την τηλεμεταφορά,
μpiορεί να μεταφερθεί αpiό μια κορυφή σε οpiοιαδήpiοτε άλλη κορυφή του γραφήματος
Ιστού. Αυτό θα μpiορούσε να το καταφέρει στην piράξη piληκτρολογώντας αpiευθείας ένα
URL στη γραμμή διευθύνσεων του φυλλομετρητή του. Ο piροορισμός μιας τηλεμεταφοράς
εpiιλέγεται ομοιόμορφα και τυχαία αpiό όλες τις σελίδες. Με άλλα λόγια, αν το piλήθος
των κορυφών του γραφήματος είναι n, η τηλεμεταφορά μεταφέρει τον τυχαίο piεριηγητή
σε κάθε κορυφή (συμpiεριλαμβανομένης και της τρέχουσας κορυφής) με piιθανότητα 1/n.
Στην ανάθεση της βαθμολογίας PageRank σε κάθε κορυφή του γραφήματος Ιστού, η
δυνατότητα της τηλεμεταφοράς χρησιμοpiοιείται με δύο τρόpiουσ:
• 'Οταν ο τυχαίος piεριηγητής βρεθεί σε κορυφή χωρίς εξερχόμενες ακμές δεν έχει
εpiιλογές μετάβασης. 'Αρα θα piρέpiει να χρησιμοpiοιήσει τηλεμεταφορά. Για να γίνει
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αυτό εφικτό οι γραμμές του H piου είναι ίσες με 0> θα piρέpiει να αντικατασταθούν
με 1ne>, ώστε το H να γίνει στοχαστικό μητρώο.
• Σε κάθε κορυφή με εξερχόμενες ακμές, ενεργοpiοιεί την τηλεμεταφορά με piιθα-
νότητα 1 − ϸ ή συνεχίζει τον τυχαίο piερίpiατο με piιθανότητα ϸ, όpiου ϸ είναι μια
σταθερή piαράμετρος εpiιλεγμένη εκ των piροτέρων και ισχύει 0 ≤ ϸ ≤ 1. 'Ετσι, θα
εξασφαλιστεί και η piρωταρχικότητα του H.
Με βάση τις piαραpiάνω διορθώσεις στον τυχαίο piερίpiατο, θεωρούμε ένα μητρώο S
piου εκφράζει τοH μετά την αντικατάσταση των 0> γραμμών του, δηλαδή S = H+a( 1ne>),
όpiου ai = 1 αν η κορυφή i δεν έχει εξερχόμενες ακμές και ένα ομοιόμορφο μητρώο
τηλεμεταφοράς E = 1nee>. Το τελικό μητρώο piου piροκύpiτει αpiό τον συνδυασμό τυχαίου
piεριpiάτου και τηλεμεταφοράς, το λεγόμενο μητρώο της Google [18, ς. 37], είναι το εξής
G = ϸS + (1 − ϸ)E. (3.1)
3.1.2 Ο υpiολογισμός του διανύσματος PageRank
Η piροσαρμογή piρωταρχικότητας piου piεριγράψαμε στην piροηγούμενη υpiοενότητα έχει
τις εξής συνέpiειες [18, ς. 38]:
• ΤοG είναι στοχαστικό. Αpiοτελεί κυρτό μητρώο δύο στοχαστικών μητρώων S και E.
• Το G είναι αμείωτο. Η μη μειωσιμότητα εξασφαλίζεται άμεσα, αφού κάθε κορυφή
συνδέεται άμεσα με όλες τις άλλες.
• Το G είναι μη piεριοδικό. Η μη piεριοδικότητα οφείλεται στους ιδιοβρόγχους του
γραφήματος.
• ΤοG είναι piρωταρχικό, διότι υpiάρχει ακέραιος k τέτοιος ώστεGk > 0 (και μάλιστα
αυτό ισχύει ήδη για k = 1). Αυτό συνεpiάγεται ότι υpiάρχει ένα μοναδικό θετικό
διάνυσμαpi> και ότι αν μια δυναμομέθοδος εφαρμοστεί στοG, θα συγκλίνει σίγουρα
σε αυτό το διάνυσμα.
• ΤοG είναι αpiολύτως piυκνό, piράγμα ιδιαίτερα δυσάρεστο αpiό υpiολογιστικής piλευ-
ράς. Ευτυχώς, όμως, τοG μpiορεί να γραφτεί ως ενημέρωση piρώτης τάξης στο piολύ
αραιό μητρώο υpiερσυνδέσμων H.
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G = ϸS + (1 − ϸ)1
n
ee>
= ϸ(H +
1
n
ae>) + (1 − ϸ)1
n
ee>
= ϸH + (ϸa + (1 − ϸ)e)1
n
e>.
(3.2)
Εν ολίγοις, η piροσαρμοσμένη μέθοδος PageRank της Google εκφράζεται αpiό την εpiα-
ναληpiτική εξίσωση
pi(k+1)> = pi(k)>G (3.3)
δηλαδή είναι μια δυναμομέθοδος εφαρμοσμένη στο μητρώο της Google.
Η δυναμομέθοδος είναι μια αpiό τις piαλαιότερες και αpiλούστερες εpiαναληpiτικές
μεθόδους εύρεσης των εpiικρατών ιδιοτιμών και ιδιοδιανυσμάτων ενός μητρώου και εpiο-
μένως μpiορεί να χρησιμοpiοιηθεί για την εύρεση του σταθερού διανύσματος μιας αλυσίδας
Markov (το σταθερό διάνυσμα δεν είναι τίpiοτα άλλο piαρά το εpiικρατές αριστερό ιδιοδιά-
νυσμα του μητρώου piιθανοτήτων μετάβασης). Ωστόσο, είναι εξαιρετικά αργή και η piιο
αργή σε σχέση με άλλες εpiαναληpiτικές μεθόδους (Gauss-Seidel, Jacobi [33], και λοιpiά).
Οι λόγοι εpiιλέχθηκε η μέθοδος αυτή, είναι γιατί είναι piολύ αpiλή, και εpiιpiλέον αν
εφαρμοστεί στο G, όpiως στην εξίσωση 3.3, μpiορεί τελικά να εκφραστεί μέσω του piολύ
αραιού μητρώου H
pi(k+1)> = pi(k)>G
= ϸpi(k)>S + (1 − ϸ)1
n
pi(k)>ee>
= ϸpi(k)>H + (ϸpi(k)>a + (1 − ϸ))1
n
e>.
(3.4)
Οι piολλαpiλασιασμοί MV (pi(k)>H) αφορούν το ιδιαίτερα αραιό μητρώοH. Τα S καιG δεν
χρειάζεται να υpiολογιστούν ούτε να αpiοθηκευτούν. Το μόνο piου χρειάζεται είναι τα δια-
νύσματα τάξης ένα a και e αpiό τα οpiοία σχηματίζονται τα μητρώα αυτά. Υpiενθυμίζουμε
ότι κάθε piολλαpiλασιασμός MV έχει piολυpiλοκότητα O(n) [18, ς. 40].
'Οσοναφοράστη σύγκλιση, η δυναμομέθοδος όταν εφαρμόζεται στο μητρώο τηςGoogle
G αpiαιτεί μόνο 50 piερίpiου εpiαναλήψεις για να συγκλίνει. Υpiάρχει κάτι στη δομή του G
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piου δικαιολογεί αυτήν την ταχεία σύγκλιση και την εξήγηση τη δίνει η θεωρία Markov.
'Οταν η δυναμομέθοδος εφαρμόζεται σε έναν μητρώο, ο ασυμpiτωτικός ρυθμός σύγκλισης
της εξαρτάται αpiό τον λόγο των δύο μεγαλύτερων κατά μέτρο ιδιοτιμών, λ1 και λ2. Για
την ακρίβεια ο ασυμpiτωτικός ρυθμός σύγκλισης είναι ο ρυθμός με τον οpiοίο |λ2/λ1|k → 0.
Για στοχαστικά μητρώα, όpiως το G έχουμε λ1 = 1 και εpiομένως η σύγκλιση καθορίζεται
αpiό το |λ2|. Δεδομένου ότι το G είναι piρωταρχικό, έχουμε |λ2| < 1. Ο αριθμητικός
υpiολογισμός της ιδιοτιμής λ2 ενός μητρώου έχει μεγάλο υpiολογιστικό κόστος και δεν
αξίζει να υpiολογιστεί μόνο και μόνο για να γίνει μια εκτίμηση του ασυμpiτωτικού ρυθμού
σύγκλισης.
Θεώρημα 3.1.1 (Υpiοεpiικρατής ιδιοτιμή του μητρώου της Google). Για το μητρώο της
Google G = ϸS + (1 − ϸ) 1nee>,
|λ2(G)| ≤ ϸ.
Σε piερίpiτωση piου |λ2(S)| = 1 (το οpiοίο συμβαίνει συχνά λόγω της μειωσιμότητας του S),
έχουμε ότι |λ2(G)| = ϸ. Εpiομένως, ο ασυμpiτωτικός ρυθμός σύγκλισης της δυναμομεθόδου
PageRank της εξίσωσης 3.4 είναι ο ρυθμός με τον οpiοίο ϸk → 0.
Στα άρθρα τους [5, 31], οι S. Brin και L. Page χρησιμοpiοιούν την τιμή ϸ = 0.85 και
αιτιολογούν αναλυτικά την εpiιλογή τους αυτή.
3.1.3 Αδυναμίες
Παρόλο piου ο PageRank έχει αpiοδειχθεί piως είναι ένας αpiό τους piιο αpiοδοτικούς αλγο-
ρίθμους κατάταξης στον Παγκόσμιο Ιστό piαρουσιάζει αρκετές αδυναμίες. Μία αpiό αυτές
είναι η ευαισθησία του στο link spamming, το οpiοίο piεριλαμβάνει την σκόpiιμη δημιουργία
μεγάλου αριθμού σελίδων οι οpiοίες δείχνουν σε μία συγκεκριμένη σελίδα, με στόχο την
τεχνητή ενίσχυση της βαθμολογίας της τελευταίας [30].
'Αλλη μια αδυναμία, piροέρχεται αpiό το γεγονός ότι το γράφημα Ιστού είναι εξαιρετικά
αραιό. Σύμφωναμε τις ερευνητικές εργασίες [16, 3, 6] και άλλες μεταγενέστερες, ο αριθμός
των υpiερσυνδέσμων ανά σελίδα ακολουθεί έναν εκθετική νόμο, σύμφωνα με τον οpiοίο
το συνολικό piλήθος των σελίδων με βαθμό εισόδου i είναι ανάλογο piρος το 1/iα, με το α
να αναφέρεται αpiό τις piερισσότερες μελέτες να είναι 2.1. Αυτό οδηγεί σε αρκετά αραιό
μητρώο υpiερσυνδέσμων. Εpiιpiλέον, τέτοιου είδους κατανομές κάνουν τις piιθανότητες
piου piαράγονται μέσω του PageRank να μειώνονται piάλι σύμφωνα με τον εκθετικό νόμο,
καθιστώντας αδύνατο σε ορισμένες σελίδες να αpiοκτήσουν μια λογική βαθμολογία, ειδικά
όταν αυτές είναι νεοεισερχόμενες [26].
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3.2 Ο αλγόριθμος NCDawareRank
3.2.1 Αξιοpiοιώντας την Σχεδόν Πλήρη Αναλυσιμότητα
Ο στόχος των συγγραφέων των [26, ;], ήταν να piαρουσιάσουν μια νέα piροσέγγιση, piου
εκμεταλλεύεται το γεγονός ότι ο Παγκόσμιος Ιστός μpiορεί να θεωρηθεί NCD σύστημα,
ώστε να piαράγουν καλύτερης piοιότητας κατάταξη σε σχέση με τον PageRank. Η ιδέα
piάνω στην οpiοία στηρίχτηκε ο NCDawareRank, είναι ότι η ιεραρχική διάρθρωση του
χώρου των σελίδων θα μpiορούσε να αpiεικονιστεί και στο τελικό μητρώο. Για λόγους
piου piεριγράφονται αναλυτικά στις ερευνητικές εργασίες [26, 14, 4], η βασική μονάδα
διαίρεσης του χώρου των σελίδων είναι ο ιστότοpiος, έτσι οι σελίδες piου ανήκουν στον ίδιο
ιστότοpiο θεωρείται ότι αpiοτελούν ένα NCD block.
Πιο συγκεκριμένα, γίνεται η υpiόθεση piως ο τυχαίος piεριηγητής έχει μεγαλύτερη piιθα-
νότητα να μεταβεί μέσω της γραμμής διευθύνσεων σε κάpiοια σελίδα piου ανήκει στο ίδιο
ή σε κάpiοιο αpiό τα γειτονικά NCD blocks. Με αυτόν τον τρόpiο, η ύpiαρξη εξερχόμενου
υpiερσυνδέσμου εκτός του ότι ενισχύει τη βαθμολογία της σελίδας piρος την οpiοία δείχνει,
ενισχύει και τη βαθμολογία των σελίδων piου ανήκουν στο ίδιο και σε γειτονικά NCD
blocks.
Η ίδια λογική ακολουθείται στα [27, 28], όpiου οι ίδιοι συγγραφείς piροτείνουν ένα top-N
recommendation piλαίσιο, το οpiοίο εκμεταλλεύεται τηνκρυμμένη ιεραρχικήδομή του χώρου
των αντικειμένων piου εφαρμόζεται αντιμετωpiίζοντας έτσι το piρόβλημα της αραιότητας.
Μάλιστα, τονίζουν piως η piλειοψηφία των αραιών γραφημάτων του piραγματικού κόσμου
κρύβει μια ιεραρχική δομή αpiό NCD blocks.
3.2.2 Το Μοντέλο NCDawareRank
Η βασική ιδέα piίσω αpiό τον αλγόριθμο είναι να αpiεικονιστεί με κάpiοιον τρόpiο στο τελικό
μητρώο η φυσική NCD ιδιότητα του Παγκόσμιου Ιστού. Αυτή η αpiεικόνιση γίνεται στο
μητρώο τηλεμεταφοράς.
Με τη χρήση piαρόμοιας μαθηματικής διατύpiωσης με την ενότητα 3.1 το αντίστοιχο
μητρώο G διαμορφώνεται ως εξής
G = ηS + µM + (1 − µ − η)E (3.5)
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Το μητρώο E = 1nee>, όpiως είναι φανερό, είναι όμοιο με το μητρώο τηλεμεταφοράς
της μεθόδου PageRank. Η piαράμετρος µ, με 0 > µ > 1−η εpiιλέγεται έτσι ώστε να ρυθμίσει
το κατά piόσο ο τυχαίος piεριηγητής εpiιλέγει να μεταβεί αpiό τη γραμμή διευθύνσεων σε
σελίδα ενός γειτονικού block ή σε μία οpiοιαδήpiοτε σελίδα τυχαία. Οι piαράμετροι piου θα
χρησιμοpiοιήσουμε για να piεριγράψουμε το μοντέλο είναι οι εξής
• 'ΕστωW το σύνολο των κορυφών του γραφήματος και n = |W|.
• Συμβολίζουμε, με u μια κορυφή piου ανήκει στοW, με Gu το σύνολο των κορυφών
piου μpiορούμε να εpiισκεφθούμε με ένα βήμα αpiό την u και με du τον βαθμό εξόδου
της u.
• Θεωρούμε ένα σύνολο διαμερίσεων A1,A2, ...,AN τουW. Κάθε τέτοιο υpiοσύνολο
Ai ορίζει ένα NCD block. Είναι piροφανές ότι για κάθε κορυφή u ∈ W υpiάρχει
μοναδικό K τέτοιο ώστε u ∈ AK .
• Συμβολίζουμε Xu το σύνολο των NCD blocks piου ανήκει μια κορυφή u και οι γειτο-
νικές κορυφές, δηλαδή,
Xu = ⋃
w∈(u∪Gu )
A(w)
• Τέλος, με Nu συμβολίζουμε τον αριθμό των διαφορετικών NCD block στο Xu .
Για να εξηγήσουμε την αλλαγή στη συμpiεριφορά του τυχαίου piεριηγητή, θεωρούμε
piως το μητρώο μεταβάσεων S είναι μpiορεί να αναλυθεί σε N υpiοσυστήματα. 'Εστω piως
ο τυχαίος piεριηγητής βρίσκεται σε μία σελίδα u piου ανήκει σε ένα block του S. Τότε,
θεωρούμε piωσ:
• με piιθανότητα η ο piεριηγητής θα ακολουθήσει κάpiοιον αpiό τους εξερχόμενους
υpiερσυνδέσμους ομοιόμορφα και με piιθανότητα 1/du .
• με piιθανότητα 1−η θα μεταφερθεί μέσω της γραμμής διευθύνσεων σε μία νέα σελίδα
και συγκεκριμένα:
– με piιθανότητα µ θα μεταβεί σε μία σελίδα του ίδιου block, ή σε μια σελίδα ενός
γειτονικού block.
– με piιθανότητα 1 − η − µ μεταβαίνει σε μία οpiοιαδήpiοτε σελίδα.
Μpiορούμε να εκφράσουμε το μητρώο της εξίσωσης 3.5 σε μορφή piιο βολική για τον
υpiολογισμό της δυναμομεθόδου ως εξής
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G = ηS + ηM + (1 − η − µ)1
n
ee>
= η(H +
1
n
αe>) + µM + (1 − η − µ)1
n
ee>
= ηH + µM + (αη + (1 − η − µ)e)1
n
e>.
(3.6)
όpiου τα μητρώα H καιM είναι αραιά και τα στοιχεία τους ορίζονται ωσ:
Hu,v =

1
du
, αν v ∈ Gu
0, αλλιώς.
και
Mu,v =

1
Nu |A(v) | , αν v ∈ Xu
0, αλλιώς.
Η piροσθήκη του μητρώου M εκτός αpiό την piοιοτική βελτίωση piου piροσφέρει, αφού
εκφράζει piιο ρεαλιστικά τη συμpiεριφορά των piεριηγητών του Ιστού, βοηθάει και υ-
piολογιστικά. 'Οpiως είpiαμε, το μητρώο Google, G, θεωρείται NCD λόγω των φυσικών
χαρακτηριστικών της αυτοοργάνωσης του Παγκόσμιου Ιστού. Ουσιαστικά, το μητρώοM
συμβάλλει στο να αpiεικονιστεί και στο μητρώο τηλεμεταφοράς η φυσική NCD ιδιότητα
του Ιστού.
Σύμφωνα με τα piαραpiάνω η δυναμομέθοδος διαμορφώνεται ως εξής
pi(k+1)> = pi(k)>G
= ηpi(k)>S + µpi(k)>M + (1 − η − µ)1
n
pi(k)>ee>
= ηpi(k)>H + µpi(k)>M + (ηpi(k)>a + (1 − η − µ))1
n
e>.
(3.7)
Ο υpiολογισμός της κατανομής piιθανοτήτων σταθερής κατάστασης γίνεται με τη χρήση
της δυναμομεθόδου. 'Οpiως είναι ήδη γνωστό αpiό το θεώρημα 3.1.1, ο ρυθμός σύγκλισης
της δυναμομεθόδου όταν εφαρμόζεται σε στοχαστικά μητρώα εξαρτάται αpiό το μέτρο της
υpiοεpiικρατούς ιδιοτιμής λ2. Πιο συγκεκριμένα, ο ασυμpiτωτικός ρυθμός σύγκλισης είναι
ο ρυθμός κατά τον οpiοίο, |λ2/λ1|k → 0. Το ακόλουθο θεώρημα διατυpiώνεται στο [26] και
θέτει το άνω φράγμα της υpiοεpiικρατούς ιδιοτιμής του μητρώου G του NCDawareRank.
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Θεώρημα 3.2.1. Η υpiοεpiικρατής ιδιοτιμή του μητρώου G, piου χρησιμοpiοιείται αpiό τον
NCDawareRank αλγόριθμο και ορίζεται σύμφωνα με την εξίσωση 3.5, έχει άνω φράγμα
η + µ.
Είναι σημαντικό να piαρατηρήσουμε piως ο PageRank θα μpiορούσε να θεωρηθεί υpiο-
piερίpiτωση του NCDawareRank με δύο τρόpiουσ:
• 'Οταν υpiάρχει ένα μοναδικό μpiλοκ piου piεριλαμβάνει όλες τις κορυφές, το M συμ-
piίpiτει με το μητρώο τηλεμεταφοράς E.
• 'Οταν έχουμε K NCD blocks, το καθένα αpiό τα οpiοία piεριλαμβάνει μια κορυφή, το
M συμpiίpiτει με το μητρώο υpiερσυνδέσμων H.
Στις δύο αυτές ακραίες piεριpiτώσεις, ο NCDawareRank αλγόριθμος συμpiεριφέρεται όpiως
ο PageRank. 'Αρα θα έλεγε κανείς piως ο NCDawareRank αpiοτελεί γενίκευση του PageRank
.
3.2.3 Πλεονεκτήματα
Ο αλγόριθμος NCDawareRank piαρουσιάζει μικρότερη ευαισθησία σε piροβλήματα piου
piροκαλούνται αpiό την αραιότητα του εκάστοτε γραφήματος στο οpiοίο εφαρμόζεται και
αντιμετωpiίζει τις νέες κορυφές, piου δεν έχουν piολλές εισερχόμενες ακμές piιο δίκαια.
Τέλος, ένα ακόμη σημαντικό piλεονέκτημα είναι piως μετριάζει το φαινόμενο του link
spamming.
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Κεφάλαιο 4
Κατάταξη σε διμερή γραφήματα
Στο κεφάλαιο αυτό, θα μελετήσουμε το piρόβλημα της κατάταξης σε διμερή γραφήματα
και θα piροτείνουμε έναν νέο αλγόριθμο κατάταξης piου θα ονομάσουμε BipartiteRank. Ο
αλγόριθμος αυτός, εκμεταλλεύεται την ιδιαίτερη block δομή των διμερών γραφημάτων
και εισάγει ένα block-wise μητρώο τηλεμεταφοράς, διαφορετικό αpiό αυτό του PageRank,
μιμούμενος κατά κάpiοιον τρόpiο τον NCDawareRank.
Αρχικά, θα δώσουμε κάpiοιους χρήσιμους ορισμούς και θα piεριγράψουμε την δομή
του τυχαίου piεριpiάτου σε διμερή γραφήματα δίνοντας piαραδείγματα και τις αpiαραίτητες
αpiοδείξεις. 'Εpiειτα, θα σχολιάσουμε θεωρητικά την ταχύτητα σύγκλισης του αλγορίθμου
μας, η οpiοία είναι κατά piολύ μεγαλύτερη αpiό αυτή του PageRank και θα εξηγήσουμε
αναλυτικά το piως piροκύpiτει αυτό το αpiοτέλεσμα.
4.1 Μοντελοpiοίηση
4.1.1 Ορισμοί
'Ενα διμερές γράφημα είναι ένα γράφημα, του οpiοίου οι κορυφές μpiορούν να διαιρεθούν
σε δύο σύνολα V και U τέτοια ώστε να μην υpiάρχει ακμή piου να συνδέει μεταξύ τους
δύο κορυφές του ίδιου συνόλου. Πίο τυpiικά, ένα διμερές γράφημαB μpiορεί να οριστεί ως
B = (U ∪V,EB), όpiουU = {u1, u2, ..., um} ,V = {v1, v2, ..., vn},U ∩V = ∅, EB ⊂ V ×U
και EB,U,V , ∅. 'Ενα γενικό piαράδειγμα φαίνεται στο σχήμα 4.1. Δεδομένης μιας
κορυφής i, θα συμβολίσουμε
• με N το piλήθος των κορυφών του B.
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Σχήμα 4.1: Διμερές γράφημα
• με Di το σύνολο των γειτονικών κορυφών της i, και με di = |Di | τον βαθμό εξόδου
της i.
• μεXi το σύνολο piου piεριλαμβάνει την i, δηλαδή την i και όλες τις υpiόλοιpiες κορυφές
piου ανήκουν στο ίδιο σύνολο με την i, και με xi = |Xi | το piλήθος των κορυφών του
συνόλου.
Ας θεωρήσουμε έναν piεριηγητή piου ξεκινά αpiό μια κορυφή και εκτελεί έναν τυχαίο
piερίpiατο σε ένα διμερές γράφημα. Ο piεριηγητής σε κάθε βήμα μεταβαίνει αpiό την
τρέχουσα κορυφή, σε κάpiοια αpiό τις γειτονικές κορυφές με ομοιόμορφη piιθανότητα.
Είναι φανερό piως οι εpiιλογές piου έχει βρίσκονται στο αντίθετο σύνολο κάθε φορά, με
συνέpiεια σε άρτια βήματα να μεταβαίνει σε κορυφές του συνόλου U και σε piεριττά σε
κορυφές του συνόλου V ή το αντίστροφο. Την ταλάντωση αυτή υpiαγορεύουν αφενός
η δομή του γραφήματος και αφετέρου η piεριοδικότητα του, αφού ένα διμερές γράφημα
είναι piεριοδικό με piερίοδο 2. 'Ολοι οι κύκλοι του γραφήματος έχουν μήκος piολλαpiλάσιο
του 2.
Η ιδιαιτερότητα αυτή αpiεικονίζεται και στο μητρώο μεταβάσεωνH, το οpiοίο διαιρείται
σε τέσσερα blocks . Δύο μηδενικά τετραγωνικά blocks στην κύρια διαγώνιο, και αυτό γιατί
δεν υpiάρχουν ακμές μεταξύ κορυφών του ίδιου συνόλου, και δύο μη μηδενικά ανάστροφα
blocks , τα οpiοία piεριλαμβάνουν τις ακμές μεταξύ κορυφών piου ανήκουν σε διαφορετικό
σύνολο. Το H ορίζεται ακριβώς όpiως και στον PageRank ωσ:
Hi,j =
 1di αν j ∈ Di0 αλλιώς
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Στην ενότητα 2.1 αναφέραμε piως τα φαινόμενα της piεριοδικότητας και της μειωσιμό-
τητας είναι ανεpiιθύμητα στις μεθόδους PageRank και NCDawareRank και διορθώνονται
με τη βοήθεια του μητρώου τηλεμεταφοράς E. Το μητρώο αυτό μεταφέρει τον piεριηγητή
σε οpiοιαδήpiοτε κορυφή του γραφήματος με ομοιόμορφη piιθανότητα. Στη μέθοδο μας,
εισάγουμε ένα άλλο είδος τηλεμεταφοράς piου βασίζεται στη block δομή του γραφήμα-
τος. Ο piροορισμός της τηλεμεταφοράς θεωρούμε ότι εpiιλέγεται ομοιόμορφα και τυχαία
αpiό όλες τις κορυφές του τρέχοντος block κάθε φορά. Με άλλα λόγια, αν ο piεριηγητής
βρίσκεται στην κορυφή i, τότε η τηλεμεταφορά θα τον μεταφέρει σε κάθε κορυφή του Xi
με piιθανότητα 1/xi . Θα μpiορούσε εpiίσης να μεταφερθεί και στην τρέχουσα θέση του με
piιθανότητα 1/xi .
Η ιδέα του διαφορετικού ορισμού τηλεμεταφοράς piροήλθε αpiό τον ορισμό του NC-
DawareRank, ο οpiοίος ουσιαστικά διαφοροpiοιήθηκε αpiό τα κλασικά μοντέλα τηλεμετα-
φοράς εκμεταλλευόμενος και την block δομή του γραφήματος υpiερσυνδέσμων μέσω του
μητρώου M. 'Ετσι, μας οδήγησε στην ανάpiτυξη μιας piαρόμοιας piροσέγγισης σε διμερή
γραφήματα, μιας και η block δομή τους είναι κάτι piαραpiάνω αpiό piαρατηρήσιμη. Α-
ξίζει εδώ να σημειώσουμε piως η τηλεμεταφορά στον NCDawareRank έχει δομική αλλά
και ερμηνευτική σημασία, piου τεκμηριώνεται piλήρως αpiό διάφορες μελέτες piου έχουν
γίνει στο piαρελθόν (βλέpiε ενότητα 3.2). Ωστόσο, η piροσέγγιση μας σε διμερή γραφήματα
κληρονομεί μόνο τη δομική και όχι την ερμηνευτική σημασία, διότι ουσιαστικά δίνουμε
τη δυνατότητα στον piεριηγητή να μεταβεί σε κορυφές του ίδιου block, ενέργεια piου δεν
συμpiεριλαμβάνεται στον ορισμό του διμερούς γραφήματος (διότι δεν υpiάρχουν μεταβά-
σεις μεταξύ κορυφών του ίδιου συνόλου) και συνεpiώς δε θα μpiορούσε να δικαιολογηθεί
ερμηνευτικά. Θα κατασκευάσουμε το μητρώο M του οpiοίου το ijth στοιχείο ορίζεται ως
εξής
Mi,j =
 1xi αν j ∈ Xi0 αλλιώς
Το μητρώοM έχει piαρόμοια μορφή και οργάνωση με τοH, μόνο piου σε αυτή την piερί-
piτωση τα block της κύριας διαγωνίου piεριλαμβάνουν τις ομοιόμορφες αλληλεpiιδράσεις
piου piροστίθενται μεταξύ κορυφών του ίδιου συνόλου, ενώ τα blocks εκτός της κύριας
διαγωνίου είναι μηδενικά.
Για να εκφράσουμε τη συνολική συμpiεριφορά του τυχαίου piεριηγητή σε αυτή τη διμερή
piροσέγγιση θα κατασκευάσουμε ένα νέο μητρώο:
P = ϸH + (1 − ϸ)M. (4.1)
Θα μpiορούσαμε αντί για το H να χρησιμοpiοιήσουμε το S το οpiοίο piροκύpiτει μετά αpiό
piροσαρμογή στοχαστικότητας στο H (βλέpiε ενότητα 3.1.1), ωστόσο αφού το γράφημα
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Σχήμα 4.2: Προσαρμογή του τυχαίου piεριpiάτου στο διμερές γράφημα του σχήματος 4.1
piροσθέτοντας μεταβάσεις (διακεκομμένα βέλη) μεταξύ κορυφών piου ανήκουν στο ίδιο
σύνολο.
είναι μη κατευθυνόμενο, μpiορούν να piροκύψουν μηδενικές γραμμές μόνο σε piερίpiτωση
piου υpiάρχουν εκκρεμείς κορυφές. Θεωρούμε piως δεν έχει νόημα να συμpiεριλάβουμε αυ-
τές τις κορυφές στο μοντέλο. Εpiιpiλέον, το μητρώο E δεν συμμετέχει ούτε κατά ένα μικρό
piοσοστό στη διαμόρφωση της τελικής συμpiεριφοράς του piεριηγητή όpiως στους αλγορίθ-
μους PageRank και NCDawareRank. 'Οpiως θα αpiοδείξουμε στη συνέχεια, η συμμετοχή του
μητρώου M στη διαμόρφωση του τελικού μητρώου P εξασφαλίζει ότι το τελευταίο είναι
piρωταρχικό.
Θεώρημα 4.1.1. Η αλυσίδα Markov piεpiερασμένων καταστάσεων με μητρώο piιθανοτήτων
μετάβασης το P, είναι αμείωτη και μη piεριοδική (εργοδική).
Αpiόδειξη. Θεωρούμε ένα γράφημα G = (U ∪V,E), όpiου U ∩V = ∅ και U,V , ∅. Τα
υpiογραφήματα GU = (U,EU) και GV = (V,EV) είναι piλήρη γραφήματα με εpiιpiλέον
ιδιοβρόγχους σε κάθε κορυφή και piροέκυψαν αpiό τις εpiιpiρόσθετες ακμές piου piροστέθη-
καν στο συνολικό γράφημα μέσω του μητρώουM. Το B = (V ×U,EB) είναι ένα διμερές
γράφημα piου εκφράζεται αpiό το μητρώο H. Ορίζουμε το σύνολο των κορυφών E ως
E = (EU ∪ EV ∪ EB) με EB , ∅. Το γράφημα piου μόλις piεριγράψαμε φαίνεται στο σχήμα
4.2.
Λήμμα 4.1.1. Μια αλυσίδα Markov piεpiερασμένων καταστάσεων είναι αμείωτη αν το γρά-
φημα piου την αναpiαριστά είναι ένα ισχυρά συνδεδεμένο γράφημα.
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Λήμμα 4.1.2. 'Ενα μη κατευθυνόμενο γράφημα είναι ισχυρά συνδεδεμένο όταν δεν υpiάρχει
διαμέριση των κορυφών του σε δύο σύνολα I και J , τέτοια ώστε να μην υpiάρχει καμία
ακμή μεταξύ των δύο συνόλων.
'Εστω ότι το γράφημα G δεν είναι ισχυρά συνδεδεμένο. Θα piρέpiει να αpiοδείξουμε
piως υpiάρχει διαμέριση του G = (I,J) όpiου I∩J = ∅, ώστε να μην υpiάρχει ακμή piου να
ενώνει δύο κορυφές i και j, όpiου i ∈ I και j ∈ J (λήμματα 4.1.1 και 4.1.2). Διακρίνουμε
τις εξής piεριpiτώσεισ:
1. 'Εστω I = U καιJ = V. Τότε υpiάρχει τουλάχιστον μια ακμή μεταξύ I καιJ , αφού
E = (EU ∪ EV ∪ EB) με EB , ∅ αpiό τον ορισμό των γραφημάτων G και B.
2. 'Εστω I = {v} όpiου v ∈ V. Συνεpiώς, J = U ∪V − {v}. Τότε, υpiάρχει τουλάχιστον
μία ακμή μεταξύ των συνόλων I καιJ , αφού τοGV είναι ένα piλήρες γράφημα. Αpiό
αυτό συνεpiάγεται piως υpiάρχουν ακμές piου συνδέουν την v με όλες της κορυφές
τουV− {v} οι οpiοίες ανήκουν στο σύνολο J . Σημειώνουμε piως η piερίpiτωση piου η
κορυφή v είναι η μοναδική κορυφή του συνόλουV έχει ήδη ελεγχθεί στο 1.
3. 'Εστω I = {u} όpiου u ∈ U. Συνεpiώς, J = V ∪U − {u}. Τότε, υpiάρχει τουλάχιστον
μία ακμή μεταξύ των συνόλων I καιJ , αφού τοGU είναι ένα piλήρες γράφημα. Αpiό
αυτό συνεpiάγεται piως υpiάρχουν ακμές piου συνδέουν την u με όλες της κορυφές
του U − {u}, οι οpiοίες ανήκουν στο σύνολο J . Σημειώνουμε piως η piερίpiτωση piου
η κορυφή u είναι η μοναδική κορυφή του συνόλουU έχει ήδη ελεγχθεί στο 1.
Είναι piροφανές ότι οpiοιαδήpiοτε άλλη piερίpiτωση οδηγεί εpiίσης σε άτοpiο. 'Αρα το
γράφημα G είναι ισχυρά συνδεδεμένο και η αντίστοιχη αλυσίδα Markov piου piεριγράφει
τον τυχαίο piερίpiατο σε ένα διμερές γράφημα είναι αμείωτη.
Λήμμα 4.1.3. Σε μια αμείωτη αλυσίδα Markov, όλες οι καταστάσεις έχουν την ίδια piερίοδο.
Λήμμα 4.1.4. Μια αμείωτη αλυσίδα Markov είναι μη piεριοδική αν τουλάχιστον μια αpiό τις
καταστάσεις της είναι μη piεριοδική.
Αpiό τον ορισμό του γραφήματος G, λόγω των ιδιοβρόγχων piου υpiάρχουν στα GU =
(U,EU) και GV = (V,EV) υpiάρχει τουλάχιστον μια κορυφή με piεριοδικότητα 1 (μη
piεριοδική κορυφή). 'Αρα το γράφημα αναpiαριστά μια μη piεριοδική αλυσίδα Markov
(λήμμα 4.1.4).
Τέλος, αφού αναφερόμαστε σε αλυσίδες Markov piεpiερασμένων καταστάσεων, η μη
μειωσιμότητα και μη piεριοδικότητα εξασφαλίζουν piως η αλυσίδα είναι εργοδική, δηλαδή
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σύμφωναμε το θεώρημα2.2.1 συγκλίνει σε μια μοναδική σταθερή κατανομήpiιθανοτήτων.

Σύμφωνα με το piρώτο σκέλος του θεωρήματος 2.1.4 ένα μητρώο μη αρνητικό, αμείωτο
piου έχει μια ιδιοτιμή piάνω στον φασματικό κύκλο (μη piεριοδικό) είναι piρωταρχικό. Το
P piληρεί τις piροϋpiοθέσεις αυτές αφού είναι στοχαστικό, αμείωτο και μη piεριοδικό 4.1.1.
Συνεpiώς το P είναι ένα piρωταρχικό μητρώο.
Αpiοθήκευση Μητρώων
Το μητρώο μεταβάσεων έχει μια block μορφή και γράφεται
H =
 0 LLᵀ 0

όpiου με L συμβολίζουμε το μητρώο μεταβάσεων αpiό το σύνολο U στο V και με Lᵀ το
μητρώο μεταβάσεων αpiό το σύνολο V στο U αντίστοιχα. Το H μpiορεί να piεριγραφεί
piλήρως αpiό το L, του οpiοίου ο αριθμός των μη αρνητικών στοιχείων φράσσεται αpiό το
n ·m.
Εpiιpiλέον, το μητρώο M δεν χρειάζεται να αpiοθηκευτεί καθόλου αφού οι τιμές του
εξαρτώνται μόνο αpiό τα μεγέθη των blocks. Μpiορεί όμως piρακτικά να εκφραστεί και ως
γινόμενο δύο αραιών μητρώων (όpiως στο [26]), δηλαδή M = RA. Το μητρώο A ∈ R2×N
ορίζεται ωσ:
A =
eᵀn 00 eᵀm

όpiου eᵀ|K| εκφράζει ένα διάνυσμα στοRK του οpiοίου τα στοιχεία είναι όλα 1, ενώ το μητρώο
R ∈ RN×2 ορίζεται ωσ:
R =
en/n 00 em/m

Τα μητρώα R και A έχουν μόνο N μη μηδενικά στοιχεία το καθένα.
Υpiάρχουν συμpiαγείς μηχανισμοί αpiοθήκευσης piου εκμεταλλεύονται την αραιότητα
των μητρώων piου μόλις αναφέραμε.
38
v1
v2
v3
v4
u1
u2
1
Σχήμα 4.3: Παράδειγμα διμερούς γραφήματος.
Παράδειγμα
Αφού δώσαμε τους ορισμούς των μητρώων piου συμμετέχουν στον υpiολογισμό του διανύ-
σματος κατάταξης της μεθόδου μας, θα δημιουργήσουμε ένα αpiλό piαράδειγμα ώστε να
γίνει κατανοητός ο τρόpiος κατασκευής τους. Θεωρούμε το διμερές γράφημα του σχήμα-
τος 4.3. Το γράφημα αpiοτελείται αpiό δύο σύνολα κορυφών τα οpiοία αpiοτελούνται αpiό
δύο και τέσσερις κορυφές αντίστοιχα. Το μητρώο μεταβάσεων H piου αντιστοιχεί σε αυτό
το γράφημα είναι:
H =

0 0 1/4 1/4 1/4 1/4
0 0 0 0 0 1
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1/2 1/2 0 0 0 0

Το μητρώοM αντίστοιχα θα είναι:
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M =

1/2 1/2 0 0 0 0
1/2 1/2 0 0 0 0
0 0 1/4 1/4 1/4 1/4
0 0 1/4 1/4 1/4 1/4
0 0 1/4 1/4 1/4 1/4
0 0 1/4 1/4 1/4 1/4

και μpiορεί να εκφραστεί ως γινόμενο RA με:
R =

1/2 0
1/2 0
0 1/4
0 1/4
0 1/4
0 1/4

και
A =
1 1 0 0 0 00 0 1 1 1 1

4.1.2 Τυχαίος Περίpiατος και block − wise Τηλεμεταφορά
Συνοψίζοντας, piεριηγητής στην μέθοδό μας χρησιμοpiοιεί την piράξη της τηλεμεταφοράς
με δύο τρόpiουσ:
• όταν βρεθεί σε μια κορυφή χωρίς εξερχόμενες ακμές,
• όταν βρεθεί σε κορυφή με εξερχόμενες ακμές ενεργοpiοιεί την τηλεμεταφορά με piι-
θανότητα 1−ϸ ή συνεχίζει τον τυχαίο piερίpiατο με piιθανότητα ϸ, με 0 < ϸ < 1. Κατά
την τηλεμεταφορά, ο piεριηγητής θα μεταβεί σε μια κορυφή του συνόλου στο οpiοί-
ο βρίσκεται (συμpiεριλαμβανομένης και της τρέχουσας) τυχαία και με ομοιόμορφη
piιθανότητα.
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4.1.3 Δυναμομέθοδος
Αν η δυναμομέθοδος εφαρμοστεί στο P μpiορεί να γραφεί:
pi(k+1)> = pi(k)>P
= ϸpi(k)>H + (1 − ϸ)pi(k)>RA.
(4.2)
'Οpiως αναφέραμε και piροηγουμένως, τα R και A δεν χρειάζεται να αpiοθηκευτούν αφού
το κάθε στοιχείο του διανύσματος του γινομένου pi(k)>RA μpiορεί να εκφραστεί ως
1
xi
xi∑
j=1
pij
όpiου το xi είναι το piλήθος των κορυφών του συνόλου i. Οι piράξεις MV αφορούν και εδώ
το ιδιαίτερα αραιό μητρώο H.
Αλγόριθμος 1 BipartiteRank
1: Οργανώνουμε τις κορυφές του μητρώου H σύμφωνα με τη διαμέρισηU,V.
2: Κατασκευάζουμε τα μητρώα R και A σύμφωνα με τη διαμέρισηU,V
3: Λύνουμε το ακόλουθο piρόβλημα ιδιοτιμών:
pi> = pi>P
pi>e = 1
χρησιμοpiοιώντας το μητρώο P εκφρασμένο με χρήση της δυναμομεθόδου, όpiως στην
εξίσωση 4.2.
Παράδειγμα
Θεωρούμε το γράφημα του σχήματος 4.3, με ϸ = 0.85. Τότε το μητρώο μεταβάσεων του
piεριηγητή με τηλεμεταφορά είναι:
P =

0.0750 0.0750 0.2125 0.2125 0.2125 0.2125
0.0750 0.0750 0 0 0 0.8500
0.8500 0 0.0375 0.0375 0.0375 0.0375
0.8500 0 0.0375 0.0375 0.0375 0.0375
0.8500 0 0.0375 0.0375 0.0375 0.0375
0.4250 0.4250 0.0375 0.0375 0.0375 0.0375

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'Εστω ότι ο piεριηγητής ξεκινά αpiό την κατάσταση 1, η οpiοία αντιστοιχεί στο αρχικό
διάνυσμα κατανομής piιθανοτήτων:
pi(1)> =
[
0.1667 0.1667 0.1667 0.1667 0.1667 0.1667
]
Μετά αpiό ένα βήμα η κατανομή θα είναι:
pi(1)>P =
[
0.0750 0.0750 0.2125 0.2125 0.2125 0.2125
]
= pi(2)>.
Αν συνεχίσουμε για piολλά ακόμα βήματα θα piαρατηρήσουμε ότι η κατανομή συγκλίνει
στη σταθερή κατάσταση:
pi(k−1)>P =
[
0.3757 0.1243 0.0986 0.0986 0.0986 0.2042
]
= pi(k)>.
4.2 Ταχύτητα Σύγκλισης
Σύμφωνα με το θεώρημα 3.1.1, ο ρυθμός σύγκλισης της δυναμομεθόδου όταν εφαρμόζεται
σε στοχαστικά μητρώα εξαρτάται αpiό την αpiόλυτη τιμή της υpiοεpiικρατούς ιδιοτιμής λ2
και είναι ο ρυθμός κατά τον οpiοίο, |λ2/λ1|k → 0. Αpiοδείχθηκε piως το τελικό μητρώο P
είναι piρωταρχικό και συνεpiώς, το φάσμα του συνθέτουν piραγματικές ιδιοτιμές εκ των
οpiοίων η μία μόνο βρίσκεται piάνω στον φασματικό κύκλο (βλέpiε θεώρημα 2.1.4). Η
ιδιοτιμή αυτή έχει την τιμή 1 λόγω του ότι το μητρώο είναι στοχαστικό. Μια σημαντική
piαρατήρηση είναι ότι το μητρώο P, οpiοιοδήpiοτε κι αν είναι, έχει μια ιδιοτιμή η οpiοία
εξαρτάται μόνο αpiό τον piαράγοντα τηλεμεταφοράς ϸ. Πιο συγκεκριμένα,
Θεώρημα 4.2.1. Το μητρώο P piου ορίζεται αpiό την εξίσωση 3.5 έχει μια ιδιοτιμή ίση με
(1 − ϸ) − ϸ.
Αpiόδειξη. Παρατηρώντας το τελικό μητρώο P, είναι φανερό piως έχει ένα ιδιοδιάνυσμα
υ = [1,1, ...,1,−1,−1, ...,−1]
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του οpiοίου το piλήθος των 1 είναι n και το piλήθος των −1 είναι m. Υpiενθυμίζουμε piως
ιδιοδιάνυσμα ενός τετραγωνικού μητρώου P, είναι ένα μη μηδενικό διάνυσμα υ piου όταν
piολλαpiλασιαστεί με τον P, ισούται με το αρχικό διάνυσμα, piολλαpiλασιασμένο με έναν
αριθμό λ, έτσι ώστε: Pυ = λυ. Ο αριθμός λ ονομάζεται ιδιοτιμή του P piου αντιστοιχεί
στο υ.
'Αρα έχουμε
Pυ = ϸHυ + (1 − ϸ)Mυ
= ϸ

H1,n+1 ... H1,n+m
0
...
. . .
...
Hm,n+1 ... Hm,n+m
Hn+1,1 ... Hn+1,n
...
. . .
... 0
Hn+m,1 ... Hn+m,n


1
...
1
−1
...
−1

+ (1 − ϸ)

M1,1 · · · M1,n
...
. . . 0
Mn,1 · · · Mn,n
Mn+1,n+1 · · · Mn+1,m
0
...
. . .
...
Mm,n+1 · · · Mm,m


1
...
1
−1
...
−1

(4.3)
Λόγω της στοχαστικότητας των μητρώων H καιM η σχέση της εξίσωσης 4.3 είναι ίση
με
ϸ

−1
...
−1
1
...
1

+ (1 − ϸ)

1
...
1
−1
...
−1

'Αρα έχουμε
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Pυ = −ϸ

1
...
1
−1
...
−1

+ (1 − ϸ)

1
...
1
−1
...
−1

= ((1 − ϸ) − ϸ)

1
...
1
−1
...
−1

− = ((1 − ϸ) − ϸ)υ
(4.4)

Συνεpiώς, η τιμή (1−ϸ)−ϸ είναι ιδιοτιμή τουP και αντιστοιχεί στο ιδιοδιάνυσμαυ. Στην
piλειοψηφία των piεριpiτώσεων, και ειδικότερα όταν στην κατασκευή του P εμpiλέκονται
γραφήματα του piραγματικού κόσμου, η ιδιοτιμή αυτή είναι η υpiοεpiικρατής ιδιοτιμή του
P, δηλαδή |λ2| = |(1 − ϸ) − ϸ|. Αυτό είναι μια σpiουδαία piαρατήρηση, αν σκεφτεί κανείς
piως η σύγκλιση σε αυτές της piεριpiτώσεις εξαρτάται μόνο αpiό την piαράμετρο ϸ.
Ακόμη, το γεγονός ότι το H είναι piεριοδικό με 2 piερίοδο σημαίνει ότι έχει 2 ιδιοτιμές
piάνω στον φασματικό του κύκλο ίσες με 1 κ -1, άρα για την υpiοεpiικρατής ιδιοτιμη του
τελικού μητρώου του PageRank θα ισχύει |λ2| = ϸ (βλέpiε το θεώρημα 3.1.1). Συνεpiώς, ο
αλγόριθμοςBipartiteRank αναμένεται να συγκλίνει σε λιγότερα αpiό τον PageRank, γεγονός
piου θα δείξουμε και piειραματικά στη συνέχεια.
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Κεφάλαιο 5
Πειραματική Αξιολόγηση
Στο κεφάλαιο αυτό θα αξιολογήσουμε την μέθοδο μας κάνοντας κατάταξη σε piραγματικά
δεδομένα. Αρχικά θα piαραθέσουμε τους κώδικες των αλγορίθμων σε Matlab και σε
C. 'Εpiειτα θα piεριγράψουμε τα δεδομένα μας και θα αναφέρουμε τις piηγές αpiό τις
οpiοίες αντλήθηκαν. Τέλος, θα συγκρίνουμε piειραματικά τις υpiολογιστικές εpiιδόσεις του
αλγορίθμου BipartiteRank με τις αντίστοιχες του αλγορίθμου PageRank.
5.1 Υλοpiοίηση
Υλοpiοιήσαμε τον αλγόριθμο BipartiteRank piρώτα σε Matlab και έpiειτα σε C με τη βοήθεια
της εφαρμογής MATLAB Coder.
5.2 Δεδομένα
Χρησιμοpiοιήσαμε έξι σύνολα piραγματικών δεδομένων [17] των οpiοίων τα χαρακτηριστι-
κά φαίνονται στον piίνακα 5.1.
• Jester: Περιλαμβάνει τις βαθμολογίες χρηστών σε 100 αστεία. Τα σύνολα κορυφών
αντιστοιχούν σε χρήστες και αστεία. Οι ακμές αντιpiροσωpiεύουν βαθμολογίες οι
οpiοίες κυμαίνονται αpiό -10 έως 10. Οι βαθμολογίες έχουν κανονικοpiοιηθεί ώστε να
είναι θετικές.
• MovieLens10M: Περιλαμβάνει δέκα εκατομμύρια βαθμολογίες ταινιών. Τα σύνολα
κορυφών αντιστοιχούν σε χρήστες και ταινίες. Οι ακμές αντιpiροσωpiεύουν και σε
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Πίνακας 5.1: Δεδομένα
Δεδομένα Γραμμές Στήλες Μη μηδενικά Πυκνότητα Συνδεδεμένο
Jester 73.421 100 4.136.360 0.5634 Ναι
MovieLens10M 69.878 10.677 10.000.054 0.0143 Ναι
TREC 551.787 1.173.225 83.629.405 1.2918 · 10−4 Ναι
Reuters 781.265 283.911 60.569.726 2.7307 · 10−4 Ναι
DBLP 1.425.813 4.000.150 8.649.016 1.5164 · 10−6 'Οχι
YoutubeMemberships 94.238 124.325 293.360 1.0347 · 10−4 'Οχι
αυτήν την piερίpiτωση βαθμολογίες χρηστών.
• TREC: Προέρχεται αpiό αρχεία κειμένου του TREC. Τα σύνολα κορυφών αντιστοι-
χούν σε κείμενα και λέξεις. Κάθε βεβαρημένη ακμή υpiοδηλώνει την συχνότητα με
την οpiοία εμφανίζεται μια λέξη σε ένα κείμενο.
• Reuters: Περιλαμβάνει αναφορές λέξεων σε κείμενα piου piροέρχονται αpiό το ειδη-
σεογραφικό piρακτορείο Reuters (RCV1). Τα σύνολα αντιστοιχούν σε κείμενα και
λέξεις. Κάθε βεβαρημένη ακμή υpiοδηλώνει την συχνότητα με την οpiοία εμφανίζε-
ται μια λέξη σε ένα κείμενο.
• DBLP : Προέρχεται αpiό την εpiιστημονική βιβλιογραφία και τα αρχεία του DBLP.
Τα σύνολα αντιστοιχούν σε συγγραφείς και δημοσιεύσεις. Οι ακμές ενώνουν κάθε
συγγραφέα με τις δημοσιεύσεις του. Λόγω του ότι είναι μη συνδεδεμένο, για την
piραγματοpiοίηση των υpiολογιστικών piειραμάτων, κάναμε cleaning κρατώντας μόνο
το μεγαλύτερο συνδεδεμένο τμήμα του (βλέpiε ενότητα 1.2.2). Μετά το cleaning το
γράφημα piεριλαμβάνει 1,210,591 συγγραφείς, 3,605,818 δημοσιεύσεις και οι ακμές
του είναι 8,142,407.
• YoutubeMemberships: Περιλαμβάνει χρήστες του Youtube και τη συμμετοχή τους σε
ομάδες. Το ένα σύνολο κορυφών αντιστοιχεί σε χρήστες και το άλλο σε ομάδες. Κά-
θε ακμή αντιpiροσωpiεύει την συμμετοχή ενός χρήστη σε ομάδα. Λόγω του ότι είναι
μη συνδεδεμένο, για την piραγματοpiοίηση των υpiολογιστικών piειραμάτων, κάνα-
με cleaning κρατώντας μόνο το μεγαλύτερο συνδεδεμένο τμήμα του (βλέpiε ενότητα
1.2.2). Μετά το cleaning το γράφημα piεριλαμβάνει 88,490 χρήστες, 25,007 ομάδες
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χρηστών και οι ακμές του είναι 573,826.
5.3 Υpiολογιστικά Πειράματα
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Σχήμα 5.1: Υpiολογιστικά Πειράματα
Στο σχήμα 5.1 φαίνεται η piορεία των εpiαναλήψεων μέχρι τη σύγκλιση των αλγορίθ-
μων BipartiteRank και PageRank, σε όλα τα διαθέσιμα σύνολα δεδομένων, με piαράγοντα
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TREC
MovieLens10M
Jester
Fig. 1: .
Σχήμα 5.2: Διανύσματα κατάταξης σε τρία σύνολα δεδομένων
48
Πίνακας 5.2: Αριθμός εpiαναλήψεων μέχρι τη σύγκλιση για διάφορες τιμές του piαράγοντα
τηλεμεταφοράς
η = 0.8 η = 0.85 η = 0.9 η = 0.95
Dataset BR PR BR PR BR PR BR PR
MonieLens10M 38 85 54 116 86 179 180 367
Jester 38 86 55 118 87 182 182 373
TREC 24 51 33 69 52 107 108 219
Reuters 38 83 53 113 84 175 176 358
DBLP 36 81 52 111 82 171 172 352
YoutubeMemberships 66 84 88 115 130 176 245 362
τηλεμεταφοράς 0.85. Παρατηρούμε και στην piράξη piως η block-wise τηλεμεταφορά συμ-
βάλλει στην ταχύτερη σύγκλιση (βλέpiε ενότητα 4.2), αφού ο αλγόριθμός μας συγκλίνει
piολύ piιο γρήγορα κάνοντας στις piερισσότερες piεριpiτώσεις σχεδόν τις μισές εpiαναλήψεις
σε σχέση με τον PageRank.
Ο piαράγοντας τηλεμεταφοράς ελέγχει ουσιαστικά την piροτεραιότητα piου δίνεται στην
δομή υpiερσυνδέσμων του γραφήματος, έναντι της τεχνητής τηλεμεταφοράς. 'Οσον αφο-
ρά στον υpiολογιστικό του ρόλο, είναι ο piαράγοντας piου ελέγχει τον ασυμpiτωτικό ρυθμό
σύγκλισης της δυναμομεθόδου (βλέpiε 4.2 ). Μετρήσαμε τον αριθμό των εpiαναλήψεων
piου χρειάζονται μέχρι τη σύγκλιση οι αλγόριθμοι BipartiteRank και PageRank για διάφο-
ρες τιμές του piαράγοντα τηλεμεταφοράς, χρησιμοpiοιώντας όλα τα σύνολα δεδομένων.
Τα αpiοτελέσματα piαρουσιάζονται στον piίνακα 5.2, όpiου βλέpiουμε piως για όλες τις
piιθανές τιμές του piαράγοντα τηλεμεταφοράς ο αλγόριθμος μας συγκλίνει σε λιγότερες
εpiαναλήψεις.
Τέλος, στο σχήμα 5.2 piαρουσιάζονται ενδεικτικά τα διανύσματα κατάταξης των
TREC, MovieLens10M και Jester. Παρατηρούμε κάpiοιες piολύ μικρές διαφορές μεταξύ
των διανυσμάτων κατάταξης των δύο αλγορίθμων, οι οpiοίες οφείλονται στο γεγονός piως
ο αλγόριθμος BipartiteRank χειρίζεται την τηλεμεταφορά piιο δίκαια.
49
Κεφάλαιο 6
Συμpiεράσματα - Μελλοντική 'Ερευνα
Στην piαρούσα διpiλωματική εργασία, piαρουσιάσαμε έναν νέο αλγόριθμο κατάταξης σε
διμερή γραφήματα, ο οpiοίος είναι βασισμένος στον PageRank. Αυτό piου τον διαφοροpiοιεί,
είναι το γεγονός ότι ξεφεύγει αpiό το κλασικό μοντέλο τηλεμεταφοράς, εισάγοντας ένα
άλλο είδος τηλεμεταφοράς piου βασίζεται στην block δομή του διμερούς γραφήματος.
Μετά αpiό piειράματα, αpiοδείχθηκε piως ο αλγόριθμος μας είναι piολύ piιο αpiοδοτικός αpiό
τον PageRank αpiό υpiολογιστικής άpiοψης, αφού συγκλίνει στις piερισσότερες piεριpiτώσεις
σχεδόν στα μισά βήματα.
Μια piολύ ενδιαφέρουσα κατεύθυνση piου αξίζει να εξερευνηθεί μελλοντικά είναι η
σταθερότητα (stability) της μεθόδου μας, δηλαδή το piόσο ευαίσθητο είναι το piαραγόμενο
διάνυσμα κατάταξης σε μικρές αλλαγές στο γράφημα. Εpiιpiλέον, θα μpiορούσε να ελεγχθεί
η αpiοδοτικότητα άλλων εpiαναληpiτικών μεθόδων εκτός της δυναμομεθόδου, όpiως της
μεθόδου Jacobi [33]. Τέλος, η μέθοδος piου piροτείναμε έχει τις piροοpiτικές να εpiεκταθεί
ώστε να μpiορέσει να εφαρμοστεί σε piαρόμοια γραφήματα, όpiως για piαράδειγμα σε
γραφήματα με ίδια δομή αλλά με μεγαλύτερο αριθμό blocks (κ-μερή γραφήματα).
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