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Abstract of thesis entitled: 
Advanced Query Processing in Databases 
Submitted by DING, Bolin 
for the degree of Master of Philosophy 
at The Chinese University of Hong Kong in August 2007 
It is widely realized that the integration of database and in-
formation retrieval techniques will provide users with a wide 
range of high quality services. In this thesis, we study pro-
cessing an /-keyword query, pi,p2，... against a relational 
database which can be modelled as a weighted graph, G(V"’ E). 
Here 1/ is a set of nodes (tuples) and is a set of edges rep-
resenting foreign key references between tuples. Let Vi C V 
be a set of nodes that contain the keyword Pi. We study find-
ing top-/c minimum cost connected trees that contain at least 
one node in every subset V^ , and denote our problem as GST-
k. When /c = 1, it is known as a minimum cost group Steiner 
tree problem which is NP-Complete. We observe that the num-
ber of keywords, is small, and propose a novel parameterized 
solution, with I as a parameter, to find the optimal GST-1, in 
time 0(3 'n + 2^((/ + logn)n + m)), where n and m are the num-
bers of nodes and edges in graph G. Our solution can handle 
graphs with a large number of nodes. Our GST-1 solution can 
be easily extended to support GST-k, which outperforms the ex-
isting GST-k solutions over both weighted undirected/directed 
graphs. We conducted extensive experimental studies, and re-
port our finding. 
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Abstract of thesis entitled: 
數據庫中的查詢處理 Advanced Query Processing in Databases 
Submitted by 丁博麟 DING Bolin 
for the degree of Master of Philosophy 
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通過傳統數據庫和 IR技術的結合而提供給用戶更方便有效的服務 
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This thesis is mainly based on [13] and [37]. [13] in-
troduced the preliminary works of this thesis. It was 
presented as a regular paper in the 23nd International 
Conference on Data Engineering (ICDE 2007), and re-
cieved the Best Student Paper Award (shared by 2). [37] 
showed a demo based on the algorithms introduced in 
this thesis. The first chapter introduces the overview of 
our research and the thesis, and the summary of results. 
Over decades, sophisticated database techniques have been 
developed to provide users with effective and efficient ways to 
access structural data managed by DBMS using SQL. At the 
same time, due to the rapid growth of hypertext data available 
on Web, advanced information retrieval techniques have been 
developed to allow users to use keyword queries (a set of key-
words) to access unstructured data that users are most likely 
interested in, using ranking techniques. It is widely realized 
that the integration of information retrieval (IR) and database 
(DB) techniques will provide users with a wide range of high 
quality services [3, 2，11]. The recent studies on supporting 
1 
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IR style queries in RDBMS include DBXPlore [1]，IR-Style [23], 
DISCOVER [24], ObjectRank [4], BANKS-I [7], and BANKS-II 
36]. All consider a RDBMS as a graph where nodes represent tu-
ples/relations and edges represent foreign key references among 
tuples cross relations. With a keyword query, users can find the 
connections among the tuples stored in relations without the 
needs of knowing the relational schema imposed by RDBMS. We 
show a motivation example. 
Example 1.1: Consider a database for citations among research 
papers written by authors. Figure 1.1 (a) shows such a database 
with 4 tables: Author, Paper, Paper-Author, and Citation. 
The Author table is with an author-id (AID) and an author 
name (Name). The Paper table is with a paper-id (PID) and a 
title (Tit le) . The Paper-Author table specifies the relationship 
between a paper and an author using paper-id and author-id. 
PID and AID in the table Paper-Author are foreign key refer-
ences to PID and AID in the Paper table and the Author table, 
respectively. The Citation table specifies the citation between 
two papers, and both attributes, Cite and Cited, are foreign 
key references to PID in the table Paper. 
Weighted Database Graph: This database can be repre-
sented as a database graph in Figure 1.1 (b). Nodes are tuple 
identifiers. Edges represent foreign key references between two 
tuples. Nodes and edges are weighted. An edge is more impor-
tant if it has a smaller weight. A node that has many links with 
others has relative small possibility of having a close relation-
ship to any of them [4], and thus edges incident on it have large 
weights. Nodes may also have weights defined in a similar way. 
For simplicity, we only show edge weights in Figure 1.1 (b). 
Query / Answer: Given a 4-key word query: Keyword (pi), Query 
(P2)，DB (P3), and Jim It tries to find the possible rela-
tionship (foreign key references) among the 4 keywords in the 
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Author Paper Paper-Author 
AID Name pip T l ^ pip AID c1 ^ c3 c4 
Jim t1 Keyword Search on RDBMS t2 a1 1 A A 1 s A ) 6 
, 2 Robin t2 Stelner Problem In DB ""t4 TT 7 \ A V® J Y® J \ 
Efficient IR-Query over DB V I T 
——t4 Online Cluster Problems t4 a2 i j Nz V® r ® 
tS Keyword Query over Web t5 a2 w2®r w4 fft wS# w6j9 w j ^ 
— t6 Query Optimization on DB t6 a2 ^ ^  "^J 
~~— — — t7 Parameterized Complexity t7 a2 \ . 
^ _ a1 a2 
(a) Database (b) Database Graph 
c1 c2 c2 
/ \ / \ r \iP2.P3} {P1.P2} <。1。2> -2 d3> 
tid taH tab V b" 0« t4 • t?Q 
{pi}〒晩{P2.P3} I i j iJ X i r 
Wi< w1< w3* wsl WAV WSJ W乂 X^F 1.L 
a1 a1 a2 a1 a2 
(c) Tree-1 (d) Tree-2 (e) Tree-3 
Figure 1.1: A Motivation Example 
database, and consequently the database graph. Figure 1.1 
(c)-(e) show 3 possible connected trees, Tree-1, Tree-2, and 
Tree-3, as answers, containing all 4 keywords. 
Tree -1 shows that Jim (ai) writes a paper,亡2, which is cited 
by two papers, ti and t .^ Here, ti contains keyword pi, and 亡3 
contains keywords p2 and ps. 
Tree -2 shows that Jim (ai) writes a paper t) which is cited 
by 力3 with keywords p2 and P3, and the author of ts, a2, writes 
another paper t^  with keywords, pi and P2-
T r e e - 3 implies that that Jim (ai) wrote a paper 力4, and the 
co-author Robin (a?) of it writes other two papers 艺5 and tQ with 
keywords pi, p2，and ps. 
The total weights on the 3 trees are 10.8, 15.6, and 16.6. The 
answer with a smaller total weight is ranked higher, because it 
represents stronger and more concise relationship among key-
words. • 
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1.1 Overview of Research 
In the literature, the reported approaches that support keyword 
queries in RDBMS can be categorized into two types, relation-
based and tuple-based. 
The relation-based approaches aim at processing a keyword 
query with SQL, by utilizing the schema information in RDBMS. 
Here, a schema graph is constructed over the relational schema, 
where a node represents a relation and an edge represents a 
foreign key reference between two relations. For a given key-
word query, based on this graph, Candidate Networks and cor-
responding SQL statements are generated to handle keyword 
queries. Advanced techniques were proposed to reduce SQL pro-
cessing cost. Such systems include DBXPlore [1], DISCOVER 
24], IR-Style [23], and SPARK [32]. 
On the other hand, the tuple-based approaches aim at pro-
cessing a keyword query by utilizing the structural information 
(foreign-key references) in RDBMS, and the weights associated 
with tuples and foreign-key reference. Here, a database graph 
G{V, E) is constructed over tuples in RDBMS, where a node 
represents a tuple and an edge represents foreign-key reference 
between two tuples. This graph is node/edge-weighted. The 
node/edge (tuple/foreign key) weights can be assigned using 
8, 4]. With this weighted graph, the tuple-based approaches 
find top-k min-cost connections (trees) in this graph for a key-
word query. Such systems include RIU [31], BANKS-I, [7], and 
BANKS-II [36]. 
In this thesis, we focus ourselves on the tuple-based approaches, 
because we note some databases may have very simple schemas 
of only two or three tables, but consist of very complicated ref-
erence structures of foreign keys. In this case, the relation-based 
approaches cannot fully make use of the structural information 
behind foreign keys at the tuple level because of the feature of 
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SQL. Generally speaking, tuple-based approaches allow us to 
look into the keyword query problem over RDBMS in a more 
delicate manner, and to design more efficient algorithms. 
Like other tuple-based approaches, we assume the existence 
of the node/edge-weighted database graph G(V, E) in the main 
memory. The memory-consumption of this materialized graph is 
small enough to allow the maintenance of it in the main memory, 
which we will discuss later in this thesis. 
Given a /-keyword query, " -Ph we study finding top-
k min-cost connected trees that contain all I keywords at least 
once in the database graph. We use GST-1 to denote the min-
cost connected tree, and GST-k to denote the top-/c min-cost 
connected trees. This problem (GST-l/k) is also well known as 
the (top-k) min-cost group Steiner tree. 
The min-cost group Steiner tree problem is an important (and 
of course NP-hard) problem in the areas of network optimization 
and graph theory. It is at least as hard as the Set Cover problem, 
and thus cannot be solved with constant performance ratio in 
polynomial time. Both of its approximation algorithms [33, 25, 
6’ 22, 9, 10, 19, 35’ 16, 27] and approximability [26, 18’ 21, 20； 
are studied intensively. 
In the scenario of a /-keyword query over the database E) 
with n nodes and m edges, we identify a characteristics of the 
(top-/c) min-cost group Steiner tree problem: I is a small num-
ber, and C is a sparse large graph (/ <C logn < n < 
m � n ^ ) . Because of this characteristics, we aim to design 
0{g{l)f{n, m)) algorithms, where / ( n , m ) is a low-degree poly-
nomial function, and g{l) can be any function, say 2' or /!. In 
general, this kind of algorithms is of special interests, when some 
parameters of the problem instances are small (refer to Downey 
and Fellows' book about Parameterized Complexity [14]). 
CHAPTER 1. INTRODUCTION 6 
1.2 Summary of Results and Thesis Outline 
The material in this thesis is organized as follows: 
Chapter 2 gives problem statement and discusses the charac-
teristics of the problem. Chapter 3 reviews the related work. 
In Chapter 4，based on dynamic programming, we propose an 
algorithm to find approximate GST-1. For fixed 0 < d < its 
performance ratio is O(v^), time complexity is 0((i(3^n4-2^m)+ 
a), and space complexity is 0{2^nd). Here, 0{a) is the time 
to compute all-pairs shortest paths in database graph G{V, E). 
When d = I, it can find optimal GST-1. 
In Chapter 5, we propose an exact algorithm to find opti-
mal GST-1 (or min-cost group Steiner) with time complexity 
(9(3'n+ 2乂(Z + log n)n + m)) and space complexity of 0(2^n). It 
is achieved by improving the dynamic programming algorithm 
introduced in Chapter 4 with a best-first strategy. Note: this pa-
rameterized algorithm works efficiently on the condition that I is 
small (even when the database graph E) is very large), and 
we are not solving the problem in a general setting where I can 
be any large (in the order of n). This algorithm can be extended 
to find GST-k (top-A; min-cost group Steiner trees) in a progress 
manner. That is, we needn't compute/sort all group Steiner 
trees and then find GST-k. We discuss our GST-k approach, 
and show its advantages in Chapter 5. Some other important 
issues about our algorithms like handling undirected/directed 
graphs, weight schema supported, and graph maintenance, are 
discussed at the end of Chapter 5. 
In Chapter 6, we give our experimental studies. It is shown 
that our approach outperforms existing approaches with high 
quality and efficiency. 
Finally, Chapter 7 concludes the thesis. 




This chapter models the keyword query and define the 
GST-l/k problem. 
Database graph: Given an RDBMS, VB, upon a relational 
schema 7Z with foreign key references. We define a weighted 
database graph, E), where is the set of tuples (nodes) 
in VB, and E{G) is the set of edges. An edge, {u,v) e E{G), 
represents a foreign key reference between two tuples, u and v, 
if u has a foreign key matching the primary key attributes of v, 
or V has a foreign key matching the primary key attributes of u. 
The graph is an undirected graph^ if the direction, either 
from foreign key to primary key or from primary key to foreign 
key, is not the main concern. Otherwise, the graph is a directed 
graph where there may be two distinct edges, (u, v) or (v, u), in 
E{G). Graph GiV, E) is weighted, with a node weight w “ u ) for 
every node u E V and an edge weight We((v, u)) for every edge 
(v, u) e E{G), both of which are non-negative numbers. Below, 
let n = \V{G)\ andm = I丑(G)|. 
^We assume G(V, E) is undirected in the following part. Discussion about how to 
handle directed graphs will appear in Section 5.4, Chapter 5. 
7 
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/ -keyword query: Consider a /-keyword query, i.e. a set of 
keywords, pi, . . . , p/, against a database graph G. There is a 
set of nodes, denoted as Vi (C that contain the keyword 
Pi, for i = 1 , . . . , I. We call Vi a group for the keyword pi or 
simply a group. Note: a node contains a keyword if the keyword 
appears in any of the attributes of the corresponding tuple, and a 
node may contain several keywords. All groups can be obtained 
with either the symbol-table techniques [1] or the full text index 
techniques [24 . 
Min-cost group Steiner tree problem (GST-1): Given a 
/-keyword query, to find the connected tree T such that V{T) fi 
Vi 0 for z = 1, • • • ,1, called group Steiner tree, with the mini-
mum cost. For brevity, the cost of such a tree T, is given below: 
s{T)= (2.1) 
M€E{T) 
where We{{v, u)) is the weight of edge such that a lower 
cost represents a tighter relationship. 
Remark 2.1: Weighting Edges Let N{v) be a set of neigh-
bors of V，and |A/"(t))| be the size of N{v). We use We(.) in 
Equation (2.2) to weight edges in an undirected graph. 
We{{v^ u)) = log2(l + max{|yV(^)|, (2.2) 
Note: We{{v^ u)) = We{{u, v)) in an undirected graph. In a 
directed graph, let Nin{v) be the set of nodes that reference to 
V. We use Equation (2.3) and Equation (2.4), which were also 
used in [36], to weight directed edges. In details, for a foreign 
key reference from u to v, the edge weight for {u, v) is given 
Equation (2.3), and the edge weight for (v,u) is given Equa-
tion (2.4). 
We{{u,v)) = 1 (2.3) 
We{{v,u)) = log2(l + 7V细(W) (2.4) 
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The semantic captured by Equation (2.2)-(2.4) is that: If a 
node has more neighbors, an edge that is incident on it reflects 
a weaker relationship between tuples (see Example 1.1). We will 
address how to enhance Equation (2.1) to handle node weights 
as well as edge weights later in Section 5.4, Chapter 5. • 
Top-k group Steiner tree problem (GST-k): Given a l-
keyword query, to find the top-/c min-cost group Steiner trees, 
Ti, T2,, • • •, T/c, ranked with the cost function s defined in Equa-
tion (2.1)，such that s(Ti) < s(T2) < • • • < s{Tk). Example 1.1 
shows an example of GST-3, 
In this thesis, we study finding GST-1 and GST-k, for a l-
keyword query, upon a database graph G, which is constructed 
from r tables, Ri, R2, • •. , Rr, in the underneath VB. The group 
Steiner tree problem has the following characteristics in the sce-
nario of /-keyword queries over RDBMS. 
Remark 2.2: Characteristics of Keyword Queries 
1) n is large, because the number of tuples in the correspond-
ing database is large. 
2) I is small ( I � l o g n), say I = 6， because users do not 
usually use many keywords to query. 
3) m � r i ? (database graph G is sparse), We explain why 
G is sparse below. Suppose there is a foreign key reference from 
relation Ru (with foreign key) to Ry (with primary key). A tuple 
in Ru can reference to at most one tuple in relation Ry, and can 
reference to at most r tuples if the database has r relations in 
total. Therefore, m < rn, since there are n nodes in total. Note 
the number of relations r � n . • 




This chapter reviews the related work. 
3.1 Hardness Results 
Recall the inputs of the min-cost group Steiner tree problem 
(or GST-1) are: a weighted graph G{V, E) with n nodes and m 
edges, and I groups (keywords) ^i, ••‘ , V/ C V. It is proved to 
be NP-complete [33], because it is a generalized minimum set 
cover problem. 
An P-approximation is jS times of the optimal solution's value. 
In the min-cost group Steiner tree problem, let T be a tree 
found by an algorithm, and T* be the optimal. Then T is an 
/^-approximation iff s(T)/s(T*) < (5. Parameter (3 is also called 
performance ratio. 
It was first proved by Ihler that GST-1 (as well as the min-
imum set cover problem) is inapproximable within a constant 
performance ratio by a polynomial algorithm [26]. The first 
lower bound of the polynomial-time performance ratio Q(log I) 
was established by Feige in [18]. Recently, [21] and [20] studied 
10 
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the hardness of approximation (or inapproximability) of GST-1. 
21] pointed out this problem admits no /-approximation 
(in polynomial time) even when G{V, E) is a tree. On trees, 
this bound is nearly tight with the logsquared approximation, 
0 ( lognlog / ) , currently known in [10, 19 . 
3.2 Approximation Algorithms 
Because of the hardness of this problem, the existing reported 
studies aim at approximating the cost of the optimal GST-1. 
The approximation algorithms can be categorized into three 
types: spanning and cleanup, d-star Steiner tree or z-level tree, 
and randomized rounding. We discuss them in brief below. 
3.2.1 Spanning and Cleanup 
This technique was inspired by the minimum spanning tree al-
gorithm. In [33], Reich and Widmayer presented an algorithm 
which spans a tree Ty from an arbitrary node v in one group step-
by-step until it covers at least one node in each group, and then 
achieves a low-cost tree by cleaning up the redundant nodes. 
This algorithm's performance ratio is unbounded. 
In [25], Ihler presented the first approximation algorithm with 
the bounded performance ratio, based on the idea behind Reich 
and Widmayer's work [33]. Ihler's algorithm enumerates the 
starting node v over all nodes in every group, VJ, for z = 1, • • • ,1, 
and run Reich and Widmayer，s algorithm [33] for each v. The 
performance ratio was proved to be 0{l). 
3.2.2 dStar Tree or d-Level Tree 
Generally, some edges in E) may violate the triangle in-
equality w.r.t. edge weight We{') (2.2). Clearly, the optimal 
group Steiner will not contain any such edge, because such an 
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edge can be replaced with a sequence of edges to improve the 
solution. Therefore, we can suppose G is a metric closure, where 
each edge represents a shortest path between two nodes (we can 
run an all-pair shortest-path algorithm to transform G into a 
metric closure). 
A d-star tree in metric closure G is a rooted subtree with 
depth at most d. A d-star Steiner tree is a d-star tree containing 
at least one node from each group Vi (1 < i < I). The main 
contribution of [22] by Helvig et al. was to prove the d-star 
Steiner tree can be used to approximate the optimal (min-cost) 
group Steiner tree. 
Theorem 3.1:[22] [9] Let T* be the optimal group Steiner tree 
over I groups in metric closure G，and for any fixed d > 0, 
let T be the d-star Steiner tree with the minimum cost. Then 
s{T)<0{<ri)s{T*). • 
However, it is still NP-hard to find the optimal d-star tree for 
any fixed d> 1. Fortunately, an 0{d /)-approximation for 
the optimal (i-star tree can be achieved in polynomial time [22 . 
Therefore, the performance ratio is I) in total. In 
fact, in an earlier time, Bateman et al. [6] used a special case 
2-star tree {d = 2) to solve this problem. 
Charikar et al. [9] proposed an algorithm to approximate the 
optimal group Steiner tree based on the z-level tree, which is a 
similar concept in a directed graph as cZ-star tree in an undirected 
graph. The performance ratio was improved to be 
3.2.3 Randomized Rounding 
The results of Bartal [5] are used to reduce the graph problem to 
the tree case {G is a tree), with an 0 ( lognlog logn) factor loss 
in the performance ratio bound. This factor was later improved 
by Fakcharoenphol et al. to an essentially tight bound O(logn) 
in [17]. 
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Unfortunately, GST-1 is still a very hard problem in trees 
(refer to Section 3.1), but when G(V, E) is a tree, we can model 
it as an integer linear program, with an indicator variable x{e) 
to indicate whether each edge e is in group Steiner tree T. The 
objective function is the the weighted sum of {a;(e) : e E E(G)}, 
and the constraints require that {a:(e)} support a unit flow (con-
sider x(e) as the edge capacity of G) individually from each 
group Vi (i = 1 , … , I ) to the root of G. In the LP relaxation, 
x{e) is allowed to lie in [0’ 1]. Let {x*(e) : e G E{G)} denote an 
optimal LP solution, and let s* = YleeE{G) 
Randomized rounding [19, 10] works as follows: Every edge 
e is chosen with probability x{e)/x{f) independently, where f 
is the “ father edge" of e. Let T be the connected component of 
the chosen edges that includes the root of G. It can be proved 
that the expected cost of T, E[<s(T)], is s*. What's more, for 
each i = 1，…,1, the probability that at least one node of Vi 
is covered by some T is n ( l / logn). So if repeating rounding 
for 0 ( l o g n l o g / ) times, and combining all the component T in 
each iteration, we can get an 0(log n log /)-approximation with 
constant probability. 
Therefore, the performance ratio is 0( log^nlog/ ) in total. 
3.3 Existing Systems 
In the above section, we discussed the approximation algorithms 
to GST-1. As also pointed in [31], all these algorithms can not 
be efficiently used to compute GST-k, because they all need 
to compute/sort group Steiner trees, in order to find GST-k. 
They cannot terminate any early and report GST-k in a progress 
manner. Below, we introduce existing systems for GST-k: RIU 
(Retrieve Information Unit) [31], BANKS-I [7], and its successor 
BANKS-II [36]. Their GST-1 / GST-k algorithms are relatively 
simpler, but effective in practice. 
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3.3.1 RIU (Retrieve Information Unit) 
RIU was proposed by Li et al. in [31]. It adopted the span-
ning and cleanup strategy as given in [25] to find GST-k in-
crementally. Given a set of groups, Vi,V2, •••，Vi. Let V = 
Vi U V2 u • • • U V；. The RIU algorithm computes GST-k based 
on a set of trees, M = {Gi ,G2, . . . }. Here, Gi is represented 
by a pair, {V{Gi), E{Gi)). Initially, RIU constructs M as 
M = for all Vi E V. In each itera-
tion of the spanning step, RIU selects a tree Gi e M and an 
edge {u, v), where u E y{Gi) and v ^ y{Gi) as a target. Next, 
it examines whether there is a Gj e M such that v G V{Gj) 
and u 0 V(Gj). If Gj does not exist in G, it updates Gi by 
adding (u, v) into Gi in. If Gj exists, it deletes Gi and Gj from 
M, and inserts a new graph, Gij into M by merging the two 
graphs Gi and Gj. If the updated Gi or Gij contains all key-
words, RIU will output it. The first such Gi or Gij is the top-1 
min-cost group Steiner tree, and the A;-th such a tree is the k-th. 
min-cost group Steiner tree. There are many possible ways to 
select Gi and an edge {u, v). In [31], Li et al. proposed two 
strategies, namely, minimum edge-based strategy and balanced 
MST strategy. We denote the former and the latter as RIU-
E and RIU-T, respectively. RIU-E achieves high efficiency but 
with worse performance ratio, whereas RIU-T achieves better 
performance ratio at the expenses of low efficiency. 
3.3.2 BANKS 
BANKS-I [7] and BANKS-II [36] studied computing GST-k over 
a weighted directed graph. The techniques used can support 
undirected graphs as well. 
Both adopted the 1-star tree strategy [22]. In brief, the GST-
1 found by BANKS-I and BANKS-II is a tree constructed by 
combining shortest-paths from the leaves to the root in G, each 
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of which is actually an edge in the metric closure of G. So 
BANKS-I and BANKS-II use the 1-star group Steiner tree to 
approximate GST-1. BANKS-I and BANKS-II use 1-star to 
approximate GST-k, under a hypothesis that GST-k are also 
obtained by combining shortest-paths form leaves to the root. 
The main difference between BANKS-I and BANKS-II is that 
BANKS-I uses backward expanding search techniques [7] and 
BANKS-II uses bidirectional expansion techniques [36] to im-
prove the efficiency of BANKS-L 
The BANKS-I algorithm [7] is outlined below. Given a I 
keyword-query, Pi，P2’... It first obtains I groups, V^i,V2, 
… , V / . Let V = The total number of nodes in V is 
V|. Next, it constructs trees, T, from V as leaf nodes, where 
every leaf node of T is taken from one of the groups, V^ , for i = 
1 , … , 1 . The process is done in a backward fashion. Initially, 
every node in V is considered as a zero-length path. In each 
iteration, BANKS-I selects a path, from all existing paths, to 
expand, if the path is the shortest one, with the smallest sum 
of edge weights, among all possible path expansions. While 
expanding paths from leaf nodes backwards, paths will merge 
into trees, and a group Steiner tree is formed when all of its 
I leaves are taken from all I groups. With a cost function, all 
the group Steiner trees, each of which is formed from I shortest 
paths, are sorted, and thus GST-k can be obtained. 
BANKS-II [36] significantly improves BANKS-I in terms of 
efficiency. It conducts searching using a bidirectional expansion 
strategy. In brief, in addition to the backward strategy used 
in BANKS-I, it also attempts to form a potential tree, T, by 
forward expanding the root node of T down to the leaf nodes, 
using the same shortest path strategy, in every iteration. The 
bidirectional expansion techniques reduce the size search space. 
But, in many cases, BANKS-II produces a lower-quality per-
formance ratio than that of BANKS-I, because BANKS-II may 
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A l g o r i t h m s M e t h o d o l o g y P e r f o r m a n c e R a t i o T i m e C o m p l e x i t y 
Reich et al. [33] Spanning and Cleanup unbounded 0(l(m + n l o g n ) ) 
Ihler et al. [25] Spanning and Cleanup 0(1) 0(ln(m + n l o g n ) ) 
Bateman et al. [6] 2-Star Tree 一 0 ( v 7 l o g / ) ~ O(a + n^l^ log I) 
Helvig et al. [22] —d-Star Tree CHd^ Ilog、-”） 0(a + (nl)'^) 
Charikar et al. [9] d-Level Tree \/i) + 
Cliarikar et al. [10] Randomized Rounding 0( log^ n l o g / ) polynomial 
Garg et al. [19] Randomized Rounding 0( log^ n l o g / ) polynomial 
RUI [31] Spanning and C l e a n u p 0 ( / ) ~ 0 ( / n ( m + n l o g n ) ) 
BANKS [7, 36] —1-Star Tree 0{l) log n + nm) 
Our solution Dynamic Programming 1 (opt imal ) 0 (3^n + + logn)n + m) ) 
Table 3.1: Approximation and Time Complexity of GST-1 Solutions 
miss some shortest paths when it uses bidirectional expansion 
techniques to speed up. 
3.4 Summary 
Table 3.1 summarizes performance ratio and time complexity 
for GST-1 algorithms, including ours. Note 0 ( a ) is the time 
needed to find all-pairs shortest paths in graph (APSP), i.e., to 
transform G into a metric closure. 
It will be show our solution can find optimal GST-1. Mean-
while, it is important to note that all algorithms including ours 
attempt to find GST-k with small performance ratio. But, it is 
difficult to measure the theoretical bounds of performance ratio 
for the z-th min-cost group Steiner tree when 2 > 1. 
• End of chapter. 
Chapter 4 
Algorithm Based on 
Height-Bounded Trees 
Summary 
This chapter introduces an approximate algorithm to 
find GST-1. For fixed 0 < d < its performance ratio 
is time complexity is 0{d{3^n + + a), and 
space complexity is 0 ( 2 W ) . Here, 0(Q!) is the time 
to compute all-pairs shortest paths in database graph 
G{V, E). When d = l,it can find optimal GST-1. 
All the reported works deal with GST-1 (or GST-k) for an 
approximate solution in a general setting where all n, m and 
I can be any large. Let's reconsider the characteristics of the 
problem of /-keyword query processing: n is large, m � n ] , 
and I is small ( / � l o g n ) (Remark 2.2). So in the time com-
plexity given in Table 3.1, the I components are less important 
( / � l o g n ) , but the n components are very important, even 
more important than the m components ( m � n ? ) . Regarding 
the n components (for fixed /), the time complexity of all the 
algorithms [25, 6, 22，9, 10’ 19] is at least O(n^), which makes 
them difficult to be efficiently applied to a large graph G with 
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millions of nodes. The exemption is [33], but its performance 
ratio is unbounded. 
In this chapter, we treat the input size, I, m, and n differ-
ently, and propose our first parameterized algorithm, allowing 
I to appear as an exponential in the time complexity. It con-
siders the height-bounded trees, and finds 0{<fl) -approximation 
of GST-1 in time 0{d{3^n + ？m) + a) for fixed height d < I. 
It also finds the optimal (performance rat io : 1) GST-1 in time 
0( / (3 'n + 2�m) + a). Here, 0(q；) is the time needed to find 
all-pairs shortest paths in graph (APSP). 
The theory of parameterized complexity is formally presented 
in [14]. The fixed-parameter tractability of a problem of size 
n, with respect to a parameter I, means it can be solved in 
time 0{f{l)g{n)), where / ( / ) can be any function (like 2' or 
l^) but g{n) must be polynomial. Such an algorithm is called 
parameterized algorithm. In this thesis, we treat the number 
of keywords, /, as a parameter. To our best knowledge, the 
min-cost Steiner tree problem, as a special case of the min-cost 
group Steiner tree problem, i.e. \Vi\ 二 1 for 1 < i < was 
proved to be fixed-parameter tractable in [15]. Our work pre-
sented here is the first to prove that the group Steiner tree prob-
lem is fixed-parameter tractable. Our parameterized algorithm 
is based on dynamic programming because of GST-Vs optimal 
substructure. 
In the follow part of this thesis, given a I keyword query 
against a database graph G, let P be the entire set of keywords 
P = {pi，p2’ … a n d let p, pi and P2 denote a non-empty 
subset of P , i.e., p, Pi, P2 Q P. 
Based on similar ideas, we will show how to improve this 
algorithm presented in this chapter to an 0(3'n+2'((Z+log n )n+ 
m)) one (lower than O(n^) for fixed I) to find the optimal GST-1 
in Chapter 5. 
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4.1 Naive Dynamic Programming Algorithm 
We give a dynamic programming solution by taking the heights, 
h, of trees as stages, and find the optimal GST-1 by expanding 
the trees with heights = 0,1,2, • • •, until the GST-1 is found. 
The optimal GST-1 for a set of keywords p, with a certain height 
h, is found from the optimal solutions to GST-1, for subsets of 
keywords pi, such that pi C p , with heights < h. 
More formally, let T ( f , p, h) be a tree with the minimum cost 
rooted at node v, with height < h, containing a set of keywords 
p. In other words, it is a min-cost /i-star tree with keywords 
p. Every single node v in G containing a non-empty set of 
keywords, p (C P), is a rooted tree with zero height, h = Q. 
We denote it T{v, p, 0). Such a tree does not have any edges, 
and therefore the cost of the tree T( f , p, 0) is zero (refer to 
Equation (2.1)) as given below. 
T (%p,0 ) = 0 (4.1) 
Here, we abuse the notations a bit: the left side is the tree, 
and the right side is the cost of the tree that appears on the 
left. Note T ( f , 0, 0) = oo. In general, the (minimum) cost of 
T{v, p, /i), for any > 0, is given below in Equation (4.2). 
T{v, p, h) = min{Tg(^, p, p, h),T(u, p,h- 1)} (4.2) 
where 
Tg(v,p,h) = min {{v,u) e T{u,p, h - 1)} (4.3) 
UGN(V) 
Pi U P2，h) = min {T(v, pi,h)e T(v, p2, ")}(4.4) 
Pinp2=0 
Operation 0 is to merge two trees into a new tree, and N(v) 
is a set of neighbors of v, i.e., N{v) = {u | (v’u) e ^ ( G ) } in 
the database graph G. As a special case, if v contains some ad-
ditional keywords p'’ then the left side of Equation(4.3) should 
be Tg('i；, p U p'’ h). We explain Equation (4.2)-(4.4) below. 
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"yrfv.p^.h) 
T(v.p.h) \\ 
T(v.p.h) h< / [ \ \ C S ^ 
J T ( 1 
(a) Tree Grow (Tg) (b) Tree Merge (T^,) 
Figure 4.1: Optimal Substructure 
In Equation (4.2), tree T{v, p, h) is constructed from either 
Tg(t;, p, h) or Jra{v, P, h). The last term in Equation (4.2) is 
to explicitly state that T( f , p, h) is the tree with the minimum 
cost among all T{v, p, h') for h' < h. If the cost of Tg{v,p, h) 
is minimum, p, h) is constructed as p, h). Otherwise, 
T ( f , p, h) is constructed as Tm(t', p, h). Tg(f, p，h) is for a case, 
called tree grow, as illustrated in Figure 4.1 (a), where the degree 
of the root is 1; P，h) is for another case, called tree merge, 
as illustrated in Figure 4.1 (b), where a tree is constructed from 
the merge of other two trees. 
Note there are possible different trees rooted at v which can 
be grown (or merged) to p, h) (or T{v, pi U P2, h)). Equa-
tion (4.3)-(4.4) request that the cost, s{T{v, — 1)) + We{v, u) 
(or s{T{v,pi,h)) + s{T{v, p2, h))), is minimized if there are al-
ternatives to construct the same tree. 
Theorem 4.1: Given an edge-weighted undirected graph G, and 
a set of I keywords, P = {pi,p2, ..• ,Pi}- Let Vi C V be a 
group where v £ Vi contains pi, for i = 1,. •. , I. The optimal 
GST-1 rooted at v with height bounded by h can be computed as 
T{v, P, h) using Equation (4-1) - Equation (4-4)' 口 
Proof: Theorem 4.1 can be proved by the induction on h 
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(a) Graph G (b) Optimal GST-1 
Figure 4.2: An Example 
and IpI. We need to show that, T{v, p, h) be a tree with the 
minimum cost rooted at node u, with height < h, containing 
a set of keywords p, i.e. Equation (4.1) - Equation (4.4) are 
correct. 
When h = Q, is gotten from Equation (4.1), and 
is obviously correct. When p = 0 , T( f , p, h) is also zero for 
any h from the definition. Suppose T( f , p, h) can be correctly 
computed from Equation (4.1) - Equation (4.4) for h < d or 
p| < c. To accomplish the proof, we need prove p, h) is 
correct when 二 d + 1 or |p| = c + 1. 
Consider two cases of the min-cost tree T{v, p, h): 
i) When the degree of root v in T{v, p, h) is 1, it must be 
expanded from min-cost tree T(u, p,h — 1) by adding one edge 
{v, u) (tree grow case - Figure 4.1 (a)). Prom the induction, 
we know /i - 1) is correct, and thus according to Equa-
tion (4.3), T(v, p, h) can be correctly computed. 
ii) When the degree of root v in T{v, p, h) larger than 1， 
p, h) can be decomposed into two trees pi, h) and 
T{v, p2, h) at the same root v (tree merge case - Figure 4.1 (b)). 
Both of them are min-cost (otherwise T( f , p, h) is not min-cost), 
and are correctly computed from the induction (|pi|，|p2| < 
p| = c + 1). Therefore, according to Equation (4.4), T ( f , p, h) 
can be correctly computed. 
The above to two cases show T{v, p, h) is correct. • 
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Algorithm 1 DPH-1 
input: database graph G{y, E), the set of keywords P, groups V i , . . . , V/, 
height d 
output : GST-1 with height bounded by d 
1: h — 0; 
2: compute T(v, p, 0) for every v e V(G) that contains any keywords in P 
(Equation (4.1)); 
3： while h < d do 
4: /i + 1; 
5： for each v e V{G) do 
6: r —{:Z>,p’/i-l)}; 
7： for all possible p, compute Tg{v,p, h) from its neighbors (Equa-
tion (4.3)), and insert them into T ; 
8： compute all possible Tm(^ >，Pi U p2’/i) from two trees in T (Equa-
tion (4.4)); and insert the new trees into T; 
9： for each v G V{G) do 
10: T[v,p,h) — min{Tg(i;’p’/i),Tm(i;，PiUp2，"),7>’p，/i-l)}; 
11： return mmy^v{T{v,F,h)}] 
One more point need be clarified: Consider Equation (4.3) us-
ing Figure 4.1(a). The node v may appear in the tree T{u, p, h — 
1), and thus (t),u) 0 T ( w , — 1) contains v twice in the com-
puting process. But if so, there definitely exists a tree rooted 
at V which contains v only once with a smaller cost. Therefore, 
a node appears only once in the resulting tree T{v, p, h). It is 
similar for Equation (4.4) and Figure 4.1(b). 
The naive dynamic programming algorithm, for GST-1, is 
outlined in Algorithm 1, called DPH-1. It is a straightforward 
implementation of Equation (4.1)-(4.4). 
Theorem 4.2: Algorithm 1 can correctly compute the optimal 
GST-1 with height bounded by d. • 
Example 4.1: A database graph with edge weights is shown in 
Figure 4.2 (a). Given a 4-key word query: pi, p2，Ps, P4. Sup-
pose the four nodes, and V4, contain Pi,P2,P3, and p4, 
respectively. The optimal GST-1 with cost 14 is shown in Fig-
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Figure 4.3: A Naive DP Solution: DPH-1 
lire 4.2 (b). Figure 4.3 (a)-(c) show the intermediate results 
based on DPH-1 when h = 0,1,2, and Figure 4.3 (d) shows the 
final result. Note: by employing 1-star tree technique, BANKS-
I/II can only find the tree (vg(vy(V1V2)) (vs(^3^4))) with cost 18 as 
GST-1 answer (in Figure 4.3 (d), replace {(t»7，"^ 5)，(卵’"^ 1)’ (仍，仍)} 
with {(灼，1；1),(竹，and replace {{vs .vq) , (ve,v3), Oe， !^)} with 
{(?；8’”3),(仰，—}). • 
4.2 Performance Ratio and Complexity 
Note Algorithm 1 finds optimal GST-1 with height bounded by 
d, which is an approximation of GST-1. Based on the results of 
22] and [9], Algorithm 1 can achieve high performance ratio for 
GST-1 for small d. We can also prove when d is large enough 
{d = /), Algorithm 1 can achieve optimal GST-1. 
Corollary 4.3: For fixed d, Algorithm 1 can get the 0(v^)-
approximation of GST-1. • 
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This result is directly gotten from Theorem 3.1 and Theo-
rem 4.2. Note: usually database graph G(V, E) is not a metric 
closure, but we can run an all-pair shortest-path algorithm to 
transform into a metric closure. 
Theorem 4.4: When d = I, Algorithm 1 can get the optimal 
GST-1. • 
Proof : Again, assume G{V, E) is a metric closure, the above 
theorem is not hard to be proved. Over a metric closure GiV, E), 
there is no 2-degree node in the optimal GST-1, otherwise, we 
can replace the two edges incident on it with another edge, to 
reduce the cost. What's more, all the leaves in the optimal 
GST-1 must contain some keywords. Therefore, the depth of 
the optimal GST-1 is at most I (there are I keywords), and it 
can be found by Algorithm 1 when d = I. • 
The following part is the running time/space analysis of Al-
gorithm 1. 
Theorem 4.5: Algorithm 1 consumes 0{d{3^n + + a) time 
and 0{2^nd) space, where 0{a) is the time to compute all-pairs 
shortest paths in E). • 
Proof: Time Complexity: First, 0 ( a ) the time to transform 
G{V, E) into a metric closure. This is done in the preprocessing 
procedure, and can be omitted if we do not require the bound 
of performance ratio in Corollary 4.3 and Theorem 4.4. 
To compute (line 7), for node v and all p C P, 
0 (2 ' • |A (^iOI) is needed where \N{v)\ is the number of neighbors 
of node v. To compute Tm{v, piUp2, h) for node v for all possible 
combinations of pi and p2, consider a subset pi C P where 
pi| = i and |P| 二 L There are Q ways of selecting a subset 
Pi of size i out of I from P, and there are ways of selecting 
another subset p2 disjoint with pi. 
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So the total time complexity is as follows. 
=0(n(2% + 3^n)) 二 + 2^nm) 
Space Complexity: T(v, p, h) represents a subtree in G. But, 
we do not need to store the whole tree in memory. We only need 
to record the edge from which Tg{v, p, h) is constructed, 
and record pi and p2 with which Tm(v, piUp2, h) is constructed. 
T(v, p, h) can be reconstructed recursively when needed. There-
fore, the space needed for T(v, p, h) is bounded by 0 ( 1 ) . The 
total space required is 0{2^nd). 
Note if we store the subtree explicitly in T{v, p, /i), the space 
complexity becomes 0{p}ndl)^ since the size of each subtree is 
bounded by 0{l) (there are at most I leaves). • 
To reduce the time complexity to promised 0(3^n + + 
log n)n + m)) and to reduce the space complexity to 0(2^n), we 
propose DPBF-1 in Chapter 5, based on similar ideas of DPH-1. 





This chapter introduces an exact algorithm to find the 
optimal GST-1 (or min-cost group Steiner) with time 
complexity 0(3 'n + 2^((/ + log n)n + m)) and space com-
plexity of 0{2^n). Discussions on how to extend it to 
solve GST-k and some other important issues also ap-
pear here. 
The algorithm DPH-1 (Algorithm 1) shows the main idea of 
dynamic programming algorithm with which the optimal GST-1 
(with height bounded) can be computed. 
In this chapter, we present a novel dynamic programming 
solution with a best-first strategy. First, it does not rely on 
parameter height h. Second, it ensures the optimal GST-1 is 
the first T(v, P) found containing all keywords. In other words, 
with the best-first strategy, the algorithm can terminate when 
it finds a connected tree containing all keywords. 
Equation (4.1) - Equation (4.4), with height h, are rewritten 
to Equation (5.1) - Equation (5.4), without height h, respec-
tively. In brief, T(v, p) is a tree with the minimum cost, rooted 
26 
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at V, containing a set of keywords p C P . Below, Equation (5.1) 
shows that the primitive trees, T(v, p), which is single node tree, 
rooted at v, and contains keyword set p in v, are with a zero 
cost. 
7 > ’ p ) = 0 (5.1) 
Note T(v, 0) = 0. Like Equation (4.2), Equation (5.2) shows the 
general case for a tree with more than one nodes. 
T(v,p) = min(Tg(” ’p) ’Tm(”,p)) (5.2) 
where Tg(f ,p) = min {{v,u) 0 (5.3) 
ueN(v) 
Trr^iv, Pi U P2) = min {T(v, pi) 0 T(v, ps)} (5.4) 
pinp2=0 
We omit further explanation of Equation (5.1)-(5.4) because 
they share high similarity with Equation (4.1)-(4.4). The only 
difference is that they do not specify height h. Again, we can 
prove their correctness by the induction on |p|. The optimal 
substructure holds here too. 
Theorem 5.1: Given an edge-weighted undirected graph G, and 
a set of I keywords, P = {pi,p2,... Let Vi C V be a 
group where v £ Vi contains pi, for i 二 I,... The opti-
mal GST-1 rooted at v can be computed using Equation (5.1)— 
Equation (5.4). 口 
Proof: The proof can be obtained using the similar ways as 
the proof sketched for Theorem 4.1. • 
Note the omittance of parameter h makes the proof of The-
orem 5.1 (the correctness of Equation (5.1) — Equation (5.4)) 
simpler than Theorem 4.1, while making the algorithm DPBF-
1 (Algorithm 2) to compute Equation (5.1) 一 Equation (5.4) 
more complicated than the algorithm DPH-1 (Algorithm 1) to 
compute Equation (4.1) - Equation (4.4). We will discuss the 
algorithm DPBF-1, which can achieve the promised time/space 
complexity, in the following part. 
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Algorithm 2 DPBF-1 
input: database graph G, the set of keywords P, and groups V i , … , V / 
output: GST-1 
1： Let Qt be a priority queue sorted in the increasing order of costs of trees; 
2： QT — 0； 
3： for each v G V{G) do 
4： if V contains keywords p then 
5： enqueue p) = 0 into Qt\ 
6： while Q t 0 do 
7： dequeue Qt to p); 
8： return T(v,p) if p = P; 
9： for each u G N{v) do 
10： if T…,p) e {v, u) < T(u, p) then 
11: T(u,p) ^T(v,p)e(v,uy, 
12： update Qt with the new T(ii,p)； 
13: P i — p ; 
14： for each p2 s.t. pi 门 p2 = 0 do 
15： if T(?;,pi)eT(t;,p2) <T(t ; ’piUp2) then 
16： T…,Pi U p2) — T(v, pi) e T(v, p2); 
17： update Qt with the new T(v, pi U p2); 
5.1 An Efficient Best-First Algorithm 
Based on (5.1)-(5.4)，we outline the best-first strategy dy-
namic programming algorithm, called DPBF-1, in Algorithm 2. 
In DPBF-1, for simplicity and brevity, we use T(v, p) for the 
tree structure and its cost. Recall in Equation (5.1) — Equa-
tion (5.4), the left side is the tree whereas the right side is the 
cost of the tree. We will also make it clear in due course. 
DPBF-1 maintains trees in a priority queue Qt, by the in-
creasing order of costs of trees. The smallest cost tree is main-
tained at the top of the queue QT. The queue is manipulated 
with three operators: Enqueue, Dequeue, and Update. Enqueue 
inserts a tree T{v, p) into the queue Qt and Qt is updated to 
maintain the increasing order of costs of trees. Dequeue remove 
the top tree T{v, p) in QT- Update operation first enqueues 
T ( f , p) if it does not exist in Qt, and update Qt to maintain 
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the increasing order of costs. 
Remark 5.2: Let T(v, p) be the tree at the top of Qt. It is 
important to know that T(f, p) is with the minimum cost among 
all trees rooted at v, containing the same set of keywords p. This 
is because tree grow and tree merge can only get trees with larger 
costs. Equation (5.2) is ensured by Qt. • 
Initialization and Outline: In DPBF-1, it first initializes Qt 
to be empty (line 2). In line 3-5, it enqueues T(v, p) into Qt if 
node V contains a subset of keywords p (C P) (Equation (5.1)). 
While the queue Qt is non-empty, in line 6-17, the algorithm 
repeats to dequeue/enqueue in the attempt to make all trees 
grow/merge individually to reach GST-1. It dequeues the top 
tree T{v, p) from Qt, which is with the smallest cost in all trees 
in QT, Note: T{v, p) is rooted at node v. If T{v, p) contains 
the entire set of keywords P (p = P), the algorithm will return 
p) and terminate (line 8: T ( f , p) is optimal here because 
of Remark 5.2). 
Tree G r o w : In line 9-12, the algorithm considers the neigh-
bors, u, of the node v, which is the root of the tree T(v, p) just 
dequeued. It attempts to reduce the cost of trees rooted at u, 
by utilizing the cost information associated with the keywords 
p that p) has. Here, a neighbor u £ N{v) may or may not 
contain keywords. First consider the case when u does not con-
tain any keywords: In line 10, it checks if the tree T[v, p ) � ( t ^ u) 
has a smaller cost than T(u, p). If yes, the tree T(u, p) will be 
updated to T ( f , p) 0 {u^ v), and the cost of T(u, p) becomes 
smaller. Note T(U, p) may or may not exist in QT- If not, 
T(u, p) = T(v, p) 0 (u, V) is enqueued into QT. Then QT will be 
updated. In both cases, Qt ensures the increasing order of costs. 
The case when u does contain some keywords p' is similar. The 
line 9-12 handles the case of tree grow (Equation (5.3)). 
Tree Merge: The case of tree merge (Equation (5.4)) is handled 
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Figure 5.1: A Best-First DP Solution: DPBF-1 
in line 13-17. There are many trees rooted at the same node v 
containing different subsets of keywords, pi, P2, the algorithm 
considers every possible disjoint pair of pi and P2, and tries to 
reduce the cost of T{v, pi U P2). In line 15, it checks if the tree 
T{v, pi) 0 T ( f , p2) has a smaller cost than T{v, pi U p2). If yes, 
the tree T(tspiUp2) will be updated to T{v, p i )0T( i ; , P2), and 
the cost of T{v, PiUp2) becomes smaller. Note T{v, piUp2) may 
or may not exist in Qt. If not, T( f , piUp2) = T( f , P i ) � p 2 ) 
is enqueued into QT. Then QT will be updated. In both cases, 
QT ensures the increasing order of costs. 
Theorem 5.3: Algorithm 2 (DPBF-1) can correctly compute 
the optimal GST-1. • 
Proof : It will be shown in Section 5.4.1 that Algorithm 2 is an 
analogue of Dijkstra's algorithm for the shortest path problem in 
the space composed of (partial) Steiner trees {T{v, p ) } . So the 
proof here is very similar to the proof of Dijkstra's algorithm. 
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As in the description of Algorithm 2, we abuse the notations 
a bit: let T(v, p) be either a tree rooted at node v and containing 
keywords p, or its cost s{T{v, p)). 
Let T*{v, p) be the min-cost tree rooted at node v and con-
taining keywords p. We need to prove, based on Equation (5 .1 ) -
Equation (5.4)，Algorithm 2 terminates with T(v, p) = T*(v, p) 
for all T(v, p)'s dequeued. Therefore, the T(v,P) returned in 
line 8 is the optimal GST-1. 
We first prove the following two properties of Algorithm 2. 
No-tree property: If there is no tree rooted at node v and 
containing keywords p, then T(v, p) = T*(v, p) = oo. This is 
directly gotten from the definitions. 
Upper-bound property: We always have T(v, p) is a up-
per bound of T*(v,p), i.e. T(v,p) > T*(v,p), in Algorithm 2. 
Initially from line 5 (according to Equation (5.1)), this is true. 
Line 11 (according to Equation (5.3)) and line 16 (according to 
Equation (5.4)) update T(v, p) by constructing a new tree in 
the tree-grow case and the tree-merge case respectively. Since 
both T*(v, p) and T(v, p) are trees rooted at v and contain-
ing keywords vp, and T*(v, p) is the min-cost one\ we have 
Now we use the following loop invariant to prove this the-
orem: At line 7 of each iteration of the while loop of line 6-17, 
T{v,p) = T*{v,p), for T{v,p) dequeued from QT. 
Initialization: Initially, from Equation (5.1), the invariant 
is trivially true. 
Maintenance: We wish to show that at line 7, T{v, p ) = 
T*{v,p), for every T{v,p) dequeued from QT, For the purpose 
of contradiction, let T(v, p) be the first tree to be dequeued from 
QT, such that T{V,p) + T*(i)’p). 
There must be some tree rooted at v and containing key-
words p, for otherwise T*{v, p) 二 oo by the no-tree property, 
1 Actually, we will prove T{v,p) is also min-cost. 
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which would violate our assumption that T(v, p) + T*{v, p). 
We examine the min-cost tree p) using the following pro-
cedure: 
1: 卜仏 p p ; 
2: while true do 
3： Let 1*1’ … , V c be the children of v in T*{v, p) 
4: Let Pi，…,Pc be the sets of keywords contained in v and 
v's subtrees rooted at vi, • •. ,Vc； 
5： if there exists some Pi s.t. T(v, pi) has not been dequeued 
from Qt then 
6： if T(vi, Pi) has not been dequeued from Q t then 
7: Vi, p — Pi； 
8: else 
9： terminate with v and p ;^ 
10： else 
11： terminate with v and p; 
12： terminate if i = k; 
The above procedure will finally terminate, because each leaf 
of T*(v, p) is a 0-cost tree, which was enqueued into Qt in line 
3-5 of Algorithm 2, has been dequeued already (QT is a priority 
queue). When it terminates, there are two cases: 
1. Terminate at line 9 (corresponding to tree-grow): Consider 
T(v, Pi) and T(vi, pi). Note T(vi, Pi) has been dequeued 
from QT, thus 
Because i) in line 9-12 of Algorithm 2, pi) has been 
updated as T{vi, pj) © {vi,v), and ii) in the min-cost tree 
T*(^,p), T*{v,pi) = T*{vi,pi) 0 (vuv) (note is a child 
of V in p)), we must have 
T (仏 P O = T(叫,P i ) ④(叫,”）= T > “ p i ) ① ( i ； 
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For T*(v, Pi) is a subtree of T*(v, p), we have 
Therefore, T(v,p,) = T*(v,pi) < T*(v,p) < T(v,p) (by 
the upper-bound property). But because both T(v, pi) 
and T(v, p) are not dequeued from Qt, we have T{v, p) < 
T{v, Pi). These two inequalities give T{v, p^) = T*{v, p i ) = 
T*{v^ p) = p), which violates our assumption. 
2. Terminate at line 11 (corresponding to tree-merge): The 
following discussion is similar to case 1. Consider T ( f , p) 
a i i d T ( ” ， P i ) ’ . . .， 7 > ’ p c ) . N o t e T ( i ; ’ p i ) , - . . ,T(^ ,Pc) have 
been dequeued from QT, thus for Z = 1, • • •，C, 
T{v,pi) = r{v,pi). 
Because i) in line 13-17 of Algorithm 2, T{v, p) has been 
updated as p i ) © T ( ^ , p 2 ) e - . •0T( f ,Pc) , and ii) in the 
min-cost tree T*(^,p), T*(^,p) = T*(v’ p i ) � p2) © 
• • • 0 T*{v, Pc), we must have 
T{v,p) = T ( ” ’ p i ) � T ( > , P 2 ) � … � T(z;，pc) 
= T > ’ P i ) � r > , p 2 ) � … � r — c ) 
= T * K P ) . 
For T*(i>，p) is a subtree of T*(f;,p), we have 
Therefore, T(i ; ,p) = T*(^,p) < r* (^ ,p) < T(^ ,p) (by 
the upper-bound property). But because both T{v,p) and 
T{v, p) are not dequeued from Qt, we have T(v, p) < 
T ( f , p ) . These two inequalities give T ( f , p ) = T*(t>，p)= 
T*('i', p) = T{y, p), which violates our assumption. 
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These two cases shows the equality T(v, p) = T*(v, p) is main-
tained now and at all times thereafter. 
Termination: At termination (line 8 of Algorithm 2), p = P 
which, along with our earlier loop invariant T(v, p) = T*(v, p), 
implies that T(v, P) output here is the optimal GST-1. • 
Note: by deleting line 8 of Algorithm 2, we can find T{v, p ) = 
p) for all i>,s and p's, and output them in the increasing 
order of cost. The correctness can be easily verified by gener-
alizing the proof above. This idea will be used in our top-/c 
algorithm DPBF-k (to find GST-k) introduced in Section 5.3. 
Example 5.1: We explain DPBF-1 (Algorithm 2) with the 
same database graph in Figure 4.2 and keywords as Example 
4.1. Recall the a 4-keyword query {pi，P2’P3’P4}. And 4 nodes, 
vi,v2, V3, and V4, contain the four distinctive keywords, pi, p2， 
P3, and p4, respectively. 
As shown in Figure 5.1 (a), after line 3-5 of DPBF-1, Qt 
maintains four trees, T{yi, {pi } ) , T{v2, fe}), {Ps}), and 
{Pa}). Their costs are zero, because they do not have 
edges (Equation (5.1)). Figure 5.1 (b) shows QT after the first 4 
iterations of the while statement in DPBF-1. Here, all 4 trees 
in Figure 5.1 (a) are dequeued, and 8 new trees are enqueued 
into Qt based on the case of tree-grow. Their costs are 1, 1, 
1, 1, 4, 4, 4, and 4. Figure 5.1 (c) shows the first two trees of 
QT after the next 4 iterations of the while statement. They are 
enqueued into QT based on the case of tree merge, after the first 
4 trees in Qt (Figure 5.1 (b)) are dequeued. The costs of the 
trees in Figure 5.1 (c) are both 2, so they are ranked as the first 
two in Qt. Figure 5.1 (d) shows the first 6 trees in Qt after 
the next 2 iterations. Here, the first 4 trees in Figure 5.1 (d) 
are the 5-th to 8-th trees in Figure 5.1 (b), and the last trees in 
Figure 5.1 (d) are newly constructed from the 2 trees in 5.1 (c) 
based on the case of tree grow. Figure 5.1 (e) shows the trees 
constructed from the first 4 trees in Qt (Figure 5,1 (d)) in the 
{ 
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next 4 iterations based on the case of tree merge. But they are 
not enqueued into QT, because they have higher costs than the 
5-th and 6-th trees in Figure 5.1 (d). Note: they share the same 
roots and contain the same keywords. Figure 5.1 � - ( g ) show the 
rest iterations based on tree grow and tree merge, respectively. 
The optimal GST-1 is shown in Figure 5.1 (g). • 
5.2 Time/Space Complexity 
We analyze the time/space complexity of Algorithm 2 in this 
Section. 
Theorem 5.4: Algorithm 2 consumes 0(3'n + + logn)n + 
m)) time and 0(2'n) space. • 
Proof: Time Complexity: Let T( f , p) be the minimum 
cost for a tree rooted at every v G V{G) containing a subset 
of keywords, p C P where I = |P|. There are totally n nodes, 
and 2' subsets of P. So the length of QT will be at most 
Note: any p) will be enqueued/dequeued into/from Qt at 
most once in DPBF-1. With Fibonacci Heap [12], the cost for 
enqueue/update and dequeue are 0(1) and 0(log 2'n), respec-
tively. The total cost for the dequeue is 0 (2 'n ( /+ logn)), for all 
number of T ( f , p)'s. 
Equation (5.3) is computed in line 9-12 to minimize T{u, p), 
where u G N{v)^ using the information of T ( f , p ) . The total 
number of possible u is bounded by 0(|A^(f)|) where is 
the number of neighbors of v (line 9). The total number of com-
parisons in line 10 is bounded by 0 {2%ev\N{v)\) = 0(2^m). 
QT need be updated (in time 0(1)) , if a smaller cost for T(U, p) 
is found in line 10. So the total time needed for line 9-12 is 
Equation (5.4) is computed in line 13-17 to minimize T(u, piU 
P2). for every pair of non-empty disjoint pi and pi. Let pi 
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be p of T{v, p) dequeued in this iteration. With T{v, pi) in 
hand, it enumerates T{v, P2). If a lower cost of T{v, pi U P2) 
is found (line 15), QT is updated. If |pi| = i is fixed, the total 
number of possible pi is ({.), and the total number of possible 
/ ‘ 
P2 is 2卜\ so the number of comparisons in line 15 is bounded 
by 0 ( n = Because the time needed by an 
update of QT is 0 (1) (with Fibonacci Heap [12]), the total time 
needed for line 13-17 is 0(3'n). 
So the time complexity is 0(3^n + + logn)n + m)). 
Space Complexity: T{v, p) represents a subtree in G. But, we 
do not need to store the whole tree in memory. We only need 
to record the edge (f , u) from which Tg{v, p) is constructed, 
and record pi and p2 with which U P2) is constructed. 
T{v, p) can be reconstructed recursively when needed. There-
fore, the space needed for T{v, p) is bounded by 0 (1 ) , and the 
total space required to store T{v, p) if bounded by 0(2 'n) . The 
maximum size of QT is also bounded by 0{2^n). So the space 
complexity is 0(2^n). 口 
5.3 Finding Top-k Group Steiner Trees 
To compute GST-k, we propose algorithm DPBF-k, by just re-
placing line 8 in Algorithm 2 (DPBF-1) with: 
if p = P then 
i <— i + 1; 
output Ti = T(t),p); 
terminate if i = /c; 
Here, i is initialized as 0. DPBF-k reports approximate answers 
for GST-k where /c > 1, but the first one, T\ is promised to 
be optimal. Moreover, due to the nature that the smallest cost 
tree is always kept at the top of the priority queue Qt in DPBF-
1, we can find T\, T2, ... T/, in the increasing order of cost, i.e. 
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s(Ti) < S(T2) < . < s(Tfc), for GST-k. So no sorting is needed. 
The time complexity and space complexity for solving GST-k is 
the same as to solving GST-1, because the worst case for solving 
GST-1 is to search all possible trees in {T(v, p) } , which is the 
same as for GST-k. 
Note {T i ,…,Tfc } output by algorithm DPBF-k is an approx-
imation of GST-k. Suppose {Tf, • • • , T^} is the optimal GST-k, 
by Theorem 5.3, we can only promise that s(Ti) = <s(T\*)，but 
may have s(Ti) > s(T*) (1 < i < k). The reason is that for 
example, T : may have the same set of nodes as T^ *, but with 
different edges. Such T2 cannot be found by DPBF-k, because 
T2 = T(u, P) must differ from T\ = T{v, P) on at least one node. 
However, DPBF-k can promise that {Ti , . . . , T/J contains all 
the nodes covered by { T f , … f o r any fixed k. It means 
all the nodes in the optimal top-/c answers will be output by 
DPBF-k. This feature of DPBF-k satisfies the need of users, 
because users will not miss any "desired" nodes (representing, 
e.g., tuples, and webpages) in the list of top-A; answers (recall an 
answer is a tree, consisting of tuples in the database). Formally, 
we have the following theorem. 
Theorem 5.5: Suppose {1\，... ,Tk} is the GST-k output by 
algorithm DPBF-k, and ...，T:} is optimal GST-k. Then 
for any fixed k, if < s{Tk) ({Ti,. •. ’ Tk} is not the optimal 
GST-k), we have 
U vm) D u V(巧*). (5.5) 
l<i<k l<i<k 
• 
Proof: To prove this theorem by contradiction, we assume 
that: there exists a node 
V e U 聊 ， 
l<i<k 
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but 
” i U (5.6) 
\<i<k 
Without of loss of generality, suppose v G V{T*) for some 
1 < j < A:. Because of the optimality of {T^*,…,T^!}, we must 
have 
s{T；) < sin) < s{n). 
Consider the tree T{v, P). From Theorem 5.3, T{v,P) can be 
correctly computed, and because of the definition of T{v, P) 
(min-cost tree rooted at v, containing all keywords P) , we have 
s(T(v,P))<s(T；). 
Thus, we have 
s(T(v,P))<s(n), 
which means T(v, P ) must have been output by algorithm DPBF-
k. This contradicts to our assumption (Equation (5.6)), and 
completes the proof. • 
Our algorithm DPBF-1 can be also applied in the algorithmic 
framework proposed in [29], to find the optimal GST-k, Theo-
rem 5.5 can be used to further improve the performance of exact 
top-/c algorithms in this framework. Because it points out that 
although algorithm DPBF-k cannot output the optimal GST-k, 
it can output the set of nodes, which the trees in the optimal 
GST-k consist of. With this information, we need only run the 
exact top-/c algorithm in a subgraph of database graph G, 
5.4 Other Important Issues 
In this section, we discuss several additional issues: (1) com-
parison with an unpublished work (independently developed by 
Benny Kimelfeld and Yehoshua Sagiv [28]), (2) handling general 
cost functions with node/edge weights, (3) handling keyword 
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queries with logical operators, (4) handling directed database 
graph, (5) the size and the maintenance of database graph, and 
(6) indexing and pruning strategy. 
We will first show the difference between our algorithm DPBF-
1/k and the solution in [28], and then show that we can handle 
keyword queries with logical opeators in the database graph G 
as a weighted undirected/directed graph with both node-weights 
and edge-weights. We will give the class of cost functions we can 
support with our dynamic programming algorithms. Finally, we 
propose the strategies for indexing and pruning. 
5.4.1 Comparison with an Unpublished Work 
Benny Kimelfeld and Yehoshua Sagiv [28] proposed a GST-1 al-
gorithm also based on Equation (5.1) — Equation (5.4), indepen-
dently. To compare their solution with ours, consider {T{v, p)}， 
the set of all (partial) Steiner trees, as the search space. Our task 
is to explore this space under the guidance of Equation (5.1)— 
Equation (5.4), to find T{v, P) with the minimum cost. Because 
of the absence of parameter h, the exploration must follow such 
an order. 
Requirement of the Order to Compute T{v, p): lFT{y', p') 
is a subtree ofT{v, p)，THENT{v', p') must be computed earlier 
than T{v, p). 
So as shown in Figure 5.2，there are two possible orders sat-
isfying this requirement. 
1. The ascending order of |p| (size of keywords set p): The 
algorithm in [28] is based on this order. It visits nearly the 
whole search space for every input, because the set of all 
keyword P has the largest size. 
2. The ascending order of s{T{v,p)) (cost of tree T(^;,p)): 
Our DPBF-1 is based on this order. It follows a short-
cut to GST-1, and visits only the necessary portion of the 
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Figure 5.2: Two possible orders to compute T(v，p) 
search space. In this view of point, our DPBF-1 is an ana-
logue of Dijkstra's algorithm in the space { T ( f , p ) } , where 
each T( f , p) is considered as a node, and relationships spec-
ified by Equation (5.1) - Equation (5.4) are considered as 
weighted edges (Equation (5.3) and Equation (5.4) spec-
ify two types of edges respectively). We aim to find the 
shortest path from {T(”，0) : v E to {T{v,F) : v E 
Therefore, our DPBF-1 can correct compute GST-1, and al-
ways explore a smaller portion of search space than the algo-
rithm in [28] does. 
5.4.2 General Cost Functions 
Suppose the database graph C is a node/edge-weighted graph. 
Let Wy{v) and We{e) be a node-weight and edge-weight for a node 
V, and an edge e in G. DPBF-1/k can support any additive cost 
function s'(T) in the form shown in Equation (5.7)-(5.9) , and 
CHAPTER 5. BEST-FIRST DYNAMIC PROGRAMMING A L G O R I T H M 2 7 
any nonnegative weights Wy{v) and We{e). 
S'(T) = ( 1 - A ) - 4 ( T ) + A - 4 ( T ) . (5.7) 
Here, the total costs for nodes and edges, s'^{T) and must 
be additive. And A G [0,1]. For example, 
= E — ) (5.8) 
vGV(T)nV 
4 ( T ) = ^ 切 “ e ) (5.9) 
eeB(T) 
s'y{T) is the total node weight of those nodes in T that also 
appear in V, where V is the set of nodes in G that contain at 
least one keyword. is the total edge weight in T. Note 
Equation (2.1) is a special case of Equation (5.7) with A = 1. 
Handling node-weight in GST-1 (or GST-k) does not increase 
the complexity, as can be sensed in the discussions in Section 5.2, 
Chapter 5. Node weights can be assigned using the exsiting 
approaches given in [8, 4 . 
It should be mentioned that there are many other possible 
ranking methods. Comparison between alternatives need involve 
large-scale user studies, which is beyond the scope of this thesis. 
5.4.3 Keyword Queries with Logical Operators 
The I keyword query, with a set of keywords, pi, P2, . . . , Pz, can 
be considered as a conjunctive query, 八 P2 八…八 Pz，because 
it needs to find a group Steiner tree containing every keyword. 
We can handle a keyword query with logical operators V, as well 
as A. Note pi V P2 means the group Steiner tree may contain 
either pi or p2. 
Simply put, to answer a keyword query in the general form: 
Pi 01 P2 . . . (8)/-i Vu where 0 产 八 or V，we only need: 
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1. compute a collection of keywords set 
"^二 { p : P g P，p satisfies query pi <S)i P2 <^>2 •' •纷-1 Pi}. 
For query (p： Aps) Vpa, e.g., V = { {PbPs}, {P2,P3}}. 
2. replace line-8 of Algorithm 2 (DPBF-2) with: 
return T(v, p) if p G V; 
Top-k algorithm DPBF-k can be extended in a similar way. 
Using bit-wise implementation, the time complexity of algo-
rithm DPBF-1/k is unchanged. 
5.4.4 Handling Directed Graph 
Our algorithm can compute GST-k over a directed graph as 
well as undirected graphs as shown in our experimental studies. 
The only place that we need to change for dealing with directed 
graph is the treatment of neighbors in algorithm DPBF-1/k. To 
handle a directed graph G, N{v) needs be refined as N{v)= 
{u I G ^(G)}, where B(G) is a set of ordered pairs. 
5.4.5 Graph Size and Graph Maintenance 
As other tuple-based approaches [7, 36], we assume the existence 
of a materialized database graph G(V,E) in memory. For each 
node and edge in G, we only maintain the IDs of relevant tuples 
in the main memory, and based on Remark 2.2, G is sparse. So 
the memory consumption for the materialized database graph 
G is small. Following is the quantitative analysis. 
Suppose that a node needs 6 bytes to uniquely identify a tuple 
(node) in VB (2 bytes for unique relation identifiers and 4 bytes 
for unique tuple identifiers in a relation). And suppose that each 
node is associated with a data structure for (out-going) edges 
where an edge is occupied 4 bytes. The memory consumption for 
CHAPTER 5. BEST-FIRST DYNAMIC PROGRAMMING A L G O R I T H M 2 7 
G becomes, 6n + 4fn where f is the average number of tuples 
that a tuple in DB references to using foreign key references. 
Note f < r based on Remark 2.2. In other words, the byte 
consumption per node is 6 + 4r. Consider a real database graph 
G for DBLP in year 2004 [30]. The number of nodes is n 二 
1900K, and the number of edges is m = 5400K. The average 
number of outgoing edges per node is r = 3. The memory for 
the materialized graph G is less than 34MB. 
Moreover, the database graph can be maintained dynamically 
using two additional hash structures, a node-hash Hy and an 
edge-hash He. The point is: when database is updated, the 
materialized database graph in the memory can be also updated 
with nearly zero cost. Given a node identifier, v, Hy{v) finds 
its location, and He(y) finds all u that reference to v. When 
insert/delete a tuple or a foreign key in VB, hash structures Hy 
and He are also updated. 
5.4.6 Indexing and Pruning Strategy 
We can speedup the algorithm DPBF-1 based on these two ob-
servations: (i) The number of non-empty T(v, p) is very small, 
(ii) The cost of T(v, p) is monotone with respect to p, i.e. 
s(T(v,p)) < s(T(v,p')) ^ p C Based on the observations, 
we speedup Algorithm DPBF-1 with indexing and pruning. 
Indexing: Theoretically, the size of search space is 0(2^ • n). 
But in practice, the number of T(v, p) searched by the algorithm 
DPBF-1 is not large. In our extensive experimental studies, we 
found that the number of T(v, p) accessed in Algorithm 2 is only 
about 10% - 40% of the whole search space, even when k — 100. 
This is because that there is only a small portion of nodes in 
database graph that is closely related to a user-given keyword. 
An index is built on node, say v, which assists us to efficiently 
identify p2 such that T( f , p2) is non-empty (line 14 in Algorithm 
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2). Because only the non-empty T{v, P2) is useful in the Tree 
Merge process (line 14-17). Without such an index, we need 
always enumerate up to 2' possible values for p2. Such index 
can be easily implemented with hash table and double-link list. 
Pruning: Recall T{v, p) is defined as a tree with the minimum 
cost, rooted at v, containing keywords p C P. The following 
lemma is obvious from the definition. 
Lemma 5.6: T{v, p) < T{v, if pC p : • 
Based on this lemma, the following steps can be added below 
line 7 of Algorithm 2. 
for each p ' � p such that T{v, G QT do 
if T{v,p') = T{v,p) then 
goto 7; 
The intuition of the above prune strategy is: for certain T{v, p), 
if there is another tree containing more keywords but 
with the same cost, then just discard T(v, p). T(v, can be 
used to accomplish the Tree-Grow / Tree-Merge process instead 
of T(v, p) in some iteration later (when T(v, is dequeued), 
because p D and T(v, p,) = T(v, p). 
With careful implementation to check whether there is any 
such T(v, G QT, the time complexity of algorithm DPBF-1/k 
can be unchanged. 




This chapter introduces the experiments we conducted 
and analyzes the results. 
We conducted extensive experimental studies to compare our 
parameterized solution, DPBF, with four algorithms, namely, 
BANKS-I [7], BANKS-II [36], RIU-E [31], and RIU-T [31]. We 
implemented all algorithms using C++. We used the default val-
ues of the parameters in the existing work, and tuned the pa-
rameters to get the better results, when needed. 
We report our findings, using the total edge-weight of a tree as 
the cost (Equation (2.1)), over undirected/directed graphs. All 
algorithms use the same weight scheme. Due to space limit, we 
do not report the tests on node/edge-weighted graphs, because 
they show the similarity with those on edge-weighted graphs. 
We do not report our DPH-1, because DPBF outperforms DPH-
1. We do not compare our results with the work in [25, 6, 22, 
9, 10, 19], because their time complexity is higher than O(n^), 
which make them difficult to handle large database graphs. 
We conducted all tests on a 3.4GHz CPU and 2G memory 
PC running XP. For each test, we selected at least 20 keyword 
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queries, and report Processing Time (msec), Memory Consump-
tion (in terms of the number of nodes), and Cost (the total 
edge-weight), on average. 
We used two real datasets, DBLP [30] and MDB [34]. The 
database schema of DBLP is outlined in Figure 1.1 (a). DBLP 
consists of 1,900/C records for research papers archived up to 
year 2004. MDB consists of 1 million records for a movie recom-
mendation system. It contains of 2,811,983 ratings entered by 
72,916 users for 1,628 different movies. 
6.1 Exp -1 Scalability 
We first conducted a scalability test, because it is critical whether 
an algorithm can compute GST-1 for a large graph. We divide 
DBLP into 10 datasets, namely, lOOK (up to 1982), 300K (up to 
1987), 500K (up to 1993), TOOK (up to 1996), 900K (up to 1997), 
HOOK (up to 1999), 1300K (up to 2000), 1500K (up to 2001), 
1700K (up to 2002)，and 1900K (up to 2004). We construct 10 
edge-weighted undirected/directed graphs correspondingly, and 
then randomly select 20 4-keyword queries. 
Results of tests on 10 undirected graphs are shown in Fig-
ure 6.1, RIU-E is the best in terms of processing time and is the 
worst in terms of cost, because it uses a simple heuristics to se-
lect edges when expanding. On the other hand, BANKS-I is the 
worst in terms of processing time but computes GST-1 with a 
small average cost, which is very close to the optimal. BANKS-II 
significantly improves the efficiency of BANKS-I, but produces a 
larger average cost. Overall, our DPBF finds the optimal GST-1, 
and outperforms BANKS-I and BANKS-II in terms of process-
ing time. As shown in Figure 6.1 (b), our DPBF consumes less 
memory than that of BANKS-I. 
Results of tests on 10 directed graphs are shown in Figure 6.2. 
DPBF finds the optimal GST-1, and outperforms BANKS-I/IL 
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We do not report RIU-E in Figure 6.2，because of its large av-
erage cost obtained (see Figure 6.1). 
We do not include RIU-T in Figure 6.1-6.2, because it con-
sumes much more processing time and memory than others to 
compute GST-1 when the graph is large. For 300K, RIU-T takes 
more than 5 minutes for a 4-keyword query. 
In the following experiments, we use the dataset 500K to test 
other settings, which is in favor of BANKS-I, because the pro-
cessing time of BANKS-I increases significantly, when the num-
ber of nodes is large. We do not report our finding for the edge-
weighted directed graph, because they show the similar results 
as those for undirected graphs. 
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6.2 Exp-2 Number of Keywords 
We vary the number of keywords from 2 to 6, to compute GST-
1. For each I value, we randomly generate 100 queries to test. 
Results are shown in Figure 6.3. DPBF finds the optimal GST-
1, and outperforms BANKS-I, BANKS-II and RIU-E in terms 
of cost. As shown in Figure 6.3, the processing time of DPBF 
is not significantly affected by I value, except a jump from I = 2 
to 3. It is because, when I = 2, GST-1 becomes the shortest 
path problem, can be solved by DPBF efficiently. Afterward 
processing time does not increase much while I increases. It 
indicates that our DPBF can support most user keyword queries 
when / is of a reasonable number. 
We also test /-keyword queries of different keyword patterns 
(keywords are with low/medial/high frequency). It is found 
that, with low frequency keywords, the average cost is higher 
than those with high frequency keywords, and the processing 
time is longer. It is because that with low frequency keywords, 
the probability of obtaining a large GST-1 is high. In Figure 6.3, 
the 100 queries are selected uniformly from different patterns. 
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6.3 Exp-3 GST-k Testing 
We test GST-k, using the same 100 randomly-generated 4-keyword 
queries, that we used in Exp-2. We vary k from 1，3,... to 40, 
and report our results in Figure 6.4. Prom Figure 6.4 (a), all 
algorithms to be tested can compute GST-k in a progressive 
manner, and the processing time is not much more than com-
puting GST-1. Our DPBF outperforms the others in terms of 
cost, and DPBF outperforms BANKS-I/II in terms of processing 
time. 
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6.4 Exp-4 MDB (A Directed Graph Dataset) 
We test MDB dataset [34] as an edge-weighted directed graph. We 
first vary the number of keywords, I, from 2 to 6, using 100 ran-
domly generated /-keyword queries, for each I. The results are 
shown in Figure 6.5. Then, we fixed I = 4, and randomly gen-
erated 100 4-key word queries to test GST-k, for k = 1,3, ...40. 
The results are shown in Figure 6.6. We obtain similar results. 
Our DPBF outperforms the others in terms of both cost and 
processing time. 




This chapter concludes the thesis. 
In this thesis, we studied memory-based algorithms to find 
top-k min-cost group Steiner trees, denoted GST-k, for /-keyword 
queries, in a relational database which can be modelled as a 
graph G, with n nodes and m edges. We observed that I is 
small, and proposed two novel parameterized solutions to find 
the provably approximate / optimal GST-1. Both solutions can 
be extended to find approximate GST-k. We conducted ex-
tensive studies over large undirected/directed graphs, and con-
firmed that our algorithm can obtain the optimal GST-1 with 
high efficiency, and achieve high quality (low performance ratio) 
and high efficiency for computing GST-k. 
There are several research directions one may wish to follow 
as an extension of the work of this thesis. 
• As is pointed out in Theorem 5.5, the property of the GST-
k output by algorithm DPBF-k can be used to improve the 
framework for finding the optimal GST-k [29]. The cur-
rently best framework proposed in [29] requires recompu-
tation to find the top-(A; + 1) answer after finding the top-/c 
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answer, which is inefficiently in practice. How to improve 
the theoretical time complexity and efficiency of the top-k 
algorithm is an interesting work. 
• How to reduce the time complexity of the exact algorithm 
for GST-1 is a challenging problem. Since GST-1 is at 
least as hard as the Set Cover problem, the improvement 
on GST-1 algorithm also implies an improvement on the 
Set Cover algorithm. Both problems are NP-Complete, 
but the exact/parameterized algorithms for them are in-
teresting especially when some parameters of the problem 
in practice are bounded. Up to now, only the exact algo-
rithm for the min-cost Steiner tree problem (a special case 
of GST-1 when only one node contains the each keyword) is 
known to be improved to 0( (3 —e)'n) in undirected graphs. 
• Currently, our algorithms DPH-1 and DPBF-l/k can only 
support additive cost functions. When the cost function is 
not additive, the keyword query cannot be modelled as a 
group Steiner tree problem any more. So it is interesting to 
study the relationship between the type of the cost function 
and the hardness of the problem. A solution to a larger class 
of cost functions is of great interest. 
• Keyword query problem is studied in databases in this the-
sis. It is interesting to study the model and solution for the 
keyword query problem on the Web. 
• End of chapter. 
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