It is well known that ensembling predictions from different Machine Learning (ML) algorithms can improve accuracy. This paper proposes a approach to combine Conformal Predictors (CPs) with different underlying ML algorithms in a way that preserves their key property, i.e. validity. Different combination methods are discussed and their performance is evaluated on a chemoinformatics problem. In order to deal with the size, high-dimensionality, and strong imbalance of the data set, the paper applies a special type of CP: an Inductive Mondrian Conformal Predictor. We propose and evaluate, alongside methods from Statistical Hypothesis Testing, a heuristically motivated method for learning to combine CPs to improve the quality of prediction. We also explore a general nonparametric method for recovering validity after combination using a calibration set. On a real-world data set, several of the combined predictors consistently outperform the base CPs.
Introduction
Since their introduction (Vovk et al. 2005) , Conformal Predictors (CP) have been applied in several fields as a principled way to obtain confidence predictions (Ivina et al. 2012; Lambrou et al. 2009; Laxhammar and Falkman 2010; Ji et al. 2008; Shabbir et al. 2015; Balasubramanian et al. 2009 ). The main attraction of CP is the theoretical guarantee on the (long-term) error rate of the predictions. Specifically, chosen an error rate , CP can output a region prediction that is guaranteed to contain the correct the label with a relative frequency of 1 − . In addition to that, CP can output a confidence measure, i.e. a p value p y (x) for the hypothesis that the label of a test object x is y. This p value can be used for the combination of the predictions from multiple heterogeneous classifiers. In this paper we apply CPs and several combination methods to the problem of predicting the biological activity of chemical compounds. The problem is encountered in pharmaceutical drug discovery, where one possible approach is to screen a large number of compounds (possibly from a library) for activity towards a target of interest (e.g. an enzyme that is part of signalling path or metabolic path involved in a disaease). The ability to predict with a set level of confidence the activity of compounds is of extreme interest to the pharmaceutical industry as it can reduce significantly the investment required to identify a suitable number of "hits" for the subsequent stages of drug development. In the following section, we recall briefly the relevant concepts and definitions pertaining to Conformal Prediction, referring the reader to the existing literature (Gammerman and Vovk 2007; Shafer and Vovk 2008; Toccaceli et al. 2016) for the full treatment.
Conformal predictors
Assuming that the training set is made up of independents identically distributed examples (iid) 1 (x i , y i ) ∈ Z = X × Y, if x +1 is a test example taken from the same distribution as the training examples, a Conformal Predictor assigns a p value to a hypothetical assignment of a label y +1 to the object x +1 . Within the context of Conformal Prediction, the definition of p value relies on the notion of Non-Conformity Measure (NCM). The NCM is a real-valued function A(z; z 1 , . . . , z k ), A : Z × Z (k) → R that expresses how dissimilar an example appears to be with respect to a bag (or multi-set) of examples, assuming they are all iid. A Non-Conformity Measure can be in principle extracted from any Machine Learning (ML) algorithm. Although there is no universal method to derive it, a default choice is:
A((x, y), z 1 , . . . , z k ) := −Δ(y, f (x))
where f : X → Y is the prediction rule learned on (z 1 , . . . , z k ) and Δ : Y × Y → R is a measure of similarity between a label and a prediction.
Armed with an NCM, it is possible to compute for any example (x, y) a p value that has the following property: for any chosen ∈ [0, 1], the p value of test examples (x, y) drawn iid from the same distribution as the training examples are (in the long run) smaller than with probability at most .
The idea is then to compute for a test object a p value of every possible choice of the label. Once the p values are computed, they can be put to use in one of the following ways:
-Given a significance level , a region predictor outputs for each test object the set of labels (i.e., a region in the label space) such that the actual label is not in the set no more than a fraction of the times. This is called the validity property. It provides a long term guarantee on the number of errors (where "error" is defined as "actual label not in the prediction set") in the long run. If the prediction set consists of more than one label, the prediction is called uncertain, whereas if there are no labels in the prediction set, the prediction is empty. -Alternatively, one can take a forced prediction (where the label with the largest p value is chosen for a given test object), alongside with its credibility (the largest p value) and confidence (the complement to 1 of the second largest p value).
There are two forms of CP: Transductive CP (TCP) and Inductive CP (ICP). They differ in the way in which the NCM (and consequently the p values) are calculated. TCP is computationally expensive as the computation of the NCM is performed from scratch for each example. Formally, in TCP
which means that for every α i (there is one α i for every training example plus the hypothetical example) the underlying algorithm is trained anew on a training set in which the example to which the α i is associated has been removed. A prediction is then obtained for the example on the model thus trained and the NCM is derived. By contrast, Inductive CP requires just one training of the underlying ML algorithm. The overall training set is split into a proper training set and a calibration set. The proper training set is used to train the underlying ML algorithm. The α i are computed only on the examples of the calibration set. 2 Assuming that the first m examples constitute the calibration set and the remaining k = − m examples the proper training set, the α i can be formally expressed as:
Once the NCM have been calculated and denoting with n their number (which is + 1 for TCP and m + 1 for ICP), the p value for a hypothesis y +1 =ȳ about the label of test object x +1 is defined as follows:
n Both the Transductive form and the Inductive form of CP are proven to have the validity property when the prediction region Γ for a test object x for a chosen significance level ∈ [0, 1] is the set of labels for which the p value exceeds the significance level:
Finally, the validity property as stated above guarantees an error rate over all possible label values, not on per-label value basis. The latter can be achieved with a variant of CP, called label-conditional CP (a variant of Mondrian CP). The only change is in the calculation of the p value: we restrict the α i only to those that are associated with examples with the same label as the hypothetical label that we are assigning at the test object. So, the p value for a hypothesis y +1 =ȳ about the label of test object x +1 is defined as follows:
The property of label-conditional validity is essential in practice when the CP is applied to an "imbalanced" data set, i.e. a data set in which the proportions of labels are significantly different. Empirically, one can observe that with the plain validity property, the overall error rates tend within statistical fluctuation to the chosen significance level, but the minority class(es) are disproportionally affected by errors. This property ensures that, even for the minority class, the long-term error rate will tend to the chosen significance level.
Combination
The study of the problem of combining p values to obtain a single test for a common hypothesis has a long history, originating very soon after the framework of statistical hypothesis testing was established (Fisher 1932) . A survey can be found in Loughin (2004) . In its more general form, the problem raised a lot of attention for its application to meta-analysis, where the results of a number independent studies, generally with different sample sizes and different procedures, are combined. The various methods that have been proposed over the years have tried to cater for the different ways in which the evidence manifests itself. In particular, some methods allow for weighting, thereby assigning more importance to some p values (for instance, in the case of meta-analyses, those corresponding to studies with larger samples sizes). More importantly, each method is associated with a different shape of the rejection region (the portion of the k-dimensional space of the k p values being combined for which the combined test of significance would reject the null hypothesis under a chosen significance level ). The shape reflects the different way in which evidence of different strength is incorporated into the aggregated p value. It has been observed that there is no single combination method that outperforms all others in all applications.
The combination of p values from different Conformal predictors on the same test object is a very special form of the general problem outline above.
A method for the combination of Conformal Predictors should aim to: -Preserve validity for the output of the combination method to be a valid Conformal Predictor, this is a necessary property. -Improve efficiency smaller prediction sets should result from a desirable method of combination. In practice, one is interested in the two desiderata above if the resulting p values are to be used to obtain prediction sets. There are domains of application where the p values can be used in other ways. An example which will be developed further in the sequel is in the context of Drug Discovery: the p values can be used to rank candidate compounds (see Toccaceli et al. 2017) in terms of the confidence in their activity (or lack of confidence in their inactivity), so that an informed decision can be made as to which candidate compounds to choose for a new batch of screenings.
There One has to expect that, when testing the same hypothesis with different methods on the same object, the results will exhibit some degree of correlation. In other applications of p value combination, the issue may be less of a concern. For instance, in meta-analyses of clinical trials, it is arguable that there is less correlation because the trials are not reusing the same patients in the same groups. However, the one considered is certainly not the only context in which dependent p values are encountered and the issue has attracted some attention by statisticians (Pesarin 2001; Brown 1975; Alves and Yu 2014; Poole et al. 2016 ).
Methods from "traditional" statistical hypothesis testing
As outlined in Loughin (2004) , the field of Statistical Hypothesis Testing has approached the problem of p value combination as soon as the notion of p value started to establish itself in the statistical community. One can identify, broadly speaking, two classes of p value combination methods: quantile methods and order-statistic methods.
Order-statistic methods (Davidov 2011) are mentioned here for completeness. Given k p values coming from k experiments, the combining function is based on the order of the p values. For instance, a combination method might simply consist in taking the smallest of the p values; another method might take the second smallest, another the arithmetic average, another the maximum and so forth. Intuitively, a combination method that takes the smallest p value "believes" the outcome that is most improbable under the Null Hypothesis, whereas a methods that takes the largest p value would be stricter, in that it would take the outcome that is less contrary to the Null Hypothesis. In general, such methods appear to be inadequate for Conformal Predictors, because they result in the loss of validity. 3 On the other hand, quantile methods can satisfy this requirement. The quantile methods can be generally constructed by transforming the p values using a function chosen as the inverse of a Cumulative Distribution Function (CDF) of a convenient distribution. The choice of the distribution is in principle arbitrary, but it is convenient to constrain it to those distributions for which the CDF of the sampling distribution of the sum of Random Variables (RVs) can be expressed with closed formulas or can be calculated with little computational effort (it has been noted (Zaykin et al. 2007 ) that "nowadays any form of CDF can be used with the aid of simple Monte Carlo evaluation"). Let 
It is easy to see that P comb is uniformly distributed, based on elementary property that will be proved in a later section.
Here we consider one quantile method, namely Fisher's method (also known as chi-square method), although other quantile methods exist, such Stouffer's method (1949) (also known as z-transform test). Fisher's method (1932; 1948) is among the earliest p value combination methods. It relies on the key observation that if p 1 , p 2 , . . . , p k are each the realization of a uniformly distributed random variable,
Fisher's method
is a random variable that follows a chi-squared distribution with 2 degrees of freedom. The sum of k independent random variables each following a chi-squared distribution with 2 degrees of freedom is itself chi-squared distributed with 2k degrees of freedom, that is:
is a random variable that follows a chi-squared distribution with 2k.
The combined p value is:
where y is a random variable following a chi-square distribution with 2k d.f. The integral required for calculating the probability above has a very simple closed form:
Interestingly, the formula above also arises as the probability of the product of independent uniform random variables (Zaykin et al. 2002 ). Fisher's method also exhibits a form of asymptotic optimality "among essentially all methods of combining independent tests" (Littell and Folks 1973).
Validity recovery
None of the methods discussed so far guarantees validity. Fisher's method guarantees valid p values but only under the assumption of independence. The resulting combined p value will exhibit a deviation from the uniform distribution that will be more pronounced the stronger the dependence among p values. In our specific setting, the p values are obtained by applying CP with different underlying algorithms on the same test object. It is therefore to be expected that the p values will exhibit a substantial degree of correlation. Figure 1 illustrates the effect of correlation on combination.
The problem is well-known and there have been many attempts to introduce corrections based on some measure of the correlation or of the dependence. We propose a very simple calibration method, based on the following well-known elementary result. 4 Given a random variable X and its CDF F X (t) ≡ P [X ≤ t] which we'll assume invertible (but slightly less restrictive assumptions are possible), the random variable Y ≡ F X (X ) follows the Uniform distribution.
This can be proved by showing that the CDF of Y is the identity function, i.e. F Y (y) = y, along the following lines:
The method we propose consists in calibrating the combined p value obtained with any of the methods above by using the CDF of the combined p values. An estimate of such CDF can be obtained from the Empirical Cumulative Distribution Function (ECDF) observed on a Calibration Set (any set drawn from the same distribution, with the exclusion of the training set and the test set).
In the interest of clarity, we state the steps involved ECDF-based calibration in Algorithm 1 It is worth pointing out that, when calibrating pȳ, the calibration set should contain the p values of the calibration examples with labelȳ, because these p values are supposed to be uniformly distributed.
Figures 2 and 3 illustrate how the ECDF-based calibration operates on variates from an example distribution.
Learning to combine
In the methods discussed so far, the combined p value is a function only of the p values from the individual CPs. The combination function does not take into account the object to which the p value refers. Intuitively, it seems legitimate to wonder whether there are gains to be made by making the combination a function also of the object. Indeed, it may be argued that different underlying algorithms, especially when they are intrinsically different, might exhibit differences in relative performance on different objects: algorithm 1 might perform generally better than algorithms 2 and 3 in a certain region of the object space, whereas algorithm 2 might be better than the others in another region, and so on. The combination function could be learned by means of an appropriate ML method. Although the idea of learning the combination function is not new (see Balasubramanian et al. 2015) , we believe that the approach we propose is novel.
Before setting up the learning problem, it may be useful to discuss what the ideal p value combination should look like. Ultimately, the objective is to obtain a CP that outputs p values for class c that are:
(a) uniformly distributed for objects belonging to the c class (b) 0 for objects belonging to other classes.
In any practical application, the latter objective is really to obtain p values as close to 0 as possible for objects belonging to the other classes. A CP that outputs such p values would exhibit validity and maximum efficiency (where we define efficiency as the average size of the region prediction).
With these objectives in mind, we can formulate the problem of CP combination as the problem of predicting, given an object, which of the k base CPs will provide the p value that best approximate requirements (a) and (b). In fact, a soft version of this formulation (as opposed to the 'hard' decision) might seek the weights with which to combine the individual CP predictions to best approximate requirements (a) and (b).
One possible setting of the problem is to use Logistic Regression with a training set constructed in the following manner. Suppose we have a set of objects x i , labels y i , and p values p act,i, j and p inact,i, j . We'll refer to this as combination training set. We use this to create a combiner training set, which is specific to the class c for which we are creating a combiner. Let's consider the combiner for p Active . For every example (x i , y i ), the combination training set has k examples (x i , 1), . . . , (x i , k), i.e. one for each of the k base CPs. Each of these k examples is assigned a weight w i, j , whose value is calculated as a function of the label y i and of p value p act,i . We considered 2 different ways, which are discussed next, but many more schemes are possible.
To illustrate how the method works, Fig. 4 shows an example of its application to a synthetic data set. In this admittedly contrived data set, the LR-based combiner manages to assign probabilities to each CPs that result in a combined CP with the best properties of each base CP (compare Fig. 4c, d with Fig. 4f. 
Method 1: weighted
In this method the weight is higher for lower p values when the example is not active and higher for higher p values when the example is active (in the case of setting value of the p inactive combiner, it would be the other way round). The weights are also normalized so that the weights for the same object add to 1. Also, per-class weighting is applied to compensate for imbalance. Specifically, the examples of the Active class are weighted by N I nactive /(N I nactive + N Active ) and those of the Inactive class by N Active /(N I nactive + N Active ).
Note that the combiner training set is k times as big as the combination training set. One issue with this method is that, while it may seem desirable to favour base CPs that produce higher p values for Active examples, this does not appear to go in the direction of meeting requirement (a).
Method 2: reduced
The 'reduced' method addresses the potential issue mentioned at the end of the previous paragraph by simply not including examples in the combiner training set if they have the Active (correct) label. In this way, we do not induce the combiner to favour higher p values for Active examples.
w h e n y = act
The examples that are assigned weight 0 can be discarded from the combiner training set. This is quite advantageous as it reduces the size of the training set, which is otherwise k as big as the combination set.
Predictions: hard and soft variants
As hinted in Sect. 3.4, the methods above produce a value that can be interpreted as a weight assigned to each base CP, which can be then used to compute the predicted p value for a test object in two ways: (a) by hard choice, i.e. by taking the p value of the base CP with the largest weight, (b) by soft combining, i.e. by computing a linear combination of the base CP p values using the predicted weights.
An application: ExCAPE
In the sequel, we are going to present some results of the application of the combination methods to a real-world problem, which the authors encountered during their participation to a EU project called ExCAPE (Exascale for Compound Activity Prediction Engines) for the prediction of the activity of chemical compounds towards biological targets of interest.
Any advances in the ability to predict correctly such activity are of extreme interest to the pharmaceutical industry, as this can reduce substantially the number of lab assays required to identify new active compounds, thereby resulting directly in lower costs and a competitive advantage in the ability to innovation. While one could argue that computer-aided drug discovery has been around for at least 30 years, the "Exascale" qualification in the name of the project alludes to one distinguishing feature of this research effort. ExCAPE explores methods that can be parallelized extensively, towards the goal of exploiting efficiently Exascale High Performance Computing (HPC) platforms, i.e. computing platforms capable of an aggregated 10 18 FLOPS (Floating Point Operations per Second). This level of scalability is rapidly Calibration set size =100,000
Test objects = 168,798 becoming relevant as it is expected that Exascale systems will become available in the 2020 timeframe. 5
Multiple compound activity predictions
The specific problem tackled by ExCAPE is to predict the activity of a large number of compounds (several hundred thousands of compounds) towards a number of targets of interest (less than a thousand). The biological activity is known only for a fraction of the compoundtarget combinations. The challenge is to predict the activity in the large proportion of unknown compound-target cases. Different ML approaches are being pursued concurrently and separate heterogeneous models are being developed, namely Multi-task Deep Neural Networks and Bayesian Matrix Factorization. This created the need for a way to combine the predictions of these models (and possibly others) into one final set of predictions. Conformal Predictors can address this need by offering a solid framework for calibrating predictions expressed in different scales into p values and then enabling their advantageous combination with the techniques described in this paper.
Chemoinformatics data sets
The data set used in the experiments in this paper was extracted from the latest version of the reference data base of the project, called ExCAPEDB. The specific target, identified as IDH1, which was chosen because it's the one with the largest number of tested compounds. The characteristics of the data set are reported in Table 1 . The compounds are represented by means of features that capture structural properties of the molecule. From the standpoint of Machine Learning, chemoinformatics data sets can present the following challenges: -Sparsity: the design matrix (the matrix that has a column for each feature and a row for each object) is often extremely sparse. In the case of the IDH1 data set, the fraction of non-zero entries is 0.01 -Imbalance: the prevalence of active compounds is often very small, 1% or less.
The three algorithms selected for this investigation are: linear SVC, Gradient Boosted Trees, and k Nearest Neighbours. The choice was driven by the intuition that ML algorithms based on inherently different approaches might have complementary strengths and weaknesses that a combination method could exploit to its advantage. Other choices might have been equally valid: for examples, the same kernel method with different kernels, or the same regularized algorithm with different values of the regularization parameter, or distance-based algorithms with different types of distances.
Results and discussion

Experimental setup
The experiments were primarily run on the computing facilities offered by the IT4Innovation National Supercomputing Center, Ostrava, Czech Republic. The Center operates two clusters, Anselm and Salomon, with 209 nodes and 1008 nodes respectively. The nodes are powerful servers, each equipped in case of Anselm with 16 cores (2 Intel Sandy Bridge E5-2665, 2.4 GHz) and 64 GB of RAM, and in the case of Salomon with 24 cores (2 Intel Xeon E5-2680v3, 2.5 GHz) and 132 GB of RAM.
The software was developed in Python, in large part using Jupyter Notebooks (Kluyver et al. 2016 ). The scikit-learn (Varoquaux et al. 2015) package provided implementations for linear SVC, Gradient Boosted Trees and k Nearest Neighbours, whereas the preparation and handling of the data and of the results was carried out using the numpy (van der Walt et al. 2011), scipy (Jones et al. 2001) , and pandas (McKinney 2010) packages. The distribution of the computation over the nodes obtained for a job relied on the distributed (Dask Development Team 2016) package, which allows Python functions (or more in general Directed Acyclic Graphs (DAGs) of Python functions) to be submitted to a central "scheduler" for execution on a distributed cluster of workers.
Guaranteeing a full utilization of the nodes proved less straightforward than anticipated. Despite the computation consisting of fundamentally independent runs (a case of what is referred to as 'embarrassing parallelism'), it turned out that different algorithms had different CPU usage profiles and memory usage profiles, so the parameters governing the distribution (e.g. number of workers per node, maximum number of outstanding remote calls) had to be carefully tuned to avoid bottlenecks or memory overloads, especially on the node hosting the scheduler. The practical difficulty was compounded by the unexpected level of congestion on the Salomon and Anselm clusters, which meant that the number of nodes requested often had to be scaled back (all the way down to 6 or 8) to have a chance to be allowed to run.
The execution times for the LR-based Combination were dominated by the training times for the higher values of the regularization parameter C. For values larger than 1000, training time would be in the order of tens of minutes, whereas it would be of order of seconds for small values of C (heavy regularization). On a 16-node cluster on Anselm, one 10-fold CV over a range of 25 logarithmically-space values from 10 −6 to 10 6 required ≈ 1 h.
Results
The original IDH1 data set was used to obtain 50 partitions into training, calibration, and testing sets. The training set size was chosen as 200,000 and the calibration set size as 100,000, leaving 168,798 examples for the test set. The splits were stratified, i.e. each set has the same proportion of the two classes as in the overall set. Linear SVC, Gradient Boosted Trees, and k Nearest Neighbour models were trained for each of the 50 splits and scores were obtained for the calibration and testing sets. The choice of the specific algorithms was driven by the intuition that algorithms based on fundamentally different concepts would have different 
is the probability of Activity estimated by the classifier strengths and weaknesses in different regions of the problem space and would have a higher chance of complementing each other. Parameter optimization for was performed once for each of the algorithms. In all cases the reference metric was the F1 score. The potentially suboptimal performance deriving from a single setting of the parameters was not deemed to be a problem: the focus of the investigation is indeed on the combination of the Conformal Predictors, rather than on their individual quality. In fact, the variability of performance across splits might add a useful element of diversity in the relative merit of the predictors. After obtaining p values via Inductive Mondrian (Class-conditional) Conformal Predictors for each underlying algorithm using the NCM detailed in Table 2 , we turned to the combination of p values.
The application of the passive methods was obviously straightforward, whereas the LRbased combination required the majority of effort. For each of the runs, the LR classifier was obtained with a parameter optimization via 10-fold cross validation over 13 logarithmicallyspaced values from 10 −4 to 10 2 . The calibration set (i.e. the set used for the Inductive CP) was also used as combination training set, from which the two combiner training sets (one for the combination of p active and one for the combination of p inactive ) were derived. Note that, as explained in Sect. 3.4, the combiner training sets are k = 3 times as large the combination set, hence their size is as large as 300,000.
The performance of the combined CP is examined on confusion matrices and ranking. The confusion matrix for CP region prediction is slightly different from the usual one for traditional classifiers as, in addition to a breakdown into correct and incorrect precise predictions, it includes a count of the empty predictions and a count of the uncertain predictions (the uncertain predictions occur when the region predictor contains more than one label). The metrics for CP confusion matrices include Precision and Recall. For reference, the definitions used in this study are summarized in Table 3 . In order to have just one metric, we combine Precision and Recall into the F 1 score, which is their harmonic mean and is a special case of the F β score, where β controls the "preference" of Precision vs. Recall.
The ranking performance is evaluated in terms of precision-at-k and average precision. The latter provides an overall view of how high in the ranking the examples belonging to the Positive class (here, the Active compounds) were placed. The precision-at-k offers an assessment of the ranking that is more focused on the top, which in many applications is what matters most. Precision-at-k is simply the fraction of Positive labels in the top k objects in the ranking. If, for instance, in a drug discovery setting only the top k compounds are chosen for actual lab testing, then it is arguable that average precision is not relevant and we want to select the method that places the largest fraction of Actives in the top k. However, the situation might be different if the intended use is for test prioritization, in which case average precision might be relevant. Precision-at-k P r @k = |P P k ∩ T P| |P P k | Fraction of Positives in the top k ranked objects
Pr@k j Average over each Positive of the precision-at-k j where k j is its position in the ranking T P True positive, P P predicted positive, P P k predicted positive within the k top ranked objects, m number of Positives, k j ranking position of j-th Positive
Finally, statistical significance of the results is estimated.We use a non-parametric statistical test on paired observations, namely the Wilcoxon signed-rank test (Wilcoxon 1945; Hollander and Wolfe 1999) . The null hypothesis of the Wilcoxon signed-rank test is that the distribution of the differences between elements of pairs is symmetrical around 0. However, in its basic form, the test does not apply to variables with discrete values such as counts but only to variables with continuous values, the reason being that the test was not designed to deal (a) with no differences in a pair and (b) with ties among the differences (occurrences of pairs with the same difference in absolute value). Variants have been proposed [by Wilcoxon himself, who suggested to disregard the observation pairs with no difference, and in Pratt (1959) , who suggested a way to account for those] but the distribution of the statistic would change.
Region predictions
For the sake of brevity, we show only the counts for significance level = 0.01 (Table 4) and we refer the reader to the Supplementary Material for the confusion matrices for other significance levels. We also report the error rate to provide a view on the validity deviation. If one compares error rates with and without it, ECDF-based calibration can be seen recovering validity very effectively.
The overall view of the strengths and weaknesses of the various methods across different significance levels is captured in Table 5 , where we show the values of the F 1 scores for the Active class as well as for the Inactive class. The interpretation of the results is not straightforward. In the case of the Active class, there is no single method that outperforms consistently all the others in terms of the F 1 score. It is debatable whether non-valid methods should be considered, but they were reported to let the reader get a sense of how the ECDFbased calibration affects te performance. Among the simpler valid methods, "Fisher ECDF" improves over any base CP. The statistical significance the Wilcoxon test attributes is at least at the level of p < 1.3 × 10 −5 . On the other hand, the LR-based combination methods fail to improve over the base CPs, especially in their valid variant.
In the case of the Inactive class, however, the "Weighted Hard ECDF-calibrated" method exhibits very good performance, with also "Weighted Soft ECDF-calibrated" scoring very ApA, ApI, IpI, IpA refer to precise predictions, i.e cases in which the region prediction contained only one label; Empty refers to cases in which the prediction set was empty (both label could not be rejected); Uncertain refer to cases in which the region prediction contained more than one label. The Error rate allows to check whether the validity property is met. The best values are highlighted in bold high. The Wilcoxon test confirms the statistical significance: the hypothesis of no difference between "Weighted Hard ECDF-calibrated" and "Fisher" (the closest competitor among the simpler methods) is rejected at the level of p < 8 × 10 −10 . This difference in performance of LR-based methods between the two classes requires further investigation. One possibility is that per-class weighting mentioned in Sect. 3.4.1 did not adequately compensate for the class imbalance.
Rankings
The second perspective under which we study the possible merits of CP combination is in terms of ranking. The test objects can be ranked according to their p values in search of those that are most likely to be Active. In particular, we rank compounds by lowest p inactive , i.e. by strength of the evidence against the Inactive hypothesis. We also rank compounds by highest p active , although this may appear not to be justifiable within the framework of Statistical Hypothesis Testing. In fact, this appears empirically to provide good results. One justification might be that by ranking by highest p value we are indeed ranking objects by how likely it would be to pick-from a set drawn from the same distribution as the training set and calibration set-an example that would be more contrary to the hypothesis of randomness. The comparison of the ranking quality of the various methods is reported in Table 6 , where we provide precision-at-k (we chose k = 10, 25, 50, 100, 200) and average precision. Note that, since the ECDF-based calibration is a monotone mapping, it does not affect the ranking, so there is no need to have separate cases for it. We report ranking precision for the Actives but not for the Inactives. Given the high imbalance (98.7% of the examples are Inactive), all methods managed to achieve the maximum score of 1 for all the 5 levels of Precision-at-k when ranking for inactivity. The Average Precision was also very high, exceeding 0.995 in all cases.
For the more challenging task of ranking for activity, the results indicate that combination in general improves significantly the precision across the board, compared to the base CPs. As a side note, it is surprising to see the kNN CP, which appeared to perform worse than SVC and XGB CPs in region prediction, achieve markedly higher precision-at-k (although the advantage disappeared for Average Precision).
LR-based combination, in particular in its "soft" variant, appears to be on a par with the simpler methods. While a simple visual inspection of Table 6 might suggest a tiny advantage for the "Weighted Soft, highest p 1 " variant, the Wilcoxon test applied to the corresponding precision values for "Fisher, lowest p 0 " and "weighted soft, highest p 1 " reveals that any differences are of no statistical significance ( p >> 0.05).
Considerations and future directions
The LR-based p value combination can be of benefit when the different base CPs exhibit different relative performance in regions of the object space that can be well separated by the combination classifier. It may be the case that the separation of the domains can be performed effectively with a function space of lower complexity than the ones that are required for the predictions themselves. In our example, the limited gains, if any, of the LRbased combination may be ascribed to a highly non-linear (hyper)surface of separation of the various domains, which the linear LR could not resolve. A future direction of research might be to incorporate non-linearity in the Classifier used for combination (for instance, with Kernel Logistic Regression). Another form of non-linearity to be experimented with is in the assignment of weights to the examples of the combiner training set, which Eqs. 1 and 2 set as linear function of the base CP p values.
A further line of enquiry might be in approaching combination of CPs as a learning-torank problem, for which there is already a large body of research given its commercially valuable applications in Information retrieval (e.g. search engines). The p value can in fact be interpreted as expressing a fractional rank (the p value is the fraction of calibration set examples that are less conform than than hypothetical test example, so one can view this as the rank by non-conformity). With this approach, the combination would occur at the level of the NCM α i .
Finally, on perhaps a more speculative note, combination opens new opportunities to assemble ML algorithms into classifiers capable of more complex tasks. We can envisage, for instance, a number of underlying algorithms with differing learning abilities providing predictions to a combiner which assesses their relative performance in the various regions of the problem space and learns how to best combine the individual predictions in a particular area. Underlying algorithms might be altogether different as in the real-world case discussed here or they might just have different level of regularization (to adapt to regions with different levels of noise) or they could be just trained each on a separate cluster of the overall data set, as in the synthetic data example, where their combination resolves regions of the data sets that one algorithm of the same class could not separate.
Conclusions
We have discussed a method to learn to combine Conformal Predictors that aims at preserving validity while improving efficiency and the other metrics of interest. We have suggested a method to recover validity, provided that enough data is available that some can be set aside for a calibration set. We have applied p value combination methods from Statistical Hypothesis Testing as well as the proposed ML-based combination methods to a challenging real-world example, discussing their relative merits under the respects of region predictions and of ranking. An Inductive Mondrian Conformal Predictor method has been applied to a strongly imbalanced data set (1.3% Active vs. 98.7% Inactive) with a total of almost half a million examples and over half a million features. We showed that combination methods such as Fisher's provide a statistically significant improvement over the individual CPs. In terms of precise predictions, ML-based combination methods showed no advantage for the Active class, but brought about significant improvements for the Inactive class; in terms of ranking, they improved on the base CPs, but not on the simpler combination methods.
