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MODÉLISATION DE LA RÉPONSE AU TRAITEMENT EN ON-
COLOGIE. EXEMPLES EN RADIOTHÉRAPIE ET EN THÉRAPIES CI-
BLÉES.
Résumé : Cette thèse présente des travaux de modélisation mathématique
de la réponse au traitement en oncologie appliquée à trois pathologies diffé-
rentes.
La première partie traite du cas des GIST et de la réponse à la thérapie ci-
blée. Deux modèles sont décrits afin d’étudier différents critères de suivie de
l’évolution tumorale. La deuxième partie porte sur les tumeurs colorectales et
la réponse à la radiothérapie. Un premier modèle d’équations aux dérivées par-
tielles, couplé à un modèle décrivant l’examen du PET-scan, est mis en place,
puis il est simplifié afin de rendre la phase de calibration plus rapide. Cette
méthode est testée sur deux cas cliniques.
La dernière partie traite des tumeurs ORL sous radiothérapie. Une méthode
de personnalisation dumodèle, similaire à celle de la partie précédente, est mise
en place et est testée sur six cas cliniques.
Mots clés : modélisation, simulation numérique, PET-scan, cancer, réponse
au traitement, radiothérapie.
TREATMENT RESPONSE MODELING IN ONCOLOGY.
EXAMPLES IN RADIOTHERAPY AND TARGETED THERAPIES
Abstract : This thesis deals with mathematical modeling of treatment res-
ponse.
We first present two mathematical models to simulate the evolution and the
response to treatments of GIST.
Then, we study colorectal tumors and radiotherapy response. We present a
partial differential equations model to simulate the tumor evolution, the res-
ponse to radiotherapy and the PET-scan. We introduce a simplification of the
first model to develope a calibration technic based on medical images of the
tumor. Two applications on clinical cases are presented.
To finish, a similar method is adapted to ORL tumors and response to radio-
therapy and tested on six clinical cases.
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Cette thèse a été effectuée au sein de l’équipe MONC de INRIA Bordeaux,
équipe travaillant depuis une dizaine d’années sur la modélisation en oncolo-
gie et ses applications cliniques. Ma thèse a été encadrée par Thierry Colin et
Olivier Saut, et financée par l’Université de Bordeaux.
1.1 Contexte de la thèse
Depuis maintenant de nombreuses années, les mathématiques se mettent
au service de la médecine. Qu’il s’agisse de prévoir la rupture d’un anévrisme
cérébral ou du développement d’une épidémie, de nombreux modèles ont été
développés afin d’aider les spécialistes dans leur travail. En particulier, dans
le cas du cancer, la modélisation mathématique peut être utile dans l’étude et
la compréhension des différentes interactions intervenant dans le développe-
ment d’une tumeur. Ces interactions sont tellement nombreuses qu’il est diffi-
cile pour les médecins et les biologistes de toutes les étudier ainsi que de déter-
miner lesquelles sont les plus influentes. La modélisation mathématique peut
donc aider à répondre aux questions découlant de cette problématique. Elle
peut également servir à optimiser les traitements des patients ou même à déve-
lopper de nouvelles modalités de thérapie.
L’objectif de ma thèse est de développer des outils mathématiques et numé-
riques permettant de modéliser l’évolution des tumeurs et leurs réponses aux
traitements. Ces outils auront pour but d’aider les médecins dans leurs diag-
nostics, mais il est important de noter que, le but n’est pas de les remplacer. Il
s’agit de leur apporter de nouvelles informations auxquelles ils n’ont pas en-
core accès.
Dans un premier temps, quelques notions de biologie sur le cancer sont pro-
posées au lecteur non spécialiste de la maladie. Il ne s’agit évidement pas d’une
description exhaustive, et celle-ci reste assez simpliste, mais elle permettra de
comprendre la modélisation mathématique présentée ensuite.
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21.1.1 Quelques notions de biologie sur le cancer
Le cancer est une maladie connue et décrite par les médecins depuis l’an-
tiquité. Longtemps considéré comme incurable, les progrès actuels de la mé-
decine permettent de guérir de plus en plus de pathologies différentes. Ce-
pendant, de part le nombre de cas estimés chaque année (près de 365 000 en
France), ainsi que le nombre de décès, le cancer est devenu l’un des enjeux de
santé publique les plus importants du XXIème siècle [74].
Les différents stades du cancer
En l’absence de traitement, la majorité des cancers évolue en suivant les
mêmes étapes types. Cependant, selon la spécificité du cancer d’un patient, ces
étapes peuvent être plus ou moins longues et avoir des modalités et des effets
secondaires différents.
Nous allons donc décrire cette évolution spontanée en dehors de toute in-
tervention en quatre étapes allant de l’apparition de la maladie, jusqu’à sa pro-
pagation dans tout le corps. De nombreux détails sur l’évolution de la maladie
sont disponibles dans [2] et [5].
h Apparition de la maladie
Le corps humain est constitué de nombreuses cellules qui forment le tissu et
les organes. Celui-ci pour se renouveler, utilise un phénomène appelé mitose :
les cellules se développent et se divisent pour remplacer celles qui sont endom-
magées ou vieillissantes. En effet, la plupart des cellules ont une durée de vie
limitée et subissent un processus de mort cellulaire programmé, appelé l’apop-
tose. C’est ce renouvellement cellulaire qui permet au corps humain de rester
en bonne santé.
Lorsque le corps a besoin de nouvelles cellules, il envoie des signaux chi-
miques aux cellules qui vont alors se diviser en deux cellules identiques grâce
à la retranscription de l’ADN de la cellule mère.
Cependant, lors de la mitose, la transmission du patrimoine génétique peut
être altérée par des erreurs de réécriture, erreurs appelées mutations. La plupart
de ces erreurs sont directement corrigées par l’organisme lors de la relecture de
l’ADN par des protéines dédiées. Cependant, il peut arriver qu’une erreur ne
soit pas détectée immédiatement. Dans ce cas, la cellule finit de se développer
et lors de sa mise en fonction, l’organisme détecte la mutation de l’ADN.
Cela a deux conséquences possibles. La cellule peut rentrer dans une phase
d’apoptose, c’est-à-dire qu’elle déclenche elle-même sa mort. Ce principe, que
l’on peut comparer à un suicide, permet également à l’organisme de se protéger
des mutations d’ADN de ses cellules. Mais la mutation peut également avoir
permis à la cellule de se protéger de ce phénomène. Dans ce cas, la cellule ne
va pas mourir et peut présenter des modifications de son fonctionnement d’ori-
gine. Dans la plupart des cas, ces modifications n’ont aucun impact sur le rôle
de la cellule. Elles peuvent même être bénéfiques pour l’organisme en étant à
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FIGURE 1.1 – La division cellulaire
l’origine d’évolutions avantageuses. Cependant, il arrive que les modifications
d’ADN touchent également les gènes régulant la prolifération cellulaire. Cela
implique en particulier que la cellule ne va plus réagir aux signaux chimiques
envoyés par les cellules saines pour contrôler la duplication cellulaire. Dans ce
cas, une cellule cancéreuse est née.
h La phase avasculaire
Il s’agit de la première phase, à proprement parler, de la maladie.
Comme toutes les cellules de l’organisme, la tumeur a besoin d’oxygène
et de nutriments pour se développer. À ce stade, la tumeur ne mesurant que
quelques millimètres de diamètre, trouve les nutriments et l’oxygène nécessaire
à sa croissance grâce aux vaisseaux sanguins et réseaux lymphatiques environ-
nants. Les cellules en périphérie de la tumeur peuvent donc se diviser en per-
manence puisque ce sont elles qui ont accès en premier aux nutriments et à
l’oxygène.
Cependant, à partir d’une certaine taille de tumeur, les cellules au centre ne
reçoivent plus assez de nutriments et d’oxygène puisque ceux-ci sont consom-
més en priorité par les cellules périphériques. Les cellules centrales sont alors
obligées de stopper leur division. Ces cellules sont appelées cellules quies-
centes, en opposition aux cellules proliférantes.
Dans ces conditions, si la tumeur continue de croître, les cellules centrales
reçoivent de moins en moins de nutriments, et peuvent mourir faute d’appro-
visionnement. On parle alors d’hypoxie et une partie de cellules nécrosées se
4forme au centre de la tumeur. Un schéma de cette évolution est représenté sur
la figure 1.2.
À ce stade, une telle tumeur a une taille limitée par l’apport restreint de
nutriments par le milieu environnant, et est très difficilement détectable par les
techniques d’imagerie médicale que nous décrirons par la suite.




FIGURE 1.2 – Schéma de l’évolution d’une tumeur lors du stade
avasculaire.
h La phase vasculaire
Une fois que la tumeur a consommé la plupart des nutriments et de l’oxy-
gène disponible dans son environnement avoisinant, elle doit trouver une so-
lution pour obtenir de nouveaux nutriments afin de continuer à croître.
Elle va alors encourager l’organisme à produire de nouveaux vaisseaux san-
guins pour pouvoir créer son propre système d’irrigation : ce phénomène s’ap-
pelle l’angiogénèse [15] [32] et est décrit sur les figures 1.3 et 3.3.
Il s’agit d’un mécanisme normal du développement cellulaire afin que
chaque cellule puisse disposer des nutriments nécessaires lorsqu’elle doit se di-
viser sous la demande de l’organisme. Cependant, dans le cas de cellules cancé-
reuses, celles-ci ont acquis une mutation génétique leur permettant de sécréter
à tous moments des agents chimiques déclenchant l’angiogénèse. C’est-à-dire
que les cellules tumorales libèrent des molécules qui portent un signal au tissu
sain avoisinant. Ces signaux activent certains gènes dans le tissu normal qui à
son tour favorise la croissance et la création de nouveaux vaisseaux sanguins
venant infiltrer la tumeur. Une protéine, le VEGF (Vascular Endothelial Growth
Factor), est un des facteurs clés dans le signal transmis déclenchant l’angiogé-
nèse. Nos modèles mathématiques, lorsqu’ils incluront l’angiogénèse, se limi-
teront donc à la modélisation du VEGF.
5FIGURE 1.3 – Schéma simplifié de l’angiogénèse.
Source : http ://gfme.free.fr.
Une fois les vaisseaux sanguins créés et fonctionnels, la tumeur dispose de
son propre système d’irrigation. Cela lui permet un apport continu de nutri-
ments et d’oxygène ainsi qu’un système d’élimination des déchets cellulaires.
La tumeur peut donc se développer autant qu’elle veut.
h L’apparition de métastases
La vascularisation permet en premier lieu à la tumeur de se développer. Ce-
pendant, ce réseau ainsi que le réseau lymphatique peuvent également servir à
des cellules cancéreuses qui se sont désolidarisées de la tumeur, de se dissémi-
ner dans l’ensemble du corps humain. Après leur passage dans le sang ou dans
la lymphe, si ces cellules réussissent à sortir du réseau empreinté et à s’implan-
ter dans de nouveaux tissus, elles vont pouvoir se développer et former une
nouvelle tumeur que l’on nomme métastase.
Les métastases sont un réel problème pour les médecins pour plusieurs rai-
sons. En effet, les examens d’imagerie médicale n’ont pas tous une résolution
suffisante permettant de dépister les petites métastases. Par ailleurs, une méta-
stase peut ne pas se développer directement, et attendre quelques temps avant
de reprendre sa phase de croissance. À nouveau, cela peut empêcher les mé-
decins de la détecter, malgré une résolution d’image suffisante. Enfin, il arrive
qu’une métastase ne se développe pas seule : plusieurs nodules peuvent enva-
hir le même organe, ce qui rend toute chirurgie très difficile puisque le risque
pour le patient de lésions létales est trop important.
Enfin, il est important de noter que, selon le lieu où se situe la tumeur primi-
tive, certains organes sont plus touchés que d’autres par les métastases. Chaque
6cancers a une préférence métastatiques [58, 49] Cela permet aux médecins de
privilégier une zone de recherche lorsqu’ils suspectent l’apparition de nodules.
Ainsi, les tumeurs du tube digestif et du rectum ont tendance à métastaser au
foie, alors que les tumeurs ORL métastasent très facilement dans les ganglions
lymphatiques ou les poumons. Nous n’étudierons pas ici le processus de diffu-
sion métastatique. Le lecteur intéressé par ce phénomène pourra se référer à [6],
[8] et [9].
Détection des tumeurs : les principales techniques d’imagerie
médicale
Les progrès de la médecine concernant les traitements et la prise en charge
des différents cancers sont en grande partie dûs aux progrès réalisés dans le
domaine de l’imagerie médicale. En effet, la multiplication des différents types
d’examen d’imagerie possibles et la qualité de ces examens ont permis une
meilleure détection de la maladie, un meilleur suivi des patient ainsi qu’une
meilleure compréhension des phénomènes biologiques liés à cette maladie.
Les méthodes d’imagerie médicale peuvent être séparées en deux types :
l’imagerie anatomique, permettant de voir où se situe les différents organes
ainsi que leurs formes, et l’imagerie fonctionnelle, s’intéressant de son coté à
la manière dont fonctionnent les tissus. Ces deux types d’imagerie sont très
complémentaires l’un de l’autre et lorsqu’ils sont couplés, ils permettent de voir
apparaître de nouvelles informations utiles pour le suvi des patients.
De nombreuses techniques existent, et il aurait été impossible de toutes les
décrire dans la suite. Nous avons fait le choix de décrire les principales, et celles
qui, dans le cas des pathologies qui nous étudierons par la suite, seront souvent
utilisées.
h Le CT-scan
Le scanner (dit aussi CT Scan (computerized tomography scan) ou tomo-
densitométrie) est un examen radiologique qui donne des images de l’orga-
nisme en coupes grâce au balayage du patient par des faisceaux de rayons. Il
repose sur le principe que les différents éléments de l’organisme n’ont pas les
mêmes densités. Les rayons X ne seront pas atténués de la même façon. Cela se
traduit sur les images par différentes nuances de gris.
Il s’agit de l’examen le plus souvent réalisé, même s’il est irradiant pour le
patient.
h L’IRM
L’IRM ou Imagerie par Résonance Magnétique est une des techniques
d’imagerie médicale les plus récentes. Elle permet de visualiser avec précision
les organes et les tissus sur différentes coupes de l’espace. Cela permet de dé-
terminer la position exacte des lésions. Son principe repose sur l’alignement
7des moments magnétiques de spins d’atomes des tissus grâce à un champ ma-
gnétique. Celui-ci permettent ensuite de mettre ces atomes en résonance. Lors
de la relaxation des atomes, le signal émis est alors enregistré et transformé en
image.
h L’échographie
L’échographie utilise les ondes ultrasonores. C’est la mesure de la propaga-
tion de ces ultrasons qui permet de visualiser les tissus et les organes. Comme
cet examen n’utilise pas les rayons X, il ne mène pas à une irradiation du pa-
tient. Cependant, cette technique d’imagerie dépend énormément de l’opéra-
teur et est peu reproductible.
h Le PET-scan
La tomographie par émission de positons est un examen qui repose sur l’in-
jection d’un produit de contraste radioactif. Pour détecter les tumeurs, grandes
consommatrices de glucose pour permettre de nombreuses mitoses, on utilise
comme traceur un "glucose" rendu radioactif. Ce traceur est donc marqué par
un atome radioactif qui va émettre des positons. L’annihilation 1 de chaque po-
siton va produire deux photons. C’est en repérant ces photons, que l’on va être
capable de remonter à la source de leur émission et de détecter l’endroit où
le glucose est le plus consommé. Comme les cellules cancéreuses sont les plus
grandes consommatrices de glucose, l’examen mettra en avant les tumeurs.
Il s’agit donc d’un examen d’imagerie fonctionnelle métabolique, puisqu’il
ne cherche pas à mettre en avant l’anatomie des organes, mais leur fonctionna-
lité.
Cet examen est décrit plus en détails dans la section 4.2, puisque nous cher-
cherons à le modéliser.
Traitements et méthode de lutte contre le cancer
Les progrès actuels de lamédecine ont permis de disposer de plus en plus de
traitements et de moyens pour lutter contre la maladie. Selon le type de cancer,
et le moment où la maladie est découverte, les techniques utilisées sont com-
plètement différentes. Actuellement, une des stratégies souvent mise en place
est de coupler plusieurs traitements, afin d’améliorer leur efficacité.
Nous faisons par la suite, un rapide résumé des traitements proposés, ré-
sumé qui n’est évidement pas exhaustif.
h La chirugie
La chirurgie est considérée comme étant le meilleur moyen de guérir un
cancer. En effet, comme elle consiste à enlever la tumeur, s’il n’y a pas encore eu
1. l’annihilation entre une particule et son antiparticule consiste en la disparition de l’une et
de l’autre, donnant lieu à une libération d’énergie.
8demétastase et que la résection est complète, alors le patient sera complètement
guéri.
Cependant dans certains cas, la chirurgie peut-être une source de dissémi-
nation de métastases [78]. De plus, dans les cas d’emblée métastatiques, elle
n’apporte pas, en général, de bénéfice en terme de survie alors que les effets
secondaires et les risques encourus sont bien présents. Elle n’est donc pas pra-
tiquée dans de nombreux cas. Enfin, selon la position de la tumeur (tumeur du
cerveau par exemple), la chirurgie n’est simplement pas praticable.
h La chimiothérapie
La chimiothérapie est un traitement médicamenteux qui agit sur les cellules
cancéreuses en les détruisant lors des phases de proliférations. L’inconvénient
majeur de ce traitement, est que les médicaments attaquent également les cel-
lules saines qui se reproduisent rapidement, ce qui a de nombreux effets secon-
daires : fatigue, nausées, toxicité neurologique et/ou cardiaque ...
h La radiothérapie
La radiothérapie consiste à envoyer des rayons X durs dans une zone ciblée
du corps. Ces rayons vont alors casser les brins d’ADN des cellules qu’ils vont
croiser, ce qui va empêcher ces cellules de se reproduire. Les cellules saines et les
cellules cancéreuses sont alors toutes touchées. Un traitement par radiothérapie
consiste en général à faire une séance par jour, 5 fois par semaine pendant plu-
sieurs semaines. Le fait de faire une séance par jour, permet aux cellules saines
de réparer leur ADN avant le lendemain, chose que les cellules cancéreuses ne
sont pas capables de faire.
h Les thérapies ciblés
Le but de ces thérapies est de cibler les mutations génétiques des cellules
cancéreuses, afin de limiter leur croissance. L’une des thérapies ciblés souvent
utilisés dans le cas des GIST est le traitement anti-angiogénique.
h La radiologie interventionnelle
La radiologie interventionnelle joue maintenant un rôle clé dans la prise
en charge locale des pathologies tumorales (métastases pulmonaires, hépa-
tiques...) et ceci par différentes techniques (radiofréquence, cryothérapie ...).
1.1.2 Contexte mathématique
La modélisation mathématique de la croissance tumorale et de la réponse
aux traitements est un véritable enjeu puisqu’elle permet de répondre à de
nombreuses interrogations des médecins et des biologistes. De nombreuses mé-
thodes ont été inventées au court du temps, on en fait un rapide descriptif afin
que le lecteur comprenne mon approche.
9h Les modèles continus scalaires
Ces méthodes sont très souvent basées sur des équations aux dérivées ordi-
naires qui vont décrire des grandeurs scalaires de la tumeur tels que le volume
ou la masse.
Ces modèles s’inspirent largement du modèle de Gompertz ( [35] ), modèle
écrit au XIXième siècle afin de décrire l’évolution d’une population du modèle
en fonction de la capacité d’accueil du milieu. La tumeur est alors vue comme
une population de cellules évoluant dans un milieu avec une quantité de nutri-
ments limitée. Parmi l’ensemble des travaux s’inspirant de ce modèle, on peut
citer entre autre les travaux de Hahnfeldt ( [38] ) et de Norton( [60] ).
Ces modèles, très utiles pour étudier des grandeurs scalaires, tels que le vo-
lume [73] ou la masse de la tumeur, ne permettent cependant pas de prendre
en compte les informations spatiales, comme la forme de la tumeur, ni les in-
formations de textures. C’est pour cette raison que des systèmes d’équations
aux dérivées partielles ont vu le jour, afin d’intégrer les informations de formes
aux modèles. Certains travaux, comme [7] utilisent à la fois des modèles conti-
nus scalaires et des modèles EDP pour décrire plusieurs phénomènes en même
temps.
h Les modèles discrets
Il s’agit de méthodes spatiales consistant à prendre en compte chaque cel-
lule. C’est alors des lois de probabilités qui décrivent les phénomènes de mitose
ou de mort de chaque cellule tumorale. Ces méthodes ont pour but l’étude de
la maladie a un stade très précoce puisque dès que la tumeur grossit, les calculs
deviennent très vite coûteux.
Les modèles discrets peuvent êtres séparés en deux types. D’un coté, les
modèles types : les automates cellulaires. Il s’agit des modèles où les cellules sont
placées sur une grille fixe. Quand une nouvelle cellule apparaît, elle est alors
placé sur un noeud fixe de la grille, mais pas obligatoirement à proximité di-
recte de la cellule mère. Ce type de modèle n’est donc pas très pertinent au ni-
veau biologique. Un exemple d’un tel modèle est donné dans [61] ou dans [1].
L’autre type de modèle : les modèles d’agents [52, 4], supposent que les cellules se
déplacent librement dans l’espace. Cela implique qu’il faut calculer les interac-
tions entre chaque cellules, ce qui est très coûteux en temps de calcul. De plus,
on ne dispose pas, à l’heure actuelle, de modèle fiable permettant de décrire les
interactions cellules-cellules sur une telle échelle.
Par ailleurs, les techniques d’imagerie ne permettent pas d’avoir une réso-
lution donnant une vision cellulaire de la tumeur. Les images médicales ne sont
donc malheureusement pas utilisables dans les modèles discrets.
hMon approche : modèles continues décrivant des densités cellulaires
L’approche utilisé dans ce manuscrit consiste à étudier plusieurs types de
cellules en même temps et à décrire l’évolution des densités cellulaires [63] [13].
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FIGURE 1.4 – Simulation d’un ensemble de cellules présentant une
forte adhérence.
Source : [14].
Il s’agit d’écrire des équations d’évolutions (EDP) sur les différentes familles de
cellules que nous voulons étudier (cellules saines, cellules cancéreuses...) et sur
les quantités influençant cette évolution (mitose, mort, nutriments...). L’avan-
tage de ce type de modèle est que les différentes densités de cellules peuvent
être facilement reliés aux valeurs des différents voxels des images médicales.
Cette approche a, par exemple, permis au modèle de Sherrat-Chaplain [72]
de décrire l’évolution des densités des cellules proliférantes, des cellules quies-
centes et des cellules nécrosés au seins d’une tumeur.
L’équipe MONC dans laquelle j’ai effectué ma thèse utilise historiquement
ce type de modèle pour décrire l’évolution des tumeurs et les paramètres grâce
à des données d’imagerie [12, 18, 21]. C’est ce qui a motivé l’utilisation de ce
type de modèles dans mes travaux.
1.2 Objectif et enjeux théoriques
h L’un des enjeux en cancérologie est le suivi médical des patients. Ce
dernier doit permettre aux médecins de connaître l’évolution de la tumeur à
chaque nouvel examen demanière rapide et précise afin d’estimer la réponse au
traitement. Actuellement, les médecins utilisent, en majorité, un critère appelé
RECIST. Ce critère a l’avantage d’être très rapide à obtenir pour les médecins,
mais est considéré dans certains cas, comme trop simple, et non représentatif
de l’état de la tumeur. De façon simplifiée, il consiste à mesurer le plus grand
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diamètre de la tumeur ou bien à mesurer la somme des diamètres des cinq plus
grandes lésions en cas de lésions multiples.
Il est donc intéressant de s’interroger sur la création de nouveaux critères,
et de les comparer afin de mettre en évidence ou non la pertinence du critère
RECIST. Il est également important de s’intéresser à la reproductibilité d’un cri-
tère : même si un critère est meilleur qu’un autre, il faut avant tout que les mé-
decins disposent d’outils pour l’obtenir et pour l’utiliser de la même manière.
Il s’agit de la première contribution de cette thèse qui peut se résumer par :
C1. Évaluation de différents critères d’évolution tumorale et de leur re-
productibilité.
Pour mettre en avant cette évaluation, nous avons décidé de faire notre
étude sur les tumeurs stromales gastro-intestinale. Ces tumeurs ont la parti-
cularité de toujours présenter une résistance au traitement à partir d’un certain
moment. Elles sont donc toutes désignées pour permettre l’évaluation des dif-
férents critères sur une phase de décroissance et sur une phase de reprise de
croissance. En effet, rien ne permet de savoir si les critères que nous allons étu-
dier réagissent de la même manière pendant ces deux phases.
Le premier modèle que nous allons étudier prendra en compte l’évolution
des grandeurs P1 et P2 représentant les densités de cellules tumorales qui res-
pectivement réagissent au traitement et sont résistantes au traitement. Ce mo-
dèle est particulièrement simple puisqu’il s’agit d’un système d’EDO. Cepen-
dant, il ne permet pas de décrire le critère RECIST, nous avons donc décidé
de l’améliorer pour ajouter une dimension spatiale aux différentes densités
de cellules. Nous nous sommes alors inspirés des travaux de [48], de [50] et
de [20], travaux décrivant respectivement l’évolution de métastases du pou-
mon, de GIST et du sein, pour proposer un nouveaux modèle d’EDP inspiré du
précédent.
Cemodèle permet de décrire des phénomènes biologiques tel que l’angiogé-
nèse [10] intervenant dans la croissance tumorale, ce qui en fait un modèle très
pertinent au niveau de la biologie. L’ajout de la dimension spatiale à ce modèle
a donc permis d’effectuer une comparaison de différents critères d’évolution tu-
morale que nous avons choisi. Il est apparu que même si le critère RECIST n’est
évidement pas le meilleur, tant que les médecins ne disposeront pas d’un outil
numérique permettant la reproductibilité d’un autre critère par le plus grand
nombre, le suivi des patients ne pourra pas être amélioré.
Par ailleurs, certains critères ont permis de mettre en évidence le fait que la
dose de traitement reçue par le patient joue un rôle particulier dans l’évolution
de la tumeur. En effet, on a pu constater qu’une dose plus forte n’est pas forcé-
ment celle qui a l’impact le plus bénéfique sur l’évolution de la tumeur à long
terme.
Le modèle EDO est présenté dans le chapitre 2, alors que le modèle EDP et
l’étude des différents critères sont étudiés dans le chapitre 3.
h L’une des autres grandes motivation de la modélisation mathématique
appliquée au cancer est la suivante : un modèle peut-il être prédictif pour
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chaque patient ? Autrement dit, peut-on le personnaliser facilement ? Cela per-
mettrait au médecin d’avoir un temps d’avance sur la maladie et donc d’opti-
miser les traitements des patients. Pour que cela soit réalisable, il faut avoir des
renseignements sur le patient et dans notre cas, les meilleures données exploi-
tables sont les images médicales des différents examens réalisés par le patient.
Au sein de l’équipeMONC, les examens utilisés sont généralement les CT-scans
puisqu’il s’agit des examens qui sont toujours effectués dans le cas du suivi
d’une tumeur. Il est cependant apparu que les PET-scan, examens d’imagerie
fonctionnelle apportaient d’autres informations sur la tumeur, comme l’endroit
où se situait les cellules cancéreuses proliférantes, ce qui nous a poussé à cher-
cher à inclure ce type d’imagerie dans nos modèles.
La seconde contribution de cette thèse est donc la suivante :
C2. Intégration de données d’imagerie fonctionnelle à la modélisation.
Afin demettre en avant les avantages à intégrer les données d’imagerie fonc-
tionnelle à nos modèles, nous avons choisi de nous intéresser au cas du cancer
du rectum. Il s’agit en effet d’une pathologie où les PET-scans sont réalisés lors
de chaque série d’examen.
Une des problématiques que nous avons rencontrée était la manière dont
nous allions réussir à coupler les données d’imagerie anatomique et fonction-
nelle. Pour cela, nous avons choisi de réaliser un modèle d’évolution tumorale
largement inspiré du modèle d’EDP précédent. Ce modèle est cependant plus
simple que le précédent puisque dans le cas du cancer du rectum et de la radio-
thérapie, il n’y a pas de résistance acquise au traitement. Nous lui avons ensuite
couplé un modèle représentant le PET-scan en tout temps.
La suite du chapitre 4 est consacrée à l’optimisation du modèle à chaque pa-
tient. Cependant, le lecteur pourra remarquer que la méthode que nous avons
utilisé n’a pas abouti. À ce moment là, nous n’avions pas encore inclus la ré-
ponse au traitement dans le système. Mais, comme la phase d’optimisation des
paramètres est déjà infructueuse, elle n’aurait été que plus difficile sur un mo-
dèle comprenant la phase de radiothérapie.
Le chapitre 5 est donc consacré dans un premier temps à la simplification
du modèle, puis à l’ajout de la phase de radiothérapie dans la modélisation.
Le fait d’avoir simplifié le modèle a permis de se rendre compte que dans cer-
taines conditions, la grandeur que nous calculions pour modéliser le PET-scan
était maintenant proportionnelle à l’un des termes du système d’équations. Cer-
taines propriétés mathématiques de ce modèle ont alors été étudiées afin de
rendre la programmation numérique - nécessaire pour l’étude des cas cliniques
- plus simple.
Enfin, afin de faciliter la phase d’optimisation, nous nous sommes intéressés
aux différents intervalles de variations des paramètres. Pour cela, nous avons
obtenu une expression du volume tumoral grâce aumodèle EDP, ce qui en utili-
sant les images des examens médicaux a permis de borner l’espace de variation
de chaque paramètre.
Enfin, le chapitre 6 est consacré à une des difficultés interdisciplinaires que
nous avons rencontrée dans cette thèse. En effet, la méthode décrite dans le
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chapitre précédent pour optimiser les paramètres est très rigoureuse au niveau
mathématique. Cependant, elle nécessite d’avoir auminimum trois examens de
chaque patient pour obtenir les paramètres. Il se trouve que malheureusement,
concernant les données dont nous disposons et concernant des cas de cancer du
rectum, les patients n’ont bénéficié que de deux PET-scan durant leur radiothé-
rapie, ce qui rend la méthode décrite inutilisable.
Le chapitre 6 est alors consacré à une dernière modification du modèle pour
cette pathologie. Cette modification du modèle consiste à améliorer l’effet de la
radiothérapie en considérant que ce traitement agit à la fois sur les cellules can-
céreuses, mais également sur les cellules saines. Ce nouveau modèle m’a alors
permis de mettre en place une méthode mathématique permettant l’optimisa-
tion des paramètres à chaque patient. J’ai pu tester sur deux cas cliniques cette
méthode et les résultats obtenus sont très encourageants.
h Pour terminer, certaines pathologies lors de la radiothérapie voient ap-
paraître un retard dans l’efficacité du traitement. Les médecins se demandent
alors si ce retard n’est pas un signe précurseur d’une évolution typique de la
maladie. Il est donc intéressant de se demander si la modélisation d’un tel phé-
nomène nous permet de mettre en évidence des signes particuliers qui pour-
raient aider le medecin à mieux prévoir le suivi du patient. Ma dernière contri-
bution est donc la suivante :
C3. Modélisation du retard à la radiothérapie particulièrement visible
dans le cas des tumeurs ORL.
L’une des premières chose que l’on remarque lorsque l’on modélise les tu-
meurs ORL est la différence d’évolution des tumeurs post-radiothérapie. Alors
que certains patients voient la taille de leur tumeur se stabiliser après l’arrêt du
traitement d’autres ont la taille de leur tumeur qui continue de décroître. Nous
avons donc proposé deux types d’évolutions permettant de décrire dans un cas
une résistance de la tumeur au traitement, et dans l’autre cas, une réponse com-
plète au traitement. Dans ces deux modèles, un retard à la radiothérapie peut
apparaître.
L’étude de plusieurs cas cliniques a permis de montrer que le retard à la
radiothérapie et le type d’évolution étaient spécifiques à chaque patient, et
n’étaient malheureusement pas simplement liés l’un à l’autre. Cependant, aug-
menter le nombre de patients de cette étude permettrait sûrement de réaliser
du machine learning sur cette pathologie et permettrait de voir apparaître des
liens plus complexes entre retard à la radiothérapie et type d’évolution. Pour
cela, l’une des premières motivations que nous avons est d’intégrer dans la mo-
délisation la texture des tumeurs [17, 57], ce qui permettrait de mieux exploiter
les données pour chaque patient.
1.3 Organisation de la thèse
Ce manuscrit est partagé en trois grandes parties, qui correspondent cha-
cune à une pathologie.
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Partie I
Dans cette partie, il est question des tumeurs stromales-gastro-intestinales
et de la comparaison des différents critères médicaux. Les modèles utilisés sont
les modèles (2.4) et (3.9).
Partie II
Cette partie est consacrée à l’étude des tumeurs du rectum et de leurs PET-
scan. Plusieurs modèles sont utilisés dans cette partie, du modèle (4.11), le plus
pertinent biologiquement, au modèle (6.1), beaucoup plus simple mathémati-
quement, mais permettant de s’adapter aux contraintes médicales imposées par
la pathologie étudiée.
Partie III
Enfin, la dernière partie de cette thèse se concentre sur l’étude des tumeurs
ORL et de leurs particularités : le retard au traitement que l’on voit apparaître
chez certains patients, ainsi que les deux types d’évolutions possibles pour
chaque tumeur. Le modèle utilisé est légèrement modifié lorsque l’on s’inté-
resse à la résistance à la radiothérapie.
1.4 Développement logiciel
Les simulations des parties I et III ont été faites respectivement sous Matlab
et sous Scilab. Ces langages, plus simple que le C++, permettaient de coder
très facilement les EDO et les formules des volumes tumoraux obtenus par la
théorie.
Par ailleurs, toutes les simulations numériques de la partie II correspondent
à des simulations basées sur de la représentation spatiale des tumeurs. Pour
cette partie, j’ai implémenté grâce à Cadmos - une libraire mise au point par
Olivier Saut regroupant de nombreux solveurs - l’ensemble des résultats nu-
mériques en C++. Tous les algorithmes ont d’abord été codés en 2D puis en 3D,
afin de pouvoir s’adapter aux différents types d’images médicales dont nous
disposions pour l’étude des cas cliniques.
L’ensemble des calculs et des simulations numériques ont été menés sur le
cluster Avakas du Mésocentre de Calcul Intensif Aquitain et sur la plateforme
PlaFRIM.
Enfin, la visualisation et le traitement des imagesmédicales ont été possibles
grâce au logiciel Osirix [67, 64], permettant l’export des images médicales au
format vtk ou des segmentation des tumeurs au format xml.
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1.5 Données d’imagerie
Les données cliniques d’imagerie dont nous disposons et qui ont été utili-
sées dans ces travaux proviennent de différentes collaborations :
• Les données utilisées dans la partie I concernant les métastases hépa-
tiques de GIST proviennent de l’Institut Bergonié et ont été sélectionnées
par François Cornelis, médecin au CHU de Bordeaux.
• Les données sur les tumeurs colorectales dans la partie II nous ont été
transmises par Dimitri Visvikis et Mathieu Hatt (LATIM, Brest) que nous
remercions chaleureusement.
• Les données ORL de la partie III proviennent de l’Institut Bergonié et
ont été selectionnées, segmentées, et analysées par Claudia Pouypoudat
(interne en radiothérapie à Bordeaux) avec l’aide de Cynthia Perier (In-
génieur de l’équipe MONC, Inria Bordeaux).
1.6 Principaux résultats
L’enjeu principal de cette thèse est de réussir à adapter la modélisation ma-
thématiques aux données cliniques en oncologie.
Pour cela, nous proposons des stratégies pour trois pathologies cliniques :
les GIST sous thérapies ciblées, les cancers du rectum sous radiothérapie et
les tumeurs ORL sous radiothérapie.
Les principaux résultats obtenus sont présentés dans les trois figures sui-
vantes, chaque figures représentant une partie de cette thèse. Nous espérons
que ces schémas aideront le lecteur à mieux comprendre la logique de ce ma-
nuscrit et à mieux se repérer dans celui-ci.
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FIGURE 1.5 – Principaux résultats de la partie I.
Système EDO de GIST 
avec traitement
Complexification du modèle :
ajout de l’aspect spatial.
On peut fiter
les données
patients, mais on ne peut 
pas espérer anticiper 
l’échappement de la tumeur.
Système EDP de GIST 




patients, mais on ne 
peut toujours pas 
espérer anticiper 
l’échappement de la 
tumeur.
Étude de différents critères de suivi de la 
croissance tumorale.
Nécessité de regarder la texture des tumeurs 
pour anticiper l’échappement de la tumeur.
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FIGURE 1.6 – Principaux résultats de la partie II.
Simplification n°1
Paramétrisation 
possible si l’on 
dispose d’au moins 
deux images avant 
le traitement, sinon 
échec.
Echec de la 
paramétrisation.
Simplification n°2 Paramétrisation 
possible avec 
seulement deux 
images pendant le 
traitement.
Test sur deux cas cliniques.
Modèle de croissance tumorale
EDP prenant en compte
 l’angiogénèse
Modèle de PET-scan reposant
sur le modèle de croissance 
tumorale.
+
Simplification du modèle de 
croissance tumorale et de 
PET-scan.
Le PET-scan est considéré comme
étant proportionnel à la 
vascularisation.
La vascularisation devient scalaire
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FIGURE 1.7 – Principaux résultats de la partie III.
Étude de six cas cliniques
Modèles de croissance tumorale avant, pendant, et après 
la radiothérapie pour les tumeurs ORL.
Premier modèle dit 
“modèle sans résistance 
à la radiothérapie”
Deuxième modèle dit 
“modèle avec résistance 
à la radiothérapie”
Comparaison des deux modèles
pour les six cas cliniques
Besoin d’augmenter le nombre de cas cliniques 
à notre disposition.
 Nécessité d’utiliser la texture des tumeurs pour 




MODÉLISATION DE LA CROISSANCE
ET DU TRAITEMENT DE MÉTASTASES




Une tumeur stromale gastro-intestinale, également appelée GIST, est une
tumeur résultant d’une forme rare de cancer qui se développe dans le tube di-
gestif. Ces tumeurs apparaissent donc principalement dans l’estomac, l’intestin
grêle ou l’œsophage. Dans certains cas, à cause de l’invasion métastatique, la
tumeur peut se propager à d’autres organes, en particulier au foie dans 25 %
des cas [27]. Ce sont ces métastases que nous allons étudier par la suite.
Il s’agit d’un cancer assez rare puisqu’il ne touche qu’une dizaine de per-
sonnes sur un million par an [59]. Le problème principal de ce type de cancer
est le suivi clinique de la réponse aux traitements. Cela rend très intéressant la
modélisation et l’étude de la réponse aux traitements de ce cancer en se basant
sur les images cliniques dont on dispose.
En effet, dans la plupart des cas, les cellules cancéreuses des GIST présentent
unemutation de l’oncogène 2 c-KIT. Ce gène est à la base de la production d’une
une protéine KIT, qui est sécrétée quand l’organisme a besoin de créer un plus
grand nombre de cellules interstitielles. La mutation du gène fait en sorte qu’il
ne peut plus se désactiver : les cellules peuvent alors croître et se diviser sans
aucune contrainte. D’autres types demutations peuvent également être la cause
des GIST, comme par exemple la mutation qui entraîne une trop grande pro-
duction de PDGFRA, protéine agissant de la même façon que la protéine KIT.
La découverte de la tyrosine kinase, récepteur KIT des tumeurs, puis d’un
inhibiteur de tyrosine kinase, l’imatinib, a permis d’améliorer largement les
traitements des GIST [42]. L’imatinib (commercialisé sous le nom de Glivec)
réintroduit l’apoptose dans le cycle cellulaire ce qui finalement, permet l’élimi-
nation des cellules tumorales.
Actuellement, les GIST peuvent être traitées de deux manières différentes :
soit grâce aux traitements conventionnels tels que la chimiothérapie ou la ra-
diothérapie, soit grâce à une thérapie ciblée. Dans notre cas, nous nous intéres-
serons en particulier à l’action du Glivec. Cependant, les mutations rencontrées
dans le cas de tumeurs stromales gastro-intestinales font que les métastases
que nous allons étudier par la suite soit sont directement résistantes aux trai-
tements, soit le deviennent au cours du temps [11]. L’efficacité du Glivec ne
dure donc au mieux qu’un temps [29] et la tumeur finit par y être résistante. Le
traitement est alors remplacé par un anti-angiogénique [28, 69, 45], le sunitinib
(commercialisé sous le nom de Stutent), qui limite la néo-vascularisation de la
2. Les oncogènes sont des gènes dont l’expression favorise le développement du cancer.
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tumeur. Cette dernière devient alors hypoxique, c’est à dire que sa croissance
est ralentie et que certaines cellules meurent par hypoxie. Mais, au bout d’un
certain temps, le Stutent devient lui aussi inefficace.
La surveillance des tumeurs gastro-intestinales est donc indispensable afin
de voir émerger les résistances aux différents traitements. Pour cela, les patients
atteints de GIST sont suivis tous les deux mois environ afin que les médecins
puissent effectuer les examens d’imagerie médicale leur permettant de contrô-
ler l’évolution de la tumeur.
De nos jours, le suivi médical de ces tumeurs se fait grâce au critère RE-
CIST 3 : pour rappel, ce critère correspond soit à la mesure du plus grand dia-
mètre de la tumeur en cas de lésion unique, soit à la somme des diamètres des
cinq plus grandes lésions en cas de lésions multiples (dans ce cas, les cinq lé-
sions sont choisies lors du premier examen et ne peuvent pas être remplacées,
même en cas de nouvelles lésions plus importantes) [76]. Ce critère est rela-
tivement simple et rapide à obtenir pour les radiologues effectuant ce suivi.
Cependant, il ne semble pas être le critère optimal puisque c’est l’évolution de
la somme des diamètres qui détermine l’évolution de la tumeur. Les médecins
considèrent que si cette somme a progressé de plus de 20 % par rapport à l’exa-
men précédent, la maladie a progressé. Dans le cas où la somme a diminué de
plus de 30 %, c’est qu’il y a une réponse au traitement. En revanche, si la somme
est comprise entre ces deux valeurs, alors on considère que lamaladie est stable.
Une étude clinique comparant le critère RECIST à deux autres critères est faite
dans [70].
Cependant, il apparaît depuis plusieurs années et ce grâce aux techniques
d’imagerie médicale de plus en plus développées, que les tumeurs peuvent se
redensifier, sans pour autant changer de volume, juste avant de devenir résis-
tantes à un traitement. Dans ce cas, le critère RECIST ne permet pas de voir
apparaître cette résistance. Par ailleurs, ce critère dépend largement de l’utilisa-
teur puisque le critère RECIST varie suivant les lésions choisies par ce dernier,
et du choix du plus grand diamètre, ce qui n’est pas forcément évident sur une
tumeur non sphérique.
D’autres critères de suivi des tumeurs existent et sont utilisables, comme le
critère OMS décrit dans la figure 1.8, ou encore la masse ou le volume de la
tumeur. Cependant, d’une part obtenir certains de ces autres critères est long et
fastidieux , et d’autre part aucune étude réalisée n’a encore permis de prouver
l’amélioration du suivi par ces autres critères.
Le but de cette partie est d’utiliser la modélisation de la réponse aux traite-
ments en se basant sur des images cliniques afin d’apporter une réponse aux
questions suivantes :
— Peut-on prédire la croissance de la tumeur avec ou sans traitement en fonction
de l’histoire de cette tumeur ?
— Peut-on aider à détecter au plus vite l’émergence de cellules résistantes au trai-
tement ?
3. Response Evaluation Criteria In Solid Tumors.
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FIGURE 1.8 – Le critère RECIST.
— Peut-on optimiser la thérapie ?
Dans un premier temps, nous travaillerons sur un modèle d’évolution tem-
porelle de la tumeur, puis, afin de mieux comprendre la répartition des diffé-
rents types de cellules dans la tumeur, nous étudierons un modèle spatial et
temporel.
Par mesure de simplification, il ne sera étudié, dans cette partie, que la ré-
ponse au premier traitement, le Glivec.
Enfin, tous les résultats numériques présentés dans cette partie ont été obte-
nus en programmant sous MATLAB.

Chapitre 2
Modèle d’évolution temporelle de la
tumeur
Le but de ce chapitre est de construire un modèle d’évolution temporelle,
reproduisant l’évolution des métastases hépatiques de GIST avant et pendant
le premier traitement.
Ce modèle sera représenté par un système d’équations aux dérivées par-
tielles qui décrira, entre autres, les densités des différents types de cellules pré-
sents dans la tumeur.
2.1 Description du modèle
La particularité des GIST est leur capacité à devenir résistantes aux traite-
ments. En particulier, ces tumeurs développent toutes, à un moment ou à un
autre, une résistance au premier traitement, le Glivec. On peut voir cette résis-
tance dans la figure 2.1 puisque la taille de la tumeur croit à partir du jour 776
alors que le patient est toujours sous traitement.
Afin de modéliser cette résistance, la tumeur va être décrite à l’aide de deux
espèces cellulaires :
• une espèce qui répond au traitement : les cellules P1 ;
• une espèce résistante au traitement : les cellules P2.
De plus, ces cellules, qu’elles soient résistantes ou non, ont besoin de nutri-
ments pour survivre et semultiplier. Or, si ceux-ci sont trop rares, les deux types
de cellule P1 et P2 risquent demourir par hypoxie. En revanche, si la quantité de
nutriments est suffisante, elles vont se multiplier grâce à la mitose. L’évolution
des ces deux types de cellules est résumée par le schéma de la figure 2.2.
Par ailleurs, les conditions environnementales sont très importantes dans
le développement d’une tumeur puisque ce sont elles qui influencent, entre
autres, l’hypoxie et la mitose. Parmi les nombreuses conditions qui existent, le
choix a été fait de considérer que seule la vascularisation a un impact sur le
développement de la tumeur. En effet, celle-ci permet de décrire l’apport de
nutriments et d’oxygène, qui sont une des bases de ce développement. De plus,
la mitose, l’hypoxie, ou encore la réponse au traitement dépendent largement
de l’état de vascularisation dans lequel se trouve la tumeur. Bien évidemment,
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FIGURE 2.1 – Évolution d’une métastase hépatique de GIST.
source : [50]
il s’agit d’un choix simplificateur mais ayant l’avantage d’obtenir un modèle
facilement paramétrisable.
Soit ⌦ le domaine sur lequel la tumeur est étudiée et @⌦ son bord.
@⌦ est supposé aussi régulier que nécessaire et suffisamment loin du bord
de la tumeur afin de pouvoir imposer des conditions de bord simples.
Sur ce domaine, l’évolution de la tumeur suit le schéma de la figure 2.2, ce
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• P1 : masse des cellules répondant au traitement dans la tumeur ;
• P2 : masse des cellules résistantes au traitement dans la tumeur ;
• Ttrait : temps de début du traitement par le Glivec ;
• M : vascularisation ;
•  p(M) : taux de prolifération par mitose ;
•  m(M) : taux de mort par hypoxie ;
•   : sensibilité au traitement.
Les taux de prolifération par mitose et de mort par hypoxie dépendent lar-
gement de la vascularisation. Nous définissons donc un seuil, appelé seuil d’hy-
poxie et notéMhyp, en dessous duquel la tumeur est en manque de nutriments :
on dit alors qu’elle est en état d’hypoxie. En revanche, au-dessus de ce seuil,
l’environnement est considéré comme favorable à la multiplication cellulaire
par mitose.
Les coefficients de prolifération  p, et de mort  m, peuvent donc être consi-
dérés comme étant des fonctions de Heaviside dépendant deMhyp. Cependant,
afin de faciliter l’étude dumodèle, ces deux fonctions sont lissées et régularisées
au moyen d’une tangente hyperbolique, ce qui donne :
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8>>><>>>:
 p(M) =  01 + tanh(K(M Mhyp))
2
,





•  0 : taux de mitose maximal ;
•  1 : taux de mort naturelle maximal ;
• Mhyp : vascularisation seuil en dessous de laquelle il y a hypoxie ;
• K : constante de raideur de la tangente hyperbolique. Dans la suite, nous
prenons K = 5 de manière arbitraire.
Enfin, la vascularisation permet à la tumeur d’être alimentée en nutriments.
Pourmodéliser cette vascularisation, on considère pour l’instant que les cellules
cancéreuses permettent une création de vaisseaux sanguins là où la tumeur est
en expansion, c’est-à-dire là où il y a beaucoup de cellules cancéreuses.
Par ailleurs, modéliser chaque vaisseau sanguin n’est pas envisageable, tant
par la complexité de la modélisation que par les méthodes de résolution numé-
rique qu’il faudrait mettre en place. La vascularisation sera donc représentée de
manière continue sur tout le domaine ⌦ et correspondra à une densité d’apport
de nutriments. Cette densité sera plus ou moins importante selon que la zone
sera plus ou moins vascularisée.
Par abus de langage, nous continuerons d’appelerM la vascularisation.














dégradation naturelle par l’organisme
(2.3)
avec :
• ↵ : taux de création de vaisseaux,
•   : taux de dégradation cellulaire.
La création de vaisseaux sanguins se faisant d’abord sur la surface de la tumeur
avant de commencer à s’inflitrer dans celle-ci, on a privilégié ce développement
surfacique grâce aux puissances 23 et
1
3 dans l’équation précédente.




=  p(M)P1    m(M)P1    MP11t>Ttrait ,
dP2
dt











Il s’agit d’un système d’équations aux dérivées ordinaires réprésentant de ma-
nière très simplifiée l’évolution de métastases hépatiques de GIST. Ce modèle
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n’a pas de composante spatiale. Le lecteur intéressé par un modèle plus com-
plexe, incluant cette composante spatiale et décrivant cette pathologie pourra
se reporter au chapitre 3.
Les patients atteints de GIST que nous avons étudiés présentent tous une
courbe d’évolution de la masse de leur tumeur similaire. En effet, entre leur
premier et leur deuxième examen, les patients ne suivent pas encore de traite-
ment ; leur tumeur est donc en phase de croissance, phase que nous appellerons
la phase A. Puis, les patients sont mis sous traitement, leurs tumeurs sont alors
en phase de décroissance (phase B), puisque le traitement est efficace. Enfin
chaque tumeur devient résistante au traitement (mais à des temps qui diffèrent
selon chaque patient), et sa masse devient incontrôlable. Le patient entre alors
dans la phase C de sa maladie.
Le modèle (2.4) doit donc pouvoir reproduire les trois phases décrites précé-
demment pour être pertinent afin de décrire au mieux la maladie. Cela signifie
qu’en fonction des valeurs que nous donnons aux paramètres, nous devons
pouvoir obtenir la durée des phases A, B et C que nous souhaitons.
Nous avons donc testé ce modèle avec les paramètres du tableau 2.1, et nous
avons obtenu la courbe de masse de la figure 2.3. Sur cette figure, il est facile de
repérer les trois phases clefs de la maladie.
Le modèle (2.4) semble donc suffisamment pertinent pour modéliser les dif-
férentes phases de la maladie.
Paramètres Simulation
P1(t = 0) 1-P2(t = 0)







M(t = 0) 0.2
TABLE 2.1 – Liste et valeurs des paramètres utilisés dans la modé-
lisation de la figure 2.3.
2.2 Optimisation des paramètres par la méthode des
moindres carrés
Un des principaux intérêts d’un tel modèle de croissance tumorale est
d’adapter ce modèle à chaque patient pour pouvoir prédire l’évolution d’une
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FIGURE 2.3 – Evolution de la masse tumorale au cours du temps
selon le système (2.4).
tumeur en particulier sur le long terme. Dans le cas des GIST, l’information
principale que les médecins cherchent à obtenir est le moment où la tumeur dé-
veloppe une résistance au traitement, c’est-à-dire le moment où le patient entre
dans la phase C de sa maladie. Pour cela, il est nécessaire d’obtenir les para-
mètres optimaux du patient : ceux permettant de trouver une courbe de masse
au plus près des examens réalisés sur le patient en question.
Dans le cas des GIST, la résistance au premier traitement apparaît souvent
entre deux et trois ans après le début de celui-ci. Chaque patient a donc été suivi
pendant une dizaine d’examens. Nous appellerons N le nombre d’examens réa-
lisés sur un patient et ti les dates de ces examens.
Le modèle (2.4) est un modèle à neuf paramètres. Il faudrait donc chercher
à tous les optimiser. Cependant, on a remarqué que si l’on fixe les paramètres :
P1(t = 0), P2(t = 0) etMhyp à la valeur du tableau 2.1, alors l’optimisation sur
la méthode des moindres carrés donne un résultat équivalent pour un temps de
calcul plus court. Dans la suite, nous considérons donc que seuls les paramètres
 0,  1,M(t = 0), ↵ et   sont à optimiser.
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Pour cela, on introduit la fonction erreur : Fopt correspondant à l’erreur au
carré entre la masse aux temps ti, calculée grâce aux images médicales, et la
masse à ces mêmes temps issue de la modélisation.
On définit alors les notations suivantes :
• i : numéro de l’examen (entre 1 et N) ;
• ti : temps (en jours) de l’examen i depuis le premier examen (t=0) ;
• mi : masse de la tumeur lors de l’examen i ;
• m(ti) : masse calculée par le modèle au temps ti.
À partir des scanners du patient, dont certains sont disponibles à la fi-
gure 2.4, les tumeurs ont été contourées comme sur la figure 2.5. Ce contourage
permet ensuite de calculer la masse totale de la tumeur pour chaque examen,
c’est-à-dire les massesmi. Elles ont été regroupées dans le tableau 2.2.
FIGURE 2.4 – Scanners d’un patient aux jours 114, 401 et 771.
Il vient alors :




En minimisant la fonction Fopt avec les données patients du tableau 2.2, et
cela grâce à une méthode classique de gradient, on obtient les paramètres du
tableau 2.2, donnant la courbe de masse de la figure 2.6.
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Jour 114 Jour 401 Jour 771






















TABLE 2.2 – Masse tumorale calculée pour chaque examen sur le
patient A et les paramètres optimisés.
La figure 2.6 illustre bien le fait que le modèle (2.4) permet d’obtenir une
évolution de lamasse de la tumeur d’un patient très proche de lamasse obtenue
lors des examens pratiqués par le patient.
Or, comme cela a été dit, ce qui est particulièrement important pour le mé-
decin est de savoir quand le patient va rentrer dans la phase C de sa maladie.
En effet, cela permet de prévoir l’apparition de la résistance au traitement, et
donc de prévoir le changement de traitement. Or, si ce moment est connu trop
tard, la tumeur aura eu le temps de grossir, sans que le traitement soit changé,
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FIGURE 2.6 – Comparaison de l’évolution de la masse tumorale
au cours du temps et des données patients.
et la taille de la tumeur aura explosé.
La courbe de la figure 2.6 a été obtenue en utilisant tous les examens à dispo-
sition, c’est-à-dire ceux ayant également eu lieu dans la phase C de la maladie.
Le moment où la taille de la tumeur commence à exploser est donc déjà connu
grâce aux examens médicaux. Le fait que nous retrouvions ce temps par la mo-
délisation et l’optimisation n’est donc pas surprenant.
La question qui se pose est donc la suivante : est-il possible de prévoir, sans
utiliser les examens de la phase C, le moment où émerge la résistance au trai-
tement ? Dans le cas des examens présentés dans le tableau 2.2, on se demande
donc s’il est possible, à t = 683, de prédire le moment où la taille de la tumeur
va commencer à exploser.
Pour répondre à cette question, l’optimisation des paramètres du mo-
dèle (2.4) a été refaite en utilisant cette fois seulement les 10 premiers examens,
et ceci en suivant exactement la même méthode des moindres carrés, puis du
gradient pour minimiser la fonction erreur. La courbe de masse obtenue grâce
aux nouveaux paramètres est comparée à l’ancienne dans la figure 2.7.
La figure 2.7 permet de remarquer qu’il n’est plus possible de prédire dema-
nière précise l’emergence de la résistance au traitement de la tumeur si l’on ne
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: simulation avec tous les examens.
: simulation sans les deux derniers examens.
: données patient.
FIGURE 2.7 – Évolution de la masse après optimisation des para-
mètres en fonction des examens pris en compte.
dispose pas des examens ayant eu lieu dans la phase C de la maladie. Le temps
d’explosion prévisionnel, c’est-à-dire le moment où la résistance au traitement
devient visible, est en effet en retard par rapport au temps d’explosion réel, ce
qui en fait une mauvaise prévision puisque le médecin ne peut pas anticiper au
bon moment la résistance au traitement. À l’inverse, prédire une entrée dans
la phase C en avance revient à dire qu’il faut changer le traitement du patient,
alors que celui-ci est encore efficace. Malheureusement, dans le cas des GIST, le
nombre de traitements différents est limité : un patient est en moyenne sensible
à trois médicaments avant que l’évolution de sa tumeur devienne totalement
incontrôlable par voie médicamenteuse. Changer de traitement alors que celui-
ci est encore actif n’est donc pas une solution viable à long terme.
Il devient alors évident que l’obtention d’un temps d’explosion précis est
très important dans l’étude des GIST.
2.3 Émergence de la résistance au traitement
Le moment où apparaît l’émergence de la résistance au traitement d’une
tumeur, aussi appelé temps d’explosion et noté Tmut par la suite, est caractérisé
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par le moment où la masse de la tumeur subit une forte croissance. Cela se
traduit sur la courbe de masse par une forte augmentation de la dérivée de la
courbe. Une manière simple de repérer ce temps est de le faire correspondre au
moment où la dérivée de la courbe de masse devient plus grande qu’un certain
taux ⌧ . La difficulté est donc dorénavant d’obtenir le meilleur ⌧ , c’est-à-dire,
celui permettant d’obtenir le temps d’explosion le plus proche de la réalité.
Afin d’obtenir ce taux, un nouveau modèle a été créé. Il est très proche,
biologiquement, du modèle précédent, à la différence près que la tumeur ne
contient plus qu’un seul type de cellules cancéreuses P, et que toutes ces cel-
lules mutent à un certain temps Tmut pour devenir résistantes au traitement. Ce
temps Tmut est alors un nouveau paramètre de la modélisation.
Le nouveau système (2.6) s’écrit alors, avec les mêmes notations que le sys-
tème (2.4), de la manière suivante :8>>><>>>:
dP
dt









L’intérêt de ce nouveau modèle est que, cette fois, le temps de mutation est
un paramètre du modèle. Il varie donc seulement en fonction de la valeur que
nous lui donnons. En revanche, dans l’ancien modèle (2.4), ce temps n’apparaît
pas de manière explicite. On cherche donc une correspondance entre les deux
modèles pour l’obtenir également de manière explicite.
La ressemblance biologique des deux modèles implique qu’à paramètres
égaux, et pour un temps de mutation Tmut choisi de manière pertinente, les
deux modèles permettent d’obtenir deux évolutions de la courbe de masse de
la tumeur qui sont quasiment identiques. Comme dans ce cas, on peut donc
considérer que le temps de mutation du premier modèle (2.6) correspond au
temps de mutation du second modèle (2.4).
La figure 2.8 illustre le propos précédent. Les paramètres communs et ceux
n’intervenant que dans le modèle (2.4) sont pris selon les valeurs données par
le tableau 2.2. Par ailleurs, pour le modèle (2.6), les deux paramètres n’ayant
pas de valeurs dans le tableau 2.2 sont pris égaux à : Tmut = 683 et Pt=0 = 1.
On remarque bien que, pour le temps de mutation choisi, les deux courbes de
masses sont très proches l’une de l’autre.
Afin d’optimiser Tmut, on effectue uneméthode de gradient sur une nouvelle
fonction erreur correspondant à la différence au carré entre les deux courbes de
masse obtenues, et ne dépendant que de Tmut. Une fois le Tmut optimal obtenu,
on calcule la valeur de la dérivée de la courbe de masse du modèle (2.4) au
temps de mutation obtenu. On obtient alors le ⌧ recherché.
Dans le cas de la figure 2.8, la méthode de gradient à pas optimal permet
d’obtenir la valeur de la dérivée suivante : ⌧ = 0.45.


































FIGURE 2.8 – Évolution de la masse et de la vascularisation dans
chacun des deux modèles précédents.
— Création de la fonction différence au carré des deux courbes de masse,
fonction ne dépendant que de Tmut.
— Méthode de gradient sur la fonction précédente.
— Obtention du temps de mutation optimal pour que les deux courbes de
masse soient les plus proches possibles.
— Calcul de la dérivée ⌧ de la courbe demasse du premiermodèle au temps
obtenu.
Dans la suite, le temps d’émergence de la résistance au traitement dans le
modèle (2.4) sera pris comme étant le temps où la dérivée de la courbe de masse
devient supérieur à 0.45 et ce temps sera, par abus de langage, également noté
Tmut.
Ce temps étant dépendant des autres paramètres dans le modèle (2.4), nous
allons chercher à étudier la dépendance de Tmut aux autres paramètres.
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2.4 Loi du temps d’émergence de la résistance au
traitement
Au cours de la maladie d’un patient, nous considérons que tous les para-
mètres du modèle (2.4) sont fixés dès le début de celle-ci, sauf la sensibilité au
traitement, qui correspond à la dose de thérapie reçue par le patient. En ef-
fet, les médecins peuvent décider de changer cette dose selon les résultats des
examens du dit patient. Ce changement de dose n’a qu’un seul but : retarder
l’émergence de la résistance au traitement chez le patient.
Afin d’obtenir la loi de probabilité du temps de mutation, nous fixons donc
tous les paramètres du modèle selon les valeurs du tableau 2.2 et nous faisons
varier la sensibilité   selon une loi uniforme sur l’intervalle [0.65, 1]. L’intervalle
précédent a été choisi afin d’obtenir des temps de mutation dans l’intervalle
[600; 1000], intervalle centré autour du temps de mutation optimal calculé pré-
cédemment.
On s’intéresse donc à la fonction de survie de Tmut, c’est-à-dire à la fonction
S telle que :
S(t) = P (Tmut > t). (2.7)
La fonction de survie de la figure 2.9b a été obtenue en faisant 1400 tirages
de la sensibilité   dans l’intervalle [0.65, 1] et en obtenant le temps de mutation
grâce à la dérivée de la courbe de masse selon la méthode décrite dans la partie
précédente. Les courbes de masses obtenues selon la sensibilité tirée aléatoire-
ment sont représentées dans la figure 2.9a.












évolution de la masse de la tumeur dans le temps selon la sensibilité
Temps
Masse
(A) Courbes de masses en
fonction de la sensibilité
tirée aléatoirement.













(B) Fonction de survie de
Tmut.
FIGURE 2.9 – Courbes de masses et fonction de survie de Tmut
associée.
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La fonction de survie obtenue dans la figure 2.9b n’étant pas une droite, cela
signifie que la loi du temps de mutation ne dépend pas seulement de la sensibilité au
traitement. Il est donc nécessaire de rechercher les autres paramètres dont cette
fonction dépend afin d’obtenir sa loi.
Le temps de mutation n’apparaissant pas de manière explicite dans le sys-
tème (2.4), trois hypothèses supplémentaires sont faites afin de pouvoir simpli-
fier ce modèle autour du temps de mutation :
• H1 :M est considérée constante et égale à une valeurMplateau pour des
temps proches du temps de mutation.
• H2 : on applique au patient le traitement dès le temps t = 0. Cela revient
à dire que nous ne nous intéressons à l’évolution de la tumeur qu’à partir
du deuxième examen du patient.
• H3 : le temps de mutation est assimilé au temps où les courbes d’évo-
lution des masses des cellules P1 et P2 se croisent, comme dans la fi-
gure 2.10 ci-dessous.















FIGURE 2.10 – Évolution de la masse de cellules P1 et P2.
Sous ces hypothèses, et en considérant un nouveau paramètre ↵0 le modèle
se réécrit : 8>>><>>>:
dP1
dt






On obtient donc : 8<:P1 = P1(t = 0)e
(↵0  M)t,
P2 = P2(t = 0)e
↵0t.
(2.9)
Or, comme on a supposé que les courbes d’évolution de masses de P2 et de
P1 se croisent à Tmut, cela signifie que l’on a les mêmes proportions de cellules
P1 et P2 au temps de mutation Tmut. Il s’ensuit :
P1(t = 0)e









Cette équation semble donc indiquer que la loi de probabilité de Tmut va
dépendre de la vascularisation M, et donc des paramètres dont dépend M.
Cependant la régression linéaire de la figure 2.11 indique que  M dépend li-
néairement de   et donc que Tmut dépend seulement de la sensibilité  .












courbe de δ *M
FIGURE 2.11 – Régression linéaire sur la courbe de  M.
La fonction de survie obtenue précédemment montrait que la loi de Tmut
ne dépendait pas seulement de la sensibilité, d’où une contradiction dans les
résultats obtenus.
Or, parmi les trois hypothèses que nous avons faites, H2 est indolore et H3
est très raisonnable au vu de la figure 2.10. Le problème vient donc, sans doute,
du fait queM n’est pas constant au voisinage du temps d’explosion (hypothèse
H1). Cela est néanmoins conforme à ce que l’on attend : la tumeur semble être
sujette à une forte activité fonctionnelle avant l’échappement de sa taille.
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Cela empêche d’obtenir la loi du temps de mutation et donc empêche de
pouvoir prédire l’émergence de la résistance au traitement dans le cas des GIST
avec le modèle (2.4). Ce modèle n’est donc pas suffisamment précis et n’est pas
adapté aux problèmes posés au début de ce chapitre.
Conclusion
Dans ce chapitre, nous avons étudié un premier modèle de croissance des
GIST et de réponse au traitement. Ce modèle est basé sur un système d’équa-
tions différentielles ordinaires ainsi que sur une méthode des moindres carrés
pour optimiser les paramètres sur les données cliniques mises à disposition.
Lorsque l’on utilise tous les examens d’un patient, les résultats de calibration et
de prédiction sont très satisfaisants. Cependant, si l’on ne prend en compte que
les examens ayant lieu avant la résistance au traitement, le modèle ne permet
plus de prédire avec précision quand va apparaître l’émergence de la résistance
au traitement. Comme, dans le cas des GIST, cet événement correspond au mo-
ment le plus délicat du suivi du patient, il n’est pas raisonnable de se contenter
d’une approximation grossière du temps où il se produit.
Il apparaît également que l’échappement de la taille de la tumeur est pré-
cédé d’une forte activité métabolique. Ces éléments sont étudiés dans [50] et
s’appuient sur des études de textures des tumeurs [54, 16, 39, 33].
Il semble donc intéressant de modifier le modèle, en lui ajoutant un côté
spatial permettant de prendre en compte la répartition des différents types de
cellules au sein de la tumeur. Cela servira également à étudier d’autres critères
que la masse de la tumeur lors du suivi d’un patient, et de voir si l’un de ces
critères permet de voir apparaître l’émergence de la résistance au traitement
plus tôt que les autres.
Chapitre 3
Prise en compte de la croissance
spatiale
Nous avons vu qu’en utilisant le modèle précédent, le suivi de la tumeur
grâce à sa masse ne permet pas d’obtenir de manière précise le temps d’émer-
gence de la résistance au traitement dans le cas des GIST.
Le but de ce chapitre est donc de s’intéresser à différents critères de suivi
d’évolution d’une tumeur et d’étudier lequel permet de voir apparaître au plus
tôt l’émergence de la résistance au traitement.
Le critère RECIST, largement utilisé par les médecins, ou la masse de la tu-
meur sont-ils alors les meilleurs critères à utiliser ?
Certains critères que nous voulons étudier utilisent la répartition spatiale
des cellules au sein de la tumeur. Nous allons donc améliorer le modèle d’équa-
tion aux dérivées partielles utilisé dans le chapitre précédent, afin d’obtenir un
modèle spatial. Ce modèle est inspiré de [51]. Pour cela, le mouvement des cel-
lules sera désormais pris en compte dans le modèle. Ce mouvement sera décrit
par un terme de transport, et la représentation spatiale se fera sur une grille
cartésienne où les densités de cellules seront étudiées sur chaque voxel de la
grille.
3.1 Modélisation mathématique
Soit ⌦ le domaine sur lequel la tumeur est étudiée et @⌦ son bord. @⌦ est
supposé aussi régulier que nécessaire et suffisamment loin du bord de la tu-
meur afin de pouvoir garder des conditions de bord constantes tout au long
des différentes modélisations.
Lors de la mitose, une cellule se divise pour former deux nouvelles cellules,
ce qui implique une augmentation du volume tumoral. Afin de trouver la place
nécessaire à cette augmentation du nombre de cellules, la cellule en phase de
mitose va pousser sur son environnement périphérique comme décrit dans la
figure 3.1. Cette augmentation de volume peut se décrire par un mouvement
des cellules environnantes ou par une compression de celles-ci. Il est admis
dans la suite de ce travail, par mesure de simplification, que les cellules, peu
importe leur nature, sont incompressibles. Cela implique que les cellules envi-
ronnantes de la cellule en cours de mitose n’ont pas d’autre choix que de se
laisser déplacer sous l’effet de la pression due à l’augmentation de volume.
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FIGURE 3.1 – Schéma de la mitose.
Référence : Angelis et Preziosi [25].
Ce mouvement, et son champ de vitesse # associé, sera le seul mouvement
pris en compte dans ce nouveau modèle et découle donc simplement des effets
mécaniques dûs à la mitose et à l’incompressibilité des cellules.
Chaque densité de cellule, sur chaque voxel, va donc évoluer selon le
schéma de la figure 3.2, c’est-à-dire que chaque type de cellules va pouvoir,





FIGURE 3.2 – Évolution de la densité cellulaire sur chaque voxel.
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3.1.1 Espèces cellulaires
L’hypothèse d’incompressibilité des cellules implique que la somme des dif-
férentes densités cellulaires présentes dans la tumeur et son environnement
proche est constante. Il est donc nécessaire de détailler les évolutions de toutes
ces espèces cellulaires afin que le système d’équations aux dérivées partielles
soit complet.
• Comme dans le modèle (2.4), la tumeur est constituée de deux types de
cellules cancéreuses, celles résistantes au traitement (P2), et les autres
(P1), qui évoluent de la même manière que dans le chapitre précédent, à
la différence près qu’il s’agit désormais d’un modèle spatial. Il est donc
important de prendre en compte le transport des cellules à la vitesse #,
d’où les équations suivantes :
8>>>>><>>>>>:
@tP1 + r · (#P1)| {z }
transport des cellules P1
=  p(M)P1| {z }
cellules qui se divisent
   m(M)P1| {z }
mort par hypoxie
   MP11t>Ttrait| {z }
cellules tuées par le Glivec
,
@tP2 + r · (#P2)| {z }
transport des cellules P2
=  p(M)P2| {z }
cellules qui se divisent




• L’espace ⌦ contient également des cellules saines, qui, n’étant pas des
cellules tumorales, ne se divisent pas de manière effrénée. On peut donc
considérer que leur multiplication par mitose compense leur mort natu-
relle. Leur densité sur chaque voxel n’évolue donc que par leur déplace-
ment et leur mort par hypoxie, d’où :
@tS + r · (#S)| {z }
transport des cellules S
=    m(M)S| {z }
mort par hypoxie
. (3.2)
• Enfin, les images scanner à dispositionmontrent que, régulièrement, une
partie de la tumeur devient moins dense avec le temps. Cette perte de
densité peut s’explique par le fait que les cellules nécrosées ne sont pas
forcément toutes évacuées de la tumeur par l’organisme. Ces tissus né-
crosées correspondent à l’ensemble des autres cellules, cancéreuses ou
non, qui sont mortes :
@tN+r · (#N )| {z }
transport
=  m(M)(S + P1 + P2)| {z }
cellules mortes par hypoxie
+  MP11t>Ttrait| {z }
cellules tuées par le Glivec
  µMN .| {z }
élimination naturelle
(3.3)
3.1.2 Vascularisation de la tumeur
Parmi les traitements donnés aux patients dans le cas des GIST figurent les
anti-angiogéniques, qui ont pour but de limiter l’angiogénèse. Il paraît donc
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nécessaire, afin d’améliorer notre modélisation, de prendre en compte l’angio-
génèse dans l’explication de l’évolution de la vascularisation.
Pour rappel, l’angiogénèse tumoral est un phénomène qui se produit
lorsque la tumeur est en état d’hypoxie. En effet, au début du développement
de la tumeur, toutes les cellules ont assez de nutriments pour se multiplier. La
quantité de cellules cancéreuses augmente alors jusqu’à ce que certaines cel-
lules, les plus éloignées des vaisseaux sanguins, n’aient plus assez de nutri-
ments pour se développer, les nutriments étant tous consommés par les cellules
plus proches des vaisseaux existants. Les cellules cancéreuses enmanque de nu-
triments sont alors en état d’hypoxie et sécrètent des protéines, dont le VEGF,
qui permettent la création de nouveaux vaisseaux sanguins là où leur concen-
tration est la plus forte (voir [53] et [15]). Une fois les nouveaux vaisseaux créés,
les cellules qui étaient en état d’hypoxie ont à nouveau des nutriments à dispo-
sition. Elles quittent donc cet état d’hypoxie pour redevenir proliférantes.
Le schéma 3.3 schématise l’angiogénèse au niveau des cellules hypoxiques
et permet de voir comment se crée la vascularisation au sein de la tumeur.
La prise en compte de ce phénomène est essentielle dans l’étude de l’effet
de nouvelles thérapies ciblées telles que les anti-angiogéniques. Pour cela, un
modèle continu d’angiogénèse est proposé dans [10].
La façon dont agit exactement le VEGF et ses variantes étant extrêmement
complexe, on ne considérera par la suite qu’un modèle simpliste. Ce modèle
consiste à décrire l’action des facteurs endothéliaux par une variable scalaire
⇠(t), alors que la concentration de VEGF est évidemment un champ valeur dis-











Le premier terme correspond à la création de VEGF par les cellules en état
d’hypoxie, alors que le deuxième terme correspond à l’élimination naturelle par
l’organisme.
Une modélisation plus poussée du phénomène d’angiogénèse est faite
dans [23].
Il devient alors possible de définir la vascularisation comme un champ sca-







  ⌫(P1 + P2)M. (3.5)
En effet, M correspond à la fois à la vascularisation et à la concentration
en nutriments dans le tissu. M évolue donc soit en étant apporté à la tumeur
grâce au tissu sain, là où il y a un manque de nutriments (ce qui correspond à la
première partie de l’équation), soit par la destruction des vaisseaux sanguins
par les cellules proliférantes, et par la consommation de nutriments par ces
mêmes cellules (deuxième partie de l’équation).
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FIGURE 3.3 – Représentation simplifiée de l’angiogénèse.
3.1.3 Mouvement cellulaire
L’incompressibilité des cellules impose que la densité totale de cellules est
constante au cours du temps (voir [12]). Une normalisation des densités des
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différentes espèces cellulaires présentes au sein de la tumeur donne alors :
P1 + P2 +N + S = 1. (3.6)
En additionnant les équations (3.1) - (3.2) - (3.3) et en utilisant (3.6), on ob-
tient l’équation suivante sur la divergence de la vitesse :
r · # =  p(P1 + P2)  µMN . (3.7)
Enfin, pour fermer ce système d’équations aux dérivées partielles, il est fait
l’hypothèse que la vitesse # suit une loi de Darcy (voir [3]), c’est-à-dire qu’elle
dérive d’une pression ⇡, d’où :
# =  kr⇡, (3.8)
avec k un coefficient de porosité qui sera pris égal à 1 dans toute la suite.
On aurait également pu utiliser une loi de comportement de type équation
de Stokes pour décrire la vitesse [12], mais cela aurait compliqué le modèle
sans pour autant améliorer sa pertinence au niveau mathématique. On peut
également prendre en compte l’influence d’une membrane élastique (comme
dans [24]) sur l’évolution de la croissance d’une tumeur. De la même manière,
une équation viscoélastique aurait pu être utilisée [43].
3.1.4 Récapitulatif du modèle
Au final, la composition des différentes espèces cellulaires au sein du do-
maine ⌦ évolue selon le système d’équations aux dérivées partielles suivant :
8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
@tP1 +r · (#P1) = ( p(M)   m(M))P1    MP11t>Ttrait,
@tP2 +r · (#P2) = ( p(M)   m(M))P2,
@tS +r · (#S) =   m(M)S,
@tN +r · (#N ) =  m(M)(S + P1 + P2) +  MP11t>Ttrait   µMN ,

















  ⌫(P1 + P2)M,
(3.9)
49
avec la vitesse # vérifiant :
  (⇡) = r · #,
et la condition aux limites suivantes :
⇡|@⌦ = 0.
Cette condition aux limites a un sens biologique car elle permet aux tissus
de sortir sur le bord du domaine de calcul. Tant que la tumeur ne touche pas le
bord du domaine, on impose S = 1, P1 = 0, P2 = 0 et N = 0 sur la partie du
bord où # · n < 0, i.e. lorsque la vitesse est sortante. Lorsque la tumeur touche
le bord du domaine ⌦, le modèle cesse d’être valable.
3.2 Simulations numériques
Le modèle présenté ci-dessus est plus pertinent au niveau de la biologie
que celui du chapitre 2, puisqu’il fait intervenir le transport des cellules et per-
met une représentation spatiale des différentes densités cellulaires. Cela im-
plique qu’il possède plus de paramètres que le précédent modèle, ce qui le rend
plus compliqué à utiliser, que ce soit au niveau des méthodes mathématiques à
mettre en place ou du temps de calcul.
Désormais, nous ne cherchons plus à suivre l’évolution de la tumeur d’un
patient en particulier, mais à étudier différents critères de suivi d’évolution de
la tumeur. Nous allons donc étudier ces différents critères sur une forme sim-
plifiée de tumeurs (mais assez réaliste pour des métastases) : les tumeurs à sy-
métrie sphérique.
3.2.1 Conditions de bord et méthodes numériques
La symétrie sphérique implique qu’il suffit par la suite d’étudier la densité
de chaque espèce cellulaire sur un rayon de la tumeur [0;R] pour en connaître
la répartition dans toute la tumeur. Tous les résultats numériques seront donc
en 1D. De plus, comme la taille de la tumeur varie, le rayon de celle-ci R varie
aussi.
Au centre de la tumeur, les forces de pression s’annulent toutes les unes les
autres à cause de la symétrie sphérique. Cela impose donc une condition de
Neumann sur la pression : en r = 0, on a donc que : @r⇡ = 0. Par ailleurs, sur
le bord de la tumeur et en dehors de celle-ci, on considère qu’il n’y a pas de
division cellulaire donc pas de pression : ⇡(r > R) = 0.
Enfin, afin de ne pas avoir de problème en r = 0, la pression est calculée sur
les bords des mailles. Puis, la vitesse #, ainsi que toutes les autres grandeurs,
sont calculées au centre des mailles, comme expliqué dans la figure 3.4.
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r = 0 r = R   
une maille
: calcul de la pression
: calcul de la vitesse, de la vascularisation, de P1 et P2…
FIGURE 3.4 – Discrétisation du domaine.
3.2.2 Résolution numérique
La simulation numérique présentée ci-après a pour condition initiale la ré-
partition des différentes densités de cellules présentées dans la figure 3.5. Le
domaine ⌦ est alors l’intervalle [0, 1] et le rayon initial de la tumeur estR = 0.5.





















FIGURE 3.5 – Répartition des différentes densités cellulaires dans
la tumeur à t = 0.
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La répartition spatiale au cours du temps des différentes densités de cellules
évolue alors de la manière suivante :
(A) t = 15. (B) t = 20.
(C) t = 30. (D) t = 40.
FIGURE 3.6 – Évolution des différentes densités cellulaires au
cours du temps.
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On observe alors l’apparition d’un coeur nécrotique au centre de la tumeur,
comme on le voit très souvent sur les images médicales, ainsi que l’émergence
des cellules P2 résistantes au traitement, et leur répartition au sein de la tumeur.
3.2.3 Etude des différents indicateurs d’évolution tumorale
Actuellement, les médecins utilisent le critère RECIST (pour rappel, il s’agit
du plus grand diamètre de la tumeur, cf figure 1.8) pour suivre l’évolution
d’une tumeur. Ce critère a l’avantage d’être facilement utilisable et reproduc-
tible. En revanche, ce n’est probablement pas le plus adapté au suivi précis de
la croissance tumorale. Le but de cette étude est donc de comparer plusieurs
critères d’évolution tumorale et de voir si l’un d’eux paraît plus pertinent pour
voir apparaître au plus tôt l’émergence de la résistance au traitement.
Les critères qui seront testés et comparés dans cette partie sont les suivants :
• aire de la tumeur ;
• masse de la tumeur sans les cellules nécrosées, i.e. R P1 + P2 ;
• masse de la tumeur avec les cellules nécrosées, i.e. R P1 + P2 +N ;
• moment d’ordre 2 de la tumeur : R⌦ r2(R P1 + P2 +N )dr.
Bien évidement, de nombreux autres critères auraient pu être testés, mais le
but de cette étude est de ne s’interésser qu’à des critères relativement simples à
calculer. On remarquera que le critère d’aire de la tumeur correspond au critère
RECIST au carré, à un coefficient près, dans le cas de tumeurs sphériques.
La figure 3.7 représente l’évolution des différents critères cités ci-dessus au
cours du temps.
Dans la figure 3.7, le temps T1 représente le début de la croissance de la
tumeur après le début du traitement au temps t = 10. Or aucun des critères
proposés ne semble indiquer de manière précoce cette reprise de croissance.
Par ailleurs, même si le critère de masse sans nécrose semblait être le plus
adapté, le calculer serait une étape difficile. En effet, il faudrait être capable de
segmenter la tumeur, mais aussi la partie de la tumeur contenant les cellules né-
crosées. Or, obtenir une telle segmentation précise d’une tumeur est infaisable
en routine clinique et de toute façon, la détermination exacte des tissus nécrosés
grâce à l’imagerie est pour l’instant illusoire.
3.2.4 Sensibilité au traitement
La sensibilité au traitement correspond, en d’autres termes, à la dose de trai-
tement donné par le médecin. Il s’agit du paramètre   dans le modèle (3.9).
Tout comme nous nous sommes demandé si un critère de suivi était plus in-
diqué qu’un autre ; il semble logique de se demander comment la sensibilité au
traitement intervient dans l’évolution de la tumeur et des différents critères pré-
cédents. Bien évidement, nous ne prenons pas en compte les effets secondaires
dont pourrait souffrir le patient suite à une sensibilité trop forte, c’est-à-dire
suite à une toxicité du médicament en question.
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FIGURE 3.7 – Évolution des différents critères au cours du temps.
La figure 3.8 représente l’évolution des différents critères en fonction de la
sensibilité à un temps donné. Ce temps est pris volontairement loin du début
du traitement, afin de voir l’effet à long terme ; et avant le temps d’explosion de
la taille de la tumeur, puisque c’est l’effet avant la résistance au traitement qui
nous intéresse.
On remarque alors que l’aire de la tumeur et la masse avec nécrose dé-
croissent quand la sensibilité augmente. Cependant, à partir d’une sensibilité
égale à 0.3, ces deux critères semblent être constants. En revanche, on peut voir
sur la figure 3.8 que la masse sans nécrose atteint son minimum pour une sen-
sibilité qui est loin d’être maximale.
Il semblerait donc, d’après ce graphique, qu’un patient ait tout intérêt à re-
cevoir une petite dose de traitement plutôt qu’une dose trop importante. Cela
empêcherait les cellules cancéreuses résistantes au traitement de proliférer trop
vite. Biologiquement, ceci s’expliquerait par le fait que si le traitement est "trop"
efficace, les cellules P1 seraient vite éliminées, ce qui laisserait de la place pour le
développement des cellules résistantes qui, elles, ne pourraient pas être tuées
par le traitement. La tumeur n’aurait alors plus aucune résistance à sa crois-
sance.
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FIGURE 3.8 – Évolution des différents critères en fonction de la
sensibilité.
Évidemment, ces résultats sont issus d’une modélisation très simplifiée sans
utilisation de données cliniques et doivent à ce titre être sérieusement modulés.
Il s’agit néanmoins d’une piste à explorer.
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Conclusion
Le modèle utilisé dans ce chapitre a l’avantage d’inclure un côté spatial à la
modélisation, ce qui permet de se représenter plus facilement l’évolution des
tumeurs, mais surtout de pouvoir connaître les densités des différentes espèces
cellulaires au sein d’une tumeur en tout temps.
Cela a permis d’étudier différents critères de suivi de l’évolution d’une tu-
meur. De cette étude est ressorti le fait qu’un des critères : la masse sans nécrose
de la tumeur, permet de voir apparaître l’émergence de la résistance au traite-
ment avant les autres critères. Cependant, les méthodes de calcul des différents
critères ne sont pas toutes aussi simples. Autant le critère RECIST est un critère
simple d’obtention pour le médecin, autant la masse de la tumeur nécessite de
contourer la tumeur sur toutes les coupes des images médicales, avant de calcu-
ler cette masse. Le critère de masse sans nécrose, quant à lui, est très compliqué
à obtenir car il nécessite le tri entre tissu tumoral et tissu nécrosé. Il semblerait
donc intéressant de réaliser une analyse de texture de la tumeur afin de voir
apparaître plus facilement la nécrose. Ce travail a été amorcé dans [50].
Enfin, l’étude de la sensibilité au traitement a permis de montrer que le fait
d’augmenter la sensibilité n’implique pas forcément une diminution de la
taille de la tumeur ou encore un temps d’explosion plus tardif. Au contraire, il
semble y avoir une dose moyenne permettant de contenir la taille de la tumeur
sous un certain seuil, ce qui permet de contrôler la tumeur plus longtemps et
donc de repousser le temps d’explosion.
L’étude des GIST est donc difficile du fait de la résistance aux traitements
de ce type de tumeurs. En effet, l’augmentation de la taille des tumeurs lors de
l’émergence de la résistance aux traitements est tellement importante et sou-
daine que le modèle créé ne permet pas de prédire avec suffisamment de préci-
sion quand aura lieu ce phénomène. Rapprocher ce phénomène de la texture
de la tumeur pourrait permettre d’améliorer la modélisation des GIST mais
également d’autres types de tumeurs présentant de l’hétérogénéité tumorale,
comme le cancer du rein, et ainsi de prédire avec plus de précision le début
de la résistance au traitement.
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Conclusion de la partie I
Les métastases de GIST au foie se caractérisent par une multitude de don-
nées scanner pendant le traitement de cette pathologie puis dans la phase
d’échappement. Même s’il s’agit d’un avantage, cela ne suffit pas, et il faut en-
visager de s’intéresser à la texture des tumeurs afin de poursuivre l’étude que
nous avons menée.
Le schéma 3.9 représente l’ensemble des résultats et des problèmes que nous
avons étudiés au sein de la partie I.
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Système EDO de GIST avec traitement
Complexification du modèle :
ajout de l’aspect spatial.
On peut fiter
les données
patients, mais on ne 
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Système EDP de GIST avec traitement
On peut fiter
les données
patients, mais on ne 
peut pas espérer 
anticiper 
l’échappement de la 
tumeur.
Nécessité de regarder la texture des tumeurs 
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FIGURE 3.9 – Résumé des résultats de la partie I.

Deuxième partie
MODÉLISATION DU SUIVI EN






Les cancers du côlon et du rectum étant assez semblables de par leur appari-
tion, leur dépistage et leur diagnotic, l’habitude a été prise de parler de manière
générale de cancer colorectal. Cependant, la prise en charge de ces deux cancers
est totalement différente.
Une rapide présentation de ces deux pathologies est faite avant d’introduire
les enjeux de cette partie. Le lecteur souhaitant plus d’informations sur ce sujet








FIGURE 3.10 – Schéma d’une coupe anatomique du système di-
gestif. Source : santé-médecine.net
• Causes et apparition
Les parois internes du côlon et du rectum contiennent toutes deux diffé-




— Les cellules formant les glandes de Lieberkühn 1 qui tapissent la paroi
interne du côlon et du rectum. Cette forme de cancer, appelé adéno-
carcinome, est la plus courante et représente environ 90% des cancers
colorectaux.
— Les cellules nerveuses digestives qui sécrètent des hormones ou des
neurotransmetteurs. On parle alors de carcinoïdes.
En se multipliant, ces cellules vont créer des polypes - également appelés
adénomes - sortes de petites excroissances charnues qui se développent
à l’intérieur du côlon ou du rectum. De 30 à 50 % des individus des pays
industrialisés vont développer des polypes au cours de leur vie. Les fac-
teurs environementaux et alimentaires semblent jouer un rôle dans leur
apparition, mais les causes exactes sont encore mal connues. Alors que la
plupart des cas de polypes sont bénins, certains peuvent tout de même
dégénérer en cancer.
On estime aujourd’hui que 85 à 90 % des cancers sont évités grâce à
l’ablation des polypes lors de leur dépistage et que 80 % des tumeurs







FIGURE 3.11 – Schéma des différents polypes colorectaux
• Développement du cancer colorectal
Si les polypes ne sont pas enlevés, ils peuvent se transformer en tumeurs.
Dans ce cas, le cancer est déclaré et si il n’est pas traité, il évolue en sui-
vant les cinq stades suivants :
? stade 0 : certaines cellules du polype se transforment en cellules can-
céreuses. La tumeur se limite au polype et n’a pas encore atteint la
muqueuse.
1. leur rôle est de sécréter, dans la lumière intestinale, un mélange d’eau et de mucus per-
mettant le transport dans le côlon et le rectum.
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? stade 1 : Les cellules cancéreuses ont atteint la base du polype et com-
mencent à attaquer la paroi du côlon ou du rectum.
? stade 2 : La tumeur a envahi les ganglions lymphatiques et les vais-
seaux sanguins avoisinants.
? stade 3 : La tumeur s’est créé son propre réseau de vaisseaux san-
guins.
? stade 4 : Le cancer s’est propagé à d’autres parties de l’organisme
grâce à des métastases.
FIGURE 3.12 – Schéma des différents stades de l’évolution du can-
cer colorectal. Source : National cancer institute
• Les traitements
Même si le côlon et le rectum semblent très proches tant au niveau ana-
tomique qu’au niveau de leur localisation, ils présentent tous deux des
spécificités qui font que les traitements sont complétement différents.
Tout d’abord, la seule manière de guérir définitivement ces cancers est la
chirurgie avec l’ablation de la tumeur. Si la tumeur est détectée dans les
premiers stades, elle n’aura pas encore métastasé. Il sera alors possible
d’opérer directement : dans ce cas, le chirurgien enlèvera la totalité de la
tumeur pour s’assurer qu’il n’y ait pas de rechute due à la repousse de
celle-ci.
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Cependant, lorsque la tumeur est trop grosse et qu’elle a déjà envahi les
organes avoisinants, il faut faire réduire sa taille avant de pouvoir opérer
le patient. C’est ici que les différences entre cancer du côlon et cancer du
rectum apparaissent.
? Dans le cas du cancer du côlon, la chimiothérapie est la seule solu-
tion pré-opératoire. En effet, le côlon est trop fragile pour supporter
une radiothérapie, les rayons risquant de perforer la paroi. Lorsque
la taille de la tumeur a suffisamment diminué suite à la chimiothéra-
pie, les médecins peuvent planifier une chirurgie. Celle ci consiste à
réséquer la zone malade du côlon en prenant des marges de sécurité
de 5 cm autour de la tumeur et d’effectuer directement une anasto-
mose 2. Ces marges permettent d’enlever les ganglions adjacents de
la tumeur afin de pouvoir les analyser et vérifier qu’ils ne sont pas
cancéreux.
? Dans le cas du cancer du rectum, la radiothérapie est possible dans
certains cas puisque la paroi du rectum est plus résistante. L’avantage
de la radiothérapie est de pouvoir orienter les rayons vers la partie
cancéreuse.
Cependant, selon la localisation de la tumeur dans le rectum, cette
radiothérapie n’est pas possible. En effet, afin d’être sûr de pas pro-
voquer une perforation du côlon ou d’endommager le sphincter anal
(afin d’éviter l’incontinence), les médecins prennent une marge d’en-
viron 10 cm autour de la tumeur. Cela signifie que la tumeur doit être
à plus de 10cm du sphincter dans un sens et à plus de 10cm du côlon
dans l’autre sens. Si ces marges le permettent, alors la radiothérapie
va permettre de diminuer la taille de la tumeur afin de réaliser une
anastomose. Dans le cas contraire, c’est la chimiothérapie qui sera
utilisée. Par ailleurs, de plus en plus, les médecins couplent la radio-
thérapie avec une chimiothérapie, afin de faire diminuer encore plus
la taille de la tumeur avant la chirurgie.
• Fréquence et survie
La présence de polypes chez l’être humain dans les pays occidentaux est
très fréquente et augmente avec l’âge : alors que seulement 7 % de la
population entre 45 à 49 ans est touchée, on estime à 33 % la proportion
d’individus atteints de polypes entre 65 et 74 ans.
Cependant, sur 1000 polypes, 25 seulement évolueront en cancer, et ceci
dans un délai de 10 à 15 ans. L’importance du dépistage des polypes
par coloscopie, permettant de retirer les polypes pédiculés pendant l’exa-
men, est donc très important afin de limiter les chances d’apparition du
cancer.
En cas de cancer déclaré, si celui ci est découvert lors du premier stade,
les chances de survie du patient sont de plus de 99 %. En revanche, si
2. Il s’agit de réaliser une connexion entre deux organes ou deux parties d’organes. Dans
le cas du côlon, lorsqu’une partie du côlon est réséquée, les deux extrémités restantes sont
raccordées par couture ou par agrafes
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la découverte est plus tardive alors la maladie devient plus difficile à
guérir : la survie globale n’est que de 35 % à cinq ans.
Au vu du taux de survie relativement faible de ce type de cancer, il semble
important de chercher à comprendre comment évoluent les tumeurs avec
ou sans traitement. Nous nous intéresserons en particulier à la radiothérapie
comme traitement, ce qui explique que par la suite, nous nous limitions au can-
cer du rectum.
Par ailleurs, nous allons chercher à adapter le modèle d’évolution tumorale
que nous allons créer à chaque patient. Afin d’être le plus précis possible et
donc d’avoir le maximum d’information sur la tumeur, nous avons décidé de
prendre en compte les examens d’imagerie fonctionnelle réalisés par le patient.
Pour rappel, l’imagerie fonctionnelle s’intéresse au métabolisme et au fonction-
nement des organes alors que l’imagerie anatomique a pour but de mettre en
avant la structure, la forme et les limites des organes. Dans notre cas, nous
étudierons en particulier le PET-scan comme examen d’imagerie fonctionnelle.
Dans le même esprit que les travaux de [48] sur les métastases pulmonaires,
nous nous posons les questions suivantes :
connaissant au minimum deux examens d’un patient, peut on prédire la réponse
de sa tumeur à la radiothérapie à court terme ? Si oui, peut-on envisager d’améliorer le
traitement ? Qu’en est-il de la prédiction à long terme ?
Afin de répondre à ces questions, nous mettrons en place un modèle mathé-
matique de croissance naturelle (i.e. sans traitement) dans la première partie 4.1
de ce chapitre. Puis, la partie 4.2 sera dédiée à l’interprétation et la prise en
compte de l’examen du PET-scan dans notre modèle. Enfin, la dernière partie 5
de ce chapitre aura pour but d’adapter lemodèle à chaque patient en optimisant
les paramètres du modèle couplé d’évolution tumorale et de PET-scan.
Cependant, comme nous le verrons, le modèle développé ne semble pas être
identifiable avec les données dont nous disposons (i.e. il n’est pas possible de le
personnaliser). Nous simplifirons alors ce modèle afin de trouver une méthode
mathématique relativement rapide permettant l’obtention des paramètres lors
de la phase d’optimisation du modèle à chaque patient. La méthode obtenue et
les cas cliniques étudiés sont présentés dans le chapitre 6.

Chapitre 4
Étude d’un modèle de croissance
tumorale et de PET-scan
Dans un premier temps, notre objectif est de décrire unmodèle de croissance
tumorale dans le cas du cancer du rectum.
Ce modèle sera couplé avec le modèle de PET-scan qui sera décrit dans la
section 4.2. Il est donc nécessaire que ce modèle soit particulièrement réaliste au
niveau de la biologie pour que la modélisation du PET-scan ne pâtisse pas d’un
manque d’information concernant la croissance tumorale. De plus, ce modèle
devra rester suffisamment simple pour que lors de l’étude clinique, il puisse
être optimisé sur chaque patient.
Enfin, le modèle ici présenté est largement inspiré du modèle de croissance
tumorale décrit dans le chapitre 3. Cependant, pour ne pas sans cesse se référer
à ce chapitre, la modélisation a été entièrement reprise, ce qui peut entrainer
certaines redondances pour un lecteur averti.
4.1 Présentation générale du modèle
4.1.1 Modélisation mathématique
Les hypothèses indispensables à la modélisation et inspirée de [19] sont les
suivantes :
• Alors que certains modèles utilisent une vision discrète de la tumeur,
c’est à dire que chaque cellule est représentée, nous ne considérerons
dans notre cas que des densités de cellules. Cela permet d’éviter les cal-
culs numériques trop lourds, puisque une tumeur représente à elle seule
quelques milliards de cellules.
• Nous prenons le parti de ne considérer qu’un seul type de cellules can-
céreuses. En effet, on aurait pu séparer les cellules cancéreuses prolifé-
rantes et les cellules cancéreuses quiescentes 1, mais il nous parait plus
intéressant de considérer qu’elles peuvent passer continument d’un état
à un autre, puisque ceci dépend en grande partie des nutriments dont
1. terme désignant les cellules qui par manque de nutriments se mettent en arrêt de mitose
afin de garder le peu de nutriments disponibles pour leur survie.
67
68
elles disposent. Par la suite, ces cellules cancéreuses seront appelées P, et
représenteront les cellules proliférantes ainsi que les cellules quiescentes.
Nous admettons, par ailleurs, que les cellules nécrosées sont directement
éliminées de l’organisme par les vaisseaux sanguins, ce qui implique
qu’elles n’apparaitront pas dans ce modèle.
• Les nutriments permettant à la tumeur de se développer sont acheminés
jusqu’à la tumeur grâce aux vaisseaux sanguins présents dans le tissu.
Nous ne prenons pas en compte tout autre apport dû à la diffusion des
nutriments dans les tissus.
• Nous considérons que les tissus sont incompressibles et que leurs mou-
vements au sein de l’organisme est uniquement dû à la division cellulaire
ou à la mort, comme dans la figure 3.1 du chapitre 3. Nous décrirons ce
mouvement par un transport de cellules à la vitesse #.
Enfin, on considère ⌦ le domaine étudié, n⌦ la normale extérieure et [0, T ] le
domaine temporel maximal.
h Angiogénèse et vascularisation
Décrire la vascularisation du milieu permet de décrire l’évolution cellulaire.
C’est en effet grâce à cette première que nous pouvons comprendre la manière
dont les nutriments, principaux acteurs de la croissance tumorale, arrivent jus-
qu’aux cellules.
Cependant, dans le cas d’un milieu tumoral, l’angiogénèse, c’est à dire la
capacité de l’organisme à créer de nouveaux vaisseaux sanguins, est très im-
portante. Il est donc indispensable de commencer par décrire ce phénomène
avant de décrire l’évolution de la vascularisation au sein du domaine ⌦.
Le modèle d’angiogénèse et de vascularisation utilisé dans ce chapitre est le
même que celui du chapitre 3 de la partie I. Les paragraphes qui suivent sont
donc un rappel de ce qui a été présenté dans le chapitre précédent.
u Angiogénèse
À la fin de la phase avasculaire, les cellules cancéreuses se sont telle-
ment multipliées que l’environnement autour de la tumeur n’est plus
viable pour l’ensemble de ces cellules. En effet, le nombre et la taille des
vaisseaux sanguins environnants ne sont plus suffisants pour apporter
assez de nutriments à toutes les cellules cancéreuses. Les cellules quies-
centes encouragent alors l’organisme via différents signaux chimiques,
dont le VEGF (Vascular Endothelial Growth Factor), à produire de nou-
veaux vaisseaux sanguins dont le rôle sera d’irriguer directement la tu-
meur et d’apporter les nutriments manquants au bon développement
des cellules quiescentes.
Un schéma représentant le phénomène d’angiogénèse et son évolution
est disponible à la figure 3.3.
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Nous admettons par la suite, par mesure de simplification, que c’est la
concentration en VEGF qui détermine l’évolution de la vascularisation
autour et dans la tumeur. Nous introduisons alors la variable ⇠(t), un
indicateur de la densité de VEGF qui correspond à une version très sim-
plifiée de la concentration du signal chimique sécrété par les cellules hy-
poxiques.
Il est évidement possible de modéliser de manière plus précise l’angio-
génèse, comme dans [23]. Cependant, toujours dans le but de pouvoir
adapter notre modèle à chaque patient, nous prenons le parti d’utiliser
une modélisation très simple du phénomène. En particulier, ⇠(t) sera re-
présentée par un scalaire qui sera réparti uniformément dans le domaine
⌦.











Le premier terme correspond à la création de vascularisation grâce au
VEGF produit par les cellules quiescentes, dont la densité des cellules est






. Les grandeurs  p et  0 sont définies
en (4.3).
Le deuxième terme, quant à lui, exprime l’élimination naturelle du signal
chimique par l’organisme.
u Vascularisation
Sous le terme vascularisation, que nous noterons M, nous définissons
à la fois la quantité de nutriments disponibles et la proportion de vais-
seaux sanguins. Il s’agit d’une grandeur scalaire, qui sera calculée en
chaque point du domaine ⌦.
M évolue grâce au fait qu’il y a création de nouveaux vaisseaux san-
guins là où il y a besoin de plus de nutriments, i.e. là où sont les cellules
quiescentes, mais également par le fait que les cellules cancéreuses pro-
liférantes dégradent naturellement les vaisseaux préexistants en grossis-
sant et en se multipliant.
Afin de simplifier le modèle, nous admettons par la suite que la vascula-
risation n’est pas transportée, et que les nutriments ne sont pas diffusés.
Il s’agit d’une simplification du point de vue de la biologie, mais cela
reste une description pertinente de l’évolution du phénomène.
La vascularisation est donc définie par l’équation suivante :
@tM =   (1   p
 0
) ⇠ P| {z }
effet du VEGF au niveau des cellules quiescentes
  ⌘ PM| {z }




Afin de se limiter à l’étude d’un seul traitement dans la suite de ce travail,
nous ne prendrons pas en compte les patients suivant une chimiothérapie en
plus de la radiothérapie dans le cas du cancer du rectum.
Dans ce cas, le patient peut soit être opéré afin de procéder à l’ablation de
sa tumeur, soit subir une radiothérapie pour diminuer la taille de sa tumeur.
Sur cette échelle de temps, il n’est pas aisé de détecter une résistance acquise à
la radiothérapie. Nous choisissons donc de ne considérer qu’une population de
cellules proliférantes.
Le domaine⌦ n’est donc composé que de ces cellules cancéreuses P et de cel-
lules saines S . Les cellules saines ont, pour leur part, la particularité suivante :
la mort naturelle de ces cellules est compensée par la création de nouvelles cel-
lules grâce à la mitose. Il s’agit du cycle naturel de l’organisme.
En revanche, les cellules cancéreuses ont une fréquence de mitose bien plus
importante que les cellules saines. Elles se reproduisent donc plus vite que les
cellules saines lorsqu’elles sont dans de bonnes conditions environnementales.
Or en se reproduisant, elles consomment les nutriments disponibles dans leur
environnement proche et créent donc un besoin en ressources énergétiques plus
important là où elles se situent. Si l’apport de l’organisme en nutriments à cette
endroit n’est pas suffisant, les cellules n’ont alors plus assez de ressources pour
se diviser. Elles deviennent donc quiescentes et peuvent mourir d’hypoxie si
elles n’ont pas assez de nutriments pour survivre.
Afin de définir les proportions de cellules cancéreuses qui prolifèrent et les
proportions de celles qui meurent par hypoxie, nous définissons un coefficient
de prolifération cellulaire  p(M) et un coefficient de mort par hypoxie  m(M).
Pour cela, nous rappelons que si la tumeur n’est pas suffisamment approvi-
sionnée en nutriments, alors les cellules quiescentes vont mourir et les cellules
proliférantes ne vont pas beaucoup se multiplier, alors qu’en revanche, si la
tumeur est bien approvisionnée, il a peu de cellules quiescentes et les cellules
proliférantes ont tout loisir de se multiplier à foison.
Nous définissons donc un seuil (appelé seuil d’hypoxie) dans la vascularisa-
tion en dessous duquel la tumeur est en hypoxie et au dessus duquel, l’environ-
nement de la tumeur est favorable à la multiplication des cellules cancéreuses.
Nous appelons ce terme :Mhyp.
Les coefficients  p et  m sont définis comme dans (2.2), c’est-à-dire :
 p(M) =  01 + tanh(K(M Mhyp))
2
, (4.3)




•  0 : taux de mitose maximal ;
•  1 : taux de mort naturelle maximal ;
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• Mhyp : vascularisation seuil en dessous de laquelle il y a hypoxie ;





FIGURE 4.1 – Représentation graphique des coefficients  p et  m
dans le cas où :  0 = 1,  1 = 2,Mhyp = 1.5 etK = 1.
La figure 4.1 représente en fonction de la valeur deM l’évolution des deux
coefficients  m et  p. Elle illustre en particulier le fait que si M est beaucoup
plus petit que Mhyp, alors le coefficient de mort par hypoxie sera plus élevé
que le coefficient de prolifération, ce qui correspond au fait que dans ce cas, les
cellules cancéreuses auront plus tendance à mourir qu’à se diviser par mitose.
Dans la suite, nous prendrons K = 5, ce paramètre ayant été fixé de manière
empirique.
Les cellules cancéreuses, sur chaque voxel de ⌦, peuvent donc évoluer de
trois manières possibles : proliférer, mourir par hypoxie, ou encore se déplacer
à cause de la mitose et de l’hypothèse d’incompressibilité. En effet, pendant la
mitose, les cellules se poussent les unes sur les autres pour avoir la place de
se diviser. L’hypothèse d’incompressibilité impose que sous cette pression, les
cellules se déplacent et ne soient pas juste comprimées. Le schéma 3.1 illustre
ce propos.
C’est ce déplacement qui engendre un terme de transport dans les équations
suivantes :
@tP+ r.(# P)| {z }
mouvement cellulaire
=  p P| {z }
mitose




De la même manière, les cellules saines S , à l’échelle du domaine ⌦ et de
l’échelle de temps qui nous intéresse, compensent leur mort naturelle par la
création de nouvelles cellules, d’où :
@tS + r.(# S)| {z }
mouvement cellulaire
= 0. (4.6)
Enfin, comme nous avons fait l’hypothèse d’incompressibilité des cellules,
la densité totale de cellules se doit d’être constante, ce qui impose l’équation
suivante :
S + P = 1. (4.7)
h Mouvement cellulaire
Afin de fermer notre système d’équation, nous allons chercher à définir la
vitesse # du mouvement des cellules.
Une des méthodes existantes pour calculer cette vitesse est d’utiliser les
imagesmédicales. En effet, le flot optique (voir [44]) permet de déterminer la vi-
tesse de déplacement des cellules entre deux examens, comme dans [55]. Cette
méthode, très pratique, a néanmoins l’inconvénient d’imposer que la vitesse de
déplacement obtenue soit constante entre chaque examen. Lorsque les examens
sont très rapprochés, une telle approximation est réaliste au niveau de la bio-
logie. Dans le cas du cancer du rectum, les examens sont souvent espacés de
quelques mois. Cette durée est malheureusement trop longue pour que l’ap-
proximation de la vitesse constante soit pertinente. La méthode de flot optique
a donc été abandonnée.
Nous avons alors pris le parti d’utiliser, comme dans le chapitre 3, une loi
de Darcy afin de décrire la vitesse #. Le détail de la résolution de l’équation sur
# est décrit ci-dessous.
L’équation (4.7) nous permet d’obtenir une condition sur la divergence de
cette vitesse en additionnant les équation (4.5) et (4.6).
Nous obtenons alors :
r · # = ( p    m)P. (4.8)
Comme le déplacement des cellules n’est dû, d’après nos hypothèses,
qu’aux forces de pressions induites par la mitose, nous supposons par la suite
que la vitesse # suit une loi de Darcy ; c’est-à-dire qu’elle dérive d’une pression.
Il existe donc un paramètre k, que nous appellerons porosité, et une pression ⇡
tels que :
# =  kr⇡. (4.9)
L’utilisation de loi de Darcy revient à dire que lors de la prolifération des
cellules tumorales, l’ensemble des cellules est poussé vers l’extérieur, ce qui est
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en adéquation avec le modèle précédemment décrit. En revanche, lorsque les
cellules meurent, elles sont évacuées de la tumeur par l’organisme. Cela crée
un vide qui inverse les forces de pressions et la tumeur se rétracte alors sur
elle-même, ce qui est en adéquation avec la réalité biologique.
Par ailleurs, nous considérons que le domaine ⌦ est suffisamment grand
pour que la tumeur soit loin du bord de ⌦. Il n’y a donc que des cellules saines
au niveau de @⌦. Cela implique que les forces de pressions sont nulles à cet
endroit, puisque mitose et mort naturelle se compensent.
Au final, on obtient :
  kr⇡ = r · #, (4.10)
avec les conditions de bords suivantes :
⇡|@⌦ = 0.
h Récapitulatif du modèle
Avec les conditions aux bords données dans la figure 4.2, nous obtenons le
modèle suivant qui décrit l’évolution des cellules cancéreuses et saines au sein
du domaine ⌦.
8>>>>>>>>>>>><>>>>>>>>>>>>:
@P+r · (#P) = ( p    m)P,
@S +r · (#S) = 0,















Le modèle (4.11) est donc un modèle qui dépend des sept paramètres sui-
vants : ↵,  , ⌘,  0,  1,  , et Mhyp. Lorsque l’on fait varier ces paramètres, on
obtient les différentes évolutions possibles du modèle précédent.
La démonstration de l’existence des solutions pour un système similaire est
faite dans [22]. Enfin, les significations biologiques du modèle, des équations
et des paramètres, nous imposent par la suite de ne prendre que des valeurs
positives pour ces paramètres.
4.1.2 Premières simulations numériques
Comme ce modèle va être utilisé dans le modèle de PET-scan qui sera décrit
plus tard dans ce chapitre, il est indispensable de pouvoir retrouver les diffé-




FIGURE 4.2 – Conditions aux bords du domaine.
Il est donc intéressant d’expliquer comment fonctionnent les simulations
numériques et quels sont les différents types d’évolutions tumorales que nous
pouvons obtenir en faisant varier les paramètres.
h Discrétisation et conditions initiales
Toute la partie implémentation numérique de cette partie, sauf mention
contraire, a été réalisé en C++. Cette implémentation s’appuie en grande partie
sur la librairie CADMOS contenant de nombreux solveurs destinés à la réso-
lution d’équations classiques de type transport, diffusion... Par ailleurs, la plu-
part des calculs ont été lancé sur le cluster AVAKAS du Mésocentre de Calcul
Intensif Aquitain. Enfin, chaque programme a d’abord été implémenté en deux
dimensions, puis une version en trois dimensions a été créé afin de pouvoir
s’adapter, lors de la phase d’études cliniques, aux cas où les examens des pa-
tients sont réalisés en 3D.
Les images médicales issues des IRM, PET-scans et CT-scans sont toutes ba-
sées sur la représentation de volumes à partir de plusieurs images de coupes.
Ce principe nous permet d’utiliser une grille cartésienne classique composée
de voxels pour la discrétisation en espace. Chaque voxel est alors associé à plu-
sieurs valeurs numériques correspondant aux différentes intensités et densités
des grandeurs que nous étudions.
La pression ⇡ est calculée au centre des mailles, et les vitesses sont calculées
sur les bords des mailles. Quant aux autres grandeurs P, S , M,  p,  m, elles
sont également calculées aux centres des mailles, comme dans la figure 4.3 ci-
dessous.
Notre modèle a besoin d’un certain nombre de conditions initiales avant de








FIGURE 4.3 – Schéma d’une maille de la grille cartésienne utili-
sée dans le cas 2D et des endroits où sont calculées les différentes
grandeurs.
• On initialise de manière arbitraire l’angiogénèse ⇠(t) sur tout le domaine
⌦ à ⇠(t) = 0.1 .
• La densité de cellules tumorales P provient du premier examen du pa-
tient et correspond à l’intensité sur chaque voxel.
• La densité de cellules saines S est définie en fonction de la densité de P
avec S(t = 0) = 1  P(t = 0).
• La vascularisation est initialisée de la manière suivante : on considère
que les cellules saines sont plus vascularisées que les cellules cancé-
reuses. On pose donc :M(t = 0) = S(t = 0) + 0.8P(t = 0).
h Schémas numériques
Le système d’EDP (4.11) est composé de différentes équations classiques.
Nous avons donc choisi de décomposer le problème général grâce à des split-
ting. Il en découle une succession de problèmes qui, pris indépendamment, sont
tous connus : équation de transport, équation de Poisson et EDO.
Par ailleurs, l’utilisation de splitting de Strang [75] assure un schéma d’ordre
2 en temps.
Les différents schémas numériques mis en place sont ceux servant à la ré-
solution de l’équation de transport des densités de cellules tumorales et de cel-
lules saines, de l’équation de Poisson sur la pression, et des équations portant
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sur l’angiogénèse et la vascularisation. Ces deux dernières ne présentant au-
cune difficulté, elles seront traitées grâce à un schéma exponentiel classique.
Chacune des deux autres équations va être détaillée dans la suite.
u Schéma numérique utilisé dans la résolution de l’équation de Poisson
Lorsque l’on remplace l’équation (4.10) dans (4.8), on voit apparaitre une
équation de Poisson portant sur la pression :(
 ⇡ =  ( p    m)P.
⇡|@⌦ = 0.
(4.12)
On pose par la suite :  p    m = L.
Afin de discrétiser les dérivées partielles spatiales intervenant dans le la-
placien nous utilisons un schéma aux différences finies centrées à cinq
points. En deux dimensions, en considérant que les indices i et j corres-
pondent à la place du voxel dans le domaine ⌦, on obtient la discrétisa-
tion suivante :
⇡i+1,j + ⇡i 1,j   2⇡i,j
 x2
+
⇡i,j+1 + ⇡i,j 1   2⇡i,j
 y2
= Li,jPi, j. (4.13)
Pour rappel, la pression ⇡ est fixée à 0 sur le bord du domaine @⌦.
Il est ainsi relativement simple de calculer cette pression ⇡, puis d’en
déduire la vitesse # correspondant à la dérivée de la pression.
u Schéma numérique utilisé dans la résolution de l’équation de trans-
port
Le schéma décrit ci-après peut être utilisé pour calculer la partie trans-
port des équations d’évolution des densités de cellules tumorales et de
cellules saines, à savoir les équations (4.5) et (4.6). Cependant, afin de
garder constante et égale à 1 la somme des deux densités de cellules,
nous ne résolvons que l’équation portant sur les cellules cancéreuses. En-
suite, nous utilisons le fait que la somme des densités vaut un en chaque
point du domaine ⌦ pour déterminer la densité de cellules saines. Cela
permet d’éviter les erreurs numériques portant sur l’incompressibilité
des cellules.
Nous nous intéressons donc à l’équation de transport suivante :
@P
@t
+r · (#P) = ( p    m)P = LP. (4.14)
En développant la partie divergence, et puisque l’on a :
r · # = ( p    m)P = LP,
l’équation (4.14) se réécrit :
@P
@t
+ # ·rP =  L(P  P2). (4.15)
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L’utilisation d’une méthode de splitting permet ici de résoudre cette
équation en deux temps : d’abord en s’attaquant à la partie transport
sans second membre, puis en résolvant de façon exacte la partie avec
second membre.
La première partie du splitting consiste donc à résoudre :
@P
@t
+ # ·rP = 0.
Pour cela on utilise un schéma WENO d’ordre 5 (weighted essentially
non oscillatory), basé sur le fait que l’intégration temporelle se fait à
l’aide d’un schéma de Runge-Kutta d’ordre 3 et que la discrétisation spa-
tiale utilise une pondération non linéaire de tous les stencils d’ordre 5 de
la dérivée première en espace. Les détails de ce schéma et le fait qu’il mi-
nimise les erreurs de diffusion numérique se trouvent dans [47] et [71].
Une fois la résolution de la partie transport sans secondmembre pendant
l’intervalle de temps dt effectuée, il faut s’occuper de la résolution de
la partie avec second membre. On utilise alors un schéma exponentiel,
ayant l’avantage d’être exact, à partir de la solution obtenue lors de la
première étape.
u Résumé des différents schémas numériques mis en place
Au final, le passage du temps ti au temps ti+1 lors de la résolution nu-
mérique du système (4.11) se fait en suivant les étapes suivantes :
? On résout l’équation pourtant sur la pression comme expliqué ci des-
sus. Puis, on en déduit la vitesse au temps ti+1.
? On calcule la valeur de Pi+ 1 en deux étapes grâce à un splitting :
1. Calcul de Pétape : solution de l’équation de transport sans second
membre par la méthode décrite ci dessus pendant l’intervalle de
temps dt.
2. Résolution de la partie avec second membre grâce à un schéma
exponentiel classique et à partir de Pétape pendant l’intervalle de
temps dt :
Pi+1 = Pétape ⇥ e( ip  im)dt
• Calcul de S i+1 :
S i+1 = 1  Pi+1.
• Calcul des valeurs de  i+1p ,  i+1m , ⇠i+1 etMi+1.
h Transformation d’images médicales en données utilisables
Le but du modèle présenté dans ce chapitre est de pouvoir être adapté à
chaque patient lors de la phase d’étude clinique. Pour cela, il faut pouvoir in-
tégrer les résultats d’imagerie médicale dudit patient dans le programme de la
section précédente.
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Pour cela, nous allons décrire la méthode utilisée pour transformer les
images médicales issues des examens des patients en données utilisables par
notre code de simulation. Le principe détaillé ci-dessous correspond à une
image en 2D, mais il reste le même pour les examens en 3D. De plus, la mé-
thode sera détaillée sur des images issues de CT-scans (computerized tomogra-
phy scans), mais restera identique lorsqu’il s’agira de PET-scan.
La première étape consiste à choisir une coupe de l’examen (les CT-scan et
les PET-scan sont des examens qui sont faits coupe par coupe) représentative
de la tumeur. Cette étape est faite par le médecin. Une fois cette coupe choisie,
il faut contourer la tumeur, c’est à dire marquer sur l’image la frontière entre
la tumeur et le tissu sain avoisinant. Ce contourage, réalisé sur le logiciel Osi-
rix, est une des étapes les plus difficiles puisque les erreurs relatives entre les
différents contourages d’une même tumeur sont très fréquentes.
Afin de pouvoir quantifier ces erreurs, une étude a été mené au sein d’un
groupe d’une vingtaine de personne (médecins et membres de l’équipe de re-
cherche). Cette étude a montré que l’erreur relative entre les segmentations
d’unemême tumeur, réalisée par les différents acteurs de l’étude, peut atteindre
12%. Cette étape peut être très longue, en particulier pour obtenir une image
3D, puisqu’il faut alors segmenter toutes les coupes de la tumeur.
Pour illustrer toute la difficulté potentielle de la segmentation, nous avons
pris l’exemple de deux images médicales de tumeurs sur lesquels nous avons
appliqué le processus de transformation. La première tumeur 4.4a correspond
à un sarcome de la cuisse. Dans ce cas, la tumeur est bien délimitée, et les er-
reurs relatives de segmentation sont minimes. En revanche, pour la deuxième
tumeur 4.4b, correspondant à une tumeur du rectum, la segmentation est bien
plus difficile à réaliser pour les médecins. Les segmentations de ces deux tu-
meurs sont visibles en 4.5.
(A) Tumeur de la jambe. (B) Tumeur du rectum.
FIGURE 4.4 – Scanner de la cuisse et du bassin.
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(A) Tumeur de la jambe. (B) Tumeur du rectum.
FIGURE 4.5 – Segmentation des tumeurs de la cuisse et du rectum.
La segmentation est donnée par une liste de points représentant un poly-
gone correspondant au contour de la tumeur. Grâce à cette liste de points, il est
possible de reconstruire le masque de la tumeur. Puis, la valeur des niveaux de
gris des pixels à l’intérieur du masque sont récupérés.
Enfin, nous normalisons ces niveaux de gris entre 0 et 1, ce qui permet d’ob-
tenir la densité de cellules tumorales P.
(A) Masque de la tumeur de la
jambe.
(B) Masque de la tu-
meur du rectum.
FIGURE 4.6 – Masques des tumeurs de la cuisse et du rectum.
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(A) Tumeur de la jambe. (B) Tumeur du rectum.
FIGURE 4.7 – Images reconstruites des tumeurs de la cuisse et du
rectum.
h Résultats numériques
Le programme décrit en 4.1.2 a été testé à partir de l’image d’un CT-scan
d’un patient. Il a été fait deux simulations numériques à partir de cette donnée
initiale afin de mettre en avant les deux types d’évolutions classiques d’une
tumeur : soit sa taille augmente, soit elle diminue au court du temps.
Afin de souligner l’importance des paramètres, c’est à dire de constater que
le choix des paramètres détermine le type d’évolution, nous prenons la même
condition initiale pour la tumeur, i.e. la même répartition de cellules saines et
de cellules cancéreuses au temps t = 0, et la même condition initiale pour la
vascularisation.
Les deux simulations numériques présentées dans la suite ont été faites en
deux dimensions afin de repérer plus facilement les différences de densités des
cellules saines et cancéreuses. Cependant, ce programme est également codé en
trois dimensions pour les cas où la condition initiale est une image clinique 3D.
Le tableau 4.1 nous donne les différents paramètres utilisés dans les deux
simulations. Le choix de ces paramètres a été fait de manière empirique, c’est à
dire que l’on a juste cherché deux jeux de paramètres donnant des évolutions
différentes de la tumeur initiale.
La première simulation a été faite avec les paramètres de la première co-
lonne du tableau 4.1 et la tumeur initiale en 4.8a, alors que la deuxième simu-
lation est faite avec les paramètres de la deuxième colonne du tableau 4.1, mais
en gardant la même répartition de densité de cellules tumorales. Dans les deux
cas, le maillage est de taille 100⇥ 100.
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TABLE 4.1 – Listes des paramètres utilisés dans chacune des deux
simulations numériques.
La différence fondamentale entre ces deux cas provient des valeurs respec-
tives de  0 et  p mais également du seuil d’hypoxie. Ces trois paramètres sont
en effet imbriqués dans le membre de droite du modèle. Par ailleurs, la simula-
tion 4.8 correspond à une histoire naturelle réaliste d’une tumeur alors que la si-
mulation 4.9 n’est pas du tout réaliste : naturellement, les tumeurs ne réduisent
pas de taille spontanément. Or, comme on peut le voir dans le tableau 4.1, les
paramètres ne sont pas très différents. Cette remarque préfigure les difficultés
que nous allons rencontrer pour la paramétrisation de ce modèle.
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(A) Tumeur à t=0.
(B) Tumeur à t=1. (C) Tumeur à t=2.
(D) Tumeur à t=3. (E) Tumeur à t=4.
FIGURE 4.8 – Évolution de la densité de cellules tumorales - simu-
lation 1.
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(A) Tumeur à t=0.
(B) Tumeur à t=1. (C) Tumeur à t=2.
(D) Tumeur à t=3. (E) Tumeur à t=4.
FIGURE 4.9 – Évolution de la densité de cellules tumorales - simu-
lation 2.
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4.2 Interprétation et prise en compte d’une nouvelle
modalité d’imagerie : le PET-scan
La modélisation de l’examen du PET-scan vient répondre à deux motiva-
tions. La première consiste à pouvoirmodéliser un examen d’imagerie fonction-
nelle, examen qui est souvent effectué dans le cas du bilan diagnostique d’un
patient. La deuxième motivation est la résolution du problème inverse qui per-
mettrai d’optimiser les paramètres du modèle à un patient. En effet, plus nous
disposerons d’informations sur la tumeur, meilleure sera la phase de calibration
sur les données cliniques.
Cependant, pour pouvoir utiliser les données de l’examen du PET-scan et
les coupler à nos modèles, il faut pouvoir relier ce que l’on y voit aux quanti-
tés calculées par le modèle précédent. Il s’agit une étape de modélisation non
triviale.
Afin de comprendre les particularités et le fonctionnement de cet examen,
le fonctionnement du PET-scan est expliqué dans la suite de ce chapitre.
Le PET-scan, également appelé TEP en France (tomoscintigraphie par émis-
sion de positons) est une technique d’imagerie médicale qui s’intéresse plus
au fonctionnement d’un organe qu’à sa structure. On parle donc, dans ce cas,
d’imagerie fonctionnelle.
Cet examen repose sur le principe de la scintigraphie. Cela consiste à in-
jecter, par voie intraveineuse, un traceur dont on connait le comportement. Le
traceur étant marqué par un atome radioactif, il est facile de détecter sa distri-
bution dans l’organisme grâce à un scanner particulier qui est également appelé
PET-scan.
Le traceur radioactif utilisé dans la cas du cancer du rectum est le [18F]-FDG.
Il s’agit d’une molécule de sucre, semblable au glucose, rendue radioactive.
Pour se reproduire et fonctionner les cellules de l’organisme ont besoin
d’une source d’énergie. Plus les cellules sont actives, plus leur consomma-
tion de nutriments et d’oxygène, donc de sucres, est importante. En particu-
lier, les cellules cancéreuses se multipliant sans cesse, elles sont de très grandes
consommatrices de sucre en comparaison aux cellules saines. Ce sont donc les
cellules cancéreuses proliférantes qui vont consommer la plus grande partie du
[18F]-FDG disponible dans l’organisme.
Les isotopes utilisés pour l’examen ont une demie vie relativement courte
- quelques heures - leur permettant de se désintégrer très rapidement. Or pen-
dant leur désintégration radioactive, c’est-à-dire au moment où le [18F]-FDG est
métabolisé 2, les isotopes vont donner naissance à deux photons qui vont êtres
émis dans des directions diamétralement opposées.
Le principe de l’examen repose alors sur la détection en coïncidence de ces
deux photons : les détecteurs du PET-scan sont disposés en couronne autour
2. c’est-à-dire qu’il est assimilé par l’ensemble des réactions biochimiques qui se produisent
au sein de la cellule.
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du patient et permettent une détection simultanée des photons. Au final, cela
permet de connaître le lieu d’émission des photons ainsi que la concentration
du traceur en chaque point de l’organisme.
Le PET-scan est donc un examen qui met en avant les cellules qui
consomment le plus de glucose. Cela implique que l’examen met aussi en va-
leur des zones d’inflammations qui ne sont pas forcément cancéreuses. Il est
donc important de le coupler avec un autre examen d’imagerie anatomique,





FIGURE 4.10 – PET-scan.





FIGURE 4.11 – Principe de l’examen du PET-scan.
Source : hôpital privé d’Antony.
FIGURE 4.12 – Image médicale du PET-scan.
source : LATIM, Brest.
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4.2.1 Interprétation mathématique du PET-scan.
Le traceur radioactif, le [18F]-FDG va voir sa concentration dans les vais-
seaux sanguins diminuer au fur et à mesure qu’il est assimilé par les cellules
de l’organisme. Il faut donc être capable de connaître cette concentration et son
évolution au cours du temps. Dans [46], l’auteur relie cette concentration à des
constantes d’absorption de l’organisme. Cette approche est très pertinente au
niveau biologique, mais implique que de nouveaux paramètres apparaissent
dans notre modèle, ce qui compliquerait la phase de calibration des paramètres
au patient.
Dans [37], l’auteur a considéré que cette concentration, que nous noterons
f , est une constante dans le temps.
Dans notre modèle, nous avons fait le choix de considérer que cette concen-
tration décroit au cours du temps, puisque le [18F]-FDG est injecté par voie in-
traveineuse environ une heure avant le début de l’examen, et que la durée de
vie des éléments radioactifs est très courte. Afin de garder un modèle simple,
sans trop de paramètres, nous avons choisi de considérer que la concentration
en traceur suit tout simplement une décroissance exponentielle.
On suppose, par ailleurs, que la concentration du glucose dans les vaisseaux
sanguins est proportionnelle à la vascularisationM.
Afin de représenter cet examen, nous utilisons un modèle compartimental




















FIGURE 4.13 – Schéma compartimental du modèle de PET-scan.
La fonction k(t) représente la proportion de glucose dans les vaisseaux qui
ne passent pas dans les cellules proliférantes à l’instant t. On considère alors
que la proportion de glucose passant dans les cellules proliférantes est égale à :
f ⇤(t) = f(t)  k(t).
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Le paramètres µ1, quant à lui, correspond à la proportion de glucose qui
passe dans les cellules proliférantes, mais qui n’est pas métabolisé. cette pro-
portion étant très faible, on considère que µ1 ' 0.
On obtient alors les équations suivantes :8>><>>:
@tG = f ⇤(t)M    p
 0
P G   µ1G,




Par ailleurs, les différentes variablesM, P,  p et  0 sont issues du modèle de
croissance tumorale (4.11). Le PET-scan étant un examen très rapide (environ
une heure) en comparaison à l’évolution des cellules cancéreuses, nous suppo-
sons que ces variables sont constantes pendant l’examen.
Au final, c’est l’ensemble des rayonnements émis par le glucose métabolisé






avec T qui représente le temps que dure l’examen.
Le terme SUV signifie : Standardized Uptake Value, et correspond à ce que
les médecins obtiennent lors de l’examen du PET-scan. Nous allons donc cher-
cher à savoir à quoi correspond, dans notre cas, cette variable et à expliciter son
expression.
Pour cela, on considère, comme les photons sont émis au moment où le glu-













Or, d’après (4.16), on a :
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@t
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Mf ⇤(s)eW (s t)dsdt. (4.18)
Etant donné que l’on intègre sur un rectangle fermé, et que l’on considère
que la vascularisation M et la concentration de glucose dans les vaisseaux f
















f ⇤(s)(1  eW (s T ))ds,
(4.19)
avec la partie sous l’intégrale qui est une constante dépendant de l’élimination
naturelle par l’organisme µ1.
Au final, la quantité correspondant au rayonnement émis sur chaque voxel










f ⇤(s)(1  eW (s T ))ds. (4.20)
C’est cette quantité que nous allons chercher à obtenir sur chaque voxel.
4.2.2 Premiers résultats numériques
Les informations visibles sur le PET-scan sont désormais reliées aux quan-
tités calculées par le modèle d’évolution tumorale (4.11).Il est donc possible
d’obtenir une simulation numérique du PET-scan lié à la tumeur à chaque ins-
tant.
Un premier exemple de simulation est présenté dans la figure 4.14 et cor-
respond à l’évolution du PET-scan lié à la tumeur de la figure ?? aux mêmes
instants.
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(A) PET-scan à t=1. (B) PET-scan à t=2.
(C) PET-scan à t=3. (D) PET-scan à t=4.
FIGURE 4.14 – Évolution du PET-scan lié à la tumeur de la figure
4.8.
Le programme informatique permettant la réalisation de cette simulation
est couplé au programme permettant la simulation numérique de l’évolution
d’une tumeur. Ces deux programmes fonctionnent de la manière suivante :
après chaque pas de temps où un premier programme résout les équations du
système (4.11), le deuxième programme résout les équations du système (4.19)
de PET-scan en prenant comme constantes les différentes grandeurs P,  p,  0 et
M qui ont été calculées par le premier programme.
Par ailleurs, ce modèle de PET-scan permet de vérifier le fait que la vascula-
risation initiale de la tumeur est un paramètre très important de son évolution.
En effet, non seulement, la taille de la tumeur en dépend directement, mais
cela a aussi un effet important sur l’évolution du PET-scan au cours du temps
comme lemontre les deux exemples suivants. Ils ont comme conditions initiales
la tumeur de la figure 4.8a, les paramètres ci dessous en 4.2, et la vascularisation
en 4.15a pour le premier exemple et en 4.15b pour le deuxième. On remarque
alors que malgré la même tumeur initiale, et malgré les mêmes paramètres, les
deux PET-scans n’évoluent pas du tout de la même manière.
Le lecteur remarquera que les codes couleurs des figures 4.15a et 4.15b sont
différents et que 4.15a est beaucoup plus vascularisée.
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(C) PET-scan à t=4
de la première si-
mulation.
(D) PET-scan à t=4
de la deuxième si-
mulation.
FIGURE 4.15 – Évolution du PET-scan lié à la tumeur initiale de la
figure 4.8a.
Enfin, les deux systèmes d’équations (4.11) et (4.16) ont également été pro-













TABLE 4.3 – Listes des paramètres utilisés dans la modélisation en
3D.
Le PET-scan lors des simulations en trois dimensions est représenté par l’en-
semble des points où Gm > 0. Par ailleurs, sur les cas clinique il y a une diffé-
rence entre le volume tumoral (observé sur le scan) et le volume fonctionnel (ob-
servé sur le PET-scan). Le deuxième est en général inférieur au premier. C’est
ce que l’on observe également dans la simulation 4.16.
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(A) Tumeur à t=0. (B) Coupe 2D de la vascula-
risation initiale
(C) Tumeur à t=2. (D) PET-scan à t=2.
(E) Tumeur à t=4. (F) PET-scan à t=4.
FIGURE 4.16 – Évolution d’une tumeur et de son PET-scan en 3D.
94
4.3 Optimisation des paramètres
La collaboration étroite entre les médecins de l’Institut Bergonié et l’équipe
de recherche MONC permet de garder à l’esprit l’un des but primordiaux de
cette thèse : pouvoir appliquer le modèle de croissance tumorale et de PET-
scan à des cas cliniques, afin de pouvoir apporter - à long terme - une aide
numérique aux médecins.
Cela signifie que nous devons être capables de reproduire numériquement
l’évolution de la tumeur d’un patient. Pour cela, nous devons être capables de
déterminer quel jeu de paramètres permet d’obtenir une évolution numérique
de la tumeur au plus proche de la réalité.
Nous allons donc devoir résoudre un problème inverse qui cherchera à mi-
nimiser l’erreur entre les différents examens du patient et leurs simulations nu-
mériques. Plus nous aurons d’informations à notre disposition, plus la résolu-
tion du problème inverse sera précise. Cependant, on ne dispose généralement
que de deux séries d’examens (scan et PET-scan) à deux temps différents. La
première série d’examens sert alors de condition initiale pour la modélisation
alors que la deuxième série sert de comparatif dans le problème inverse.
Afin que la résolution de ce problème inverse soit la plus pertinente et la
plus rapide possible, nous allons réaliser une étude de sensibilité sur les para-
mètres du modèle général. Cela permettra de savoir si certains paramètres ont
plus d’influence que d’autres sur les résultats de simulations numériques. Dans
le cas où certains paramètres seraient moins influents, il peut être envisagé de
les fixer à une certaine valeur, ce qui permettrait de diminuer le nombre de
paramètres à optimiser par la suite.
4.3.1 Analyse de sensibilité des paramètres
Comme le modèle de PET-scan dépend largement de la modélisation de
l’évolution tumorale, nous avons fait le choix de faire l’analyse de sensibilité
sur le modèle de croissance tumorale et de PET-scan en même temps. Cela per-
mettra de savoir quels paramètres sont les plus influents, et ceux qui n’ont que
très peu d’influence sur les simulations numériques.
Le modèle d’évolution de croissance tumorale possède neuf paramètres :
 0,  1,  , ⌘, ↵,  , k, K, Mhyp ainsi que certaines quantités initiales à (t = 0).
Certains de ces paramètres ayant déjà été fixés précédemment, nous rappelons
rapidement leurs valeurs.
• Le paramètre K correspond à la constante de raideur de la tangente hy-
perbolique dans l’expression de  p et  m. Ce paramètre décrit donc la
rapidité avec laquelle on passe de l’hypoxie à la prolifération. Il a été fixé
à K = 5 afin d’avoir une transition ni trop rapide, ni trop lente.
• La porosité k est arbitrairement prise égale à 1. Ce paramètre n’apparait
que dans le calcul de la vitesse, donc l’effet de cette variable est controlé
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dans l’équation sur le calcul de la densité des cellules cancéreuses par les
paramètres  0 et  p.
• La quantité initiale ⇠(t = 0) correspond à la concentration d’agent pro-
angiogénique au début de la simulation. Comme à ce moment là, on
considère que la tumeur a déjà commencé le processus d’angiogénèse,
on la fixe à ⇠(t = 0) = 0.1.
• La densité initiale de cellules cancéreuses P(t = 0) est déterminée par
l’image médicale.
• La vascularisationM(t = 0) dépend de la densité de tissu sain et des cel-
lules cancéreuses. On pose donc :M(t = 0) = a⇥P(t = 0)+ b⇥S(t = 0).
Comme le tissu sain est considéré bien vascularisé, on prend b > Mhyp.
Les cellules cancéreuses consommant de nombreux nutriments pour se
reproduire, la vascularisation du tissu cancéreux est considérée comme
étant moins importante que celle du tissu sain à t = 0, d’où a < b. Dans la
pratique, on prend a = 0.8 et b = 1. Le paramètreMhyp est laissé variable
afin de pouvoir obtenir différentes évolutions possibles de la vasculari-
sation.
Au final, le modèle de croissance tumorale est donc dépendant de sept pa-
ramètres que l’on peut faire varier.
Le modèle de PET-scan dépend quant à lui de deux paramètres. Afin d’être
sûr de garder libre ces deux paramètres, nous avons décidé de ne pas les inclure
dans la méthode d’analyse de sensibilité.
C’est donc seulement sur les sept paramètres du modèle d’évolution tumo-
rale que nous allons faire l’analyse de sensibilité. Celle ci va permettre d’étu-
dier la manière dont des perturbations sur les paramètres d’entrée du modèle
engendrent des perturbations sur le résultat de la modélisation. Cependant,
comme ces paramètres influencent également le modèle de PET-scan, la fonc-
tion qui servira dans l’analyse de sensibilité fera intervenir la masse tumorale
et le PET-scan.
De nombreuses méthodes d’analyse de sensibilité existent dans la littéra-
ture. Elles peuvent se regrouper en trois types de méthodes :
? Les méthodes de screening consistant en une analyse qualitative de la
sensibilité du résultat de la simulation numérique par rapport aux para-
mètres.
? Les méthodes d’analyse de sensibilité locale évaluant de manière quan-
titative l’impact d’une petite variation autour d’une valeur donnée d’un
paramètre. Le lecteur pourra se référer à [79] pour plus de détails.
? Les méthodes d’analyse de sensibilité globale déterminant quelle part de
variance du résultat de la simulation numérique est due à tel paramètre
ou tel ensemble de paramètres. De nombreuses méthodes globales sont
décrites dans [68].
Par la suite, nous avons décidé d’utiliser la méthode de Morris [56]. Il s’agit
d’une méthode de screening donnant en résultat un moyen visuel permettant
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de comparer les influences des paramètres entre eux et sur le résultat des simu-
lations numériques. De plus, cette méthode n’impose pas de choisir une valeur
initiale pour chaque paramètre ; il suffit de définir un intervalle de variations de
chaque paramètre. Ceci est très intéressant dans notre cas puisque nous n’avons
aucune idée de la valeur de ces paramètres.
La méthode de Morris est décrite ci-dessous, avant d’être appliquée à notre
modèle.
h Plan d’échantillonnage de Morris
La méthode de Morris est une méthode qui permet d’évaluer l’influence de
chaque paramètre Xk, k 2 {1, .., K} sur une certaine fonction coût en compa-
rant des simulations où seul le facteurXk varie. Dans notre cas, la fonction coût
correspondra à la masse de la tumeur et du PET-scan. Cette méthode est une
méthode OAT (one at time) qui s’appuie sur une discrétisation particulière de
l’espace des paramètres où seuls les points appartenant à cette grille sont utili-
sés dans les simulations.
Soit une fonction coût à K paramètres continue. Laméthode deMorris consi-
dère que les K paramètres appartiennent à l’hypercube [0, 1]K . Dans les autres
cas, une transformation linéaire sur les coordonnées permet de ramener les
gammes de variations des paramètres dans l’intervalle souhaité.
On discrétise alors la nouvelle gamme de variations de chaque paramètre
en Q niveaux notés 0, 1Q 1 , ..., 1. Les croisements de ces différents niveaux dé-
finissent l’ensemble “⌦ des noeuds utilisés dans les échantillonnages. L’échan-
tillonnage est constitué d’une suite de N trajectoires aléatoires ⌧i,i = 1, .., N
passant chacune parK+1 noeuds de telle sorte que chaque paramètre ne varie
qu’une fois par trajectoire.
La méthode de Morris impose alors que chaque trajectoire respecte les trois
règles suivantes :
• Le noeud initial de chaque trajectoire est choisi aléatoirement.
• La longueur   du pas entre deux noeuds successifs de la trajectoire est
identique dans toutes les directions et proportionnelle à 1Q 1 .• La direction de la trajectoire dépend de l’ordre de variation des para-
mètres, ordre choisi lui aussi aléatoirement.
Dans la figure 4.17, les deux dimensions de ⌦ = [0, 1]2 sont discrétisées en
Q = 11 niveaux. Les N = 7 trajectoires aléatoires ⌧i, (i = 1, .., 7) passent par les
noeuds de la grille régulière “⌦ réalisée en pointillés sur le schéma. Le pas de dé-
placement est   = 110 et la direction de la flèche indique le sens du déplacement.
L’exploration du domaine de variation des paramètres ⌦ = [0, 1]2 ne devant
privilégier aucune zone, il faut que la distribution des noeuds utilisés dans les
trajectoires soit uniforme. Pour cela, Morris propose de prendre un niveau de




FIGURE 4.17 – Exemples de trajectoires dans laméthode deMorris
dans le cas où il n’y a que deux paramètres.
h Les différentes étapes du plan de Morris
• Première étape
Cette étape consiste à définir l’ensemble des trajectoires possibles défi-
nies sur les sommets de l’hypercube de dimension K. Les sommets ont
donc pour coordonnées les valeurs 0 ou 1. Pour rappel, un paramètre ne
doit varier qu’une seule fois par trajectoire.
Etant donné que l’on a K paramètres différents, il existe 2K ⇥K! trajec-
toires admissibles sur l’hypercube (K! trajectoires possibles pour chacun
des 2K sommets).
Soit, par exemple, la matrice TK de dimension (K + 1,K), matrice de la
trajectoire où l’on fait varier les paramètres dans l’ordre de numérotation
(X1, X2, · · ·), et dont le point initial est (0, · · ·, 0).
TK =
0BBBBBBBB@
0 0 . . . 0
1 0 . . . 0
1 1
. . . ...
...
... . . . 0
1 1 . . . 1
1CCCCCCCCA
À cet ordre d’introduction des paramètres correspond également
d’autres trajectoires possibles (sens de variation de chaque paramètre et
point de départ de la trajectoire).
On peut alors définir l’ensemble des matrices de trajectoires T ⇤ associées






(2TK   1(K+1,K))D⇤K + 1(K+1,K)
ä
avec D⇤K la matrice diagonale dont les K signes des termes diagonaux
représentent le sens de variation de chaque paramètre : le i-ème terme




↵1 0 . . . 0
0 ↵i
. . .
... . . . ↵i+1
...
0 . . . ↵K
ì
,
avec les ↵i qui valent 1 ou -1 avec une probabilité 12 .
T ⇤ représente donc toutes les matrices ayant le même ordre d’introduc-
tion des paramètres que TK mais qui diffèrent par le point de départ de
la trajectoire et le sens de variation de chaque paramètre.


















Donc si l’on cherche à faire varier les deux paramètres dans l’ordre crois-
























La première ligne de chaque matrice correspond au sommet de départ
du chemin, la première ligne correspond au sommet où l’on se trouve
après avoir fait varier le premier paramètre et la dernière ligne corres-
pond au sommet de fin de trajectoire. Si l’on se représente le carré [0, 1]2,
on peut facilement vérifier que le premier paramètre a toujours varié de
manière verticale alors que le deuxième suit toujours une variation hori-
zontale.
Les chemins associés à ces matrices conservent donc bien le même ordre
de variation des paramètres.
• Deuxième étape
Soit   le pas défini précédemment.
 T ⇤ fournit alors une trajectoire sur le sommet d’un hypercube dont
l’arête a pour longueur   2 [0, 1]. Afin d’éviter les problèmes de bords,







de la grille tiré aléatoirement parmi les noeuds apparte-
nant à [0, 1   ]K .
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En effet, de cette manière, la formule générale d’une matrice de tra-
jectoire aléatoire avec même ordre d’introduction des paramètres :
1(K+1,K)A0+ T ⇤ ne pose pas de problème de sortie de l’hypercube [0, 1]K .
• Troisième étape
Enfin pour obtenir une trajectoire dans un ordre quelconque d’introduc-
tion des paramètres, on multiplie cette matrice par une matrice de per-
mutation des colonnes, générée elle aussi aléatoirement.
h Indices de sensibilité
La méthode de Morris se base sur l’observation des variations de la fonc-
tion coût F utilisée lors des différentes trajectoires définies ci-dessus. Pour la
trajectoire j, le paramètre Xi ne varie qu’une fois, entre deux noeuds succes-
sifs Aji et A
j
i+1, et sa variation vaut ↵ , avec ↵ = ±1. On appelle alors variation
élémentaire du paramètre Xi dans la trajectoire j, la quantité :
 j(i)F =
F (. . . , Xi + ↵ , . . . )  F (. . . , Xi, . . . )
 
.
Le premier indice proposé par Morris pour évaluer le paramètreXi consiste
à faire la moyenne des effets élémentaires de ce paramètre sur l’ensemble des
trajectoires effectuées. Ainsi, pour N trajectoires, le premier indice de Morris
est :
Il faut ensuite tracer le graphe des µ⇤i en fonction des  i.
Les paramètres dont la moyenne des effets élémentaires et la variance sont
proches de 0 sont les paramètres qui ont des effets négligeables, ceux qui ont
une variance faible et une moyenne forte sont ceux qui ont un effet linéaire.
Enfin ceux qui ont un écart type important sont ceux qui ont des effets non
linéaires avec ou sans interactions. En résumé, ces derniers sont ceux qui ont le
plus d’influence sur la fonction coût.
h Application au modèle
Pour rappel, notre but est de savoir quels sont les paramètres les plus im-
portants de notre modèle et quels sont ceux qui ont une influence négligeable.
C’est à dire que nous aimerions savoir s’il y a des paramètres que l’on peut fixer
sans avoir une grosse perte d’informations.
Pour cela nous définissons une fonction coût représentant la masse de la
tumeur sur le scan et sur le PET-scan :
F = X
voxels
P(↵,  , ⌘,  0,  1, ,Mhyp, ⇣, µ1, µ2)+
X
voxels
Gm(↵,  , ⌘,  0,  1, ,Mhyp, ⇣, µ1, µ2).
C’est sur cette fonction coût que nous appliquons la méthode de Morris. Le
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FIGURE 4.18 – Analyse de sensibilité par la méthode de Morris
sur la fonction F .
résultat obtenu, avec 300 simulations est le suivant :
Dans notre cas, on voit que les deux paramètres les plus importants sont  1
etMhyp alors que   et ↵ semblent avoir peu d’impact sur notre modèle. Nous
fixons donc la valeur des deux paramètres les moins influents à   = 7 et ↵ = 5,
afin de réduire à cinq paramètres le modèle d’évolution tumorale (4.11). Ces
valeurs sont prises de manière arbitraire et n’auront que très peu d’influence
sur la suite de ce chapitre.
4.3.2 Problème inverse
L’analyse de sensibilité des paramètres réalisée n’avait pour but que de sim-
plifier la phase d’optimisation des paramètres aux données cliniques.
Nous allons donc maintenant, chercher à résoudre un problème inverse.
La modélisation nous permet à partir d’un premier examen réel et d’un jeu
de paramètres, de prévoir l’examen suivant. La comparaison du deuxième exa-
men du patient et de celui obtenu par simulation numérique du modèle va
nous permettre d’optimiser au mieux les paramètres suivants, apparaissant de
manière explicite dans les équations, i.e. :  0, 1,Mhyp,  , ⌘, ⇣ , µ1 et µ2.
La fonction test fopt utilisée pour le problème inverse est définie en (4.21), et
mesure l’erreur L2 entre respectivement le CT-scan et le PET-scan du patient, et
les résultats numériques de ces examens au même temps.
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fopt(⌘,  0,  1, ,Mhyp, ⇣, µ1, µ2) =
Z
⌦




(SUVdata   SUVmodel(⌘,  0,  1, ,Mhyp, ⇣, µ1, µ2))2
(4.21)
avec ⌘,  0,  1, ,Mhyp, ⇣, µ1, µ2 les paramètres que nous cherchons à optimiser.
L’image de la tumeur Pdata et le PET-scan SUVdata proviennent des examens
effectués à un certain temps texam. Les résultats des simulations numériques à
ce même temps texam sont notés Pmodel ainsi que SUVmodel.
Pour optimiser les paramètres, nous avons cherché à minimiser la fonction
fopt. Nous avons alors tenté d’utiliser une méthode de quasi-Newton, la mé-
thode BFGS. Le lecteur intéressé par cette méthode d’optimisation pourra se
reporter à l’annexe A pour plus de détails.
Cependant, au vu des difficultés numériques rencontrés avec cette méthode,
nous avons tracé en 4.19 la fonction fopt en fonction des deux paramètres les
plus influents trouvés dans la section 4.3.1, à savoir  1 etMhyp, ce qui a permis
de mettre en avant la non convexité de la fonction fopt.
FIGURE 4.19 – Tracé de la fonction fopt en fonction des deux para-
mètres  1 etMhyp.
Le fait que la fonction soit non convexe ne pose, à priori, pas de problème
pour l’utilisation de la méthode BFGS, comme cela est expliqué dans [34], mais
cela impose de faire une recherche du pas optimal par la méthode de Wolfe.
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Dans notre cas, l’algorithme de recherche de pas optimal par critères de
Wolfe est beaucoup trop long pour pouvoir être utilisé de manière pratique. En
effet, même si la théorie nous assure que pour chaque itération le pas de Wolfe
existe et peut être trouvé en un nombre fini d’itérations, le programme infor-
matique codé pour résoudre le problème d’optimisation des paramètres selon
la méthode BFGS tourne pendant plus d’une journée pour trouver chaque pas
deWolfe. Afin de s’assurer un résultat proche de la solution optimale, il faudrait
faire au minimum quelques centaines d’itérations, ce qui, en terme de temps de
calcul, n’est pas envisageable dans notre cas.
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Conclusion
Ce chapitre a permis d’étudier un premier modèle de croissance tumorale
couplé à un modèle de PET-scan basé sur deux systèmes d’équations aux dé-
rivées partielles. Ce modèle, bien que très proche de la réalité au niveau bio-
logique, est trop compliqué pour obtenir une optimisation efficace des para-
mètres sur un patient en un temps acceptable pour les médecins.
Il est donc indispensable, tant que nous n’aurons pas trouvé de méthode
plus rapide d’optimisation, de simplifier ce modèle.

Chapitre 5
Prise en compte de la radiothérapie
Le modèle présenté dans le chapitre précédent, bien que très pertinent au
niveau des phénomènes biologiques décrits, n’a pas permis de faire d’étude
clinique puisque la phase d’optimisation des paramètres n’a pas abouti de par
la complexité du problème inverse à résoudre.
Nous allons donc chercher à simplifier le modèle (4.11), sans pour autant re-
faire une modélisation complète. En effet, cela impliquerait de ne plus prendre
en compte de nombreux phénomènes biologiques. Dans un souci de meilleure
identification des paramètres du modèle limite obtenu, celui ci devra dépendre
de moins de paramètres que le modèle précédent.
Ce chapitre sera séparé en trois grandes parties : la première partie concer-
nera l’état de la radiothérapie dans la littérature, la deuxième traitera de l’étude
du modèle limite obtenu par analyse asymptotique du modèle (4.11). La troi-
sième partie traitera de l’ajout de la radiothérapie dans le nouveau modèle et
de l’étude des paramètres.
5.1 Revue rapide de la littérature
5.1.1 Présentation dumodèle linéaire quadratique de radiothé-
rapie
Actuellement, les modèles quadratiques de radiothérapie sont les modèles
les plus utilisés dans la littérature pour décrire ce traitement. En effet, un des
avantage de ce type de modèle est que la dose de radiothérapie reçue par la
patient est directement prise en compte dans la modélisation [65, 30, 55]. On
peut également citer l’équipe INRIA Asclepios, qui, entre autres, étudie l’effet
de la radiothérapie sur les glioblastomes grâce à cette approche et à un modèle
de réaction diffusion de Fisher-Kolmogorov [80].
On considère dans cette approche que la radiothérapie tue une certaine pro-
portion de cellules cancéreuses. Pour modéliser cette proportion, on utilise un
modèle linéaire quadratique qui permet d’estimer la probabilité de survie des
cellules après la radiothérapie.
Soit u, la densité de cellules cancéreuses et # la vitesse de propagation des
cellules.





=  r · (#u)| {z }
advection
+ S(u)| {z }
proliferation
  T (u)| {z }
traitement
Nous allons nous intéresser ici qu’à la partie traitement de ce modèle, partie
que nous définissons de la manière suivante :
T (u) = Pd(t)u, avec Pd(t) la probabilité de mort cellulaire.
Or, on rappelle que la particularité du modèle est d’utiliser un modèle li-
néaire quadratique pour estimer la probalité de survie des cellules cancéreuses
après radiothérapie, c’est-à-dire :















avec D(t) la dose de radiothérapie accumulée.
On obtient donc au final :
Pd(t) = 1  Psurvie = 1  exp( ↵effD(t))
d’où : T (u) = (1  exp( ↵effD(t)))u.
Dans ce modèle, la radiothérapie agit donc en continu, et seulement sur
l’équation des cellules cancéreuses u.
5.1.2 Présentation du modèle discret de radiothérapie
Une des autres manière de modéliser de la radiothérapie dans la littéra-
ture [62] est d’utiliser un modèle discret. En effet, on considère que la radio-
thérapie n’agit pas en continu mais au contraire, qu’elle n’a un impact que sur
les cellules cancéreuses que lors de l’examens. Ici, le but est donc d’avoir un
modèle d’évolution des cellules entre les différents examens et un autre modèle
pendant les examen.
Par ailleurs, lemodèle entre les examens est basé sur le fait qu’une cellule en-
dommagée par la radiothérapie ne pourra pas faire plus qu’un certain nombre
de mitoses avant de mourir. Nous allons exposer ce modèle dans le cadre du
modèle de croissance de réaction-diffusion de Fisher-Kolmogorov.
Pour cela, on définit donc plusieurs variables :
• C : densité de cellules cancéreuses fonctionnelles ;
• Cd : densité de cellules cancéreuses aux dommages irréversibles après la
radiothérapie ;
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• k : nombre moyen de mitoses après lequel les cellules Cd meurent ;
• 1⇢ temps nécessaire afin que la tumeur double de taille ;• D : coefficient de diffusion ;
• t1, t2, . . . , tn : les temps auxquels ont lieu des différentes radiothérapies ;
• d1, d2, . . . , dn : les doses des différentes radiothérapies ;
• Sf (di) : proportion de cellules saines non touchées par la ième radiothé-
rapie.
A t = 0, on pose : C(x, t0) = C0(x) et Cd(x, t0) = 0.
Les deux systèmes régissant ce modèle sont les suivants :
(1)
8><>:
@tC = D C + ⇢(1  C   Cd)C
@tCd = D Cd   ⇢k (1  C   Cd)Cd
(2)
8><>:





j ) = Cd(x, t
 
j ) + (1  Sf (dj))C(x, t j )
Ce modèle fonctionne de la manière suivante : avant la première radiothé-
rapie, les cellules suivent le système (1), puis au temps t1, i.e lors de la première
radiothérapie elles suivent le (2). Ensuite elles sont à nouveau régit par le sys-
tème (1) jusqu’à la deuxième radiothérapie, puis par le (2) au temps t2, et ainsi
de suite jusqu’à la dernière radiothérapie.
Ce modèle a pour principal avantage de prendre en compte les doses et les
temps séparant chaque radiothérapie, ce qui permet de pouvoir modéliser faci-
lement des tumeurs qui grossissent entre plusieurs radiothérapie successives.
5.2 Etude d’un modèle simplifié
Nous revenons maintenant au modèle que nous voulons simplifier, dans le
but d’obtenir une meilleure calibration des paramètres.
5.2.1 Vers un modèle plus simple de croissance tumorale
La variable M représente, entre autre, l’apport en nutriments. Nous la
confondons, par la suite, avec la vascularisation.
Dans le cas d’une tumeur, cette variable évolue autour du paramètreMhyp.
En effet, Mhyp représente le seuil en dessous duquel les cellules cancéreuses
deviennent hypoxiques et risquent donc de mourir. Quand ces cellules sont en
état d’hypoxie, elles sont alors dites quiescentes et deviennent productrices de
VEGF, afin d’encourager l’organisme à produire de nouveaux vaisseaux san-
guins. Une fois cette création effectuée, l’apport en nutriments est de nouveau
suffisant pour que la tumeur puisse se développer. La variableM repasse alors
au dessus du seuil d’hypoxie. Dans ce cas, en se développant, la tumeur grossit,
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et de nouvelles cellules cancéreuses sont créées, jusqu’à ce que l’apport en nu-
triments ne soit plus suffisant pour toutes ces nouvelles cellules. M redevient
donc inférieur au seuil d’hypoxie. Cette description simpliste montre l’impor-
tance de travailler au voisinage de ce seuil afin d’avoir l’apparition simultanée
de la coissance tumorale, de l’hypoxie, et de l’angiogénèse.
La vascularisationM varie donc en oscillant autour du paramètreMhyp.
On fait alors l’hypothèse de modélisation suivante :
M = Mhyp + "m+ o("2), avec "! 0. (5.1)
Il s’agit simplement d’un développement de Taylor que nous avons choisi
de prendre au premier ordre.
Par ailleurs, la concentration d’agents pro-angiogénique ⇠(t) que nous cal-
culons est une valeur moyenne sur la tumeur. Or, toutes les tumeurs pour les-
quelles nous disposons des images médicales, sont des tumeurs qui sont suffi-
samment développées pour ne pas avoir pu être opérées directement. On peut
donc considérer qu’elles sont toutes dans la phase vasculaire de leur dévelop-
pement, ce qui signifie que la production de VEGF a déjà commencé. On consi-
dère donc, par la suite, que cette concentration moyenne est constante au cours
du temps, i.e. que
⇠(t) = C0, avec C0 une constante.
Dans ce cas, si l’on suppose par ailleurs que :
 0 =  1,
on obtient :





On suppose donc, grâce à (5.1), que :
K(M Mhyp)⌧ 1.
On a alors :
 p    m = ↵(M Mhyp)
= M˜.
D’où :
@P+r · (#P) = M˜P.
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De plus, on a :
• équation sur # :
r · # = M˜P,











@tM˜ =  !˜(M˜  M˜1).
Remarque 1 : L’hypothèse  0 =  1 n’est pas utile. En effet, il suffit de trouver
la valeur deM pour laquelle  p   m s’annule et faire un développement limité
au voisinage de ce point.
Remarque 2 : Ce calcul peut être rendu plus rigoureux, mais cela n’appor-
terait rien à la rédaction.
Au final, le modèle simplifié peut donc se réécrire de la manière suivante :8>>>>><>>>>>:
@tP+r · (#P) = MP,
r · # = MP,
@tM =  ↵ (M M1)P,
M(t = 0) = M0.
(5.2)
Ce nouveaumodèle dépend donc de trois paramètres : ↵,M1 etM0. Ce der-
nier correspond au facteur de croissance initiale sur le domaine ⌦. Pour l’ins-
tant, nous nous limitons à un modèle de croissance tumorale. Les tumeurs vont
donc voir leur taille augmenter. Il parait donc logique de considérer queM0 > 0
et queM1 > 0.
Par ailleurs, si le paramètre ↵ est négatif, alors à l’intérieur de la tumeurM
peut croître indéfiniment. Biologiquement, ceci est absurde puisqu’il existe une
densité maximum de vaisseaux sanguins possible dans le tissu, tout comme il y
a une concentration maximum de nutriments disponibles pour les cellules. On
veut donc queM soit borné. On prendra donc dorénavant : ↵ > 0.
5.2.2 Quelques propriétés mathématiques du modèle simplifié
Le but de cette section est de mettre en évidence des propriétés mathéma-
tiques sur le comportement des solutions de ce nouveau modèle.
Pour cela jusqu’à ce que nous prouvions que le champ de vitesse est tou-
jours sortant, nous allons imposer de nouvelles conditions de bords sur notre
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domaine ⌦ en cas de champ rentrant : en chaque point(X, t) où # · n⌦ < 0, on
pose les conditions de Dirichlet suivantes : P(X, t) = 0 etM(X, t) = 0.
h Encadrement des solutions
Propriété 5.2.1.
Soient (P,M,#, ⇡)(t,X) une solution régulière du système (5.2) définie sur
[0, T ] ⇥ ⌦ pour T   0 et soient P0(X) et M0(X) les conditions initiales à t = 0.
On suppose que 0  P0(X)  1 et 0 M0(X), 8X 2 ⌦.
Alors, 8t 2 [0, T ], 8X 2 ⌦, 0  P(X)  1 et 0 M(X).
Démonstration.
Pour toute fonction F définit sur ⌦, on pose F = F+ + F , avec F+ =
max(0, F ) et F  =  min(0, F ).
• Commençons par montrer que 0  P(X).
En multipliant la première équation du système (5.2) par P , on obtient :






= M(P )2   # ·r(P)P    (P )2r · #.































Les conditions de bords sur P assurent que : (P
 )2










































Or à t = 0, P est positif ou nul donc P  |t=0= 0.
D’où (P )2 = 0, i.e. P  = 0, donc P est positif ou nul.
• Montrons maintenant que P  1.
On pose donc : (1  P)  =  min(0, 1  P).
On obtient cette fois, par un raisonnement similaire à celui fait au point
précédent :
@t(1  P) r · (#P) =  MP
On procède comme avant en multipliant par (1   P) , puis en intégrant





=  #r · ((1  P)
 )2
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Comme P(t = 0)  1, (1   P) (t = 0) = 0, on en déduit donc que :
(1  P)  = 0, i.e. P  1.
• Comme ↵ etM1 sont positifs, et queM(t = 0, X)   0, on voit clairement
que M1 est un point fixe attractif, donc M restera positif pour tout t 2
[0, T ].
Nous allons maintenant prouver que le champ de vitesse est toujours sor-
tant, ce qui implique que les conditions de Dirichlet que nous avions imposées
dans la propriété précédente lors de champ rentrant sont inutiles.
Propriété 5.2.2. Sous les mêmes conditions que la proposition 5.2.1, et 8t 2 [0, T ],
8X 2 @⌦, on a : # · n⌦   0.
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Démonstration.
En multipliant l’équation (sur la vitesse) par ⇡  et en intégrant sur le do-
maine, on obtient : Z
⌦











k⇡ r⇡ · n⌦d⌦  0.
De plus, comme ⇡ s’annule sur le bord du domaine, on obtient :
k
   r⇡      0.
Le gradient de ⇡  s’annule donc également sur ⌦, donc la partie négative de
⇡ est constante sur l’espace. Or, elle est nulle sur le bord du domaine, donc elle
est nulle partout.
⇡ est donc positive à l’intérieur de ⌦ et nulle sur le bord. Le gradient de ⇡
ne peut donc pas être strictement sortant. Il est donc rentrant , ce qui implique
que # est sortant sur le bord du domaine.
Donc :
# · n⌦   0.
h Amélioration de la propriété 5.2.1
Propriété 5.2.3. Soit (P,M,#, ⇡)(t,X) une solution régulière du système 5.2 définie
sur [0, T ]⇥ ⌦ pour T   0 et soient P0(X) etM0(X) les conditions initiales à t = 0.
On suppose que P0(X) = 0 ou 1 et 0 M0(X), 8X 2 ⌦.
Alors, 8X 2 ⌦, P(X) = 0 ou 1.
Démonstration.
Nous utilisons la méthode des caractéristiques.





, P⇤ = P(t, Y (t)) et donc dY (t)dt =
~v(Y (t).
Le long des caractéristiques nous obtenons :
dP⇤
dt
= @tP(t, Y (t)) + # ·rP(t, Y (t))
= MP⇤  r · (#P⇤)
= MP⇤(1  P⇤)
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Or par hypothèse, P(t = 0) = 0 ou 1, donc P⇤(t = 0) = 0 ou 1. Donc, puisque
l’EDO précédente admet pour points fixes 0 et 1, P⇤ reste constant le long des
caractéristiques, et est égale à 0 ou 1.
5.2.3 Le PET-scan dans ce nouveau modèle
Sous les nouvelles conditions du modèle (5.2), le PET-scan devient plus










f(s)(1  e (s T ))ds. (5.3)
Comme µ1 est une constante d’élimination naturelle de l’organisme que l’on





f(s)(1  e (s T ))ds, (5.4)
avec le terme sous l’intégrale qui est une constante.
On considère donc que le PET-scan est désormais égal au facteur de crois-
sanceM à une constante près.
5.2.4 Résultats numériques
Comme nous l’avons déjà expliqué, nous nous contentons pour l’instant
d’un modèle de croissance tumorale.
Cependant, selon la valeur des paramètres, ce modèle permet d’obtenir
deux évolutions possibles pour le facteur de croissance M, donc également
pour la tumeur.
Pour illustrer ces différences d’évolutions, le facteur de croissance est ini-
tialisé avec la même valeur dans toute la tumeur, valeur disponible dans le
tableau 5.1. La tumeur est initialisée avec une densité de cellules cancéreuses P
égale à 1.
De plus, dans la simulation 1, M0 est inférieur à M1, donc le facteur de
croissance va augmenter et tendre vers la valeur de M1. La tumeur va donc
être en phase de prolifération.
En revanche, dans la simulation 2, on aM0 < M1, donc le facteur de crois-
sance va diminuer. Dans ce cas, la croissance de la tumeur va être restreinte.
Les simulations suivantes mettent donc en avant le fait que selon que M0
soit plus grand queM1 ou non, alors le facteur de croissance évoluera soit de
manière homogène, soit il évoluera en couronne.
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Les paramètres utilisés dans les deux modélisations présentées ici sont re-
groupés dans le tableau suivant :




TABLE 5.1 – Listes des paramètres utilisés dans les deux modéli-
sations des figures 5.1 et 5.2.
(A) Évolution de P au cours du temps.
(B) Évolution deM ⇤ P au cours du temps.
FIGURE 5.1 – Évolution de la tumeur et du facteur de croissance
avec les paramètres de la simulation 1.
Les résultats des simulations numériques devraient avoir une densité de cel-
lules cancéreuses P soit égale à 1 soit nulle, selon que l’on soit à l’intérieur ou
non de la tumeur. Cependant, on se rend compte qu’il y a des erreurs numé-
riques dues à la diffusion. Une méthode de suivi d’interface, comme dans [48],
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(A) Évolution de la tumeur au cours du temps.
(B) Évolution deM ⇤ P au cours du temps.
FIGURE 5.2 – Évolution de la tumeur et du facteur de croissance
avec les paramètres de la simulation 2.
permettrait de supprimer ces erreurs numériques. Cependant, au vu des ré-
sultats futurs concernant la phase de calibration des paramètres de ce modèle,
nous avons estimé que la précision que nous avons ici est suffisante.
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5.3 Prise en compte de la radiothérapie
Nous avons choisi de prendre un point de vue différent par rapport aux
deux modèles de radiothérapie présentés dans la section 5.1. Nous avons dé-
cidé de faire impacter la radiothérapie sur le facteur de croissance des cellules
cancéreuses, et non directement sur cette densité de cellules. En effet, la radio-
thérapie va toucher l’ADN des cellules, ce qui va les empêcher de se reproduire,
puis les faire mourir. C’est donc le facteur de croissance qui est le premier tou-
ché.
Nous rajoutons donc simplement un terme   à l’équation surM dans notre
système (5.2), ce qui nous donne le nouveau système suivant :8>>>>><>>>>>:
@tP+r · (#P) = MP,
r · # = MP,
@tM =  ↵ (M M1 +   ⇥ 1traitement)P,
M(t = 0) = M0.
(5.5)
Les propriétés démontrées précédemment sur le modèle (5.2) ne sont plus
vérifiées, puisque dans le cas de ce nouveau modèle M puis la quantité r · #
peuvent devenir négatives.
Malgré cela, ce modèle permet d’obtenir différents types d’évolution de tu-
meurs pour des coefficients ↵,M1 etM0 constants, puisque en faisant varier  ,
il est possible de modéliser différentes doses de radiothérapie.
Ainsi, les deux exemples suivants illustrent les différences de comporte-
ments que l’on peut obtenir en faisant varier le paramètre  . La simulation 1
montre que si   >M1 alors la taille de la tumeur va décroître, alors que dans le
cas contraire, la tumeur continue de grossir, donc la radiothérapie est inefficace.





TABLE 5.2 – Listes des paramètres utilisés dans les deux simula-
tions ci-après.
5.3.1 Étude de l’influence des différents paramètres
Le modèle (5.2) présente l’avantage d’être beaucoup plus simple que le mo-
dèle précédent. Il ne possède en effet que quatre paramètres mais peut repro-
duire un grand nombre de comportements types d’une tumeur.
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FIGURE 5.3 – Évolution d’une tumeur lors de la radiothérapie
avec les paramètres de la simulation 1.
FIGURE 5.4 – Évolution d’une tumeur lors de la radiothérapie
avec les paramètres de la simulation 2.
Afin de voir comment les différents paramètres influencent ce nouveau mo-
dèle, nous avons décidé de définir plusieurs critères et d’étudier leurs varia-
tions en fonction des paramètres dudit modèle.
h Les différents critères de comparaison
Les différents critères que nous avons mis en place pour l’étude de l’in-
fluence des paramètres sont les suivants :
• Indice de comportement : cet indice va décrire les différentes évolutions
possibles de la taille de la tumeur. Les différents indices de comporte-
ments types sont expliqués dans la figure 5.5 ci-dessous.
• Temps de survie sans progression : c’est le temps que met la tumeur
à retrouver la taille qu’elle avait avant le début de la décroissance (il
n’existe donc que dans le cas où la tumeur décroît puis croît de nou-
veau) (en anglais :Progression free survival time). Dans la figure 5.6 et
dans le reste de ce chapitre, cet indice est simplement appelé : temps de
survie.
• Masse à Tind : on choisit un temps arbitraire Tind et on regarde la masse































FIGURE 5.5 – Schéma des différents types d’indices de comporte-
ments.
• Volume à Tind : c’est le volume de la tumeur au temps Tind.
• Masse minimale : il s’agit de la masse minimale prise par la tumeur au
cours du temps.
• Pente de décroissance : il s’agit de la pente moyenne lors de la phase de
décroissance de la tumeur. Cet indice ne peut donc se calculer que dans
le cas où il y a une décroissance suivie d’une reprise de croissance, donc
dans le cas des comportements 3 et 4.
• Retard à la radiothérapie : il s’agit du temps que met la tumeur à être en
phase de décroissance alors que le traitement a commencé.
La première chose que nous avons voulu vérifier est que les différents in-
dices présentés ci-dessus sont sensiblement continus si l’on fixe tous les para-
mètres sauf le coefficient   de radiothérapie.
Les deux exemples de la figure 5.6 ci-dessous montrent qu’en effet, il y a
une continuité des indices sous radiothérapie. Ceci nous a encouragé à pousser
l’étude des différents indices plus loin.
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(A) ⌘ = 8,M1 = 4 etM0 = 0.5.
(B) ⌘ = 9,M1 = 3 etM0 = 0.5.
FIGURE 5.6 – Évolution des différents indices en fonction du coef-
ficient de radiothérapie  .
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Afin de voir l’influence des différents paramètres sur les indices décrits pré-
cédemment, nous avons discrétisé l’espace de variation des paramètres en une
grille cartésienne. Puis, sur chaque noeud de ce maillage, correspondant à un
jeu de paramètres différents, les valeurs des différents indices ont été calculé.
Les intervalles d’évolution de chaque paramètre sont donnés dans le ta-
bleau 5.3 et ont été choisi de manière empirique.
Nous avons par ailleurs choisi de considérer que la fin des simulations nu-
mériques correspondaient à la fin de la radiothérapie. Cela signifie que la tu-
meur ne peut pas être en reprise de croissance dans les simulations réalisées ici.
Les comportements numéro 3 et 4 ne peuvent donc pas être obtenus.
Nous ne présentons dans la suite que deux résultats de notre simulation
puisqu’elles sont très représentatives des autres figures obtenues. On peut en
effet remarquer dans la figure 5.7, que les différents indices de comportements
sont regroupés en trois zones de la grille cartésienne. Cela semble signifier que
pour chaque comportement, on peut réduire l’espace des paramètres possibles.
Il ne s’agirait alors dans ce cas plus de prédiction, mais permettrait une re-





TABLE 5.3 – Intervalles de variations des paramètres ↵,M1 et  .
Enfin, les différents indices semblent évoluer de manière continue sur la
grille cartésienne, comme par exemple pour l’indice "masse" présenté dans la
figure 5.8.
Nous avons donc essayé de trouver une corrélation entre les différents in-
dices afin de pouvoir repérer plus facilement un comportement ou un autre.
Le tableau 5.4 regroupe les différentes valeurs des indices de corrélations
entre les critères que nous avons étudié. Ces indices indiquent une corrélation
forte s’ils sont compris dans l’intervalle [0.5; 1] et faible s’ils sont dans l’inter-
valle [0; 0.5].
Il n’y a donc pas d’indices particulièrement corrélés entre eux, autre que la
masse et le volume. Cependant, comme nos tumeurs ne présentent pas d’hété-
rogénéité [41], ces résultats ne nous apportent pas beaucoup d’informations.
Cette étude des différents indices a donc seulement mis en avant le fait qu’il






FIGURE 5.7 – Évolution des différents indices de comportements
en fonction des paramètres.
Tsurvie masseT V olT massemin comp retard radio pente
Tsurvie 1 -0.15 -0.15 -0.18 -0.20 0.22 -0.09
masseT -0.15 1 0.99 0.53 -0.51 -0.43 0.4
volT -0.15 0.99 1 0.53 -0.51 -0.32 0.42
massemin -0.18 0.53 0.53 1 -0.52 -0.28 0.81
comp -0.20 -0.51 -0.51 -0.52 1 0.86 -0.64
retard radio 0.22 -0.43 -0.32 -0.28 0.86 1 1
pente -0.09 0.4 0.42 0.81 -0.64 1 1





FIGURE 5.8 – Évolution de la masse à un temps fixé selon les pa-
ramètres.
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5.3.2 Intervalles de recherche des paramètres du second mo-
dèle
Afin de calibrer notre modèle, nous devons obtenir les meilleurs paramètres
possibles pour chaque patient. À priori, nous n’avons aucune idée de l’espace
dans lequel varient ces paramètres. Cependant, la figure 5.7 semble montrer
que des zones de recherches restreintes peuvent être obtenues en fonction des
différents comportements de la tumeur.
Actuellement, les équations que nous utilisons permettent d’obtenir une
évolution 2D ou 3D de la tumeur. Comme nous ne cherchons ici qu’à obtenir
les paramètres de notre modèle et non les informations spatiales, nous allons
tenter d’obtenir une équation sur le volume ou la surface de la tumeur. Le but
premier de cette approche est un gain de temps important dans les calculs nu-
mériques. En effet, on sera en mesure de calibrer de manière quasi instantanée
notre système d’équations puisque nous ne nous intéresserons plus qu’à une
donnée scalaire, en non plus un champ 3D.
Le modèle (5.6) ci-dessous possède l’avantage de pouvoir être utilisé en de-
hors de la phase de radiothérapie en prenant la durée du traitement nulle, ce
qui va rendre nulle la fonction indicatrice.8>>>>><>>>>>:
@tP+r · (#P) = MP,
r · # = MP,
@tM =  ↵ (M M1 +   ⇥ 1traitement)P,
M(t = 0) = M0.
(5.6)
On peut donc, pour obtenir des intervalles de validité des différents para-
mètres, travailler sur le modèle sans radiothérapie dans un premier temps, puis
sur le modèle avec radiothérapie par la suite. La première phase reprend la mé-
thode utilisée dans [48], sur les métastases du poumon. Elle va permettre de
trouver des bornes pour l’espace de recherche des paramètres : ↵, M0 et M1.
La deuxième phase de ce travail se concentre sur la partie avec radiothérapie
du modèle et permettra de trouver un intervalle de recherches pour  .
Nous considérons dorénavant que nous disposons de trois examens pour
chaque patient : deux avant le début de la radiothérapie et un en fin de radio-
thérapie. Nous appelons ces examens E0, E1 et E2, examens qui ont été respec-
tivement réalisés aux temps t0, t1 et t2.
h Optimisation des paramètres entre E0 et E1
u Une équation sur le volume
On pourrait penser que trouver des intervalles de recherche des paramètres
suffit à optimiser la phase de calibration clinique. Cependant, dans un premier
temps, nous ne savons pas comment réduire ces intervalles de recherches avec
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le système spatial dont on dispose. De plus, le programme d’évolution tumo-
rale, même s’il est relativement rapide, ne se résout pas de manière instantanée.
Afin de pouvoir tester unmaximumde jeux de paramètres par uneméthode
de Monte Carlo dans la suite, nous allons donc chercher à obtenir une équation
d’évolution du volume de la tumeur. Cette équation sera alors bien plus rapide
à résoudre.
On considère par la suite que t0 = 0, et que les volumes au temps t0 et t1
sont connus puisque nous disposons des images médicales des examens. Par
ailleurs, comme la radiothérapie n’a pas encore commencé entre ces deux exa-
mens, on a   ⇥ 1traitement = 0. Les différentes équations formant le modèle sont
donc les suivantes :
@tP+r · (#P) = MP, (5.7)
r · # = MP, (5.8)
@tM =  ↵ (M M1)P, (5.9)
# =  r⇡, (5.10)
M(t = 0) = M0. (5.11)
Nous définissons pour commencer deux variables : V (t) qui correspond au
volume de la tumeur et ⌦T (t) qui représente le support de la tumeur au temps
t.














Comme à la surface de la tumeur on a P = 0, en appliquant le théorème de
transport et le théorème de Green Ostrogradski à la deuxième partie de l’équa-










































Md! = M(t)V (t).
(5.13)
On a donc maintenant besoin d’une expression de M afin de pouvoir ré-
soudre cette EDO.























Afin de simplifier les calculs, on simplifie les parties (a) et (b) séparément.













• Simplification de (b)
On utilise à nouveau le théorème de transport. On définit donc ST la
surface de la tumeur et ~n la normale sortante à la surface de la tumeur,



















M ~# · ~n
å
.
Par continuité de M dans le domaine ⌦, comme on a en dehors de la
tumeurM = M0, on considère que sur le bord de la tumeur on a égale-































en remplaçant le premier terme sous l’intégrale par son expression dans
(5.9), et en utilisant à nouveau Green Ostrogradski dans le deuxième
terme.

























=  ↵M(t) + ↵M1 +M0M.
Lorsque l’on regroupe les deux termes, on obtient l’équation suivante :
@M(t)
@t
=  M(t)2 +M0M(t)  ↵M(t) + ↵M1
=  M(t)2 + (M0   ↵)M(t) + ↵M1















  = (M0   ↵)2 + 4↵M1.




M  r2 = (r2   r1)@t,
que l’on peut intégrer de la manière suivante :
ln
 M  r1




M(t = 0)  r2
!
= (r2   r1)t+K,
avecK une constante d’intégration que l’on trouve égale à 0 en appliquant cette
équation en t = 0.
Enfin, en passant à l’exponentielle, on obtient l’expression deM suivante :
M  r1
M  r2 = Le
(r2 r1)t,
en notant : L = M0 r1M0 r2 .
On peut donc extraireM de cette formule, ce qui nous donne :
M = r1   r2Le
(r2 r1)t
1  Le(r2 r1)t .
Comme nous avons maintenant une expression pour M, on peut intégrer
cette formule dans (5.13), afin d’avoir une nouvelle équation différentielle sur











En intégrant à nouveau l’équation ci-dessus, puis en appliquant en t = 0





Le(r2 r1)t   1ä . (5.15)
Pour obtenir l’expression du volume, nous avons donc besoin de connaître
le volume au temps initial : V (t = 0), la vascularisation initiale M0, ainsi que
les deux paramètres ↵ etM1.
Il est donc nécessaire de chercher dans quels intervalles varient ces para-
mètres.
u Étude des bornes de l’espace des paramètres
Le paramètre ↵ conditionne la vitesse de convergence de M vers M1. La
valeur du produit ↵ ⇥ t1 permet d’adapter l’échelle des temps à la vitesse de
convergence et vice versa. Cependant, nous ne connaissons rien d’autre sur
↵ ⇥ t1, nous choisissons donc ce produit de paramètres de manière aléatoire
dans l’intervalle [0.1, 10].
Vient maintenant l’étude des intervalles de recherche des deux autres para-
mètresM1 etM0.
Si l’on se place dans la tumeur, on sait que P = 1. Donc pour chaque voxel




qui s’intègre en temps par :
M(t) = (M0  M1)e ↵t +M1. (5.16)











Le problème que l’on rencontre alors vient du fait que le support de la tu-
meur ⌦T (t) varie au cours du temps. Il faut donc pouvoir évaluer la valeur de
M en tout point de notre domaine, puisque tout point est susceptible de se
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retrouver dans le support de la tumeur à un moment donné. En effet, la ra-
diothérapie n’ayant pas encore commencé entre les deux examens E0 et E1, la
tumeur est en phase de croissance.
Pour cela, nous définissons pour le voxel situé en position (i, j, z) le
tempst⇤i,j,z : temps à partir duquel le voxel en question se trouve dans le support
de la tumeur.
On a donc :
Mi,j,z(t) = (M0  M1)e ↵(max(0,t t⇤i,j,z)) +M1, (5.18)
ce qui revient simplement à retarder en temps l’équation (5.16) jusqu’au mo-
ment où des cellules tumorales viennent envahir le voxel (i, j, z).
Nous avons maintenant besoin de séparer deux cas, puisque selon la valeur
deM1 et deM0,M n’évolue pas du tout de la même manière, comme on peut







FIGURE 5.9 – Évolution de la vascularisation selon queM1 <M0
ou queM1 >M0 .
• Cas de la courbe bleue dans 5.9 :M1 <M0.
On a 0 6M(t) 6M0 sur chaque voxel et en tout temps.
Donc, grâce à (5.17) le volume de la tumeur est majoré par le volume
qu’elle aurait si la vascularisation était constante et égale à M0 sur le










V (t) 6 V0eM0t (5.19)
De plus, l’équation (5.18) couplée au fait queM(t) 6M0 permet de dire
que sur chaque voxel (i, j, z) on a :
M(i, j, z, t) > (M0  M1)e ↵t +M1.
En intégrant (5.17), on obtient donc :
V (t) > V0eM1t+
(M0 M1)
↵ (1 e ↵t) (5.20)
En appliquant en t = t1, les deux équations (5.20) et (5.19), nous donnent
donc l’inégalité suivante :
V0e
M0t1 > V1 > V0eM1t1+
(M0 M1)
↵ (1 e ↵t1) (5.21)





























Le point faible est alors le produit ↵ ⇥ t1. Nous allons le fixer empiri-
quement entre 0.1 et 10. L’espace des paramètres à parcourir est donc le
suivant :
↵t1 2 [0.1; 10],
M0 2



















• Cas de la courbe rouge dans 5.9 :M1 <M0.
En raisonnant de la même manière, on obtient :
V0e
M0t1 6 V1 6 V0eM1t1+
(M0 M1)
↵ (1 e↵t1). (5.23)
D’où l’espace de recherche suivant :










24 1t1 ln ÄV1V0 ä WM0
1 W ; 10
35 .
L’espace dans lequel on cherche nos paramètres dépend donc fortement des
données cliniques, c’est-à-dire de V0, V1 et t1. Pour chaque patient, comme nous
connaissons ces grandeurs grâce aux images médicales, il est simple de déter-
miner les espaces dans lesquels nous cherchons les paramètres. Nous sommes
donc désormais certains de chercher les paramètres dans la bonne zone de va-
riation.
Cependant, nous avons distingué deux cas selon que M1 > M0 ou non,
et ceci nous a donné deux zones de recherche pour nos paramètres. A priori,
il nous faut donc choisir dans laquelle des deux le patient se trouve. La diffi-
culté vient du fait que nous ignorons quelle est cette bonne zone de recherche.
Pour pallier ce problème, nous optimisons les paramètres sur chacune des deux
zones.
Pour cela, sur chaque zone, nous cherchons à minimiser l’erreur entre V1 et
le volume V (t) de l’équation (5.15), c’est à dire que nous cherchons à minimiser
la fonction erreur suivante :
F (↵,M0,M1) = (V1   V (t1))2 .
Comme l’optimisation se fait sur le scalaire V (t) et non sur un champ 3D, les
temps de calculs sont quasiment instantanés. Nous utilisons donc une méthode
de Monte Carlo qui permet de tester rapidement un très grand nombre de jeux
de paramètres différents.
À la fin de cette première optimisation, nous avons donc deux jeux de para-
mètres.
hOptimisation des paramètres entre E1 et E2
Nous nous plaçons maintenant entre les examens E1 et E2, c’est-à-dire
quand le patient est sous radiothérapie. À ce moment là, le système qui régit
le modèle est le suivant :
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@tP+r · (#P) = MP, (5.24)
r · # = MP, (5.25)
@tM =  ↵ (M M1 +  )P. (5.26)
On considère désormais que l’on connaît les paramètres : ↵,M0,M1.
Comme entre les temps t1 et t2 la radiothérapie est en cours, on considère
que les cellules tumorales cessent de croître à partir d’un moment ; c’est-à-dire
que le taux de croissance des cellules tumorales va diminuer passer un certain
temps.
La première condition que nous imposons donc est de prendre   > M1,
pour que le facteur de croissanceM puisse devenir négatif.
Par ailleurs, si l’on refait les mêmes calculs qu’entre les examens E0 et E1,
mais en remettant le temps à 0 (i.e, en considérant que t1 = 0) on obtient pour
chaque voxel étant dans la tumeur entre t1 et t2 :
M(t) = (M(t = t1) M1 +  )e ↵t + (M1    ). (5.27)
Cependant un voxel n’est pas obligatoirement dans le support de la tumeur
de t1 à t2. Il peut également, soit être intégré dans le support après t1, soit sortir
du support avant t2. Comme on a choisi de prendre   >M1, alorsM(t = t1) >
0 >M1    .
Donc, la fonctionM(t) peut évoluer de trois façons différentes, représentées
dans le schéma de la figure 5.10.
Cela revient à dire que sur le support de la tumeur ⌦T (t), on a, à tout temps
t :
M(t) > (M(t = t1) M1 +  )e ↵t +M1     >M1     (5.28)
Donc en procédant de la mêmemanière qu’entre les examens E0 et E1, c’est-
à-dire en intégrant l’équation (5.28), puis en appliquant au temps t2, on obtient
l’inégalité suivante :








Comme on est dans la phase de décroissance de la tumeur V2 < V1, donc on
a :















voxel e´tant en tout temps
dans le support de la tumeur
voxel dans le support de la
tumeur a` partir de t > t1
voxel n’e´tant pas tout le temps
dans le support de la tumeur
FIGURE 5.10 – Évolution de la vascularisation en fonction du
voxel.
Conclusion
Les intervalles de recherche de chaque paramètre sont désormais déter-
minés.
Ces paramètres ↵, M1 et M0 peuvent également être optimisés grâce à la
formule donnant l’évolution du volume au cours du temps. En revanche, pour
 , on ne peut pas forcément trouver de formule explicite pour le volume. Nous
devons donc optimiser ce dernier paramètre avec le système d’équations géné-
ral, donnant l’évolution de la tumeur au court du temps. Comme nous connais-
sons les zones de recherche des paramètres, nous sommes certains que les al-
gorithmes que nous pourrions mettre en place fonctionneraient.
Cependant, la difficulté à laquelle nous sommes confrontés avec cette mé-
thode est d’ordre médical. En effet, dans le cas du cancer du rectum, les méde-
cins ne peuvent pas nous fournir les deux examens pré-radiothérapie et l’exa-
men pendant la radiothérapie dont nous aurions besoin pour calibrer les para-
mètres. Dans la plupart des cas, ils ne disposent pas de ces trois examens, mais
seulement de deux examens, le premier au début de la radiothérapie et le se-
cond au de la radiothérapie. Un troisième examen de contrôle est réalisé à la fin
du traitement.
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La question qui se pose est donc la suivante : peut-on encore simplifier notre
modèle afin de pouvoir calibrer les paramètres directement avec les deux examens du
début de la radiothérapie ?

Chapitre 6
Réduction de modèle pour une
meilleure calibration
Il s’agit, dans ce chapitre, de présenter un nouveau modèle simplifié pour la
phase de radiothérapie.
Cette nouvelle simplification a pour but de concilier la méthode d’obten-
tion des paramètres utilisée à la fin du chapitre précédant, et la réalité cli-
nique de la maladie. En effet, il faut réussir à adapter les méthodes mathéma-
tiques développées dans cette thèse au nombre d’examens passés par le patient.
Comme chaque patient réalise trois séries d’examens durant sa radiothérapie,
notre nouveau modèle ne doit désormais dépendre que de deux paramètres
afin d’être paramétrisable.
6.1 Présentation du modèle
Nous considérerons toujours que la radiothérapie n’influence que le facteur
de croissance M. C’est ce facteur de croissance qui a son tour influencera ou
non la prolifération des cellules cancéreuses. Par ailleurs, comme au niveau
biologique la radiothérapie semble toucher de manière homogène la zone trai-
tée, nous supposons qu’elle a un impact sur toutes les cellules, qu’elles soient
saines ou cancéreuses.
On en déduit donc le modèle suivant :8>>>>><>>>>>:
@P+r · (#P) =  MP,
r · # =  MP,
@tM =  ↵M,
M(t = 0) = M0.
(6.1)
Comme nous le souhaitions, ce modèle a pour avantage de ne faire interve-
nir que deux paramètres : ↵ etM0.
6.1.1 Méthode d’obtention des paramètres
h Principe mathématique de la méthode
Cette méthode repose sur le même principe que celle présentée dans le cha-
pitre 5. Il s’agit de transformer le système d’équations aux dérivées partielles
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représentant l’évolution spatiale des cellules cancéreuses, en des équations por-
tant seulement sur le volume de la tumeur. Ceci impose de renoncer aux in-
formations 3D, tel que la forme de la tumeur, mais va nous permettre d’enfin
pouvoir obtenir des paramètres permettant de prédire l’évolution de la tumeur.
Nous décrivons dans la suite, la méthode permettant d’obtenir une équation
sur le volume de la tumeur, mais de manière moins détaillé que dans le chapitre
précédant.
Le facteur de croissance M évolue sur tout le domaine ⌦ de la même ma-
nière, on peut donc l’intégrer facilement. Il vient que :
@tM =  ↵M
,M = M0e ↵t (6.2)
On définit la variable V (t) qui correspond au volume de la tumeur au temps
t. De la même manière, on définit l’indicatrice de la tumeur ⌦T (t) à l’instant t,
qui vaut 1 si l’on se place dans la tumeur, 0 sinon.





























qui s’intègre en :




avec V0 = V (t0 = 0).
On remarque naturellement que l’équation (6.4) nous donne un volume li-
mite pour la tumeur quand t ! +1, volume que nous appellerons Vlim et qui
vaut :
Vlim = lim
t!+1V (t) = V0e
 M0↵ . (6.5)
Nous admettons pour l’instant que nous connaissons Vlim. Ceci va nous per-
mettre de déterminer les deux paramètres du modèle (6.1).
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En effet, nous pouvons appliquer (6.4) en t1, ce qui donne :
V (t1) = V0e
M0
↵ (e ↵t1 1). (6.6)





































On en déduit donc que :
M0 =  ↵ ln(K). (6.8)
Les paramètres ↵ et M0 ainsi obtenus vérifient bien les deux relations sui-
vantes sur le volume :
• V (t = 0) = V0 ;
• V (t = t1) = V1.
h Images médicales utilisées
Les images des examens médicaux que nous utilisons nous ont été four-
nies par l’équipe "Imagerie multi-modalité quantitative pour le diagnostic et
la thérapie" du LaTIM de Brest avec laquelle nous collaborons. Cette équipe
travaille, entre autre, sur la segmentation de tumeurs sur des PET-scan [40] et
sur la modélisation de PET-scan [26, 36], en particulier dans le cas du cancer
colorectal [77].
Le principe de transformation des images est le suivant : l’équipe de Brest
segmente une tumeur, c’est-à-dire qu’ils passent de l’image de l’examen 6.1a à
l’image où la tumeur est segmentée 6.1b.
Il est ensuite possible d’extraire sur chaque coupe de l’examen, la partie
segmentée. Cela permet d’obtenir le masque de la tumeur sur chaque coupe,
puis de reconstituer la tumeur en trois dimensions, comme dans la figure 6.2.
Nous donnons ensuite la valeur 1 sur chaque voxel inclus dans la tumeur, et la
valeur 0 pour chaque voxel en dehors de ⌦T (t).
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(A) PET-scan non segmenté. (B) PET-scan segmenté.
FIGURE 6.1 – Examen du PET-scan segmenté ou non par l’équipe
du LaTIM.
FIGURE 6.2 – Reconstitution d’une tumeur en 3D vue sous deux
points de vue différents.
h Principe de l’algorithme utilisé
Pour obtenir les paramètres ↵ et M0, nous avons supposé précédemment
que nous connaissions Vlim. Or, nous n’avons aucun moyen de savoir ce que
vaut ce volume. En effet, nous savons simplement qu’il s’agit du plus petit vo-
lume que peut atteindre la tumeur lors de la radiothérapie. Pour le connaître, il
faudrait continuer indéfiniment la radiothérapie ce qui n’est pas envisageable
pour la santé du patient. Par ailleurs, notre but est de prédire l’évolution de la
tumeur au cours de ce traitement, et non d’attendre la fin du traitement pour
connaitre le volume de la tumeur.
Il faut donc trouver un moyen de pallier ce manque d’informations.
Nous avons accès aux deux examens de chaque patient pendant le début de
la radiothérapie (i.e au temps t0 = 0 et t1), nous connaissons donc le volume de
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la tumeur du patient à ces temps respectifs. Il s’agit des volumes V0 et V1. Or,
comme ce modèle d’évolution tumorale n’est utilisable que pour les patients
réagissant positivement à la radiothérapie, il est naturel de considérer que la
tumeur va continuer à décroître après le temps t1.
Le volume limite Vlim est donc inclus dans l’intervalle : [0, V (t1)].
Nous allons donc choisir de manière aléatoire Vlim dans l’intervalle défini
précédemment. Ceci va nous permettre d’obtenir deux paramètres ↵ et M0 et
donc d’obtenir une formule pour le volume de la tumeur.
Cependant, rien ne nous assure que le volume limite tiré aléatoirement cor-
responde réellement au volume limite de la tumeur, et donc que les paramètres
obtenus soient les meilleurs.
Nous refaisons donc la même expérience, afin d’obtenir une liste de para-
mètres potentiels, puis nous prenons la moyenne de ces paramètres. On pourra
ensuite comparer le volume au temps t2 que nous donne la simulation réalisée
avec les paramètres moyens, et le dernier examen du patient à ce même temps
t2.
En résumé, l’algorithme suivant va nous permettre d’obtenir une valeur
moyenne des paramètres ↵ etM0 .
for i = 1..N do
• Tirer une valeur de Vlim ;
• Obtenir la valeur correspondante de ↵ ;
• Obtenir la valeur correspondante deM0 ;
• Tracer la courbe de volume V(t) en fonction des paramètres
précédents ;
end
Faire la moyenne des volume obtenus à t2 ;
Récupérer les paramètres de la moyenne ;
Comparer avec le volume V2 ;
Algorithm 1: Obtention des paramètres de la moyenne.
Cet algorithme permet donc d’obtenir unemultitude de courbes de volumes
possibles passant par les volumes V0 et V1 et en fonction du volume limite tiré
aléatoirement. Cependant, les volumes V0 et V1 ont été calculés à partir d’une
segmentation du PET-scan de la tumeur. Or, nous savons que le PET-scan ne
correspond pas forcément de manière exacte à la tumeur. Par ailleurs, il y a très
régulièrement des erreurs relatives entre les différentes segmentations d’une
même tumeur. Nous avons donc décidé de tirer aléatoirement les volumes V0
et V1 avec une erreur pouvant aller jusqu’à 5% des valeurs mesurées pour ces
volumes.
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6.2 Étude de deux cas cliniques
Dans chacun des deux cas que nous allons présenter par la suite, nous dis-
posons de trois examensmédicaux réalisés durant la radiothérapie des patients.
On considère que le premier examen est fait au temps t0 = 0, le deuxième
au temps t1 et le dernier au temps t2. Les deux premiers examens servent, dans
chacun des deux cas, à obtenir les deux paramètres optimaux grâce à la mé-
thode décrite ci-dessus, alors que le dernier examen sert de comparaison avec
le volume de la tumeur que nous donne l’algorithme présenté ci-dessus.
6.2.1 Premier cas clinique
Les deux premiers PET-scan du premier cas clinique que nous étudions sont





FIGURE 6.3 – Les deux premiers PET-scan du premier cas clinique.
L’histogramme de la figure 6.4 représente l’ensemble des volumes obtenus
au temps t2 lors des N = 1500 tirages aléatoires du volume limite Vlim. Chaque
Vlim permet d’obtenir un jeu de paramètres qui sert à tracer une courbe poten-
tielle de volume de la tumeur.
On remarque que le volume moyen calculé à t2 est très proche du volume
de la tumeur mesuré lors de l’examen médical à ce même temps.
La figure 6.5 permet de voir les différentes simulations réalisées grâce aux
nombreux jeux de paramètres obtenus. Puis, on en a déduit le volume moyen.
Les courbes rouge et noire correspondent aux volumes obtenus grâce aux para-
mètres moyens donnés par l’algorithme précédent. Ces paramètres sont donnés
dans le tableau 6.1 ci-dessous.
La courbe noire de la figure 6.5 représente la moyenne du volume à partir
du premier examen au temps t0 alors que la courbe rouge représente ce même
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: moyenne des volumes à t2
: volume à t2 avec les paramètres 
moyens
: volume de la tumeur à t2




TABLE 6.1 – Tableau récapitulatif des paramètres optimisés pour
le premier patient.
volume mais à partir du deuxième examen. De cette manière, en ne s’intéres-
sant qu’à la courbe rouge, nous n’avons pas les erreurs dues à la simulation
numérique entre t0 et t1.
Nous avons, par la suite, cherché à voir si le modèle (6.1) permettait de pré-
dire la forme de la tumeur. Pour cela, nous avons utilisé les paramètres moyens
donnés dans le tableau 6.1 en lançant une simulation en trois dimensions. Cela a
permis de comparer le résultat de la simulation à l’image de la tumeur obtenue
grâce à l’examen médical réalisé au temps t2.
Ces résultats sont présentés dans la figure 6.6. On remarque alors que le
résultat de la simulation numérique est très proche de l’image de l’examen mé-
dical : il y a une différence de volume de moins de 5 % entre les deux, ce qui est
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: volume en fonction des paramètres moyens
: volume en fonction des paramètres moyens  




FIGURE 6.5 – Les différents volumes possibles en fonction des pa-
ramètres obtenus.
inférieur à l’erreur de segmentation que nous avons utilisé dans le modèle.
: simulation numérique.
: image de la tumeur.
FIGURE 6.6 – Comparaison entre la tumeur et la simulation nu-
mérique sous deux angles différents à l’instant t2.
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6.2.2 Deuxième cas clinique
Les deux premiers PET-scan du deuxième cas clinique que nous étudions
sont donnés dans les figures 6.7a et 6.7b.
(A) Premier PET-scan. (B) Deuxième PET-scan.
FIGURE 6.7 – Les deux premiers PET-scan du deuxième cas cli-
nique.
Les examens du deuxième patient que nous avons étudié en 6.7 permettent




TABLE 6.2 – Tableau récapitulatif des paramètres optimisés pour
le deuxième patient.
Par ailleurs, afin d’analyser les résultats de l’algorithme d’optimisation ap-
pliqué à ce deuxième patient, l’histogramme et les différentes courbes de vo-
lumes possibles sont donnés dans les figures 6.8 et 6.9. On remarque alors que
contrairement au premier cas présenté, l’ensemble des courbes de volumes pos-
sibles surestiment la valeur du volume au temps t2. Lamoyenne de ces volumes
est donc également plus grande que le volume de la tumeur lors du deuxième
examen. L’algorithme donne donc un résultat moins précis dans le cas de ce
deuxième patient. Cependant, on remarque que l’erreur entre la simulation et
l’examen est cette fois ci de 15%, ce qui est bien plus important que dans le
premier cas, mais reste une erreur acceptable en oncologie.
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: moyenne des volumes à t2
: volume à t2 avec les paramètres 
moyens
: volume de la tumeur à t2





: volume en fonction des paramètres moyens
: volume en fonction des paramètres moyens  
à partir du deuxième examen 
t




: image de la tumeur.
FIGURE 6.10 – Comparaison entre la tumeur et la simulation nu-
mérique du deuxième patient à l’instant t2.
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Conclusion
Ce chapitre a permis d’étudier un nouveau modèle simplifié d’évolution
tumorale au cours de la radiothérapie. Ce modèle ne possède que deux para-
mètres et permet de prédire avec précision l’évolution du volume de la tumeur
au cours de la radiothérapie. En effet, il a été possible de transformer le modèle
3D en un modèle en 0D sur le volume de la tumeur. Ceci a permis de large-
ment simplifier la méthode de détermination des paramètres ce qui implique
que les calculs sont plus rapides. La phase de calibration est donc désormais
quasiment instantanée.
Les résultats cliniques présentés dans ce chapitre sont très encourageants,
et une étude sur de plus nombreux cas cliniques est indispensable afin de
valider de manière pratique la phase de calibration des paramètres.Nous ne dis-
posons malheureusement pas de cas cliniques supplémentaires sur la même pathologie
qui nous permettraient de valider nos travaux pour l’instant.
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Conclusion de la partie II
Le schéma 6.11 représente l’ensemble des résultats et des problèmes que
nous avons étudiés au sein de la partie II.
Simplification n°1
Paramétrisation 
possible si l’on 
dispose d’au moins 
deux images avant 
le traitement, sinon 
échec.
Echec de la 
paramétrisation.
Modèle de croissance tumorale et de PET-scan8>>>>>>>>><>>>>>>>>>:
 P+r · ( P) = ( p    m)P,
 S +r · ( S) = 0,
r ·   = ( p    m)P,













 tG = f (t)M    p
 0





 tP+r · ( P) = MP,
r ·   =MP,
 tM =  ↵ (M M1 +   ⇥ 1trait)P,
M(t = 0) =M0.
{SUV =  M
Simplification n°28>>><>>>:
 P+r · ( P) =  MP,
r ·   =  MP,
 tM =  ↵M,
M(t = 0) =M0.
Paramétrisation 
possible avec deux 
images pendant le 
traitement.
Testé sur deux cas cliniques




MODÉLISATION DE LA RÉPONSE À





La sphère ORL, également appelée oto-rhino-laryngée, est une partie du
corps humain regroupant le nez, la bouche, la gorge et les oreilles.
Les cancers ORL, se développant dans la sphère ORL, peuvent être séparés
en deux catégories : les cancers hauts du système digestif et les cancer haut du
système respiratoire. Les premiers comprennent les cancers se situant dans la
bouche, les joues, le palais, les amygdales, la langue et le pharynx. Les seconds
regroupent les cancers du nez, des sinus, des cordes vocales et du larynx.
Dans la plupart des cas, ces cancers se développent dans les muqueuses qui
tapissent ces différents organes. Lorsqu’ils ne sont pas traités, les cancers ORL
métastasent très facilement dans les glanglions lymphatiques grâce au réseau
lymphatique très présent dans les muqueuses. À terme, des métastases peuvent
également apparaître dans d’autres organes, en particulier les poumons.
Ce cancer représente le cinquième cancer le plus courant en France, avec
environ 15000 cas en 2014. En moyenne, il touche principalement les hommes
et le principal facteur de risque serait la consommation excessive d’alcool et de
tabac.
La prise en charge des cancers ORL varie selon la localisation de la tumeur
primitive. En effet, bien que la chirurgie constitue la thérapie la plus efficace
pour la guérison du patient, elle n’est pas toujours possible, que ce soit à cause
des effets secondaires dûs à la localisation de la tumeur, ou de l’état de santé
du patient. Dans ce cas, la radiothérapie est le traitement le plus adapté et peut,
quelquefois, être couplée à une chimiothérapie.
Une des particularités des tumeurs ORL est leur propriété inflitrante. Cela
implique que les contours de la tumeur ne sont pas bien visibles sur les images
médicales, comme on peut le remarquer sur la figure 6.12. Cela rend la phase de
segmentation particulièrement difficile pour les radiothérapeutes. Ces derniers
privilégient donc l’étude des glanglions lymphatiques envahis par les cellules
cancéreuses afin de suivre l’évolution du cancer.
L’étude des cancers ORL a été motivée par leur spécificités biologiques : la
réponse au traitement de ces tumeurs est à la fois très proche et très particulière
en comparaison des tumeurs du colôn étudiées dans la partie précédente.
En effet, deux types d’évolutions tumorales peuvent être distingués après la
radiothérapie : alors que certains patient ont leurs ganglions qui ont une taille
qui se stabilisent et reste quasi constante après le traitement, d’autres voient le
volume de leurs ganglions continuer de décroître plusieurs mois après la fin
de la radiothérapie. Peut-on corréler ce phénomène à la récidive de la maladie qui
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FIGURE 6.12 – Exemple de tumeur inflitrée. Les contours de la
tumeur ne sont pas bien visibles.
intervient dans certains cas ? Si oui, dispose t’on d’un outil ou d’un indice permettant
de prédire le type d’évolution de la maladie que suivra un patient en particulier ?
Par ailleurs, certains patients voient la taille de leurs ganglions lympha-
tiques augmenter malgré le début du traitement. Peut-on reproduire ce phéno-
mène ? Et cette particularité peut-elle être mise en relation avec la récidive de certains
patients ?
Pour répondre à ces questions, nous avons choisit de présenter deux mo-
dèles. Le premier prend en compte la résistance de certaines cellules cancé-
reuses face à la radiothérapie, ce qui implique que la tumeur ne pourra pas
voir sa taille diminuer plus qu’un certain seuil. Le deuxième modèle ne prend
pas en compte cette résistance, ce qui permet d’obtenir une décroissance de la
tumeur, même après l’arrêt du traitement par radiothérapie.
La comparaison de ces deux modèles sur chaque cas clinique étudié permet
de voir émmerger des liens entres les motivations biologiques qui nous ont
poussés à étudier cette pathologie. Les deux modèles étudiés dans cette partie
sont largement inspiré dumodèle (6.1) de la partie précédente et ont été adaptés
au cas des tumeurs ORL et à leurs spéficités biologiques.
Le chapitre 7 s’intéresse à la mise en place de ces deux modèles et l’optimi-
sation des modèles et de leurs paramètres alors que le chapitre 8 présente les
différents cas cliniques utilisés ainsi que les méthodes mathématiques mises en
place pour l’étude de ces cas cliniques.
Chapitre 7
Modèles simplifiés d’évolution
tumorale pour les ganglions ORL
La modélisation des tumeurs ORL lors de la radiothérapie pose deux pro-
blèmes majeurs. Le premier problème correspond au fait qu’un retard dans l’ef-
fet des rayons peut être constaté. Dans ce cas, malgré le début du traitement,
la tumeur du patient continue de grossir. Le deuxième problème vient du fait
que certaines tumeurs vont avoir une décroissance en taille même après la fin
du traitement. D’autres vont subir une très forte décroissance pendant le trai-
tement, mais celle-ci va se stopper d’un coup, ce qui correspond au fait que la
taille de la tumeur ne décroit jamais plus qu’un certain seuil.
La modélisation présentée ci-dessous va tenter de reproduire ces deux par-
ticularités des tumeurs ORL en les traitant de manière séparée.
7.1 Présentation des deux modèles
Dans une mesure de simplification, nous avons choisit de considérer que les
deux modèles que nous allons utiliser dans cette partie suivent tous les deux
le même système d’équations aux dérivées partielles. La seule différence est
que dans le cas du premier modèle que nous décrirons par la suite, la totalité
des cellules cancéreuses suit ce système, alors que dans le cas du modèle de
résistance, également décrit plus tard, seule une partie de la tumeur suit ce
système.
Il est donc indispensable de commencer par présenter les deux systèmes
d’EDP qui seront utilisés tout au long de cette dernière partie.
Le modèle sans résistance
Afin de modéliser l’évolution des ganglions lymphatiques dans le cas du
modèle sans résistance, nous introduisons deux variables :
• P : les cellules cancéreuses ;
• M : le facteur de décroissance de la densité de cellules cancéreuses.
Nous considérons à nouveau, dans cette partie, que la radiothérapie va em-
pêcher les cellules de se reproduire en limitant le nombre de mitoses possibles
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avant de déclencher leur mort. La radiothérapie impacte donc directement le
facteur de décroissance et non les cellules cancéreuses elles-mêmes.
Le système suivant permet donc de décrire l’évolution des cellules cancé-
reuses avant, pendant, et après la radiothérapie. Ces trois phases vont être dé-
crites dans la suite. 8>>>>><>>>>>:
@tP+r · (#P) =  MP,
@tM =  ↵(M M1 ⇥ 1traitement),
r · # =  MP,
M(t = 0) = M0 < 0.
(7.1)
La description purement mathématique de ce modèle ne sera pas faite ici.
En effet, celui-ci est basé sur le même principe que tous les modèles décrits dans
la deuxième partie de ce manuscrit. Une simple description de l’évolution des
différentes densités est rapidement réalisée, afin que le lecteur ne perde pas de
temps à comprendre la façon dont fonctionne ce nouveau modèle.
Le modèle avec résistance
Nous introduisons ici trois variables :
• P : les cellules cancéreuses : P = P1 +R.
• P1 : les cellules cancéreuses n’étant pas résistantes à la radiothérapie ;
• R : les cellules cancéreuses résistantes à la radiothérapie ;
• M : le facteur de décroissance de la densité de cellules cancéreuses.
Le système (7.1) permet de décrire l’évolution du modèle en dehors de la
phase de radiothérapie, puisque l’on a : P = P1 +R.
Le système (7.2) suivant permet de décrire l’évolution des deux types de
cellules cancéreuses si l’on est en phase de radiothérapie :8>>>>>>>><>>>>>>>>:
@tP1 +r · (#P1) =  MP1,
@tR +r · (#R) = 0,
@tM =  ↵(M M1 ⇥ 1traitement),
r · # =  MP,
M(t = 0) = M0 < 0.
(7.2)
7.1.1 Évolution des modèles selon les différentes phases
Les modèles (7.1) et (7.2) permettent de regrouper les trois phases d’évolu-
tion de la métastase que nous souhaitons étudier.
u Avant la radiothérapie
Avant le traitement, la tumeur est en phase de croissance, on considère
donc que le taux de décroissance initialeM(t = 0) est négatif. Selon que
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cette croissance est exponentielle ou non, le paramètre ↵ va être négatif
ou positif. Cela permet de retrouver toutes les évolutions pré-traitement
possibles.
u Pendant la radiothérapie
Comme on considère que la radiothérapie a un effet direct sur le facteur
de décroissanceM, on considère que le paramètre ↵ peut également être
modifié à cause de l’impact de la radiothérapie. Concrètement, cela im-
plique que le paramètre ↵ n’a pas obligatoirement la même valeur dans
la phase pré-radiothérapie et pendant la phase de radiothérapie.
Par ailleurs, on observe régulièrement un retard de la décroissance de la
tumeur par rapport au début du traitement.Il s’agit en effet, d’une des
motivations biologiques principales nous ayant poussés à étudier cette
pathologie. Un des enjeux de ce modèle est de réussir à reproduire ce
retard.
Pour cela, nous considérons un nouveau paramètreM1, qui correspond
à la valeur vers laquelle va tendre le facteur de décroissance. Ce para-
mètre sera positif, et en fonction de sa valeur, et du coefficient ↵, le fac-
teur de décroissance sera plus ou moins long à devenir positif. C’est-à-
dire que la métastase va mettre plus ou moins de temps avant de rentrer
dans sa phase de décroissance. C’est ce temps qui va correspondre au
temps de retard à la radiothérapie.
u Après la radiothérapie
Le modèle utilisé est le même que pendant la phase pré-traitement, mais
à la différence près que dès le début de cette phase, le taux de décrois-
sance est positif. Cela implique que M va décroitre jusqu’à 0. Il y a
donc toujours une décroissance de la tumeur, mais qui est beaucoup plus
faible que lors de la radiothérapie.
7.1.2 Les deux phases d’évolution post-traitement possibles :
la décroissance exponentielle et l’évolution plateau
Les différents cas cliniques montrent clairement deux évolutions possibles
lors de la phase post-traitement des tumeurs ORL. Le premier cas correspond
à une décroissance exponentielle, qui continue même après l’arrêt des rayons.
Biologiquement, cela correspond au fait que la radiothérapie a un effet sur la
tumeur même après son arrêt.
Le deuxième cas correspond à une évolution présentant un début de dé-
croissance après l’arrêt des rayons, mais qui ensuite s’arrête et suit un plateau
horizontal. La tumeur a alors une taille stationnaire.
Les deux types d’évolution post-radiothérapie sont représentés en figure 7.1.
La première évolution, de type exponentielle, correspond à une évolution
qui ne prend pas en compte une potentielle résistance des celluels cancéreuses









FIGURE 7.1 – Les deux types de décroissances après la radiothé-
rapie dans le cas de tumeurs ORL.
la même manière au traitement. Cela correspond donc au modèle du sys-
tème (7.1).
Pour modéliser la deuxième évolution possible, nous avons considéré que
dans ce cas, la tumeur ne réagit pas de façon homogène à la radiothérapie,
et présente une résistance à ce traitement. La majorité de la tumeur voit donc
l’ADNde ses cellules modifié demanière à ce qu’elles ne puissent plus faire que
quelques mitoses avant de mourir. En revanche, nous considérons que l’autre
partie de la tumeur, celle qui est résistante, devient incapable de se reproduire,
mais ne va pas mourir suite aux rayons. Il s’agit donc du système (7.2). Il s’agit
au final de considérer qu’un certain pourcentage ⌧ de la tumeur ne varie pas(
il s’agit des cellules résistantes : R = ⌧ ⇤ P ), alors que l’autre partie de la tu-
meur suit le modèle (7.1) d’évolution (il s’agit des cellules non résistantes au
traitement : P1 = (1  ⌧)P ).
7.2 Optimisation des paramètres
Cette phase d’optimisation est moins complexe que celle des deux parties
précédentes. En effet, dans le cas des tumeurs ORL, nous ne cherchons pas à
faire de la prédiction sur l’évolution de la taille de la tumeur. L’information
principale qui intéresse les médecins actuellement est simplement la suivante :
quel type de décroissance un patient en particulier va t-il suivre ?
Par ailleurs, toutes les méthodes que nous allons utilisées dans la suite ont
soit déjà été utilisées et décrites dans ce manuscrit, soit sont des méthodes très
classiques d’optimisation.
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Nous avons à nouveau choisi, dans cette partie, de réaliser l’optimisation
des paramètres sur le volume des tumeurs, et non pas sur la forme 3D. En effet,
comme dans la partie précédente, ceci permet des calculs beaucoup plus ra-
pides. Nous avons donc repris la méthode de la partie précédente, permettant
d’intégrer les équations dumodèle (7.1), afin d’obtenir une équation donnant le
volume en tout temps et dans chaque phase d’évolution. L’obtention des équa-
tions du volume ne fera par l’objet d’une description aussi précise que dans le
chapitre 6, étant donné que la méthode est exactement la même. Le lecteur est
alors libre de se référer à ce chapitre, si les explications fournies par la suite ne
lui semblent pas suffisantes.
Enfin, l’optimisation est réalisée pour chacun des deux modèles dans
chaque phase. Cependant, en dehors de la phase de radiothérapie, les deux
modèles sont confondus.
7.2.1 Phase de pré-traitement
Les modèles utilisés lors de la phase de pré-traitement sont les mêmes,
puisque l’on est pas encore dans la phase de radiothérapie :8>>>>><>>>>>:
@tP+r · (#P) =  MP,
@tM =  ↵M,
r · # =  MP,
M(t = 0) = M0 < 0.
(7.3)
À ce stade de la maladie, les deux modèles présentés précédemment sont
confondus. Il n’y a alors que deux paramètres à optimiser : ↵ etM0.
Dans cette phase de pré-radiothérapie et pour cette pathologie particulière,
nous disposons en moyenne de trois examens pour chaque patient. Le premier
correspond au début du suivi du patient, et le dernier est l’examen fait juste
avant le début de la radiothérapie. Pour optimiser nos deux paramètres, nous
avons décidé de simplement faire une méthode de gradient avec la fonction
coût F qui correspond à l’erreur entre les volumes du ganglion étudié sur les
images médicales, et les volumes calculés grâce à la formule (7.4).
Le système (7.3) permet d’intégrer l’équation sur M puis l’équation sur P,
ce qui permet d’obtenir le volume de la tumeur en fonction de V0, volume cor-
respondant au volume mesuré sur le premier examen au temps t = 0.
On obtient alors :




La fonction que nous cherchons à minimiser grâce à une méthode de gra-









• ti,0 : temps auxquels les examens sont réalisés ;
• V (ti,0) : le volume calculé au temps ti,0 grâce à la formule (7.4) ;
• Vi,0 : le volume mesuré lors de l’examen numéro i, réalisé au temps ti,0 ;
• N0 : nombre d’examens réalisés par le patient avant le début du traite-
ment ;
• T1 : temps auquel est réalisé l’examen du premier jour sous radiothéra-
pie. Cela correspond également au temps du dernier examen avant le
début de la radiothérapie, i.e. T1 = tN0,0 ;
• V1 : volume lors du dernier examen avant le début de la radiothérapie :
V1 = V (tN0,0).
h Initialisation du gradient
Afin d’initialiser le gradient avec des paramètres qui ne sont pas trop éloi-
gnés des valeurs recherchées, nous avons choisi d’utiliser une méthode simi-
laire à celle du chapitre 6. Nous en rappelons rapidement le principe.
1. On tire aléatoirement un volume V0 qui correspond au volume V0,0 mesuré
lors du premier examen du patient au temps t = 0, mais pris avec une
erreur pouvant aller jusqu’à ±5%.
2. Comme on est en phase de croissance de la tumeur, le volume limite Vlim,
correspondant au volume quand t ! 1, est forcément plus grand que le





On pose donc K = VlimV0 = e
 M0↵ , et comme Vlim > V1, on tire K aléatoire-


















M0 =  ↵ ln (K),
(7.6)
Cela permet d’obtenir une courbe de volume entre les temps t = 0 et
t = T1, i.e. entre le premier et le dernier examen avant le début de la ra-
diothérapie.
4. On réitère N fois le même procédé (ici N=1000), et on choisit la courbe de
volume passant au plus près de V1, avec V1 le volume mesuré lors du der-
nier examen avant la radiothérapie. On récupère ensuite les paramètres
de cette courbe qui forment les paramètres initiaux du gradient.
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h Amélioration du gradient
Afin d’améliorer la phase d’optimisation des paramètres, nous avons décidé
d’ajouter le paramètre V0 au gradient. Cela permet de prendre en compte l’er-
reur de segmentation lors de la mesure du volume du premier examen, mais ne
change rien quant à la méthode utilisée.
Nous obtenons alors, une nouvelle valeur pour V0, et une valeur pour les
deux paramètres du modèle : ↵ etM0.
7.2.2 Phase de traitement
Tout d’abord, on a supposé que le paramètre ↵ pouvait être différent entre
la phase de pré-traitement et la phase de traitement. En effet, l’effet de la radio-
thérapie peut avoir un impact direct sur ce paramètre. Ce paramètre est donc
désormais appelé : ↵2, afin de ne pas le confondre avec celui de la phase précé-
dente.
Pendant le traitement, le système décrivant l’évolution de la métastase est
alors le suivant : 8>><>>:
@tP+r · (#P) =  MP,
@tM =  ↵2(M M1),
r · # =  MP.
(7.7)
On utilise alors la même méthode d’intégration des équations pour obtenir
une expression du volume au cours du temps.
On a, pendant la phase de radiothérapie :
M(t) = M0e( ↵T1+↵2(T1 t)) +M1(1  eT1 t). (7.8)
Le volume de la tumeur pendant la phase de traitement dépend alors du
modèle d’évolution utilisé pour décrire la métastase.
• Dans le cas du modèle de décroissance exponentielle, toute la tumeur
réagit à la radiothérapie, donc on a :
V (t) = V (T1) ⇤ e
M0e( ↵+↵2)T1 (e ↵2T1 e ↵2t)
↵2
+M1(t T1)+M1eT1 (e t e T1 ). (7.9)
• Dans le cas du modèle avec résistance, seule une partie de la tumeur
réagit à la radiothérapie.On rappelle que l’on considère que cette partie
de la tumeur correspond à un certain pourcentage ⌧ du volume totale de
la tumeur au temps T1, temps avant le début de la radiothérapie.
On a donc :






Les paramètres à optimiser dans cette partie sont alors soit ↵2 etM1, si l’on
est dans le cas du modèle avec décroissance exponentielle, soit ↵2, M1 et ⌧ si
l’on est dans le cas du modèle avec résistance.
Enfin, la fonction que nous cherchons à minimiser grâce à une méthode de
gradient est la suivante :







• ti,1 : temps auxquels les examens sous radiothérapie sont réalisés ;
• V (ti,1) : le volume calculé au temps ti,1 grâce à la formule (7.9) ou (7.10) ;
• Vi,1 : le volume mesuré lors de l’examen sous radiothérapie numéro i,
réalisé au temps ti,1 ;
• Nr : nombre d’examens réalisés par le patient pendant le traitement et à
notre disposition ;
• TNr : temps auquel est réalisé le dernier examen sous radiothérapie dont
on dispose.
Dans les deux cas, on utilise à nouveau une méthode de gradient, en initia-
lisant les paramètres de la manière suivante :
• ↵2 = ↵ ;
• M1 = M(T1) ;
•
La méthode de gradient nous permet donc d’obtenir les paramètres optimi-
sés pour la phase de traitement par radiothérapie.
7.2.3 Phase post-traitement
Après le traitement, le modèle mathématique redevient le même qu’en (7.3),
à savoir : 8>><>>:
@tP+r · (#P) =  MP,
@tM =  ↵2M,
r · # =  MP.
(7.12)
La seule différence est la condition initiale sur la valeur initiale de M qui
dans le cas de l’évolution après radiothérapie est positive, puisqu’on prend la
valeur obtenue grâce au gradient réalisé sur les données de la phase de radio-
thérapie. De la mêmemanière, on garde le paramètre ↵2 obtenu précédemment.
On a alors à nouveau une équation donnant l’évolution du volume, ce qui
permet pour chaque patient ,de trouver dans quelle phase de décroissance nous
nous trouvons.
Il ne reste alors plus qu’à valider l’utilisation des deux modèles grâce à
l’étude clinique présentée dans le chapitre suivant.
Chapitre 8
Premières validations cliniques
Afin de tester les modèles d’évolutions proposés au chapitre précédent,
nous avons réalisé une étude sur les six cas cliniques dont nous disposons pour
le moment. Il est évident qu’au vu du faible nombre de cas testés, cela ne per-
met pas de valider les modèles, mais encourage fortement la réalisation d’une
véritable validation clinique. Ce chapitre est donc dédié dans une première par-
tie aux méthodes utilisées pour la mise en place de ces premiers tests, puis aux
résultats numériques obtenus.
8.1 Phase de traitement des images cliniques
La collaboration de l’équipe MONC avec l’Institut Bergonié, le centre régio-
nal de lutte contre le cancer de Bordeaux, a permis d’avoir accès à plusieurs cas
cliniques présentant des tumeurs ORL. Par ailleurs, la présence d’une interne
en radiothérapie en stage au sein de l’équipe MONC, Claudia Pouypoudat, a
largement facilité le traitement des images médicales. En effet, Claudia a pu sé-
lectionner dans la base de données de l’Institut Bergonié, des cas cliniques inté-
ressant pour la validation des modèles présentés dans le chapitre précédent. De
plus, pour chaque patient sélectionné, la phase de segmentation des tumeurs et
des métastases a été réalisée par elle-même et ceci pour chaque examen. Ceci a
permis de constituer une base de données en un temps très court.
La méthode de traitement des images cliniques afin d’obtenir les volumes
lors des différents examens est décrite dans la suite. Nous nous limitons à la
description d’un seul examen, mais la méthode est exactement la même dans
les autres cas.
8.1.1 Choix et contour d’un ganglion
La première chose à réaliser est le choix du ganglion que nous allons étudier
par la suite. Ce choix est entièrement fait par l’interne en radiothérapie. Une
fois le ganglion choisi, il faut le contourer sur chaque coupe de chaque examen,
comme sur la figure ci dessous.
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FIGURE 8.1 – Segmentation d’un ganglion ORL
8.1.2 Reconstruction numérique de la tumeur
Le logiciel Osirix permet, à partir de la segmentation de chaque coupe, d’ex-
traire un fichier DICOM ainsi qu’une liste de points au format xml. Une analyse
syntaxique permet de récupérer cette liste de points, ce qui par la suite, permet
une représentation 3D de ces points.
Il s’agit ensuite de faire une reconstitution de surface, comme sur la fi-
gure 8.3.
Enfin, grâce à la liste de points en xml, on connait l’espacement entre chaque
coupe. Il suffit alors d’interpoler les différentes coupes pour obtenir une recons-
titution 3D du ganglion.
À partir de cette image 3D du ganglion, il est facile d’en obtenir le volume.
En effet, à chaque voxel à l’intérieur du contour de la métastase est donnée la
valeur 1, alors que la valeur donnée aux voxels à l’extérieur du volume est 0.
Le volume est donc calculé en additionnant les valeurs de chaque voxel multi-
pliées par le volume du voxel en question. Ce volume est directement accessible
dans les propriétés de l’examen, puisque cela dépend de la résolution de la ma-
chine utilisée.
165
FIGURE 8.2 – Représentation 3D d’une liste de points au format
xml.
FIGURE 8.3 – Reconstitution des surfaces à partir de la liste de
points.
Lorsque cette étape est réalisée pour chaque examen, il est possible de re-
grouper ces informations dans un graphique donnant l’évolution du volume
d’un ganglion d’un patient au cours du temps, comme le montre la figure 8.5.
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FIGURE 8.5 – Évolution des volumes d’un ganglion avant, pen-
dant et après la radiothérapie.
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8.2 Simulations numériques et premiers résultats
Nous allons présenter dans la suite les courbes d’évolution des six cas dont
nous disposons.
Les figures suivantes représentent donc les deux types d’évolutions pos-
sibles pour chaque patient, à savoir le modèle classique et le modèle avec ré-
sistance. Dans chaque cas, les volumes des examens représentés par des croix
sont les volumes qui ont servi à l’optimisation des paramètres, alors que ceux
représentés par des ronds ne sont là que pour comparer l’évolution réelle à la
simulation numérique.
8.2.1 Cas clinique numéro 1
La comparaison des deux résultats de simulation grâce à la figure 8.7 ne
permet pas, pour le cas clinique numéro 1, de définir un modèle plus pertinent
que l’autre. En effet, les deux courbes sont similaires. Cependant, le modèle
de décroissance exponentielle semble être meilleur que l’autre sur la phase de
radiothérapie, alors qu’inversement, la modèle de décroissance plateau semble
être meilleur sur la phase post-radiothérapie.
Par ailleurs, la courbe de la figure 8.7b utilise un examen de plus pour la
calibration que la courbe du modèle de décroissance exponentielle (i.e. sans
résistance). En effet, sans ce point supplémentaire, la courbe du modèle de ré-
sistance n’était vraiment pas précise dans le fit de la phase de radiothérapie.
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FIGURE 8.6 – Examens médicaux du cas clinique numéro 1.
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: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(A) Modèle sans résistance (i.e. décroissance exponentielle).
: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(B) Modèle avec résistance (i.e. décroissance plateau)
FIGURE 8.7 – Cas clinique numéro 1.
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8.2.2 Cas clinique numéro 2
(A) Scanner sans
contour.
(B) CBCT sans contour.
(C) Scanner avec
contour.
(D) CBCT avec contour.
FIGURE 8.8 – Examens médicaux du cas clinique numéro 2.
De la même manière que dans le cas clinique numéro 1, en comparant les
deux simulations de la figure 8.9, on remarque que c’est le modèle sans ré-
sistance qui est meilleur. En effet, il permet une meilleure approximation des
examen en phase de radiothérapie et en phase post-radiothérapie malgré le fait
qu’il utilise un examen de moins dans la calibration.
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: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(A) Modèle sans résistance.
: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(B) Modèle avec résistance.
FIGURE 8.9 – Cas clinique numéro 2.
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8.2.3 Cas clinique numéro 3








FIGURE 8.10 – Examens médicaux du cas clinique numéro 3.
Ce cas clinique est particulier en raison de la phase pré-traitement qui est
chaotique. Cela peut s’expliquer par diverses raisons, mais les plus probables
sont : un problème clinique, une imagerie trop imprécise ne permettant pas une
segmentation précise. Ce cas clinique met donc en lumière la variabilité de la
segmentation et les problème que cela nous impose. De la même manière, cela
montre que lorsque les modalités d’imagerie ne sont pas forcément les mêmes,
le suivi des patients devient très vite imprécis.
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En revanche, malgré toutes ces difficultés, la simulation du modèle avec
résistance est meilleure car elle permet d’obtenir un plateau.
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: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(A) Modèle de décroissance exponentielle.
: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(B) Modèle de décroissance plateau
FIGURE 8.11 – Cas clinique numéro 3.
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8.2.4 Cas clinique numéro 4
(A) Scanner sans
contour.
(B) CBCT sans contour.
(C) Scanner avec
contour.
(D) CBCT avec contour
avant radiohtérapie
FIGURE 8.12 – Examens médicaux du cas clinique numéro 4.
Le cas clinique numéro 4 est également particulier car la tumeur reprend
une phase de croissance relativement rapidement après la radiothérapie. La fi-
gure 8.13 met en avant le fait que la simulation avec résistance est meilleure
que celle sans résistance, tant au niveau de la phase de radiothérapie, puisque
l’on arrive à reproduire le retard à la radiothérapie, qu’au niveau de la phase
post-radiothérapie. Dans la simulation sans résistance, on utilise un examen de
moins que dans l’autre simulation dans la phase de calibration des paramètres.
Il s’agit d’un choix volontaire, car lorsque l’on utilise ce point en question, la
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simulation sans résistance ne permet plus de reproduire le léger retard à la ra-
diothérapie visible en 8.13a, mais cela n’améliore pas non plus les résultat de la
phase post-radiothérapie.
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: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(A) Modèle de décroissance exponentielle.
: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(B) Modèle de décroissance plateau
FIGURE 8.13 – Cas clinique numéro 4.
178








(D) CBCT avec contour
FIGURE 8.14 – Examens médicaux du cas clinique numéro 5.
Les simulations du cas clinique numéro 5 ne permet pas de distinguer si l’un
des modèles est meilleur que l’autre. En fait, les deux simulations sont toutes
les deux très proches de la réalité clinique.
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: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(A) Modèle de décroissance exponentielle.
: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(B) Modèle de décroissance plateau
FIGURE 8.15 – Cas clinique numéro 5.
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8.2.6 Cas clinique numéro 6
(A) Scanner sans contour (B) CBCT sans contour.
(C) Scanner avec contour (D) CBCT avec
contour
FIGURE 8.16 – Examens médicaux du cas clinique numéro 6.
Pour ce dernier cas clinique, c’est le modèle avec résistance qui correspond
le mieux au données cliniques. Cependant, il est important de remarquer dans
ce cas, que l’on utilise dans la phase de calibration, les deux premiers examens
de la phase post-radiothérapie. ceci s’explique par le nombre assez faible d’exa-
mens disponible pendant la phase de radiothérapie de ce patient.
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: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(A) Modèle de décroissance exponentielle.
: phase de radiothérapie
: examens utilisés pour la 
   calibration
: examens servant à la 
  comparaison
(B) Modèle de décroissance plateau
FIGURE 8.17 – Cas clinique numéro 6.
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Les premiers résultats obtenus sur les six cas cliniques permettent de com-
parer les deux modèles que nous avons testés. Sur certains cas, le modèle clas-
sique permet de mieux reproduire la courbe de volume, alors que dans d’autres
cas, c’est le modèle avec résistance qui assure une meilleure calibration des pa-
ramètres.
Cependant, comme le montre la figure 8.13, certains cas cliniques ne sont
reproductibles par aucun des deux modèles proposés précédemment.
En revanche, dans chacun des autres cas cliniques, un des deux modèles
permet une meilleure prédiction du volume. Il semble donc intéressant de se
demander si l’on peut voir apparaître des particularités sur les cas cliniques
reproductibles par l’un ou par l’autre des modèles. En particulier, la première
idée est de se demander si les cas que l’on peut reproduire grâce au modèle
avec résistance sont ceux présentant une rechute de la tumeur par la suite. Sur
les trois cas, deux ont effectivement une reprise de croissance.
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Conclusion de la partie III
L’étude clinique réalisée dans cette partie a permis de mettre en avant le fait
que le modèle utilisé permet de reproduire le type d’évolution que va suivre la
tumeur. Il est certes à noter que nous n’avons pas réussi à faire unmodèle réelle-
ment prédictif pour cette pathologie. Cependant, le fait de pouvoir séparer les
différents cas en deux types d’évolutions, permettra au médecin d’avoir une
idée de cette évolution, et donc, de prévoir de manière plus adaptée le suivi du
patient.
La première idée que nous avons eu pour expliquer cette différence d’évo-
lution était la suivante : comme dans le cas de l’évolution dite plateau, on
considère que certaines cellules cancéreuses ne sont pas autant touchées que
les autres par la radiothérapie, nous nous sommes demandés si les patients qui
avaient ce type d’évolution était ceux qui avait une reprise de croissance de
leurs métastases. L’étude faite sur nos six patients n’a pas été concluante.
Cependant, cette étude a permis de mettre en avant les avantages et les in-
convénients de chaque modèle. Nous les présentons dans le tableau ci-dessous.
Modèle sans résistance Modèle avec résistance
Phase de pré-
traitement 8>>>>><>>>>>:
@tP+r · (#P) =  MP,
@tM =  ↵M,
r · # =  MP,
M(t = 0) = M0 < 0.
8>>>>><>>>>>:
@tP+r · (#P) =  MP,
@tM =  ↵M,
r · # =  MP,
M(t = 0) = M0 < 0.
Phase de traite-
ment 8>><>>:
@tP+r · (#P) =  MP,
@tM =  ↵2(M M1),
r · # =  MP.
8>>>>>>>><>>>>>>>>:
@tP1 +r · (#P1) =  MP1,
@tR +r · (#R) = 0,
@tM =  ↵(M M1),
r · # =  MP,
P1 +R = P.
Phase post-
traitement 8>><>>:
@tP+r · (#P) =  MP,
@tM =  ↵M,
r · # =  MP.
8>><>>:
@tP+r · (#P) =  MP,
@tM =  ↵M,
r · # =  MP.
Avantage Décrit bien la phase de
traitement.
Décrit bien la phase de post-
traitement.
Inconvénient La phase de post-
traitement est souvent
très mal décrite.
Il faut introduire un para-
mètre supplémentaire.
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Cependant, les six cas cliniques que nous avons étudié sont des cas diffi-
ciles car en radiothérapie de nombreux examens sont des CBCT, qui sont très
imprécis. Cette imprécision, ajoutée à une pathologie où les tumeurs sont très
infiltrantes impliquent de grandes difficultés pour la phase de segmentation.
De plus, les tumeurs ORL sont très mobiles d’une fois sur l’autre car il s’agit
d’une zone du corps complexe, ce qui rajoute une difficulté supplémentaire.
Il apparaît donc qu’il est évident d’augmenter le nombre de cas cliniques à
notre disposition afin de continuer à explorer les pistes que nous avons. Une des
idées qui semble intéressante à suivre, est d’incorporer la texture de la tumeur
dans nos données. Il peut également être utile de faire du machine learning
pour voir apparaitre certaines caractéristiques plus complexes liant le retard à
la radiothérapie et le type d’évolution. Cependant, pour cela, nous avons besoin
de beaucoup de cas cliniques. A cet effet, nous sommes en train d’étendre la
liste des hôpitaux avec lesquels nous collaborons.
Cette partie est donc le début d’une étude qui permettra à long terme, de
mettre en évidence des particularités d’évolution des tumeurs ORL. De nom-
breuses pistes n’ont pas été explorées, mais la validité des modèles utilisés a
permis d’amorcer une future étude clinique de plus grande ampleur.
Chapitre 9
Conclusion et perspectives
Le cancer étant une des premières causes de décès en france, la modélisation
mathématique sur ce sujet est très développée, mais rarement en vue d’appli-
cations cliniques concrètes. Dans cette thèse, nous avons simplement essayé de
répondre à quelques questions particulières permettant d’améliorer la modéli-
sation de cette pathologie et d’adapter les modèles à chaque patient. L’objectif
final a toujours été de participer à l’aide que les mathématiciens pourront ap-
porter aux médecins en leur fournissant des outils numériques d’aide au diag-
nostic.
Le but de cette thèse était d’étudier la réponse des tumeurs aux traitements
pour différentes pathologies. Afin de valider nos travaux, nous avons toujours
cherché à utiliser les images cliniques obtenus par les médecins. Il a donc fallu
que nous nous adaptions aux données cliniques disponibles. La logique d’évo-
lution de cemanuscrit est donc plus basée sur une logiquemédicale que sur une
logique mathématique. La grande difficultée a alors été de concilier les attentes
des médecins aux exigences de la rigueur mathématique.
Les outils développés dans cette thèse ainsi que les résultats obtenus ont
amenés de nouvelles questions et de nouvelles perspectives. Nous les présen-
tons dans les conclusions de chaque partie avant de terminer sur une conclusion
générale.
Conclusions et perspectives par partie
PARTIE I
Conclusion
La modélisation de l’évolutuion tumorale grâce au modèle EDO a montré
que pour l’étude de différents critères permettant le suivi des tumeurs, l’inté-
gration d’une dimension spatiale était indispensable.
Par la suite, la comparaison des différents critères proposés dans cette par-
tie a mis en lumière les défauts du critères RECIST actuellement largement uti-
lisé, mais à également permis de montrer que le changement de critère par les
médecins ne pourra être envisagé que lorsqu’ils se verront proposer un outil
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d’obtention de ce nouveau critère. De plus, il est apparu que l’étude des diffé-
rents critères pouvait également servir à mieux gérer les doses de traitements
administrées aux patients.
Perspectives
Les critères que nous avons choisi d’utiliser pour la comparaison sont des
critères relativement simples. Il peut être intéressant d’en étudier d’autres, qui
cette fois ne feront pas juste intervenir la forme ou la masse de la tumeur. La




L’intégration de l’imagerie fonctionnelle dans la modélisation de la réponse
à la radiothérapie dans le cas du cancer du colon a permis de créer un modéle
mathématique très proche de la réalité au niveau de la biologie et prenant en
compte toutes les données de l’imagerie médicale. Cependant, la complexité
du modèle proposé a empéché la phase de personnalisation à chaque patient.
En effet, l’optimisation des paramètres par la méthode BFGS n’a pas abouti. En
simplifiant ce modèle et en s’adaptant aux différentes contraintes de la patholo-
gie étudiée dans cette partie, nous avons réussi à mettre en place une méthode
permettant d’optimiser le nouveau modèle à chaque patient. Les cas cliniques
que nous avons testés sont très encourageants.
Perspectives
Il serait intéressant de réaliser une véritable étude clinique afin de valider
la méthode utilisée pour prédire l’évolution d’une tumeur du colon lors de la
phase de radiothérapie.
PARTIE III
Conclusion Les résultats obtenus lors de la simulation numérique de l’évo-
lution de métastases ORL ont permis de mettre en évidence deux faits. D’un
coté, nous avons vu qu’il était indispensable de séparer notre modèle en deux
afin de pouvoir s’adapter à la phase de décroissance de la tumeur. Les deux
modèles permettent en effet de reproduire toutes les évolutions.
Perspectives
La prédiction de l’évolution de la tumeur dans la cas des cancer ORL ne
peut se faire qu’en sachant lequel des deux modèles utiliser. Or nous n’avons
pas réussi à trouver un critère simple permettant d’évaluer le type d’évolution
que suivra la tumeur. Il serait donc intéressant d’augmenter le nombre de cas
clinique à étudier afin de réaliser une étude de machine learning sur cette pa-
thologie. Celle-ci serait utile pour voir apparaître des critères de choix du mo-




De nouveaux outils d’optimisation des paramètres s’appuyant sur diffé-
rentes théories mathématiques ont donc été développés dans cette thèse.
La plus grande diffuculté rencontrée provient de l’interdisciplinarité de
ce projet. La problématique initiale, purement médicale, est traité en utilisant
des théories mathématiques diverses et variées. En effet, les modèles dévelop-
pés, très pertinents au niveau de la biologie, ont dû être simplifiés pour rentrer
dans le champ d’action des théories mathématiques utilisées, sans pour autant
perdre leurs qualités descriptives du phénomène décrit.
Il a donc fallu à chaque instant trouver un équilibre entre la complexité des
phénomènes modélisés et la richesse des données cliniques.
De plus, des connaissances dans les deux domaines, mathématique et mé-
decine, ont été nécessaire afin de pallier les difficultés rencontrées. Pour cela,
la collaboration étroite avec l’Institut de Bergonié de Bordeaux, et le CHU de
Bordeaux est un atout majeur dans le développement et la continuité de ces
travaux. La médiation entre ces deux disciplines et les objectifs médicaux
auxquels nous avons été confrontés ont permis d’apporter un sens concret
aux mathématiques théoriques utilisées.
Cette thèse aura donc permis de développer de nouveaux outils mathéma-
tiques et de proposer de nouvelles techniques d’optimisation, qui je l’espère,
pourront être proposées un jour dans les outils numériques d’aide aux diagno-




Soit f une fonction que l’on cherche à minimiser. On admet que f est suffi-
semment régulière pour que la hessienne existe.
La méthode la plus connue pour minimiser cette fonction est la méthode de
Newton. Cependant, cette méthode nécessite de calculer la matrice Jacobienne
de la fonction f à chaque itération. Dans la cas où ce calcul est coûteux, les
méthodes de quasi-newton permettent de remplacer le calcul exact de la Jaco-
bienne par une mise à jour de celle-ci.
La méthode BFGS, inventé indépendemment par Broyden, Fletcher, Gold-
farb et Shanno à la fin des années 1960, est une de ces méthodes.
L’idée principale de la méthode BFGS est de reprendre l’algorithme deNew-
ton en remplaçant les itérations par :
xk+1 = xk   skH 1k rf(xk), (A.1)
avec
• Hk : approximation de la hessienne : H[f ](xk).
• sk : pas calculé par une recherche linéaire de Wolfe.
Dans une premier temps, nous allons décrire de manière précise l’algo-
rithme BFGS puis nous montrerons en quoi l’utilisation des critères de Wolfe
pour calculer le pas optimal de descente est indispensable dans le cas de cette
méthode.
A.1 Algorithme de la méthode BFGS
Soit f une fonction de Rn vers R de classe Ck. Soit B0 une matrice approchée
de la hessienne au point x0.
L’algorithme BFGS, au rang k, est alors le suivant :
1. Trouver pk la direction de descente en résolvant :
Bkpk =  rf(xk).
2. Utiliser les critères de wolfe pour faire une recherche linéaire du pas opti-
mal ↵k dans la direction de descente pk.
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3. Définir le nouveau point xk :
xk+1 = xk + ↵kpk = xk + sk.
4. Mettre à jour l’apporximation de la hesienne :








avec yk = rf(xk+1) rf(xk).
Dans la plupart des cas, on prend B0 = I , ce qui correspond à avoir la pre-
mière itération de cet algorithme équivalente à l’algorithme de gradient.
La méthode BFGS assure que l’approximation de la hessienne est symé-
trique. Cependant, pour s’assurer que pk soit une direction de descente, il faut
que Bk soit définie positive. C’est le fait d’utiliser les critères de Wolfe dans la
recherche du pas optimal qui nous assure cela. Nous faisons donc une rapide
desciption de crières de Wolfe afin de montrer l’utilité de cette méthode dans
l’algorithme BFGS.
A.2 Recherche du pas optimal par les critères de
Wolfe
Sous les mêmes notations que la partie précédente, on dit qu’un pas ↵k sa-
tisfait les critères de Wolfe si les deux inégalités suivantes sont vérifiées :
f(xk + ↵kpk) 6 f(xk) + ✏1↵kpkrf(xk)T (1)
rf(xk + ↵kpk)T > ✏2rf(xk)Tpk, (2)
avec ✏1 et ✏2 deux constantes choisies telles que : 0 < ✏1 < ✏2 < 1.
Dans la pratique, on prend souvent ✏1 = 10 4 et ✏2 = 0.99.
La première condition correspond à la condition dite d’Armijo. Cette condi-
tion impose à la fonction f de décroitre au moins autant que ce que ferrait son
modèle linéaire. Il y a tout un intervalle de pas ↵k vérifiant cette condition.
La deuxième condition est appelé conditon de wolfe et permet d’éviter les
pas trop petits. En effet, si l’on note ↵⇤ le pas optimal à faire en x dans la direc-
tion p, on a :
rf(x)Td < 0 et rf(x+ ↵⇤d)Td = 0.
La dérvée de la fonction : ↵ 7! f(x+↵d) augmente donc par rapport à sa va-
leur négative initiale. Afin d’assurer un pas suffisemment grand, on demande
donc à la dérivée directionnelle d’augmenter suffisemment.
Ces conditions sont représentés visuellement sur le schéma A.1, en prenant
une fonction   définit sur R avec xk = 0 et un pas s.
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Condition d’Armijo
Condition de Wolfe Condition de Wolfe
FIGURE A.1 – Représentation des critères de Wolfe. Source : [66].
La validité des conditions de wolfe assure que si la fonction : ↵ 7! f(xk +
↵dk) est dérivable et bornée inférieurement alors il existe un pas ↵k vérifiant ces
conditons.
On peut alors décrire l’algorithme utilisé pour trouver le pas de wolfe. Pour
cela, on prend une fonction f de classe C1, x 2 Rn un point, d la direction de
descente de f en x, ↵0 une première approximation du pas recherché, et ✏1 et ✏2
pris selon les conditions de wolfe.
1. on pose k = 0, ↵  = 0 et ↵+ =1 .
2. Tant que ↵k ne vérifie pas les deux conditions de Wolfe, faire :
(a) si ↵k ne vérifie pas la première condition de Wolfe, alors le pas est
trop long et :




(b) si ↵k ne vérifie pas la deuxième condition de Wolfe, alors le pas est
trop court et :
↵  = ↵k et ↵k+1 =
8><>:
↵ +↵+
2 si ↵+ <1
2↵k sinon
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