Non Parametric Hidden Markov Models with Finite State Space: Posterior
  Concentration Rates by Vernet, Elodie
Non Parametric Hidden Markov Models with Finite
State Space: Posterior Concentration Rates
Elodie Vernet
Laboratoire de Mathe´matiques d’Orsay,
Univ. Paris-Sud, CNRS, Universite´ Paris-Saclay,
91405 Orsay, France
elodie.vernet@math.u-psud.fr
January 16, 2018
Abstract
The use of non parametric hidden Markov models with finite state space is
flourishing in practice while few theoretical guarantees are known in this frame-
work. Here, we study asymptotic guarantees for these models in the Bayesian
framework. We obtain posterior concentration rates with respect to the L1-norm
on joint marginal densities of consecutive observations in a general theorem. We
apply this theorem to two cases and obtain minimax concentration rates. We con-
sider discrete observations with emission distributions distributed from a Dirichlet
process and continuous observations with emission distributions distributed from
Dirichlet process mixtures of Gaussian distributions.
Contents
1 Introduction 2
2 Bayesian hidden Markov models and notations 3
3 General Theorem 6
3.1 Assumptions and main theorem . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2 Proof of Theorem 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4 Applications 10
4.1 Discrete observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.2 Dirichlet process mixtures of Gaussian distributions–Adaptivity to Ho¨lder
function classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Appendices 14
A Proof of Lemma 3.2 : control of the Kullback Leibler divergence between
θ∗ and θ 14
B Proof of Lemma 3.3 with technical lemmas: control of V arθ
∗
(Lθ
∗
n − Lθn) 17
B.1 Proof of Lemma 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
B.2 Lemma B.1: control of Eθ∗ (Z2t ) . . . . . . . . . . . . . . . . . . . . . . . . 18
B.3 Lemma B.3: control of Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2) . . . . . . . . . . . 22
1
ar
X
iv
:1
51
1.
08
62
4v
1 
 [m
ath
.ST
]  
27
 N
ov
 20
15
C Proof of Theorem 4.1 (discrete observations) 25
D Proof of Theorem 4.3 (Dirichlet process mixtures of Gaussian distribu-
tions) 31
1 Introduction
Hidden Markov models (HMMs) are stochastic processes much used in practice in fields as
diverse as genomics, speech recognition, econometrics or climate. A hidden Markov chain
is a sequence (Xt, Yt)t∈N where the sequence (Xt)t∈N is a non observed Markov chain and
the sequence of observations (Yt)t∈N is a noisy version of the chain (Xt)t∈N. In this paper
we consider the case where the state space of the underlying Markov chain is finite. In this
situation, HMMs are often employed to classify dependent data with respect to the hidden
states Xt, t ∈ N. Their popularity is due to their tractability. Since their introduction
in [Baum and Petrie, 1966], many algorithms have been developed to infer these models.
The books [Cappe´ et al., 2005], [MacDonald and Zucchini, 1997] and [MacDonald and
Zucchini, 2009] give an overview of this family of models.
Parametric HMMs suffer from a lack of robustness so that non parametric HMMs are
used more and more in applications. Indeed two constraints weaken parametric HMMs:
the necessary assumption of a bound on the number of states of the Markov chain and
the limitations of the parametric modeling of emission distributions (the distributions
of an observation Yt given the hidden states Xt). To deal with these issues, HMMs
with an infinite countable number of states for the Markov chain are applied in [Beal
and Krishnamurthy, 2012] to gene expression time course clustering, [Jochmann, 2015]
to U.S. inflation dynamics and in [Fox et al., 2009] to segmentation of visual motion
capture data. To handle speaker diarization, [Fox et al., 2011] proposes a model where
the number of states of the Markov chain is not bounded and the emission distributions
are not restricted to live in a parametric family. HMMs, where the number of states is
known but the emission distributions set is not assumed to be parametric, are used in
[Langrock et al., 2015] for whales dive modeling, [Yau et al., 2011] for genetic copy number
variants, [Whiting et al., 2003] for climate state identification, [Lefe`vre, 2003] for speech
recognition, [Gassiat et al., 2015] for gene expression identification, see also the references
herein. This last framework, namely HMMs where the number of states of the Markov
chain is known and emission distributions may live in infinite-dimensional sets is the one
we consider in this paper.
The use of non parametric HMMs is flourishing in practice while few theoretical prop-
erties are known. Many theoretical results exist for parametric HMMs particularly for the
maximum likelihood estimator, see Cappe´ et al. [2005] and references herein for instance,
see also [de Gunst and Shcherbakova, 2008] for a Bernstein von Mises property of the
posterior. In the non parametric framework, there exist few theoretical guarantees of
the asymptotic behavior of estimators or posterior since identifiability for general HMMs
with finite state space was still an issue until recently. General identifiability is proved
in [Gassiat et al., 2015] when the number of states of the Markov chain is known and in
[Alexandrovich and Holzmann, 2014] when this number is unknown. [Gassiat et al., 2015]
proves that under mild assumptions, the knowledge of the marginal joint density of at
least three consecutive observations (Yt, Yt+1, Yt+2) gives the parameters of the HMM up
to label switching (i.e. the transition matrix of the Markov chain and the emission dis-
tributions). Here, we are interested in obtaining asymptotics in the Bayesian framework
for the marginal joint density of consecutive observations.
In the Bayesian non parametric setting, asymptotic analysis typically takes the follow-
ing two forms: posterior consistency and posterior concentration rates. The posterior is
said to be consistent at a parameter θ∗ if it concentrates its mass around θ∗, when the ob-
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servations come from θ∗ and the number of observations increases. Posterior consistency
is related to the merging of posteriors distributions associated to two priors, see [Diaconis
and Freedman, 1986]. In a non parametric setup, where it is not feasible to construct a
fully subjective prior (on an infinite dimensional space), it is a minimal requirement, see
[Ghosh and Ramamoorthi, 2003]. To go further on, one can study the rate at which this
concentration occurs. Obtaining a minimax posterior concentration rates is a criterion of
optimality. In particular, minimax concentration rates lead to minimax Bayesian estima-
tors [Ghosal et al., 2000] and to minimax size of credible regions [Hoffmann et al., 2013].
The concentration rate analysis also allows a better understanding of the impact of the
prior, see [Rousseau, 2015] for a discussion.
In Bayesian HMMs where the number of states of the Markov chain is known, [Vernet
et al., 2015] provides assumptions leading to posterior consistency for the L1-norm of the
marginal density of consecutive observations. Here, we pursue the study of the asymptotic
behavior of the posterior distribution in this framework and with the same topology.
Namely, we study posterior concentration rates for non parametric HMMs with respect
to the L1-norm of the marginal joint density of consecutive observations. We first give a
general theorem relating the posterior concentration rate to the prior and the true model
(Theorem 3.1). Then we apply the theorem to different setups, where we obtain minimax
rates (Section 4). To the best of our knowledge, these are the first results on posterior
concentration rates in non parametric HMMs.
Let us mention the few other asymptotic results we know in the framework of non
parametric HMMs. In the non parametric frequentist framework with a finite and known
number of states, [De Castro et al., 2015b] offers an oracle inequality for a penalized
least-squares estimator of the emission distributions. In the framework of HMMs with an
unknown number of states and emission distributions living in a finite-dimensional set,
posterior concentration rates are studied in [Gassiat and Rousseau, 2014]. [Gassiat and
Rousseau, 2013] proposes asymptotics for the particular case of translated HMMs with
finite state space. Finally, convergence with respect to smoothing distributions is studied
in [De Castro et al., 2015a].
The paper is organized as follows. In Section 2, we precise the studied model and
the notations. In Section 3, we state general assumptions under which the posterior
concentration rate is derived (Theorem 3.1). We have chosen to define a set of assumptions
as close as possible to those typically obtained in density estimation for i.i.d. models, see
[Ghosal et al., 2000]. The proof of this theorem is given in Section 3.2. All the other
proofs are postponed in the appendices. Theorem 3.1 is applied in Section 4 in two cases.
In Section 4.1, the observations are assumed to be discrete and the prior on emission
distributions is based on a Dirichlet process. We obtain a minimax rate which is 1/
√
n
up to a power of log n in Corollary 4.2. In Section 4.2, the observations are assumed to be
continuous and the emission distributions follow independently Dirichlet process mixtures
of Gaussian distribution. Minimax rates of concentration are obtained for Ho¨lder-type
functional classes, see Corollary 4.4.
2 Bayesian hidden Markov models and notations
We consider observations coming from homogeneous hidden Markov models with finite
state space. Hidden Markov chains are discrete time stochastic processes (Xt, Yt)t∈N sat-
isfying the following properties. The sequence (Xt)t∈N is a Markov chain. Conditionally
on the hidden chain (Xt)t∈N, the observations Yt are independent with Yt only depending
on Xt. The states (Xt)t∈N are latent, they are called the hidden states. The statistician
observes the sequence (Yt)t≤n where n is an integer. Throughout the paper, for any integer
n, an n-uple (y1, . . . , yn) is denoted y1:n.
We first introduce the notations concerning the Markov chain (Xt)t∈N. For all t ∈ N, Xt
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belongs to {1, . . . , k}, where k is assumed to be known in this paper. A transition matrix
Q and an initial probability distribution µ describe the distribution of the underlying
Markov chain
X1 ∼
∑
1≤i≤k
µiδi, Xt|(Xt−1 = i) ∼
∑
1≤j≤k
Qi,jδj
where δi denotes the Dirac measure at i. The set of all initial probability distributions
is the k − 1-simplex ∆k = {x ∈ [0, 1]k :
∑
1≤i≤k xi = 1}. We denote ∆kk the set of all
transition matrices such that each row of the matrix is an element of ∆k. In the following
we need ∆k(q) = {µ ∈ ∆k : µi ≥ q ∀i} and ∆kk(q) = {Q ∈ ∆kk : Qi,j ≥ q ∀i, j} , for
q ∈ (0, 1). When Q is in ∆kk(q), with q ∈ (0, 1), then the uniform mixing coefficients,
defined in [Rio, 2000], associated to the corresponding Markov chain are bounded by
φ(m) ≤ (1 − q)m, moreover the corresponding Markov chain is irreducible and positive
recurrent.
The observations Yt are assumed to live in Rd which is endowed with its Borel sigma
field. The distribution of Yt is assumed to be absolutely continuous with respect to some
measure λ on Rd. Conditionally on (Xt)t∈N, Yt is distributed from a distribution fXtλ
depending on the state Xt:
Yt|(Xs)s∈N ∼ Yt|Xt ∼ fXtλ.
The distributions fiλ, 1 ≤ i ≤ k are called the emission distributions. The set of proba-
bility density functions with respect to λ is denoted F . The vector f = (f1, . . . , fk) ∈ Fk
is formed with the k emission density functions.
Then the model is completely described by the parameters µ and θ = (Q, f) where
µ ∈ ∆k and θ = (Q, f) ∈ ∆kk ×Fk =: Θ. The model can be visualized in Figure 1.
µ
X X X X
YY Y Y
fX fX fX fX
Figure 1: The model
Let P µ,θ be the probability distribution of the process (Xt, Yt)t∈N under (µ, θ). Then
for any θ ∈ Θ, initial probability µ, and measurable set A of {1, . . . , k}` × (Rd)`, note
that:
P µ,θ((X1:`, Y1:`) ∈ A) =
∫ k∑
x1,...,x`=1
1(x1,...,x`,y1,...,y`)∈A µx1Qx1,x2 . . . Qx`−1,x`
fx1(y1) . . . fx`(y`)λ(dy1) . . . λ(dy`).
Note that when Q is in ∆kk(q), with q positive, there exists a unique stationary initial
distribution µQ associated with Q. When µ is not specified, the stationary distribution
associated with the transition matrix Q is considered in the place of µ. In other words, we
define P (Q,f) := P µ
Q,(Q,f). The joint distribution of ` consecutive observations ((Y1, . . . Y`)
for instance) under the stationary process associated with θ is denoted P θ` . Let p
θ
` denote
the density of P θ` with respect to λ
⊗`. Then,
pθ`(y1, . . . , y`) =
k∑
x1,...,x`=1
µx1Qx1,x2 . . . Qx`−1,x`fx1(y1) . . . fx`(y`), λ
⊗` a.s..
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The log-likelihood for a sequence of observations Y1:` under a parameter θ is denoted
Lθ` := log
(
pθ`(Y1, . . . , Y`)
)
.
The dependency of Lθ` with Y1:` is implicit and can be deduced from the context.
Working in the Bayesian framework, we put a prior Π on the set of parameters Θ.
We choose a product probability measure Π = ΠQ ⊗ Π(k)f where ΠQ is a probability
distribution on ∆kk and Π
(k)
f is a probability distribution on Fk. To a realization θ from Π,
we implicitly associate a stationary initial distribution µQ. In other words, we generalize
Π to a distribution on ∆k×Θ such that under Π and conditionally on θ = (Q, f), µ = µQ.
Then using the Bayes’ theorem, the posterior is expressed by
Π(θ ∈ A|Y1:n) =
∫
A
pθn(Y1:n)Π(dθ)∫
Θ
pθn(Y1:n)Π(dθ)
.
We are interested in the asymptotic behaviour of the posterior that is to say when the
number n of observations Y1:n tends to infinity. For this purpose, we take a frequentist
point of view, assuming that the observations come from the true parameters µ∗ and
θ∗ = (Q∗, f ∗). We suppose that the true initial distribution µ∗ is stationary. We also
assume that there exists q∗ > 0 such that
Q∗ ∈ ∆kk(q∗). (1)
[Vernet et al., 2015] shows posterior consistency at θ∗ under general assumptions. In
this paper, we consider posterior concentration rates at θ∗. Recall that the posterior is
said to concentrate at rate n, a sequence decreasing to 0, for the loss D(·, ·) if there exists
a constant M > 0 such that
Π(θ : D(θ, θ∗) ≥Mn|Y1:n) = oP θ∗ (1),
where Z = oP θ∗ (1) means that Z converges in probability to 0. We choose to study the
concentration of the posterior from the density estimation point of view. We compare two
parameters θ and θ˜ by computing the L1-distance between the joint densities p
θ
` and p
θ˜
` .
For two distributions P1 and P2, let p1 and p2 be their respective densities with respect
to a dominated measure ν. The L1-metric is defined by
‖p1 − p2‖L1(ν) =
∫
|p1 − p2|ν
and let
KL(p1, p2) =
∫
p1 log
(
p1
p2
)
ν
be the Kullback-Leibler divergence between p1 and p2. For an integer ` ≥ 1, we use the
pseudo-distance D` on Θ defined by
D`(θ, θ˜) = ‖pθ` − pθ˜`‖L1(λ⊗l).
We study the posterior rate of concentration with respect to this pseudo-distance D`. On
Fk, we use the distance d(·, ·) such that for all (f, f˜) ∈ (Fk)2
d(f, f˜) = max
1≤i≤k
‖fi − f˜i‖L1(λ),
on Rd, d ≥ 2, we use the supremum norm ‖·‖. For a positive real , a pseudo distance
D defined on a set A, let N(, A,D) be the covering number that is to say the minimum
number of balls of radius  (in the pseudo-distance D) needed to cover A. Throughout
the paper the notation . means less or equal up to a multiplicative constant which is not
important in the context.
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3 General Theorem
3.1 Assumptions and main theorem
In this section, we state the general Theorem 3.1 which gives posterior concentration
rates with respect to the D` pseudo-metric. As in [Ghosal et al., 2000] for instance, we
propose a set of conditions which relates the rate n/qn to the prior and the true model.
We apply this theorem to the case of discrete observations in Section 4.1 and to the
case of continuous observations in Section 4.2 where minimax rates are achieved. Now,
we enumerate the assumptions of Theorem 3.1. Assumptions (A) and (B) concern the
prior on the emission distributions Π
(k)
f and the vector of the true emission distributions
f ∗. Assumptions (C) and (D) involve the prior on transition matrices ΠQ and the true
transition matrix Q∗.
For a given sequence n > 0 tending to 0, we introduce a sequence ˜n such that ˜n ≤ n
and the sequence un of positive numbers such that
(i) un = 1, for all n ∈ N; if ˜n & n−s, for some s < 1/2,
(ii) un = (log(n))
3/2, for all n ∈ N; otherwise.
(2)
We consider the following assumptions
(A) there exist a positive constant Cf and a sequence Bn of subsets of Fk such that
Π
(k)
f (Bn) & exp(−Cfn˜2n)
and such that for all f ∈ Bn,∫
f ∗i (y) log
2
(
f ∗j (y)
fj(y)
)
λ(dy) ≤ ˜
2
n
un
, for all 1 ≤ i, j ≤ k, (A.1)
there exist a set S ⊂ Y and functions f˜1, . . . f˜k satisfying∫
S
|f ∗j (y)− fj(y)|2
f ∗j (y)
λ(dy) ≤ ˜
2
n
un
, for all 1 ≤ j ≤ k, (A.2)
∫
Sc
f˜j(y)λ(dy) ≤ ˜2n, for all 1 ≤ j ≤ k, (A.3)∫
Sc
f ∗j (y)λ(dy) ≤
˜2n
un
, for all 1 ≤ j ≤ k, (A.4)
∫
S
f ∗i (y) max
1≤j≤k
log
(
f˜j(y)
fj(y)
)
λ(dy) ≤ ˜2n, for all 1 ≤ i ≤ k, (A.5)
∫
S
|f ∗j (y)− f˜j(y)|2
f˜j(y)
λ(dy) ≤ ˜2n. for all 1 ≤ j ≤ k, (A.6)
(B) there exist positive constants C and C ′ and a sequence (Fn)n≥1 of subsets of Fk such
that
Π
(k)
f (F cn) = o(exp(−Cn˜2n))
and
N
( n
12
,Fn, d
)
. exp
(
C ′n2n
)
,
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(C) there exists a positive constant CQ such that CQ + Cf + CK < C with CK = 4 +
log
(
2k/q∗
)
+ 104k2/q∗5,
ΠQ
({
Q : ‖Q−Q∗‖ ≤ ˜n√
un
})
& exp(−CQn˜2n),
(D) there exists a sequence q
n
of (0, 1/k] such that
ΠQ
((
∆kk( qn)
)c)
= o(exp(−Cn˜2n)).
Under the above assumptions, we prove that the posterior distribution concentrates
at the rate n/qn.
Theorem 3.1. Let n ≥ ˜n > 0 be two sequences tending to 0 such that n˜2n → +∞.
Assume (A), (B), (C) and (D).
Then there exists a positive constant M such that
Π
(
θ : D`(θ, θ
∗) ≥M n
q
n
∣∣∣∣Y1:n
)
= oPθ∗ (1). (3)
We now discuss Assumptions (A) to (D). We have purposely considered assumptions
which are as similar as possible to those considered in the set up of density estimation with
i.i.d. observations see Ghosal et al. [2000]. In particular Assumption (B) is the typical
entropy assumption on a sieve which captures most of the prior mass (see Assumptions
(2.2) and (2.3) of Ghosal et al. [2000]). Assumption (A) is slightly more involved than the
Kullback-Leibler condition (2.4) of Ghosal et al. [2000] in the case of i.i.d. observations.
This paragraph explains the differences between Assumption (A) and condition (2.4)
of Ghosal et al. [2000] and can be omitted at first reading. Following Ghosal and van der
Vaart [2007b], posterior rates of convergence are obtained by controlling “Kullback-
Leibler” neighborhoods and constructing some tests. Under (A) and condition (2.4) of
Ghosal et al. [2000], the Kullback-Leibler neighborhoods are controlled. Recall that in
Ghosal et al. [2000], the control of Eθ∗(Lθ∗n − Lθn) and V arθ∗(Lθ∗n − Lθn) is obtained by
controlling∫
f ∗i (y) log
(
f ∗i (y)
fi(y)
)
λ(dy) and
∫
f ∗i (y) log
2
(
f ∗i (y)
fi(y)
)
λ(dy).
Here Eθ∗(Lθ∗n −Lθn) . n˜2n and V arθ∗(Lθ∗n −Lθn) . n˜2n log n if f and f ∗ satisfy Assumptions
(A.1)–(A.6) and ‖Q − Q∗‖ ≤ ˜n/√un. The non intuitive part of (A) comes from the
introduction of f˜j as an approximation of f
∗
j , which may be different from fj in (A.3),
(A.5) and (A.6). Indeed, whithout the introduction of (f˜j,1≤j≤k, S), the HMM structure
of the likelihood would lead to a crude upper bound of Eθ∗(Lθ∗n − Lθn) of the form
n
∫
f ∗i (y) max
j
log
(
f ∗j (y)
fj(y)
)
λ(dy),
see Equations (20) and (21) in the proof of Lemma 3.2. Since i may be different from j
we would loose the local quadratic approximation of the Kullback-Leibler divergence and
we would only obtain n˜n instead of n˜
2
n as an upper bound of Eθ
∗
(Lθ
∗
n −Lθn). The details
of the control of the Kullback-Leibler divergence are given in Appendix A.
Not withstanding the technical aspects discussed above, Assumptions (A.1)–(A.6) are
verified using techniques similar to those used in the case of density estimation with i.i.d.
observations to control∫
f ∗i (y) log
(
f ∗i (y)
fi(y)
)
λ(dy) and
∫
f ∗i (y) log
2
(
f ∗i (y)
fi(y)
)
λ(dy).
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For Π
(k)
f = (Πf )
⊗k, and many families of individual prior models Πf on the fj’s, the rate
obtained by bounding maxjKL(f
∗
j , fj) in the i.i.d. set up will be the same as in our
setup. For instance, if Y = [0, 1] and f ∗ is bounded from below and above, a control of
‖fj − f ∗j ‖2∞ ≤ ˜2n or ‖fj − f ∗j ‖22 ≤ ˜2n and fj > c imply (A.1)–(A.6). This kind of controls
have been derived under (hierarchical) Gaussian process priors or log linear priors as
in van der Vaart and van Zanten [2009], Arbel et al. [2013] and Rivoirard and Rousseau
[2012]. Condition (A) becomes more involved when Y is not compact. This case is treated
under non parametric Gaussian mixtures in Section 4.2 and in the case where Y = N in
Section 4.1.
Assumption (C) is checked as soon as ΠQ admits a positive density with respect to
the Lebesgue measure which is continuous at Q∗ and ˜n ≥
√
log(n)/n. The rate n is
often equal to ˜n up to log n, the use of these two different rates is usual and allows more
flexibility. Then the rate n is only determined by the non parametric part of the model,
i.e. Π
(k)
f and f
∗, as described above.
Following the previous explanation, when ΠQ, Π
(k)
f , f
∗ and Q∗ are fixed, n is specified
by Assumption (A) and (B). This rate n is deteriorated via qn which is set through
Assumption (D). The larger ˜n is, that is to say the more difficult the estimation of the
non parametric part (f ∗ with Π(k)f ) is, the more stringent Assumption (D) is. To avoid too
small q
n
which leads to deteriorated posterior convergence rate n/qn, one may choose a
prior ΠQ which is supported on ∆
k
k(q) for some 0 < q ≤ q∗. More examples of distribution
ΠQ are given in Section 4.
In the following section, we give the proof of Theorem 3.1.
3.2 Proof of Theorem 3.1
To obtain posterior concentration rates in the framework of HMMs with finite state space,
we use the technique of proof of Ghosal and van der Vaart [2007b]. The key tools of this
technique are a control of the prior mass on log-likelihood neighborhoods of θ∗ and the
existence of certain tests. We use the tests built in Gassiat and Rousseau [2014]. The
main difficulty of the proof arises from the control of log-likelihood neighborhoods. These
neighbourhoods are controlled thanks to Lemmas 3.2 and 3.3. The proof of these lemmas
are based on refinements of results of Douc and Matias [2001] and Douc et al. [2004].
In Lemma 3.2, we control KL(pθ
∗
n , p
θ
n). Its proof is given in Section A.
Lemma 3.2. Let 0 < ˜n be small enough. Assume that θ = (Q, f) ∈ Θ, is such that
Assumptions (A.1)–(A.6) hold with un = 1 for all n ∈ N and
‖Q−Q∗‖ ≤ ˜n. (4)
Then there exists N > 0 such that for all n ≥ N ,
Eθ∗(Lθ∗n − Lθn) = KL(pθ
∗
n , p
θ
n) ≤ CKn˜2n,
where CK is defined in Assumption (C).
As can be seen in the proof, Assumption (A.1) can be replaced in Lemma 3.2 by the
following weaker assumption:∫
Sc
f ∗i (y) max
1≤j≤k
log
(
f ∗j (y)
fj(y)
)
λ(dy) ≤ CK ˜2n, for all 1 ≤ i ≤ k (5)
which is implied by Assumptions (A.1) and (A.4). Note however that Assumption (A.1)
is used in the control of the variance V arθ
∗
(Lθ
∗
n − Lθn) in Lemma 3.3.
Lemma 3.3 gives a control of V arθ
∗
(Lθ
∗
n − Lθn). It is proved in Appendix B.
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Lemma 3.3. Let 0 < n be small enough and un be defined by Equation (2) Assume that
θ = (Q, f) ∈ Θ, is such that Assumptions (A.1), (A.2) and (A.4) hold and
‖Q−Q∗‖ ≤ ˜n√
un
. (6)
Then there exists a positive constant CKL2 such that for all α ∈ (0, 1) and n ∈ N
V arθ
∗
(Lθ
∗
n − Lθn) = Eθ
∗
[(
log
pθ
∗
(Y1:n)
pθ(Y1:n)
− Eθ∗
(
log
pθ
∗
(Y1:n)
pθ(Y1:n)
))2]
≤ CKL2 n
α
(
˜n√
un
)2−α
.
We now give the proof of Theorem 3.1.
Proof of Theorem 3.1. This proof follows the lines of the proof of Theorem 1 of Ghosal
and van der Vaart [2007b] with two variants. These differences come from the tests (see
Equations (7) and (8)) and the control of the Kullback-Leibler neighborhoods (Equation
(11)).
Using the tests built in the proof of Theorem 4 in Gassiat and Rousseau [2014], for all
M > 0, there exists ψn ∈ [0, 1] such that
Eθ∗(ψn) ≤ N
( n
12
,∆kk( qn)×Fn, D`
)
exp
(
−n2nq∗2k4M2
128l
)
(7)
and
sup
θ∈∆kk( qn)×Fn
D`(θ,θ
∗)≥Mn/qn
Eθ(1− ψn) ≤ exp
(
−n
2
nk
2M2
128l
)
. (8)
Since
D`(θ, θ˜) ≤
∑
1≤i≤k
|µQi − µQ˜i |+ k(`− 1) max
1≤i,j≤k
|Qi,j − Q˜i,j|+ `d(f, f˜),
we obtain
N
( n
12
,∆kk( qn)×Fn, D`
)
≤
(
24`k(k − 1)
n
)k(l−1)
N
( n
24`
,Fn, d
)
(9)
which leads to
Eθ∗(ψn) . exp(−n2n(M2C˜ − C ′)) (10)
for some constant C˜, using Assumption (B). We replace Equation (8.4) of Ghosal and
van der Vaart [2007b] by Equation (10). Equation (8.5) of Ghosal and van der Vaart
[2007b] is replaced by Equation (8).
Let αn be a sequence tending to 0, to be specified later. We define
Bn(θ∗)
:=
{
θ : KL(pθ
∗
n , p
θ
n) ≤ CKn˜2n, V arθ
∗
(Lθ
∗
n − Lθn) ≤
CKL2n
αn
(
˜n√
un
)2−αn}
(11)
in the place of Bn(θ
∗, ¯n, 2) in the notation of Ghosal and van der Vaart [2007b], setting
¯n =
√
CK ˜n. Using Assumptions (A) and (C), and Lemmas 3.2 and 3.3
Π (Bn (θ∗)) & exp(−(CQ + Cf )n˜2n) & exp(−Cn˜2n).
By choosing
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(i) αn = 1/ log(n), for all n ∈ N; if ˜n & n−s for some s < 1/2,
(ii) αn = log(log(n))/ log(n), for all n ∈ N; otherwise,
and following the lines of the proof of Lemma 10 of Ghosal and van der Vaart [2007b],
P θ
∗(Dn < Π(Bn(θ∗)) exp(−2CKn˜2n)) = O(n(˜n/√un)2−αnαn(n˜2n)2
)
= o(1), (12)
with Dn =
∫
Bn(θ∗) p
θ
n(Y1:n)/p
θ∗
n (Y1:n)Π(dθ). Following the lines of the proof of Theorem 1
of Ghosal and van der Vaart [2007b] with the above modifications, we obtain,
Eθ∗
(
Π
(
θ ∈ ∆kk( qn)×Fn : D`(θ, θ∗) ≥M
n
q
n
∣∣Y1:n)) = o(1) (13)
for M large enough.
This concludes the proof since
Eθ∗
(
Π((∆kk( qn)×Fn)c|Y1:n)
)
= o(1)
using Equation (12) and Lemma 1 of Ghosal and van der Vaart [2007b] with
Π((∆kk( qn)×Fn)c) = o(exp(−2n¯2n)Π (Bn (θ∗))
as soon as C > 2CK + CQ + Cf (using Assumptions (B) and (D)).
4 Applications
In this section, we apply Theorem 3.1 to different priors and different classes of emission
density functions. In all examples treated in Section 4, the prior on emission distributions
is chosen to be a product of a distribution Πf on F :
Π
(k)
f = (Πf )
⊗k. (14)
However, Theorem 3.1 can also be applied to other priors such as priors restricted to
translated emission density functions, the translation HMM is described in Equation (16).
In Section 4.1, we consider discrete observations, i.e. Y = N. We assume that the
prior Πf on each emission distributions is a Dirichlet process. We compute the rate n
obtained with this prior when the true emission distributions have an exponential decay.
In Section 4.2, the observations are assumed to live in R and the emission distributions are
supposed to be absolutely continuous with respect to the Lebesgue measure. We consider
a Dirichlet process mixture of Gaussian distributions as a prior Πf on each emission
density functions. We compute the rate n obtained with this prior when the emission
density functions belong to functional classes of β-Ho¨lder types.
We always assume that
(Q0) ΠQ is absolutely continuous with respect to the Lebesgue measure on ∆
k
k with
density piQ, piQ(Q
∗) > 0 and piQ(Q) = piq(Q1,·) . . . piq(Qk,·), for all Q ∈ ∆kk and where
Qi,· denotes the i-th row of Q.
In Sections 4.1 and 4.2, we consider three different priors ΠQ on transition matrices which
corresponds to three different decays of piQ near the boundary of ∆
k
k:
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(Q1) exponential tail:
piq(u1, . . . , uk) . exp(−α1/u1) . . . exp(−αk/uk),
for all u ∈ ∆k, for some positive constants αi, 1 ≤ i ≤ k,
(Q2) exponential of exponential tail:
piq(u1, . . . , uk) . exp(−β1 exp(u−α11 )) . . . exp(−βk exp(u−αkk )),
for all u ∈ ∆k, for some positive constants αi and βi, 1 ≤ i ≤ k,
(Q3) truncated distribution:
ΠQ(∆
k
k(q)) = 1,
for some positive q.
Note that Assumption (Q3) implies Assumption (Q2) which implies (Q1). In [Gassiat
and Rousseau, 2014], together with priors of type (Q1), more general priors are also
considered, since they assume
piq(u1, . . . , uk) . uα1−11 . . . uαk−1k ,
for all u ∈ ∆k, for some positive constants αi, 1 ≤ i ≤ k. Gassiat and Rousseau [2014]
show that q
n
, in Assumption (D) and Theorem 3.1, is equal to a power of 1/n when the
emission distributions belong to a parametric family. We do not consider this type of
priors since they lead to deteriorated rates n/qn. Under (Q1), [Gassiat and Rousseau,
2014] obtain q
n
equal to a power of 1/(log n) when the emission distributions belong to
a parametric family. We obtain the same rate q
n
in the case of discrete observations and
emission distributions with exponential decay (more generally, it would be the case as soon
as n = n
−1/2 log(n)t for some positive t). However, in the case of emission distributions
absolutely continuous with respect to Lebesgue measure (Section 4.2), Assumption (D)
leads to a rate q
n
at least polynomial in 1/n with priors satisfying (Q1). While priors
verifying (Q2) or (Q3) lead to a rate q
n
equal to a power of 1/ log n as soon as n is a
power of n; and thus do not deteriorate the posterior concentration rate (up to log(n)).
Note that Assumptions (Q0) and (Q3) are compatible if and only if q ≤ q∗. Thus, the
use of a prior verifying (Q3) requires a knowledge of a lower bound q∗ of min1≤i,j≤kQ∗i,j.
In [Vernet et al., 2015], posterior consistency is derived under Assumption (Q3) while
weaker conditions on f ∗ and Π(k)f (see Assumptions (A0), (A1) and (A2) in [Vernet et al.,
2015]) compared to (A), (B) and (C). Here, we manage to obtain posterior concentration
rates under Assumptions (Q1) and (Q2) which are weaker than Assumption (Q3) because
stronger conditions on Π
(k)
f and f
∗ are assumed.
4.1 Discrete observations
In this section, we apply Theorem 3.1 to the case of discrete observations so that λ is the
count measure on N. HMMs with discrete observations are used in different applications,
as in [Borchers et al., 2013] for animal abundance estimation, in [Gassiat et al., 2015]for
gene expression identification, or in [Linderman et al., 2014] for neural representation of
spatial navigation, to cite a few.
In the framework of discrete distribution estimation with i.i.d. observations, [Han
et al., 2014] have proved that no rates can be obtained with the L1 loss without constraint
on the considered distributions. Moreover, they obtain a minimax rate proportional to
1/ log n over the set {f ∈ F : ∑i∈N−f(i) log(f(i)) ≤ C}. Rates of convergence are
more widely studied in the case of the L2 norm, for instance with monotony constraint in
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[Jankowski and Wellner, 2009], with log-concave constraint in [Balabdaoui et al., 2013],
with convex constraint in [Durot et al., 2013] and with envelope constraint in [Boucheron
et al., 2009].
In the non parametric Bayesian framework, the Dirichlet process is a very popular
prior. Here, we consider a Dirichlet process DP (G) on the emission distributions, with G
some finite positive measure on N:
Πf = DP (G).
[Canale and Dunson, 2011] propose other priors for discrete observations based on dis-
cretization of continuous mixtures of kernels and gives an overview of the priors used in
the case of discrete observations.
We first verify Assumptions (A), (B) and (C). As it can be seen from the proof (see
Lemma C.2 in Appendix C), we need a heavy tail condition on G:
(P) there exists positive constants a ≤ A and α ≥ 2 such that for all 1 ≤ j ≤ k and for
all l ∈ N
al−α ≤ G(l) ≤ Al−α.
Here, we consider the following class of discrete distributions which is based on an
envelope constraint:
D(m, c,K) =
{
f ∈ F : f(l) ≤ d exp(−clm),
∑
l≤N
− log(f(l))
l
. NK ,
for all N large enough
}
, (15)
where c, K and m are positive constants. We also consider the following assumption
linking the tails of the true emission distributions:
(I) there exists δ > 0 such that for all N large enough and all 1 ≤ i, j ≤ k,∑
l≥N
f ∗i (l) log
2
(
f ∗j (l)
)
. exp(−Nm(c− δ)).
Under these assumptions, we obtain the following rates ˜n and n:
Theorem 4.1. Assume there exist positive constants c, K and m such that for all 1 ≤
j ≤ k, f ∗j ∈ D(m, c,K) and that Assumptions (Q0), (I) and (P) hold.
Then Assumptions (A), (B) and (C) hold with
˜n =
1√
n
(log n)t0 and n =
1√
n
(log n)t,
where t > 4t0 and t0 ≥ 1/2 max(1/m+ 1, K/m).
Theorem 4.1 leads to the following posterior concentration rates (n/qn) which are
minimax (up to log n):
Corollary 4.2. Assume there exist positive constants c, K and m such that for all 1 ≤
j ≤ k, f ∗j ∈ D(m, c,K) and that Assumptions (Q0), (I) and (P) hold. Moreover suppose
that ΠQ satisfies
• (Q1), then the posterior concentrates with rate 1√
n
(log n)t+2t0;
• (Q2), then the posterior concentrates with rate 1√
n
(log n)t;
• (Q3), then the posterior concentrates with rate 1√
n
(log n)t;
with t > 4t0 and t0 ≥ 1/2 max(1/m+ 1, K/m).
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4.2 Dirichlet process mixtures of Gaussian distributions–Adaptivity
to Ho¨lder function classes
Dirichlet process mixtures of Gaussian distributions are commonly used to model densities
on R or Rd. In particular, there exist efficient algorithms to sample from the posterior
distribution in the i.i.d. framework. In the translation HMM:
Yt = mXt + t, (16)
where t
i.i.d.∼ gλ, mj ∈ R and Xt is a Markov chain with translation matrix Q; Yau et al.
[2011] use a Dirichlet process mixtures of Gaussian distributions on g. In the context of
i.i.d. observations posterior concentration rates have been derived with such prior models
in Ghosal and van der Vaart [2007a], Kruijer et al. [2010] and Shen et al. [2013]. In the
framework of HMMs, we propose to apply Theorem 3.1 when Πf is a Dirichlet process
mixture of Gaussian distributions.
We assume that the reference measure λ is the Lebesgue measure on R. We also assume
that the prior on Fk is a product of Dirichlet process mixture of Gaussian distributions:
Yt|Xt = j ∼ fj, fj =
∫
φσ(· − µ)dPj(µ),
Pj
i.i.d.∼ DP (G), for all 1 ≤ j ≤ k, σ ∼ piσλ,
where φσ is the Gaussian density function with variance σ
2 and mean zero, DP (G) is the
Dirichlet process with finite positive base measure G and piσ is a distribution on R.
We define the same functional classes as in Kruijer et al. [2010]:
P(β, L, γ) :=
{
f ∈ F : log f is locally β-Ho¨lder with derivatives lj = (log f)(j)
and |lbβc(y)− lbβc(x)| ≤ r!L(y)|y − x|β−bβc, as soon as |x− y| ≤ γ
}
(17)
where β > 0, L is a polynomial function, γ > 0 and bβc is the largest integer smaller than
β. We also consider the following tail conditions:
(T1) there exist positive constants M0, τ0, γ0 such that for all 1 ≤ i ≤ k and all y ∈ R
f ∗i (y) ≤M0 exp(−τ0|y|γ0),
(T2) for all 1 ≤ i, j ≤ k there exist constants Ti,j, Mi,j, τi,j, γi,j < γ0 such that
f ∗i (y) ≤ f ∗j (y)Mi,j exp(τi,j|y|γi,j), |y| ≥ Ti,j,
(T3) for all 1 ≤ i ≤ k, f ∗i is positive and there exist ci > 0, ymi < yMi such that f ∗i
is non decreasing on (−∞, ymi ), non increasing on (yMi ,+∞) and f ∗i (y) ≥ ci for
y ∈ (ymi , yMi ).
Assumptions (T1) and (T3) are the same tail assumptions as those used in Kruijer et al.
[2010]. The new Assumption (T2) links the tail of each emission distributions.
We now describe the assumptions concerning the prior on the emission distributions:
(G1) G([−y, y]c) . exp(−C1ya1) for all sufficiently large y > 0, for some positive constant
a1,
(S1) Πσ (σ ≤ x) . exp(−C2x−a2) for all sufficiently small x > 0, for some positive con-
stant a2,
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(S2) Πσ (σ > x) . x−a3 for all sufficiently large x > 0, for some positive constant a3,
(S3) there exists a6 ≤ 1 such that
Πσ (x ≤ σ ≤ x(1 + s)) & x−a4sa5 exp(−C3x−a6)
for all s ∈ (0, 1), sufficiently small x > 0, for some positive constants a4, a5 and a6.
The gamma and Gaussian distributions satisfy Assumption (G1). The inverse gamma
distribution verifies (S1), (S2) and (S3).
Theorem 4.3. Assume that there exist β, L and γ such that for all 1 ≤ j ≤ k, f ∗j ∈
P(β, L, γ) and Assumptions (Q0), (T1)–(T3), (G1) and (S1)–(S3) hold.
Then Assumptions (A), (B) and (C) hold with
˜n = n
− β
2β+1 log(n)t0 and n = n
− β
2β+1 log(n)t, (18)
where t > t0 ≥ (2 + 2/γ0 + 1/β)/(1/β + 2).
The proof of Theorem 4.3 is given in Appendix D. Using Theorem 3.1 and 4.3, we
directly deduce posterior rate of convergence under the Assumptions of Theorem 4.3 and
the different types of priors ΠQ.
Corollary 4.4. Assume that there exist β, L and γ such that for all 1 ≤ j ≤ k, f ∗j ∈
P(β, L, γ) and that Assumptions (Q0), (T1)–(T3), (G1) and (S1)–(S3) hold. Moreover
suppose that ΠQ satisfies
• (Q1), then the posterior concentrates with rate n−β+12β+1 (log n)3t;
• (Q2), then the posterior concentrates with rate n− β2β+1 (log n)t+1/(max1≤i≤k αi);
• (Q3), then the posterior concentrates with rate n− β2β+1 (log n)t;
with t > (2 + 2/γ0 + 1/β)/(1/β + 2).
The minimax rate, with respect to D` in the HMM framework for emission density
functions belonging to functional classes of β-Ho¨lder type, is larger than n−β/(2β+1). Indeed
with a hidden Markov chain (Xt, Yt) distributed from a parameter θ = (Q, f) such that
Qi,j = 1/k and fi = f1 for all 1 ≤ i, j ≤ k, the observations (Yt) are i.i.d. from f1λ. Thus,
priors satisfying (Q0), (T1)–(T3), (G1), (S1)–(S3) and (Q2) lead to minimax rates (up to
log n). As these priors do not depend on the regularity of the functional class considered,
they ensure adaptive Bayesian density estimation in the framework of HMMs.
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Appendices
A Proof of Lemma 3.2 : control of the Kullback
Leibler divergence between θ∗ and θ
First denote  = n. Using Assumptions (1) and (4), there exists q > 0 such that for all
1 ≤ i, j ≤ k, Q∗i,j ≥ q and Qi,j ≥ q, more precisely, q can be chosen equal to q∗/2 as soon
14
as n is large enough. Let q
θ,Y1:t−1
t be the conditional density function of Yt given Y1:t−1
with respect to λ:
q
θ,Y1:t−1
t =
k∑
i=1
fi(·)Qθ,Y1:t−1t,i ,
where Q
µ,θ,Y1:t−1
t,i = Pθ(Xt = i|Y1:t−1, X1 ∼ µ) , where t ≥ 1, 1 ≤ i ≤ k, µ ∈ ∆k. When µ is
not specified (Q
θ,Y1:t−1
t,i ), the stationary initial probability distribution is considered. Note
that, when µ ∈ ∆k(q), θ˜ ∈ ∆kk(q)×Fk,
Q
µ,θ˜,Y1:t−1
t,i =
∑k
j=1 Q
µ,θ˜,Y1:t−2
t−1,j Qj,ifj(Yt−1)∑k
ι=1Q
µ,θ˜,Y1:t−2
t−1,ι fι(Yt−1)
≥ q, (19)
for all 1 ≤ i ≤ k, t ≥ 1.
KL(pθ
∗
n , p
θ
n)
= Eθ∗
(
n∑
t=1
∫
q
θ∗,Y1:t−1
t (y) log
(
q
θ∗,Y1:t−1
t (y)
q
θ,Y1:t−1
t (y)
)
λ(dy)
)
= Eθ∗
(
n∑
t=1
∫
S
q
θ∗,Y1:t−1
t (y) log
(
q
θ∗,Y1:t−1
t (y)
q
θ,Y1:t−1
t (y)
)
λ(dy)
)
+ Eθ∗
(
n∑
t=1
∫
Sc
q
θ∗,Y1:t−1
t (y) log
(
q
θ∗,Y1:t−1
t (y)
q
θ,Y1:t−1
t (y)
)
λ(dy)
)
.
(20)
Using Equation (19), for all 1 ≤ l ≤ k,
q
θ∗,Y1:t−1
t (y)
q
θ,Y1:t−1
t (y)
=
∑k
i=1 f
∗
i (y)Q
θ∗,Y1:t−1
t,i∑k
i=1 fi(y)Q
θ,Y1:t−1
t,i
≤ kmax1≤j≤k f
∗
j (y)
qfl(y)
≤ max
1≤j≤k
kf ∗j (y)
qfj(y)
(21)
then Assumptions (5) and (A.4) lead to
Eθ∗
(∫
Sc
q
θ∗,Y1:t−1
t (y) log
(
q
θ∗,Y1:t−1
t (y)
q
θ,Y1:t−1
t (y)
)
λ(dy)
)
≤
(
log
k
q
+ 1
)
2. (22)
We now control the expectancy of the third line of Equation (20)
Eθ∗
(
n∑
t=1
∫
S
q
θ∗,Y1:t−1
t (y) log
(
q
θ∗,Y1:t−1
t (y)
q
θ,Y1:t−1
t (y)
)
λ(dy)
)
≤ Eθ∗
(
n∑
t=1
∫
S
q
θ∗,Y1:t−1
t (y) log
(
q
θ∗,Y1:t−1
t (y)∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
)
λ(dy)
)
+ Eθ∗
(
n∑
t=1
∫
S
q
θ∗,Y1:t−1
t (y) log
(∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
q
θ,Y1:t−1
t (y)
)
λ(dy)
)
.
(23)
We control the expectancy of the third line of Equation (23), using∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
q
θ,Y1:t−1
t (y)
=
∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i∑k
i=1 fi(y)Q
θ,Y1:t−1
t,i
≤ max
1≤i≤k
f˜i(y)
fi(y)
;
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by Lemma A.1, and Assumption (A.5), to obtain
Eθ∗
(∫
S
q
θ∗,Y1:t−1
t (y) log
(∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
q
θ,Y1:t−1
t (y)
)
λ(dy)
)
≤ 2. (24)
We bound the expectancy of the second line of Equation (23), using the inequality recalled
at the top of page 1234 of [Kruijer et al., 2010],
Eθ∗
(∫
S
q
θ∗,Y1:t−1
t (y) log
(
q
θ∗,Y1:t−1
t (y)∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
)
λ(dy)
)
≤ Eθ∗
∫
S
(
q
θ∗,Y1:t−1
t (y)−
∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
)2
∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
λ(dy)

+ Eθ∗
(∫
Sc
k∑
i=1
f˜i(y)Q
θ,Y1:t−1
t,i − qθ
∗,Y1:t−1
t (y)λ(dy)
)
.
(25)
The expectancy of the second line of Equation (25) is controlled as follows
Eθ∗
∫
S
(
q
θ∗,Y1:t−1
t (y)−
∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
)2
∑k
i=1 f˜i(y)Q
θ,Y1:t−1
t,i
λ(dy)

≤ 2Eθ∗
kmax1≤i≤k
(
Q
θ∗,Y1:t−1
t,i −Qθ,Y1:t−1t,i
)2
q
+ 2Eθ∗
∫
S
max
1≤i≤k
(
f ∗i (y)− f˜i(y)
)2
qf˜i(y)
λ(dy)

≤
(
16k(1 + 2k)
q4
+ 1
)
2
q
2 +
16kρ2(t−1)
q
(26)
using Lemma B.2 and then Assumption (A.2) and Lemma B.2. The expectancy of the
third line of Equation (25) is controlled thanks to Assumption (A.3):
Eθ∗
(∫
Sc
k∑
i=1
f˜i(y)Q
θ,Y1:t−1
t,i − qθ
∗,Y1:t−1
t (y)λ(dy)
)
≤ Eθ∗
(∫
Sc
k∑
i=1
f˜i(y)Q
θ,Y1:t−1
t,i λ(dy)
)
≤ max
1≤i≤k
∫
Sc
f˜i(y)λ(dy) ≤ 2.
(27)
We conclude the proof by combining Equations (20), (22), (23), (24), (25), (26) and (27).
Lemma A.1. For all ai, bi, ci, di ≥ 0, 1 ≤ i ≤ k,∑
1≤i≤k aibi∑
1≤j≤k cjdj
=
∑
1≤i≤k ai/ci ∗ bi/di ∗ cidi∑
1≤j≤k cjdj
≤ max
1≤i≤k
ai
ci
max
1≤j≤k
bj
dj
.
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B Proof of Lemma 3.3 with technical lemmas: con-
trol of V arθ
∗
(Lθ
∗
n − Lθn)
B.1 Proof of Lemma 3.3
First denote  = ˜n/
√
un. Using Assumptions (1) and (6), there exists q > 0 such that
for all 1 ≤ i, j ≤ k, Q∗i,j ≥ q and Qi,j ≥ q, more precisely, q can be chosen equal to q∗/2
as soon as n is large enough. Let V ar be the variance of Lθ
∗
n − Lθn :
V ar := Eθ∗
[(
log
pθ
∗
n (Y1:n)
pθn(Y1:n)
− Eθ∗
(
log
pθ
∗
n (Y1:n)
pθn(Y1:n)
))2]
.
Denoting Zt = log
(
P θ
∗
(Yt|Y1:t−1)
P θ(Yt|Y1:t−1)
)
, then
V ar = Eθ∗
( n∑
t=1
Zt − Eθ∗
(
n∑
t=1
Zt
))2 .
We want to bound V ar by Cn(2−α)/2, for any α > 0. In this purpose, we split the sum
in two parts:
V ar ≤ 2Eθ∗
( n∑
t=1
(
Zt − Eθ∗ (Zt|Y1:t−1)
))2
︸ ︷︷ ︸
=S1
+2Eθ∗
( n∑
t=1
(
Eθ∗ (Zt|Y1:t−1)− Eθ∗(Zt)
))2
︸ ︷︷ ︸
=S2
,
(28)
S1 is the expectancy of the square of a sum of martingale increments, for which the
covariances are zero so that only n terms remain. S2 is further controlled using the
exponential forgetting of Markov chain. First, we control S1:
S1 =
n∑
t=1
Eθ∗
((
Zt − Eθ∗ (Zt|Y1:t−1)
)2)
+ 2
∑
1≤r<t≤n
Eθ∗
((
Zr − Eθ∗(Zr|Y1:r−1)
)
Eθ∗
(
Zt − Eθ∗(Zt|Y1:t−1)|Y1:t−1
))
≤
n∑
t=1
Eθ∗
(
Z2t
)
(29)
using the convexity of the square function and Jensen’s inequality so that
Eθ∗(Eθ∗(Zt|Y1:t−1)2) ≤ Eθ∗(Z2t ). (30)
As to S2:
S2 =
n∑
t=1
Eθ∗
((
Eθ∗ (Zt|Y1:t−1)− Eθ∗ (Zt)
)2)
+ 2
∑
1≤r<t≤n
Eθ∗
((
Eθ∗(Zr|Y1:r−1)− Eθ∗(Zr)
)
Eθ∗
(
Eθ∗(Zt|Y1:t−1)− Eθ∗(Zt)|Y1:r−1
))
≤
n∑
t=1
Eθ∗(Z2t ) + 2
∑
1≤r<t≤n
√
Eθ∗(Z2r )
√
Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2),
(31)
17
using Equation (30) and Cauchy-Schwarz inequality to bound the second term.
Combining (28), (29) et (31), we obtain
V ar ≤ 4
n∑
t=1
Eθ∗
(
Z2t
)
+ 4
∑
1≤r<t≤n
√
Eθ∗(Z2r )
√
Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2). (32)
Then using Lemmas B.1 and B.3,
V ar ≤ 4
(
16
q(1− ρ2) + Cn
2
)
+ 16ρ−
5α
4
(
2+
10
q
)α/2
∑
1≤r<t≤n
(
16ρ2(r−1)
q2
+ C˜2
)1−α/4
ρ
α
4
(t−r). (33)
Since,
∑
1≤r<t≤n
(
16ρ2(r−1)
q2
+ C˜2
)1−α/4
ρ
α
4
(t−r) ≤ 2 ρ
α/4
1− ρα/4
(
16
q2(1− ρ) + nC˜
2−α/2
)
(34)
therefore there exists a constant CKL2 > 0 only depending on k and q
∗(= 2q) such that
V ar ≤ CKL2 n
α
(
˜n√
un
)2−α
. (35)
B.2 Lemma B.1: control of Eθ∗
(
Z2t
)
Lemma B.1. For all θ, θ∗ ∈ ∆kk(q)×Fk
Eθ∗(Z2t )
≤ 16ρ
2(t−1)
q2
+ 2 max
1≤i≤k
∫
f ∗i (y) max
1≤j≤k
log2
(
f ∗j (y)
fj(y)
)
λ(dy)
+
32 ‖Q−Q∗‖2
q4(1− ρ)2 +
32
q4(1− ρ)2
∫
min
(∑
1≤i≤k
|f ∗i (y)− fi(y)|2
f ∗i (y)
, q2k2
∑
1≤j≤k
f ∗j (y)
)
λ(dy),
(36)
with ρ =
1−kq
1−(k−1)q ≤ 1− q.
If moreover Assumptions (A.1), (A.4), (A.6) and (6) hold, then
Eθ∗(Z2t ) ≤
16ρ2(t−1)
q2
+ C˜
˜2n
un
(37)
where C˜ ≤ 33(1 + 2k)/q6.
Proof of Lemma B.1. Let Q
µ,θ,Y1:t−1
t,i = Pθ(Xt = i|Y1:t−1, X1 ∼ µ) , where t ≥ 1, 1 ≤ i ≤ k,
µ ∈ ∆k and when µ is not specified, the stationary initial probability distribution is
considered. Then the conditional density function of Yt given Y1:t−1 with respect to λ is:
k∑
i=1
fi(·)Qθ,Y1:t−1t,i ;
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so that
Eθ∗
(
Z2t
)
= Eθ∗
(log ∑ki=1 f ∗i (Yt)Qθ∗,Y1:t−1t,i∑k
j=1 fj(Yt)Q
θ,Y1:t−1
t,j
)2
≤ 2Eθ∗
(
max
1≤j≤k
log2
(
f ∗j (Yt)
fj(Yt)
))
+
2
q2
Eθ∗
( k∑
j=1
|Qθ∗,Y1:t−1t,j −Qθ,Y1:t−1t,j |
)2 (38)
using Equation (19) and Lemma A.1.
Combining Equation (38) and Lemma B.2 (Equation (40)), we obtain Equation (36).
Moreover, using Assumption (A.1),
Eθ∗
(
max
1≤j≤k
log2
(
f ∗j (Yt)
fj(Yt)
))
≤ 2. (39)
Finally, combining Equations (38), (39) and Lemma B.2 (Equation (41)), we obtain Equa-
tion (37).
Lemma B.2. For all θ, θ∗ ∈ ∆kk(q)×Fk and µ, µ∗ ∈ ∆k(q),
Eθ∗
( k∑
j=1
|Qθ∗,Y1:t−1t,j −Qθ,Y1:t−1t,j |
)2
≤ 8ρ2(t−1) + 16 ‖Q−Q
∗‖2
q2(1− ρ)2
+
16
q2(1− ρ)2
∫
min
(∑
1≤i≤k
|f ∗i (y)− fi(y)|2
f ∗i (y)
, q2k2
∑
1≤j≤k
f ∗j (y)
)
λ(dy),
(40)
with ρ =
1−kq
1−(k−1)q ≤ 1− q.
If moreover Assumptions (A.1), (A.4), (A.6) and (6) hold, then
Eθ∗
( k∑
j=1
|Qθ∗,Y1:t−1t,j −Qθ,Y1:t−1t,j |
)2 ≤ 8ρ2(t−1) + C ′ ˜2n
un
(41)
where C ′ ≤ 16(1 + 2k)/q4.
Proof of Lemma B.2. We first control
∑k
i=1|Qθ
∗,Y1:t−1
t,i −Qµ
∗,θ,Y1:t−1
t,i |. For this purpose, we
are going to use a modified version of Proposition 1 of Douc and Matias [2001]. By
Proposition 1 of Douc and Matias [2001] and for all θ, θ∗ in ∆kk(q)×Fk we can control the
L1-norm between two conditional probabilities of the state t when the initial probabilities
are equal.
k∑
i=1
|Qθ∗,Y1:t−1t,i −Qµ
∗,θ,Y1:t−1
t,i |
≤
k∑
j=1
∣∣∣∣Q(Qθ∗,Y12,· ,Q,f),Y2:t−1t−1,j −Q(Qθ∗,Y12,· ,Q∗,f∗),Y2:t−1t−1,j ∣∣∣∣+ 12
(
1− kq
1− (k − 1)q
)t−1
∗
k∑
u=1
∣∣∣∣∣
∑k
j=1(A
Yt−1,θ . . . AY2,θ)j,u(A
Y1,θµ∗)u∑k
v=1(A
Yt−1,θ . . . AY2,θAY1,θµ∗)v
−
∑k
j=1(A
Yt−1,θ . . . AY2,θ)j,u(A
Y1,θ∗µ∗)u∑k
v=1(A
Yt−1,θ . . . AY2,θAY1,θ∗µ∗)v
∣∣∣∣∣
(42)
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with
(
AY,θi,j
)
1≤i,j≤k
= (Qj,ifj(Y ))1≤i,j≤k. And
k∑
u=1
∣∣∣∣∣
∑k
j=1(A
Yt−1,θ . . . AY2,θ)j,u(A
Y1,θµ∗)u∑k
v=1(A
Yt−1,θ . . . AY2,θAY1,θµ∗)v
−
∑k
j=1(A
Yt−1,θ . . . AY2,θ)j,u(A
Y1,θ∗µ∗)u∑k
v=1(A
Yt−1,θ . . . AY2,θAY1,θ∗µ∗)v
∣∣∣∣∣
=
k∑
u=1
∣∣∣∣∣
∑k
j=1(A
Yt−1,θ . . . AY2,θ)j,u(A
Y1,θ∗µ∗ − AY1,θµ∗)u∑k
v=1(A
Yt−1,θ . . . AY2,θAY1,θ∗µ∗)v
−
∑k
w=1
∑k
i=1(A
Yt−1,θ . . . AY2,θ)i,w(A
Y1,θ∗µ∗ − AY1,θµ∗)w∑k
v=1(A
Yt−1,θ . . . AY2,θAY1,θ∗µ∗)v∑k
j=1(A
Yt−1,θ . . . AY2,θ)j,u(A
Y1,θµ∗)u∑k
v=1(A
Yt−1,θ . . . AY2,θAY1,θµ∗)v
∣∣∣∣∣
≤ 2
k∑
u=1
min
( ∣∣∣∣∣
∑k
j=1(A
Yt−1,θ . . . AY2,θ)j,u(A
Y1,θ∗µ∗ − AY1,θµ∗)u∑k
v=1(A
Yt−1,θ . . . AY2,θAY1,θ∗µ∗)v
∣∣∣∣∣ , 1
)
≤ 2 min
(
max
1≤u≤k
∑k
i=1 µ
∗
i |Qi,ufi(Y1)−Q∗i,uf ∗i (Y1)|∑k
i=1 µ
∗
iQ
∗
i,uf
∗
i (Y1)
, k
)
≤ 2
(
‖Q−Q∗‖
q
+ min
(
(1− (k − 1)q)
q
∑k
i=1|f ∗i (Y1)− fi(Y1)|µ∗i∑k
j=1 f
∗
j (Y1)µ
∗
j
, k
))
,
(43)
using Lemma A.1. Combining Equations (42) and (43),
k∑
i=1
|Qθ∗,Y1:t−1t,i −Qµ
∗,θ,Y1:t−1
t,i |
≤
k∑
j=1
∣∣∣∣Q(Qθ∗,Y12,· ,Q,f),Y2:t−1t−1,j −Q(Qθ∗,Y12,· ,Q∗,f∗),Y2:t−1t−1,j ∣∣∣∣+ ( 1− kq1− (k − 1)q
)t−1
∗(
‖Q−Q∗‖
q
+ min
(
(1− (k − 1)q)
q
∑k
i=1|f ∗i (Y1)− fi(Y1)|µ∗i∑k
j=1 f
∗
j (Y1)µ
∗
j
, k
))
.
(44)
By repeating the arguments of Equation (43), we show that
k∑
i=1
|Q(Q
θ∗,Y1:t−2
t−1 ,Q
∗,f∗),Y1:t−1
2,i −Q
(Q
θ∗,Y1:t−2
t−1 ,Q,f),Y1:t−1
2,i |
=
k∑
i=1
∣∣∣∣∣
∑k
i=1A
Yt−1,θ∗
j,i Q
θ∗,Y1:t−2
t−1,i∑k
i,u=1 A
Yt−1,θ∗
u,i Q
θ∗,Y1:t−2
t−1,i
−
∑k
i=1 A
Yt−1,θ
j,i Q
θ∗,Y1:t−2
t−1,i∑k
i,u=1A
Yt−1,θ
u,i Q
θ∗,Y1:t−2
t−1,i
∣∣∣∣∣
≤ 2
(
‖Q−Q∗‖
q
+ min
(
(1− (k − 1)q)
q
∑k
i=1|f ∗i (Yt−1)− fi(Yt−1)|Qθ
∗,Y1:t−2
t−1,i∑k
j=1 f
∗
j (Yt−1)Q
θ∗,Y1:t−2
t−1,j
, k
))
.
By induction on (44),
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k∑
i=1
|Qθ∗,Y1:t−1t,i −Qµ
∗,θ,Y1:t−1
t,i |
≤ 2
(
‖Q−Q∗‖
q
+ min
(
(1− (k − 1)q)
q
∑k
i=1|f ∗i (Yt−1)− fi(Yt−1)|Qθ
∗,Y1:t−2
t−1,i∑k
j=1 f
∗
j (Yt−1)Q
θ∗,Y1:t−2
t−1,j
, k
))
+
t∑
u=3
(
1− kq
1− (k − 1)q
)u−1
(
‖Q−Q∗‖
q
+ min
(
(1− (k − 1)q)
q
∑
i|f ∗i (Yt−u+1)− fi(Yt−u+1)|Qθ
∗,Y1:t−u
t−u+1,i∑
j f
∗
j (Yt−u+1)Q
θ∗,Y1:t−u
t−u+1,j
, k
))
.
(45)
Using Corollary 1 of Douc et al. [2004], we can control the `1-norm between two
conditional probabilities of the state t for the same parameter θ but different initial
probabilities: for all θ ∈ ∆kk(q)×Fk, µ, µ˜ ∈ ∆k and for all y1:l−1 ∈ {y : ∃i, f ∗i (y) > 0}l−1
k∑
i=1
∣∣∣Qµ,θ,y1:l−1i,l −Qµ˜,θ,y1:l−1i,l ∣∣∣ ≤ 2ρl−1. (46)
Combining Equations (45) and (46), we obtain
k∑
i=1
|Qµ∗,θ∗,Y1:t−1t,i −Qµ,θ,Y1:t−1t,i |
≤ 2
(
‖Q−Q∗‖
q
+ min
(
1
q
∑k
i=1|f ∗i (Yt−1)− fi(Yt−1)|Qθ
∗,Y1:t−2
t−1,i∑k
j=1 f
∗
j (Yt−1)Q
θ∗,Y1:t−2
t−1,j
, k
))
+ 2
t∑
u=3
(
1− kq
1− (k − 1)q
)u−1
(
‖Q−Q∗‖
q
+ min
(
1
q
∑
i|f ∗i (Yt−u+1)− fi(Yt−u+1)|Qθ
∗,Y1:t−u
t−u+1,i∑
j f
∗
j (Yt−u+1)Q
θ∗,Y1:t−u
t−u+1,j
, k
))
︸ ︷︷ ︸
=∆t−u+1
+ 4
 1− kq1− (k − 1)q︸ ︷︷ ︸
=ρ

t−1
≤ 2
ρ
t−1∑
u=1
ρu∆t−u + 4ρt−1.
(47)
Then( k∑
i=1
|Qµ∗,θ∗,Y1:t−1t,i −Qµ,θ,Y1:t−1t,i |
)2
≤ 8
ρ2
(
t−1∑
u=1
ρu
)(
t−1∑
u=1
ρu∆2t−u
)
+ 8ρ2(t−1), (48)
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using Cauchy-Schwarz inequality. Moreover, using Lemma A.1,
Eθ∗(∆2t−u)
≤ 2‖Q−Q
∗‖2
q2
+
2
q2
Eθ∗
min
(∑i|f ∗i (Yt−u)− fi(Yt−u)|Qθ∗,Y1:t−u−1t−u,i∑
j f
∗
j (Yt−u)Q
θ∗,Y1:t−u−1
t−u,j
)2
, (qk)2

≤ 2‖Q−Q
∗‖2
q2
+
2
q2
E
∫ ∑
1≤ι≤k
Q
θ∗,Y1:t−u−1
t−u,ι fι(y) min
(∑i|f ∗i (y)− fi(y)|Qθ∗,Y1:t−u−1t−u,i∑
j f
∗
j (y)Q
θ∗,Y1:t−u−1
t−u,j
)2
, (qk)2
λ(dy)

≤ 2‖Q−Q
∗‖2
q2
+
2
q2
∫
min
(∑
1≤i≤k
|f ∗i (y)− fi(y)|2
f ∗i (y)
, q2k2
∑
1≤j≤k
f ∗j (y)
)
λ(dy).
(49)
Combining Equations (48) and (49), we obtain Equation (40) which implies Equation (41)
under Assumptions (A.1), (A.4), (A.6) and (6). This concludes the proof of Lemma B.2.
B.3 Lemma B.3: control of Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2)
In the following lemma we show that Eθ∗
((|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|)2) geometrically
decreases to 0 when t tends to +∞, using the exponential forgetting of the Markov chain.
Lemma B.3. For all θ, θ∗ ∈ ∆kk(q)×Fk and α ∈ (0, 2),
Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2)
≤ 8Eθ∗(Z2t )
2−α
2 ρ−
5α
2 ρ
α
2
(t−r)
(
2 max
1≤j≤k
∫
f ∗j (y) max
1≤i≤k
∣∣∣∣log f ∗i (y)fi(y)
∣∣∣∣λ(dy) + 10q
)α
.
(50)
If moreover Assumption (A.1) holds then
Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2) ≤ 8Eθ∗(Z2t ) 2−α2 ρ− 5α2 ρα2 (t−r)(2 ˜n√un + 10q
)α
. (51)
Proof of Lemma B.3. Denote
Lt = (Xt, Yt, Q
θ,Y1:t−1
t,· , Q
θ∗,Y1:t−1
t,· )
for all t ∈ N, then (Lt)t∈N is the extended Markov chain with transition kernel Πθ more
precisely described in [Douc and Matias, 2001] at page 384. Let
h :
{{1, . . . , k} × {y : ∃1 ≤ j ≤ k, f ∗j (y) > 0} × {µ ∈ ∆k : µi > q ∀i}2 −→ R
l = (x, y, µ, µ∗) 7−→ h(l) = log
(∑k
i=1 µ
∗
i f
∗
i (y)∑k
i=1 µifi(y)
)
then
h(Lt) = Zt = log
(
pθ
∗
(Yt|Y1:t−1)
pθ(Yt|Y1:t−1)
)
and for all r ≤ t and 0 < α < 2,
Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2)
= Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2−α|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|α)
≤ 22−αEθ∗( (max(Eθ∗(|Zt|),Eθ∗(|Zt||Y1:r−1)))2−α |Eθ∗(h(Lt)|Y1:r−1)− Eθ∗(h(Lt))|α).
(52)
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The following term is geometrically decreasing, using Lemma B.4
|Eθ∗(h(Lt)|Y1:r−1)− Eθ∗(h(Lt))|
≤
∫ ∫ ∣∣∣∣∫ h(lt)Πt−rθ (lr, dlt)− ∫ h(lt)Πt−rθ (l˜r, dlt)∣∣∣∣P θ(dlr|Y1:r−1)P θ(dl˜r). (53)
More precisely, using Equation (53) and Lemma B.4 with m = b t−r+1
2
c and u = t− r, we
obtain
|Eθ∗(h(Lt)|Y1:r−1)− Eθ∗(h(Lt))| ≤ ρ t−r2 − 52
(
2 max
1≤j≤k
∫
f ∗j (y) max
1≤i≤k
∣∣∣∣log f ∗i (y)fi(y)
∣∣∣∣λ(dy) + 10q
)
.
(54)
Therefore using Equations (52) and (54),
Eθ∗
(|Eθ∗(Zt|Y1:r−1)− Eθ∗(Zt)|2)
≤ 22−αEθ∗
(
max(Eθ∗(
(|Zt|),Eθ∗(|Zt||Y1:r−1)))2−α)
ρ−
5α
2 ρ
α
2
(t−r)
(
2 max
1≤j≤k
∫
f ∗j (y) max
1≤i≤k
∣∣∣∣log f ∗i (y)fi(y)
∣∣∣∣λ(dy) + 10q
)α (55)
By convexity of the square function and concavity of x 7→ x 2−α2 , with 0 < α < 2,
Eθ∗
(
max(Eθ∗(|Zt|),Eθ∗(|Zt||Y1:r−1))2−α
)
≤ Eθ∗
(
max(Eθ∗(Z2t )1/2,Eθ
∗
(Z2t |Y1:r−1)1/2)2−α
)
≤ Eθ∗(Z2t )
2−α
2 + Eθ∗(Eθ∗(Z2t |Y1:r−1)
2−α
2 )
≤ 2Eθ∗(Z2t )
2−α
2 .
(56)
Combining Equations (55) and (56), we get Equation (50). Besides, using Assumption
(A.1) and Cauchy–Schwarz inequality ,
max
1≤j≤k
∫
f ∗j (y) max
1≤i≤k
∣∣∣∣log f ∗i (y)fi(y)
∣∣∣∣λ(dy) ≤  (57)
so that Equation (51) holds.
Lemma B.4 is an improved version of Proposition 2 of [Douc and Matias, 2001].
Lemma B.4. For all integers u > 0, m < u, for all z, z˜ ∈ {1, . . . , k} × {y : ∃1 ≤ j ≤
k, f ∗j (y) > 0}×{µ ∈ ∆k : µi > q ∀i}×{µ ∈ ∆k : µi > q ∀i} and for all θ, θ∗ ∈ ∆kk(q)×Fk,∣∣∣∣∫ h(l)Πuθ (z, dl)− ∫ h(l)Πuθ (z˜, dl)∣∣∣∣
≤ 4
q
ρu−1 +
4
q
ρm + 2ρm−2
(
max
1≤j≤k
∫
f ∗j (y) max
1≤i≤k
∣∣∣∣log f ∗i (y)fi(y)
∣∣∣∣λ(dy) + log(1q
)) (58)
Proof of Lemma B.4. This lemma is an improved version of Proposition 2 of Douc and
Matias [2001]. We improve the result by defining h on
Z = {1, . . . , k}×{y : ∃1 ≤ j ≤ k, f ∗j (y) > 0}×{µ ∈ ∆k : µi > q ∀i}×{µ ∈ ∆k : µi > q ∀i}
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and using that if z ∈ Z then Πθ∗(z,Z) = 1. Then we obtain
lip(h, x, y) =
1
q
(59)
since for all (x, y, µ, µ∗), (x, y, µ˜, µ˜∗) ∈ Z
|h(x, y, µ, µ∗)− h(x, y, µ˜, µ˜∗)| =
∣∣∣∣∣log
(∑k
i=1 µ
∗
i f
∗
i (y)∑k
i=1 µifi(y)
)
− log
(∑k
i=1 µ˜
∗
i f
∗
i (y)∑k
i=1 µ˜ifi(y)
)∣∣∣∣∣
=
∣∣∣∣∣log
(∑k
i=1 µ
∗
i f
∗
i (y)∑k
i=1 µ˜
∗
i f
∗
i (y)
)
− log
(∑k
i=1 µifi(y)∑k
i=1 µ˜ifi(y)
)∣∣∣∣∣
≤ max
1≤i≤k
∣∣∣∣log(µ∗iµ˜∗i
)∣∣∣∣+ max1≤i≤k
∣∣∣∣log(µiµ˜i
)∣∣∣∣
≤ 1
q
(
k∑
i=1
|µ∗i − µ˜∗i |+
k∑
i=1
|µi − µ˜i|
)
using . Moreover
k(h, x, y) = log
1
q
+ max
1≤i≤k
∣∣∣∣log(f ∗i (y)fi(y)
)∣∣∣∣ (60)
because, using Lemma A.1,
|h(x, y, µ, µ∗)| =
∣∣∣∣∣log
(∑k
i=1 µ
∗
i f
∗
i (y)∑k
i=1 µifi(y)
)∣∣∣∣∣
≤ max
1≤i≤k
∣∣∣∣log(µ∗i f ∗i (y)µifi(y)
)∣∣∣∣
≤ max
1≤i≤k
∣∣∣∣log(µ∗iµi
)∣∣∣∣+ max1≤i≤k
∣∣∣∣log(f ∗i (y)fi(y)
)∣∣∣∣
≤ log 1
q
+ max
1≤i≤k
∣∣∣∣log(f ∗i (y)fi(y)
)∣∣∣∣ .
Moreover instead of using Proposition 1 of [Douc and Matias, 2001] we use Corollary 1
of Douc et al. [2004] so that for all θ ∈ ∆kk(q) × Fk, µ, µ˜ ∈ ∆k(q) and for all y1:l−1 ∈
{y : ∃i, f ∗i (y) > 0}l−1
k∑
i=1
∣∣∣Qµ,θ,y1:l−1i,l −Qµ˜,θ,y1:l−1i,l ∣∣∣ ≤ 2ρl−1. (61)
Then, let z = (x, y, µ, µ∗) ∈ Z and z˜ = (x˜, y˜, µ˜, µ˜∗) ∈ Z using the proof of Proposition
1 of [Douc and Matias, 2001]:
|
∫
h(l)Πu(z, dl)−
∫
h(l)Πu(z˜, dl)|
≤
∣∣∣∣∫ h(l)Πu((x, y, µ, µ∗), dl)− ∫ h(l)Πu((x, y˜, µ˜, µ˜∗), dl)∣∣∣∣︸ ︷︷ ︸
=A
+
∣∣∣∣∫ h(l)Πu(x, y˜, µ˜, µ˜∗), dl)− ∫ h(l)Πu((x˜, y˜, µ˜, µ˜∗), dl)∣∣∣∣︸ ︷︷ ︸
=B
(62)
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where
|A| ≤
∣∣∣∣ k∑
x2:u+1=1
∫
lip(h, xu+1, yu+1)(
k∑
i=1
|QQ
µ,θ,y
1 ,θ,y2:u
u,i −QQ
µ˜,θ,y˜
1 ,θ,y2:u
u,i |+
k∑
i=1
|QQ
µ∗,θ∗,y
1 ,θ
∗,y2:u
u,i −QQ
µ˜∗,θ∗,y˜
1 ,θ
∗,y2:u
u,i |
)
Q∗x,x2 . . . Q
∗
xu,xu+1
f ∗x2(y2) . . . f
∗
xu+1
(yu+1)λ(dy2) . . . λ(dyu+1)
∣∣∣∣
(63)
and for any 1 ≤ m ≤ u,
|B| ≤
k∑
x2:u+1=1
∫
lip(h, xu+1, yu+1)
( k∑
i=1
|QQ
µ˜,θ,y˜,y2:u−m
u+1−m ,θ,yu−m+1:u
m+1,i −Qν,θ,yu−m+1:um+1,i |
+
k∑
i=1
|QQ
µ˜,θ∗,y˜,y2:u−m
u+1−m ,θ
∗,yu−m+1:u
m+1,i −Qν
∗,θ∗,yu−m+1:u
m+1,i |
)
∣∣Q∗x,x2 −Q∗x˜,x2∣∣Q∗x2,x3 . . . Q∗xu,xu+1f ∗x2(y2) . . . f ∗xu+1(yu+1)λ(dy2:u+1)
+
k∑
xm:u+1=1
∫
k(h, xu+1, yu+1)
|Q∗m−1x,xm −Q∗m−1x˜,xm|Q∗xm,xm+1 . . . Q∗xu,xu+1f ∗xm(ym) . . . f ∗xu+1(yu+1)λ(dy2:u+1).
(64)
Combining Equations (59), (61) and (63),
|A| ≤ 4
q
ρu−1 (65)
and using Equations (59), (60), (61) and (64)
|B| ≤ 4
q
ρm + 2ρm−2
(
max
1≤j≤k
∫
f ∗j (y) max
1≤i≤k
∣∣∣∣log f ∗i (y)fi(y)
∣∣∣∣λ(dy) + log(1q
))
(66)
therefore using Equations (62), (65) and (66) we obtain
∣∣∣∣∫ h(l)Πu(z, dl)− ∫ h(l)Πu(z˜, dl)∣∣∣∣
≤ 4
q
ρu−1 +
4
q
ρm + 2ρm−2
(
max
1≤j≤k
∫
f ∗j (y) max
1≤i≤k
∣∣∣∣log f ∗i (y)fi(y)
∣∣∣∣λ(dy) + log(1q
))
.
(67)
C Proof of Theorem 4.1 (discrete observations)
Assumption (B) will be checked using Proposition 2 of [Shen et al., 2013] that we recall
here.
Lemma C.1. [Proposition 2 of [Shen et al., 2013]] Let H be a positive integer, A and 
be positive, denote
HH,A, =
{
f =
+∞∑
h=1
pihδzh :
∑
h>H
pih < , zh ∈ [0, A], h ≤ H
}k
.
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Then
DP (G)
(HcH,A,) ≤ kHG((A,+∞)) + k(eG(N)H log 1
)H
(68)
N(4l,HH,A,, d) . (A+ 1)kH−kH . (69)
We now give the proof of Theorem 4.1.
Proof of Theorem 4.1. We first prove Assumption (A) with f˜j = fj, for all 1 ≤ j ≤ k
using Lemma C.2 with  = ˜2n/un, L = Ln = (− log (˜2n/(un log log n)) /(c− δ))1/m and
SL = {1, . . . , L}. Using that f ∗i ∈ D(m, c,K) for all 1 ≤ i ≤ k and Assumption (P), we
get ∑
l>Ln
f ∗i (l)
(G(l))2
.
∑
l>Ln
exp(−clm)l2α .
∑
l>Ln
exp(−(c− δ)lm)lm−1
.
∫ ∞
Ln
exp(−(c− δ)xm)xm−1λ(dx) . exp(−(c− δ)Lmn ) . ˜2n
which proves Equation (77). Equation (78) is proved similarly. Equation (76) follows
using Assumption (I). Then, we can apply Lemma C.2 so that
DP (G)⊗k
(
fj : ∀1 ≤ i, j ≤ k
+∞∑
l=1
f ∗i (l) log
2
(
f ∗j (l)
fj(l)
)
≤ 
2
n
un
,
Ln∑
l=1
(
f ∗j (l)− fj(l)
)2
f ∗j (l)
≤ 
2
n
un
,
∑
l>Ln
fj(l) ≤ 
2
n
un
,
Ln∑
l=1
(
f ∗j (l)− fj(l)
)2
fj(l)
≤ 
2
n
un
)
&
k∏
j=1
((
2n
4un
)(Ln−1+G(N))/2
f ∗j (l
∗)Ln−2
(
1
3
)Ln Ln∏
l=1
G(l)f ∗j (l)
G(l)
)
.
(70)
Moreover using that f ∗i ∈ D(m, c,K) for all 1 ≤ i ≤ k and Equation (P), we obtain
log
Ln∏
l=1
G(l) & −Ln log(Ln), (71)
log
(
Ln∏
l=1
f ∗j (l)
G(l)
)
&
Ln∑
l=1
G(l) log f ∗j (l) & LKn . (72)
Combining Equations (70) with l∗ = argmaxl(min1≤j≤k f
∗
j (l)), (71) and (72), Assumption
(A) of Theorem 3.1 is true if
(− log (˜n))max(1/m+1,K/m) . n˜2n.
Then we choose
˜n =
1√
n
(log n)t0
with 2t0 > max(1/m+ 1, K/m) and Assumption (A) holds.
Using Assumption (Q0), for ˜n small enough,
ΠQ
({
Q : ‖Q−Q∗‖ ≤ ˜n√
un
})
≥ pi(Q
∗)
2
λ
({
Q : ‖Q−Q∗‖ ≤ ˜n√
un
})
&
(
˜n√
un
)k(k−1)
(73)
so that Assumption (C) holds.
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Using Lemma C.1 with A = exp((log n)2t0+t/2), H = (n2n)/((log n)
2t0+t) and n =
(log n)t/
√
n,
Π(F cn)
. (log n)t−2t0 exp
(−(α + 1)(log n)2t0+t/2)+ exp (−(t− 2t0 − 1)(log n)t−2t0(log log n)2)
= o(exp(−C ′(log n)2t0)) = o(exp(−C ′n˜2n)),
(74)
if t > 4t0. Moreover
log
(
N
( n
12
,Fn, D`
))
. (log n)3t/2 + (log n)t−2t0+1 . n2n (75)
so that Assumption (B) holds. This concludes the proof of Theorem 4.1.
Lemma C.2. Let SL be a subset of {1, . . . , L}. If
max
1≤i,j≤k
∑
ScL
f ∗i (l) log
2(f ∗j (l)) ≤

8
(76)
and
max
1≤i≤k
∑
ScL
f ∗i (l)
(G(l))2
≤ 
384 log2(2)k(G(N))2
, (77)
and if there exists δ > 0 such that
max
1≤i≤k
∑
l∈ScL
f ∗i (l) ≤ 1+δ, (78)
then, for all l∗ ∈ SL and all  > 0 small enough,
PG := DP (G)
⊗k
(
fj : ∀1 ≤ i, j ≤ k
+∞∑
l=1
f ∗i (l) log
2
(
f ∗j (l)
fj(l)
)
≤ ,
∑
l∈SL
(
f ∗j (l)− fj(l)
)2
f ∗j (l)
≤ ,
∑
l∈ScL
fj(l) ≤ ,
∑
l∈SL
(
f ∗j (l)− fj(l)
)2
fj(l)
≤ 
)
&
k∏
j=1
((√

4
)L−1+G(N)(
1
3
)L
f ∗j (l
∗)L−2
[∏
l∈SL
G(l)f ∗j (l)
G(l)
])
.
Proof of Lemma C.2. Note that if for all l ∈ SL and for all 1 ≤ j ≤ k,(
1−
√

4
)
f ∗j (l) ≤ fj(l) ≤
(
1 +
√

4
)
f ∗j (l)
then for all l ∈ SL,
log2
(
f ∗j (l)
fj(l)
)
≤ 
2
,
|f ∗j (l)− fj(l)|2
f ∗j (l)2
≤ 
2k
and
|f ∗j (l)− fj(l)|2
fj(l)2
≤ 
so that
∑
l∈SL
f ∗i (l) log
2
(
f ∗j (l)
fj(l)
)
≤ 
2
,
∑
l∈SL
∣∣f ∗j (l)− fj(l)∣∣2
f ∗j (l)
≤  and
∑
l∈SL
∣∣f ∗j (l)− fj(l)∣∣2
fj(l)
≤ .
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Moreover using Assumptions (76) and (78) if for all 1 ≤ i, j ≤ k,∑
l∈ScL
f ∗i (l) log
2 (fj(l)) <

8
,
then ∑
l∈ScL
f ∗i (l) log
2
(
f ∗j (l)
f(l)
)
≤ 2
∑
l∈ScL
f ∗i (l) log
2(f ∗j (l)) + 2
∑
l∈ScL
f ∗i (l) log
2(fj(l)) ≤ 
2
.
Combining the two last remarks, we obtain
PG ≥
k∏
j=1
(
DP (G)
(
f :
(
1−
√

4
)
f ∗j (l) ≤ f(l) ≤
(
1 +
√

4
)
f ∗j (l), ∀l ∈ SL,
∑
l∈ScL
f ∗i (l) log
2 (f(l)) ≤ 
8
and
∑
l∈ScL
fj(l) ≤ 
))
≥
k∏
j=1
(
DP (G)
(
f : exp
−√ 
16 max1≤i≤k
∑
l∈ScL f
∗
i (l)
 ≤ ∑
m∈ScL
f(m) ≤ ,
∑
l∈ScL
f ∗i (l) log
2
(
f(l)∑
m∈ScL f(m)
)
≤ 
32
, ∀1 ≤ i ≤ k and
(
1−
√

4
)
f ∗j (l)∑
m∈SL
f(m)
≤ f(l)∑
m∈SL
f(m)
≤
(
1 +
√

4
)
f ∗j (l)∑
m∈SL
f(m)
, ∀l ∈ SL
))
indeed if
exp
−√ 
16 max1≤i≤k
∑
l∈ScL f
∗
i (l)
 ≤ ∑
m∈ScL
f(m)
and ∑
l∈ScL
f ∗i (l) log
2
(
f(l)∑
m∈ScL f(m)
)
≤ 
32
, ∀1 ≤ i ≤ k
then ∑
l∈ScL
f ∗i (l) log
2 (f(l))
≤ 2
∑
l∈ScL
f ∗i (l) log
2
(
f(l)∑
m∈ScL f(m)
)
+ 2
∑
l∈ScL
f ∗i (l) log
2
∑
m∈ScL
f(m)
 ≤ 
8
.
Using the tail free property of the Dirichlet process, (f(l)/
∑
m∈ScL f(m))l∈S
c
L
,
∑
m∈ScL f(m)
and (f(1)/
∑
m∈SL f(m), . . . , f(L)/
∑
m∈SL f(m)) are independent. So that we obtain
PG ≥
∫ 
exp
(
−
√

16max1≤i≤k
∑
l∈Sc
L
f∗
i
(l)
) Γ(G(N))
Γ(G(SL))Γ(G(ScL))
aG(S
c
L)−1(1− a)G(SL)−1
Dir(G|SL)
(
x :
(
1−
√

4
)
f ∗j (l)
1− a ≤ xl ≤
(
1 +
√

4
)
f ∗j (l)
1− a, ∀l ∈ SL
)
︸ ︷︷ ︸
D(a)
λ(da)
DP (G|ScL)
(∑
l∈ScL
f ∗i (l) log
2
(
f(l)∑
m∈ScL f(m)
)
<

32
, ∀1 ≤ i ≤ k
)
(79)
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We first control the integral of Equation (79). Note that if
x ∈ VSL :=
{
x ∈ ∆|SL| : xl ∈ Vl, ∀l ∈ SL \ {l∗}
}
where for all l ∈ SL \ {l∗}
Vl :=
{
xl :
(
1−
√

16
f ∗j (l
∗)
)
f ∗j (l)
1− a ≤ xl ≤
(
1 +
√

16
f ∗j (l
∗)
)
f ∗j (l)
1− a
}
and if
a ∈ VA :=
{∑
l∈SL
f ∗j (l)−
√

16
f ∗j (l
∗) ≤ 1− a ≤
∑
l∈SL
f ∗j (l) +
√

16
f ∗j (l
∗)
}
(80)
then for all l ∈ SL, (
1−
√

4
)
f ∗j (l)
1− a ≤ xl ≤
(
1 +
√

4
)
f ∗j (l)
1− a, (81)
where xl∗ = 1−
∑
l∈SL,l 6=l∗ xl. So that
D(a) ≥ Γ(G(SL))∏
m∈SL Γ(G(m))
1VA(a)
∫
VSL
∏
l∈SL\{l∗}
x
G(l)−1
l
1− ∑
m∈SL\{l∗}
xm
G(l∗)−1 λ(dx)
(82)
where1− ∑
m∈SL\{l∗}
xm
G(l∗)−1 ≥ (f ∗j (l∗)
1− a
)G(l∗)−1
min
(
(1/2)G(l
∗)−1, (3/2)G(l
∗)−1) (83)
and ∫
Vl
x
G(l)−1
l λ(dxl) ≥
(
f ∗j (l)
1− a
)G(l)
f ∗j (l
∗)
√

4
min
(
(1/2)G(l)−1, (3/2)G(l)−1
)
, (84)
using Equation (81). Then combining Equations (82), (83) and (84); D(a) is bounded by
1VA(a)
Γ(G(SL))∏
m∈SL Γ(G(m))
(
2
3
)L(
1
2
)G(N) ( 
4
)(L−1)/2( 1
1− a
)G(SL)−1
f ∗j (l
∗)L−2
∏
l∈SL
f ∗j (l)
G(l).
So that∫ 
exp
(
−
√

16max1≤i≤k
∑
l∈Sc
L
f∗
i
(l)
) Γ(G(N))
Γ(G(SL))Γ(G(ScL))
aG(S
c
L)−1(1− a)G(SL)−1D(a)λ(da)
≥ Γ(G(N))
G(ScL)Γ(G(S
c
L))
∏
l∈SL Γ(G(l))
( 
4
)(L−1)/2(2
3
)L(
1
2
)G(N)
f ∗j (l
∗)L−2
∏
l∈SL
f ∗j (l)
G(l)

min
∑
m∈ScL
f ∗j (m) +
√

16
f ∗j (l
∗), 
G(ScL)
−
max
exp
−√/(16 max
1≤i≤k
∑
l∈ScL
f ∗i (l)
), ∑
m∈ScL
f ∗j (m)−
√

16
f ∗j (l
∗)
G(ScL)

&
(√

4
)L−1+G(N)(
1
3
)L
f ∗j (l
∗)L−2
∏
l∈SL
G(l)f ∗j (l)
G(l).
(85)
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using that for all 0 < a < 1,
1
a
≤ Γ(a) ≤ 2
a
. (86)
and that under Assumption (78), for  small enough
exp
(
−
−δ/2
4
)
≥ exp
−√ 
16 max1≤i≤k
∑
l∈ScL f
∗
i (l)
 ≥ 0 ≥ ∑
m∈ScL
f ∗j (m)−
√

16
f ∗j (l
∗).
We now control the last term of Equation (79). Using Markov’s inequality,
DP (G|ScL)
∑
l∈Scl
f ∗i (l) log
2
(
f(l)∑
m∈ScL f(m)
)
<

16
, ∀1 ≤ i ≤ k

≥ 1−DP (G|ScL)
 k∑
i=1
∑
l∈ScL
f ∗i (l) log
2
(
f(l)∑
m∈ScL f(m)
)
>

16

≥ 1−
Eθ∗
(∑k
i=1
∑
l∈ScL f
∗
i (l) log
2
(
f(l)∑
m∈Sc
L
f(m)
))

16
.
(87)
As f(l)/
∑
m∈ScL f(m) is distributed from β
(
G(l), G(ScL \ {l})
)
,
Eθ∗
[
log2
(
f(l)∑
m∈ScL f(m)
)]
=
Γ(G(ScL))
Γ(G(l))Γ(G(ScL \ {l}))
(∫ 1/2
0
log2(x)xG(l)−1(1− x)G(ScL\{l})−1λ(dx)︸ ︷︷ ︸
I1
+
∫ 1
1/2
log2(x)xG(l)−1(1− x)G(ScL\{l})−1λ(dx)︸ ︷︷ ︸
I2
)
,
(88)
with
I1 ≤ 2
∫ 1/2
0
log2(x)xG(l)−1λ(dx) =
4 log2(2)(1/2)G(l)
G(l)3
(
G(l)2
2
+
G(l)
log 2
+
1
log2 2
)
≤ 12 log
2(2)(G(N))2
G(l)3
,
(89)
and
I2 ≤ 2 log2(2)
∫ 1
1/2
(1− x)G(ScL\{l})−1λ(dx) ≤ 2 log
2(2)
G(ScL \ {l})
. (90)
Combining Equations (86) (88), (89) and (90), we obtain
Eθ∗
∑
l∈ScL
f ∗i (l) log
2
(
f(l)∑
m∈ScL f(m)
) ≤ 24G(N)2 log2(2)∑
l∈ScL
f ∗i (l)
(G(l))2
. (91)
Then using Assumption (77) and Equations (87) and (91)
DP (G|ScL)
(∑
l∈ScL
f ∗i (l) log
2
(
f(l)∑
m∈ScL f(m)
)
<

16k
, ∀1 ≤ i ≤ k
)
≥ 1/2 (92)
Lemma C.2 follows combining Equations (79), (85) and (92).
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D Proof of Theorem 4.3 (Dirichlet process mixtures
of Gaussian distributions)
Proof of Theorem 4.3 . Let σn = ˜n/(log(1/˜n)), ˜n = n
−β/(2β+1)(log n)t0 . Following the
computations of the proof of Theorem 4 of [Shen et al., 2013] and using Assumption
(S3), Lemma D.1 ensures that Assumption (A) holds with t0 ≥ (2 + 2/γ0 + 1)/(1/β + 2).
Using Assumption ((Q0)), Assumption (C) holds. Using Theorem 5 of [Shen et al., 2013],
Assumptions (G1), (S1) and (S2); Assumption (B) holds with n = n
−β/(2β+1)(log(n))t,
t > t0. This concludes the proof of Theorem 4.3.
The following lemma is a generalization of Lemma 4 of [Kruijer et al., 2010] in the
HMM context. In other words, we give a set of density functions (fj)1≤j≤k satisfying
Assumptions (A.1)–(A.6) in Lemma D.1.
Lemma D.1. Assume that there exist β, L and γ such that for all 1 ≤ j ≤ k, f ∗j ∈
P(β, L, γ) and Assumptions (T1)–(T3) hold. Let σ be a positive real small enough.
Then for all 1 ≤ j ≤ k, there exists a discrete measure mj =
∑Nj
i=1 µ
i
jδzij supported
on {x : f ∗j (x) ≥ Kjσ2β+H1} with H1 > 2β, Kj a constant small enough and Nj =
O(σ−1|log σ|2/γ0) such that Assumptions (A.1)–(A.6) hold with fj = φσ ∗mj for all 1 ≤
j ≤ k and σ2β ≤ ˜2n/un.
Assumptions (A.1)–(A.6) also hold with fj = φσ˜ ∗ m˜j, for all σ˜ ∈ [σ,σ +σδ′H1+2] and
for all m˜j =
∑+∞
i=1 µ˜
i
jδz˜ij such that µ˜
1:Nj
j ∈ B(µj, σδ′H1+2) and z˜ij ∈ B(zij, σδ′H1+2), for all
1 ≤ i ≤ Nj, where δ′ ≥ 1 + β/H1.
Proof of Lemma D.1. The proof of Lemma D.1 is based on [Kruijer et al., 2010]. First
notice that f ∗j ∈ P(β, L, γ) implies that for all integer m ≤ β, |ljm| is bounded by a
polynomial. Then Assumption (T1) implies that Assumption (C2) of [Kruijer et al.,
2010] holds and stronglier implies that there exists δ > 0 such that for all 1 ≤ i, j, ι ≤ k
and all integer m ≤ β, ∫
|ljm(x)|(2β+δ)/mf ∗i (x)λ(dx) <∞,∫
|Lj(x)|2+δ/βf ∗i (x)λ(dx) <∞,∫
|ljm(x)|(2β+δ)/mf ∗i (x) log f ∗ι (x)λ(dx) <∞,∫
|Lj(x)|2+δ/βf ∗i (x) log f ∗ι (x)λ(dx) <∞.
(93)
Let σ > 0, we consider
S =
k⋂
j=1
(
Ajσ ∩ Ejσ
)
,
where
Ajσ =
{
x : |ljm(x)| ≤ Bσ−m|log(σ)|−m/2,∀1 ≤ m ≤ bβc, |Lj(x)| ≤ Bσ−β|log(σ)|−β/2
}
and
Ejσ =
{
x : f ∗j (x) ≥ σH1
}
.
Using Assumptions 17, (T1), (T3) and Lemma 2 of [Kruijer et al., 2010], there exists k
density functions hjβ such that for all 1 ≤ j ≤ k and all x ∈ S,
hjβ ∗ φσ(x) = f ∗j (x)
(
1 +O(Rj(x)σβ)
)
+O((1 +Rj(x))σH) (94)
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where Rj is defined as in Equation (16) page 1232 of [Kruijer et al., 2010] and H is as
large as we want. Using Assumptions 17, (T1) and (T3), the proof of Lemma 2 of [Kruijer
et al., 2010] is easily generalizable in this context so that∫
Sc
hjβ ∗ φσ(y)λ(dy) . σ2β. (95)
The generalization can be proved using Equation (93) and by replacing Equation (56) of
[Kruijer et al., 2010] by Equation (102).
As at page 1251 in [Kruijer et al., 2010], we denote
h˜βj =
1x:hβj (x)≥σH2h
β
j∫
x:hβj (x)≥σH2 h
β
j dλ
and using Lemma 12 of [Kruijer et al., 2010], for all 1 ≤ j ≤ k, there exist k discrete
distributions mj =
∑Nj
i=1 µ
i
jδzij supported in {x : f ∗j (x) ≥ Kjσ2β+H1} for H1 > 2β, a
constant Kj small enough and with Nj = O(σ
−1|log σ|2/γ0) such that
‖h˜βj ∗ φσ −mj ∗ φσ‖∞ ≤ σ−1e−C|log σ|
2/γ0 ,
‖h˜βj ∗ φσ −mj ∗ φσ‖1 ≤ σ−1e−C
′|log σ|2/γ0 (96)
for any C ′, C large enough.
It is now sufficient to prove that Assumptions (A.1) to (A.6) hold with 
4/(2−α)
n =
O(σ2β), fj = m˜j ∗ φσ˜ and f˜j = hβj ∗ φσ˜ for all σ˜ ∈ [σ, σ + σδ′H1+2] and all discrete
distributions m˜j =
∑Nj
i=1 µ˜
i
jδz˜ij such that µ˜j ∈ B(µj, σδ
′H1+2)∩∆Nj and z˜j ∈ B(zj, σδ′H1+2)
where δ′ ≥ 1 + β/H1. By Lemma 2 of [Kruijer et al., 2010],
‖fj −mj ∗ φσ‖1 . σH1+1+β, ‖fj −mj ∗ φσ‖∞ . σH1+β, (97)
• Proof of (A.1). We cut the integral as in the following,∫
f ∗i (y) log
2
f ∗j (y)
fj(y)
λ(dy) ≤
∫
S
f ∗i (y) log
2
f ∗j (y)
f˜j(y)
λ(dy)
+
∫
Sc
f ∗i (y) log
2
f ∗j (y)
f˜j(y)
λ(dy)
+
∫
f ∗i (y) log
2 f˜j(y)
fj(y)
λ(dy).
(98)
The last integral can be controlled by O(σ2β) as in the proof of Lemma 4 of [Kruijer
et al., 2010].
Using Equation (94) we control the first integral of the bound of Equation (98):∫
S
f ∗i (y) log
2
f ∗j (y)
f˜j(y)
λ(dy) ≤
∫
S
f ∗i (y)
|f ∗j (y)− f˜j(y)|2
min(f˜j(y), f ∗j (y))
λ(dy) . σ2β
as soon as H is large enough, using Equation (94).
Using that f ∗j . f˜j . φσ ∗ f ∗j . 1 (see Remark 1 and the bottom of page 1252 of
[Kruijer et al., 2010]), we control the second integral in the bound of Equation (98),∫
Sc
f ∗i (y) log
2
f ∗j (y)
f˜j(y)
λ(dy) .
∫
Sc
f ∗i (y)λ(dy) +
∫
Sc
f ∗i (y) log
2
(
f ∗j (y)
)
λ(dy)
which is bounded by O(σ2β) following the proof of (A.4).
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• Proof of (A.2). We cut the integral into three parts:∫
S
|f ∗i (y)− fi(y)|2
f ∗i (y)
λ(dy)
.
∫
S
|f ∗i (y)− hiβ ∗ φσ(y)|2
f ∗i (y)
λ(dy)︸ ︷︷ ︸
I1
+
∫
S
|hiβ ∗ φσ(y)− h˜iβ ∗ φσ(y)|2
f ∗i (y)
λ(dy)︸ ︷︷ ︸
I2
+
∫
S
|h˜iβ ∗ φσ(y)− fi(y)|2
f ∗i (y)
λ(dy)︸ ︷︷ ︸
I3
Using Equation (94),
I1 . σ2β. (99)
We now control I2 using the bound∣∣∣∣∣hiβ ∗ φσ(y)h˜iβ ∗ φσ(y) − 1
∣∣∣∣∣ = O(σ2β), for all y ∈ S
of page 1252 of [Kruijer et al., 2010] and Equation (94). Then
I2 =
∫
S
(
|hiβ ∗ φσ(y)− h˜iβ ∗ φσ(y)|
hiβ ∗ φσ(y)
)2
hiβ ∗ φσ(y)
hiβ ∗ φσ(y)
f ∗i (y)
λ(dy)
≤
∫
S
(O(σ2β))2 hiβ ∗ φσ(y) 2 λ(dy) . σ2β,
(100)
using Equation (94). As to I3, using Equations (96) and (97), it is upper-bounded
by
2
‖h˜βi ∗ φσ −mi ∗ φσ‖∞‖h˜βi ∗ φσ −mi ∗ φσ‖1
σH1
+2
‖fi −mi ∗ φσ‖∞‖fi −mi ∗ φσ‖1
σH1
. σ2β
(101)
when 2 > γ0, such a γ0 can always be chosen (see the first line of page 1253 of
[Kruijer et al., 2010]).
• Proof of (A.3). Assumption (A.3) is proved in Equation (95).
• Proof of (A.4). It is sufficient to bound∫
(Eiσ)
c
f ∗j (y)λ(dy)
and ∫
(Aiσ)
c
f ∗j (y)λ(dy).
Using Assumption (T2), for all 0 < δ < 1∫
(Eiσ)
c
f ∗j (y)λ(dy)
≤
∫
{y:f∗j (y)<σH1Mj,i exp(τj,i|y|γj,i )}
f ∗j (y)λ(dy)
≤
∫
{y:f∗j (y)<σH1Mj,i exp(τj,i|y|γj,i )}
(f ∗j (y))
1/δ(f ∗j (y))
1−1/δλ(dy)
≤ σH1/δ
∫
(Mj,i)
1/δ exp(τj,i|y|γj,i/δ)(f ∗j (y))1−1/δλ(dy) . σ2β
(102)
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as soon as H1 > 2β, using Assumption (T1). Moreover using (93) and Markov
inequality, as in the proof of Lemma 2 of [Kruijer et al., 2010],∫
(Aiσ)
c
f ∗j (y)λ(dy) . σ2β. (103)
• Proof of (A.5). Using the same argument as in the bottom of the page 1252 of
[Kruijer et al., 2010], Equations (96) and (97),∫
S
f ∗i (y) max
1≤j≤k
log
(
f˜j(y)
fj(y)
)
λ(dy)
≤
∫
S
f ∗i (y) max
1≤j≤k
|f˜j(y)− fj(y)|
fj(y)
λ(dy)
≤
∫
S
f ∗i (y) max
1≤j≤k
‖f˜j − fj‖∞
σH2 − ‖f˜j − fj‖∞
λ(dy) . σ2β
(104)
• Proof of (A.6). Using that f ∗j . f˜j (see Assumption (C3) of [Kruijer et al., 2010])
Equation (99) implies (A.6).
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