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Abstract- Image segmentation plays a crucial role in many medical-imaging applications, by automating or facilitating the
delineation of anatomical structures and other regions of interest. In this paper explaining current segmentation approaches
in medical image segmentation and then reviewed with an emphasis on the advantages and disadvantages of these methods
and showing the implemented outcomes of the thresholding, clustering, region growing segmentation algorithm for the brain
MRI and also explaining the edge detection of retinal image.
Keywords- Image segmentation, thresholding, clustering, region growing, edge detection.

This paper is organized as follows. Section
II describes the widely using image segmentation
algorithms, Section III discuss the experimental
results of various segmentation algorithms. In Section
IV, validation parameter to be considered is
explained. In Section V conclusion of paper is
discussed.

I. INTRODUCTION
Medical imaging is a valuable tool in
medicine. Computed Tomography(CT), Magnetic
Resonance Imaging(MRI), Ultra Sound imaging(US)
and other imaging techniques provide more effective
information about the anatomy of the human body.
These technologies become more critical in diagnosis
and treatment planning. Some computer algorithms
are applying for the description of anatomical
structures and other regions of interest are becoming
increasingly important in assisting and automating
specific radiological tasks. These algorithms, called
image segmentation algorithms, play a vital role in
numerous biomedical-imaging applications, such as
study anatomical structure, Identify Region of
Interest i.e. locate tumour and other abnormalities,
Measure tissue volume to measure growth of tumour
(also decrease in size of tumour with treatment), Help
in treatment planning prior to radiation therapy; in
radiation dose calculation [1].
Segmentation is the process of partitioning
an image into multiple segments. The segmentation is
to simplify and/or change the representation of an
image into other form that is more significant and
easier to analyse.
Even though a number of algorithms have
been proposed in the field of medical image
segmentation, medical image segmentation continues
to be a complex and challenging problem. At present,
various methods using are, Thresholding, Clustering
methods Compression-based methods, Histogrambased methods, Edge detection, Region-growing
methods,
Split-and-merge
methods,
Partial
differential
equation-based
methods,
Graph
partitioning methods, Watershed transformation,
Model based segmentation Multi-scale segmentation,
Neural networks segmentation [1].

II. IMAGE SEGMENTATION ALGORITHMS
A. Thresholding
Thresholding is the simplest method of
image segmentation. This method is based on a
threshold value to turn a gray-scale image into a
binary image [2]. In this method image is segmenting
by comparing pixel values with the predefined
threshold limit L [3].The following equation defining
the threshold level.
Let X(i,j) be an image

(1)
where n(i,j) is the pixel value at the position (i,j).
Thresholding
is
called adaptive
thresholding when a different threshold is used
for different regions in the image [4]. thresholding
methods can be classified into the following six
groups based on the algorithm manipulation .
Histogram shape-based methods, clustering-based
methods, entropy-based methods, object attributebased methods, spatial methods, local methods.
B. Clustering method
This is an iterative technique that is used
to partition an image into clusters. procedure of
clustering method is explained in fig. 1.
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relationship between compression and segmentation
is that, segmentation tries to find patterns in an image
and any regularity in the image can be used to
compress it. And this method describes each segment
by its texture and boundary shape. Each of these
components is modelled by a probability distribution
function [6].
This method yields the number of bits
required to encode that image based on the given
segmentation.
Thus,
among
all
possible
segmentations of an image, this segmentation
procedure produces the shortest coding length.
This can be achieved by a simple
agglomerative clustering method. The distortion in
the lossy compression determines the unevenness of
the segmentation and its optimal value may differ for
each image. This parameter can be estimated
heuristically from the contrast of textures in an
image.
D. Histogram – based method
In this method, a histogram is computed
from all of the pixels in the image, and the peaks and
valleys in the histogram are used to locate
the clusters in the image [4].Colour or intensity can
be used as the parameters for the measure. Since the
histogram-based methods are very efficient when
compared to other image segmentation methods
because they typically require only one pass through
the pixels.
In mathematical sense, a histogram is a
function Xj that counts the number of observations
that fall into each of the disjoint categories which is
known as bins, whereas the graph of a histogram is
merely one way to represent a histogram. Thus, if we
let N be the total number of observations and l be the
total number of bins, the histogram Xj meets the
following conditions (Karl Pearson):
(2)
j

Fig.1. Flow chart showing computation of clustering method.

Clusters can be selected manually, randomly, or
based on some conditions. distance between the pixel
and cluster center is calculated by the squared or
absolute difference between a pixel and a cluster
center. The difference is typically based on pixel
colour, intensity, texture, and location, or a weighted
combination of these factors. More commonly used
clustering algorithms are K – means algorithm, fuzzy
c-means algorithm, expectation – maximization (EM)
algorithm [1].
The quality of the final result of the
clustering method depends mainly on the initial set of
clusters. Since the algorithm is extremely fast, a
collective method is to run the algorithm several
times and select the best clustering. A drawback of
the clustering algorithm is that the number of clusters
k is an input parameter. A wrong choice of k may
yield poor results. The algorithm also assumes that
the variance is an appropriate measure of cluster
scatter.
C. Compression – based method
Compression based method is an optimum
segmentation method, because this is the one that
minimizes the coding length of the data over all other
possible segmentation techniques [5]. The

An improvement can be made in this
technique by recursively apply the histogram method
to every clusters in the image in order to divide image
into smaller clusters [7], [8]. This is repeating until no
more clusters are formed. One disadvantage of the
histogram-seeking method is that it may be difficult
to identify significant peaks and valleys in the image
[4].
Histogram-based approaches can also be
quickly applicable over multiple frames, while
maintaining their single pass efficiency. The same
approach that is done with single frame can be
applied to multiple frame, and after the results are
merged, peaks and valleys that were previously
difficult to identify are more likely to be
distinguishable. The histogram based method can also
be applied on a per pixel level, and the information
result are used to determine the most frequent colour
for the pixel location.
E. Edge detection
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The edge-based approaches is to detect the
object boundaries by using an edge detection operator
and then extract boundaries by using the edge
information [9]. The problem of edge detection is the
presence of noise that results in random variation in
level from pixel to pixel. Therefore, the ideal edges
are never encountered in real images because of noise
[9]. A great diversity of edge detection algorithms
have been devised with differences in their
mathematical and algorithmic proper-ties such as
Roberts, Sobel, Prewitt, Laplacian, and Canny, all of
which are based on the difference of gray levels [9].
The difference of gray levels can be used to detect the
discontinuity of gray levels.
Although many algorithms for boundary
detection have been developed to achieve good
performance in field of image processing, most
algorithms for detecting the correct boundaries of
objects have difficulties in medical images in which
ill-defined edges are encountered [9]. Medical images
are often noisy and too complex to expect local, low
level operations to generate perfect primitives. The
complexity of medical images makes the correct
boundary detection very difficult.
F. Region-growing method
The region growing is a mostly used
classical segmentation method. These region growing
based segmentation models shares the following
assumption about the image pixel properties [3].The
intensity values within each region/object conforms
to Gaussian distribution, The mean intensity value for
each region/object is different.
Region growing is a technique for extracting
an image region that is connected based on some
predefined criteria. These criteria can be based on
intensity information and/or edges in the image [1].
One example for the region growing method is
seeded region growing. The procedure for the same
as follows:
1. This method takes a set of seeds as input
along with the image.
2. The seeds mark each of the objects to be
segmented.
3. The regions are iteratively grown by
comparing all unallocated neighbouring
pixels to the regions.
4. The difference between a pixel's intensity
value and the region's mean, δ, is used as a
measure of similarity.
5. The pixel with the smallest difference
measured this way is allocated to the
respective region.
6. This process continues until all pixels are
allocated to a region.
The primary disadvantage of region growing
is that it requires manual interaction to obtain the
seed point. Split-and-merge is an algorithm related to
region growing, but it does not require a seed point.
Region growing can also be sensitive to noise,
causing extracted regions to have holes.

G. Split and merge method
Split and merge method also called as quad tree
segmentation,
because
split-and-merge
segmentation is based on a quad-tree partition of an
image. The process of split and merge segmentation
method is explained as follow in fig. 2:

Fig.2. The flowchart of split and merge method.

This is the combination of splits and merges
utilizing the advantage of the two methods. This
method starts at the root of the tree that represents the
whole image. If it is found non-uniform (not
homogeneous), then it is split into four son-squares
(the splitting process), and so on so forth. Conversely,
if four son-squares are homogeneous, they can be
merged as several connected components (the
merging process). The node in the tree is a segmented
node. This process continues recursively until no
further splits or merges are possible. When a special
data structure is involved in the implementation of the
algorithm of the method, its time complexity can
reach O(nlogn), an optimal algorithm of the method
[1].
H. Graph partitioning methods
Graph partitioning methods can effectively
be used for image segmentation. In these methods,
the image is modelled as a weighted, undirected
graph. Usually a pixel or a group of pixels are
associated with nodes and edge weights define the
(dis)similarity between the neighbourhood pixels.
The graph (image) is then partitioned according to a
criterion designed to model "good" clusters. Each
partition of the nodes (pixels) output from these
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algorithms are considered an object segment in the
image. Some popular algorithms of this category are
normalized cuts, random walker, minimum cut,
isoperimetric partitioning, minimum spanning treebased segmentation.
This graph partitioning algorithm is
perfectly adapted to a volume binary classification
issue [10]. Moreover, the transcription of a
segmentation issue into an energy minimization
framework makes it possible to encode various
characteristics of the data: classification training,
degree of similarity between voxels of the same class
(region-based approaches), changes between classes
(boundary-based approaches), etc.
Once the graph is built, correct weight is
assigned to each links according to some relevant cost
functions, graph cuts algorithm, the regional term
cost function is defined after an interactive process
[10]. Histograms are built from this labelling and
probability density functions are extracted for each
class and encoded in the graph. Graph cut
segmentation can be formulated as an energy
minimization problem such that for a set of pixels P
and a set of labels L, the goal is to find a labelling f:
P→L that minimizes the energy function E(f) [10].

Neural Network segmentation relies on
processing small areas of an image using an artificial
neural network or a set of neural network. There are
several different neural network architectures
available for medical imaging applications, Feedforward Network, Radial Basis Function Networks,
Feed-back Network, Self-Organising Map [11].
Each neuron in the network corresponds to
one pixel in an input image, receiving its
corresponding pixel’s color information (e.g.
intensity) as an external stimulus. Each neuron also
connects with its neighboring neurons, receiving local
stimuli from them. The external and local stimuli are
combined in an internal activation system, which
accumulates the stimuli until it exceeds a dynamic
threshold, resulting in a pulse output. Through
iterative computation, pulse coupled neural network.
neurons produce temporal series of pulse outputs. The
temporal series of pulse outputs contain information
of input images and can be utilized for various image
processing applications, such as image segmentation
and feature generation.
J. Shortcomings of Segmentation Methods
Segmentation of medical images is a difficult task
as medical images are complex in nature and rarely
have any simple linear feature. Further, the output of
segmentation algorithm is affected due to, Partial
volume effect, Intensity inhomogeneity, Presence of
artifacts, Closeness in gray level of different soft
tissue.
Medical images are often noisy and too
complex to expect local, low level operations to
generate perfect primitives. Medical imaging
technique like ultra sound, CT may contain echo
perturbations and speckle noise, it may affect the
segmentation.

where Np is the set of pixels in the neighbourhood of
p, Rp(fp) is the cost of assigning label fp∊L to P,
and Bp,q(fp,fq) is the cost of assigning labels fp,fq∊L to
p and q.
I. Neural networks segmentation
Inspired by the way biological nervous
systems such as human brains process information,
an artificial
neural network
(ANN) is
an
information processing system which contains a
large number of highly interconnected processing
neurons [11]. These neurons work together in a
distributed manner to learn from the input
information, to coordinate internal processing, and to
optimise its final output.
The basic structure of a neuron can be
theoretically modelled as shown in fig. 3 where X {xi,
i = 1, 2, …, n} represent the inputs to the
neuron and Y represents the output. Each input is
multiplied by its weight wi, a bias b is associated with
each neuron and their sum goes through a transfer
function f [11].

III. EXPERIMENTAL RESULTS
In this section discussing the implementation
of various segmentation algorithms for the MRI of
brain, And edge detection of retinal image.
A. Thresholding
This method is based on threshold value.

Fig .4. Segmentation of brain MRI using thresholding. (a)
original (b) segmented image
Fig.3. The model of neuron
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This best segmentation obtained for the
threshold value 0.384. Selection of threshold value
should be correct otherwise output will not be a good
segmented one.
B. Clustering method

Due to the presence of intensity inhomogeneity
and closeness in gray level of different tissue, edge
detection cannot be done in MRI brain image [1].

Fig.7. Edge detection operation

The difference of gray levels can be used to
detect the discontinuity of gray levels.which is used
to detect the object boundary.
IV. VALIDATION
To quantify the performance of a
segmentation method, validation experiments are
necessary. The most straightforward approach to
validation is to compare the automated
segmentations
with
manually
obtained
segmentations. other common approach to validating
segmentation methods is through the use of physical
phantoms or computational phantoms. Specificity,
sensitivity, and accuracy are the other parameters to
be considered.

Fig.5. Clustering segmentation method.(a) original image,(b)
and (c) segmented output

In this example value of cluster center
3.8057,Iterartion limit given is 1000, and number of
iterations performed is 4.
C. Region-growing method
Region growing is a technique for extracting
an image region that is connected based on some
predefined criteria. These criteria can be based on
intensity information and/or edges in the image. The
seeds mark each of the objects to be segmented. The
primary disadvantage of region growing is that it
requires manual interaction to obtain the seed point.

V. CONCLUSION
Image segmentation plays a crucial role in
many medical-imaging applications, by automating
or facilitating the delineation of anatomical
structures and other regions of interest. Many
methods are existing and still developing the new
methods for the segmentation to overcome the
shortcomings of the existing methods. Here various
segmentation methods have implemented on brain
MRI and edge detection on retinal image. Outcomes
are depend on some input parameter like, threshold
for the thresholding, number of cluster centres, and
seed point for the region growing method. Region
growing needs manual interaction. Running time for
the clustering method depends on the number of
iteration used. Edge detection depends on
discontinuity of gray level and on intensity variation
on the gray scale images. Above explained methods
are gives almost identical outcomes, when the inputs
are accurate.
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