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ABSTRACT
NORMS AND CONES IN THE THEORY OF
QUANTUM ENTANGLEMENT
Nathaniel Johnston Advisor:
University of Guelph, 2012 Professor D. Kribs
There are various notions of positivity for matrices and linear matrix-valued maps
that play important roles in quantum information theory. The cones of positive
semidefinite matrices and completely positive linear maps, which represent quantum
states and quantum channels respectively, are the most ubiquitous positive cones.
There are also many natural cones that can been regarded as “more” or “less” positive
than these standard examples. In particular, entanglement theory deals with the
cones of separable operators and entanglement witnesses, which satisfy very strong
and weak positivity properties respectively.
Rather complementary to the various cones that arise in entanglement theory
are norms. The trace norm (or operator norm, depending on context) for operators
and the diamond norm (or completely bounded norm) for superoperators are the
typical norms that are seen throughout quantum information theory. In this work
our main goal is to develop a family of norms that play a role analogous to the
cone of entanglement witnesses. We investigate the basic mathematical properties of
these norms, including their relationships with other well-known norms, their isometry
groups, and their dual norms. We also make the place of these norms in entanglement
theory rigorous by showing that entanglement witnesses arise from minimal operator
systems, and analogously our norms arise from minimal operator spaces.
Finally, we connect the various cones and norms considered here to several seem-
ingly unrelated problems from other areas. We characterize the problem of whether
or not non-positive partial transpose bound entangled states exist in terms of one of
our norms, and provide evidence in favour of their existence. We also characterize
the minimum gate fidelity of a quantum channel, the maximum output purity and
its completely bounded counterpart, and the geometric measure of entanglement in
terms of these norms.
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1Chapter 1
Introduction
Quantum information theory is the study of how information can be stored, com-
municated, and manipulated via the laws of quantum mechanics. While quantum
information differs from classical information in many ways, the two key components
that seem to lead to its most interesting and useful properties are superpositions and
entanglement. A superposition of quantum states is, mathematically, nothing more
than a linear combination of vectors, and is thus very well-understood mathemati-
cally. Entanglement, on the other hand, deals with positive operators on the tensor
product of matrix spaces, and is much more difficult to manipulate.
One of the most fundamental questions that can be asked in this setting is whether
or not a given quantum state is entangled. However, even if we have a complete
mathematical description of the state, determining whether or not it is entangled
seems to be a very difficult task [Gur03, HHHH09]. In recent years, there has been a
2surge of interest in this problem, and several partial results are known. The most well-
known characterizations of separability make use of the fact that the set of separable
operators forms a cone that has simple relationships with other well-known cones of
operators and linear maps [DPS04, HLVC00]. One of the landmark results in this
area says that the set of states that are separable (i.e., not entangled) is dual to the
set of positive matrix-valued maps in a natural sense [HHH96, Per96].
Many other results characterize the set of separable states in terms of norms. For
example, there is a certain norm on the space of density operators that completely
determines whether or not a given quantum state is entangled [Rud00], but this norm
is difficult to compute. There are also easily-computed norms that give criteria for
separability, but these conditions are only necessary, not sufficient [CW03, Rud03].
Another separability criterion based on norms makes use of matrix-valued maps that
are contractive [HHH06].
In this work, we generalize and unify these results. We introduce a family of norms
that completely characterize positive linear maps, and we thoroughly investigate their
properties. We characterize their isometry groups, we derive several inequalities in
order to help bound them, and we show that their dual norms characterize separa-
bility. We show that the separable operators arise naturally from abstract operator
systems, and that our norms arise analogously from abstract operator spaces. In this
way, we show how the various cone-based and norm-based criteria for separability are
related to each other.
3We also discuss how our results generalize to cones other than the cone of separable
operators. We show that they key property that drives most of our results is something
that we call “right CP-invariance”. We discuss the structure of right CP-invariant
cones in general, and we show that every abstract operator system can be associated
with a right CP-invariant cone (and vice-versa). We similarly show that some nice
properties of separable states follow from the cone of positive maps being a semigroup
(i.e., being closed under composition). We thus examine the role of semigroup cones
in this setting, and show that semigroup cones can give rise to operator systems in a
natural way as well.
Finally, we discuss several applications of our results to other areas of quantum
information theory. In particular, we use the separability problem and our norms to
approach the NPPT bound entanglement conjecture as well as the computation of
minimum gate fidelity, maximum output purity, and geometric measure of entangle-
ment.
1.1 Organization of the Thesis
This work consists largely of work originally presented in [JK10, JK11a, JK11c,
JKPP11, Joh11, JS12], but many results are expanded upon and additional examples
are provided. Several original results that have not appeared in any of these works
are included in Sections 3.1.3, 3.2.4, 4.1.2, 5.2.3, 5.4.2, 5.5, 5.6, and 6.1.3.
The layout of the thesis is generally linear in that each chapter assumes knowledge
4of the content of the previous chapter. The main exception to this rule is that Chap-
ters 5 and 6 are independent of each other. A brief chapter-by-chapter breakdown of
the thesis follows.
Chapter 2. Here we introduce the mathematical basics necessary for dealing with
quantum information: state vectors, density operators, superoperators, and so on. We
give a thorough overview of quantum entanglement and various methods for detecting
it. We also introduce several sets of superoperators (i.e., linear maps on matrices)
that are used throughout this work, and we demonstrate how various properties
of superoperators relate to well-known properties of matrices via either the vector-
operator isomorphism or the Choi–Jamio lkowski isomorphism.
Chapter 3. We present general results about cones of operators and superoperators
that are relevant in entanglement theory. We consider properties that many spe-
cific cones of interest share, and discuss what those properties can tell us. We also
introduce most of the norms that we use throughout the thesis and general results
about linear preservers and isometry groups. We find that the group of operators
that preserve separable states are exactly the local unitary and swap operators.
Chapter 4. We introduce a family of vector norms and a family of operator norms
that arise naturally when considering entanglement. These norms characterize the
cone of block positive operators (i.e., the operators that are dual to separable states)
in a natural way, so they allow us to transform questions about separability into
questions about norms, and vice-versa. We discuss numerous inequalities involving
5these norms, as well as their basic mathematical properties such as their dual norms
and isometries.
Chapter 5. Here we consider computational problems and applications of our results.
We introduce semidefinite and conic programming, and demonstrate how they can be
used to compute the norms of Chapter 4. We show that these norms appear and are
useful in many unexpected areas of quantum information theory. We demonstrate
how our norms can be used to answer questions about bound entanglement, minimum
gate fidelity, maximum output purity, and the geometric measure of entanglement.
For example, we use NP-hardness of the separability problem to show that computing
minimum gate fidelity is also NP-hard.
Chapter 6. In this chapter we give the norms of Chapter 4 a solid mathematical
foundation and further motivate them as somehow the “right” norms to be studying in
entanglement theory. To this end, we introduce abstract operator spaces and operator
systems. We show that the maximal operator system gives rise to the cone of separable
(i.e., non-entangled) operators, and similarly minimal operator spaces give rise to the
norms we have been investigating. As an application of these connections, we are
finally able to derive expressions for the duals of these norms, and we see that they
exactly characterize separability. We also generalize recent results that show that
separability can be characterized in terms of maps that are contractive in the trace
norm.
We close the chapter by showing that not only do separable operators arise from a
6natural operator system, but so do many other cones that are considered throughout
the thesis. We characterize exactly which cones occur as the maps that are completely
positive into an abstract operator system, and present examples to illustrate our
results.
7Chapter 2
Quantum Information Theory and
Entanglement
This chapter is devoted to developing the basic tools of quantum information
theory that will be necessary throughout this work. We will focus on the interplay
between vectors, matrices, and linear maps on matrices. We begin by defining our
notation and recalling some basic notions from linear algebra.
We will use Cn to denote n-dimensional complex Euclidean space, Mn,m to denote
the space of n×m complex matrices, and for brevity we use the shorthandMn := Mn,n.
We will freely switch between thinking about Mn,m as a space of matrices and thinking
about it as the space of operators from Cm to Cn that they represent. We will make
use of bra-ket notation from quantum mechanics as follows: we will use kets |v〉 ∈ Cn
to represent unit (column) vectors and bras 〈v| := |v〉† to represent the dual (row)
8vectors, where (·)† represents the conjugate transpose. The standard basis of Cm will
be represented by
{|i〉}m
i=1
. In the few instances where we work with a vector with
norm different than 1, we will represent it by a lowercase letter such as v, and it will
be made clear that it is a vector.
We will use I ∈ Mn to represent the identity matrix, and we may instead write
it as In if we wish to emphasize its size. A matrix X ∈ Mn is called Hermitian if
X† = X and it is called unitary if X†X = I. The set of unitary matrices in Mn forms
a group called the unitary group, which we will denote U(n). A Hermitian matrix X
is called positive semidefinite if 〈v|X|v〉 ≥ 0 for all |v〉 ∈ Cn and it is called positive
definite if that inequality is strict (which is equivalent to X being positive semidefinite
and having full rank). If X is positive semidefinite or positive definite, we will write
X ≥ 0 or X > 0, respectively. We will denote the set of positive semidefinite matrices
in Mn by M
+
n .
A superoperator is a linear map Φ : Mm → Mn. A fundamental fact about
superoperators is that there always exist families of matrices
{
A`
}
,
{
B`
} ⊂ Mn,m
such that
Φ(X) =
∑
`
A`XB
†
` ∀X ∈Mm. (2.1)
We call a representation of Φ of this form a generalized Choi–Kraus representation
and we refer to the operators
{
A`
}
and
{
B`
}
as left and right generalized Choi–
Kraus operators for Φ, respectively. This terminology will make more sense after
Section 2.1.2, where we introduce the (not generalized) Kraus representation and
9Kraus operators for completely positive maps.
To see that every linear map Φ : Mm → Mn admits a representation of the
form (2.1), write Φ
(|i〉〈j|) = n∑
`=1
cij`|xij`〉〈yij`| for all 1 ≤ i, j ≤ m. If we define
Aab`, Bab` ∈Mn,m for 1 ≤ a, b ≤ m, 1 ≤ ` ≤ n by
Aab` := cab`|xab`〉〈a| and Bab` := |yab`〉〈b|,
then the map Ψ(X) :=
m∑
a,b=1
n∑
`=1
Aab`XB
†
ab` satisfies
Ψ
(|i〉〈j|) = m∑
a,b=1
n∑
`=1
Aab`|i〉〈j|B†ab`
=
m∑
a,b=1
n∑
`=1
cab`|xab`〉〈a||i〉〈j||b〉〈yab`|
=
n∑
`=1
cij`|xij`〉〈yij`|
= Φ
(|i〉〈j|).
By noting that the map Φ is completely determined by its action on the basis{|i〉〈j|}m
i,j=1
⊂ Mm, it follows that Φ = Ψ, so in particular Φ can be written in
the operator-sum form (2.1). In fact, we have written it in this form using only rank
one generalized Choi–Kraus operators.
Notice that this “na¨ıve” construction of the generalized Choi–Kraus operators
gives us a family of m2n such operators. We will see in Section 2.5 how to construct
a much more efficient decomposition consisting of only mn generalized Choi–Kraus
operators, and we will see that this is optimal in the sense that a general map requires
at least mn such operators.
10
We will often think of Mn itself as a Hilbert space with the so-called Hilbert–
Schmidt inner product defined by 〈X|Y 〉 := Tr(X†Y ) for X, Y ∈Mn. With this inner
product in mind, we can define the dual map Φ† of a superoperator Φ : Mm → Mn
as the unique map satisfying Tr
(
Φ(X)†Y
)
= Tr
(
X†Φ†(Y )
)
for all X ∈Mm, Y ∈Mn.
If we write Φ(X) =
∑
`
A`XB
†
` , then we have
Tr
(
Φ(X)†Y
)
= Tr
((∑
`
A`XB
†
`
)†
Y
)
= Tr
(
X†
(∑
`
A†`Y B`
))
.
It follows that the dual map has the generalized Choi–Kraus representation Φ†(Y ) =∑
`
A†`Y B`.
Many interesting properties of a superoperator Φ will depend on whether or not
we can write it in the generalized Choi–Kraus form (2.1) with families of operators{
A`
}
and
{
B`
}
with certain properties. For example, the case when A` = B` for all
` corresponds exactly to Φ being completely positive – a property that we will intro-
duce in Section 2.1.2. Other important properties of Φ that follow from elementary
properties of the generalized Choi–Kraus operators will be explored in Section 2.5.1.
2.1 Representing Quantum Information
We now introduce how quantum information is represented and manipulated
mathematically in finite-dimensional systems. We will assume a familiarity with
most basic concepts from linear algebra, such as the singular value and spectral de-
compositions, and tensor and Kronecker products. Other introductions to quantum
11
information theory from perspectives similar to ours can be found in [NC00, Wat04].
2.1.1 State Vectors and Density Operators
In the Schro¨dinger picture of quantum mechanics, quantum information is con-
tained in quantum states, which come in two varieties: pure and mixed. Pure quantum
states are represented mathematically by unit vectors |v〉 ∈ Cn and are typically the
states that one wishes to work with. Note that the vector defining a pure state is
defined only up to “global phase” – that is, |v〉 and eiθ|v〉 represent the same quantum
state regardless of the value of θ ∈ [0, 2pi).
Although pure states are desirable most of the time, once quantum states are
measured and manipulated, they can decohere and become mixed. A mixed quan-
tum state is represented via a density matrix ρ :=
∑
`
p`|v`〉〈v`|, where {p`} is a set
of real numbers such that 0 ≤ p` ≤ 1 and
∑
`
p` = 1 (i.e., {p`} forms a probability dis-
tribution). It is not difficult to see that any matrix of this form is Hermitian, positive
semidefinite, and has trace is equal to one. Conversely, the spectral decomposition
theorem shows that every positive semidefinite matrix with trace one can be written
as such a sum and thus represents a mixed quantum state.
Representing pure states by vectors and mixed states by matrices perhaps seems
unnatural at first. However, we note that a pure state |v〉 can also be represented by
the density matrix |v〉〈v|. In fact, representing a pure state in this way highlights the
non-uniqueness of vector representations up to global phase, as |v〉〈v| = (eiθ|v〉)(eiθ〈v|)
12
for all θ ∈ [0, 2pi). In general, if we refer to a quantum state without additional
qualification, we are allowing for it to be mixed and thinking of it as a density matrix.
If it is important that the state is pure then we will either specify that it is pure or
make it clear that we are using a vector representation of the state.
2.1.2 Positive and Completely Positive Maps
A linear map Φ : Mm → Mn such that Φ(X) ≥ 0 whenever X ≥ 0 is said to be
positive, and we will see that maps of this type are ubiquitous in quantum information
theory. If we let idk : Mk → Mk (or simply id, if we do not wish to emphasize the
dimension) denote the identity map, then Φ is called k-positive if the map idk ⊗Φ is
positive. Finally, Φ is called completely positive if it is k-positive for all k ≥ 1.
One particularly important family of completely positive maps are maps of the
form AdA(X) := AXA
†, where A ∈ Mn,m is fixed – we call such a map AdA an
adjoint map. To see that adjoint maps are completely positive, simply note that
(idk ⊗ AdA)(X) = (Ik ⊗ A)X(Ik ⊗ A)†, which is positive semidefinite whenever X is
positive semidefinite. Because the set of completely positive maps is easily seen to be
convex, we similarly see that any map of the form
∑
k AdAk is completely positive.
We will see in Theorem 2.1.1 that in fact all completely positive maps can be written
in this form.
A completely positive map that is trace-preserving (i.e., Tr(Φ(X)) = Tr(X) for
all X) is called a quantum channel, as such maps represent the evolution of quan-
13
tum states in the Schro¨dinger picture of quantum dynamics [NC00] – a fact that is
fairly intuitive, as we saw that density operators are characterized by being positive
semidefinite and having trace one, so a quantum channel should preserve at least
these two properties. The reason that Φ must be completely positive (rather than
just positive) is because Φ should preserve positive semidefiniteness even if it is only
applied to part of a quantum state (after all, the system that is evolving may be
entangled with another system that we don’t have direct access to).
The following characterization theorem for completely positive maps [Cho75a,
Kra71] is fundamental in quantum information theory. Condition (c) provides a
simple test for determining whether or not a given map is completely positive, while
condition (d) gives a simple structure for such maps. The interested reader is directed
to [Pau03] for a detailed discussion of the structure of completely positive maps and
for infinite-dimensional analogues of this result.
Theorem 2.1.1. Let Φ : Mm → Mn be a linear map and consider the pure state
|ψ+〉 := 1√m
∑m
i=1 |i〉 ⊗ |i〉. The following are equivalent:
(a) Φ is completely positive;
(b) Φ is m-positive;
(c) the operator CΦ := m(idm ⊗ Φ)(|ψ+〉〈ψ+|
)
is positive semidefinite; and
(d) there exist operators {Ak}mnk=1 such that Φ =
∑mn
k=1 AdAk .
14
Proof. The implications (d) =⇒ (a) =⇒ (b) =⇒ (c) follow easily from the
relevant definitions, so all we need to prove is (c) =⇒ (d).
To this end, note that because CΦ is positive semidefinite we can use the spectral
decomposition theorem to write
CΦ =
mn∑
k=1
λk|vk〉〈vk|. (2.2)
We can then write each |vk〉 as a linear combination of elementary tensors: |vk〉 =∑m
j=1 ckj|j〉⊗ |vkj〉. If we multiply CΦ on the left by 〈i|⊗ I and on the right by |j〉⊗ I
(abusing notation slightly), then from the definition of CΦ we have
(〈i| ⊗ I)CΦ(|j〉 ⊗ I) = Φ
(|i〉〈j|). (2.3)
Similarly, from Equation (2.2) we have
(〈i| ⊗ I)CΦ(|j〉 ⊗ I) =
mn∑
k=1
λkckickj|vki〉〈vkj| (2.4)
=
mn∑
k=1
λk
( m∑
`=1
ck`|vk`〉〈`|
)|i〉〈j|( m∑
`=1
ck`|`〉〈vk`|
)
. (2.5)
If we define Ak :=
√
λk
∑m
`=1 ck`|vk`〉〈`| then it follows by equating Equations (2.3)
and (2.4) that Φ
(|i〉〈j|) = ∑mnk=1Ak|i〉〈j|A†k. Extending by linearity shows that
Φ(X) =
∑mn
k=1 AkXA
†
k for all X ∈Mm, which completes the proof. 
Remark 2.1.2. The operators {Ak}mnk=1 of condition (d) are called Kraus operators
for Φ after [Kra71, Kra83], where they were extensively studied. Kraus operators are
not in general unique, but two sets of Kraus operators are related to each other via a
unitary matrix [NC00, Theorem 8.2]. More specifically, two sets of Kraus operators
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{A`}mn`=1 and {B`}mn`=1 correspond to the same completely positive map if and only if
there is a unitary matrix (ui,j) such that A` =
∑mn
j=1 u`,jBj.
Nonetheless, the proof of Theorem 2.1.1 demonstrated the existence of a particular
family of Kraus operators that arise from the eigenvectors of the operator CΦ. We
will refer to this family of Kraus operators as the canonical set of Kraus operators,
and we note that they are mutually orthogonal in the Hilbert–Schmidt inner product
(i.e., Tr(A†iAj) = 0 if i 6= j).
Condition (d) of Theorem 2.1.1 says that the extreme points of the convex set
of completely positive maps are the adjoint maps. Indeed, the adjoint maps are
exactly the maps Φ such that rank(CΦ) ≤ 1 – because the zero operator and the
rank one positive semidefinite operators are the extreme points of the set of positive
semidefinite operators, the adjoint maps are the extreme points of set of completely
positive maps.
If Φ is a completely positive linear map with Kraus operators {Ak}mnk=1, then we
observe that it is trace-preserving (i.e., a quantum channel) if and only if
Tr(X) = Tr
(
Φ(X)
)
= Tr
( mn∑
k=1
AkXA
†
k
)
= Tr
(
X
mn∑
k=1
A†kAk
)
∀X ∈Mm.
It follows that Φ is trace-preserving if and only if
∑mn
k=1A
†
kAk = I. On the other hand,
the condition
∑mn
k=1AkA
†
k = I corresponds to Φ being unital (i.e., Φ(I) = I). Trace-
preserving maps and unital maps are dual in the sense that Φ is trace-preserving if
and only if Φ† is unital, and vice-versa.
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The matrix CΦ of condition (c) of Theorem 2.1.1 is called the Choi matrix of Φ
– a concept that we will explore in much more depth in Section 2.5. For now, we
present some examples to make use of Theorem 2.1.1.
Example 2.1.3. Let T : M2 →M2 be the 2×2 transpose map. It is easy to see that
the eigenvalues of X are exactly the eigenvalues of T (X) for any X ∈ M2, so T is a
positive map. To determine whether or not T is completely positive we use condition
(c) of Theorem 2.1.1:
2(id2 ⊗ T )(|ψ+〉〈ψ+|) = (id2 ⊗ T )


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

 =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,
which is not positive (its eigenvalues are 1, 1, 1, and −1). It follows that T is not
completely positive. In fact, we can embed this example in higher dimensions to see
that the transpose map in any dimension is always positive but not 2-positive. We
will see another method of showing that the transpose map is never 2-positive in
Example 4.2.29. We will see a map that is k-positive but not (k+ 1)-positive for any
fixed k in Example 2.2.3.
Example 2.1.4. Define Φ : Mn → Mn by Φ(X) = 1nTr(X)I. To see that Φ is
trace-preserving, observe that Tr(Φ(X)) = 1
n
Tr(X)Tr(I) = Tr(X). To see that it is
completely positive, we construct its Choi matrix:
CΦ =
n∑
i,j=1
|i〉〈j| ⊗ Φ(|i〉〈j|) = 1
n
n∑
i=1
|i〉〈i| ⊗ I = 1
n
I ⊗ I ≥ 0.
17
It follows from Theorem 2.1.1 that Φ is completely positive and thus is a quantum
channel. In fact, Φ is known as the completely depolarizing channel because it turns
any density matrix into 1
n
I.
Because Φ is completely positive, it must have a family of Kraus operators. One
such family of operators is { 1√
n
|i〉〈j|}ni,j=1, which can be seen as follows:
1
n
n∑
i,j=1
|i〉〈j|X|j〉〈i| = 1
n
n∑
i=1
|i〉〈i|
n∑
j=1
〈j|X|j〉 = 1
n
Tr(X)I = Φ(X) ∀X ∈Mn.
To highlight the non-uniqueness of families of Kraus operators, we now show that{
1√
n
Ak
}n2
k=1
is a family of Kraus operators for Φ whenever
{
Ak
}n2
k=1
is a family of
matrices that form an orthonormal basis for Mn under the Hilbert–Schmidt inner
product. That is, whenever
Tr(A†kA`) = δk,` ∀ 1 ≤ k, ` ≤ n2, (2.6)
where δk,` is the Kronecker delta. To this end, let
{
Bk
}n2
k=1
be any other orthonormal
basis for Mn and write each Ak as a linear combination of elements from
{
Bk
}n2
k=1
:
Ak =
n2∑
i=1
uikBi ∀ 1 ≤ k ≤ n2,
where {uij}n2i,j=1 ⊂ C is a family of constants. By Equation (2.6) we then have
δk,` = Tr(A
†
kA`) =
n2∑
i,j=1
uikuj`Tr
(
B†iBj
)
=
n2∑
i=1
uikui`,
from which it follows that (uij) is a unitary matrix. Remark 2.1.2 then says that{
1√
n
Ak
}n2
k=1
and
{
1√
n
Bk
}n2
k=1
represent the same completely positive map. Finally,
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choosing
{
Bk
}n2
k=1
=
{|i〉〈j|}n
i,j=1
shows that
{
1√
n
Ak
}n2
k=1
is a family of Kraus opera-
tors for Φ whenever
{
Ak
}n2
k=1
is an orthonormal basis of Mn.
Even though Theorem 2.1.1 provides a simple characterization of completely pos-
itive maps as well as a simple test for determining whether or not a given map is
completely positive, the closely related problem of characterizing positive maps (or
k-positive maps for some k < m) is much more difficult. It is known that if m = 2 and
n ∈ {2, 3} then Φ is positive if and only if it can be written in the form Φ = Ψ1+T ◦Ψ2,
where Ψ1,Ψ2 : Mm → Mn are completely positive maps [Stø63, Wor76]. In higher
dimensions, many partial results are known [BFP04, CK09, CK11, Hou10, Maj11,
MM01, Ter00, TT83, Tom85], but the structure of the set of positive maps is still not
well understood.
2.1.3 The Stinespring Form and Complementary Maps
Although we will most frequently use the characterization provided by Theo-
rem 2.1.1 when dealing with completely positive maps, we now present another char-
acterization that has one very specific advantage for our purposes – it allows us to
define complementary maps.
Before proceeding, recall the partial trace map Tri that traces out the i-th sub-
system of Mm ⊗Mn. For example, when i = 2 the map Tr2 is the linear map that
acts on elementary tensors as Tr2(A ⊗ B) = Tr(B)A. Notice that the trace map
Tr : Mm → C is completely positive, since its Choi matrix is Im ≥ 0. It follows
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that the partial trace map Tri is also completely positive, because (for example, when
i = 2) idk ⊗ Tr2 = idk ⊗ idm ⊗ Tr = idkm ⊗ Tr is positive for any k,m ∈ N.
The following result of Stinespring says that all completely positive maps can be
written as a composition of a partial trace map and an adjoint map. In this sense, the
partial trace is one of the most fundamental completely positive maps, much like the
adjoint maps that played a key role in the previous section. This result was originally
proved in the infinite-dimensional case [Pau03, Sti55], but we state and prove it only
in finite dimensions.
Theorem 2.1.5 (Stinespring). Let Φ : Mm → Mn be a linear map. Then Φ is
completely positive if and only if there exists A : Cm → Cmn ⊗ Cn such that Φ =
Tr1 ◦ AdA.
Proof. We already showed that adjoint maps and the partial trace map are completely
positive. Because the composition of two completely positive maps is again completely
positive, the “if” direction of the result follows immediately.
For the “only if” direction, suppose Φ : Mm → Mn is completely positive. By
Theorem 2.1.1 we know that there exists a family of operators
{
A`
}mn
`=1
we can write
Φ =
∑mn
`=1 AdA` . Now define an operator A : Cm → Cmn ⊗ Cn by
A|i〉 =
mn∑
`=1
|`〉 ⊗ A`|i〉.
Then
(Tr1 ◦ AdA)(|i〉〈j|) =
mn∑
k,`=1
Tr1
(
|k〉〈`| ⊗ Ak|i〉〈j|A†`
)
=
mn∑
`=1
A`|i〉〈j|A†` = Φ(|i〉〈j|)
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for all 1 ≤ i, j ≤ m. Linearity then shows that Tr1 ◦ AdA = Φ, as desired. 
We will refer to the form Φ = Tr1 ◦ AdA as a Stinespring representation of the
completely positive map Φ. It is worth dwelling on the construction of the operator A
a little bit. Through the appropriate (na¨ıve) identification of spaces, we can represent
the operator A of Theorem 2.1.5 as the following block matrix in Mmn,1(Mn,m) ∼=
Mmn,1 ⊗Mn,m:
A =

A1
A2
...
Amn
 ,
where
{
A`
}mn
`=1
is a Kraus representation of Φ, as before. This representation of A
makes is clear how to go back and forth between a Stinespring and a Kraus represen-
tation of a completely positive map. Notice that trace-preservation of Φ corresponds
to A being an isometry (i.e., A†A = Im).
The Stinespring form makes it clearer where the unitary freedom in Kraus oper-
ators, discussed in Remark 2.1.2, comes from. If Tr1 ◦AdA is a Stinespring represen-
tation of a completely positive map Φ, then Tr1 ◦Ad(U⊗In)A (with U = (ui,j) ∈Mmn
a unitary matrix) is another Stinespring representation of Φ, since U is traced out by
the partial trace. By constructing the operator A as above, we see that the operators
A =

A1
A2
...
Amn
 and (U ⊗ In)A =

∑
j u1,jAj∑
j u2,jAj
...∑
j umn,jAj

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provide Stinespring representations for the same completely positive map. Thus the
families of Kraus operators
{
A`
}mn
`=1
and
{∑mn
j=1 u`,jAj
}mn
`=1
represent the same map,
as was discussed earlier.
Given a Stinespring representation of the map Φ = Tr1◦AdA, if we take the partial
trace over the second subsystem rather than the first, we obtain the complementary
map ΦC := Tr2 ◦ AdA. It is easily-verified that Φ is a quantum channel if and only
if ΦC is a quantum channel, in which case complementary maps have a well-defined
physical interpretation. If Alice sends quantum information to Bob via the quantum
channel Φ, then the complementary channel ΦC describes the information that is
leaked during that transmission.
Because of the unitary-invariance of Stinespring representations, complementary
maps are not uniquely defined, but rather are only defined up to unitary conjugation.
That is, if Ψ is a complementary map of Φ, then so is AdU ◦Ψ for any unitary matrix
U ∈ Mmn. This freedom up to unitary conjugation does not affect most uses of
complementary maps, however, so we will ignore this technicality when possible and
still speak of the complementary map ΦC . It is easily-verified that complementary
maps are dual in the sense that Φ is a complementary map of ΦC .
We close this section with a simple lemma that describes how adjoint maps and
complementary maps behave under composition.
Lemma 2.1.6. Let Φ : Mm → Mn be completely positive and let B ∈ Mm. Then
(Φ ◦ AdB)C = ΦC ◦ AdB.
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Proof. Suppose Φ has Stinespring representation Φ = Tr1 ◦ AdA. Then Φ ◦ AdB =
Tr1 ◦ AdA ◦ AdB = Tr1 ◦ AdAB, which is in Stinespring form. Thus (Φ ◦ AdB)C =
Tr2 ◦ AdAB = Tr2 ◦ AdA ◦ AdB = ΦC ◦ AdB. 
2.2 Representing Quantum Entanglement
Within quantum information theory, the theory of entanglement [BZ˙06, EPR35,
HHHH09, Sch35] is one of the most important and active areas of research. Entan-
glement leads to many of the most counter-intuitive and important properties and
protocols of quantum information, such as superdense coding [BW92] and quantum
teleportation [BBC+93, Vai94]. In this section we will introduce the mathematical
formulation of entanglement in quantum systems.
A pure state |v〉 ∈ Cm⊗Cn is called separable if it can be written as an elementary
tensor: |v〉 = |a〉 ⊗ |b〉 for some |a〉 ∈ Cm and |b〉 ∈ Cn. Otherwise, |v〉 is said to be
entangled. In the case of mixed stated, we say that ρ ∈ Mm ⊗Mn is separable if it
can be written as a convex combination of separable pure states [Wer89b]:
ρ =
∑
`
p`|a`〉〈a`| ⊗ |b`〉〈b`|, (2.7)
where {p`} forms a probability distribution. Otherwise, ρ is called entangled. Slightly
more generally, we will refer to an operator X ≥ 0 (not necessarily with trace one)
as separable if it can be written in the form X =
∑
`
Y`⊗Z` with Y`, Z` ≥ 0 for all `.
It should be pointed out that in general there is no relationship between the
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form (2.7) of a separable operator and its spectral decomposition. If a density operator
has separable eigenvectors then it certainly is separable, but the converse is not true
– there are separable density operators with no basis of separable eigenvectors.
The problem of determining whether or not a density matrix is separable is a
problem that has received a lot of attention in recent years. While it is known that
this problem is hard in general [Gha10, Gur03, Ioa07], many tests have been derived
that work in certain special cases [CW03, DPS04, HHH96, HHH06, Per96, Rud03].
We will investigate some of these methods in this section, as well as in Sections 3.2.4
and 6.2.3.
2.2.1 Vector-Operator Isomorphism
The vector-operator isomorphism is a valuable tool that will be used throughout
this thesis to introduce many concepts from entanglement theory via fundamental
and well-known results from linear algebra. It will also allow us to use classical
linear preserver problems to help us answer questions about preservers and isometry
groups that are relevant in entanglement theory. The key idea of the vector-operator
isomorphism is that we can bring matrices and superoperators “down a level” by
thinking about matrices as vectors and by thinking about superoperators as matrices,
which makes them easier to deal with in many situations.
Consider the linear map Γ : Cm ⊗ Cn → Mn,m defined on the standard basis by
Γ(|i〉⊗ |j〉) = |j〉〈i|. Because {Γ(|i〉⊗ |j〉)} is a basis of Mn,m, and it is easily-verified
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that 〈v|w〉 = Tr(Γ(|v〉)†Γ(|w〉)), this map is a isomorphism – the vector-operator
isomorphism. By linearity, the vector-operator isomorphism associates an elementary
tensor |a〉 ⊗ |b〉 ∈ Cm ⊗ Cn with the rank-1 matrix |b〉〈a| ∈ Mn,m, and associates a
general bipartite vector |v〉 := ∑i ci|ai〉 ⊗ |bi〉 (ci ∈ R) with the matrix ∑i ci|bi〉〈ai|,
which is called the matricization of |v〉 and will be denoted by mat(|v〉). In fact, we
have already seen this isomorphism in action: in the proof of Theorem 2.1.1 we defined
the Kraus operator Ak to be (up to scaling) the matricization of the eigenvector |vk〉
of CΦ.
When thinking of the vector-operator isomorphism in reverse, the term vectoriza-
tion is often used. That is, |v〉 is called the vectorization of mat(|v〉), and we denote
the vectorization operator by vec(·). It is worth noting that, in the standard basis,
the vectorization of a matrix X ∈ Mn,m is the mn-dimensional vector obtained by
stacking the columns of X on top of one another. Conversely, the matricization of a
vector |v〉 ∈ Cm⊗Cn is n×m matrix obtained by placing the first n entries of |v〉 in
its first column, the next n entries of |v〉 in its second column, and so on.
The vector-operator isomorphism is isometric if the norm on Cm ⊗ Cn is the
Euclidean norm and the norm on Mn,m is taken to be the Frobenius norm
∥∥(xij)∥∥F :=√∑n
i=1
∑m
j=1 x
2
ij =
√∑min{m,n}
i=1 σ
2
i , where {σi}min{m,n}i=1 are the singular values of (xij).
Example 2.2.1. Consider the pure state |ψ+〉 := 1√m
∑m
i=1 |i〉 ⊗ |i〉 ∈ Cm ⊗Cm from
Theorem 2.1.1. The vector-operator isomorphism gives mat(|ψ+〉) = 1√m
∑m
i=1 |i〉〈i| =
1√
m
I – a scaled identity matrix. To illustrate the opposite direction of the iso-
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morphism, let us fix m = 2. The vectorization of 1√
2
I is obtained by stacking
its first column on top of its second column in the standard basis, which gives
vec
(
1√
2
I
)
= 1√
2
(1, 0, 0, 1)T = |ψ+〉.
If we wish to think about X ∈Mn,m as a vector vec(X) ∈ Cm⊗Cn via the vector-
operator isomorphism, it would be beneficial to understand how a superoperator
Φ : Mn,m → Mn,m appears when represented as an operator in Mm ⊗Mn. That is,
what is the form of the operator MΦ ∈Mm⊗Mn with the property that MΦvec(X) =
vec(Φ(X)) for all X ∈Mn,m? To answer this question, write Φ(X) =
∑
k AkXB
†
k for
some generalized Choi–Kraus operators
{
Ak
} ⊂Mn and {Bk} ⊂Mm. Then
vec(Φ(|i〉〈j|)) =
∑
k
vec(Ak|i〉〈j|B†k)
=
∑
k
Bk|j〉 ⊗ Ak|i〉
=
(∑
k
Bk ⊗ Ak
)
vec(|i〉〈j|) ∀ 0 ≤ i < n, 0 ≤ j < m.
Extending by linearity then shows that
(∑
k Bk ⊗ Ak
)
vec(X) = vec(Φ(X)) for
all X ∈ Mn,m, so the operator we seek is MΦ :=
∑
k Bk ⊗ Ak. The association
between Φ and MΦ is an isomorphism, which we will generally just consider part of
the vector-operator isomorphism itself.
2.2.2 Schmidt Rank and Pure State Entanglement
We have already seen that a pure state |v〉 ∈ Cm ⊗ Cn is called separable if it
can be written in the form |v〉 = |a〉 ⊗ |b〉, and it is called entangled otherwise. The
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notion of Schmidt rank extends that of separability: the Schmidt rank of a pure state
|v〉 ∈ Cm ⊗ Cn, written SR(|v〉), is defined as the least k such that we can write |v〉
as a linear combination of k separable pure states. Although this definition perhaps
seems difficult to use at first glance, the Schmidt decomposition theorem [NC00,
Theorem 2.7] provides a simple method of computing Schmidt rank. It also provides
a useful orthogonal form for all bipartite pure states. As will be seen in its proof,
the Schmidt decomposition theorem is essentially the singular value decomposition
theorem in disguise.
Theorem 2.2.2 (Schmidt decomposition). For any unit vector |v〉 ∈ Cm ⊗Cn there
exists k ≤ min{m,n}, non-negative real scalars {αi}ki=1 with
∑k
i=1 α
2
i = 1, and or-
thonormal sets of vectors {|ai〉}ki=1 ⊂ Cm and {|bi〉}ki=1 ⊂ Cn such that
|v〉 =
k∑
i=1
αi|ai〉 ⊗ |bi〉.
Proof. Assume that n ≤ m, as it will be clear how to modify the proof if the opposite
inequality holds. By the singular value decomposition, there exist unitaries U ∈Mn,
V ∈Mm, and a positive semidefinite diagonal matrix D ∈Mn such that
mat(|v〉) = U [D 0]V.
Performing this matrix multiplication gives
mat(|v〉) =
n∑
i=1
αi|ai〉〈bi|,
where αi is the i-th diagonal entry of D, |ai〉 is the i-th column of U , and 〈bi| is
the i-th row of V . Because the set {αi}ni=1 gives the singular values of mat(|v〉), we
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have
∑n
i=1 α
2
i =
∥∥mat(|v〉)∥∥2
F
=
∥∥|v〉∥∥2 = 1. Since U and V are both unitaries, the
sets {|ai〉}ki=1 and {|bi〉}ki=1 are orthonormal, and constructing the vectorization of
mat(|v〉) gives
|v〉 =
n∑
i=1
αi|ai〉 ⊗ |bi〉,
which completes the proof. 
From the above proof, it is clear that the least possible k in Theorem 2.2.2 is
equal to the Schmidt rank of |v〉, which is equal to the rank of the matrix mat(|v〉).
Also of interest for us will be the constants {αi}ki=1, which are known as the Schmidt
coefficients of |v〉 and are equal to the singular values of mat(|v〉).
The Schmidt rank can roughly be interpreted as the “amount of entanglement”
contained within a pure state. A pure state is separable if and only if its Schmidt
rank equals 1, and 1 ≤ SR(|v〉) ≤ min{m,n} for all |v〉 ∈ Cm ⊗ Cn. In the case
when SR(|v〉) = min{m,n} and all of its Schmidt coefficients are equal (and thus
equal to 1/
√
min{m,n}), we refer to |v〉 as maximally entangled. We have already
seen the maximally-entangled pure state |ψ+〉 := 1√m
∑m
i=1 |i〉 ⊗ |i〉 ∈ Cm ⊗ Cm in
Theorem 2.1.1, and because of its use in the construction of Choi matrices we will
continue to see it throughout this work.
Example 2.2.3. Let k, n ∈ N be such that k ≤ n and consider the map Φ : Mn →Mn
defined by Φ(X) = kTr(X)I−X. Using the Schmidt decomposition theorem, we now
show that this map is k-positive but (if k < n) not (k + 1)-positive. To see that Φ is
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not (k + 1)-positive when k < n, consider its action on the projection onto the state
|ψ〉 := 1√
k+1
∑k+1
i=1 |i〉 ⊗ |i〉 ∈ Ck+1 ⊗ Cn:
(idk+1 ⊗ Φ)(|ψ〉〈ψ|) = 1
k + 1
k+1∑
i,j=1
|i〉〈j| ⊗ Φ(|i〉〈j|)
=
1
k + 1
(
kI ⊗ I −
k+1∑
i,j=1
|i〉〈j| ⊗ |i〉〈j|
)
.
Because the operator
∑k+1
i,j=1 |i〉〈j| ⊗ |i〉〈j| has k + 1 as an eigenvalue (corresponding
to the eigenvector |ψ〉), we know that (idk+1⊗Φ)(|ψ〉〈ψ|) has (k− (k+ 1))/(k+ 1) =
−1/(k + 1) as an eigenvalue. It follows that (idk+1 ⊗ Φ)(|ψ〉〈ψ|) is not positive
semidefinite even though |ψ〉〈ψ| is, so Φ is not (k + 1)-positive.
On the other hand, we will now show that Φ is k-positive. First notice that,
due to linearity, it is enough to show that (idk ⊗ Φ) is positive on pure states |v〉〈v|.
Consider an arbitrary such pure state written in its Schmidt decomposition |v〉 =∑k
i=1 αi|ai〉 ⊗ |bi〉. Notice that I ≥ |bi〉〈bi| implies that kI − |bi〉〈bi| ≥ (k − 1)|bi〉〈bi|.
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Because the |bi〉’s are orthonormal it follows that
(idk ⊗ Φ)(|v〉〈v|) =
k∑
i,j=1
αiαj|ai〉〈aj| ⊗ (k〈bj|bi〉I − |bi〉〈bj|)
≥
k∑
i=1
(k − 1)α2i |ai〉〈ai| ⊗ |bi〉〈bi| −
k∑
i,j=1
i 6=j
αiαj|ai〉〈aj| ⊗ |bi〉〈bj|
=
k∑
i,j=1
i 6=j
(
α2i |ai〉〈ai| ⊗ |bi〉〈bi| − αiαj|ai〉〈aj| ⊗ |bi〉〈bj|
)
=
k∑
i=1
k∑
j=i+1
(
α2i |ai〉〈ai| ⊗ |bi〉〈bi| − αiαj|ai〉〈aj| ⊗ |bi〉〈bj|
− αiαj|aj〉〈ai| ⊗ |bj〉〈bi|+ α2j |aj〉〈aj| ⊗ |bj〉〈bj|
)
This quantity can be factored as
k∑
i=1
k∑
j=i+1
(
αi|ai〉 ⊗ |bi〉 − αj|aj〉 ⊗ |bj〉
)(
αi〈ai| ⊗ 〈bi| − αj〈aj| ⊗ 〈bj|
) ≥ 0,
from which it follows that Φ is k-positive.
The map Φ is actually rather well-known in operator theory [Tom85] and quantum
information theory [TH00] – it was introduced in the k = n − 1 case in [Cho72] as
the first known example of a map that is n− 1 positive but not completely positive.
We will see in the next section that its positivity properties play an important role
in entanglement theory.
We close this section with a result that provides a tight bound on the dimension
of subspaces consisting entirely of vectors with high Schmidt rank [CMW08, Sar08].
Theorem 2.2.4. The maximum dimension of a subspace V ⊆ Cm ⊗ Cn such that
SR(|v〉) ≥ k for all |v〉 ∈ V is given by (m− k + 1)(n− k + 1).
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Not only is (m − k + 1)(n − k + 1) an upper bound on the dimension of such
subspaces, but an explicit method of construction is known that produces such a
subspace that attains the bound. This theorem will help us bound a norm based on
the Schmidt rank that will be introduced in Section 4.2.
2.2.3 Operator-Schmidt Decomposition
The operator-Schmidt decomposition [NDD+03, Nie98] does for bipartite operators
what the Schmidt decomposition does for bipartite vectors – it provides a canonical,
orthogonal decomposition of the operator into a sum of a minimal number of elemen-
tary tensors.
More specifically, if X ∈Mn,m⊗Mn,m then we can use the vector-operator isomor-
phism on both copies ofMn,m to associateX with a vector |x〉 ∈ (Cm⊗Cn)⊗(Cm⊗Cn).
Applying the Schmidt decomposition theorem to |x〉 then gives 1 ≤ k ≤ mn such that
|x〉 =
k∑
i=1
αi|ai〉 ⊗ |bi〉 for some orthonormal sets
{|ai〉},{|bi〉} ∈ Cm ⊗ Cn
and real constants αi > 0. Tracing this decomposition back through the vector-
operator isomorphism then gives
X =
k∑
i=1
αiAi ⊗Bi, (2.8)
where Ai = mat(|ai〉) and Bi = mat(|bi〉) for all i. In particular, this implies that
the sets of operators
{
Ai
}
and
{
Bi
}
are orthonormal in the Hilbert–Schmidt inner
product.
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Indeed, the decomposition (2.8) is the operator-Schmidt decomposition of X.
Some sources [NDD+03] refer to the natural number k as the Schmidt number of
X, but we will introduce another much more common usage of that term in the next
section. To avoid confusion, we will instead refer to k as the operator-Schmidt rank
of X. Similarly, we will call the coefficients {αi} the operator-Schmidt coefficients of
X.
2.2.4 Schmidt Number and Mixed State Entanglement
Although the operator-Schmidt rank provides a natural generalization of the
Schmidt rank to the case of operators (i.e., mixed and pure states), it is not partic-
ularly informative as a measure of entanglement. Whereas we saw that the Schmidt
rank of a pure state equals one if and only if that pure state is separable, recall that
a separable mixed state ρ ∈Mm ⊗Mn has the form
ρ =
∑
i
piσi ⊗ τi,
and so there is no clear relationship between separability of ρ and the operator-
Schmidt rank of ρ (although we will see in Section 3.2.4 that there is a relationship
between separability of ρ and the norm of the operators in its operator-Schmidt
decomposition).
An extension of Schmidt rank to the case of mixed states that is often much
more useful and natural is the Schmidt number [TH00]. Given a density matrix
ρ ∈ Mm ⊗Mn, the Schmidt number of ρ, denoted SN(ρ), is defined to be the least
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natural number k such that ρ can be written as
ρ =
∑
i
pi|vi〉〈vi|,
where SR(|vi〉) ≤ k for all i and {pi} forms a probability distribution. Much like the
Schmidt rank (and unlike the operator-Schmidt rank), the Schmidt number of a state
can be thought of as a rough measure of how entangled that state is. Some simple
special cases include:
• The state ρ is separable if and only if SN(ρ) = 1.
• For a pure state |v〉 we have SR(|v〉) = SN(|v〉〈v|).
One of the most active areas of research in quantum information theory is the
search for operational criteria for determining whether the state ρ is separable or
entangled. Much progress has been made on this front over the past two decades. A
landmark result of this field of study is that ρ is separable if and only if it remains
positive under the application of any positive map to one half of the state [HHH96,
Per96] – i.e., if and only if (idm ⊗ Φ)(ρ) ≥ 0 whenever Φ is positive. The “only if”
direction of this result is trivial, because if we can write ρ =
∑
i piσi⊗τi with σi, τi ≥ 0
then Φ(τi) ≥ 0 and so (idm ⊗ Φ)(ρ) =
∑
i piσi ⊗ Φ(τi) ≥ 0 as well (furthermore,
(idm ⊗ Φ)(ρ) is even separable). The “if” direction of the result essentially follows
from the separating hyperplane theorem.
An important special case of this separability criterion arises when we choose the
positive map Φ to be the transpose map T . In this case, we refer to the operation
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idm⊗T as the partial transpose, and we use the shorthand notation ρΓ := (idm⊗T )(ρ).
In low-dimensional systems (i.e., when nm ≤ 6), it turns out that ρ is separable if
and only if ρΓ ≥ 0 [HHH96, Stø63, Wor76]. That is, the only positive map that
has to be used to determine separability of a low-dimensional quantum state is the
transpose map. Similarly, if rank(ρ) ≤ max{m,n} then ρ is separable if and only if
ρΓ ≥ 0 [HLVC00], but in general the partial transpose only provides a necessary but
not sufficient condition for separability. The fact that the transpose map can be used
to determine separability in these special cases has led to the study of positive partial
transpose (PPT) states in arbitrary dimensions, which are density operators ρ such
that ρΓ ≥ 0.
The following result is a natural generalization of the characterization of separable
states in terms of positive maps was implicit in [TH00] and proved in [RA07].
Theorem 2.2.5. Let Φ : Mn →Mn be a linear map and let ρ ∈Mn⊗Mn be a density
matrix. Then
(a) Φ is k-positive if and only if (idn⊗Φ)(σ) ≥ 0 for all σ ∈Mn⊗Mn with SN(σ) ≤ k,
and
(b) SN(ρ) ≤ k if and only if (idn⊗Ψ)(ρ) ≥ 0 for all k-positive maps Ψ : Mn →Mn.
Theorem 2.2.5 establishes a duality between k-positive linear maps and density
matrices with Schmidt number at most k. This duality will be explored in more
generality and depth in Sections 2.5.2 and 3.1.1.
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If we focus on condition (b) of Theorem 2.2.5, we see that choosing any particular
k-positive map Ψ then gives a necessary criteria for ρ to have SN(ρ) ≤ k. For
example, in the k = 1 case if we choose Ψ = T then we see the familiar implication that
if ρ is separable then ρΓ ≥ 0 (or phrased differently, if ρΓ has a negative eigenvalue,
then ρ is entangled). Another well-known (but weaker [HH99]) separability criteria is
the reduction criterion [CAG99], which states that if ρ is separable then ρ ≤ Tr2(ρ)⊗I
and ρ ≤ I⊗Tr1(ρ). Much like the partial transpose criterion arises from the transpose
map, the reduction criterion arises from the positive map Ψ(X) = Tr(X)I − X. A
natural generalization of the reduction criterion for higher Schmidt number is that if
SN(ρ) ≤ k then ρ ≤ kTr2(ρ) ⊗ I and ρ ≤ kI ⊗ Tr1(ρ), which follows by using the
k-positive map of Example 2.2.3 in condition (b) of Theorem 2.2.5.
In spite of Theorem 2.2.5, the structure of the set of separable states is still not
well understood, and determining whether or not a given state separable is a difficult
problem [Gha10, Gur03, Ioa07] and an active area of research. We will see other
well-known tests for separability in Sections 3.2.4 and 2.4.1, and further tests can be
found in [Bre06, Hal06, HHH97, QH11, Rud00].
2.2.5 Block Positive Operators
We say that a Hermitian operator X = X† ∈Mm ⊗Mn is k-block positive if
〈v|X|v〉 ≥ 0 whenever SR(|v〉) ≤ k.
35
Observe that if k = min{m,n} then this definition reduces to simply the usual notion
of positive semidefiniteness. If k < min{m,n} then this is a strictly weaker notion of
positivity in the sense that the resulting set of operators is a strict superset of the set of
positive semidefinite operators. Indeed, much like the sets of operators with Schmidt
number at most k are nested subsets of the set of positive semidefinite operators, the
sets of block positive operators are nested supersets of the set of positive semidefinite
operators (see Figure 2.1).
 
Positive semidefinite
Schmidt number 
≤ n-1
Schmidt number 
≤ k
Schmidt 
number ≤ 2
Schmidt number 
≤ 2
Separable
Block positive
2-block positive
k-block positive
(n-1)-block positive
Positive 
semidefinite
Figure 2.1: A rough depiction of the set of operators with Schmidt number at most k
and the sets of k-block positive operators in Mn ⊗Mn. Sets that are the same shade
of gray are dual to each other in the sense of Proposition 2.2.7. The set of positive
semidefinite operators is self-dual and equals the set of operators with Schmidt number
no greater than n, which equals the set of n-block positive operators.
In the k = 1 case, we will simply refer to operators such that 〈v|X|v〉 ≥ 0 whenever
|v〉 is separable as block positive (rather than 1-block positive). To see where this
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terminology comes from, it is instructive to write X =
∑m
i,j=1 |i〉〈j| ⊗ Xij where
Xij ∈ Mn for all 1 ≤ i, j ≤ m. Then X is block positive if and only if the following
inequality holds for all |a〉 ∈ Cm and |b〉 ∈ Cn:
(〈a| ⊗ 〈b|)X(|a〉 ⊗ |b〉) = 〈a|
(
m∑
i,j=1
(〈b|Xij|b〉)|i〉〈j|
)
|a〉
= 〈a|

〈b|X11|b〉 〈b|X12|b〉 · · · 〈b|X1m|b〉
〈b|X21|b〉 〈b|X22|b〉 · · · 〈b|X2m|b〉
...
...
. . .
...
〈b|Xm1|b〉 〈b|Xm2|b〉 · · · 〈b|Xmm|b〉
 |a〉
≥ 0.
In other words, if we writeX as the block matrix (Xij), thenX being block positive
is equivalent to the matrix (〈b|Xij|b〉) being positive semidefinite for all |b〉 ∈ Cn.
Example 2.2.6. Let n ≥ 2 and consider the n × n transpose map T : Mn → Mn.
We now show that its Choi matrix CT is block positive, even though we saw in
Example 2.1.3 that it is not positive semidefinite:
(〈a| ⊗ 〈b|)CT (|a〉 ⊗ |b〉) = (〈a| ⊗ 〈b|)
(
n∑
i,j=1
|i〉〈j| ⊗ |j〉〈i|
)
(|a〉 ⊗ |b〉)
=
n∑
i,j=1
〈a|i〉〈j|a〉〈b|j〉〈i|b〉
=
n∑
i=1
〈a|i〉〈i|b〉
n∑
j=1
〈b|j〉〈j|a〉
=
∣∣〈a|b〉∣∣2
≥ 0.
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The fact that the transpose map is positive is directly related to the fact that its Choi
matrix is block positive. We will make this connection explicit in Section 2.5.2.
We close this section with a well-known result that shows an intricate connection
between k-block positivity of operators and the Schmidt number of operators. Be-
cause the set of operators with Schmidt number no greater than k is a closed and
convex subset of the set of positive semidefinite operators, the separating hyperplane
theorem says that there must exist operators σ,X (with σ ≥ 0) such that Tr(Xρ) ≥ 0
for all ρ with SN(ρ) ≤ k but Tr(Xσ) < 0. Indeed, the following theorem says that
the separating hyperplanes X are exactly the operators that are k-block positive but
not positive semidefinite (see Figure 2.2). Such operators are called k-entanglement
witnesses, or simply entanglement witnesses when k = 1.
Proposition 2.2.7. Let X, ρ ∈ Mm ⊗Mn be such that X = X† and ρ is a density
matrix. Then
(a) X is k-block positive if and only if Tr(Xσ) ≥ 0 for all σ ∈ Mm ⊗ Mn with
SN(σ) ≤ k, and
(b) SN(ρ) ≤ k if and only if Tr(Y ρ) ≥ 0 for all k-block positive Y = Y † ∈Mm⊗Mn.
Condition (a) of this result follows trivially from the definitions of k-block positiv-
ity and Schmidt number. Condition (b) is slightly more technical, but follows from
the recently-explored dual cone relationship of k-block positivity and Schmidt num-
ber of [Sko10, SSZ˙09, Stø09]. Compare this result to Theorem 2.2.5, which similarly
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connects k-positivity of linear maps and Schmidt number of density matrices. As
might be guessed, there is a close connection between k-block positivity of operators
and k-positivity of linear maps, which will be pinned down in Section 2.5.
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semidefinite
Schmidt number 
≤ k
Separable
Tr(Xρ) < 0 
Tr(Xρ) ≥ 0 
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Tr(Yρ) < 0 
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Tr(Zρ) < 0 
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Figure 2.2: A representation of entanglement witnesses as separating hyperplanes,
as described by Proposition 2.2.7. Any operator that is above one of the separating
hyperplanes has entanglement that is detected by the corresponding entanglement
witness. The operator Y is a general entanglement witness, X is a k-entanglement
witness (and hence also an entanglement witness), and Z is an optimal entanglement
witness.
We close this section by presenting a result of [SWZ˙08] that provides a simple
necessary condition for block positivity.
Proposition 2.2.8 (Szarek, Werner, and Z˙yczkowski). Let X = X† ∈Mm ⊗Mn. If
X is block positive then Tr(X2) ≤ (Tr(X))2.
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Indeed, the trace inequality of Proposition 2.2.8 is trivially true if X is positive
semidefinite. When X is block positive but not positive semidefinite, the inequality
provides a restriction on how negative the negative eigenvalues of X can be rela-
tive to its positive eigenvalues. We will return to the problem of characterizing the
eigenvalues of k-block positive operators in Section 4.2.4.
2.3 Local Operations and Distillability
In this section we consider the situation in which two parties, traditionally referred
to as Alice and Bob, are each in control of a quantum system, but their quantum
systems may be entangled with each other. In particular, we will consider what kind
of effect Alice and Bob can have on the entanglement between their systems if they
are only allowed to perform quantum operations on their own system.
From now on, it will sometimes be useful to let MA and MB denote complex matrix
spaces that represent the quantum systems controlled by Alice and Bob, respectively.
Similarly, we will use MA′ and MB′ to denote complex matrix spaces that represent
the environments of Alice’s and Bob’s systems. We will use subscripts to indicate
which subsystems a state lives in or a map is acting on if there would otherwise be
potential for confusion. For example, idA′B′⊗ΦAB is the map that acts as the identity
on MA′⊗MB′ and as the map Φ on MA⊗MB. We will use the notation CA to denote
the complex Euclidean space of dimension corresponding to MA (i.e., MA is the space
of dim(CA)× dim(CA) matrices).
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2.3.1 LOCC and Separable Channels
Local operations and classical communication (LOCC) [BDF+99] is the set of chan-
nels that can be implemented by Alice applying a quantum channel on her system
and communicating classical information to Bob, and then Bob applying a quantum
channel on his system and communicating classical information to Alice, and so on.
LOCC channels play a particularly important role in entanglement theory, as any
meaningful measure of entanglement between two systems intuitively should not in-
crease under the action of an LOCC channel – a point that we will return to in the
next section.
It turns out that LOCC channels are quite messy to represent mathematically, so
it is common to work instead with the set of separable maps. A completely positive
map Φ : MA ⊗MB → MA ⊗MB is called separable [CDKL01, Rai97] if there exist
families of operators
{
A`
} ⊂MA and {B`} ⊂MB such that
Φ(X) =
∑
`
(A` ⊗B`)X(A` ⊗B`)† ∀X ∈MA ⊗MB.
Indeed, every LOCC channel is a separable channel, but the converse is not true.
That is, there are separable channels that cannot be implemented via the LOCC
paradigm described earlier [BDF+99]. The distinction between separable and LOCC
channels is still not particularly well-understood, but has been explored in [GG08,
Ghe10]. Nonetheless, separable maps are useful because the simple form of separable
maps generally makes working with them fairly straightforward, and anything that
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we prove about separable channels is necessarily also true of LOCC channels.
Finally, it is worth pointing out that separable channels are also exactly the chan-
nels that preserve separability between Alice and Bob in the case when the original
state may be entangled with their individual environments. That is, a channel Φ is
separable if and only if (idA′,B′⊗ΦA,B)(σA′,A⊗ τB′,B) is always separable with respect
to the (A′, A) − (B′, B) cut (that is, when we treat MA′ ⊗MA as one system and
MB′ ⊗MB as the other subsystem). We will prove and expand upon this statement
in Section 2.5.2.
2.3.2 Distillability and Bound Entanglement
Given a bipartite state ρ ∈MA⊗MB, a natural question to ask is whether or not
it can be transformed (with vanishingly small error) via LOCC into the maximally-
entangled state |ψ+〉 ∈ C2 ⊗ C2. Indeed, this state is the prototypical example of
an entangled state that allows for protocols such as quantum teleportation to work
[BBC+93, Vai94], so whether or not ρ can be transformed into |ψ+〉 can roughly be
thought of as an indication of whether or not it contains any “useful” entanglement.
It may happen that ρ itself cannot be transformed into |ψ+〉 via LOCC operations,
but r copies of ρ (i.e., ρ⊗r) can be. Thus we ask whether multiple copies of ρ can
be transformed into |ψ+〉 via LOCC operations, and we call any state ρ that can be
transformed in this way distillable.
It should not be surprising that separable states are undistillable – we should
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not expect to be able to extract entanglement from a separable state. Conversely, it
is known [HHH97] that any entangled state ρ ∈ M2 ⊗M2 is distillable. A slightly
stronger statement is that any state that violates the reduction criterion is distillable
[HH99]. Somewhat surprisingly, however, there are entangled states in Mm ⊗ Mn
when mn > 6 that are undistillable. Indeed, any state ρ with ρΓ ≥ 0, where Γ refers
to the partial transpose, is undistillable [HHH98], and there are many known entan-
gled states with positive partial transpose when mn > 6 [ABLS01, BP00, FLJS06,
Hor97, PM07, WW01, YlL05]. Entangled states that are undistillable are called bound
entangled.
Although all PPT states are known to be undistillable, there is still no known
simple or useful characterization of undistillable states. In fact, one of the most
important open questions in quantum information theory is whether or not there
exist any non-positive partial transpose (NPPT) states that are bound entangled
[DCLB00, DSS+00, Ke05, Bru00]. There is a growing mound of evidence that suggests
that NPPT bound entangled states exist [BR03, CS06, JK11a, PPHH10, VD06], but
there is still no proof.
One of the more interesting connections between positivity and the NPPT bound
entanglement problem says that ρ is undistillable if and only if (ρΓ)⊗r is 2-block
positive for all r ≥ 1 [HHH98]. It is clear that this property is satisfied by any state
ρ with ρΓ ≥ 0 – the NPPT bound entanglement problem asks whether or not there
exist other states satisfying this block positivity property.
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In the case when (ρ⊗r)Γ is 2-block positive for a given value of r, we say that ρ is
r-copy undistillable. Determining whether or not an operator is 1-copy undistillable
is already a difficult problem, but determining r-copy undistillability for r ≥ 2 seems
to be much more challenging still. For example, we will introduce in Section 2.3.3
a family of states whose 1-copy undistillability is straightforward to see, but whose
2-copy undistillability has yet to be proved analytically. One potential reason for this
jump in difficulty from the r = 1 case to the r = 2 case is that the cone generated
by the set of 1-copy undistillable states is easily seen to be convex (see [Cla05] for
implications of this convexity). In the case when 1 < r <∞ however, convexity of the
set of r-copy undistillable states is no longer known, as the tensor copies of ρ interfere.
If NPPT bound entangled states do exist, then the set of r-copy undistillable states
must fail to be convex for at least some r [SST01] (see also [BE08]).
2.3.3 Werner States
One especially important class of states in the study of bound entanglement is the
family of Werner states [Wer89b], which can be parametrized by a single real variable
α ∈ [−1, 1] via
ρα :=
1
n2 − αn(I − αS) ∈Mn ⊗Mn.
Our interest in Werner states comes from the fact that NPPT bound entangled states
exist if and only if there is a Werner state that is NPPT bound entangled [HH99].
That is, to answer the NPPT bound entanglement problem, it is enough to consider
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only this highly symmetric one-parameter family of states.
The state ρα is entangled if and only if α > 1/n, and this is also exactly the range
of α for which ρΓα 6≥ 0. On the other hand, it is known that ρα is 1-copy undistillable
whenever α ≤ 1/2 and 1-copy distillable otherwise (and we will provide a simple
proof of this fact in Section 5.3). Thus, the interval (1/n, 1/2] serves as a “region of
interest” for values of α – an NPPT bound entangled state exists if and only if there
is some α ∈ (1/n, 1/2] such that ρα is undistillable.
What values of α are associated with even 2-copy undistillable states is not cur-
rently known. Given any fixed value of r, it is known that there are states ρα that
are r-copy undistillable [DCLB00, DSS+00], but in these constructions α depends on
r and shrinks to 1/n as r → ∞, and thus does not solve the bound entanglement
problem. The two extreme possibilities are that ρα is distillable for all α ∈ (1/n, 1/2],
or alternatively that ρ1/2 is bound entangled (and hence ρα is bound entangled for all
α ∈ (1/n, 1/2]). Many quantum information theorists believe the latter conjecture
[DCLB00, DSS+00, PPHH10], though it is possible that some Werner states in the
region of interest are bound entangled, while others are not. In Section 5.3, we will
examine the intermediate α = 2/n case extensively.
2.4 The Symmetric Subspace
One linear operator that will play a particular important role throughout this
work is the swap operator S ∈ Mn ⊗ Mn, which is defined on the standard basis
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Figure 2.3: Representations of undistillable states relative to states that satisfy the re-
duction and positive partial transpose criteria. The dotted lines represent the Werner
states. The figure on the left assumes that the ρ1/2 Werner state is bound entangled,
as conjectured, in which case the set of undistillable states is not convex. The figure
on the right assumes that NPPT bound entangled states do not exist. The truth may
actually be somewhere between these two extreme cases.
via S|ij〉 = |ji〉. We have already seen this operator in Example 2.1.3, as S =
n(idn⊗T )(|ψ+〉〈ψ+|). The symmetric subspace S ⊆ Cn⊗Cn is the subspace spanned
by the states |v〉 that satisfy S|v〉 = |v〉. Equivalently, it is the subspace spanned by
the vectors |ij〉+ |ji〉 (1 ≤ i, j ≤ n).
It is easily-verified that S corresponds, under the vector-operator isomorphism,
to the transpose map. Hence the Takagi factorization [HJ85, Tak24] of complex
symmetric matrices (and hence symmetric states) says that |v〉 ∈ S if and only if |v〉
has a symmetric Schmidt decomposition: |v〉 = ∑ki=1 αi|ai〉⊗|ai〉, where k = SR(|v〉).
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We will denote the projection of Cn ⊗ Cn onto S by PS . Notice that PS = 12(I + S)
and that the dimension of S is n(n+ 1)/2.
In the multipartite setting, things becomes more complicated because there is no
longer a unique way to permute subsystems. Instead, there are p! distinct ways to
permute the p subsystems of (Cn)⊗p, and each such permutation corresponds to a
different swap operator. Given a permutation σ : {1, . . . , p} → {1, . . . , p}, we will
define the swap operator Sσ : |v1〉 ⊗ · · · ⊗ |vp〉 7→ |vσ(1)〉 ⊗ · · · ⊗ |vσ(p)〉 to be the
operator that permutes the p subsystems according to σ. In this case, the symmetric
subspace is the subspace S ⊆ (Cn)⊗p spanned by the states |v〉 that satisfy Sσ|v〉 = |v〉
for all permutations σ. As before, the projection onto the symmetric subspace will
be denoted by PS , and we have PS = 1p!
∑
σ Sσ, where the sum is taken over all
permutations σ : {1, . . . , p} → {1, . . . , p}.
2.4.1 Shareable Quantum States and Symmetric Extensions
A positive operator X ∈ Mm ⊗Mn is called shareable if there exists 0 ≤ X˜ ∈
Mm ⊗Mn ⊗Mn such that Tr2(X˜) = Tr3(X˜) = X, where we recall that Tri denotes
the partial trace over the i-th subsystem. Shareable states are important in quantum
information theory, as they are the states such that if one half of the state lives in
Alice’s system (say Mm) and the other half of the state lives in Bob’s system Mn, there
could be a third party that shares the exact same state with Alice. For this reason,
shareable states exhibit certain insecurity properties that make them undesirable in
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quantum key distribution [MCL06].
More generally, X ≥ 0 is called s-shareable if there exists 0 ≤ X˜ ∈Mm⊗M⊗sn such
that Tr1,2(X˜) = Tr1,3(X˜) = · · · = Tr1,s+1(X˜) = X, where Tr1,i denotes the partial
trace over all subsystems except the first and i-th. Note that all positive operators
are 1-shareable, and 2-shareable operators are the operators that were simply called
shareable in the previous paragraph.
The sets of s-shareable operators play a particularly important role in entangle-
ment theory [DPS02, DPS04], as any separable operator is s-shareable for all s ≥ 1.
To see this, write X =
∑
i ci|vi〉〈vi| ⊗ |wi〉〈wi|. Then
X˜ =
∑
i
ci|vi〉〈vi| ⊗ |wi〉〈wi| ⊗ · · · ⊗ |wi〉〈wi|︸ ︷︷ ︸
s copies
(2.9)
satisfies the required partial trace conditions. Much more interesting is the fact that
the converse of this statement is also true [DPS04, FLV88, RW89, Wer89a, Yan06].
That is, if X is s-shareable for all s ≥ 1 then it is separable. However, these sets do
not collapse in any finite number of steps: for any fixed s ∈ N there exist entangled
states that are s-shareable – see Figure 3.1.
Not only do the sets of s-shareable operators approximate the set of separable oper-
ators, but they do so in a way that is quite desirable computationally. Whether or not
an operator is s-shareable is a problem that can be solved via semidefinite program-
ming [DPS04], which has efficient numerical solution methods. Thus s-shareability
provides a natural hierarchy of necessary conditions for separability, each of which is
not too difficult computationally to test. Much of Chapter 5 will focus on semidefinite
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programs and applications of s-shareable operators.
In the definition of s-shareable states, note that the requirement that Tr1,2(X˜) =
Tr1,3(X˜) = · · · = Tr1,s+1(X˜) = X could be replaced by the following two properties:
(a) Tr1,2(X˜) = X; and
(b) SσX˜Sσ = X˜ for all permutations σ : {1, . . . , s+1} → {1, . . . , s+1} with σ(1) = 1.
It is clear that if there exists 0 ≤ X˜ ∈ Mm ⊗M⊗sn satisfying these two conditions,
then X is s-shareable. In the other direction, suppose that there exists X˜ ≥ 0 such
that Tr2(X˜) = Tr3(X˜) = X. Then
1
2
(X˜ + S{1,3,2}X˜S{1,3,2}) satisfies conditions (a)
and (b) (and this same reasoning extends straightforwardly to the s > 2 case). It
is often useful to use this second (equivalent) definition of s-shareability because it
places further constraints on the extended operator X˜. An operator X˜ satisfying the
two conditions (a) and (b) is called a s-symmetric extension of X.
For the sake of entanglement detection, it is often beneficial to make one additional
restriction on s-symmetric extensions. Observe that the operator (2.9) that extends
a separable operator is not only symmetric in the sense of condition (b) above, but
in fact the symmetric part of the operator is supported on the symmetric subspace.
That is, (I⊗PS)X˜(I⊗PS) = X˜. A symmetric extension X˜ that satisfies this stronger
condition is called a s-bosonic symmetric extension (s-BSE) of X.
In general, having a s-symmetric bosonic extension is a strictly stronger property
than being s-shareable [ML09]. However, the limiting case is still the same: an
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operator is s-shareable for all s ∈ N if and only if it has a s-symmetric bosonic
extension for all s ∈ N, if and only if it is separable. Because of these relationships, it is
often useful to consider bosonic extensions, rather than regular symmetric extensions,
when performing tasks related to entanglement detection.
Finally, notice that not only do separable states have s-symmetric bosonic exten-
sions for all s ≥ 1, but they have such an extension that has positive partial transpose
(regardless of which subsystems the transpose is applied to). Thus, when considering
the existence of s-symmetric extensions as necessary conditions for separability, it
is often useful to ask that the given state have an s-symmetric extension that has
the additional property of having positive partial transpose. In this way, we obtain
a complete family of necessary criteria for separability, the weakest of which (i.e.,
the one that arises when s = 1) is the standard positive partial transpose criterion.
We will see that each of these variants of symmetric extensions is useful in slightly
different situations.
2.4.2 From Separability to Arbitrary Schmidt Number
We saw in the previous section that the sets of s-shareable states are useful in that
they form a sequence of nested approximations to the set of separable states. It is then
natural to ask whether or not there exist (reasonably simple) sets that approximate
the set of states ρ with SN(ρ) ≤ k when k > 1. The answer to this question is “yes”.
To see this, we use the following pair of results, which can by thought of as methods
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for transforming statements about separability and block positivity into statements
about Schmidt number k and k-block positivity.
Proposition 2.4.1. Let ρ ∈ MA ⊗MB be a density operator. Then SN(ρ) ≤ k if
and only if there exists a separable operator X ∈ (MA′ ⊗MA) ⊗ (MB′ ⊗MB) (with
dim(CA′), dim(CB′) ≤ k) such that (〈ψ+|A′B′ ⊗ IAB)X(|ψ+〉A′B′ ⊗ IAB) = ρ.
Proof. To see the “if” direction, suppose that X =
∑
` p`|a`〉〈a`| ⊗ |b`〉〈b`|, where
|a`〉 =
k∑
i=1
α`,i|i〉 ⊗ |a`,i〉 ∈ CA′ ⊗ CA and |b`〉 =
k∑
i=1
β`,i|i〉 ⊗ |b`,i〉 ∈ CB′ ⊗ CB.
Then
(〈ψ+|A′B′ ⊗ IAB)X(|ψ+〉A′B′ ⊗ IAB)
=
∑
`
(〈ψ+| ⊗ I)
[
k∑
i,j,r,s=1
α`,iα`,jβ`,rβ`,s|ir〉〈js| ⊗ |a`,ib`,r〉〈a`,jb`,s|
]
(|ψ+〉 ⊗ I)
=
1
k
∑
`
k∑
i,j=1
α`,iα`,jβ`,iβ`,j|a`,ib`,i〉〈a`,jb`,j|
=
1
k
∑
`
(
k∑
i=1
α`,iβ`,i|a`,ib`,i〉
)(
k∑
j=1
α`,jβ`,j〈a`,jb`,j|
)
,
which clearly has Schmidt number no larger than k. To see the converse, simply
note that every operator with Schmidt number at most k can be written in the form
above. 
Proposition 2.4.2. Let X = X† ∈ MA ⊗MB. Then X is k-block positive if and
only if |ψ+〉〈ψ+|A′B′ ⊗ XAB ∈ (MA′ ⊗ MA) ⊗ (MB′ ⊗ MB) is block positive (where
dim(CA′) = dim(CB′) = k).
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Although we could prove Proposition 2.4.2 directly, we leave its proof to Sec-
tion 2.5.2, where we will be able to prove it in a single line.
We can now use Proposition 2.4.1 to produce a hierarchy of necessary tests for
whether or not SN(ρ) ≤ k, much like was done for separable states in the previous
section. Let ρ ∈ MA ⊗ MB. Then SN(ρ) ≤ k if and only if there exists X ∈
(MA′ ⊗ MA) ⊗ (MB′ ⊗ MB), with dim(CA′), dim(CB′) ≤ k, such that (〈ψ+|A′B′ ⊗
IAB)X(|ψ+〉A′B′ ⊗ IAB) = ρ. The operator X is separable if and only if it is s-
shareable for all s ≥ 1. By combining these two facts, we see that SN(ρ) ≤ k if and
only if, for all s ≥ 1, there exists 0 ≤ X˜ ∈ (MA′ ⊗MA)⊗ (MB′ ⊗MB)⊗s such that
(a) (〈ψ+|A′B′ ⊗ IAB)Tr1,2,3,4(X˜)(|ψ+〉A′B′ ⊗ IAB) = ρ; and
(b) SσX˜Sσ = X˜ for all permutations σ : {1, . . . , 2s + 2} → {1, . . . , 2s + 2} with
σ(1) = 1 and σ(2j) = σ(2j − 1) + 1 for all 1 ≤ j ≤ s+ 1.
For each fixed s ≥ 1, the above conditions can be checked via semidefinite pro-
gramming, just like in the case of separability. Furthermore, this method works much
more generally – given any separability criterion, we get a corresponding criterion
for Schmidt number of ρ by asking whether or not there exists an extended operator
X that satisfies the separability criterion and (〈ψ+| ⊗ I)X(|ψ+〉 ⊗ I) = ρ. Similarly,
given any Y = Y †, we can apply any test for block positivity to |ψ+〉〈ψ+| ⊗ Y to get
a test for k-block positivity of Y .
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2.5 The Choi–Jamio lkowski Isomorphism
Recall from Section 2.2.1 that the vector-operator isomorphism associated a linear
map Φ : Mn,m → Mn,m with an operator MΦ ∈ Mm ⊗Mn. While that isomorphism
is very useful when dealing with questions related to rank and Schmidt rank, many
important properties of the map Φ are not immediately clear from the operator MΦ.
For example, we know that Φ is completely positive if and only if we can write
Φ(X) =
∑
k AkXA
†
k, in which case we have MΦ =
∑
k Ak ⊗ Ak – an operator that
does not have any immediately obvious or simple properties that distinguish it.
On the other hand, Theorem 2.1.1 showed that Φ : Mm → Mn is completely
positive if and only if the operator
CΦ := m(idm ⊗ Φ)(|ψ+〉〈ψ+|
)
=
m∑
i,j=1
|i〉〈j| ⊗ Φ(|i〉〈j|) (2.10)
is positive semidefinite, which is an easy property to check. It turns out that many
other properties of superoperators are illuminated by looking at the Choi matrix CΦ
as well. Before proceeding to investigate those properties, we present a simple lemma
that illustrates how the Choi matrix of Φ is related to the Choi matrix of Φ†.
Lemma 2.5.1. Let Φ : Mm → Mn be linear. Then CΦ† = SCΦS, where S is the
swap operator.
Proof. Use the singular value decomposition to write CΦ =
∑
i λi|vi〉〈wi|. We will
see shortly (in Proposition 2.5.3) that Φ(X) =
∑
i λimat(|vi〉)Xmat(|wi〉)†. Thus
Φ†(X) =
∑
i λimat(|vi〉)†Xmat(|wi〉).
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Now recall that S corresponds to the transpose map under the vector-operator
isomorphism, so mat(|v〉)T = mat(S|v〉) for all |v〉. Thus we see (again using Proposi-
tion 2.5.3) that CΦ† =
∑
i λiS|vi〉〈wi|S, which is easily seen to be equal to SCΦS. 
The map that sends Φ to its Choi matrix CΦ is a linear isomorphism that is known
as the Choi–Jamio lkowski isomorphism [Cho75a, Jam72]. This map, appropriately
rescaled by a factor of m, is sometimes referred to as channel-state duality [AP04,
SMR61, Z˙B04] because it associates quantum channels with density operators, though
we will not use this terminology.
It is straightforward to see that the Choi–Jamio lkowski isomorphism is linear. To
see that it is bijective, it is perhaps instructive to write the Choi matrix CΦ as a block
matrix:
CΦ =

Φ(|1〉〈1|) Φ(|1〉〈2|) · · · Φ(|1〉〈m|)
Φ(|2〉〈1|) Φ(|2〉〈2|) · · · Φ(|2〉〈m|)
...
...
. . .
...
Φ(|m〉〈1|) Φ(|m〉〈2|) · · · Φ(|m〉〈m|)

.
Because the set
{|i〉〈j|}m
i,j=1
is a basis of Mm, it follows easily that every map Φ corre-
sponds to a unique Choi matrix, and vice-versa. This map becomes an isometry when
we define an inner product on the space of superoperators by 〈Φ|Ψ〉 := 〈CΦ|CΨ〉 =
Tr(C†ΦCΨ). The following proposition demonstrates some useful properties of this in-
ner product – these properties are well-known, and an alternative proof can be found
in [Sko11].
Proposition 2.5.2. Let Φ,Ψ : Mm →Mn and Ω : Mn →Mn be linear. Then
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(a) 〈Φ|Ω ◦Ψ〉 = 〈Ω† ◦ Φ|Ψ〉
(b) 〈Φ|Ψ〉 = 〈Ψ†|Φ†〉.
Proof. Property (a) follows from simply moving terms around inside the Hilbert–
Schmidt inner product:
〈CΦ|CΩ◦Ψ〉 =
〈
CΦ|(idm ⊗ Ω)(CΨ)
〉
=
〈
(idm ⊗ Ω†)(CΦ)|CΨ
〉
= 〈CΩ†◦Φ|CΨ〉.
For Property (b), we use Lemma 2.5.1:
〈Ψ†|Φ†〉 = Tr(C†
Ψ†CΦ†
)
= Tr
(
(SCΨS)
†SCΦS
)
= Tr
(
CTΨCΦ
)
= 〈Φ|Ψ〉.

Table 2.1 gives several examples of equivalences of the Choi–Jamio lkowski iso-
morphism that will be used repeatedly throughout this work for easy reference. The
remainder of this section is devoted to expanding upon, proving, or at least referencing
these various equivalences.
2.5.1 Fundamental Correspondences for Quantum Channels
We now derive the most basic and well-known of the associations of the Choi–
Jamio lkowski isomorphism – specifically those that help clarify the structure of the
set of quantum channels. These results are all well-known, and proofs of many of
these correspondences can be found in [VV03, Wat04].
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Superoperators Φ : Mm →Mn Operators X ∈Mm ⊗Mn
all superoperators all operators
completely positive maps positive semidefinite operators
Hermiticity-preserving maps Hermitian operators
trace-preserving maps operators X with Tr2(X) = I
unital maps operators X with Tr1(X) = I
positive maps block positive operators
k-positive maps k-block positive operators
superpositive maps separable operators
k-superpositive maps operators X with SN(X) ≤ k
separable maps separable operators (via another tensor cut)
completely co-positive maps positive partial transpose operators
binding entanglement maps bound entangled operators
anti-degradable maps shareable operators
s-extendible maps s-shareable operators
Table 2.1: The equivalences of several sets of linear operators and linear superopera-
tors via the Choi–Jamio lkowski isomorphism.
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All superoperators – All operators
We already saw that the Choi–Jamio lkowski isomorphism is a bijection between
the set of linear maps Φ : Mm → Mn and the set of operators Mm ⊗ Mn. We
now use this isomorphism and a slight modification of the proof of Theorem 2.1.1 to
demonstrate a relationship between the generalized Choi–Kraus operators of Φ and
the Choi matrix CΦ.
Proposition 2.5.3. Let Φ : Mm →Mn be a linear map. Then CΦ =
∑
` c`|v`〉〈w`| if
and only if
Φ(X) =
∑
`
c`mat(|v`〉)Xmat(|w`〉)† ∀X ∈Mm.
Proof. For the “if” direction of the proof, we note that
CΦ =
∑
`
c`
m∑
i,j=1
|i〉〈j| ⊗mat(|v`〉)|i〉〈j|mat(|w`〉)†. (2.11)
Now recall that if |v`〉 =
∑m
i=1 c
(v)
`,i |i〉 ⊗ |v`,i〉 then mat(|v`〉) =
∑m
i=1 c
(v)
`,i |v`,i〉〈i|. It
follows from Equation (2.11) that
CΦ =
∑
`
c`
m∑
i,j=1
c
(v)
`,i c
(w)
`,j |i〉〈j| ⊗ |v`,i〉〈w`,j| =
∑
`
c`|v`〉〈w`|.
For the “only if” direction of the proof, we mimic the proof of Theorem 2.1.1.
Suppose CΦ =
∑
` c`|v`〉〈w`| and write each |vk〉 as a linear combination of elementary
tensors: |v`〉 =
∑m
i=1 c
(v)
`,i |i〉 ⊗ |v`,i〉 (and decompose |w`〉 similarly). If we multiply CΦ
on the left by 〈i| ⊗ I and on the right by |j〉 ⊗ I, then from the definition of CΦ we
57
have
(〈i| ⊗ I)CΦ(|j〉 ⊗ I) = Φ
(|i〉〈j|). (2.12)
Similarly, from CΦ =
∑
` c`|v`〉〈w`| we have
(〈i| ⊗ I)CΦ(|j〉 ⊗ I) =
∑
`
c`c
(v)
`,i c
(w)
`,j |v`,i〉〈w`,j|
=
∑
`
c`
(
m∑
k=1
c
(v)
`,k |v`,k〉〈k|
)
|i〉〈j|
(
m∑
k=1
c
(w)
`,k |k〉〈w`,k|
)
=
∑
`
c`mat(|v`〉)|i〉〈j|mat(|w`〉)†.
(2.13)
It follows by equating Equations (2.12) and (2.13) that
Φ
(|i〉〈j|) = ∑
`
c`mat(|v`〉)|i〉〈j|mat(|w`〉)† ∀ 0 ≤ i, j ≤ m− 1.
Extending by linearity shows that Φ has the desired form. 
In particular, the singular value decomposition CΦ =
∑mn
k=1 σk|vk〉〈wk| implies via
Proposition 2.5.3 that we can write
Φ(X) =
mn∑
i=1
AiXB
†
i ,
where
{
Ai
}
,
{
Bi
} ⊂ Mn,m are sets of operators that are orthogonal in the Hilbert–
Schmidt inner product.
Using Proposition 2.5.3, we can now present a simple proposition (which was
proved in the special cases of quantum channels in [JK11c] and positive maps in
[Stø11a]) that allows us to relate the Choi matrices of Φ and Φ†.
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Proposition 2.5.4. Let Φ : Mm →Mn be a linear map. Then CΦ† = SCΦS†, where
S ∈Mn,m ⊗Mm,n is the swap operator.
Proof. Write CΦ =
∑
` c`|v`〉〈w`| so that Φ(X) =
∑
` c`mat(|v`〉)Xmat(|w`〉)† by
Proposition 2.5.3. Then Φ†(X) =
∑
` c`mat(|v`〉)†Xmat(|w`〉), so using Proposi-
tion 2.5.3 together with the fact that mat(|v`〉)† = mat(S|v`〉) gives
CΦ† =
∑
`
c`S|v`〉〈w`|S† = SCΦS†.

Completely positive maps – Positive semidefinite operators
We already saw in Theorem 2.1.1 that the set of completely positive maps corre-
sponds to the set of positive semidefinite operators via the Choi–Jamio lkowski isomor-
phism. The Kraus representation of a completely positive map then follows imme-
diately from Proposition 2.5.3 and the spectral decomposition CΦ =
∑mn
`=1 λ`|v`〉〈v`|.
As we saw in the proof of Theorem 2.1.1, if we define A` :=
√
λ`mat(|v`〉) then
Φ(X) =
mn∑
`=1
A`XA
†
`.
Other proofs of these facts can be found in [LS93, SSGF05].
Hermiticity-preserving maps – Hermitian operators
A superoperator Φ : Mm →Mn is called Hermiticity-preserving if Φ(X)† = Φ(X)
whenever X† = X (or equivalently, if Φ(X†) = Φ(X)† for all X). Completely positive
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(and even just positive) maps are necessarily Hermiticity-preserving because for any
Hermitian matrix X we can write X = P − Q for some positive semidefinite P
and Q. Then Φ(X) = Φ(P ) − Φ(Q) = Φ(P )† − Φ(Q)† = Φ(X)†, where the second
equality follows from the fact that Φ(P ) and Φ(Q) are positive semidefinite and hence
Hermitian.
Hermiticity-preserving maps were originally characterized in [dP67] (see also [Hil73,
PH81]) – they have a structure very similar to that of completely positive maps.
Proposition 2.5.5. Let Φ : Mm →Mn be a linear map. The following are equivalent:
(a) Φ is Hermiticity-preserving;
(b) CΦ is Hermitian; and
(c) there exist operators {A`}mn`=1 and real numbers {λ`}mn`=1 such that
Φ(X) =
mn∑
`=1
λ`A`XA
†
` ∀X ∈Mm.
Proof. The implication (a) =⇒ (b) follows from simple algebra:
C†Φ =
(
m∑
i,j=1
|i〉〈j| ⊗ Φ(|i〉〈j|)
)†
=
m∑
i,j=1
|j〉〈i| ⊗ Φ(|j〉〈i|) = CΦ.
To see (b) =⇒ (c), use the spectral decomposition to write CΦ =
∑mn
`=1 λ`|v`〉〈v`|
with each λ` real. If we define A` := mat(|v`〉) then Proposition 2.5.3 gives the desired
form of Φ.
Finally, the implication (c) =⇒ (a) is trivial:
Φ(X)† =
(
mn∑
`=1
λ`A`XA
†
`
)†
=
mn∑
`=1
λ`A`X
†A†` = Φ(X
†) ∀X ∈Mm.
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
In fact, it is clear from the proof of Proposition 2.5.5 that the operators
{
A`
}
can
be chosen to be orthonormal in the Hilbert–Schmidt inner product. If we relax this
condition to orthogonality, then by absorbing constants into the A` operators we can
choose λ` ∈ {−1, 1} for all `.
A simple corollary of Proposition 2.5.5 is that a linear map is Hermiticity-preserving
if and only if it is the difference of two completely positive maps, and it is exactly this
property that causes these maps to arise frequently in quantum information theory.
For example, if we wish to measure the distance between two quantum channels, this
often reduces to the problem of computing a norm (such as the diamond norm of
Section 3.2.2) on the corresponding Hermiticity-preserving map.
Unital or trace-preserving maps – Operators with identity partial trace
Recall that a quantum channel Φ is not only completely positive, but also trace-
preserving. It is thus useful to understand how trace-preservation (and the closely-
related property of being unital, i.e., Φ(I) = I) is reflected in the Choi–Jamio lkowski
isomorphism. Begin by taking the partial traces of the Choi matrix:
Tr1(CΦ) =
m∑
i=1
Φ(|i〉〈i|) = Φ(I), and
Tr2(CΦ) =
m∑
i,j=1
|i〉〈j|Tr(Φ(|i〉〈j|)) =
m∑
i,j=1
|i〉〈j|(Φ†(I))†|i〉〈j| = Φ†(I).
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It follows that Φ is unital if and only if Tr1(CΦ) = I and Φ is trace-preserving if
and only if Tr2(CΦ) = I. In particular, Φ is a quantum channel if and only if CΦ is
positive semidefinite with Tr2(CΦ) = I.
When a completely positive map is both trace-preserving and unital, it is called
bistochastic. Bistochastic quantum channels are special in that they can only add
mixedness to the states they act on (see [KS06, Lemma 5] and [Z˙B04]), and they are
characterized by having the special operator-sum decomposition Φ(X) =
∑
` λ`U`XU
†
` ,
where each U` is unitary and
∑
` λ` = 1 [Men08, MW09]. Note that in general, even
though such channels are completely positive, we can’t choose λ` ≥ 0 in this operator-
sum representation [LS93].
Bistochastic quantum channels arise frequently in quantum information theory.
For example, the ability to perform error correction for errors represented by these
channels is much better-understood than in the general case [CJK09, HKL04, JK11b,
KLPL06, Kri03, KS06], and bistochastic quantum channels arise frequently in capac-
ity and additivity problems [AHW00, Cor04, KR01, VV03].
2.5.2 Correspondences Related to Schmidt Number
In this section we present the correspondences of separable states (and in more
generality, states with Schmidt number no larger than k for some natural number k)
through the Choi–Jamio lkowski isomorphism. We also present similar characteriza-
tions of block positive and k-block positive operators, as Proposition 2.2.7 showed
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that such operators can be used to describe Schmidt number. While most of these
correspondences are fairly well-known by now, they are much more recent than the
correspondences introduced in the previous section. Although Theorem 2.5.7 is a
known result in the k = 1 case [CDKL01], we believe that our generalization of it for
arbitrary k is new (albeit straightforward).
Positive maps – Block positive operators
Despite how simple Theorem 2.1.1 makes it to determine whether or not a linear
map is completely positive, determining whether or not a linear map is positive is a
difficult problem. In fact, a linear map is positive if and only if its Choi matrix is
block positive (recall from Section 2.2.5 that X is block positive if 〈v|X|v〉 ≥ 0 for all
separable |v〉); a result that was originally proved in [Cho75b, Jam74] (for another
proof, see [And04]).
To see this correspondence, suppose that Φ : Mm → Mn is a positive linear map.
Then let’s consider what happens when we multiply the Choi matrix of Φ on the left
and right by a separable state |a〉 ⊗ |b〉:
(〈a| ⊗ 〈b|)CΦ(|a〉 ⊗ |b〉) = 1
m
m∑
i,j=1
(〈a| ⊗ 〈b|)(|i〉〈j| ⊗ Φ(|i〉〈j|))(|a〉 ⊗ |b〉)
=
1
m
〈b|Φ
( m∑
i,j=1
〈a|i〉|i〉〈j|a〉〈j|
)
|b〉
=
1
m
〈b|Φ(|a〉〈a|)|b〉
≥ 0,
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where the final inequality follows from the facts that |a〉〈a| is positive semidefinite
and Φ is a positive linear map. We have thus shown that if Φ is positive, then its Choi
matrix is block positive. To see the converse, note that the string of equalities above
shows that if CΦ is block positive then Φ is positive on rank-1 positive semidefinite
operators. By linearity it then follows that Φ is a positive map.
We have already seen this correspondence in a few examples. In Example 2.1.3
it was noted that the transpose map T : M2 → M2 is positive but not completely
positive, and in Example 2.2.6 it was noted that its Choi matrix is block positive but
not positive semidefinite.
k-positive maps – k-block positive operators
Given that we have already seen that positive maps correspond to block positive
operators and completely positive maps correspond to positive semidefinite opera-
tors, it is perhaps not surprising that k-positive maps correspond to k-block positive
operators via the Choi–Jamio lkowski isomorphism. This correspondence was used
implicitly in [Cla05, TH00] and proved explicitly in [RA07, Sko08, SSZ˙09], but we
provide an elementary proof here for completeness.
We use the fact that (idk⊗Φ) is positive if and only if (〈a|⊗〈b|)Cidk⊗Φ(|a〉⊗|b〉) ≥ 0
for all |a〉 ∈ Ck ⊗ Cm, |b〉 ∈ Ck ⊗ Cn, which was proved in the previous section.
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Now write |a〉 = ∑ki=1 αi|i〉 ⊗ |ai〉 and |b〉 = ∑ki=1 βi|i〉 ⊗ |bi〉. Then
|a〉 ⊗ |b〉 =
k∑
i,j=1
αiβj|i〉 ⊗ |ai〉 ⊗ |j〉 ⊗ |bj〉.
Then after simplification we have
(〈a| ⊗ 〈b|)Cidk⊗Φ(|a〉 ⊗ |b〉) =
(
k∑
i=1
αiβi〈ai| ⊗ 〈bi|
)
CΦ
(
k∑
i=1
αiβi|ai〉 ⊗ |bi〉
)
.
Since
∑k
i=1 αiβi|ai〉⊗ |bi〉 is (up to scaling) an arbitrary state with Schmidt rank ≤ k,
it follows that Φ is k-positive if and only if CΦ is k-block positive.
Note that this correspondence provides an immediate proof of Proposition 2.4.2:
CΦ is k-block positive if and only if Φ is k-positive, if and only if idk ⊗ Φ is positive,
if and only if Cidk⊗Φ = k|ψ+〉〈ψ+| ⊗ CΦ is block positive.
Superpositive maps – Separable operators
A linear map Φ : Mm → Mn is called superpositive [And04] if it admits a Kraus
representation
Φ(X) =
∑
`
A`XA
†
`
with rank(A`) = 1 for all `. The following characterization of superpositive maps was
originally proved in [HSR03, And04]:
Theorem 2.5.6. Let Φ : Mm →Mn be a linear map. The following are equivalent:
(a) CΦ is separable;
(b) (idm ⊗ Φ)(ρ) is separable for all ρ ∈Mm ⊗Mn; and
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(c) Φ is superpositive.
Proof. The implication (b) =⇒ (a) follows trivially by choosing ρ = |ψ+〉〈ψ+|. To
see that (a) =⇒ (c), write
CΦ =
∑
`
p`|v`〉〈v`| ⊗ |w`〉〈w`|.
Then Proposition 2.5.3 implies that we can write
Φ(X) =
∑
`
pimat(|v`〉 ⊗ |w`〉)Xmat(|v`〉 ⊗ |w`〉)† =
∑
`
pi|w`〉〈v`|X|v`〉〈w`|.
Because rank(|w`〉〈v`|) = 1 for all `, Φ is superpositive.
For the (c) =⇒ (b) implication, assume without loss of generality that rank(ρ) =
1 and Φ can be written as Φ(X) = AXA† with rank(A) = 1 (the general re-
sult for arbitrary ρ and arbitrary superpositive Φ will then follow by convexity
of the cone of separable operators). Write A = c|x〉〈b1| and ρ = |v〉〈v|, where
|v〉 = ∑min{m,n}i=1 di|ai〉 ⊗ |bi〉, where {|bi〉} is an orthonormal set in Cm that extends
|b1〉. Then
(idm ⊗ Φ)(ρ) = (Im ⊗ A)|v〉〈v|(Im ⊗ A†) = c2d21|a1〉〈a1| ⊗ |x〉〈x|,
which is separable. 
Condition (b) of Theorem 2.5.6 shows that superpositive quantum channels are
exactly the quantum channels that destroy any entanglement between the system that
the channel acts on and its environment. For this reason, superpositive quantum
channels are often called entanglement-breaking channels. Entanglement-breaking
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channels were introduced in [Hol98, Sho02] and have been further explored in [Hol08,
KAB+08, Kin03, Rus03, Sho02].
k-superpositive maps – Operators with Schmidt number ≤ k
A natural generalization of superpositive maps are k-superpositive maps [SSZ˙09],
which are linear map Φ : Mm →Mn that have a Kraus representation
Φ(X) =
∑
`
A`XA
†
`
with rank(A`) ≤ k for all `. As might be intuitively expected based on the charac-
terization of superpositive maps, the following three conditions are equivalent:
(a) SN(CΦ) ≤ k;
(b) SN
(
(idm ⊗ Φ)(ρ)
) ≤ k for all ρ ∈Mm ⊗Mn; and
(c) Φ is k-superpositive.
The above equivalences were originally demonstrated in [CK06] and can be proved
by a simple modification of the proof of Theorem 2.5.6. Another proof of the equiva-
lence of conditions (a) and (c) can be found in [SSZ˙09]. In the case when a quantum
channel is k-superpositive, it is sometimes called a k-partially entanglement breaking
channel [CK06] due to condition (b) above – such channels have been further studied
in [AKMS05, Hua06, JKPP11, Xha09, Xha12].
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Separable maps – Separable operators (via another tensor cut)
Recall from Section 2.3.1 that a completely positive map Φ : MA⊗MB →MA⊗MB
(where MA is a complex matrix space representing Alice’s quantum system, and
MB represents Bob’s quantum system) is called separable if it can be written in the
following form:
Φ(X) =
∑
`
(A` ⊗B`)X(A` ⊗B`)† ∀X ∈MA ⊗MB.
The Choi matrix of a separable map Φ is the following operator in MA′ ⊗MB′ ⊗
MA ⊗MB:
CΦ =
m∑
i,j,r,s=1
|i〉〈j| ⊗ |r〉〈s| ⊗ Φ(|i〉〈j| ⊗ |r〉〈s|)
=
m∑
i,j,r,s=1
∑
`
|i〉〈j| ⊗ |r〉〈s| ⊗ A`|i〉〈j|A†` ⊗B`|r〉〈s|B†` ,
which is separable across the (A′, A) − (B′, B) cut. This is perhaps made clearer
by swapping the order of MB′ and MA, so that we interpret CΦ as an operator in
MA′ ⊗MA ⊗MB′ ⊗MB:
CΦ =
∑
`
(
m∑
i,j=1
|i〉〈j| ⊗ A`|i〉〈j|A†`
)
⊗
(
m∑
i,j=1
|i〉〈j| ⊗B`|i〉〈j|B†`
)
.
To see that this operator is separable across the (A′, A) − (B′, B) cut, note that∑m
i,j=1 |i〉〈j|⊗A`|i〉〈j|A†` is positive semidefinite for all ` because it is the Choi matrix
of the completely positive map X 7→ A`XA†` (and similarly if we replace A` by B`). In
fact, it was proved in [CDKL01] (see also [SZWGC09]) that CΦ is separable across the
(A′, A)− (B′, B) cut if and only if Φ is a separable map. Contrast this with the case
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of superpositive maps, which would have CΦ be separable across the (A
′, B′)− (A,B)
cut (see Figure 2.4).
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B B′ 
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Figure 2.4: The action of general quantum channels (left), separable channels (center),
and entanglement-breaking channels (right) acting on MA ⊗ MB. Lines between
subsystems represent entanglement. General channels can introduce entanglement
between MA, MB, and the environment MA′ ⊗ MB′ . Separable channels preserve
separability between MA ⊗ MA′ and MB ⊗ MB′ . Entanglement-breaking channels
destroy entanglement between MA ⊗MB and the environment MA′ ⊗MB′ .
We now prove a generalization of this result for higher Schmidt number that
makes use of the operator-Schmidt rank of the map’s Kraus operators. The channels
characterized by the following theorem are exactly the channels such that if Alice
and Bob each have their own states that are potentially entangled with their own
environments, but are not entangled with each other’s systems, then the Schmidt
number between Alice and Bob after the channel is applied is no greater than k.
Theorem 2.5.7. Let Φ : MA⊗MB →MA⊗MB be a completely positive linear map
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and let k ∈ N. The following are equivalent:
(a) SN(CΦ) ≤ k across the (A′, A)− (B′, B) cut;
(b) SN
(
(idA′,B′ ⊗ΦA,B)(ρ)
) ≤ k across the (A′, A)− (B′, B) cut whenever ρ is sepa-
rable across the (A′, A)− (B′, B) cut; and
(c) there exist Kraus operators
{
K`
} ⊂ MA ⊗MB each with operator-Schmidt rank
≤ k such that
Φ(X) =
∑
`
K`XK
†
` ∀X ∈MA ⊗MB.
Proof. The implication (b) =⇒ (a) is trivially true by choosing
ρ = |ψ+〉〈ψ+|A′,A ⊗ |ψ+〉〈ψ+|B′,B.
To see that (c) =⇒ (b), assume without loss of generality that ρ is a pure state
|v〉〈v|A′,A ⊗ |w〉〈w|B′,B (the general result will then follow easily from convexity).
Write each A` in its operator-Schmidt decomposition (where we absorb the operator-
Schmidt coefficients into the operators A`,h themselves):
K` =
k∑
h=1
A`,h ⊗B`,h.
Then writing (idA′,B′ ⊗ ΦA,B)(ρ) as an operator in MA′ ⊗MA ⊗MB′ ⊗MB gives
∑
`
k∑
g,h=1
(
(IA′ ⊗ A`,g)|v〉〈v|(IA′ ⊗ A†`,h)
)
⊗
(
(IB′ ⊗B`,g)|w〉〈w|(IB′ ⊗B†`,h)
)
. (2.14)
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Now define
c`,g|v`,g〉 := (IA′ ⊗ A`,g)|v〉 and d`,g|w`,g〉 := (IB′ ⊗B`,g)|w〉.
Plugging the above definitions into Equation 2.14 gives
(idA′,B′ ⊗ ΦA,B)(ρ) =
∑
`
k∑
g,h=1
c`,gc`,hd`,gd`,h|v`,g〉〈v`,h| ⊗ |w`,g〉〈w`,h|
=
∑
`
(
k∑
g=1
c`,gd`,g|v`,g〉 ⊗ |w`,g〉
)(
k∑
h=1
c`,hd`,h〈v`,h| ⊗ 〈w`,h|
)
,
which has Schmidt number no larger than k.
To see that (a) =⇒ (c), write CΦ as a sum of rank-one operators in (MA′ ⊗
MA)⊗ (MB′ ⊗MB):
CΦ =
∑
`
(
k∑
i=1
c`,i|v`,i〉 ⊗ |w`,i〉
)(
k∑
i=1
c`,i〈v`,i| ⊗ 〈w`,i|
)
.
Proposition 2.5.3 then says that Φ(X) =
∑
`K`XK
†
` , where
K` :=
k∑
i=1
c`,imat(|v`,i〉)⊗mat(|w`,i〉),
which clearly has operator-Schmidt rank no larger than k. 
2.5.3 Other Correspondences Related to Entanglement
Completely co-positive maps – Positive partial transpose operators
A map Φ : Mm →Mn is called completely co-positive if T ◦Φ is completely positive.
It follows easily from our results on completely positive maps that Φ is completely
co-positive if and only if CT◦Φ = (idm⊗ T )(CΦ) ≥ 0. In other words, Φ is completely
co-positive if and only if its Choi matrix has positive partial transpose.
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Binding entanglement maps – Bound entangled operators
Recall from Section 2.3.2 that a bound entangled state is one that is entangled, yet
contains no “useful” entanglement. An entanglement binding map [HHH00] is a com-
pletely positive map Φ : Mm →Mn such that (idm⊗Φ)(ρ) is either bound entangled
or separable for any quantum state ρ ∈ Mm ⊗Mm. It turns out that Φ is a binding
entanglement map if and only if its Choi matrix CΦ is bound entangled or separable.
Via the result of the previous section, we see that a map binds entanglement if it is
both completely positive and completely co-positive. The question of whether or not
there are other binding entanglement maps is equivalent to the question of whether
or not there exist NPPT bound entangled states.
Anti-degradable maps – shareable operators
A completely positive map Φ : Mm → Mn is called anti-degradable [CRS08,
WPG07] if there exists a quantum channel Ψ such that Ψ ◦ΦC = Φ, where we recall
that ΦC is the complementary map of Φ. Anti-degradable maps have gotten attention
in quantum information theory recently because they are one of only two families of
maps (the other being binding entanglement maps) that are known to have zero
quantum capacity [SS12b]. For convenience, we will denote the set of anti-degradable
maps by AD(Mm,Mn), or simply AD if the dimensions of the input and output
spaces are unimportant or clear from context.
It was shown in [ML09] that a map Φ is anti-degradable if and only if its Choi
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matrix CΦ is shareable (strictly speaking, this equivalence was only shown for quan-
tum channels Φ, but the same proof applies to this slightly more general case). For
clarity, it is worth recalling that we have made the convention that Φ acts on the
second subsystem of the Choi matrix and that it is also the second subsystem of a
shareable operator that is shared.
With this correspondence in mind, several properties of anti-degradable maps
immediately follow from the corresponding properties of shareable operators. First,
AD is convex and Ψ ◦ Φ ∈ AD whenever Φ ∈ AD and Ψ is a quantum channel –
two facts that were proved directly in [CRS08]. Because the shareable operators are
a strict superset of the separable operators, it also follows that superpositive maps
are anti-degradable, which was also proved directly in [CRS08].
We similarly know that the set of anti-degradable maps satisfies Φ ◦ Ψ ∈ AD
whenever Φ ∈ AD and Ψ is completely positive – a property that we call right CP-
invariance, which we investigate in Section 3.1.3. To see this, first use Lemma 2.1.6:
if Φ = Ψ ◦ ΦC then Φ ◦ AdB = Ψ ◦ ΦC ◦ AdB = Ψ ◦ (Φ ◦ AdB)C , so Φ ◦ AdB
is anti-degradable whenever Φ is anti-degradable. Convexity of AD then gives the
result.
s-extendible maps – s-shareable operators
A completely positive map Φ : Mm → Mn is called s-extendible [PBHS11] (or
sometimes local s-broadcasting [LRK+11]) if there exists a completely positive map
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Ψ : Mm → M⊗sn with the property that Φ = Tri ◦ Ψ for all 1 ≤ i ≤ s, where Tri
denotes the partial trace over all subsystems except for the i-th. The map Ψ is said
to be s-broadcasting, and maps of this type generalize the notion of quantum cloning
[BCF+96]. We will denote the cone of s-extendible maps by Bs(Mm,Mn), or simply
Bs.
It was shown in [LRK+11] that a map Φ is s-extendible if and only if its Choi
matrix CΦ is s-shareable. Once again, we note that it is the subsystem of CΦ that Φ
acts on that can be shared with s parties. Remarkably, this leads immediately to the
following result.
Theorem 2.5.8. Let Φ be completely positive. Then Φ is anti-degradable if and only
if it is 2-extendible.
Proof. A simple proof of this statement follows by looking at these sets of maps
through the Choi–Jamio lkowski isomorphism: Φ is anti-degradable if and only if CΦ
is shareable [ML09] if and only if Φ is 2-extendible [LRK+11]. However, we also
present a direct proof of the result for completeness.
We begin with the “only if” direction. If Φ is anti-degradable then write it in its
Stinespring form Φ = Tr1 ◦AdA. Let Ψ be a quantum channel such that Ψ ◦ΦC = Φ.
Then
Φ = Tr1 ◦ AdA = Ψ ◦ Tr2 ◦ AdA = Ψ ◦ ΦC .
Thus if we define the completely positive map Φ˜ = (Ψ ⊗ id) ◦ AdA then we have
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Tr1 ◦ Φ˜ = Tr2 ◦ Φ˜ = Φ, so Φ is 2-extendible.
For the “if” direction of the proof, let Φ˜ : Mm → Mn ⊗ Mn be a completely
positive map such that Tr1 ◦ Φ˜ = Tr2 ◦ Φ˜ = Φ. Write Φ˜ in its Stinespring form
Φ˜ = Tr3 ◦ AdA (where we consider the third subsystem as the environment and
the first two subsystems as the output of Φ˜). Then Φ has Stinespring representations
Φ = Tr1◦AdA = Tr2◦AdA. We thus have ΦC = Tr2◦AdA, so Tr3◦ΦC = Tr1◦AdA = Φ,
which shows that Φ is anti-degradable. 
All of the properties of anti-degradable maps that were discussed in the previous
section apply to s-extendible maps as well. In particular, Bs is a convex right CP-
invariant cone. We also have the family of inclusions AD ⊇ B3 ⊇ · · · ⊇ Bk ⊇ · · · , and
the intersection of all these cones is the cone of superpositive maps – see Figure 2.5.
 
Completely positive 
Superpositive 
Binding entanglement 
 
Anti-degradable = 2-extendible 
s-extendible 
Figure 2.5: The cones of binding entanglement, anti-degradable, and s-extendible
maps, relative to the cones of completely positive and superpositive maps. Channels
in any of the shaded cones have zero quantum capacity.
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Chapter 3
Cones, Norms, and Linear
Preservers
Many of the objects introduced in Chapter 2 remain unaffected by scaling. For
example, if Φ is a (completely) positive map, then so is λΦ for any λ ≥ 0. In
other words, the set of completely positive maps is a cone. Similarly for the sets of
superpositive maps, separable maps, anti-degradable maps, s-extendible maps, and
completely co-positive maps. This chapter begins with a review of general facts
about cones of operators. We then investigate what more can be said when we ask
that the cones in question have additional properties, such as being invariant under
composition with completely positive maps.
We then shift focus and introduce various norms of operators and linear maps. We
present the basics of unitarily-invariant norms, dual norms, and completely bounded
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norms. We also introduce the realignment criterion, which is our first separability
criterion based on norms. Here we see our first glimpse of a theme that is common
throughout the rest of this work: that norms can be just as useful as positivity
properties for solving questions related to separability.
The final portion of the chapter is devoted to discussing preserver problems. That
is, given a specific set (such as the set of separable states) or norm, what operators
leave that set or norm unchanged? We answer this question in the case of (even
multipartite) separable states, discuss some consequences of our results, and lay the
groundwork that allows us to derive the isometry groups for the norms to be intro-
duced in Chapter 4.
3.1 Cones of Linear Maps and Operators
A cone C ⊆ Mn is a set of Hermitian operators with the property that if X ∈ C
then λX ∈ C for all 0 ≤ λ ∈ R. Some cones that we have already seen are the sets
of k-block positive operators and the sets of s-shareable operators. Similarly, a cone
C of superoperators is a set of Hermiticity-preserving maps with the property that if
Φ ∈ C then λΦ ∈ C for all 0 ≤ λ ∈ R.
For convenience, we define some notation for common manipulations of the cone
of superoperators C:
CC :=
{
CΦ : Φ ∈ C
}
and C† := {Φ† : Φ ∈ C}.
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It follows from the equivalence of conditions (a) and (b) of Proposition 2.5.5 that C
is a (convex) cone of superoperators if and only if CC is a (convex) cone of operators.
3.1.1 Dual Cones
The dual cone C◦ of a cone C ⊆ Mn is defined via the Hilbert–Schmidt inner
product as
C◦ := {Y ∈Mn : Tr(XY ) ≥ 0 for all X ∈ C}.
Similarly, the dual cone C◦ of a cone C of superoperators is defined via the Choi–
Jamio lkowski isomorphism as C◦ := {Ψ : Mn → Mn : Tr(CΦCΨ) ≥ 0 for all Φ ∈ C}.
We note that for all cones C ⊆Mn, we have C◦◦ = hull(C) – the closure of the convex
hull of C (i.e., the smallest closed convex cone containing C). This fact is well-known
in convex analysis and follows from [GY02, Theorem 3.4.3] or [Roc97, Theorem 14.1].
In particular, if C is a closed convex cone, then C◦◦ = C.
Some other useful and easily-verified facts about dual cones are:
• The cone of positive semidefinite operators is self-dual. That is, (M+n )◦ = M+n .
• If C,D are two cones such that C ⊆ D then D◦ ⊆ C◦.
Because the cone of k-block positive operators contains (Mm ⊗Mn)+, the above
properties tell us that its dual cone must be contained within (Mm ⊗Mn)+. Indeed,
the dual of the cone of k-block positive operators is exactly the set of (unnormalized)
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states that have Schmidt number no larger than k [SSZ˙09] (and vice-versa) – see
Table 3.1 and refer back to Figure 2.1.
Operators X ∈Mm ⊗Mn Superoperators Φ : Mm →Mn
Cone Dual cone Cone Dual cone
block positive separable positive superpositive
k-block positive Schmidt number ≤ k k-positive k-superpositive
positive semidefinite completely positive
Table 3.1: Some cones of operators and linear maps and their associated dual cones.
The cone of positive semidefinite operators (and thus the cone of completely positive
maps) is its own dual cone. The chain of inclusions of these cones follows a U-shape
in the table, with the block positive operators (positive maps) being the largest cone
and the separable operators (superpositive maps) being the smallest cone.
Similarly, because the cone of operators with an s-bosonic symmetric extension is
contained within (Mm⊗Mn)+, its dual cone contains (Mm⊗Mn)+. A straightforward
calculation reveals that if ρ has an s-BSE ρ˜ then
Tr(ρX) = Tr
(
ρ˜(X ⊗ I⊗(s−1)n )
)
= Tr
(
ρ˜(Im ⊗ PS)(X ⊗ I⊗(s−1)n )(Im ⊗ PS)
)
,
where PS is the projection onto the symmetric subspace of (Cn)⊗s. Thus the dual of
the cone of operators with an s-BSE is the cone
{
X ∈Mm ⊗Mn : (Im ⊗ PS)(X ⊗ I⊗(s−1)n )(Im ⊗ PS) ≥ 0
}
. (3.1)
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Because the set of operators with s-BSE approaches the set of separable operators
from the outside, the dual cones (3.1) approach the set of block positive operators
from the inside (see Figure 3.1).
 
Positive semidefinite 
2-BSE 
s-BSE 
Separable 
Block positive 
dual s-BSE 
dual 2-BSE 
Positive 
semidefinite 
Figure 3.1: A rough depiction of the cones and dual cones of operators with s-bosonic
symmetric extension relative to the cones of separable, positive semidefinite, and block
positive operators. The positive semidefinite cone is self-dual and equals the cone of
operators with 1-BSE. The separable cone is the intersection over all s ≥ 1 of the
cones of operators with s-BSE, and the block positive cone is the closure of the union
over all s ≥ 1 of the duals of the cones of s-shareable operators.
We close this section with a simple lemma that demonstrates how C◦ behaves with
C†.
Lemma 3.1.1. Let C be a cone of superoperators. Then (C†)◦ = (C◦)†.
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Proof. Suppose that Ω ∈ (C†)◦. Then
〈Ω|Φ†〉 ≥ 0 for all Φ ∈ C.
Condition (b) of Proposition 2.5.2, together with the fact that all maps considered
here are Hermiticity-preserving, tells us that this is the same as
〈Ω†|Φ〉 ≥ 0 for all Φ ∈ C.
This means that Ω† ∈ C◦, so Ω ∈ (C◦)†, so (C†)◦ ⊆ (C◦)†. The opposite inclusion is
proved by following this same argument backward. 
3.1.2 Mapping Cones
A mapping cone [Stø86] is a nonzero closed cone C of positive maps on Mn with
the property that Φ ◦Ω ◦Ψ ∈ C whenever Ω ∈ C and Φ,Ψ : Mn →Mn are completely
positive. Many of the cones that we have considered already are mapping cones:
the cones of completely positive maps, k-positive maps, k-superpositive maps, and
completely co-positive maps are all examples.
Mapping cones have gained some interest lately due to the fact that many prop-
erties of k-positive maps and k-superpositive maps stem from the fact that they are
mapping cones [Sko11, SS12a, SSZ˙09, Stø11a, Stø11b]. We do not mention these
properties further here because we generalize them in the next section.
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3.1.3 Right CP-Invariant Cones
It is sometimes be useful to consider (not necessarily closed) cones C such that
Ω ◦ Ψ ∈ C whenever Ω ∈ C and Ψ is completely positive – that is, cones that are
closed under right-composition, but not necessarily left-composition, by completely
positive maps. We call such cones right CP-invariant. Left CP-invariant cones can
be defined analogously, and it is clear that C is right CP-invariant if and only if C† is
left CP-invariant. By definition, all mapping cones are right CP-invariant, but there
are right CP-invariant cones that are not mapping cones. The most familiar example
for us of a cone that is right CP-invariant but not a mapping cone is the cone of
anti-degradable maps, which is not left CP-invariant.
To help motivate why right CP-invariant cones are interesting for us, we first
remark on a pattern that we have seen a few times. Completely positive maps are
defined by the fact that (idn ⊗Φ)(ρ) ≥ 0 for all ρ ≥ 0, yet it is enough to check only
that CΦ ≥ 0 to determine complete positivity. Similarly, we saw that a map Φ is
k-superpositive if and only if SN((idn ⊗Φ)(ρ)) ≤ k for all ρ ≥ 0, which is equivalent
to the seemingly simpler condition SN(CΦ) ≤ 0. A similar statement holds for k-
positive maps if we replace Schmidt number by k-block positivity. In other words, we
have seen that instead of checking that (idn ⊗ Φ)(ρ) satisfies a given property for all
ρ ≥ 0, it is often enough to simply check that property is satisfied when ρ = |ψ+〉〈ψ+|.
The following proposition shows that this happens exactly because the cones we have
discussed are right CP-invariant.
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Proposition 3.1.2. Let C ⊆ L(Mm,Mn) be a right CP-invariant cone and let Φ ∈
L(Mm,Mn). Then the following are equivalent:
(a) Φ ∈ C; and
(b) (idm ⊗ Φ)(ρ) ∈ CC for all 0 ≤ ρ ∈Mm ⊗Mm.
Proof. The implication (b) ⇒ (a) is trivial because we can take ρ = |ψ+〉〈ψ+|. To
see that (a) ⇒ (b), note that because C is a right CP-invariant cone, we have that
Φ ◦Ψ ∈ C for all Ψ ∈ CP . Thus m(idm ⊗ (Φ ◦Ψ))(|ψ+〉〈ψ+|) = (idm ⊗ Φ)(CΨ) ∈ CC
for all Ψ ∈ CP . The result then comes from the fact that Ψ ∈ CP if and only if
CΨ ≥ 0. 
Some of the most interesting properties of a right CP-invariant cone C involve
relationships between C and C◦. The following proposition is a starting point.
Proposition 3.1.3. If C ⊆ L(Mm,Mn) is a right (left) CP-invariant cone then so is
C◦.
Proof. We prove the result for left CP-invariant cones C. The corresponding result
for right CP-invariance follows from the fact that C† is right CP-invariant and (C†)◦ =
(C◦)†.
Let Ψ ∈ C◦. Then Tr(CΨCΩ) ≥ 0 for all Ω ∈ C. However, left CP-invariance of Φ
tells us that Φ ◦ Ω ∈ C for all completely positive Φ. Thus Tr(CΨCΦ◦Ω) ≥ 0 for all
Ω ∈ C and all completely positive Φ. Then
Tr(CΨCΦ◦Ω) = Tr(CΦ†◦ΨCΩ) ≥ 0,
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so Φ† ◦Ψ ∈ C◦ for all completely positive Φ. Left CP-invariance of C◦ follows. 
Proposition 3.1.3 generalizes the fact that the dual of a mapping cone is itself a
mapping cone – a fact that was originally proved in the special case of “symmetric”
mapping cones in [Stø11a] and in general in [Sko11]. We also note that our proof is
much simpler than all previous proofs of this fact.
Our next result on right CP-invariant cones shows how the composition of a map
from C† and a map from C◦ behaves. This result is also known in the special case of
mapping cones [Sko11, Stø09].
Proposition 3.1.4. Let C ⊆ L(Mm,Mn) be a cone of superoperators and let Φ ∈
L(Mm,Mn). If C is right CP-invariant then conditions (a) and (b) below are equiva-
lent. If C is left CP-invariant then conditions (a) and (c) are equivalent.
(a) Φ ∈ C◦;
(b) Ω† ◦ Φ is completely positive for all Ω ∈ C; and
(c) Φ ◦ Ω† is completely positive for all Ω ∈ C.
Proof. To see that (a) =⇒ (b) when C is right CP-invariant, first let Φ ∈ C◦.
Then 〈Φ|Ω ◦ Ψ〉 ≥ 0 for all Ω ∈ C and completely positive Ψ. Then property (a)
of Proposition 2.5.2 says that 〈Ω† ◦ Φ|Ψ〉 ≥ 0. Thus Ω† ◦ Φ is in the dual cone of
the completely positive maps for all Ω. Since the cone of completely positive maps
is self-dual, condition (b) follows. This argument also works in reverse to show that
(b) =⇒ (a).
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The proof of equivalence of conditions (a) and (c) when C is left CP-invariant is
similar. For any Φ,Ψ, and Ω we have
〈Φ|Ψ ◦ Ω〉 = 〈Ψ† ◦ Φ|Ω〉 = 〈Φ† ◦Ψ|Ω†〉 = 〈Ψ|Φ ◦ Ω†〉,
where each equality follows from either property (a) or (b) of Proposition 2.5.2. The
result follows by noting that the inner product on the left is nonnegative exactly when
the inequality on the right is nonnegative. 
We now give a more concrete corollary of Proposition 3.1.4 by showing what it
says about the cones of k-positive maps Pk and k-superpositive maps Sk.
Corollary 3.1.5. Let Ω ∈ L(Mm,Mn). The following are equivalent:
(a) Ω ∈ Sk;
(b) Ω ◦ Φ is completely positive for all Φ ∈ Pk; and
(c) Φ ◦ Ω is completely positive for all Φ ∈ Pk.
Corollary 3.1.6. Let Φ ∈ L(Mm,Mn). The following are equivalent:
(a) Φ ∈ Pk;
(b) Ω ◦ Φ is completely positive for all Ω ∈ Sk; and
(c) Φ ◦ Ω is completely positive for all Ω ∈ Sk.
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Both of these corollaries follow immediately from Proposition 3.1.4 and the fol-
lowing simple facts: P†k = Pk, S†k = Sk, P◦k = Sk, S◦k = Pk, and Pk and Sk are both
left and right CP-invariant. Corollary 3.1.5 was originally proved in the k = 1 case
in [HSR03], for arbitrary k in [CK06], and then re-proved along with Corollary 3.1.6
in [SSZ˙09].
We return to right CP-invariant cones in Section 6.2.4, where we show that they
are the “natural” cones of superoperators that arise when dealing with operator sys-
tems on matrices.
3.1.4 Semigroup Cones
It was shown in [SSZ˙09, Theorem 3.8] that Corollaries 3.1.5 and 3.1.6 are in some
sense weaker than they should be, since it is actually the case that Ω◦Φ and Φ◦Ω are
k-superpositive (rather than just completely positive) whenever Ω ∈ Sk and Φ ∈ Pk.
It is natural to ask what property of the cones Pk and Sk makes this the case, since
it is not a consequence of either right or left CP-invariance.
We now show that it is the fact that Pk is a semigroup (i.e., it satisfies Φ◦Ψ ∈ Pk
for all Φ,Ψ ∈ Pk) that gives this extra structure.
Proposition 3.1.7. Let C ⊇ CP(Mm,Mn) be a semigroup cone and let Φ ∈ L(Mm,Mn).
The following are equivalent:
(a) Φ ∈ C◦;
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(b) Ω† ◦ Φ ∈ C◦ for all Ω ∈ C; and
(c) Φ ◦ Ω† ∈ C◦ for all Ω ∈ C.
Proof. The proof is almost identical to the proof of Proposition 3.1.4, except we let
Ψ ∈ C rather than Ψ ∈ CP throughout the proof. 
Proposition 3.1.8. Let C ⊇ CP(Mm,Mn) be a closed, convex semigroup cone with
C◦ ◦ C◦ = C◦ and let Ω ∈ L(Mm,Mn). The following are equivalent:
(a) Ω ∈ C;
(b) Ω† ◦ Φ ∈ C for all Φ ∈ C◦; and
(c) Φ ◦ Ω† ∈ C for all Φ ∈ C◦.
Proof. The implications (a)⇒ (b) and (a)⇒ (c) both follow immediately from Propo-
sition 3.1.7 and the fact that C◦ ⊆ C. To see that (b) ⇒ (a), first note that C being
a semigroup implies that C is a both left and right CP-invariant, which implies via
Proposition 3.1.3 that C◦ is also left and right CP-invariant. Because C◦ ⊆ CP , it
follows that Φ ◦Ψ† ∈ C◦ whenever Φ,Ψ ∈ C◦. Thus, if Ω† ◦Φ ∈ C for all Φ ∈ C◦ then
0 ≤ 〈Ω† ◦ Φ|Ψ〉 = 〈Φ ◦Ψ†|Ω〉 for all Φ,Ψ ∈ C◦,
where we have used Proposition 2.5.2 twice. It follows that Ω ∈ C◦◦ = C. The proof
of the implication (c) ⇒ (a) is similar. 
We return to semigroup cones in Section 6.2.6, where we show that they also
play a natural role in operator system theory. For now we close this section with
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Table 3.2, which provides an easy reference for the invariance properties satisfied by
the superoperator cones of interest for us.
Superoperator cone Right CP-inv. Left CP-inv. Semigroup
completely positive X X X
k-positive X X X
k-superpositive X X X
separable X
k-separable
binding entanglement X X X
completely co-positive X X
anti-degradable X X
s-extendible X X
Table 3.2: The invariance properties of several cones of superoperators.
3.2 Norms
Much of this work will focus on the interplay between a variety of different norms.
Here we will introduce the vector and matrix norms that are of most use in quantum
information theory. For a more general introduction to norms on Cn and Mn, the
interested reader is directed to [Bha97, HJ85, HJ91, Li94, Li00].
The norm on Cn that we will use most frequently is the Euclidean norm, which
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we will denote simply by ‖ · ‖ and is defined by
∥∥(v1, . . . , vn)∥∥ =
√√√√ n∑
i=1
|vi|2.
If we ever refer to the length or norm of a vector without specifying what norm we
are considering, we implicitly mean the Euclidean norm. For example, when we said
that a pure quantum state |v〉 is always a unit vector, we meant that ∥∥|v〉∥∥ = 1.
More generally, we define the p-norm of a vector for 1 ≤ p ≤ ∞ by
∥∥(v1, . . . , vn)∥∥p =

(
n∑
i=1
|vi|p
) 1
p
if 1 ≤ p <∞
lim
q→∞
∥∥(v1, . . . , vn)∥∥q if p =∞
,
and we note that
∥∥(v1, . . . , vn)∥∥∞ = max1≤i≤n |vi|. Indeed, if p = 2 then the Euclidean
norm itself is obtained as a special case.
One norm on matrices that we have already seen is the Frobenius norm ‖ · ‖F ,
defined for X = (xij) ∈ Mn,m by
∥∥X∥∥
F
:=
√∑n
i=1
∑m
j=1 x
2
ij. The Frobenius norm
is essentially the Euclidean norm on the space of matrices, as we noted when we
investigated the vector-operator isomorphism in Section 2.2.1. Another simple char-
acterization of the Frobenius norm is
∥∥X∥∥
F
=
√
Tr
(
X†X
)
=
√∑min{m,n}
i=1 σ
2
i , where
σ1 ≥ σ2 ≥ · · · ≥ σmin{m,n} ≥ 0 are the singular values of X.
The two norms on Mn,m that are most frequently used in quantum information
theory are the operator norm and trace norm, defined by
∥∥X∥∥ := sup
|v〉,|w〉
{∣∣〈w|X|v〉∣∣} and ∥∥X∥∥
tr
:= Tr
(√
X†X
)
,
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respectively. The name of the trace norm comes from the fact that if X ≥ 0 then we
have
∥∥X∥∥
tr
= Tr(X). Both of these norms can be characterized in terms of singular
values, much like the Frobenius norm:
∥∥X∥∥ = σ1 and ∥∥X∥∥tr = ∑min{m,n}i=1 σi.
The Schatten p-norms [Sch60], defined by
∥∥X∥∥
p
:=
(∑min{m,n}
i=1 σ
p
i
)1/p
for 1 ≤
p < ∞ and ∥∥X∥∥∞ := limp→∞∥∥X∥∥p = σ1, generalize the operator and trace norms.
In particular, the Schatten 1-norm equals the trace norm and the Schatten ∞-norm
equals the operator norm. The Frobenius norm also arises in the p = 2 case. The
operator and trace norms are also generalized by the Ky Fan k-norms [Fan51], defined
by
∥∥X∥∥
(k)
:=
∑k
i=1 σi for 1 ≤ k ≤ min{m,n}. In this case we have the Ky Fan 1-
norm equal to the operator norm and the Ky Fan min{m,n}-norm equal to the trace
norm.
A natural generalization of the Ky Fan and Schatten norms are the (k, p)-norms
[MF85], defined by
∥∥X∥∥
(k,p)
:=
(∑k
i=1 σ
p
i
)1/p
for 1 ≤ k ≤ min{m,n}, 1 ≤ p <∞ and∥∥X∥∥
(k,∞) := limp→∞
∥∥X∥∥
(k,p)
= σ1 for 1 ≤ k ≤ min{m,n}.
Observe that every matrix norm |||·||| introduced so far has the property that if
U ∈ Mn and V ∈ Mm are unitary matrices, then
∣∣∣∣∣∣UXV ∣∣∣∣∣∣ = ∣∣∣∣∣∣X∣∣∣∣∣∣. Norms with
this property are called unitarily-invariant, and they are special in that the norm |||·|||
is unitarily invariant if and only if there is a function f : Rmin{m,n} → R such that∣∣∣∣∣∣X∣∣∣∣∣∣ = f(σ1, σ2, . . . , σmin{m,n}) for all X ∈ Mn,m, where σ1 ≥ σ2 ≥ · · · ≥ 0 are the
singular values of X. They are also special in the sense of the following proposition,
which was proved in [Bha97, Proposition IV.2.4].
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Proposition 3.2.1. Let |||·||| be a norm on Mn. Then |||·||| is unitarily-invariant if
and only if
∣∣∣∣∣∣ABC∣∣∣∣∣∣ ≤ ∥∥A∥∥∣∣∣∣∣∣B∣∣∣∣∣∣∥∥C∥∥
for all A,B,C ∈Mn, where ‖ · ‖ refers to the operator norm.
Given a superoperator Φ : Mm →Mn and real numbers 1 ≤ p, q ≤ ∞, the induced
Schatten superoperator norm [KR04, KNR05, Wat05] of Φ is defined by
∥∥Φ∥∥
q→p := sup
X
{∥∥Φ(X)∥∥
p
:
∥∥X∥∥
q
= 1
}
,
where ‖ · ‖p and ‖ · ‖q are the Schatten p- and q-norms. Some special cases of these
norms that are particularly important include:
• p = q = 1 gives the induced trace norm ∥∥Φ∥∥
tr
, which is the key building block
of diamond norm that will be introduced in Section 3.2.2. This norm can be
useful for measuring the distance between quantum channels in the restricted
case when environment subsystems are not permitted. Furthermore, we show
in Section 6.2.3 that this norm can be used as a tool for detecting entanglement.
• p = q = ∞ gives the induced operator norm ∥∥Φ∥∥, which appears frequently in
operator theory [Pau03] and is the key building block of the completely bounded
norm that will be introduced in Section 3.2.2.
• p = q = 2 gives the induced Frobenius norm of Φ, which is easily seen to be
equal to the standard operator norm of MΦ – the matrix associated with Φ via
the vector-operator isomorphism of Section 2.2.1.
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• In the case when Φ is a quantum channel, p = ∞, q = 1 gives the maximal
output purity, which we will explore in Section 5.5.
3.2.1 Dual Norms
Given a norm |||·||| on Cn, its dual norm |||·|||◦ is defined as follows:
∣∣∣∣∣∣|v〉∣∣∣∣∣∣◦ := sup
|w〉
{∣∣〈w|v〉∣∣
||||w〉|||
}
. (3.2)
Even though Equation (3.2) only involves unit vectors |v〉, it extends in the natural
way to all of Cn. A direct consequence of this definition is that |〈w|v〉| ≤ ||||v〉|||◦ ||||w〉|||
for any |v〉, |w〉 ∈ Cn and any norm |||·|||. Similarly, if |||·|||(a) and |||·|||(b) are any two
norms such that |||·|||(a) ≤ |||·|||(b), then |||·|||◦(a) ≥ |||·|||◦(b). Furthermore, the dual of the
dual norm is the original norm itself (i.e., |||·|||◦◦ = |||·|||).
The Euclidean norm is self-dual in that ‖ · ‖ = ‖ · ‖◦. More generally, the p-norm
‖ · ‖p is dual to ‖ · ‖q, where 1p + 1q = 1, and the convention is made that p = 1 implies
q =∞ (and vice-versa).
There is nothing particularly special about the space Cn in the above discussion –
all we need to define a dual norm is a norm and an inner product. Thus we similarly
say that if |||·||| is a norm on the space of matrices Mn, its dual norm |||·|||◦ is defined
via the Hilbert–Schmidt inner product as follows:
∣∣∣∣∣∣X∣∣∣∣∣∣◦ := sup
Y ∈Mn
{∣∣Tr(X†Y )∣∣ : |||Y ||| ≤ 1}.
Similar to before, it follows that |Tr(X†Y )| ≤ |||X|||◦ |||Y ||| for any X, Y ∈ Mn and
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any norm |||·|||, and the other basic properties of dual norms carry over to this setting
naturally as well.
The trace norm is the dual of the operator norm (and hence the operator norm is
the dual of the trace norm), and the Frobenius norm is its own dual. A well-known
generalization of these relationships is that the dual of the Schatten p-norm is the
Schatten q-norm, where 1
p
+ 1
q
= 1 (with the usual convention that 1/∞ = 0). The
duals of the Ky Fan k-norms [Bha97, Exercise IV.2.12(iii)] are slightly less well-known:
∥∥X∥∥◦
(k)
= max
{∥∥X∥∥, 1
k
∥∥X∥∥
tr
}
.
The following result [MF85, Theorem 3.3] goes one step further and characterizes
the duals of the (k, p)-norms (which we recall contain the operator, trace, Frobenius,
Schatten, and Ky Fan norms as special cases).
Theorem 3.2.2. Let X ∈Mn,m have singular values σ1 ≥ σ2 ≥ · · · ≥ σmin{m,n} ≥ 0.
Let r be the largest index 1 ≤ r < k such that σr >
∑min{m,n}
i=r+1 σi/(k − r) (or take
r = 0 if no such index exists). Also define σ˜ :=
∑min{m,n}
i=r+1 σi/(k − r). Then
∥∥X∥∥◦
(k,p)
=

(
r∑
i=1
σqi + (k − r)σ˜q
) 1
q
if p > 1
max{σ1, σ˜} if p = 1
,
where q is such that 1
p
+ 1
q
= 1 (with the usual convention that p =∞ =⇒ q = 1).
For superoperators, we don’t consider dual norms themselves. However, we fre-
quently make use of the fact that 1/p+1/p′ = 1/q+1/q′ = 1 then
∥∥Φ∥∥
q→p =
∥∥Φ†∥∥
p′→q′ ,
which follows easily from the duality result for Schatten p-norms.
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3.2.2 Completely Bounded Norms
Recall the induced Schatten superoperator norms defined by
∥∥Φ∥∥
q→p := sup
X
{∥∥Φ(X)∥∥
p
:
∥∥X∥∥
q
= 1
}
.
Based on these norms, we define
∥∥Φ∥∥
k,q→p :=
∥∥idk⊗Φ∥∥q→p and note that ∥∥Φ∥∥1,q→p =∥∥Φ∥∥
q→p. In the p = q =∞ and p = q = 1 cases, we also define the completely bounded
and diamond versions of these norms:
∥∥Φ∥∥
cb
:= sup
k≥1
{∥∥Φ∥∥
k,∞→∞
}
textand
∥∥Φ∥∥ := sup
k≥1
{∥∥Φ∥∥
k,1→1
}
.
Note that, because
∥∥Φ∥∥ = ∥∥Φ†∥∥
tr
for all Φ, we also have
∥∥Φ∥∥
cb
=
∥∥Φ†∥∥.
It was shown by Smith [Smi83] (and independently later by Kitaev [Kit97] from
the dual perspective) that if Φ : Mm → Mn then it suffices to fix k = n so that∥∥Φ∥∥
cb
=
∥∥idn ⊗ Φ∥∥. We also have the following well-known result [JKP09], which
follows from a generalization of Stinespring’s theorem to completely bounded maps
[Pau03, Theorem 8.4].
Theorem 3.2.3. Let Φ : Mm →Mn be a linear map. Then
∥∥Φ∥∥2
cb
= inf
{∥∥∥∑
i
AiA
†
i
∥∥∥∥∥∥∑
i
BiB
†
i
∥∥∥} ,
where the infimum is taken over all generalized Choi–Kraus representations Φ =∑
iAiXB
†
i . Furthermore, the infimum is attained.
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3.2.3 Fidelity
There are many different tools that can be used to measure how similar two
quantum states ρ and σ are [Fuc96]. The measure that will be most useful for us is
the fidelity F [Uhl76, Joz94], which is defined by
F(ρ, σ) := ∥∥√ρ√σ∥∥2
tr
.
In the case when σ is a pure state, the fidelity reduces to simply
F(ρ, |v〉〈v|) = ∥∥√ρ|v〉〈v|∥∥2
tr
= Tr
(√
|v〉〈v|ρ|v〉〈v|
)2
= 〈v|ρ|v〉. (3.3)
The fidelity can be thought of as a measure of the overlap between ρ and σ, and it
satisfies 0 ≤ F(ρ, σ) ≤ 1 with F(ρ, σ) = 1 if and only if ρ = σ.
3.2.4 Realignment Criterion
We now briefly present a well-known separability criterion based on the trace
norm. The realignment criterion [CW03] (sometimes called the computable cross-
norm criterion [Rud03]) says that if a state ρ ∈ Mm ⊗ Mn is separable, then the
following (equivalent) conditions must hold:
(1)
∥∥R(ρ)∥∥
tr
≤ 1, where R : Mm ⊗Mn →Mm,n ⊗Mm,n is the linear map defined by
R(|i〉〈j| ⊗ |k〉〈`|)→ |i〉〈k| ⊗ |j〉〈`|; and
(2) if we write ρ in its operator-Schmidt decomposition ρ =
∑
i αiAi ⊗ Bi, then∑
i αi ≤ 1.
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To see condition (1), observe that if ρ =
∑
i pi|vi〉〈vi| ⊗ |wi〉〈wi| is separable, then
R(ρ) =
∑
i pi|vi〉〈wi| ⊗ |vi〉〈wi|. If we let |||·||| be a unitarily-invariant matrix norm
scaled so that
∣∣∣∣∣∣|1〉〈1| ⊗ |1〉〈1|∣∣∣∣∣∣ = 1, then
∣∣∣∣∣∣R(ρ)∣∣∣∣∣∣ = ∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣∑
i
pi|vi〉〈wi| ⊗ |vi〉〈wi|
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ ≤∑
i
pi
∣∣∣∣∣∣∣∣∣|vi〉〈wi| ⊗ |vi〉〈wi|∣∣∣∣∣∣∣∣∣ = ∑
i
pi = 1.
The reason for choosing |||·||| = ‖·‖tr is that the trace norm is the largest unitarily-
invariant matrix norm satisfying the given scaling condition, so the trace norm pro-
vides the strongest of these conditions for separability.
To see that condition (2) is equivalent to condition (1), simply note that
R(ρ) = R
(∑
i
αiAi ⊗Bi
)
=
∑
i
αiSvec(Ai)vec(Bi)
T , (3.4)
where we recall that S is the swap operator. Since the families of operators
{
Ai
}
and{
Bi
}
are orthonormal in the Hilbert–Schmidt inner product, the families
{
Svec(Ai)
}
and
{
vec(Bi)
}
are also orthonormal, so the sum (3.4) is the singular value decompo-
sition of R(ρ). Thus the coefficients {αi} are exactly the singular values of R(ρ), so∑
i αi =
∥∥R(ρ)∥∥
tr
.
It is worth looking at the map R in terms of block matrices. If we write ρ ∈
Mm ⊗Mn as a block matrix
ρ =

ρ11 ρ12 · · · ρ1m
ρ21 ρ22 · · · ρ2m
...
...
. . .
...
ρm1 ρm2 · · · ρmm
 ,
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where each ρij ∈Mn, then
R(ρ) =

vec(ρ11)
T
...
vec(ρm1)
T
...
vec(ρ1m)
T
...
vec(ρmm)
T

.
Yet another way of looking at the realignment map is simply as a composition
of a swap operator and the partial transpose map. More specifically, we have R =
Φ ◦ (id ⊗ T ) ◦ Φ, where Φ(X) = XS is the map that multiplies on the right by the
swap operator.
The realignment map, much like the partial transpose map, simply moves the
matrix elements of ρ around in the standard basis. Much like the partial transpose
map is the prototypical example of a separability criterion based on the cone of
positive maps, the realignment criterion is the prototypical example of a separability
criterion based on norms. The connection between separability criteria based on
positive cones and those based on norms was explored in [HHH06], and is the focus
of much of Chapters 4 and 6.
The remainder of this section is devoted to proving the following generalization of
the realignment criterion to arbitrary Schmidt number. Recall that the norm ‖·‖◦(k2,2)
of the following theorem was characterized by Theorem 3.2.2.
Theorem 3.2.4. If ρ ∈Mm ⊗Mn has SN(ρ) ≤ k, then
∥∥R(ρ)∥∥◦
(k2,2)
≤ 1.
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Proof. Begin by writing ρ as a convex combination of projections onto states with
Schmidt rank no greater than k:
ρ =
∑
i
pi
k∑
j,`=1
αijαi`|vij〉〈vi`| ⊗ |wij〉〈wi`|
Then
R(ρ) =
∑
i
pi
(
k∑
j=1
αij|vij〉〈wij|
)
⊗
(
k∑
`=1
αi`|vi`〉〈wi`|
)
.
If we define Ai :=
∑k
j=1 αij|vij〉〈wij| then we have R(ρ) =
∑
i piAi ⊗ Ai, where
rank(Ai) ≤ k and
∥∥Ai∥∥F = 1 for all i. In particular then, we have R(ρ) = ∑i piBi,
where rank(Bi) ≤ k2 and
∥∥Bi∥∥F = 1 for all i. Let |||·||| be a unitarily-invariant matrix
norm with the property that
∣∣∣∣∣∣X∣∣∣∣∣∣ = ∥∥X∥∥
F
for all X with rank(X) ≤ k2. Then
∣∣∣∣∣∣R(ρ)∣∣∣∣∣∣ = ∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣∑
i
piBi
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ ≤∑
i
pi |||Bi||| =
∑
i
pi
∥∥Bi∥∥F = ∑
i
pi = 1.
All that remains is to make a suitable choice for |||·|||, so that this test for Schmidt
number is as strong as possible. To this end, notice that ‖ · ‖(k2,2) is clearly the
smallest unitarily-invariant matrix norm with the required rank property. Also notice
that, because the Frobenius norm is self-dual, ‖ · ‖◦(k2,2) must satisfy the same rank
property, and in particular must be the largest such matrix norm. We thus choose
|||·||| = ‖ · ‖◦(k2,2), which completes the proof. 
Notice that when k = 1, ‖ · ‖◦(k2,2) = ‖ · ‖tr, so Theorem 3.2.4 gives the standard
realignment criterion in this case. On the other extreme, if k = min{m,n} then
‖ · ‖◦(k2,2) = ‖ · ‖F . Because R preserves the Frobenius norm, Theorem 3.2.4 then
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simply says that ‖ρ‖F ≤ 1 for all quantum states ρ, which is trivially true because
‖ρ‖F ≤ ‖ρ‖tr = 1. The conditions given for the remaining values of k are all non-
trivial, yet easy to compute.
3.3 Linear Preserver Problems
3.3.1 Classical Results
Some of our results will stem from classical results about linear maps on complex
matrices that preserve some of their properties (such as their rank, singular values,
or operator norm). The problem of characterizing such maps is known as a linear
preserver problem, and the interested reader can find an overview of the subject in
[GLSˇ00, LP01, LT92].
One linear preserver problem that we have already seen is the problem of charac-
terizing maps Φ : Mm →Mn such that (idm⊗Φ)(X) is positive semidefinite whenever
X ∈ Mm ⊗Mm is positive semidefinite – these are completely positive maps, which
were characterized by Theorem 2.1.1.
Another classical linear preserver problem that will be of great use to us concerns
maps that are rank-k-non-increasing (or equivalently, rank-k-preserving).
Proposition 3.3.1. Let k,m, n be positive integers such that 1 ≤ k < min{m,n} and
let Φ : Mn,m → Mn,m be an invertible linear map. Then rank(Φ(X)) ≤ k whenever
rank(X) ≤ k if and only if there exist nonsingular P ∈Mn and Q ∈Mm such that Φ
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is of one of the following two forms:
Φ(X) = PXQ or n = m and Φ(X) = PXTQ. (3.5)
Proposition 3.3.1 is more often stated for maps that send operators with rank k
to operators with exactly rank k [Bea88, BL90, Loe89]. The above stronger version
involving operators of rank at most k can be found in [GLSˇ00].
3.3.2 Norm Isometries
The problem of characterizing linear maps that preserve a certain norm (i.e., the
problem of characterizing the isometries of that norm) can be thought of as a specific
type of linear preserver problem. The set of isometries of the Euclidean norm on Cn
is exactly the unitary group U(n) ∈Mn, and in fact the set of isometries of any norm
is always a group. Slightly less obvious is the fact that if an operator preserves the
Euclidean norm of separable pure states then it preserves the norm of all pure states
(and hence is unitary). To prove this statement, we first need the following lemma.
Lemma 3.3.2. Let X ∈Mm⊗Mn. Then 〈v|X|v〉 = 0 for all separable |v〉 ∈ Cm⊗Cn
if and only if X = 0.
Proof. The “if” implication is trivial. To see the “only if” implication, write X =∑m
ij=1 |i〉〈j| ⊗Xij, where
{
Xij
} ⊂Mn. If we write |v〉 = |v1〉 ⊗ |v2〉 then
〈v1|
( m∑
ij=1
〈v2|Xij|v2〉|i〉〈j|
)
|v1〉 = 0 ∀ |v1〉 ∈ Cm, |v2〉 ∈ Cn.
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It follows that
∑m
ij=1〈v2|Xij|v2〉|i〉〈j| = 0 for all |v2〉 ∈ Cn. However, because the set
of operators
{|i〉〈j|}m
ij=1
is linearly independent, this implies that
〈v2|Xij|v2〉 = 0 ∀ i, j and ∀ |v2〉 ∈ Cn.
It follows that Xij = 0 for all i, j and so X = 0. 
Proposition 3.3.3. Let U ∈ Mm ⊗ Mn. Then
∥∥U |v〉∥∥ = ∥∥|v〉∥∥ for all separable
|v〉 ∈ Cm ⊗ Cn if and only if U is unitary.
Proof. The “if” implication is trivial. To see the “only if” implication, note that
〈v|U †U |v〉 = 1 for all separable |v〉, so
〈v|(U †U − I)|v〉 = 0 ∀ |v〉 ∈ Cm ⊗ Cn with SR(|v〉) = 1. (3.6)
This immediately implies that U †U = I via Lemma 3.3.2, so U is unitary. 
One family of matrix norm isometries follows easily from the vector-operator iso-
morphism of Section 2.2.1. Because the Euclidean norm on Cm ⊗ Cn corresponds to
the Frobenius norm on Mn,m via the vector-operator isomorphism, we know that a lin-
ear map Φ : Mn,m → Mn,m preserves the Frobenius norm of all operators X ∈ Mn,m
(i.e., Φ is an isometry for the Frobenius norm) if and only if the associated oper-
ator MΦ ∈ Mm ⊗ Mn is unitary. We already saw that if Φ =
∑
k AkXB
†
k then
MΦ =
∑
k Bk ⊗ Ak, which provides a simple concrete characterization of the isome-
tries of the Frobenius norm. Because of this association between unitary matrices
and isometries of the Frobenius norm, we will refer to any linear map on complex
matrices that preserves the Frobenius norm as unitary.
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Another well-known result states that if Φ is a linear map that preserves the
operator norm, then there exist unitary operators U ∈ Mn and V ∈ Mm such that
either Φ(X) = UXV or Φ(X) = UXTV [Kad51, Mar59, Sch25]. This result was
strengthened in [GM77], where it was shown that any isometry of a Ky Fan norm
must have the same form. The problem of characterizing isometries of unitarily-
invariant complex matrix norms was completely solved in [LT90, Sou81]:
Theorem 3.3.4. Let Φ : Mn,m →Mn,m be a linear map and let ‖ · ‖ui be a unitarily-
invariant norm that is not a multiple of the Frobenius norm. Then Φ is an isometry
of ‖ · ‖ui if and only if there exist unitary matrices U ∈ Mn and V ∈ Mm such that
either
Φ(X) ≡ UXV or n = m and Φ(X) ≡ UXTV.
We will prove a similar statement for a family of norms related to the Schmidt
decomposition of pure states in Section 4.2.3, though we will see that the form of U
and V is slightly restricted in our setting. Our proof will rely on the following result
of [LT90, Li94], which is rephrased here slightly to suit our purposes. Note that a
group G ⊆Mn is said to be bounded if there exists K > 0 such that
∥∥X∥∥ ≤ K for all
X ∈ G, and it is said to be irreducible if span(G) = Mn.
Proposition 3.3.5. Let G ⊆ Mn be a bounded group that contains an irreducible
subgroup of the unitary group U(n) ⊂Mn. Then G ⊆ U(n).
Additionally, Proposition 3.3.5 will help us characterize the operators that preserve
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the geometric measure of entanglement in Theorem 3.3.12.
3.3.3 Bipartite Separability Preservers
In the design of quantum algorithms, a particularly important role is played by
entangling gates – i.e., unitary operators that are capable of mapping a separable
pure state into an entangled pure state [DBE95, NC00]. Thus it is desirable to have
a characterization of entangling gates that allows us to easily recognize whether or
not a given unitary is entangling. In this section, we will phrase this problem slightly
differently as characterizing the operators that map separable pure states to separable
pure states. It is clear that any unitary U ∈Mm ⊗Mn of the form
U = U1 ⊗ U2 or n = m and U = S(U1 ⊗ U2), (3.7)
where U1 ∈ Mm and U2 ∈ Mn are unitary, and S ∈ Mn ⊗Mn is the swap operator
introduced in Section 2.4, is an example of one such operator. In fact, it was shown in
[MM59, HPS+06] that all bipartite operators that preserve the set of separable pure
states are of this form, though both proofs are quite long and involved. The fact that
all such operators have the form (3.7) also follows from several related results that
have been proved more recently in [AS10, FLPS11].
We now prove a stronger result – that if an operator maps the set of pure states
with Schmidt rank at most k into itself for some 1 ≤ k < min{m,n} then it must be
a unitary of the form (3.7). Moreover, our proof is quick and elementary thanks to
Proposition 3.3.1. In fact, it will be useful for us to consider the slightly more general
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nonsingular operators L ∈Mm ⊗Mn of the form
L = P ⊗Q or n = m and L = S(P ⊗Q), (3.8)
where P ∈Mm and Q ∈Mn are nonsingular.
Theorem 3.3.6. Let L ∈Mm⊗Mn be an invertible linear operator and define Vk to
be the set of scalar multiples of pure states with Schmidt rank no larger than k:
Vk :=
{
c|w〉 ∈ Cm ⊗ Cn : c ∈ R, SR(|w〉) ≤ k}.
Then the following are equivalent:
(a) there exists some 1 ≤ k < min{m,n} such that LVk ⊆ Vk;
(b) LVk = Vk for all 1 ≤ k ≤ min{m,n}; and
(c) L is an operator of the form (3.8).
Furthermore, if L sends pure states in Vk to pure states (i.e., it does not alter their
norm) then L is a unitary of the form (3.7).
Proof. It is straightforward to see that (c) ⇒ (b) ⇒ (a), so we only prove the impli-
cation (a)⇒ (c).
To this end, recall that the vector-operator isomorphism associates a pure state
|v〉 ∈ Cm ⊗ Cn with an operator Av ∈ Mn,m. The same isomorphism associates the
operator L ∈Mm⊗Mn with a superoperator ΦL : Mn,m →Mn,m. Then condition (a)
is equivalent to the statement that there exists some 1 ≤ k < min{m,n} such that
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rank(ΦL(Av)) ≤ k whenever rank(Av) ≤ k. Proposition 3.3.1 then says that there
exist nonsingular P ∈Mn and Q ∈Mm such that ΦL is of the form (3.5).
The given form of ΦL says, again via the vector-operator isomorphism, that either
L = QT ⊗ P or n = m and L = S(P ⊗QT ),
completing the (a) ⇒ (c) implication. The final claim is trivial – if L preserves the
length of separable pure states then P and Q must each be unitary, so L must be a
unitary of the form (3.7). 
In order to demonstrate that the invertibility hypothesis of the above result is
indeed required, consider the operator L ∈M2⊗M2 defined by L := |1〉〈1| ⊗ |1〉〈1|+
|1〉〈2| ⊗ |1〉〈2|. It is clear that the range of L is span(|1〉 ⊗ |1〉) so L|v〉 is always
a multiple of a separable state. However, neither L nor SL can be written as an
elementary tensor P ⊗ Q, even if P and Q are allowed to be singular. However, if
L preserves the length of states with Schmidt rank no greater than k, then we can
ignore the invertibility hypothesis of Theorem 3.3.6 because Proposition 3.3.3 tells us
that L is necessarily unitary (and thus invertible).
3.3.4 Multipartite Separability Preservers
Thus far we have only considered operators that preserve separability and entan-
glement in bipartite quantum systems – i.e., in Cm⊗Cn, which is the tensor product
of only two Hilbert spaces. We now consider the separability preserver problem in
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the case of multipartite quantum systems Cn1 ⊗ · · ·⊗Cnp where p ≥ 3. In particular,
we will show that exactly what might naively be expected to happen in this more
general setting does indeed happen – an operator U sends separable pure states to
separable pure states if and only if it is a composition of local unitaries and a swap
operator. The difference is that in the bipartite case there were only two subsystems
to swap so there were only two possible swap operators – the identity operator and the
operator S, which we simply referred to as the swap operator in the bipartite setting.
In the multipartite case, there are p! different swap operators, each corresponding to
a different permutation of the p subsystems.
To make this result rigorous, we must first clarify our terminology in this setting.
A pure state |v〉 ∈ Cn1 ⊗ · · · ⊗ Cnp is said to be separable if it can be written in
the form |v〉 = |v1〉 ⊗ · · · ⊗ |vp〉, where |vi〉 ∈ Cni for all i. Given a permutation
σ : {1, . . . , p} → {1, . . . , p}, recall that the swap operator Sσ : |v1〉 ⊗ · · · ⊗ |vp〉 7→
|vσ(1)〉⊗ · · ·⊗ |vσ(p)〉 that permutes the p subsystems according to σ. Additionally, we
will define V to be the set of scalar multiples of multipartite separable pure states:
V := {c|w〉 ∈ Cn1 ⊗ · · · ⊗ Cnp : c ∈ R, |w〉 is separable }.
We are now in a position to present the main result of this section. However, be-
fore proceeding we note that this result was also derived in [Wes67]. We nonetheless
present a full proof here for two reasons: our proof is significantly different than
that provided in [Wes67], and several of our other results (Theorem 3.3.12, Proposi-
tion 4.2.21, and Theorem 4.2.22) rely on this result, so we prove it for completeness.
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Theorem 3.3.7. Let L ∈ Mn1 ⊗ · · · ⊗Mnp be an invertible linear operator. Then
LV ⊆ V if and only if there exist invertible operators Pi ∈ Mni (1 ≤ i ≤ p) and a
permutation σ : {1, . . . , p} → {1, . . . , p} such that L = Sσ(P1⊗· · ·⊗Pp). Furthermore,
if L sends pure states in V to pure states (i.e., it does not alter their norm) then each
Pi is unitary.
Before proving the theorem, we will need a few lemmas. Our first lemma says
that the sum of two separable pure states is separable if and only if the states are
either identical or differ on only one subsystem. When we say that two states |a〉 :=
|a1〉⊗ · · ·⊗ |ap〉 and |b〉 := |b1〉⊗ · · ·⊗ |bp〉 differ on the i-th subsystem, we mean that
|ai〉 ∦ |bi〉 – in other words, |ai〉 and |bi〉 are not related by a complex number with
modulus one. Conversely, if we write |ai〉 ‖ |bi〉 then we mean that |ai〉 and |bi〉 are
linearly dependent, so they differ by a complex number with modulus one, and we
say that |a〉 and |b〉 agree on the i-th subsystem.
Lemma 3.3.8. Let |a〉 := |a1〉 ⊗ · · · ⊗ |ap〉, |b〉 := |b1〉 ⊗ · · · ⊗ |bp〉 ∈ Cn1 ⊗ · · · ⊗ Cnp.
Then |a〉 + |b〉 is separable if and only if |ai〉 ‖ |bi〉 for all indices 1 ≤ i ≤ p with the
exception of at most one.
Proof. The “if” implication of the lemma is trivial. We prove the “only if” implication
by induction. The p = 2 case can be seen by using the (bipartite) vector-operator
isomorphism of Section 2.2.1 to associate |a1〉 ⊗ |a2〉 and |b1〉 ⊗ |b2〉 with |a2〉〈a1|
and |b2〉〈b1|, respectively. Then |a1〉 ⊗ |a2〉 + |b1〉 ⊗ |b2〉 is separable if and only if
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|a2〉〈a1| + |b2〉〈b1| is a rank one operator. This operator is rank one if and only if
|a1〉 ‖ |b1〉 or |a2〉 ‖ |b2〉 (or both), which establishes the base case of p = 2.
Now suppose that the claim is true for some particular p ≥ 2 and consider linear
functions fi,|v〉 : Cn1 ⊗ · · · ⊗ Cnp+1 → Cn1 ⊗ · · · ⊗ Cni−1 ⊗ Cni+1 ⊗ · · · ⊗ Cnp+1 defined
on elementary tensors by
fi,|v〉(|a1〉 ⊗ · · · ⊗ |ap+1〉) = 〈v|ai〉|a1〉 ⊗ · · · ⊗ |ai−1〉 ⊗ |ai+1〉 ⊗ · · · ⊗ |ap+1〉.
Clearly fi,|v〉(|a〉) is always a multiple of a separable state whenever |a〉 is separable.
Now pick two vectors |a〉 := |a1〉 ⊗ · · · ⊗ |ap+1〉, |b〉 := |b1〉 ⊗ · · · ⊗ |bp+1〉 such that
|ai〉 ∦ |bi〉 and |aj〉 ∦ |bj〉 for some i 6= j. Pick another index k 6= i, j and choose a
state |v〉 ∈ Cnk such that 〈v|ak〉, 〈v|bk〉 6= 0. Then fk,|v〉(|a〉) and fk,|v〉(|b〉) are nonzero
multiples of separable pure states living on a tensor product of p Hilbert spaces that
differ on the i-th and j-th subsystems. By the inductive hypothesis, fk,|v〉(|a〉 + |b〉)
is not separable, so neither is |a〉+ |b〉. 
Lemma 3.3.9. Let L ∈Mn1⊗· · ·⊗Mnp be an invertible operator such that LV ⊆ V.
Let 1 ≤ r ≤ p and |a〉 := |a1〉 ⊗ · · · ⊗ |ap〉, |b〉 := |b1〉 ⊗ · · · ⊗ |bp〉 ∈ Cn1 ⊗ · · · ⊗Cnp be
such that there are exactly r indices h with |ah〉 ∦ |bh〉. If we write
L|a〉 = ca|a′1〉 ⊗ · · · ⊗ |a′p〉 and L|b〉 = cb|b′1〉 ⊗ · · · ⊗ |b′p〉,
then there are at most r indices h′ with |a′h′〉 ∦ |b′h′〉.
Proof. Suppose without loss of generality that |a〉 and |b〉 differ on the first r subsys-
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tems. Then define
|a(i)〉 := |b1〉 ⊗ · · · ⊗ |bi〉 ⊗ |ai+1〉 ⊗ · · · ⊗ |ap〉 for 0 ≤ i ≤ r,
with the understanding that |a(0)〉 = |a〉 and |a(r)〉 = |b〉. It is clear that, for any
1 ≤ i ≤ r, |a(i−1)〉+ |a(i)〉 is separable, so L(|a(i−1)〉+ |a(i)〉) is separable as well, which
implies via Lemma 3.3.8 that L|a(i−1)〉 and L|a(i)〉 differ on at most one subsystem.
It follows that L|a〉 and L|b〉 differ on at most r subsystems. 
Our final lemma shows that if LV ⊆ V and three separable states |v〉, |x〉, |y〉 are
such that |x〉 and |y〉 each differ from |v〉 on a single subsystem, then L|x〉 and L|y〉
differ from L|v〉 on a single subsystem as well. Furthermore, |x〉 and |y〉 differ from
|v〉 on the same subsystem if and only if L|x〉 and L|y〉 differ from L|v〉 on the same
subsystem.
Lemma 3.3.10. Let L ∈Mn1⊗· · ·⊗Mnp be an invertible operator such that LV ⊆ V.
Let 1 ≤ i, j ≤ p and
|v〉 := |v1〉 ⊗ · · · ⊗ |vp〉,
|x〉 := |v1〉 ⊗ · · · ⊗ |vi−1〉 ⊗ |x˜〉 ⊗ |vi+1〉 ⊗ · · · ⊗ |vp〉 (|x˜〉 ∦ |vi〉),
|y〉 := |v1〉 ⊗ · · · ⊗ |vj−1〉 ⊗ |y˜〉 ⊗ |vj+1〉 ⊗ · · · ⊗ |vp〉 (|y˜〉 ∦ |vj〉).
Write
L|v〉 = cv|v′1〉 ⊗ · · · ⊗ |v′p〉 for some cv ∈ C and |v′h〉 ∈ Cnh (1 ≤ h ≤ p).
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Then there exist 1 ≤ k, ` ≤ p, cx, cy ∈ C, and |x˜′〉 ∈ Cnk , |y˜′〉 ∈ Cn` such that
L|x〉 = cx|v′1〉 ⊗ · · · ⊗ |v′k−1〉 ⊗ |x˜′〉 ⊗ |v′k+1〉 ⊗ · · · ⊗ |v′p〉, and
L|y〉 = cy|v′1〉 ⊗ · · · ⊗ |v′`−1〉 ⊗ |y˜′〉 ⊗ |v′`+1〉 ⊗ · · · ⊗ |v′p〉.
Furthermore, k = ` if and only if i = j.
Proof. It is clear that |v〉 + |x〉 is separable, so L(|v〉 + |x〉) is separable as well. It
follows from Lemma 3.3.8 that L|v〉 and L|x〉 differ on a single subsystem, which
allows us to write L|x〉 in the form described by the lemma. The fact that L|y〉 can
be written in the desired form is proved analogously. All that remains to be proved
is the final claim that k = ` if and only if i = j.
First suppose that i = j. Notice that |x〉 + |y〉 is separable in this case, so
L(|x〉 + |y〉) must be separable as well. The fact that k = ` then follows from
Lemma 3.3.8. Now suppose that i 6= j (without loss of generality, suppose that
i < j) – we will prove that k 6= ` by contradiction. To this end, assume that k = `.
Consider an arbitrary separable state |w〉 and three related states |w(i)〉, |w(j)〉 and
|w(i,j)〉, defined as follows:
|w〉 := |w1〉 ⊗ · · · ⊗ |wp〉,
|w(i)〉 := |v1〉 ⊗ · · · ⊗ |vi−1〉 ⊗ |wi〉 ⊗ |vi+1〉 ⊗ · · · ⊗ |vp〉,
|w(j)〉 := |v1〉 ⊗ · · · ⊗ |vj−1〉 ⊗ |wj〉 ⊗ |vj+1〉 ⊗ · · · ⊗ |vp〉,
|w(i,j)〉 := |v1〉 ⊗ · · · ⊗ |vi−1〉 ⊗ |wi〉 ⊗ |vi+1〉 ⊗ · · · ⊗ |vj−1〉 ⊗ |wj〉 ⊗ |vj+1〉 ⊗ · · · ⊗ |vp〉.
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Our goal is to show that L|w〉 is contained within a fixed nontrivial subspace of
Cn1 ⊗ · · · ⊗ Cnp . Because |w〉 is an arbitrary separable state, and separable states
span all of Cn1 ⊗ · · · ⊗ Cnp , this contradicts the fact that L is invertible and will
establish the lemma.
Because |v〉+ |w(i)〉 and |x〉+ |w(i)〉 are separable, L(|v〉+ |w(i)〉) and L(|x〉+ |w(i)〉)
are separable as well, and so by Lemma 3.3.8 we have that L|v〉 and L|w(i)〉 differ on
a single subsystem, and similarly that L|x〉 and L|w(i)〉 differ on a single subsystem.
By invertibility of L we know |v′k〉 ∦ |x˜′〉 so it must be the case that L|v〉 and L|w(i)〉
differ on the k-th subsystem. A similar argument shows that L|v〉 and L|w(j)〉 differ
on the k-th subsystem as well. Thus we can write
L|w(i)〉 = cw(i) |v′1〉 ⊗ · · · ⊗ |v′k−1〉 ⊗ |w′i〉 ⊗ |v′k+1〉 ⊗ · · · ⊗ |v′p〉, and
L|w(j)〉 = cw(j) |v′1〉 ⊗ · · · ⊗ |v′k−1〉 ⊗ |w′j〉 ⊗ |v′k+1〉 ⊗ · · · ⊗ |v′p〉.
Similarly, |w(i)〉+ |w(i,j)〉 and |w(j)〉+ |w(i,j)〉 are separable so Lemma 3.3.8 tells us
that L|w(i)〉 and L|w(i,j)〉 differ on a single subsystem and that L|w(j)〉 and L|w(i,j)〉
differ on a single subsystem. Once again, this is only possible if L|w(i)〉 and L|w(i,j)〉
differ on the k-th subsystem. Thus, there exists some |w˜′〉 ∈ Cnk such that we can
write
L|w(i,j)〉 = cw(i,j) |v′1〉 ⊗ · · · ⊗ |v′k−1〉 ⊗ |w˜′〉 ⊗ |v′k+1〉 ⊗ · · · ⊗ |v′p〉.
Now observe that |w〉 and |w(i,j)〉 differ on at most p−2 subsystems, so Lemma 3.3.9
tells us that L|w〉 and L|w(i,j)〉 differ on at most p− 2 subsystems as well. It follows
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that L|w〉 is contained within the set
T := {c|z1〉 ⊗ · · · ⊗ |zp〉 ∈ Cn1 ⊗ · · · ⊗ Cnp | ∃h with |zh〉 = |v′h〉}.
Because |w〉 is an arbitrary separable state and separable states span all of Cn1⊗· · ·⊗
Cnp , it follows that the range of L is contained in the span of T . Now let |z′h〉 ∈ Cnh
for 1 ≤ h ≤ p be such that 〈z′h|v′h〉 = 0. Then clearly (〈z′1| ⊗ · · · ⊗ 〈z′p|)|z〉 = 0 for all
|z〉 ∈ T , so T spans a strict subspace of Cn1⊗· · ·⊗Cnp . This contradicts invertibility
of L and completes the proof. 
Proof of Theorem 3.3.7. As in the bipartite case, the “if” implication is trivial. For
the “only if” implication, we prove the following claim:
Claim 3.3.11. Let L ∈Mn1 ⊗ · · ·⊗Mnp be an invertible operator such that LV ⊆ V.
Fix 1 ≤ i ≤ p and vectors |vh〉 ∈ Cnh (i < h ≤ p). Then there exist a permutation
Sσ, operators Ph (1 ≤ h ≤ i), and vectors |wh〉 ∈ Cnh (i < h ≤ p) such that
SσL(|v1〉 ⊗ · · · ⊗ |vp〉) = P1|v1〉 ⊗ · · · ⊗ Pi|vi〉 ⊗ |wi+1〉 ⊗ · · · ⊗ |wp〉
∀ |vh〉 ∈ Cnh(1 ≤ h ≤ i).
If we can prove the above claim then we are done, because if i = p then we can
use the fact that there exists a separable basis of Cn1 ⊗ · · · ⊗ Cnp to conclude that
SσL = P1⊗ · · · ⊗Pp. Invertibility of each Pj then follows from invertibility of L, and
Theorem 3.3.7 is proved.
To prove the claim, we proceed by induction on i. For the base case, assume i = 1
and fix vectors |vh〉 ∈ Cnh (2 ≤ h ≤ p). Consider the n1 vectors |v(j)〉 (1 ≤ j ≤ n1)
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defined by
|v(j)〉 := |j〉 ⊗ |v2〉 ⊗ · · · ⊗ |vp〉.
By Lemma 3.3.10 we know that there exists 1 ≤ k ≤ p, |wh〉 ∈ Cnh (h 6= k), and
cj ∈ R, |v˜(j)〉 ∈ Cnk (1 ≤ j ≤ ni) such that
L|v(j)〉 = cj|w1〉 ⊗ · · · ⊗ |wk−1〉 ⊗ |v˜(j)〉 ⊗ |wk+1〉 ⊗ · · · ⊗ |wp〉 ∀ 1 ≤ j ≤ n1.
If σ : {1, 2, . . . , p} → {1, 2, . . . , p} is the permutation that swaps 1 and k then it
follows by linearity of L that there exists an operator P1 ∈Mn1 such that
SσL(|v1〉 ⊗ · · · ⊗ |vp〉)
= P1|v1〉 ⊗ |w2〉 ⊗ · · · ⊗ |wk−1〉 ⊗ |w1〉 ⊗ |wk+1〉 ⊗ · · · ⊗ |wp〉 ∀ |v1〉 ∈ Cn1 .
We have thus proved the base case i = 1 of the claim.
We now proceed to the inductive step. Assume that the claim holds for some
specific value of i and fix vectors |vh〉 ∈ Cnh (i + 2 ≤ h ≤ p). By the inductive
hypothesis, there exist a permutation Sσ, operators Ph (1 ≤ h ≤ i), and vectors
|wh〉 ∈ Cnh (i+ 1 ≤ h ≤ p) such that
SσL(|z1〉 ⊗ · · · ⊗ |zi〉 ⊗ |1〉 ⊗ |vi+2〉 ⊗ · · · ⊗ |vp〉)
= P1|z1〉 ⊗ · · · ⊗ Pi|zi〉 ⊗ |wi+1〉 ⊗ · · · ⊗ |wp〉 ∀ |zh〉 ∈ Cnh(1 ≤ h ≤ i).
(3.9)
Fix |vh〉, |xh〉 ∈ Cnh (1 ≤ h ≤ i) and consider the 2ni+1 vectors |v(j)〉 and |x(j)〉
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(1 ≤ j ≤ ni+1) defined by
|v(j)〉 := |v1〉 ⊗ · · · ⊗ |vi〉 ⊗ |j〉 ⊗ |vi+2〉 ⊗ · · · ⊗ |vp〉 and
|x(j)〉 := |x1〉 ⊗ · · · ⊗ |xi〉 ⊗ |j〉 ⊗ |vi+2〉 ⊗ · · · ⊗ |vp〉.
By Lemma 3.3.10 we know that there exists 1 ≤ k ≤ p, independent of j, such that
SσL|v(1)〉 and SσL|v(j)〉 differ only on the k-th subsystem. If k ≤ i then we can
create a vector |v(1)′〉 that differs from |v(1)〉 only on the k-th subsystem and observe
that SσL|v(1)〉 and SσL|v(1)′〉 differ on the k-th subsystem as well. This contradicts
Lemma 3.3.10, so we see that k ≥ i+ 1.
Similarly, there exists i + 1 ≤ ` ≤ p, independent of j, such that SσL|x(1)〉 and
SσL|x(j)〉 differ only on the `-th subsystem. Now suppose there are r indices h such
that |vh〉 6= |xh〉 (1 ≤ h ≤ i). Then for any j, |v(j)〉 and |x(j)〉 differ on r of the
first i subsystems, so in particular SσL|v(1)〉 and SσL|x(1)〉 differ on r of the first i
subsystems as well, by Equation (3.9). However, SσL|v(1)〉 and SσL|v(j)〉 differ on the
k-th subsystem and SσL|x(1)〉 and SσL|x(j)〉 differ on the `-th subsystem, SσL|v(j)〉
and SσL|x(j)〉 differ on r + 2 subsystems if k 6= `, which contradicts Lemma 3.3.9. It
follows that k = ` and furthermore that SσL|v(j)〉 and SσL|x(j)〉 agree on the k-th
subsystem for all j.
Now let τ : {1, 2, . . . , p} → {1, 2, . . . , p} be the permutation that swaps i+ 1 and
k. By using the fact that |vh〉, |xh〉 ∈ Cnh (1 ≤ h ≤ i) were chosen arbitrarily, it
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follows that there exists Pi+1 (independent of j) such that
SτSσL(|z1〉 ⊗ · · · ⊗ |zi〉 ⊗ |j〉 ⊗ |vi+2〉 ⊗ · · · ⊗ |vp〉)
= P1|z1〉 ⊗ · · · ⊗ Pi|zi〉 ⊗ Pi+1|j〉 ⊗ |wi+2〉 ⊗ · · · ⊗ |wk−1〉 ⊗ |wi+1〉 ⊗ |wk+1〉 ⊗ · · · ⊗ |wp〉
∀ |zh〉 ∈ Cnh(1 ≤ h ≤ i), ∀ 1 ≤ j ≤ ni+1.
The inductive step is completed by noting that {|j〉} forms a basis for Cni+1 and using
linearity. The desired form of L follows. The claim about each Pi being unitary if L
does not alter the norm of pure states is trivial. 
3.3.5 Geometric Measure of Entanglement
One useful application of Theorem 3.3.7 is we can now characterize all operators
that preserve the geometric measure of entanglement [BL01, Shi95, WG03], which is
defined for pure states |v〉 ∈ Cn1 ⊗ · · · ⊗Cnp in terms of the maximum overlap of |v〉
with a separable state:
E(|v〉) := 1− sup
|wi〉∈Cni
{∣∣(〈w1| ⊗ · · · ⊗ 〈wp|)|v〉∣∣2}.
The geometric measure of entanglement is an entanglement monotone [Vid00] and
thus can be thought of as a measurement of “how entangled” a given pure state
is. It has been shown to be related to the relative entropy of entanglement [VP98,
WEGM04], the generalized robustness of entanglement [Cav06, HN03, Ste03], and
quantum state estimation [CZW11, PRˇ04]. It thus plays a very important role in
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entanglement theory, especially in the multipartite setting where separability and
entanglement monotones are still not well understood.
We will now use Theorem 3.3.7 to describe the operators that preserve the geo-
metric measure of entanglement. Instead of dealing with E itself, it will be useful to
consider the quantity G(|v〉) := √1− E(|v〉) and simply note that E(L|v〉) = E(|v〉)
for all |v〉 if and only if G(L|v〉) = G(|v〉) for all |v〉. It is not difficult to see that G
is a norm so the group of operators
G := {L ∈Mn1 ⊗ · · · ⊗Mnp : G(L|v〉) = G(|v〉) for all |v〉 ∈ Cn1 ⊗ · · · ⊗ Cnp}
is bounded. Furthermore, it is clear that the group
GS :=
{
U1 ⊗ · · · ⊗ Up ∈Mn1 ⊗ · · · ⊗Mnp : Ui ∈Mni is unitary for all i
}
is a subgroup of both G and the unitary group. To see that GS is irreducible, recall
that the unitary group U(n) spans all of Mn. Thus the span of GS contains all
operators of the form
X1 ⊗ · · · ⊗Xp ∈Mn1 ⊗ · · · ⊗Mnp : Xi ∈Mni is not necessarily unitary.
Because operators of this form span all of Mn1 ⊗ · · · ⊗Mnp , it follows that GS spans
all of Mn1 ⊗ · · · ⊗Mnp and is thus irreducible. By Proposition 3.3.5 it follows that G
is contained in the unitary group, so if E(L|v〉) = E(|v〉) for all |v〉 then L must be
unitary.
Now using the fact that E(|v〉) = 0 if and only if |v〉 is separable, we see that L|v〉
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must be separable whenever |v〉 is separable for any L ∈ G. By invoking Theorem 3.3.7
we have proved the following:
Theorem 3.3.12. Let U ∈ Mn1 ⊗ · · · ⊗Mnp be a linear operator. Then E(U |v〉) =
E(|v〉) for all |v〉 if and only if there exist unitaries Ui ∈Mni (1 ≤ i ≤ p) and a swap
operator Sσ : |v1〉⊗ · · ·⊗ |vp〉 7→ |vσ(1)〉⊗ · · ·⊗ |vσ(p)〉 such that U = Sσ(U1⊗· · ·⊗Up).
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Chapter 4
Norms Arising from Schmidt Rank
In this chapter we develop families of vector and operator norms that arise natu-
rally from the Schmidt rank of pure states. We characterize these norms in a variety
of different ways, and derive various basic results such as characterizations of their
isometry groups. We characterize the dual of the vector norms, but we defer a char-
acterization of the dual of the operator norms until Section 6.1.3, since we do not yet
have the necessary mathematical tools to derive this result.
We spend a significant amount of time producing various bounds on the norms
introduced in this chapter. Our reason for deriving these bounds is that Chapter 5
deals primarily with applications of these norms, so the inequalities derived here
apply immediately to these various problems. We return to more theoretical aspects
of these norms in Chapter 6, where we show that they arise from a natural family of
operator spaces.
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4.1 The s(k)-Vector Norm
Given a pure quantum state |v〉 ∈ Cm⊗Cn, it is natural to ask for a measure of how
close |v〉 is to being separable. The notion of Schmidt rank plays a role in answering
that question, but in some ways seems insufficient because it misses (for example)
the fact that if ε > 0 is small then a Schmidt rank-3 state with Schmidt coefficients
ε, ε, and
√
1− 2ε2 is in some sense “closer” to being separable than a Schmidt rank-
2 state with Schmidt coefficients 1/
√
2 and 1/
√
2. The norms introduced in this
section, which we refer to as “s(k)-vector norms”, can be seen as filling in this gap
and providing a measure of how close a pure state is to having Schmidt rank k.
Definition 4.1.1. Let |v〉 ∈ Cm ⊗ Cn and let 1 ≤ k ≤ min{m,n}. Then we define
the s(k)-vector norm of |v〉, denoted ∥∥|v〉∥∥
s(k)
, by
∥∥|v〉∥∥
s(k)
:= sup
|w〉
{∣∣〈w|v〉∣∣ : SR(|w〉) ≤ k}.
Note that even though Definition 4.1.1 is only stated for unit vectors |v〉, it extends
in the obvious way to a norm on all of Cm ⊗ Cn. Also note that these are indeed
norms; positive homogeneity and the triangle inequality follow immediately from
the corresponding properties of the complex modulus and supremum. The fact that∥∥|v〉∥∥
s(k)
= 0 if and only if |v〉 = 0 can be seen by noting that the set of separable
pure states (and thus the set of states with Schmidt rank no larger than k) spans all
of Cm ⊗ Cn.
As a brief note on notation, we use the subscript s(k) to differentiate these norms
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from the usual vector k-norm, which is traditionally denoted simply by the subscript
k. The lowercase “s” simply refers to Schmidt (we use an uppercase “S” for an
operator version of these norms later in this chapter).
The s(k)-vector norms have been considered in [CK09, CKS09, JK10] as a tool
for detecting k-block positivity of operators. We return to this topic in Section 4.2.4,
but for now we focus on more fundamental mathematical properties of these norms.
Also note that in the k = 1 case, the s(1)-norm is the well-known smallest reasonable
crossnorm or injective crossnorm [Gro53] (see also [DFS08, Chapter 1]). We discuss
the similarities between the s(k)-norms and reasonable crossnorms in Section 4.1.2.
4.1.1 Basic Properties
The case of k = min{m,n} of the s(k)-norms is very familiar – ∥∥|v〉∥∥
s(min{m,n}) is
just the standard Euclidean norm of |v〉. Similarly, the norm ∥∥|v〉∥∥
s(1)
is exactly the
quantity G(|v〉) that was defined in terms of the geometric measure of entanglement
in Section 3.3.5 in the bipartite setting. It is clear from the definition that
∥∥|v〉∥∥
s(k)
≤∥∥|v〉∥∥ for all k, and moreover that we have an increasing family of norms leading up
to the Euclidean norm:
∥∥|v〉∥∥
s(1)
≤ ∥∥|v〉∥∥
s(2)
≤ · · · ≤ ∥∥|v〉∥∥
s(min{m,n}−1) ≤
∥∥|v〉∥∥.
The first result of this section shows that the s(k)-vector norm is easy to calculate.
Theorem 4.1.2. Suppose |v〉 ∈ Cm⊗Cn has Schmidt coefficients α1 ≥ α2 ≥ · · · ≥ 0.
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Then ∥∥|v〉∥∥
s(k)
=
√√√√ k∑
i=1
α2i .
Proof. Assume without loss of generality that n ≥ m. To see that ∥∥|v〉∥∥
s(k)
≥√∑k
i=1 α
2
i , use the Schmidt Decomposition to write |v〉 =
∑m
i=1 αi|ui〉⊗ |vi〉. Now let
|w〉 =
∑k
i=1 αi|ui〉 ⊗ |vi〉√∑k
i=1 α
2
i
.
Observe that SR(|w〉) = k. Some algebra then reveals that
〈w|v〉 = 1√∑k
i=1 α
2
i
( m∑
i=1
αi〈ui| ⊗ 〈vi|
)( k∑
i=1
αi|ui〉 ⊗ |vi〉
)
=
1√∑k
i=1 α
2
i
m∑
i=1
k∑
j=1
αiαj〈ui|uj〉 ⊗ 〈vi|vj〉
=
1√∑k
i=1 α
2
i
k∑
j=1
α2j
=
√√√√ k∑
i=1
α2i .
To see the opposite inequality, let |w〉 ∈ Cm ⊗ Cn have SR(|w〉) ≤ k and Schmidt
Decomposition |w〉 = ∑ki=1 βi|wi〉 ⊗ |xi〉 (where we take some of the βi’s to be zero if
SR(|w〉) < k). Then
∣∣〈w|v〉∣∣ = ∣∣∣∣∣(
k∑
i=1
βi〈wi| ⊗ 〈xi|
)( m∑
i=1
αi|ui〉 ⊗ |vi〉
)∣∣∣∣∣
≤
m∑
i=1
k∑
j=1
αiβj
∣∣〈wj|ui〉〈xj|vi〉∣∣
= αTDβ
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where αT = (α1, . . . , αm) and β
T = (β1, . . . , βk, 0, . . . , 0) are vectors of Schmidt coef-
ficients, and D is the m ×m matrix given by Dij :=
∣∣〈wj|ui〉〈xj|vi〉∣∣, where we have
extended {|wj〉} and {|xj〉} to orthonormal bases of their respective spaces. Notice
that, by the Cauchy–Schwarz inequality,
m∑
j=1
Dij =
m∑
j=1
∣∣〈wj|ui〉〈xj|vi〉∣∣
≤
√√√√( m∑
j=1
∣∣〈wj|ui〉∣∣2)( m∑
j=1
∣∣〈xj|vi〉∣∣2)
≤
√∥∥|ui〉∥∥2∥∥|vi〉∥∥2
= 1.
In other words, the row sums of D are no greater than 1. A similar argument shows
that the column sums of D are no greater than 1, so D is doubly-sub-stochastic.
The Hardy-Littlewood-Polya Theorem then tells us that the vector γT := (Dβ)T =
(γ1, . . . , γm) satisfies
j∑
i=1
γi ≤
j∑
i=1
βi ∀ 1 ≤ j ≤ m.
Because α1 ≥ α2 ≥ · · · ≥ 0, this tells us that αTDβ ≤ αTβ. The Cauchy–Schwarz
inequality then implies that
∣∣〈w|v〉∣∣ = αTDβ ≤ αTβ ≤
√√√√ k∑
i=1
α2i
√√√√ k∑
i=1
β2i =
√√√√ k∑
i=1
α2i ,
and the result follows. 
One useful way of looking at Theorem 4.1.2 is through the vector-operator iso-
morphism. Because the Schmidt coefficients of |v〉 are the singular values of mat(|v〉),
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we have
∥∥|v〉∥∥
s(k)
=
∥∥mat(|v〉)∥∥
(k,2)
, where the operator (k, 2)-norm was defined in
Section 3.2. We will make use of this equivalence in Sections 4.1.2 and 4.1.3 in order
to investigate the dual norm and isometries of the s(k)-vector norm.
Because Cm ⊗ Cn is finite-dimensional, the s(k)-norms on it must be equivalent.
The following corollary of Theorem 4.1.2 quantifies the equivalence of these norms.
Corollary 4.1.3. Let |v〉 ∈ Cm ⊗ Cn and suppose 1 ≤ h ≤ k ≤ min{m,n}. Then
∥∥|v〉∥∥
s(h)
≤ ∥∥|v〉∥∥
s(k)
≤
√
k
h
∥∥|v〉∥∥
s(h)
.
Furthermore, equality is attained on the left if and only if
∥∥|v〉∥∥
s(h)
= 1 if and only
if SR(|v〉) ≤ h. Equality is attained on the right if and only if the k largest Schmidt
coefficients of |v〉 are equal.
Proof. The left inequality follows trivially from the definition of the s(k)-vector norm.
To see the right inequality, use Theorem 4.1.2 to write
k
∥∥|v〉∥∥2
s(h)
= k
h∑
i=1
α2i
= h
h∑
i=1
α2i + (k − h)
h∑
i=1
α2i
≥ h
h∑
i=1
α2i + (k − h)hα2h
≥ h
h∑
i=1
α2i + h
k∑
i=h+1
α2i
= h
∥∥|v〉∥∥2
s(k)
,
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where we used the fact that αi ≥ αi+1 for all i twice. Dividing through by h and
taking the square root of both sides gives
∥∥|v〉∥∥
s(k)
≤
√
k
h
∥∥|v〉∥∥
s(h)
. The remaining
claims follow easily from the facts that αi ≥ 0 and αi ≥ αi+1 for all i. 
Corollary 4.1.3 supports the interpretation of the s(k)-vector norms as a measure
of how close a pure state is to having Schmidt Rank k, as it shows explicitly that∥∥|v〉∥∥
s(k)
= 1 (the largest possible value that norm can take on pure states) if and
only if SR(|v〉) ≤ k. On the other hand, consider the maximally-entangled state
|ψ+〉 := 1√
min{m,n}
∑min{m,n}
i=1 |i〉 ⊗ |i〉 ∈ Cm ⊗ Cn – Corollary 4.1.3 also implies that∥∥|ψ+〉∥∥s(k) = √ kn , which is the smallest the norm can ever be on pure states. We can
make this interpretation of the vector norms more precise by using the fidelity. It is
not difficult to show via Equation (3.3) that
∥∥|v〉∥∥2
s(k)
= sup
ρ
{
F (ρ, |v〉〈v|) : SN(ρ) ≤ k
}
. (4.1)
The final result of this section shows that the s(k)-vector norm of a pure state is
equal to the Ky Fan k-norm of its reduced density matrix. In particular, this implies
that the s(k)-vector norms are closely related to the relative entropy of entanglement
[BBPS96, PV07], which is defined in terms of the eigenvalues of a state’s reduced
density matrix.
Corollary 4.1.4. Let |v〉 ∈ Cm ⊗ Cn and suppose 1 ≤ k ≤ min{m,n}. Then
∥∥|v〉∥∥2
s(k)
=
∥∥Tr1(|v〉〈v|)∥∥(k) = ∥∥Tr2(|v〉〈v|)∥∥(k).
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Proof. To see the first equality, write |v〉 in its Schmidt decomposition:
|v〉 =
min{m,n}∑
i=1
αi|ai〉 ⊗ |bi〉.
Then
Tr1(|v〉〈v|) =
min{m,n}∑
i=1
α2i |bi〉〈bi|,
from which it follows that
∥∥Tr1(|v〉〈v|)∥∥(k) = ∑ki=1 α2i = ∥∥|v〉∥∥2s(k). The second equal-
ity is proved analogously. 
4.1.2 Dual Norms
We now investigate the duals of the s(k)-vector norms, which we write as ‖ · ‖◦s(k).
That is, we investigate the norm on Cm ⊗ Cn defined by
∥∥|v〉∥∥◦
s(k)
:= sup
c,|w〉
{
c
∣∣〈w|v〉∣∣ : c∥∥|w〉∥∥
s(k)
≤ 1
}
= sup
|w〉
{ ∣∣〈w|v〉∣∣∥∥|w〉∥∥
s(k)
}
.
Recall that the Euclidean norm ‖ · ‖ is self-dual; ‖ · ‖ = ‖ · ‖◦. It follows that, much
like the s(k)-norms form an increasing family of norms leading up to the Euclidean
norm, the duals of the s(k)-norms form a decreasing family of norms leading down
to the Euclidean norm. That is, we have the following chain of inequalities:
∥∥|v〉∥∥◦
s(1)
≥ ∥∥|v〉∥∥◦
s(2)
≥ · · · ≥ ∥∥|v〉∥∥◦
s(min{m,n}−1) ≥
∥∥|v〉∥∥.
The dual of the s(k)-vector norm has a similar interpretation to that of the s(k)-
norm itself – it measures how close a pure state is to having Schmidt rank k, with
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the primary difference being that while a larger value of
∥∥|v〉∥∥
s(k)
corresponds to |v〉
being closer to the set of states with Schmidt rank k, a smaller value of
∥∥|v〉∥∥◦
s(k)
has
the same interpretation. Similarly, the extreme cases of the dual norms behave very
similarly to those of the s(k)-norms themselves. Notice that
∥∥|v〉∥∥◦
s(k)
= 1 if and only
if
∣∣〈w|v〉∣∣ ≤ ∥∥|w〉∥∥
s(k)
for all |w〉 ∈ Cm ⊗ Cn. It follows that ∥∥|v〉∥∥◦
s(k)
= 1 if and only
if SR(|v〉) ≤ k; if SR(|v〉) ≤ k then ∣∣〈w|v〉∣∣ ≤ ∥∥|w〉∥∥
s(k)
by definition of
∥∥|w〉∥∥
s(k)
,
and if SR(|v〉) > k then choosing |w〉 = |v〉 violates that inequality.
With the above properties in mind, we now able to prove our first characterization
of ‖ · ‖◦s(k).
Theorem 4.1.5. Let |v〉 ∈ Cm ⊗ Cn. Then
∥∥|v〉∥∥◦
s(k)
= inf
{∑
i
|ci| : |v〉 =
∑
i
ci|vi〉 with SR(|vi〉) ≤ k ∀ i
}
, (4.2)
where the infimum is taken over all decompositions of |v〉 of the given form.
Proof. The k = 1 version of this result is well-known: ‖ · ‖s(1) is the “injective cross-
norm” and ‖ · ‖◦s(1) is the “projective crossnorm”, which are well-known to be duals of
each other. We now prove that the result for arbitrary k, using similar ideas to those
in the proof of the k = 1 case in [DFS08, Chapter 1].
We call a norm |||·||| on Cm ⊗ Cn with the property that ∣∣∣∣∣∣|v〉∣∣∣∣∣∣ = ∣∣∣∣∣∣|v〉∣∣∣∣∣∣◦ = 1
whenever SR(|v〉) ≤ k a k-crossnorm. We showed earlier in this section that ‖·‖s(k) is
a k-crossnorm, and we note that |||·|||◦ is a k-crossnorm whenever |||·||| is a k-crossnorm.
Our first step is to prove that ‖ · ‖s(k) is the smallest k-crossnorm. To this end,
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let |||·||| be any k-crossnorm. Then
∥∥|v〉∥∥
s(k)
= sup
|w〉
{∣∣〈w|v〉∣∣ : SR(|w〉) ≤ k} ≤ sup
|w〉
{∣∣〈w|v〉∣∣ : ∣∣∣∣∣∣|w〉∣∣∣∣∣∣◦ ≤ 1} = |||·||| .
It follows that ‖·‖s(k) is the smallest k-crossnorm, so ‖·‖◦s(k) is the largest k-crossnorm.
The remainder of the proof is devoted to showing that the infimum given in the
statement of the theorem is also the largest k-crossnorm. From now on we denote
this infimum by ‖ · ‖k,inf for convenience.
To see that ‖·‖k,inf is a norm, we only show the triangle inequality, as the remaining
properties are trivial to check. We first fix ε > 0. If |v〉 = ∑i ci|vi〉 and |w〉 =∑
i di|wi〉 are decompositions of |v〉 and |w〉 so that SR(|vi〉), SR(|wi〉) ≤ k for all i,∑
i |ci| ≤
∥∥|v〉∥∥
k,inf
+ ε, and
∑
i |di| ≤
∥∥|w〉∥∥
k,inf
+ ε, then
∥∥|v〉+ |w〉∥∥
k,inf
≤
∑
i
|ci|+
∑
i
|di| ≤
∥∥|v〉∥∥
k,inf
+
∥∥|w〉∥∥
k,inf
+ 2ε.
Since ε > 0 is arbitrary, the triangle inequality follows, so ‖ · ‖k,inf is a norm.
We now show that ‖ · ‖k,inf is a k-crossnorm. If SR(|v〉) ≤ k then
∥∥|v〉∥∥
k,inf
≤ 1 by
definition. The fact that
∥∥|v〉∥∥
k,inf
≥ 1 follows from ∥∥|v〉∥∥ ≤ ∥∥|v〉∥∥
k,inf
(which in turn
follows from the triangle inequality for the Euclidean norm). Similarly,
∥∥|v〉∥∥◦
k,inf
≤∥∥|v〉∥∥ ≤ 1. Finally, since ∥∥|v〉∥∥
k,inf
= 1 we have
∥∥|v〉∥∥◦
k,inf
≥ ∣∣〈v|v〉∣∣ = 1, which shows
that ‖ · ‖k,inf is a k-crossnorm.
To complete the proof, we show that if |||·||| is any k-crossnorm, then |||·||| ≤ ‖·‖k,inf.
Indeed, this fact relies simply on the triangle inequality for |||·|||. If we write |v〉 =
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∑
i ci|vi〉 with SR(|vi〉) ≤ k for all i then
∣∣∣∣∣∣|v〉∣∣∣∣∣∣ = ∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣∑
i
ci|vi〉
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ ≤∑
i
|ci|
∣∣∣∣∣∣|vi〉∣∣∣∣∣∣ = ∑
i
|ci|.
Taking the infimum over all such decompositions of |v〉 gives ∣∣∣∣∣∣|v〉∣∣∣∣∣∣ ≤ ∥∥|v〉∥∥
k,inf
, as
desired. 
While Theorem 4.1.5 is of theoretical interest, it says nothing about how to com-
pute ‖ · ‖◦s(k). A basic property of dual norms implies that
∥∥|v〉∥∥◦
s(k)
≥ ∥∥|v〉∥∥−1
s(k)
for all
|v〉 ∈ Cm⊗Cn, but that inequality is not always attained. In order to compute ‖·‖◦s(k),
we will use our earlier observation that
∥∥|v〉∥∥
s(k)
=
∥∥mat(|v〉)∥∥
(k,2)
. Then by applying
Theorem 3.2.2, which characterizes the duals of the (k, p)-operator norms, we im-
mediately have a characterization of
∥∥|v〉∥∥◦
s(k)
in terms of the Schmidt coefficients of
|v〉.
Theorem 4.1.6. Let |v〉 ∈ Cm ⊗ Cn have Schmidt coefficients α1 ≥ α2 ≥ · · · ≥ 0.
Let r be the largest index 1 ≤ r < k such that αr >
∑min{m,n}
i=r+1 αi/(k − r) (or take
r = 0 if no such index exists). Also define α˜ :=
∑min{m,n}
i=r+1 αi/(k − r). Then
∥∥|v〉∥∥◦
s(k)
=
√√√√ r∑
i=1
α2i + (k − r)α˜2.
Proof. We simply associate |v〉 with the operator mat(|v〉) via the vector-operator
isomorphism and note that
∥∥|v〉∥∥
s(k)
=
∥∥mat(|v〉)∥∥
(k,2)
(and similarly, because the
vector-operator isomorphism preserves the inner product,
∥∥|v〉∥∥◦
s(k)
=
∥∥mat(|v〉)∥∥◦
(k,2)
).
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Applying Theorem 3.2.2 with p = 2 then gives
∥∥mat(|v〉)∥∥◦
(k,2)
=
√√√√ r∑
i=1
α2i + (k − r)α˜2.
The result follows. 
Recall from the proof of Theorem 4.1.2 that if |v〉 = ∑min{m,n}i=1 αi|ui〉 ⊗ |vi〉 then
a vector |w〉 with SR(|w〉) ≤ k such that ∣∣〈w|v〉∣∣ = ∥∥|v〉∥∥
s(k)
is the normalization of∑k
i=1 αi|ui〉 ⊗ |vi〉. For the dual norm, a similar role is played by the normalization
|w〉 of c|w〉 := ∑ri=1 αi|ui〉⊗ |vi〉+∑min{m,n}i=r+1 α˜|ui〉⊗ |vi〉, where r and α˜ are as defined
in Theorem 4.1.6. Then
c
∣∣〈w|v〉∣∣ = ( r∑
i=1
αi〈ui| ⊗ 〈vi|+
min{m,n}∑
i=r+1
α˜〈ui| ⊗ 〈vi|
)(min{m,n}∑
i=1
αi|ui〉 ⊗ |vi〉
)
=
r∑
i=1
α2i +
min{m,n}∑
i=r+1
α˜αi
=
r∑
i=1
α2i + (k − r)α˜2.
Similarly,
c
∥∥|w〉∥∥
s(k)
=
√√√√ r∑
i=1
α2i +
k∑
i=r+1
α˜2 =
√√√√ r∑
i=1
α2i + (k − r)α˜2.
It follows that
∣∣〈w|v〉∣∣/∥∥|w〉∥∥
s(k)
=
√∑r
i=1 α
2
i + (k − r)α˜2 =
∥∥|v〉∥∥◦
s(k)
, so |w〉 attains
the supremum that defines the norm
∥∥|v〉∥∥◦
s(k)
.
4.1.3 Isometries
We now consider the problem of characterizing the isometries of the s(k)-vector
norms – that is, the operators U ∈ Mm ⊗Mn such that
∥∥U |v〉∥∥
s(k)
=
∥∥|v〉∥∥
s(k)
for
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all |v〉 ∈ Cm ⊗ Cn. In the k = min{m,n} case, the s(k)-norm is simply the Eu-
clidean norm, so the isometries are exactly the unitary operators. However, when
k < min{m,n} it is clear that the isometry group does not contain all unitary oper-
ators – for example, any unitary that sends a separable state |v〉 to the maximally-
entangled state |ψ+〉 = 1√
min{m,n}
∑min{m,n}
i=1 |ii〉 has
∥∥|v〉∥∥
s(k)
= 1 but
∥∥U |v〉∥∥
s(k)
=√
k
min{m,n} < 1.
It is also clear that the isometry group contains all operators U of the form
U = U1 ⊗ U2 or n = m and U = S(U1 ⊗ U2), (4.3)
where U1 ∈ Mm and U2 ∈ Mn are unitary, and S ∈ Mn ⊗Mn is the swap operator
introduced in Section 2.4. In fact, it follows from Theorem 3.3.12 and the fact that∥∥|v〉∥∥
s(1)
=
√
1− E(|v〉) in the bipartite case, that the isometries of the s(1)-norm
are exactly the unitaries of the form 4.3. We now prove that these operators actually
form the isometry group of the s(k)-norm for all k < min{m,n}.
Theorem 4.1.7. Let 1 ≤ k < min{m,n} and U ∈ Mm ⊗Mn. Then
∥∥U |v〉∥∥
s(k)
=∥∥|v〉∥∥
s(k)
for all |v〉 ∈ Cm ⊗ Cn if and only if U is a unitary of the form (4.3).
Proof. The “if” implication is trivial. To see the “only if” implication, use the vector-
operator isomorphism and recall that
∥∥|v〉∥∥
s(k)
=
∥∥mat(|v〉)∥∥
(k,2)
. Since the operator
(k, 2)-norm is unitarily-invariant and not a multiple of the Frobenius norm when
k < min{m,n}, it follows from Theorem 3.3.4 that the map ΦU associated to U
through the vector-operator isomorphism is of the form ΦU(X) = U1XU2, or n = m
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and ΦU(X) = U1X
TU2, for some unitaries U1 ∈ Mm and U2 ∈ Mn. Thus we can
write either U = U1 ⊗ UT2 or U = S(UT2 ⊗ U1) (if n = m). 
Another method of proving Theorem 4.1.7 would be to mimic the proof of Theo-
rem 3.3.12 and first argue that U must be unitary. Next, one could then show that it
must map the set of states with Schmidt rank at most k back into itself, and finally
invoke Theorem 3.3.6. We use this approach to investigate the maps that preserve
the S(k)-norm, which is introduced in the next section.
4.2 The S(k)-Operator Norm
In this section we define and investigate a family of operator norms that arise
from the Schmidt rank of pure states in a manner similar to the s(k)-vector norms of
the previous section. The vector norms are recovered in the special case of rank-one
operators, and will be used to derive an upper bound for the operator norms.
Definition 4.2.1. Let X ∈ Mm ⊗Mn and let 1 ≤ k ≤ min{m,n}. Then we define
the S(k)-operator norm of X, denoted
∥∥X∥∥
S(k)
, by
∥∥X∥∥
S(k)
:= sup
|v〉,|w〉
{∣∣〈w|X|v〉∣∣ : SR(|v〉), SR(|w〉) ≤ k}.
To see that these quantities are indeed norms, notice that (as with the vector
norms) positive homogeneity and the triangle inequality follow from the corresponding
properties of the complex modulus and supremum. The fact that
∥∥X∥∥
S(k)
= 0 if and
only if X = 0 follows from Lemma 3.3.2.
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Before continuing, let us comment briefly on the definition of the S(k)-operator
norms. We could just as well have defined another generalization of the s(k)-vector
norms to the case of operators by using the bipartite version of the vector-operator
isomorphism (i.e., the isomorphism of Section 2.2.3). Then the s(k)-vector norm on
(Cm⊗Cm)⊗ (Cn⊗Cn) (with 1 ≤ k ≤ min{m2, n2}) corresponds to a norm on Mm⊗
Mn. However, one motivation for investigating the norm given by Definition 4.2.1
instead is that the s(k)-vector norms are in a sense trivial since they can be computed
efficiently, as shown in Theorem 4.1.2. Because the quantum separability problem is
known to be NP-hard, as is the problem of determining block positivity of an operator
[Gur03], it seems unlikely that an easily-computable operator norm could tell us much
about block positivity or Schmidt number.
We will see in Section 4.2.4 that the S(k)-operator norm is a very powerful tool for
detecting k-block positivity. Additionally, these norms build on the general principle
that properties of pure states are easier to determine than properties of mixed states.
We will see in Proposition 4.2.2 that the S(k)-operator norm of a pure state reduces
simply to the square of the s(k)-vector norm of the corresponding pure vector state.
Thus, the operator norms can efficiently be computed for pure states, but we will see
that computing them for general mixed states is quite difficult.
We will now investigate various aspects of these norms, much as was done for the
s(k)-vector norms in the previous section. One key difference with our presentation
of these norms is that we will not consider the dual of the S(k)-operator norm until
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Section 6.1.3, as its characterization relies on techniques from the theory of operator
spaces that have not yet been presented.
4.2.1 Basic Properties
In analogy with the s(k)-vector norms, notice that
∥∥X∥∥
S(min{m,n}) =
∥∥X∥∥ and∥∥X∥∥
S(k)
≤ ∥∥X∥∥ for all k. Furthermore, the S(k)-operator norms form an increasing
family of norms that lead up to the standard operator norm:
∥∥X∥∥
S(1)
≤ ∥∥X∥∥
S(2)
≤ · · · ≤ ∥∥X∥∥
S(min{m,n}−1) ≤
∥∥X∥∥.
Moreover, although
∥∥X†∥∥
S(k)
=
∥∥X∥∥
S(k)
, it is not the case in general that
∥∥X†X∥∥
S(k)
=∥∥X∥∥2
S(k)
. They also do not satisfy any natural submultiplicativity relationships.
Proposition 4.2.2. Let |x〉〈y| ∈Mm ⊗Mn be a rank-1 operator. Then
∥∥|x〉〈y|∥∥
S(k)
=
∥∥|x〉∥∥
s(k)
∥∥|y〉∥∥
s(k)
.
Proof. The proof follows easily from the relevant definitions:
∥∥|x〉〈y|∥∥
S(k)
= sup
|v〉,|w〉
{∣∣〈w|x〉〈y|v〉∣∣ : SR(|v〉), SR(|w〉) ≤ k}
= sup
|w〉
{∣∣〈w|x〉∣∣ : SR(|w〉) ≤ k} sup
|v〉
{∣∣〈y|v〉∣∣ : SR(|v〉) ≤ k}
=
∥∥|x〉∥∥
s(k)
∥∥|y〉∥∥
s(k)
.

We now present an important example to make use of Proposition 4.2.2.
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Example 4.2.3. Recall the rank-1 projection operator |ψ+〉〈ψ+| := 1n
∑n
i,j=1 |i〉〈j| ⊗
|i〉〈j| ∈Mn ⊗Mn. By Proposition 4.2.2 we have that
∥∥|ψ+〉〈ψ+|∥∥S(k) = ∥∥ n∑
i=1
1√
n
|i〉 ⊗ |i〉∥∥2
s(k)
=
k∑
i=1
(
1√
n
)2
=
k
n
.
We will see that this simple example can be used to show that some inequalities
that we derive in the next section are tight. It will also have applications to bound
entanglement in Section 5.3.
The following proposition shows if X is positive semidefinite then it is enough to
take the supremum only over |v〉 in the definition of the S(k)-operator norms.
Proposition 4.2.4. Let X ∈Mm ⊗Mn be positive semidefinite. Then
∥∥X∥∥
S(k)
= sup
|v〉
{〈v|X|v〉 : SR(|v〉) ≤ k} (4.4)
= sup
ρ
{
Tr(Xρ) : SN(ρ) ≤ k}. (4.5)
Proof. To show the first equality, write X in its Spectral Decomposition as X =∑
i λi|vi〉〈vi|. For any |v〉 and |w〉 with SR(|v〉), SR(|w〉) ≤ k, we have 〈v|X|v〉 =∑
i λi
∣∣〈vi|v〉∣∣2 and 〈w|X|w〉 = ∑i λi∣∣〈vi|w〉∣∣2. Now define the ith component of
two vectors v′ and w′ by v′i :=
√
λi
∣∣〈vi|v〉∣∣ and w′i := √λi∣∣〈w|vi〉∣∣. Applying the
Cauchy–Schwarz inequality to v′ and w′ gives
∣∣〈w|X|v〉∣∣ ≤ √〈v|X|v〉√〈w|X|w〉 ≤
max {〈v|X|v〉, 〈w|X|w〉}. It follows that ∥∥X∥∥
S(k)
≤ sup|v〉
{〈v|X|v〉 : SR(|v〉) ≤ k},
and the other inequality is trivial.
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To see the second equality, simply write
sup
|v〉
{〈v|X|v〉 : SR(|v〉) ≤ k} = sup
|v〉
{
Tr(X|v〉〈v|) : SR(|v〉) ≤ k},
and note that the supremum on the right cannot become larger when taking the
supremum over mixed states since mixed states can be written as convex combinations
of pure states. 
Equation (4.4) captures a well-known property of the operator norm of positive
operators in the k = min{m,n} case. We also note that Proposition 4.2.4 says that
the S(1)-norm,
∥∥ ·∥∥
S(1)
, when acting on positive operators, coincides with the product
numerical radius r⊗ [GPM+10, PGM+11] (see also [JRC10]). That is, if X is positive
then
∥∥X∥∥
S(1)
= r⊗(X). In the more general case of arbitrary k, this quantity has been
referred to as the maximal SN-k expectation value [SV11]. Equation (4.5) is perhaps
a more natural way of looking at
∥∥X∥∥
S(k)
from a quantum information perspective.
Because Equation (4.4) holds (up to absolute value) for the operator norm not
just for positive semidefinite operators, but more generally for normal operators, one
might initially expect that Proposition 4.2.4 can be extended to the case of normal
operators as well. We now present an example to show that this generalization is
actually not true, even just for Hermitian operators.
Example 4.2.5. Define X := |11〉〈22| + |22〉〈11| and observe that X is Hermitian
with
∥∥X∥∥ = 1. Also, ∥∥X∥∥
S(1)
= 1 because 〈11|X|22〉 = 1. However, if we restrict the
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supremum that defines
∥∥X∥∥
S(1)
to the |v〉 = |w〉 case then we have
sup
|v〉
{∣∣〈v|X|v〉∣∣ : SR(|v〉) = 1} = sup
|a〉,|b〉
{∣∣〈ab|X|ab〉∣∣}
≤ 2 sup
|a〉,|b〉
{∣∣〈a|1〉〈b|1〉〈2|a〉〈2|b〉∣∣}
= 2 sup
|a〉
{∣∣〈a|1〉〈2|a〉∣∣2}
≤ 1
2
.
The final inequality above can be seen by writing |a〉 = (a1, a2)T and then observing
that
∣∣〈a|0〉〈1|a〉∣∣ = |a1a2|, which is bounded above by 1/2 because |a1|2 + |a2|2 = 1.
It is worth noting that the upper bound of 1/2 is in fact attained by the vector
|v〉 = 1
2
(|1〉+ |2〉)⊗ (|1〉+ |2〉).
For a general mixed state ρ, one might want to think of
∥∥ρ∥∥
S(k)
as measuring how
close ρ is to having Schmidt number of k or less, but this interpretation is not quite
right. Consider the following example, which shows that it is not true that SN(ρ) ≤ k
implies ‖ρ‖S(k) = ‖ρ‖ (contrast this with the corresponding true statement for the
s(k)-vector norms that SR(|v〉) ≤ k implies ∥∥|v〉∥∥
s(k)
=
∥∥|v〉∥∥).
Example 4.2.6. Let ρ ∈ M2 ⊗M2 have the following matrix representation in the
standard basis {|11〉, |12〉, |21〉, |22〉}:
ρ =
1
8

5 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
 = 12
[
1 0
0 0
]
⊗
[
1 0
0 0
]
+
1
8
[
1 1
1 1
]
⊗
[
1 1
1 1
]
.
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It is clear that SN(ρ) = 1. However, the eigenvector corresponding to the (distinct)
maximal eigenvalue 3/4 is |v〉 := 1
2
√
3
(3, 1, 1, 1)T . It is easily verified that SR(|v〉) = 2,
so ‖ρ‖S(1) < ‖ρ‖ (in fact, we will see in Example 5.2.11 that ‖ρ‖S(1) = 18(3 + 2
√
2) ≈
0.7286).
Nonetheless, if the eigenspace corresponding to the maximal eigenvalue of ρ con-
tains a state |v〉 with SR(|v〉) ≤ k then ‖ρ‖S(k) = ‖ρ‖. More importantly though, we
can see via fidelity that the correct interpretation of ‖ρ‖S(k) is as a measure of how
close ρ is to a pure state |v〉 with SR(|v〉) ≤ k. More precisely, it is not difficult to
show that
‖ρ‖S(k) = sup
|v〉
{
F (ρ, |v〉〈v|) : SR(|v〉) ≤ k
}
. (4.6)
This shows that the S(k)-operator norms are, in a sense, dual to the s(k)-vector
norms – compare Equation (4.6) with Equation (4.1).
The following corollary of Proposition 4.2.4 shows that the S(k)-operator norms
are non-increasing under local quantum operations.
Corollary 4.2.7. Let X ∈Mm⊗Mn be positive and let Φ : Mn →Mn be a quantum
channel (i.e. completely positive and trace-preserving). Then
∥∥(idm ⊗ Φ†)(X)∥∥S(k) ≤ ∥∥X∥∥S(k).
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Proof. By Proposition 4.2.4 we know that
∥∥(idm ⊗ Φ†)(X)∥∥S(k) = sup
ρ
{
Tr((idm ⊗ Φ†)(X)ρ) : SN(ρ) ≤ k
}
= sup
ρ
{
Tr(X(idm ⊗ Φ)(ρ)) : SN(ρ) ≤ k
}
.
The result follows from the fact that Schmidt number is non-increasing under the
action of local quantum channels [TH00], so SN((idm ⊗ Φ†)(ρ)) ≤ k. 
In fact, it follows from Proposition 3.1.7 that the map Φ of Corollary 4.2.7 need not
be a quantum channel, but can be chosen to be just k-positive and trace-preserving.
We will see in the upcoming sections that of particular importance is the problem
of computing the S(k)-norm of orthogonal projections. The following proposition
will thus be of much use, as it allows us to describe the S(k)-norm in terms of the
s(k)-vector norm.
Proposition 4.2.8. Let P = P † = P 2 ∈Mm⊗Mn be an orthogonal projection. Then
∥∥P∥∥
S(k)
= sup
|v〉
{∥∥|v〉∥∥2
s(k)
: |v〉 ∈ Range(P )
}
.
Proof. To see the “≥” inequality, choose an arbitrary |v〉 ∈ Range(P ) and use Propo-
sition 4.2.4 to write
∥∥P∥∥
S(k)
= sup
|w〉
{〈w|v〉〈v|w〉+ 〈w|(P − |v〉〈v|)|w〉 : SR(|w〉) ≤ k}
≥ sup
|w〉
{〈w|v〉〈v|w〉 : SR(|w〉) ≤ k}
=
∥∥|v〉∥∥2
s(k)
.
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To see the “≤” inequality, observe that the set of states with Schmidt rank at most k is
compact, so there is a particular |w〉 with SR(|w〉) ≤ k such that 〈w|P |w〉 = ∥∥P∥∥
S(k)
.
Define |v1〉 := P |w〉/
∥∥P |w〉∥∥ and extend |v1〉 to an orthonormal basis {|vi〉}rank(P )i=1 of
the range of P . Then 〈vi|w〉 = 0 for all i ≥ 2, so if we write P =
∑rank(P )
i=1 |vi〉〈vi| then
we see that
∥∥P∥∥
S(k)
= 〈w|P |w〉 = ∣∣〈v1|w〉∣∣2 ≤ ∥∥|v1〉∥∥2s(k). Because |v1〉 ∈ Range(P ),
the proof is complete. 
Finally, the last result of this section makes a crucial connection between the
S(k)-norm and k-block positivity of an operator.
Corollary 4.2.9. Let 0 ≤ X ∈ Mm ⊗Mn be positive semidefinite and let c ∈ R.
Then cI −X is k-block positive if and only if c ≥ ∥∥X∥∥
S(k)
.
Proof. By Proposition 2.2.7 we know that cI −X is k-block positive if and only if
Tr((cI −X)ρ) = c− Tr(Xρ) ≥ 0 ∀ ρ ∈ (Mm ⊗Mn)+ with SN(ρ) ≤ k.
Proposition 4.2.4 tells us that this is true precisely when c ≥ ∥∥X∥∥
S(k)
. 
In particular, Corollary 4.2.9 shows that the problem of computing the operator
norms is equivalent to the problem of determining k-block positivity of a Hermitian
operator. Since the k-positivity problem seems to be very difficult in general, com-
puting these norms even just for positive operators is likely a very difficult problem
as well. Nevertheless, we shall see in the following sections that this connection leads
to a new perspective for a number of different problems in quantum information.
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4.2.2 Inequalities
Since computing the S(k)-norms in general seems to be difficult, it will be useful
to have explicitly calculable bounds for them. The following upper bound is thus of
interest because it is easily computable in light of Theorem 4.1.2.
Proposition 4.2.10. Let X ∈Mm⊗Mn be normal with eigenvalues {λi} and corre-
sponding eigenvectors {|vi〉}. Then
∥∥X∥∥
S(k)
≤
∑
i
|λi|
∥∥|vi〉∥∥2s(k).
Proof. Let |v〉, |w〉 ∈ Cm ⊗ Cn have SR(|v〉), SR(|w〉) ≤ k. Then
∣∣〈w|X|v〉∣∣ = ∣∣∣∑
i
λi〈w|vi〉〈vi|v〉
∣∣∣ ≤∑
i
|λi||〈w|vi〉||〈vi|v〉| ≤
∑
i
|λi|
∥∥|vi〉∥∥2s(k).

The following upper bound makes use of the (k, p)-norm introduced in Section 3.2
and the realignment map R of Section 3.2.4.
Proposition 4.2.11. Let 0 ≤ X ∈Mm ⊗Mn. Then
∥∥X∥∥
S(k)
≤ ∥∥R(X)∥∥
(k2,2)
.
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Proof. The proof is mostly by simple algebra:
∥∥X∥∥
S(k)
= sup
ρ
{Tr(Xρ) : SN(ρ) ≤ k}
≤ sup
ρ
{
Tr(Xρ) : ‖R(ρ)‖◦(k2,2) ≤ 1
}
= sup
Y
{
Tr(XR(Y )) : ‖Y ‖◦(k2,2) ≤ 1,Tr(R(Y )) = 1, R(Y ) ≥ 0
}
≤ sup
Y
{
Tr(R(X)Y ) : ‖Y ‖◦(k2,2) ≤ 1
}
=
∥∥R(X)∥∥
(k2,2)
.
The first equality above comes from Proposition 4.2.4, the first inequality comes from
Theorem 3.2.4, the next equality comes from the fact that R = R−1 (i.e., we are
setting Y = R(ρ)), and the second inequality uses the fact that R = R†. 
Some special cases of Property 4.2.11 are worth pointing out. In the k = 1
case, it simply says that
∥∥X∥∥
S(1)
≤ ∥∥R(X)∥∥ (much like ∥∥X∥∥
S(1)
≤ ∥∥X∥∥, which we
already noted). At the other extreme, if k = min{m,n} then the result says that∥∥X∥∥ ≤ ∥∥R(X)∥∥
F
, which is trivially true since
∥∥R(X)∥∥
F
=
∥∥X∥∥
F
.
Because Mm ⊗Mn is finite-dimensional, we know that the S(k)-operator norms
are equivalent. In order to quantify this fact, we will first need the following simple
lemma.
Lemma 4.2.12. Let h ≤ k and suppose |v〉 ∈ Cm⊗Cn is a unit vector with SR(|v〉) ≤
k. Then there exist nonnegative real constants {dj} and (not necessarily distinct) unit
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vectors {|vj〉} ⊆ Cm ⊗ Cn for 1 ≤ j ≤ k such that
∑k
j=1 d
2
j = h, SR(|vj〉) ≤ h, and
h|v〉 =
k∑
j=1
dj|vj〉.
Proof. We can write |v〉 via the Schmidt Decomposition as |v〉 = ∑kj=1 cj|aj〉 ⊗ |bj〉
with
∑k
j=1 |cj|2 = 1 and {|aj〉}, {|bj〉} orthonormal sets. Thus
h|v〉 =
h∑
i=1
k∑
j=1
cj|aj〉 ⊗ |bj〉.
Because h ≤ k, we can rearrange the summations in such a way that we sum over
k sets of orthonormal vectors, with h vectors in each set. We thus have h|v〉 =∑k
j=1 dj|vj〉 for some unit vectors |vj〉 with SR(|vj〉) ≤ h and constants dj satisfying∑k
j=1 d
2
j = h. 
Theorem 4.2.13. Let X ∈Mm ⊗Mn and suppose h ≤ k. Then
∥∥X∥∥
S(h)
≤ ∥∥X∥∥
S(k)
≤ k
h
∥∥X∥∥
S(h)
.
Proof. The left inequality is trivial by the definition of the operator norms. To see the
right inequality, suppose |v〉 and |w〉 have SR(|v〉), SR(|w〉) ≤ k. Use Lemma 4.2.12
to write h|v〉 = ∑kj=1 dj|vj〉 and h|w〉 = ∑kj=1 fj|wj〉 so that
h2
∣∣〈w|X|v〉∣∣ = ∣∣ k∑
i,j=1
fidj〈wi|X|vj〉
∣∣ ≤ ( k∑
i=1
fi
)( k∑
i=1
di
)∥∥X∥∥
S(h)
≤ kh∥∥X∥∥
S(h)
,
where the rightmost inequality follows from applying the Cauchy–Schwarz inequal-
ity to the vectors (d1, . . . , dk)
T and (1, . . . , 1)T , and to the vectors (f1, . . . , fk)
T and
(1, . . . , 1)T . The result follows by dividing through by h2. 
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To see that the inequalities of Theorem 4.2.13 are tight, simply recall Exam-
ple 4.2.3. Also observe that a straightforward consequence of this result is the in-
equality
∥∥X∥∥
S(k)
≥ k
m
∥∥X∥∥ for all k ≤ m. We now derive lower bounds that are much
better in many situations.
Proposition 4.2.14. Let X = X† ∈Mm⊗Mn have eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λmn.
Then for any r ≥ k, ∥∥X∥∥
S(k)
≥ kλmn−(n−r)(m−r)
r
.
Furthermore, there exists X = X† such that
∥∥X∥∥
S(k)
< λnm−(n−k)(m−k)+1.
Proof. Let V be the span of the eigenvectors {|vi〉}mni=nm−(n−r)(m−r) corresponding to
the eigenvalues {λi}mni=nm−(n−r)(m−r). Then because dim(V) = (n− r)(m− r) + 1, by
Theorem 2.2.4, we know that there exists a vector |v〉 ∈ V with SR(|v〉) ≤ r. It
follows that
∥∥X∥∥
S(r)
≥ ∣∣〈v|X|v〉∣∣ ≥ mn∑
i=nm−(n−r)(m−r)
λi|〈vi|v〉|2 ≥ λnm−(n−r)(m−r).
Using Theorem 4.2.13 then shows that if k ≤ r,
∥∥X∥∥
S(k)
≥ k
r
∥∥X∥∥
S(r)
≥ kλmn−(n−r)(m−r)
r
.
To see the final claim, note that the dimension given by Theorem 2.2.4 is tight, so
we can construct a positive operator X with distinct eigenvalues such that the span
of the eigenvectors corresponding to its (n − k)(m − k) largest eigenvalues does not
contain any states |w〉 with SR(|w〉) ≤ k. It follows that 〈v|X|v〉 < λnm−(n−k)(m−k)+1
for all |v〉 with SR(|v〉) ≤ k. 
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Theorem 4.2.15. Let X = X† ∈Mm ⊗Mn. Then
∥∥X∥∥
S(1)
≥ 1
mn
Tr(X) +
√
mnTr
(
X2
)− Tr(X)2
mn− 1
 .
Proof. We begin by demonstrating the weaker inequality
∥∥X∥∥
S(1)
≥ Tr(X)
mn
, which we
prove for two reasons. First, its proof is elementary, and it is instructive to see how
the statement of the theorem compares to this simpler result. Second, this weaker
inequality will be needed to overcome a slight technicality in the proof of the more
general inequality.
Begin by defining p := rank(X). Write X in its spectral decomposition X =∑p
i=1 λi|vi〉〈vi|. Now write the vectors |vi〉 in the form
|vi〉 =
m∑
j=1
n∑
`=1
cij`|j〉 ⊗ |`〉,
where {cij`} ∈ C is a family of constants such that
m∑
j=1
n∑
`=1
|cij`|2 = 1 ∀ i = 1, 2, . . . , p. (4.7)
It follows that there exists some fixed j and ` such that
p∑
i=1
λi|cij`|2 ≥ Tr(X)
mn
,
since otherwise Equation (4.7) would be violated. Then for this specific j and `,
∥∥X∥∥
S(1)
≥ (〈j| ⊗ 〈`|)X(|j〉 ⊗ |`〉) =
p∑
i=1
λi
∣∣〈vi|(|j〉 ⊗ |`〉)∣∣2 = p∑
i=1
λi|cij`|2 ≥ Tr(X)
mn
,
as desired.
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We now prove the inequality described in the statement of the theorem. If X ≥ 0
then Corollary 4.2.9 tells us that
∥∥X∥∥
S(1)
I −X is block positive. Allowing X to be
Hermitian instead of positive semidefinite can only make this operator more positive,
so
∥∥X∥∥
S(1)
I −X is block positive in this case as well. Using Proposition 2.2.8 then
shows that
Tr
((∥∥X∥∥
S(1)
I −X)2) ≤ (Tr(∥∥X∥∥
S(1)
I −X))2 .
Expanding and rearranging terms gives
mn
∥∥X∥∥2
S(1)
− 2Tr(X)∥∥X∥∥
S(1)
+
(
Tr(X)
)2 − Tr(X2)
mn− 1 ≥ 0. (4.8)
We can treat the left-hand side of Inequality (4.8) as a quadratic in
∥∥X∥∥
S(1)
. Using
the quadratic equation gives its roots as
Tr(X)±
√
(mnTr
(
X2
)− Tr(X)2)/(mn− 1)
mn
.
Inequality (4.8) is satisfied exactly when
∥∥X∥∥
S(1)
is not strictly between these two
roots. However, we already saw that
∥∥X∥∥
S(1)
≥ Tr(X)/mn, which rules out the
solutions smaller than the lesser of the two roots. The result follows. 
We now turn our attention to orthogonal projections P = P † = P 2 ∈ Mm ⊗Mn.
In this case, we can improve the left inequality of Theorem 4.2.13.
Proposition 4.2.16. Let P = P † = P 2 ∈Mm⊗Mn be an orthogonal projection and
let h ≤ k. Then
∥∥P∥∥
S(k)
≥ ∥∥P∥∥
S(h)
+
k − h
min{m,n} − h
(
1− ∥∥P∥∥
S(h)
)
.
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Proof. Assume without loss of generality that m ≤ n. Use Proposition 4.2.8 and
Theorem 4.1.2 to write
∥∥P∥∥
S(h)
= sup
|w〉∈Range(P )
{ h∑
i=1
α2i : α1 ≥ α2 ≥ · · · ≥ 0 are Schmidt coefficients of |w〉
}
.
Now let |w〉 ∈ Range(P ) have Schmidt coefficients {αi} such that
∑h
i=1 α
2
i =
∥∥P∥∥
S(h)
.
Then using the facts that
∑m
i=1 α
2
i = 1 and αi ≥ αj for i ≤ j, it follows that∑m
i=h+1 α
2
i = 1−
∥∥P∥∥
S(h)
and so
∑k
i=h+1 α
2
i ≥ k−hm−h(1−
∥∥P∥∥
S(h)
). Thus
∥∥P∥∥
S(k)
≥
k∑
i=1
α2i =
∥∥P∥∥
S(h)
+
k∑
i=h+1
α2i ≥
∥∥P∥∥
S(h)
+
k − h
m− h
(
1− ∥∥P∥∥
S(h)
)
.

If P = P † = P 2 ∈Mm⊗Mn is an orthogonal projection, then by Theorem 4.2.13
we have that k
m
≤ ∥∥P∥∥
S(k)
≤ 1. The left inequality was seen to be tight by a rank-1
projection in Example 4.2.3, and it is not difficult to construct projection operators
of any rank that have
∥∥P∥∥
S(k)
= 1. However, the following result shows that we can
improve the lower bound if we take the rank of the projection into account. Note that
Inequality (4.10) as stated here is stronger than the corresponding inequality given
in [JK10].
Theorem 4.2.17. Let P = P † = P 2 ∈ Mm ⊗Mn be an orthogonal projection and
define r := rank(P ). Then
∥∥P∥∥
S(k)
≥ min
{
1,
k⌈
1
2
(
n+m−√(n−m)2 + 4r − 4)⌉
}
and (4.9)
∥∥P∥∥
S(k)
≥ min{m,n} − k
mn(min{m,n} − 1)
(
r +
√
mnr − r2
mn− 1
)
+
k − 1
min{m,n} − 1 . (4.10)
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Proof. To prove Inequality (4.9), let k ≤ p ≤ min{m,n} and notice that Theo-
rem 2.2.4 implies that
∥∥P∥∥
S(p)
= 1 whenever rank(P ) ≥ (n− p)(m− p) + 1. Solving
this inequality for p gives
p ≥ 1
2
(
n+m−
√
(n−m)2 + 4rank(P )− 4
)
.
Thus, choose p = max
{
k,
⌈
1
2
(
n + m −√(n−m)2 + 4rank(P )− 4)⌉}. Then using
Theorem 4.2.13 shows
∥∥P∥∥
S(k)
≥ k⌈
1
2
(
n+m−√(n−m)2 + 4rank(P )− 4)⌉ .
To show Inequality (4.10) holds, we first note that the k = 1 case follows im-
mediately from Theorem 4.2.15. For the k > 1 case, use Proposition 4.2.16 with
h = 1. 
Proposition 4.2.16 and Theorem 4.2.17 are particularly important because we
will see that several important problems in quantum information theory could be
answered if we were able to compute, or bound tightly, the S(k)-norms of projections.
Inequality (4.9) provides the best lower bound we have when rank(P ) is small or large
(e.g., rank(P ) ≤ m or rank(P ) ≥ (n−1)(m−1)), but Inequality (4.10) is much tighter
for moderate-rank projections (e.g., when rank(P ) ≈ mn
2
).
The two special cases of k = min{m,n} and k = 1 of Inequality (4.10) give lower
bounds of 1 and 1
mn
(
r +
√
mnr−r2
mn−1
)
, respectively – the remaining lower bounds are
just the linear interpolation of these two extremal cases. The bounds provided by
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Inequality (4.9) and Inequality (4.10) will be used in Sections 4.2.4. See Figure 4.1
for a more detailed comparison of these inequalities.
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Figure 4.1: A comparison of the lower bounds for
∥∥P∥∥
S(1)
, where P is an orthog-
onal projection, provided by Inequalities (4.9) and (4.10) in the m = n = 10 case.
Inequality (4.9) provides a better lower bound when rank(P ) is high or low, but
Inequality (4.10) provides a better bound for moderate-rank projections.
We close this section with an inequality that demonstrates how the S(k)-norms
behave on “typical” projections. The proof relies on some methods of convex geome-
try, and in particular we will make use of Dvoretzky’s theorem [Mil71] and techniques
presented in [ASW10].
Theorem 4.2.18 (Dvoretzky). Let |||·||| be a norm on Cn and suppose b > 0 is such
that |||·||| ≤ b‖ · ‖, where ‖ · ‖ is the Euclidean norm. Denote M := E |||X|||, the
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expectation of |||X|||, where X is a random variable uniformly distributed on the unit
sphere. Let  > 0 and let m ≤ c2(M/b)2n, where c > 0 is an appropriate universal
constant. Then, for most m-dimensional subspaces E (in the sense of the invariant
measure on the corresponding Grassmannian) we have
(1− )M‖x‖ ≤ |||x||| ≤ (1 + )M‖x‖ ∀x ∈ E.
Using the above version of Dvoretzky’s theorem we can prove the following result,
which says that the S(k)-norm of orthogonal projections of low rank in Mn ⊗Mn is
typically near k/n. This result was used in [JK11a] to resolve a conjecture of Branda˜o
[Bra09] in the negative, via an argument of Stanislaw Szarek.
Theorem 4.2.19. There exists a universal constant C, independent of n and k, such
that for most projections P ∈Mn ⊗Mn with rank(P ) ≤ kn, we have
k
n
≤ ‖P‖S(k) ≤ C k
n
.
Proof. The left inequality is true for all projections simply by Theorem 4.2.13. We
will prove the right inequality by making use of Theorem 4.2.18. Let P ∈ Mn ⊗Mn
be an orthogonal projection and use Proposition 4.2.8 and Theorem 4.1.2 to write
√
‖P‖S(k) = sup
|v〉∈Range(P )
{√√√√ k∑
i=1
α2i : {αi} are the Schmidt coefficients of |v〉
}
.
(4.11)
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But now by associating Cn ⊗ Cn with Mn, the quantity (4.11) equals
sup
A∈R
{√√√√ k∑
i=1
s2i (A) : ‖A‖F = 1, s1(A) ≥ · · · ≥ sn(A) ≥ 0 are singular values of A
}
,
(4.12)
where R is the subspace of Mn associated with the range of P through the standard
bipartite vector to operator isomorphism. So now the goal is to show that there exists
a constant C such that
√∑k
i=1 s
2
i (A) ≤ C
√
k/n‖A‖F for A in general subspaces R of
dimension kn. To this end, we need to bound the constants b and M of Dvoretzky’s
theorem. It is trivial to see that
√∑k
i=1 s
2
i (A) ≤ ‖A‖F and that equality is attained
for some operators A, so b = 1.
To upper-bound M , recall from [ASW10] that the expectation of the operator
norm, E‖A‖, is upper-bounded by C0√
n
for some absolute constant C0. Thus
M := E

√√√√ k∑
i=1
s2i (A)
 ≤ E(√ks1(A)) = √kE‖A‖ ≤ C0√k
n
.
It follows via Dvoretzky’s theorem that there is a constant c such that if we choose
 = 1/(C0
√
c), then for general subspaces R with dim(R) ≤ c2C20kn = kn, we have√√√√ k∑
i=1
s2i (A) ≤ (1 + )M‖A‖F ≤ (1 +
1
C0
√
c
)C0
√
k
n
‖A‖F .

4.2.3 Isometries
We will now characterize the isometries of the S(k)-operator norm. Recall that
in the k = min{m,n} case, the S(k)-norm on Mm⊗Mn is simply the operator norm,
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and we recall from Section 3.3.2 that the isometries of the operator norms are the
maps of the form Φ(X) = UXV or Φ(X) = UXTV , where U and V are unitary
matrices. We will see shortly that the isometries of the other S(k)-norms are similar,
but the unitaries U and V must both be of the local form (4.3).
Before proceeding, we will need two intermediate results.
Lemma 4.2.20. Let p ≥ 3 and suppose X1, X2, . . . , Xp ∈ Mn,m are rank one. If
Xi +Xj is rank one for all i 6= j then X1 +X2 + · · ·+Xp is rank one.
Proof. Begin by writing
Xi = ci|ai〉〈bi| for some ci ∈ R, |ai〉 ∈ Cn, |bi〉 ∈ Cm.
If X1 + X2 is rank one then it follows that either |a1〉 ‖ |a2〉 or |b1〉 ‖ |b2〉, where we
recall from Section 3.3.4 that |a〉 ‖ |b〉 means that |a〉 and |b〉 are linearly dependent.
Assume without loss of generality that |a1〉 ‖ |a2〉, and adjust |b2〉 appropriately so
that we can write X2 = c2|a1〉〈b2|. Because X1 +X3 and X2 +X3 are also rank one,
the following two statements are also true:
• |a1〉 ‖ |a3〉 or |b1〉 ‖ |b3〉,
– and –
• |a1〉 ‖ |a3〉 or |b2〉 ‖ |b3〉.
It follows that we have two possibilities: either |a1〉 ‖ |a3〉 or |b1〉 ‖ |b2〉 ‖ |b3〉. In
either case, X1 +X2 +X3 is rank one. The proof extends straightforwardly to more
than three matrices. 
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The following proposition is of independent interest as it can be thought of as a
bipartite version of Proposition 3.3.1 in the case of rank-1 operators.
Proposition 4.2.21. Let k,m, n be positive integers such that 1 ≤ k < min{m,n}
and let Φ : Mm⊗Mn →Mm⊗Mn be an invertible linear map. Define V ⊆Mm⊗Mn
to be the set of rank-1 operators whose row and column space both have Schmidt rank
no greater than k:
V := {c|v〉〈w| ∈Mm ⊗Mn : c ∈ R, SR(|v〉), SR(|w〉) ≤ k}.
Then Φ(V) ⊆ V if and only if Φ can be written as a composition of one or more of
the following maps:
(a) X 7→ LXM , where L,M ∈ Mm ⊗ Mn are invertible operators of the local
form (3.8),
(b) the transpose map T , and
(c) if k = 1, the partial transpose map (idm ⊗ T ).
Proof. The “if” implication of the proposition is trivial, so we focus on the “only
if” implication. Notice that there is an isomorphism between pure separable states
|x1〉⊗ |x2〉⊗ |y1〉⊗ |y2〉 ∈ Cm⊗Cm⊗Cn⊗Cn and rank one separable (not necessarily
positive) operators |x2〉〈x1| ⊗ |y2〉〈y1| ∈ Mm ⊗ Mn. The k = 1 case of the result
then follows by applying Theorem 3.3.7 and using this isomorphism – the various
swap operators Sσ on Cm⊗Cm⊗Cn⊗Cn correspond on Mm⊗Mn to the transpose
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map, partial transpose map, and multiplication on the left and/or right by the swap
operator S.
For the case when k ≥ 2, suppose Φ(V) ⊆ V where V is as defined in the statement
of the theorem. We prove the following two claims:
a) Φ(|v〉〈w|) is rank one for all |v〉, |w〉 with SR(|w〉) ≤ k; and
b) Φ(|v〉〈w|) is rank one for all |v〉, |w〉.
Once (b) is established we will know that Φ must map the set of rank one matrices
into itself and so the result follows by Proposition 3.3.1 and Theorem 3.3.6.
We first prove (a). Take any arbitrary states |v〉, |w〉 with SR(|w〉) ≤ k. Write
|v〉 =
n∑
i=1
αi|vi〉 with αi ∈ C, SR(|vi〉) = 1 ∀ i.
For any i 6= j, αi|vi〉〈w| + αj|vj〉〈w| ∈ V and so Φ(αi|vi〉〈w|) + Φ(αj|vj〉〈w|) ∈ V as
well and hence it must be rank one. It follows from Lemma 4.2.20 that
Φ(|v〉〈w|) = Φ(α1|v1〉〈w|) + · · ·+ Φ(αn|vn〉〈w|)
is rank one as well, which establishes (a). Now take any arbitrary states |v〉, |w〉 (not
necessarily with Schmidt rank at most k) and write
|w〉 =
n∑
i=1
βi|wi〉 with βi ∈ C, SR(|wi〉) = 1 ∀ i.
For any i 6= j, Φ(|v〉(βi〈wi| + βj〈wj|)) = Φ(βi|v〉〈wi|) + Φ(βj|v〉〈wj|) is rank one by
(a). It follows from Lemma 4.2.20 that
Φ(|v〉〈w|) = Φ(β1|v〉〈w1|) + · · ·+ Φ(βn|v〉〈wn|)
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is rank one as well. Claim (b) follows and the proof is complete. 
We are now in a position to prove the main result of this section.
Theorem 4.2.22. Let 1 ≤ k < min{m,n} and Φ : Mm ⊗Mn → Mm ⊗Mn. Then∥∥Φ(X)∥∥
S(k)
=
∥∥X∥∥
S(k)
for all X ∈ Mm ⊗Mn if and only if Φ can be written as a
composition of one or more of the following maps:
(a) X 7→ UXV , where U and V are unitaries of the local form (4.3),
(b) the transpose map T , and
(c) if k = 1, the partial transpose map (idm ⊗ T ).
Proof. Again, the “if” implication is trivial. For the “only if” implication, we first
use Proposition 3.3.5 along with the vector-operator isomorphism to show that any
map that preserves the S(k)-norm also preserves the Frobenius norm ‖ · ‖F . We then
show that these maps must send rank 1 operators to rank 1 operators, and finally we
use Theorem 3.3.6 to pin down the result.
We begin in much the same way as in the proof of Theorem 3.3.12 by defining
G := {Φ : Mm ⊗Mn →Mm ⊗Mn : ∥∥Φ(X)∥∥S(k) = ∥∥X∥∥S(k) for all X}.
Clearly G is bounded because it is the set of isometries under the norm ‖ · ‖S(k) and
all norms on a finite-dimensional space are equivalent. Additionally, G contains the
subgroup of unitary maps
GS :=
{
Φ ∈ G : Φ(X) = (U1 ⊗ U2)X(V1 ⊗ V2) for some unitaries U1, U2, V1, V2
}
.
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To see that GS is irreducible, recall that the recall that the unitary group U(n) spans
all of Mn, so if we fix U2, V1, V2 then we can find maps in GS that span the space of
operators of the form
Φ(X) = (A⊗ U2)X(V1 ⊗ V2) for some A ∈Mm and unitaries U2, V1, V2.
Similarly, we can obtain any map of the form Φ(X) = (A ⊗ B)X(C ⊗ D) in the
span of GS, where A,B,C,D are arbitrary. Operators of the form A⊗ B span all of
Mm⊗Mn, so the span of GS actually contains all maps of the form Φ(X) = EXF and
hence all maps of the form Φ(X) =
∑
iEiXFi. Since all linear maps can be written
in this form, it follows that GS spans the entire space of linear maps and hence is
irreducible. By Proposition 3.3.5 and the vector-operator isomorphism it follows that
G is contained in the unitary group and so if ∥∥Φ(X)∥∥
S(k)
=
∥∥X∥∥
S(k)
for all X, then∥∥Φ(X)∥∥
F
=
∥∥X∥∥
F
for all X as well.
We will now consider how an isometry Φ of the S(k)-norm acts on rank-1 opera-
tors. In particular, let |v〉, |w〉 ∈ Cm ⊗ Cn with SR(|v〉), SR(|w〉) ≤ k. Then
1 =
∥∥|v〉〈w|∥∥
F
=
∥∥|v〉〈w|∥∥
S(k)
=
∥∥Φ(|v〉〈w|)∥∥
F
=
∥∥Φ(|v〉〈w|)∥∥
S(k)
.
However,
∥∥X∥∥
S(k)
≤ ∥∥X∥∥ ≤ ∥∥X∥∥
F
for all X and
∥∥X∥∥ = ∥∥X∥∥
F
if and only if X
has rank 1. In this case,
∥∥X∥∥
S(k)
=
∥∥X∥∥ if and only if there exist |x〉, |y〉 with
SR(|x〉), SR(|y〉) ≤ k such that X = |x〉〈y|. Thus Φ(|v〉〈w|) = |x〉〈y| for some |x〉, |y〉
with SR(|x〉), SR(|y〉) ≤ k. Proposition 4.2.21 then applies to Φ (the fact that Φ is
invertible follows from it being an isometry). To finish the proof, simply note that
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Φ being unitary implies that the operators L and M of Proposition 4.2.21 must be
unitary. 
4.2.4 Spectral Tests for Block Positivity
In this section we derive a set of conditions for testing when a Hermitian operator
is and is not k-block positive based on its eigenvalues and eigenvectors. Equivalently,
we derive conditions for testing when a superoperator is k-positive based on its gen-
eralized Choi–Kraus operators. The tests derived here generalize several known tests
for k-positivity.
Throughout this section, if X = X† then we will denote the positive eigenvalues
of X by {λ+i } and the corresponding eigenvectors by {|v+i 〉}. We will similarly denote
the negative eigenvalues by {λ−i } and the corresponding eigenvectors by {|v−i 〉}, and
the eigenvectors corresponding to the zero eigenvalues by {|v0i 〉}. We also define
X+ :=
∑
i λ
+
i |v+i 〉〈v+i | ≥ 0 and X− :=
∑
i λ
−
i |v−i 〉〈v−i | ≤ 0 to be the positive and
negative parts of X, respectively. Similarly, P 0X :=
∑
i |v0i 〉〈v0i | and P−X :=
∑
i |v−i 〉〈v−i |
denote the projections onto the nullspace and negative part of X, respectively.
Theorem 4.2.23. Let X = X† ∈Mm ⊗Mn.
(a) If
∥∥P−X∥∥S(k) = 1 then X is not k-block positive.
(b) If
∥∥P 0X +P−X∥∥S(k) < 1 and λ+i ≥ ‖X−‖S(k)1−‖P 0X+P−X ‖S(k) for all i, then X is k-block positive.
(c) If
∥∥P−X∥∥S(k) < 1, all of the negative eigenvalues are equal, X is nonsingular, and
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λ+i <
‖X−‖S(k)
1−‖P−X ‖S(k)
for all i, then X is not k-block positive.
Proof. To see statement (a), observe that there must be a vector |v〉 ∈ Range(P−X )
such that SR(|v〉) ≤ k. It follows that 〈v|X|v〉 = 〈v|X−|v〉 < 0 and so X is not
k-block positive.
To see statement (b), let |v〉 be such that SR(|v〉) ≤ k and define µ := ‖X−‖S(k)
1−‖P 0X+P−X ‖S(k)
.
Then, using the spectral decomposition for X+, the definition of the S(k)-operator
norm, and the hypotheses of (b), we have
〈v|X|v〉 = 〈v|X+|v〉 − ∣∣〈v|X−|v〉∣∣
≥
∑
i
λ+i |〈v|v+i 〉|2 −
∥∥X−∥∥
S(k)
≥ µ
∑
i
|〈v|v+i 〉|2 −
∥∥X−∥∥
S(k)
≥ µ(1− ‖P 0X + P−X‖S(k))−
∥∥X−∥∥
S(k)
= 0,
so X is k-block positive.
To see statement (c), observe that the set of unit vectors |v〉 with SR(|v〉) ≤ k is
compact and so there exists a particular |v〉 with SR(|v〉) ≤ k such that ∣∣〈v|X−|v〉∣∣ =
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∥∥X−∥∥
S(k)
. Define µ :=
‖X−‖S(k)
1−‖P−X ‖S(k)
. Then similarly we have
〈v|X|v〉 = 〈v|X+|v〉 − ∣∣〈v|X−|v〉∣∣
=
∑
i
λ+i |〈v|v+i 〉|2 −
∥∥X−∥∥
S(k)
< µ
∑
i
|〈v|v+i 〉|2 −
∥∥X−∥∥
S(k)
= µ(1− ‖P−X‖S(k))−
∥∥X−∥∥
S(k)
= 0,
so X is not k-block positive. 
On its face, Theorem 4.2.23 appears to be a very technical result that may not be
of much use due to the difficulty of computing the S(k)-operator norms. However,
it is not difficult to derive computable corollaries from it. In fact, it implies a wide
array of previously-known and new tests for k-block positivity and k-positivity of
linear maps. These consequences are presented below.
We first show that Theorem 4.2.23 implies the k-positivity results of [CK09,
CK11]:
Corollary 4.2.24. Let Φ : Mm →Mn be a Hermiticity-preserving linear map repre-
sented via the canonical generalized Choi–Kraus representation Φ(X) =
∑a
i=1 λ
+
i AiXA
†
i+∑b
i=1 λ
−
i BiXB
†
i , with the set
{
A1, . . . , Aa, B1, . . . , Bb
}
forming an orthonormal set in
the Hilbert–Schmidt inner product, and λ+i > 0 and λ
−
i < 0 for all i. Furthermore,
let {Ci} be a set of operators that make
{
A1, . . . , Aa, B1, . . . , Bb, C1, . . . , Cmn−a−b
}
a
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full orthonormal basis.
(a) Suppose that
∑
i
∥∥Bi∥∥2(k,2) +∑i ∥∥Ci∥∥2(k,2) < 1 and
λ+j ≥
∑
i λ
−
i
∥∥Bi∥∥2(k,2)
1−∑i ∥∥Bi∥∥2(k,2) −∑i ∥∥Ci∥∥2(k,2) for all j.
Then Φ is k-positive.
(b) Suppose that a = mn− 1, b = 1,∥∥B1∥∥2(k,2) < 1, and
λ+j <
λ−1
∥∥B1∥∥2(k,2)
1− ∥∥B1∥∥2(k,2) for all j.
Then Φ is not k-positive.
Proof. To see condition (a), let X be the Choi matrix of Φ and use condition (b)
of Theorem 4.2.23 together with Proposition 4.2.10 to see that if
∑
i
∥∥|v−i 〉∥∥2s(k) +∑
i
∥∥|v0i 〉∥∥2s(k) < 1 and
λ+j ≥
∑
i λ
−
i
∥∥|v−i 〉∥∥2s(k)
1−∑i ∥∥|v−i 〉∥∥2s(k) −∑i ∥∥|v0i 〉∥∥2s(k) for all j, (4.13)
then X is k-block positive (i.e., Φ is k-positive). A slight modification of the proof of
Theorem 2.1.1 shows that the Choi–Kraus operators of Φ satisfy vec(Bi) = |v−i 〉 and
vec(Ci) = |v0i 〉. Thus
∥∥Bi∥∥(k,2) = ∥∥|v−i 〉∥∥s(k) and ∥∥Ci∥∥(k,2) = ∥∥|v0i 〉∥∥s(k), which allows
us to rewrite Equation (4.13) as saying that
∑
i
∥∥Bi∥∥2(k,2) +∑i ∥∥Ci∥∥2(k,2) < 1 and
λ+j ≥
∑
i λ
−
i
∥∥Bi∥∥2(k,2)
1−∑i ∥∥Bi∥∥2(k,2) −∑i ∥∥Ci∥∥2(k,2) for all j.
Statement (a) follows immediately. The proof of statement (b) follows similarly by
using condition (c) of Theorem 4.2.23. 
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Theorem 4.2.23 also implies the k-positivity test of [TT83] and the positivity test
of [BFP04], as it was noted in [CK09] that condition (a) of Corollary 4.2.24 implies
those results.
We note that in [CKS09] it was shown that the k-positivity tests of Corollary 4.2.24
cannot be used to find entanglement witnesses that detect non-positive partial trans-
pose states, and thus are not useful for trying to determine whether NPPT bound
entangled states exist. We will see in Section 5.3 that the more general Theorem 4.2.23
likely is strong enough to detect bound entanglement.
Corollary 4.2.24 was proved by seeing what conditions (b) and (c) of Theo-
rem 4.2.23 say about the generalized Choi–Kraus operators of a linear map. The
following corollary, originally proved in [KS05], shows what condition (a) of Theo-
rem 4.2.23 says in the same situation.
Corollary 4.2.25. Let Φ : Mm →Mn be a Hermiticity-preserving linear map repre-
sented via the canonical generalized Choi–Kraus representation Φ(X) =
∑a
i=1 λ
+
i AiXA
†
i+∑b
i=1 λ
−
i BiXB
†
i , with the set
{
A1, . . . , Aa, B1, . . . , Bb
}
forming an orthonormal set in
the Hilbert–Schmidt inner product, and λ+i > 0 and λ
−
i < 0 for all i. If rank(Bi) ≤ k
for some i, then Φ is not k-positive.
Proof. Just like in the proof of Corollary 4.2.24, recall that the generalized Choi–
Kraus operators Bi can be scaled so that vec(Bi) = |v−i 〉, where
{|v−i 〉} is the set
of eigenvectors corresponding to the negative eigenspace of CΦ. Thus rank(Bi) =
SR(|v−i 〉). If SR(|v−i 〉) ≤ k for some i then
∣∣〈v−i |P−X |v−i 〉∣∣ = 1, so ∥∥P−X∥∥S(k) = 1.
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Condition (a) of Theorem 4.2.23 then gives the result. 
The next corollary, which provides a tight bound on the maximum number of
negative eigenvalues that a k-block positive operator can have, appeared in [Sar08,
SS12a], though we expect that this bound was fairly well-known even earlier.
Corollary 4.2.26. If X = X† ∈ Mm ⊗Mn is k-block positive then it has at most
(n− k)(m− k) negative eigenvalues.
Proof. Suppose X has more than (n − k)(m − k) negative eigenvalues. Then by
Theorem 2.2.4 it follows that there exists |v〉 ∈ Range(P−X ) with SR(|v〉) ≤ k. Hence
we have
∥∥P−X∥∥S(k) = 1 and so condition (a) of Theorem 4.2.23 tells us that X is not
k-block positive. 
The fact that there exist k-block positive operators in Mm⊗Mn with (n−k)(m−
k) negative eigenvalues is easily seen from the tightness of the bound provided by
Theorem 2.2.4. If P is the projection onto a subspace of dimension (n − k)(m − k)
that consists entirely of vectors with Schmidt rank higher than k, then the operator
(1− ε)I − P is k-block positive when ε > 0 is sufficiently small.
The following corollary shows just how negative the negative eigenvalues of a
k-block positive operator can be.
Corollary 4.2.27. Suppose X = X† ∈ Mm ⊗ Mn is k-block positive. Denote the
maximal and minimal eigenvalues of X by λmax and λmin, respectively, and let |vmin〉
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be an eigenvector corresponding to the eigenvalue λmin. Then
λmin
λmax
≥ 1− 1∥∥|vmin〉∥∥2s(k) ≥ 1−
min{m,n}
k
.
Proof. If λmin ≥ 0 then the result is trivial. We thus assume that λmin < 0. Suppose
without loss of generality that X has only one negative eigenvalue and is nonsingular
(certainly the case when λmin is minimal occurs when there is just one negative eigen-
value and all other eigenvalues equal λmax). If X is k-block positive then condition
(a) of Theorem 4.2.23 says that
∥∥P−X∥∥S(k) < 1. Condition (c) then says that
λmax ≥
∥∥X−∥∥
S(k)
1− ∥∥P−X∥∥S(k) = −λmin
∥∥P−X∥∥S(k)
1− ∥∥P−X∥∥S(k) .
Then
λmin
λmax
≥
∥∥P−X∥∥S(k) − 1∥∥P−X∥∥S(k) = 1− 1∥∥|vmin〉∥∥2s(k) ≥ 1−
min{m,n}
k
,
with the final inequality following from Corollary 4.1.3. 
The fact that there exist k-block positive operators in Mm ⊗ Mn with λminλmax =
1−min{m,n}
k
can be seen by letting |ψ+〉 = 1√m
∑m
i=1 |i〉⊗|i〉 be the standard maximally-
entangled state. Then I − min{m,n}
k
|ψ+〉〈ψ+| is k-block positive by Corollary 4.2.9.
By using Theorem 4.2.17 in the proof of Corollary 4.2.27, we can derive the fol-
lowing bounds that in some sense interpolate between Corollary 4.2.26 and Corol-
lary 4.2.27, giving lower bounds on λmin that depend on the number of negative
eigenvalues of X.
162
Corollary 4.2.28. Suppose X = X† ∈ Mm ⊗Mn is k-block positive with r negative
eigenvalues. Denote the maximal and minimal eigenvalues of X by λmax and λmin,
respectively. Then
λmin
λmax
≥ 1−
⌈
1
2
(
n+m−√(n−m)2 + 4r − 4)⌉
k
and
λmin
λmax
≥ 1− mn(min{m,n} − 1)
mn(k − 1) + (min{m,n} − k)
(
r +
√
mnr−r2
mn−1
)
In general, the first inequality of Corollary 4.2.28 is stronger when r is small
or large (i.e., close to 1 or mn), while the second inequality is stronger when r is
intermediate (i.e., close to mn/2). The following example makes use of the second
inequality when m = n and r = n(n− 1)/2.
Example 4.2.29. Recall from Example 2.1.3 that the transpose map T : Mn →Mn
is positive but not 2-positive. Here we use Corollary 4.2.28 to provide another proof
that T is not 2-positive based solely on the eigenvalues of its Choi matrix.
Recall from Section 2.4 that the Choi matrix of T is the swap operator S, which
is a unitary with n(n+ 1)/2 eigenvalues equal to 1 and n(n− 1)/2 eigenvalues equal
to −1. Let’s assume that T is 2-positive, so S is 2-block positive. If we apply the
second inequality of Corollary 4.2.28 with r = n(n− 1)/2 and k = 2, we have
−1 = λmin
λmax
≥ 1− n
2(n− 1)
n2 + (n− 2)
(
n(n−1)
2
+
√
n3(n−1)/2−n2(n−1)2/4
n2−1
) = −1 + 2
n
> −1.
This gives a contradiction and shows that T is not 2-positive for any n.
One final corollary shows that we now have a complete spectral characterization
of the k-block positivity of Hermitian operators with exactly two distinct eigenvalues.
163
Corollary 4.2.30. Let X = X† ∈ Mm ⊗Mn have two distinct eigenvalues λ1 > λ2.
Then X is k-block positive if and only if
∥∥P−X∥∥S(k) ≤ λ1λ1 − λ2 . (4.14)
Proof. If λ1 and λ2 have the same sign then the result is trivial. We thus assume that
λ1 > 0 and λ2 < 0.
If X is k-block positive, then by condition (a) of Theorem 4.2.23 we know that
‖P−X‖S(k) < 1. Then condition (c) says that
λ1 ≥
∥∥X−∥∥
S(k)
1− ∥∥P−X∥∥S(k) = −λ2
∥∥P−X∥∥S(k)
1− ∥∥P−X∥∥S(k) .
The desired inequality follows easily. To see the other direction of the proof, suppose
inequality (4.14) is satisfied. Then because λ2 < 0 it follows that
∥∥P−X∥∥S(k) < 1.
Simple algebra now shows that condition (b) of Theorem 4.2.23 is satisfied. 
Note that Corollaries 4.2.26, 4.2.27, and 4.2.28 all provide necessary conditions
for k-block positivity of X that depend only on its eigenvalues. A natural question
that can be asked at this point is for a complete characterization of the possible
eigenvalues of k-block positive matrices. That is, what is the structure of the set
Λ ⊂ Rmn with the property that λ ∈ Λ if and only if there is a k-block positive matrix
X = X† ∈Mm⊗Mn with eigenvalues that are the entries of λ? Compare this problem
with the related open problem that asks for the structure of the set Λ ⊂ Rmn with the
property that λ ∈ Λ if and only if every matrix X = X† ∈Mm⊗Mn with eigenvalues
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that are the entries of λ is necessarily separable [Kni03], which was partially solved
in [GB02, VAM01].
A weaker version of our question would be to ask for a tight version of Corol-
lary 4.2.28. That is, what is the minimal value of λmin/λmax for a k-block positive
matrix? We don’t have an answer for either of these questions, but we close by not-
ing that Proposition 2.2.8 provides a spectral test for block positivity that, unlike the
other results of this section, is independent of Theorem 4.2.23.
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Chapter 5
Computational Problems and
Applications
In this chapter we investigate various methods of computing the S(k)-operator
norms and we use these methods to tackle several problems in quantum information
theory. Although all of this work applies immediately to the problems of charac-
terizing separable states, states with a given Schmidt number, and block positive
operators, this chapter focuses on slightly more exotic and unexpected applications
in quantum information theory. In particular, we use the S(k)-norms to investigate
whether or not there exist bound entangled states that have non-positive partial
transpose and to compute the minimum gate fidelity of a quantum channel. We also
connect the S(k)-norms to the maximum output purity of a quantum channel and
the tripartite and quadripartite geometric measure of entanglement, which allows all
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of our results to apply immediately in these varied settings.
5.1 Semidefinite and Conic Programming
We begin by introducing the reader to the theory of semidefinite programs (SDPs)
and conic programs, which are the main tools used throughout this chapter for bound-
ing the S(k)-operator norms. Our introduction is brief and suited to our partic-
ular purposes – for a more general and in-depth introduction and discussion, the
reader is encouraged to read any of a number of other sources including [Ali95, dK02,
Lov03, VB94, WSV00]. Importantly, there are explicit methods that are able to ap-
proximately solve semidefinite programs to any desired accuracy in polynomial time
[GLS93]. We provide several examples of semidefinite programs throughout this sec-
tion, some of which we solve analytically and some of which we solve numerically. For
numerical solutions, we use the YALMIP modelling language [Lo¨f04] and the SeDuMi
solver [Stu99] in MATLAB to carry out the computations.
For our purposes, assume we have a Hermiticity-preserving linear map Φ : Mm →
Mn, two operators A ∈ Mm and B ∈ Mn, and a closed convex cone C ⊆ M+n . Then
the conic program associated with Φ, A, B, and C is defined by the following pair of
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optimization problems:
Primal problem Dual problem
maximize: Tr(AX) minimize: Tr(BY )
subject to: B − Φ(X) ∈ C subject to: Φ†(Y ) ≥ A
X ≥ 0 Y ∈ C◦
(5.1)
In the case when C = M+n , the program (5.1) is called a semidefinite program,
which is the case that will be of most use for us. Recall that the cone of positive
semidefinite operators is its own dual cone, so in this case we have C◦ = M+n as well.
The form (5.1) differs from the standard form of semidefinite programs, but it is
equivalent and better suited to our particular needs, and has been used very recently
to solve other problems in quantum information [Wat09, JJUW10]. The more general
conic form will be used in Section 5.2.2, and the interested reader is directed to [BV04]
for a more thorough introduction to conic programming.
The primal feasible set A and dual feasible set B are defined by
A := {X ≥ 0 : B − Φ(X) ∈ C} and B := {Y ∈ C◦ : Φ†(Y ) ≥ A}.
The optimal values associated with the primal and dual problems are defined to be
α := sup
X∈A
{
Tr(AX)
}
and β := inf
Y ∈B
{
Tr(BY )
}
,
and if A or B is empty then we set α = −∞ or β = ∞, respectively. The functions
being optimized (Tr(AX) and Tr(BY )) are called the objective functions.
Semidefinite and conic programming have a strong theory of duality. Weak duality
tells us it is always the case that α ≤ β. Equality is actually attained for many conic
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programs of interest though, as the following theorem shows.
Theorem 5.1.1 (Strong duality). The following two implications hold for every conic
program of the form (5.1).
1. Strict primal feasibility: If β is finite and there exists an operator X > 0 such that
B − Φ(X) is in the interior of C, then α = β and there exists Y ∈ B such that
Tr(BY ) = β.
2. Strict dual feasibility: If α is finite and there exists an operator Y in the interior of
C◦ such that Φ†(Y ) > A, then α = β and there exists X ∈ A such that Tr(AX) =
α.
There are other conditions that imply strong duality, but the conditions of Theo-
rem 5.1.1 (which are known as Slater-type conditions) will be sufficient for our needs.
Example 5.1.2. Consider the semidefinite program associated with the matrices
A =
[
1 1
1 1
]
and B =
[
2 −1
−1 2
]
and the linear map Φ : M2 →M2 defined by
Φ
([
a b
c d
])
=
[
a+ d 0
0 −a
]
.
To see that strict primal feasibility holds, note that B and Y are both positive semidef-
inite, so β ≥ 0. Furthermore, if we take X = 1
2
[
1 0
0 1
]
> 0 then B − Φ(X) =
1
2
[
2 −2
−2 5
]
> 0. To see that strict dual feasibility holds, note that α is finite be-
cause the first primal constraint guarantees x11 +x22 ≤ 2, which (by positive semidef-
initeness of X) says that x12 + x21 ≤ 2 as well, so α ≤ 4. Furthermore, if we take
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Y =
[
3 0
0 1
]
> 0 then Φ†(Y )−A =
[
1 −1
−1 2
]
> 0. It follows that the primal and dual
problems have the same optimal values (i.e., α = β), and there are specific X ∈ A
and Y ∈ B such that Tr(AX) = Tr(BY ) = α = β. We begin by computing α, β, and
X analytically. We then compute Y via numerically via MATLAB.
If we write X = (xij) and Y = (yij) then the primal and dual forms (5.1) of this
semidefinite program simplify as follows:
Primal problem Dual problem
max.: x11 + x12 + x21 + x22 min.: 2y11 − y12 − y21 + 2y22
s.t.:
[
2− x11 − x22 −1
−1 2 + x11
]
≥ 0 s.t.:
[
y11 − y22 − 1 −1
−1 y11 − 1
]
≥ 0
X ≥ 0 Y ≥ 0
If we now use the fact that a 2× 2 matrix
[
a b
b d
]
is positive semidefinite if and only
if ad ≥ |b|2, we can reduce this semidefinite program to the following:
Primal problem Dual problem
max.: (
√
x11 +
√
x22)
2 min.: 2(y11 −√y11y22 + y22)
s.t.: x211 + 2x22 + x11x22 ≤ 3 s.t.: (y11 − 1)(y11 − y22) ≥ y11
(5.2)
Note that we transformed the constraint X ≥ 0 into x12 + x21 ≤ 2√x11x22. Because
x12 and x21 do not appear in the other constraint, we were free to replace x12 + x21
by 2
√
x11x22 in the primal objective function (and similarly for Y ).
We now use the facts that the constraints and objective functions of (5.2) are
continuous, the variables x11 and x22 are non-negative, and increasing x11 or x22
increases the value of the objective function, to see that we can take equality in the
constraint of the primal problem. Using Lagrange multipliers on the primal problem
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then gives the following system of equations:
1 +
√
x22
x11
+ λ(2x11 + x22) = 0
1 +
√
x11
x22
+ λ(2 + x11) = 0
x211 + 2x22 + x11x22 = 3.
Taking x11 times the first equation minus x22 times the second equation gives λ =
x22−x11
2(x211−x22) . Plugging this into the second equation and using the third equation gives
x22 =
3−x211
2+x11
, and plugging that into the first equation finally gives 2x511+14x
4
11+31x
3
11+
14x211− 27x11− 24 = 0. This polynomial has a unique real root at x11 ≈ 0.9315. This
in turn gives x22 ≈ 0.7274, so the optimal value α of the semidefinite program is
approximately 3.3051, which is attained by the matrix X ≈
[
0.9315 0.8231
0.8231 0.7274
]
.
In order to verify our answer, we can solve this semidefinite program in MATLAB
and see that the optimal solutions to the primal and dual problems are indeed both
approximately 3.3051. Furthermore, we find the following matrix Y that attains the
optimal value in the dual problem:
Y =
2.1317 0.7272
0.7272 0.2480

Observe that y12 = y21 =
√
y11y22, as we noted earlier, and plugging these values into
the dual objective function of (5.2) gives
2(y11 −√y11y22 + y22) ≈ 2(2.1317−
√
2.1317× 0.2480 + 0.2480) ≈ 3.3051,
as desired.
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5.2 Computation of the S(k)-Norms
Although we have seen many properties of the S(k)-norms, we have not yet dis-
cussed the problem of their computation. Proposition 4.2.2 and Theorem 4.1.2 show
that we can compute the S(k)-norm of rank-1 operators efficiently, since the Schmidt
coefficients of a bipartite pure state are easy to compute. However, Corollary 4.2.9
shows that the problem of computing the S(k)-operator norm of an arbitrary pos-
itive operator is equivalent to the problem of determining k-block positivity of an
arbitrary Hermitian operator and is thus likely very difficult. Furthermore, it has
been shown [Gur03, Gha10] that computing the S(1)-norm is NP-hard, so we don’t
expect that there is an efficient method for its computation. Nonetheless, we will see
some techniques that can be used to compute the S(k)-norms in certain cases and in
small dimensions, and at least provide nontrivial bounds in general.
One na¨ıve method we could use to estimate
∥∥X∥∥
S(k)
would be to simply compute∣∣〈w|X|v〉∣∣ for several states |v〉, |w〉 ∈ Cm ⊗ Cn with SR(|v〉), SR(|w〉) ≤ k and take
the largest resulting value. This procedure can be made rigorous via ε-nets [HLW06],
which are finite approximations of the set of states with small Schmidt rank. The
downside of this approach is that the number of states in the ε-net grows exponentially
in m + n and thus becomes infeasible even for moderately large values of m and n.
Instead, most of our methods will stem from semidefinite and conic programming.
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5.2.1 Semidefinite Programs Based on k-Positive Maps
Here we develop a family of semidefinite programs that can be used to provide
upper bounds on the S(k)-operator norm in general and compute it exactly in low-
dimensional cases. Additionally, some simple theoretical results that further establish
the link between the S(k)-norm and k-block positive operators will follow from the
duality theory of semidefinite programming.
Given a positive semidefinite operator X ∈ (Mm ⊗Mn)+ and a natural number
k, we now present a family of semidefinite programs with the following properties:
• Strong duality holds for each semidefinite program.
• The optimal value α of each SDP is an upper bound of ∥∥X∥∥
S(k)
.
• There is a semidefinite program in the family with optimal value α = ∥∥X∥∥
S(k)
.
Let X ∈ (Mm ⊗Mn)+ be a positive semidefinite operator for which we wish to
compute
∥∥X∥∥
S(k)
. Let Φ : Mn → Mn be a fixed k-positive linear map and consider
the following semidefinite program, where we optimize over density operators ρ in the
primal problem and over constants λ ∈ R and operators Y ∈ (Mm ⊗Mn)+ in the
dual problem:
Primal problem Dual problem
max.: Tr(Xρ) min.: λ
s.t.: (idm ⊗ Φ)(ρ) ≥ 0 s.t.: λIm ⊗ In ≥ (idm ⊗ Φ†)(Y ) +X
Tr(ρ) ≤ 1 Y ≥ 0
ρ ≥ 0
(5.3)
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It may not be immediately obvious that this optimization problem is actually
of the form (5.1), so we first check that these problems are indeed duals of each
other and form a valid semidefinite program. To this end, consider the linear map
Ψ : Mm ⊗Mn → (Mm ⊗Mn)⊕M1 defined by
Ψ(ρ) =
[−(idm ⊗ Φ)(ρ) 0
0 Tr(ρ)
]
.
Then the dual map Ψ† : (Mm ⊗Mn)⊕M1 →Mm ⊗Mn is given by
Ψ†
([
Y ∗
∗ λ
])
= λIm ⊗ In − (idm ⊗ Φ†)(Y ).
Finally, setting
A = X and B =
[
0 0
0 1
]
gives the semidefinite program (5.3) in the form (5.1).
We now show that this program satisfies the Slater-type conditions for strong
duality given by Theorem 5.1.1. It is clear that both α and β are finite, as Tr(Xρ) ≤∥∥X∥∥ and λ ≥ 0. Both feasible sets are also non-empty (for example, one could take
ρ to be any separable state, Y = 0, and λ ≥ ∥∥X∥∥). Strong dual feasibility then
follows by choosing any Y > 0 and a sufficiently large λ. Strong primal feasibility is
not necessarily satisfied, however, as there is no guarantee that Φ does not introduce
singularities in ρ (for example, consider the zero map, which is k-positive). We could
restrict the family of k-positive maps that we are interested in if we really desired
strong primal feasibility, but strict dual feasibility is enough for our purposes.
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It follows from condition (b) of Theorem 2.2.5 that, for any k-positive map Φ, the
optimal value of the semidefinite program (5.3) is an upper bound of
∥∥X∥∥
S(k)
– the
supremum in the primal problem is just being taken over a set that is larger than the
set of operators ρ with SN(ρ) ≤ k. This leads to the following theorem.
Theorem 5.2.1. Let X ∈ (Mm ⊗Mn)+. Then
∥∥X∥∥
S(k)
= inf
Y
{
λmax(X + Y ) : Y is k-block positive
}
.
Proof. Because Φ is k-positive if and only if Φ† is k-positive, the dual problem (5.3)
can be rephrased as asking for the infimum of λmax(X + Y ), where the infimum is
taken over a subset of the k-block positive operators Y ∈ Mm ⊗Mn. The preceding
paragraph then showed us that
∥∥X∥∥
S(k)
≤ inf
Y
{
λmax(X + Y ) : Y is k-block positive
}
.
To see that equality is attained, choose Y =
∥∥X∥∥
S(k)
I − X, which we know from
Corollary 4.2.9 is k-block positive. Then
λmax(X + Y ) = λmax(X +
∥∥X∥∥
S(k)
I −X) = ∥∥X∥∥
S(k)
.

In fact, it is not difficult to see that there is a particular k-positive map Φ such
that
∥∥X∥∥
S(k)
is attained as the optimal value of the semidefinite program (5.3) corre-
sponding to Φ – simply let Φ be the map associated with the operator
∥∥X∥∥
S(k)
I −X
via the Choi–Jamio lkowski isomorphism.
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One additional implication of Theorem 5.2.1 is that
∥∥X∥∥
S(k)
≤ λmax(X + Y ) for
all X ∈ (Mm⊗Mn)+ and all k-block positive Y ∈Mm⊗Mn. The following corollary
shows that this can be strengthened into another characterization of k-positivity.
Corollary 5.2.2. Let Y = Y † ∈Mm ⊗Mn. Then Y is k-block positive if and only if
∥∥X∥∥
S(k)
≤ λmax(X + Y ) ∀X ∈ (Mm ⊗Mn)+.
Proof. The “only if” direction of the proof follows immediately from Theorem 5.2.1.
To see the “if” direction, assume that Y is not k-block positive and choose X = cI−Y ,
where c ∈ R is large enough that cI−Y ≥ 0. Then, because Y is not k-block positive,
there exists a vector |v〉 with SR(|v〉) ≤ k such that 〈v|Y |v〉 < 0. Thus
∥∥X∥∥
S(k)
≥ 〈v|(cI − Y )|v〉 = c− 〈v|Y |v〉 > c = λmax(X + Y ).

Recall that if m = 2 and n ∈ {2, 3} then the transpose map T alone is enough to
determine whether or not ρ is separable (i.e., SN(ρ) = 1 if and only if (idm⊗T )(ρ) ≥
0) [HHH96]. It follows that the semidefinite program (5.3) with Φ = T can be used
to compute
∥∥X∥∥
S(1)
for positive operators X ∈ (M2 ⊗M3)+. That is, the infinite
family of semidefinite programs reduces to just a single semidefinite program in this
situation.
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5.2.2 Operator Norms Arising from Other Convex Cones
We now show that many of the results for the S(k)-norms actually hold in the
much more general setting of arbitrary closed convex cones of operators.
Definition 5.2.3. Let X ∈ Mn and let C ⊆ M+n be a closed convex cone such that
span(C) = Mn. Then we define the C-operator norm of X, denoted
∥∥X∥∥C, by
∥∥X∥∥C := sup
ρ∈C
{∣∣Tr(Xρ)∣∣ : Tr(ρ) = 1}.
It is easy to see that the C-operator norm is indeed a valid norm. The only
nontrivial condition is that
∥∥X∥∥C = 0 if and only if X = 0, which follows from the
requirement that span(C) = Mn. Observe also that if C = Sk is the cone of (unnormal-
ized) states with Schmidt number no larger than k and X ≥ 0, then ∥∥X∥∥C = ∥∥X∥∥S(k).
The C-operator norm was studied independently in the case of bipartite systems (i.e.,
when C ⊂Mm ⊗Mn) in [SS12a].
It is trivial to see that if C ⊆ D, where D is another closed convex cone, then∥∥X∥∥C ≤ ∥∥X∥∥D (which gives the familiar inequality ∥∥X∥∥S(k) ≤ ∥∥X∥∥ when C =
Sk). Additionally, several of the characterizations of the S(k)-norms carry over in an
obvious way to this more general setting, as we now demonstrate.
Proposition 5.2.4. Let X ∈M+n . Then cI −X ∈ C◦ if and only if c ≥
∥∥X∥∥C.
Proof. By definition, cI −X ∈ C◦ if and only if
Tr
(
(cI −X)ρ) = c− Tr(Xρ) ≥ 0 ∀ ρ ∈ C,
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which is true if and only if c ≥ ∥∥X∥∥C. 
Now let X ∈M+n and consider the following conic program:
Primal problem Dual problem
maximize: Tr(Xρ) minimize: λ
subject to: Tr(ρ) ≤ 1 subject to: λI ≥ Y +X
ρ ∈ C Y ∈ C◦
(5.4)
It is easy to see that these problems are indeed duals of each other and form a valid
conic program, using the same method as was used in Section 5.2.1 to show that
the semidefinite program (5.3) is valid – we have just not made the restriction that
C = (Mm⊗Mn)+ and we have replaced the map idm⊗Φ by the identity map. Strong
dual duality also holds in this setting. The main difference here is that we have
ρ ∈ C and Y ∈ C◦ rather than ρ, Y ≥ 0 – we could have stated the semidefinite
program (5.3) as a conic program in terms of the cone Sk, but then it would become
less clear how to actually implement the semidefinite programs and compute upper
bounds of
∥∥X∥∥
S(k)
using k-positive maps.
Just as is the case for the S(k)-norms, the theory of semidefinite programming
leads to the following two results. We state them without proof, as their proofs are
almost identical to the proofs of Theorem 5.2.1 and Corollary 5.2.2, respectively.
Theorem 5.2.5. Let X ∈M+n . Then
∥∥X∥∥C = infY {λmax(X + Y ) : Y ∈ C◦}.
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Corollary 5.2.6. Let Y = Y † ∈Mn. Then Y ∈ C◦ if and only if
∥∥X∥∥C ≤ λmax(X + Y ) ∀X ∈M+n .
We now shift focus to one particularly important family of cones and their related
norms. Given any positive linear map Φ : Mn → Mn, there exists a natural closed
convex cone CΦ ⊆ (Mm ⊗Mn)+ associated with Φ:
CΦ :=
{
X ∈ (Mm ⊗Mn)+ : (idn ⊗ Φ)(X) ≥ 0
}
.
Any such cone satisfies the hypotheses of Definition 5.2.3 and hence ‖ · ‖CΦ is indeed
a norm. Furthermore, if X ≥ 0 then we can compute ∥∥X∥∥CΦ to any desired accuracy
via semidefinite programming:
∥∥X∥∥CΦ is exactly what is computed by the semidefinite
program (5.3). It follows that
∥∥X∥∥
S(k)
= infΦ
{∥∥X∥∥CΦ : Φ is k-positive}.
In the case of the transpose map T : Mn → Mn, CT is the cone of unnormalized
PPT states, so the norm ‖ · ‖CT can roughly be thought of as a measure of how close
a given operator is to having positive partial transpose. It is known [Stø09] that the
dual cone of the set of PPT states is given by
C◦T =
{
X = X† ∈Mm ⊗Mn : X = Y + Z for some Y ≥ 0, ZΓ ≥ 0
}
,
where we recall the shorthand notation ZΓ := (idm ⊗ T )(Z). This leads immediately
to the following characterization of ‖ρ‖CT via Theorem 5.2.5.
Proposition 5.2.7. Let ρ ∈ (Mm ⊗Mn)+ be a density operator. Then
‖ρ‖CT = inf
Y
{
λmax(ρ+ Y ) : Y
Γ ≥ 0
}
.
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5.2.3 Computation Based on States with Symmetric Exten-
sions
One of the disadvantages of the semidefinite programs of Section 5.2.1 was that
they required you to have a good selection of k-positive maps at your disposal to
get good upper bounds. Furthermore, it generally is not clear how close the optimal
value of one of the semidefinite programs is to the true value of
∥∥X∥∥
S(k)
. We tackle
both of these problems in this section by presenting a different family of semidefinite
programs that can be used to compute
∥∥X∥∥
S(k)
, using the ideas of [DPS04].
Much like before, strong duality holds for each semidefinite programs to be pre-
sented, and each semidefinite program returns an upper bound on
∥∥X∥∥
S(k)
. However,
the semidefinite programs of this section also have the following properties:
• the family of semidefinite programs is indexed by the nonnegative integers.
There is no need for k-positive maps in the construction of the semidefinite
programs;
• if αs is the optimal value of the s-th SDP, then α1 ≥ α2 ≥ · · · ≥
∥∥X∥∥
S(k)
; and
• lim
s→∞
αs =
∥∥X∥∥
S(k)
and we can bound the difference of αs and
∥∥X∥∥
S(k)
.
The s-th semidefinite program in our infinite family is based on states with an
s-bosonic symmetric extension, so many of the properties of such states presented in
Section 2.4.1 will have natural analogues here. For example, it is generally the case
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that αs 
∥∥X∥∥
S(k)
for all s, but in fact we have α1 =
∥∥X∥∥
S(k)
in the case when
0 ≤ X ∈M2 ⊗M2.
The Family of SDPs in the k = 1 Case
We begin by presenting the family of semidefinite programs in the k = 1 case,
since their construction is significantly simpler in this case. Let 0 ≤ X ∈ Mn ⊗Mn
be an operator whose S(1)-norm we wish to calculate. Let s ≥ 1 and consider
the following semidefinite program where we optimize in the primal problem over
ρ ∈ M⊗(s+1)n and we optimize in the dual problem over operators W ∈ M⊗(s+1)n . We
use Tr[s−1](·) to denote the partial trace over the first s−1 copies of Mn. Furthermore,
we define PSs to be the symmetric projection on (Cn)⊗s and, for brevity, we define
P := (PSs ⊗ I) ∈M⊗(s+1)n .
Primal problem Dual problem
max.: Tr(XTr[s−1](ρ)) min.:
∥∥P ((I⊗(s−1)n ⊗X) +W Γ)P∥∥
s.t.: PρP = ρ s.t.: W ≥ 0
Tr(ρ) ≤ 1
ρ, ρΓ ≥ 0
(5.5)
Note that we may choose the partial transpotion in the condition ρΓ ≥ 0 to be
with respect to any subsystems of our choosing, but we will choose the transposition
to take place on the last bs/2c subsystems, as this will allow us to use existing
results to compute error bounds for this semidefinite program. Also observe that
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the semidefinite program (5.5) has an equality constraint that is not present in the
general form of semidefinite (or conic) programs (5.1) presented earlier. This is not a
problem, however, as any semidefinite program together with equality constraints can
be transformed into a semidefinite program with only inequality constraints [Wat04].
The operator W in the semidefinite program (5.5) acts as a “witness” that proves
an upper bound on the S(1)-norm, much like entanglement witnesses prove that a
state is entangled. The witness W can also be thought of as playing a role that is dual
to the states |v〉 in the supremum that defines ∥∥X∥∥
S(1)
: while any given separable
state |v〉 proves a lower bound 〈v|X|v〉 on ∥∥X∥∥
S(1)
, any given W ≥ 0 proves the upper
bound
∥∥P ((I⊗(s−1)n ⊗X) +W Γ)P∥∥.
To see that the optimization problems (5.5) are indeed duals of each other and can
be put in form (5.1), let A = P (I
⊗(s−1)
n ⊗X)P ∈ M⊗(s+1)n and define Φ : M⊗(s+1)n →
M1 ⊕ (M⊗(s+1)n )⊕3 and B ∈M1 ⊕ (M⊗(s+1)n )⊕3 by
Φ(ρ) =

Tr(PρP ) 0 0 0
0 −(PρP )Γ 0 0
0 0 PρP − ρ 0
0 0 0 ρ− PρP
 and B =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
Then
Tr(Aρ) = Tr
(
P (I⊗(s−1)n ⊗X)Pρ
)
= Tr
(
(I⊗(s−1)n ⊗X)ρ
)
= Tr(XTr[s−1](ρ)),
so the primal problem associated with this choice of Φ, A, and B is indeed the primal
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problem of (5.5). To see that the dual problem is as claimed, note that
Φ†


λ ∗ ∗ ∗
∗ W ∗ ∗
∗ ∗ Z1 ∗
∗ ∗ ∗ Z2

 = P (λI −W Γ + Z1 − Z2)P − Z1 + Z2,
where we have used ∗ to denote entries in the nullspace of Φ†. Thus the dual problem
becomes:
min.: λ
s.t.: λP ≥ P ((I⊗(s−1)n ⊗X) +W Γ − Z1 + Z2)P + Z1 − Z2
W,Z1, Z2 ≥ 0
To simplify the above problem, define Z = Z1 − Z2 to be a general Hermitian
operator. It is straightforward to see that the Z−PZP portion of the above constraint
cannot serve to decrease λ, so we can choose Z = 0 without loss of generality. The
dual problem thus simply asks to minimize the maximal eigenvalue of P ((I
⊗(s−1)
n ⊗
X) + W Γ)P . In other words, it asks to minimize
∥∥P ((I⊗(s−1)n ⊗ X) + W Γ)P∥∥, as
claimed.
To see the strong duality holds for each of the given semidefinite programs, we
note that we could write the program as a conic program over the cone C := {ρ :
PρP = ρ, ρ ≥ 0}. Then the state ρ = P (appropriately normalized) satisfies all of
the equality constraints of the primal problem, is in the relative interior of the cone
C, and satisfies the remaining primal inequality (ρΓ ≥ 0) strictly. Slater’s condition
then tells us that strong duality holds, so the primal and dual pair of semidefinite
programs (5.5) have the same optimal value.
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Note that in the semidefinite program (5.5) we included just a single partial trans-
position constraint, ρΓ ≥ 0 (where we recall that this partial transpose is with respect
to the ds/2e− bs/2c cut). We could have included partial transpose constraints with
respect to other cuts as well. However, we will see that some information about how
quickly αs approaches
∥∥X∥∥
S(1)
is known in this case of just one partial transpose. The
optimal values in the case of multiple partial transposes certainly approach
∥∥X∥∥
S(1)
at least as quickly, but it is not known if they approach strictly faster (i.e., if the
additional computational overhead is really worth it). Furthermore, we will see that
the above semidefinite program is only solvable on current hardware up to about
s = 3 anyway, at which point there are only two independent partial transposition
conditions.
Based on Proposition 4.2.4 and the fact that the set of states with an s-symmetric
extension approaches the set of separable states as s→∞, it is clear that α1 ≥ α2 ≥
· · · ≥ ∥∥X∥∥
S(1)
and lim
s→∞
αs =
∥∥X∥∥
S(1)
. In fact, for operators 0 ≤ X ∈ M2 ⊗M2 we
even have α1 =
∥∥X∥∥
S(1)
because of the fact that ρΓ ≥ 0 if and only if ρ is separable
in this case.
One variant of the semidefinite programs (5.5) that is particularly useful is the one
that arises by removing the partial transposition requirement ρΓ ≥ 0. In this case, the
optimal values of the semidefinite programs still approach
∥∥X∥∥
S(1)
from above (albeit
more slowly in general), but the dual problem simplifies to simply asking for the value
of
∥∥P (I⊗s−1n ⊗X)P∥∥, and thus we don’t even need to use semidefinite programming
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techniques to find the optimal values. Indeed, we simply have
∥∥X∥∥
S(1)
= lim
s→∞
∥∥P (I⊗s−1n ⊗X)P∥∥. (5.6)
Error Bounds in the k = 1 Case
One of the biggest advantages of the family of semidefinite programs based on
symmetric extensions over the semidefinite programs based on positive maps is that
there are explicit bounds on how far away the optimal value of the s-th semidefinite
program is from
∥∥X∥∥
S(1)
in this setting. In the statement of the following theorem, αs
is the optimal value of the semidefinite program (5.5) and βs :=
∥∥P (I⊗s−1n ⊗X)P∥∥ is
the optimal value of the same semidefinite program without the partial transposition
constraint. Also, the quantity gs is defined as in [NOP09] by
gs :=

min
{
1− x : P (n−2,0)s/2+1 (x) = 0
}
if s is even
min
{
1− x : P (n−2,1)(s+1)/2 (x) = 0
}
if s is odd
,
where P
(α,β)
n (x) are the Jacobi polynomials [AS72].
Theorem 5.2.8. Let 0 ≤ X ∈Mn ⊗Mn. Then
αs ≥
∥∥X∥∥
S(1)
≥
(
1− ngs
2(n− 1)
)
αs +
gs
2(n− 1)λmin(X) and
βs ≥
∥∥X∥∥
S(1)
≥ s
n+ s
βs +
1
n+ s
λmin(X),
where λmin(X) is the minimal eigenvalue of X.
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Proof. We have already seen why the left inequalities hold, so we only need to show
the right inequalities. We begin with the second inequality. It is known [NOP09,
Theorem 2] that if ρ has an s-bosonic symmetric extension, then
s
n+ s
ρ+
1
n+ s
Tr2(ρ)⊗ In (5.7)
is separable. Then
∥∥X∥∥
S(1)
= sup
σ
{
Tr(Xσ) : σ is separable
}
≥ sup
ρ
{
Tr
(
X( s
n+s
ρ+ 1
n+s
Tr2(ρ)⊗ In)
)
: ρ has s-BSE
}
= sup
ρ
{ s
n+ s
Tr(Xρ) +
1
n+ s
Tr
(
X(Tr2(ρ)⊗ In)
)
: ρ has s-BSE
}
≥ s
n+ s
βs +
1
n+ s
λmin(X).
The corresponding inequality for αs follows similarly from using [NOP09, Theo-
rem 3], which says that if ρ has as s-bosonic symmetric extension with positive partial
transpose with respect to the ds/2e − bs/2c cut, then(
1− ngs
2(n− 1)
)
ρ+
gs
2(n− 1)Tr2(ρ)⊗ In
is separable. Then
∥∥X∥∥
S(1)
= sup
σ
{
Tr(Xσ) : σ is separable
}
≥ sup
ρ
{
Tr
(
X((1− ngs
2(n−1))ρ+
gs
2(n−1)Tr2(ρ)⊗ In)
)
: ρ has s-PPT BSE
}
= sup
ρ
{(
1− ngs
2(n−1)
)
Tr(Xρ) + gs
2(n−1)Tr
(
X(Tr2(ρ)⊗ In)
)
: ρ has s-PPT BSE
}
≥
(
1− ngs
2(n− 1)
)
αs +
gs
2(n− 1)λmin(X).
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
Since lim
s→∞
gs = 0, it is clear that the bounds of Theorem 5.2.8 all approach
∥∥X∥∥
S(1)
as s→∞.
The Family of SDPs in the k ¿ 1 Case
The family of semidefinite programs used to compute
∥∥X∥∥
S(1)
can be modified
using the techniques of Section 2.4.2 to compute
∥∥X∥∥
S(k)
for arbitrary k. As before,
fix s ≥ 1. We now consider the following semidefinite program where we optimize in
the primal problem over ρ˜ ∈ (Mk ⊗Mn)⊗(s+1) and we optimize in the dual problem
over operators W ∈ (Mk⊗Mn)⊗(1+2). We use Tr[s−1](·) to denote the partial trace over
the first s− 1 copies of (Mk ⊗Mn). Furthermore, we define PSs to be the symmetric
projection on (Ck⊗Cn)⊗s and, for brevity, we define P := (PSs⊗I) ∈ (Mk⊗Mn)⊗(s+1).
Primal problem
max.: Tr((|ψ+〉〈ψ+| ⊗X)Tr[s−1](ρ˜))
s.t.: P ρ˜P = ρ˜
Tr
(
(〈ψ+| ⊗ I)Tr[s−1](ρ˜)(|ψ+〉 ⊗ I)
)
= 1
ρ˜, ρ˜Γ ≥ 0
(5.8)
We do not give explicit details to show that the above optimization problem is
indeed a semidefinite program for two reason. Firstly, the details are almost exactly
the same as in the k = 1 case. Secondly, we will now show that these semidefinite
programs in the k > 1 case are not of much practical computational use anyway.
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Error Bounds in the k ¿ 1 Case
We now compute bounds on how far away the optimal value of the semidefinite
program (5.8) can be from
∥∥X∥∥
S(k)
. As in the k = 1 case, αs is the optimal value of
the semidefinite program (5.8) and βs is the optimal value of the same semidefinite
program without the partial transposition constraint. The quantity gs is also the
same as it was before.
Theorem 5.2.9. Let 0 ≤ X ∈Mn ⊗Mn. Then
αs ≥
∥∥X∥∥
S(k)
≥
(
1− n
2gs
(2 + gsn)(n− 1)
)
αs +
gs
(2 + gsn)(n− 1)Tr(X) and
βs ≥
∥∥X∥∥
S(k)
≥ s
n2 + s
βs +
1
n2 + s
Tr(X).
Proof. As in the k = 1 case, the left inequalities are trivial, so we only need to
show the right inequalities. We begin with the second inequality. Note that if ρ˜ has
an s-BSE and is normalized so that Tr
(
(〈ψ+| ⊗ I)ρ˜(|ψ+〉 ⊗ I)
) ≤ 1 then we can add
1
n+s
((I−Tr2(ρ))⊗I) to the separable operator (5.7) to see that the following operator
is separable and satisfies the same normalization condition as ρ˜:
s
n2 + s
ρ˜+
1
n2 + s
I ⊗ I. (5.9)
The remainder of the proof mimics the proof of Theorem 5.2.8, and note that σ˜ is
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assumed to satisfy the same normalization condition as ρ˜:
∥∥X∥∥
S(k)
= sup
σ
{
Tr(Xσ) : SN(σ) ≤ k}
= sup
σ˜
{
Tr
(
(|ψ+〉〈ψ+| ⊗X)σ˜
)
: σ˜ is separable
}
≥ sup
ρ˜
{
Tr
(
(|ψ+〉〈ψ+| ⊗X)( sn2+s ρ˜+ 1n2+sI ⊗ I)
)
: ρ˜ has s-BSE
}
= sup
ρ˜
{
s
n2+s
Tr
(
(|ψ+〉〈ψ+| ⊗X)ρ˜
)
+ 1
n2+s
Tr
(|ψ+〉〈ψ+| ⊗X) : ρ˜ has s-BSE}
≥ s
n2 + s
βs +
1
n2 + s
Tr(X).
The proof of the corresponding inequality involving βs is extremely similar. 
Note that the bounds provided by Theorem 5.2.9 are significantly worse than the
bounds in the k = 1 case provided by Theorem 5.2.8. For one thing, the lower bounds
do not depend on k at all (other than than inherent dependence of αs and βs on k),
so we expect that these lower bounds are quite poor when k is small relative to n.
On the other hand, these semidefinite programs in the k > 1 case also seem to
perform quite a bit worse than their k = 1 counterparts when s is small. Even in
the extremely simple case of X = |ψ+〉〈ψ+| ∈ M3 ⊗M3 and k = 2, we found that
βs > 0.9999 for 1 ≤ s ≤ 7, even though we saw in Example 4.2.3 that
∥∥X∥∥
S(2)
= 2/3.
Based on Theorem 5.2.9, we know that
∥∥X∥∥
S(2)
≥ s+1
s+9
βs for all s ≥ 1, so we may not
see a value of βs that is significantly different from 1 until
s+1
s+9
> 2
3
(i.e., s > 15).
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5.2.4 Examples
The methods of computing the S(k)-operator norms introduced in Sections 5.2.1
and 5.2.3 have been implemented in MATLAB. In order to test the semidefinite
programs, we will need a theoretical result to compare the computed results to. To
test the semidefinite programs of Section 5.2.1, we analytically compute the S(k)-
norms of the family of Werner states [Wer89b] and compare the exact answers to the
computational results. We also look at the operator norms of randomly generated
states from the Bures measure. To test the semidefinite programs of Section 5.2.3,
we return to the matrix of Example 4.2.6.
We begin by deriving the S(k)-norm of Werner states. Recall that, given a real
number α ∈ [−1, 1], the Werner state ρα ∈Mn ⊗Mn is defined by
ρα :=
1
n(n− α)(I − αS),
where S is the swap operator. The following result shows that if α ≤ 0 then ∥∥ρα∥∥S(k) =∥∥ρα∥∥ for all k. If α > 0 then ∥∥ρα∥∥S(1) is smaller, but the rest of the S(k)-norms are
all equal to
∥∥ρα∥∥.
Proposition 5.2.10. Let ρα ∈Mn ⊗Mn be a Werner state. Then
‖ρα‖S(1) = 1 + |min{α, 0}|
n(n− α) and
∥∥ρα∥∥S(k) = 1 + |α|n(n− α) for 2 ≤ k ≤ n.
Proof. Throughout the proof, we will work with the operator Xα := n(n − α)ρα =
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I − αS to simplify the algebra. To see the result when α ≤ 0, note that for any k,
∥∥Xα∥∥S(k) = ∥∥I − αS∥∥S(k) ≤ ∥∥I∥∥S(k) − α∥∥S∥∥S(k) = 1− α,
where the inequality comes from the triangle inequality and the rightmost equality
comes from the fact that
∥∥S∥∥
S(k)
= 1, which is easily verified. To see the other
inequality, choose |v〉 := |1〉 ⊗ |1〉 and observe that
〈v|X|v〉 = (〈1| ⊗ 〈1|)(I − αS)(|1〉 ⊗ |1〉) = 1− α
n∑
i,j=1
〈1|i〉〈j|1〉〈1|j〉〈i|1〉 = 1− α.
On the other hand, if α ≥ 0, then for any vector |v〉 = |a〉 ⊗ |b〉, it follows that
〈v|Xα|v〉 = (〈a| ⊗ 〈b|)(I − αS)(|a〉 ⊗ |b〉) = 1− α(〈a| ⊗ 〈b|)(|b〉 ⊗ |a〉) = 1− α|〈a|b〉|2 ≤ 1.
Furthermore, equality can easily be seen to be attained when |v〉 = |1〉 ⊗ |2〉, which
shows that
∥∥Xα∥∥S(1) = 1. To see the result for k ≥ 2 and α ≥ 0, use the triangle
inequality again to see that
∥∥Xα∥∥S(k) ≤ 1 + α. To show that equality is attained,
let |v〉 = 1√
2
(|1〉 ⊗ |2〉 − |2〉 ⊗ |1〉) and observe that 〈v|Xα|v〉 = 1 + α. Since |v〉 has
SR(|v〉) = 2, the result follows. 
The performance of the semidefinite programs of Section 5.2.1 for the S(1)-norm is
analyzed in Table 5.1. If the transpose map is used, then we know that the semidefinite
program must give exactly ‖ρα‖S(1) when n = 2, which it does. In fact, the positive
map Φ defined by Φ(X) = Tr(X)I −X (see Example 2.2.3) that is used as the basis
of the reduction criterion also gives the correct answer in this case. For n = 3, the
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Upper bound computed using...
n α Exact ‖ρα‖S(1) Φ(X) = XT Φ(X) = Tr(X)I −X
2 1/2 1/3 0.3333 0.3333
2 −1/2 3/10 0.3000 0.3000
3 1/2 2/15 0.1333 0.2000
3 −1/2 1/7 0.1429 0.1429
Table 5.1: The exact S(1)-operator norm of various Werner states as well as the
computed upper bounds obtained by using the semidefinite program defined by one
of two different positive linear maps.
transpose map still happens to give the correct answer, though the reduction map
gives a strict upper bound when α > 0.
As another example, we consider random density operators distributed accord-
ing to the Bures measure [Bur69, Uhl76], which can be generated via the method
of [OSZ˙10]. We now investigate the general behaviour of the S(k)-norms of a density
operator in M2 ⊗M2 and M3 ⊗M3 relative to its eigenvalues.
In particular, Figure 5.1 shows how the S(1)-norm is distributed compared to the
two largest eigenvalues λ3 ≤ λ4 in M2 ⊗M2, based on 2 × 106 randomly-generated
density operators. It is not surprising that the S(1)-norm lies between λ3 and λ4,
since λ4 is equal to the S(2)-norm and Theorem 4.2.14 says that the S(n− 1)-norm
in Mn ⊗Mn is always at least as big as the second-largest eigenvalue. We see in this
case that the S(1)-norm typically is much closer to λ4 than λ3.
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Figure 5.1: Approximate distributions of the S(1)-operator norm and the two largest
eigenvalues of random Bures density operators in M2 ⊗M2.
The S(1)-norm in this case was computed using the semidefinite programming
method of Section 5.2. A similar plot was presented in [GPM+10] for what was called
the maximal expectation value among product states, which coincides with the S(1)-
norm for positive semidefinite operators. There it was similarly observed that this
value typically lies closer to λ4 than λ3 under the Hilbert–Schmidt measure.
Figure 5.2 shows how the S(1)- and S(2)-norms typically compare to the two
largest eigenvalues λ8 ≤ λ9 in M3 ⊗M3, based on 105 randomly-generated density
operators. As before, it is not surprising that the S(2)-norm lies between λ8 and λ9.
However, Theorem 4.2.14 also showed that there exist density operators ρ ∈M3⊗M3
for which λ5 ≤ ‖ρ‖S(1) < λ6. This situation seems to be extremely rare, as ‖ρ‖S(1)
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generally lies between λ8 and λ9.
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Figure 5.2: Approximate distributions of the S(1)- and S(2)-operator norms, as well
as the two largest eigenvalues of random Bures density operators in M3 ⊗M3.
Because the semidefinite programming method of Section 5.2 does not produce
the exact value for the S(1)- and S(2)-norms in M3 ⊗M3, the values of the norms
used for Figure 5.2 are estimates that were derived from a simple genetic algorithm.
We now present an example to make use of the semidefinite programs of Sec-
tion 5.2.3.
Example 5.2.11. Recall the density matrix
ρ =
1
8

5 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
 (5.10)
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that was introduced in Example 4.2.6. We begin by showing that ‖ρ‖S(1) = 18(3+2
√
2).
First, let |v〉 = |aa〉, where |a〉 =
√
2+
√
2
2
|1〉 +
√
2−√2
2
|2〉. Straightforward compu-
tation reveals that
〈aa|ρ|aa〉 = 1
128
[
2 +
√
2,
√
2,
√
2, 2−√2]

5 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1


2 +
√
2√
2√
2
2−√2

=
1
128
[
2 +
√
2,
√
2,
√
2, 2−√2]

12 + 6
√
2
4 + 2
√
2
4 + 2
√
2
4 + 2
√
2

=
1
128
(
(36 + 24
√
2) + (4 + 4
√
2) + (4 + 4
√
2) + 4
)
=
1
8
(3 + 2
√
2).
Thus ‖ρ‖S(1) ≥ 18(3 + 2
√
2). To see the opposite inequality, we use the s = 1
version of the semidefinite program (5.5). In particular, define
W =
1
16

2
√
2− 2 −1 −1 0
−1 2√2 + 2 −2 −1
−1 −2 2√2 + 2 −1
0 −1 −1 2√2 + 2
 .
It is easy to verify that W ≥ 0 (its eigenvalues are 0,
√
2
8
,
√
2
16
, and 2+
√
2
16
), so the
semidefinite program (5.5) (or equivalently, Theorem 5.2.1) says that ‖ρ‖ ≤ ∥∥ρ+W Γ∥∥.
A simple calculation reveals that
∥∥ρ + W Γ∥∥ = 1
8
(3 + 2
√
2), so the desired inequality
follows.
Notice that the semidefinite program (5.5) gives the correct value of ‖ρ‖S(1) already
in the s = 1 case here, as we knew it would, since ρ ∈M2⊗M2. In larger dimensions,
we cannot expect the upper bounds constructed in this way to be tight for s = 1.
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We also cannot expect the bounds to be tight for any fixed s if we ignore the partial
transposition constraint, as we now illustrate.
Define βs :=
∥∥P (I⊗sn ⊗X)P∥∥, where P is as it was in Equation (5.6). Table 5.2
shows the value of βs for s ≤ 20, as computed by MATLAB. As expected, the values of
βs start at ‖ρ‖ = 0.75 when s = 1 and then decrease as s increases. Furthermore, the
values of βs seem to be decreasing to ‖ρ‖S(1) = 18(3 + 2
√
2) ≈ 0.7286, as they should.
The lower bounds provided by Theorem 5.2.8 similarly are increasing to ‖ρ‖S(1) – the
lower bound when s = 1 is 0.2500, while the lower bound computed when s = 20 is
0.6635.
s βs s βs s βs s βs
1 0.7500 6 0.7329 11 0.7310 16 0.7302
2 0.7405 7 0.7323 12 0.7308 17 0.7301
3 0.7368 8 0.7318 13 0.7306 18 0.7300
4 0.7349 9 0.7315 14 0.7304 19 0.7300
5 0.7337 10 0.7312 15 0.7303 20 0.7299
Table 5.2: Upper bounds for the S(1)-norm of the density matrix ρ given by Equa-
tion (5.10). Observe that β1 = ‖ρ‖ and βs seems to be decreasing to ‖ρ‖S(1) ≈ 0.7286,
as expected.
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5.3 Bound Entanglement
Recall from Section 2.3.2 the NPPT bound entanglement problem, which asked
whether or not there exists a state ρ such that (ρΓ)⊗r is 2-block positive for all r ≥ 1.
Also recall that it is enough to consider the NPPT bound entanglement problem on
the Werner states [HH99, Wer89b]
ρα :=
1
n(n− α)(I − αS) ∈Mn ⊗Mn,
where α ∈ [−1, 1] and S is the swap operator.
Because the partial transpose of Werner states have only two distinct eigenvalues
(as noted in the proof of the following proposition), Corollary 4.2.30 applies to this
situation and the S(k)-operator norms are a natural tool for approaching this problem.
The following result is a starting point.
Proposition 5.3.1. Let ρα ∈Mn⊗Mn be a Werner state. Then ρΓα is k-block positive
if and only if α ≤ 1
k
.
Proof. Simply note that (n2 − αn)ρΓα = I − αn|ψ+〉〈ψ+| has only two distinct eigen-
values: 1 and 1− αn. Corollary 4.2.30 then implies that ρΓα is k-block positive if and
only if
∥∥|ψ+〉〈ψ+|∥∥S(k) ≤ 1αn . We saw in Example 4.2.3 that ∥∥|ψ+〉〈ψ+|∥∥S(k) = kn , so
the result follows. 
The special case k = n of the above proposition is very well-known and states
that ρα is PPT if and only if α ≤ 1n . Moreover, Proposition 5.3.1 shows that Werner
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states cannot be bound entangled for α > 1
2
, which is also well-known. It has been
conjectured that Werner states are bound entangled for all α ≤ 1
2
; this is exactly the
set of values for which ρΓα is 2-positive.
Although we now have determined k-block positivity of ρΓα, determining k-block
positivity (or even 2-block positivity) of (ρΓα)
⊗r for r > 1 is not so simple in general
because the projection onto the negative eigenspaces is no longer rank-1, so we cannot
exactly compute its S(k)-norm. Additionally, (ρΓα)
⊗r has more than two distinct
eigenvalues in general so we can no longer use Corollary 4.2.30. To simplify the
problem somewhat, consider the α = 2
n
case. Notice that this value of α is in the
“region of interest” (1/n, 1/2] if and only if n ≥ 4 – an assumption that we make for
the remainder of this section.
In this case, the operator X := (n2−2)ρ2/n = I−2|ψ+〉〈ψ+|Γ has eigenvalues 1 and
−1, so (XΓ)⊗r has only those two distinct eigenvalues regardless of r. Corollary 4.2.30
then says that ρ2/n is bound entangled if and only if
∥∥P−n,r∥∥S(2) ≤ 12 for all r ≥ 1, where
P−n,r is the projection onto the −1 eigenspace of (ρΓ2/n)⊗r. This procedure mirrors the
approach attempted in [PPHH10] to find a bound entangled NPPT Werner state,
though that paper considers the n = 4 case exclusively.
Before using the computational techniques introduced in this chapter to estimate∥∥P−n,r∥∥S(2), we show that in the limit as r tends to infinity, it is not possible to do any
better than
∥∥P−n,r∥∥S(2) ≤ 12 . More precisely, we show that
lim
r→∞
∥∥P−n,r∥∥S(2) ≥ 12 .
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To prove this claim, observe that
P−n,1 = |ψ+〉〈ψ+| ∈Mn ⊗Mn,
P−n,r = (I − P−n,1)⊗ P−n,r−1 + P−n,1 ⊗ (I − P−n,r−1) ∀ r ≥ 2.
(5.11)
In particular, this means that rank(P−n,1) = 1 and rank(P
−
n,r) = rank(P
+
n,r−1) + (n
2 −
1)rank(P−n,r−1) for all r ≥ 2. Standard techniques for solving recurrence relations then
show that rank(P−n,r) =
1
2
(n2r − (n2 − 2)r) for all r ≥ 1. Plugging this into the lower
bound
∥∥P−n,r∥∥S(2) ≥ (nr − 2)rank(P−n,r−1)n2r(nr − 1) + 1nr − 1 ,
which follows from throwing away the square root term in Inequality (4.10), reveals
that
∥∥P−n,r∥∥S(2) ≥ (nr − 2)(n2r − (n2 − 2)r)2n2r(nr − 1) + 1nr − 1
=
nr − 2
2(nr − 1) −
(nr − 2)(n2 − 2)r − 2n2r
2n2r(nr − 1) .
It is not difficult to verify that the lower bound on the right is always, for n ≥ 4,
strictly less than 1
2
. Furthermore, as r →∞, the rightmost fraction tends to zero and
the left fraction tends to 1
2
. This shows that, asymptotically, 1
2
is the smallest that
we could ever hope
∥∥P−n,r∥∥S(2) to be. We have thus proved the following.
Theorem 5.3.2. The Werner state ρ2/n is bound entangled if and only if
lim
r→∞
∥∥P−n,r∥∥S(2) = 12 .
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In order to make progress on the NPPT bound entanglement problem via The-
orem 5.3.2, we now present the best bounds that we have on
∥∥P−n,r∥∥S(2). Although
these S(2)-norms are still unknown, we can analytically compute the S(1)-norm of
each of these projections using the semidefinite programming method of the previous
sections.
Proposition 5.3.3. Let P−n,r be the projection defined by Equations (5.11). Then
∥∥P−n,r∥∥S(1) = 12 − 12
(
1− 2
n
)r
.
Proof. To see the “≥” inequality, consider the separable vector |v〉 := |11〉⊗|11 · · · 1〉 ∈
(Cn)⊗2 ⊗ (Cn)⊗2r−2. Then define the quantity
cn,r := 〈v|P−n,r|v〉.
It follows that
cn,r = 〈11|(I − P−n,1)|11〉〈11 · · · 1|P−n,r−1|11 · · · 1〉
+ 〈11|P−n,1|11〉〈11 · · · 1|(I − P−n,r−1)|11 · · · 1〉
=
n− 1
n
cn,r−1 +
1
n
(1− cn,r−1)
=
(
1− 2
n
)
cn,r−1 +
1
n
.
Standard methods for solving recurrence relations yield cn,r =
1
2
− 1
2
(
1− 2
n
)r
. Noting
that
∥∥P−n,r∥∥S(1) ≥ cn,r gives the desired inequality.
To see the “≤” inequality, we will use the dual form of the semidefinite pro-
gram (5.3) with the transpose map Φ1(X) := X
T . To this end, notice that if λmaxn,r is
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the maximal eigenvalue of (P−n,r)
Γ, then λmaxn,r I − (P−n,r)Γ is positive semidefinite and
so Theorem 5.2.1 says that
∥∥P−n,r∥∥S(1) ≤ ∥∥P−n,r + (λmaxn,r I − (P−n,r)Γ)Γ∥∥ = ∥∥λmaxn,r I∥∥ = λmaxn,r .
In order to compute λmaxn,r , let us consider the partial transpose of the family of pro-
jections (5.11):
(P−n,1)
Γ =
1
n
S ∈Mn ⊗Mn,
(P−n,r)
Γ =
1
n
S ⊗ (I − (P−n,r−1)Γ) + (I −
1
n
S)⊗ (P−n,r−1)Γ ∀ r ≥ 2.
It is clear that the eigenvectors of (P−n,r)
Γ are each of the form |x〉 ⊗ |y〉 for some
eigenvector |x〉 of S and some eigenvector |y〉 of (P−n,r−1)Γ. If we recall that the
eigenvalues of S are ±1, it follows that
λmaxn,r = max
{
(1− 2
n
)λmaxn,r−1 +
1
n
, (1 +
2
n
)λmaxn,r−1 −
1
n
}
.
If λmaxn,r−1 ≤ 12 then (1+ 2n)λmaxn,r−1− 1n ≤ (1− 2n)λmaxn,r−1 + 1n ≤ 12 , so it follows via induction
(and the fact that λmaxn,1 =
1
n
≤ 1
2
) that λmaxn,r = (1− 2n)λmaxn,r−1 + 1n . We already saw that
this recurrence relation has the closed form λmaxn,r =
1
2
− 1
2
(
1− 2
n
)r
, which finishes the
proof. 
Proposition 5.3.3 shows that not only does
∥∥P−n,r∥∥S(2) approach 1/2 from below
as r → ∞, but even ∥∥P−n,r∥∥S(1) does, and it does so exponentially quickly. One way
to tackle the problem of computing
∥∥P−n,r∥∥S(2) would be to hope that ∥∥P−n,r∥∥S(1) =∥∥P−n,r∥∥S(2) – we now show that this is not the case. It is worth pointing out that the
201
following proposition shows the best lower and upper bounds on
∥∥P−n,r∥∥S(2) that we
have.
Proposition 5.3.4. Let n ≥ 3 and let P−n,r be the projection defined by Equa-
tions (5.11). Then
∥∥P−n,r∥∥S(2) ≥ 12 −
(
1
2
− 1
n− 2
)(
1− 2
n
)r
and (5.12)
∥∥P−n,r∥∥S(2) ≤ 1− (1− 2n
)r
. (5.13)
Proof. Inequality (5.13) simply follows from Proposition 5.3.3 and Theorem 4.2.13.
For Inequality (5.12), we construct a specific vector |v〉 ∈ (Cn)⊗2r with SR(|v〉) = 2
such that 〈v|P−n,r|v〉 is the given quantity.
To this end, let |v〉 = 1√
2
(|11〉 ⊗ |11 · · · 1〉+ |22〉 ⊗ |11 · · · 1〉) ∈ (Cn)⊗2⊗ (Cn)⊗2r−2
and define the following quantity:
cn,r := 〈11 · · · 1|P−n,r|11 · · · 1〉.
We already saw in the proof of Proposition 5.3.3 that cn,r =
1
2
− 1
2
(
1− 2
n
)r
. Thus we
get (omitting some messy algebra at the start of the calculation):
〈v|P−n,r|v〉 =
n− 1
n
cn,r−1 +
1
n
(1− cn,r−1)− 1
n
cn,r−1 +
1
n
(1− cn,r−1)
=
n− 4
n
cn,r−1 +
2
n
=
n− 4
2n
− n− 4
2n
(
1− 2
n
)r−1
+
2
n
=
1
2
−
(
1
2
− 1
n− 2
)(
1− 2
n
)r
,
as desired. 
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We believe that the lower bound in Proposition 5.3.4 is in fact tight, which we
now state formally as a conjecture.
Conjecture 5.3.5. Let n ≥ 3 and let P−n,r be the projection defined by Equations (5.11).
Then
∥∥P−n,r∥∥S(2) = 12 −
(
1
2
− 1
n− 2
)(
1− 2
n
)r
.
Conjecture 5.3.5, if true, immediately implies that NPPT bound entangled states
exist via Theorem 5.3.2. In the r = 1 case, the conjecture reduces to the statement∥∥P−n,1∥∥S(2) = 2n , which was proved in Example 4.2.3. When r = 2, the conjecture
says that
∥∥P−n,2∥∥S(2) = 3n−4n2 , which was proved in [PPHH10, Proposition 6] under
the additional assumption that the supremum that defines
∥∥P−n,2∥∥S(2) is attained by a
vector |v〉 such that mat(|v〉) is normal. The conjecture in general remains open for
all r ≥ 2.
For the remainder of this section we consider concrete consequences of Inequal-
ity 5.13. In particular, we provide a range of values for α and n so that ρα ∈Mn⊗Mn
is r-copy undistillable (note that α and n both depend on r, so we do not provide a
single state that is r-copy undistillable for all r).
Theorem 5.3.6. Let n, r ∈ N be such that p := (n−2)r
nr−(n−2)r ≥ 1. If r is odd and α ≤
1
n
( r
√
p+ 1) or if r is even and α ≤ 1
n
( r−1
√
p+ 1), then the Werner state ρα ∈Mn⊗Mn
is r-copy undistillable.
Proof. Let p be as in the statement of the theorem and let α = 1
n
( 2dr/2e−1
√
p+ 1). The
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eigenvalues of (ρ⊗rα )
Γ are
(1− αn)m for m = 0, 1, . . . , r.
Well, p ≥ 1 implies that α ≥ 2
n
, so the minimal positive eigenvalue λ+min of (ρ
⊗r
α )
Γ is
1, and its maximal (in absolute value) negative eigenvalue λ−max is (1 − αn)2dr/2e−1.
We thus have
λ+min = 1 = (αn− 1)2dr/2e−1
(( n
n− 2
)r
− 1
)
≥ λ−max
‖P−n,r‖S(2)
1− ‖P−n,r‖S(2)
,
where the second equality comes from the fact that α = 1
n
(
2dr/2e−1
√
(n−2)r
nr−(n−2)r + 1
)
,
and the final inequality comes from Inequality (5.13). Now by condition (b) of Theo-
rem 4.2.23, we have that (ρ⊗rα )
Γ is 2-block positive, and hence the result follows. 
Note that the value p of Theorem 5.3.6 is such that p ≥ 1 if and only if n ≥ 2 r
√
2
r√2−1 .
Thus, for any r ≥ 1, there is always some non-PPT Werner state that is r-copy
undistillable as long as the dimension n is large enough. In fact, the dimension grows
roughly linearly: 2
r√2
r√2−1 is asymptotic to
2
ln(2)
r + 1. Also, if p ≥ 1 then the result
immediately implies that the α = 2/n Werner state is r-copy undistillable. It is not
difficult to see that if ρα ∈Mn⊗Mn is r-copy undistillable then ρα ∈Mm⊗Mm is also
r-copy undistillable for any m ≤ n, so we then immediately arrive at the following
slightly weaker (but much simpler) corollary of Theorem 5.3.6.
Corollary 5.3.7. If α ≤ min{2/n, ln(2)/(r + 3 ln(2) − 1)} then ρα ∈ Mn ⊗Mn is
r-copy undistillable.
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Similar results about r-copy undistillability of Werner states have appeared in the
literature in the past [BR03]. Notably, in [LBC+00] it was shown that, for any fixed
n ≥ 3, there exist NPPT Werner states that are r-copy undistillable, though the
region that was shown to be r-copy undistillable shrinks exponentially with r. Our
result is stronger in that our regions shown to be r-copy undistillable shrink only like
1/r. On the other hand, for each fixed n our result only gives a region of NPPT
r-copy undistillability for r ≤ ln(2)(n− 3) + 1.
5.4 Minimum Gate Fidelity
If a quantum channel U satisfies U(ρ) = UρU † for some unitary operator U , U
is called a unitary channel. Unitary channels are exactly the channels that do not
introduce mixedness (i.e., decoherence) into states and thus they are often the types
of channels that are meant to be implemented in experimental settings. However, no
implementation of a channel is perfect – errors are introduced that cause the channel
that is implemented to not actually be unitary. The gate fidelity is a useful tool for
comparing how well the implemented quantum channel E approximates the desired
unitary channel U . Gate fidelity is a function defined on pure states as follows:
FE,U(|v〉) := F(E(|v〉〈v|),U(|v〉〈v|)) = 〈v|U †E(|v〉〈v|)U |v〉,
where we recall from Section 3.2.3 that F(·, ·) is the fidelity between states.
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Without loss of generality, we can assume U = I by noting that
〈v|U †E(|v〉〈v|)U |v〉 = 〈v|(U † ◦ E)(|v〉〈v|)|v〉,
so FE,U = FU†◦E,idn . For brevity, we will use the shorthand FE := FE,idn , which can
be thought of as measuring how much noise the channel E introduces to a given pure
state.
The two most well-studied distance measures based on the gate fidelity are the
average gate fidelity FE [HHH99, Nie02, BOS+02, GLN05, EAZ˙05] and the minimum
gate fidelity [NC00, GLN05]
FminE := min|v〉 FE(|v〉), (5.14)
which are obtained by either averaging (via the Fubini-Study measure [BZ˙06]) or
minimizing over all pure states |v〉, respectively. The minimum gate fidelity has the
interpretation as the most noise that E can introduce into a quantum system. It
makes sense then that one might want instead to minimize F(E(ρ), ρ) over all mixed
states ρ. The reason we minimize over pure states is that joint concavity of fidelity
implies that minimizing over mixed states ρ gives the exact same quantity FminE as
minimizing over pure states |v〉 – proofs of this fact are contained in [NC00, Section
9.3] and [GLN05, Section IV.C].
It is well-known that the average gate fidelity is easily-computable, and many
formulas for computing it have appeared over the years [HHH99, JK11c, Nie02].
Similarly, formulas for the variance and higher-order moments of the gate fidelity have
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been derived [MBKE11, PMM11]. However, computing the minimum gate fidelity
has proved to be much more difficult – some partial results are known [KGBO09,
LRK+11], but no easy method of calculation is known in general. In this section, we
make significant progress on this problem by showing that the minimum gate fidelity
can be written in terms of the S(1)-norm, which allows all of the computational
methods and inequalities already presented to apply in this setting. Furthermore, we
show that computing the minimum gate fidelity of an arbitrary quantum channel is
NP-hard.
Our starting point is the following simple lemma, which shows how minimum gate
fidelity is related to separable states. Note that for this result, and the remainder of
this section, we assume that the transpose in the partial transposition map is applied
to the first subsystem (i.e., XΓ = (T ⊗ id)(X)). This assumption just simplifies some
algebra – most of our results do not depend on which subsystem the transpose is
applied to.
Lemma 5.4.1. Let Φ : Mm →Mn be a linear map and let |v〉 ∈ Cm, |w〉 ∈ Cn. Then
〈x|Φ(|v〉〈w|)|y〉 = 〈wx|CΓΦ|vy〉.
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Proof. The proof is by simple algebra.
〈wx|CΓΦ|vy〉 =
m∑
i,j=1
〈wx|(T (|i〉〈j|)⊗ Φ(|i〉〈j|))|vy〉
=
m∑
i,j=1
〈w|j〉〈i|v〉〈x|Φ(|i〉〈j|)|y〉
= 〈x|Φ(( m∑
i=1
〈i|v〉|i〉)(
m∑
j=1
〈w|j〉〈j|))|y〉
= 〈x|Φ(|v〉〈w|)|y〉.

In particular, Lemma 5.4.1 says that FE(|v〉) = 〈vv|CΓE |vv〉.
5.4.1 Connection with the S(1)-Norm
We now demonstrate how the minimum gate fidelity can be written in terms of
the S(1)-operator norm. Recall from Section 2.4 that PS is the orthogonal projection
onto the symmetric subspace of Cn ⊗ Cn.
Theorem 5.4.2. Let E : Mn →Mn be a quantum channel and let λmax be the maximal
eigenvalue of PSCΓEPS . Then
FminE = λmax −
∥∥PS(λmaxI − CΓE )PS∥∥S(1).
Proof. Using Lemma 5.4.1 with Φ := E reveals that
FminE = min|v〉
{〈vv|CΓE |vv〉} = λmax −max|v〉 {〈vv|(λmaxI − CΓE )|vv〉}. (5.15)
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For convenience, define X := PS(λmaxI − CΓE )PS . Notice that X is positive semidefi-
nite. Also note that
max
|v〉
{〈vv|(λmaxI − CΓE )|vv〉} ≤ max|v〉,|w〉{〈vw|X|vw〉} = ∥∥X∥∥S(1),
where the equality follows from Proposition 4.2.4. To see that the opposite inequality
holds as well (and hence complete the proof), suppose |w〉 6= |v〉 and observe that
PS |vw〉 = 12(|vw〉+ |wv〉) is a scalar multiple of a symmetric state with Schmidt rank
2. It follows via the Takagi factorization that we can write PS |vw〉 = α|xx〉 + β|yy〉
for some |x〉, |y〉 ∈ Cn and α, β ≥ 0. Suppose without loss of generality that
〈xx|X|xx〉 ≥ 〈yy|X|yy〉.
Now write X in its Spectral Decomposition as X =
∑
i λi|vi〉〈vi| and define the
ith component of two vectors x′ and y′ by x′i :=
√
λi|〈vi|xx〉| and y′i :=
√
λi|〈yy|vi〉|.
Applying the Cauchy–Schwarz inequality to x′ and y′ shows
|〈yy|X|xx〉| ≤
√
〈xx|X|xx〉
√
〈yy|X|yy〉 ≤ 〈xx|X|xx〉.
Putting all of this together shows that
〈vw|X|vw〉 = (α〈xx|+ β〈yy|)X(α|xx〉+ β|yy〉)
= α2〈xx|X|xx〉+ αβ(〈xx|X|yy〉+ 〈yy|X|xx〉) + β2〈yy|X|yy〉
≤ (α2 + β2)〈ρρ|X|ρρ〉+ αβ(|〈ρρ|X|σσ〉|+ |〈σσ|X|ρρ〉|)
≤ (α2 + 2αβ + β2)〈xx|X|xx〉
= (α + β)2〈xx|X|xx〉.
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Thus, if we can prove that α + β ≤ 1 then we are done. To this end, first note
that without loss of generality we can assume that 〈x|y〉 is real, simply by adjusting
the global phase between |x〉 and |y〉 appropriately. Now recall from the Takagi
factorization that α and β are the square roots of the eigenvalues of the matrix
AA† :=
1
4
(|x〉〈y|+ |y〉〈x|)(|y〉〈x|+ |x〉〈y|)
=
1
4
(|x〉〈x|+ 〈x|y〉(|y〉〈x|+ |x〉〈y|) + |y〉〈y|).
It is easily verified that eigenvectors of AA† are |x〉±|y〉 and the associated eigenvalues
are 1
4
(〈x|y〉 ± 1)2. If we add the square roots of these eigenvalues, we get
α + β =
1
2
∣∣〈x|y〉+ 1∣∣+ 1
2
∣∣〈x|y〉 − 1∣∣ = 1,
where the final equality follows from the fact that −1 ≤ 〈x|y〉 ≤ 1. 
The inequalities of Section 4.2.2 and the computational methods from earlier in
this chapter now all immediately apply to the minimum gate fidelity. We present a
brief selection of these results here for completeness.
Corollary 5.4.3. Let E : Mn →Mn be a quantum channel. Denote the eigenvalues of
PSCΓEPS supported on PS by λ1 ≥ λ2 ≥ · · · ≥ λn(n+1)/2 (i.e., these are the eigenvalues
of PSCΓEPS with n(n−1)/2 zero eigenvalues removed). Let αj be the maximal Schmidt
coefficient of the eigenvector corresponding to λj. Then
max
j
{(λ1 − λj)α2j} ≤ λ1 −FminE ≤ min
{
λ1 − λn(n+1)/2,
∑
j
(λ1 − λj)α2j
}
.
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Proof. The fact that λ1 − FminE ≤ λ1 − λn(n+1)/2 follows immediately from Theo-
rem 5.4.2 and the fact that ‖ · ‖S(1) ≤ ‖ · ‖. The other upper bound of λ1 − FminE
follows from Theorem 4.1.2 and Proposition 4.2.10. The lower bound can be derived
by using the spectral decomposition to write
PSCΓEPS =
∑
j
λj|vj〉〈vj|.
If |v〉 ∈ Cn ⊗Cn is the separable state corresponding to the maximal Schmidt coeffi-
cient αj of |vj〉 then
〈v|PS(λ1I − CΓE )PS |v〉 =
∑
i
(λ1 − λi)|〈vi|v〉|2
= (λ1 − λj)α2j +
∑
i 6=j
(λ1 − λi)|〈vi|v〉|2
≥ (λ1 − λj)α2j .
The corresponding lower bound follows by letting j range from 1 to n(n+ 1)/2. 
When n = 2, the S(1)-norm can be efficiently computed to any desired accuracy
via the semidefinite programs of either Section 5.2.1 or 5.2.3. As a corollary of this
fact, we now have a semidefinite program for efficiently computing the minimum gate
fidelity of qubit channels E : M2 →M2. The primal and dual forms of the semidefinite
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program in question are as follows:
Primal problem
minimize: λ1 − Tr
(
PS(λ1I − CΓE )PSρ
)
subject to: ρ, ρΓ ≥ 0
Tr(ρ) ≤ 1
Dual problem
maximize: λ1 −
∥∥Y Γ + PS(λ1I − CΓE )PS∥∥
subject to: Y ≥ 0
By using MATLAB to solve this semidefinite program, we are able to approximate
the distribution of the minimum gate fidelity when n = 2. Figure 5.3 shows the
distribution of FminE and FE when the quantum channel E is chosen by picking a
Haar-uniform unitary U ∈M4 ⊗M2 and setting E(ρ) ≡ Tr1(U(|1〉〈1| ⊗ ρ)U †).
When n ≥ 3, we no longer have a single semidefinite program that computes FminE ,
but rather we have to use the entire hierarchy of semidefinite programs introduced in
Section 5.2.3.
5.4.2 Computational Complexity
In light of Theorem 5.4.2, it is perhaps not surprising that computing minimum
gate fidelity is NP-hard, since computing the S(1)-norm in general is NP-hard. We
now show that computing minimum gate fidelity is indeed also NP-hard. In fact, we
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Figure 5.3: Approximate distributions of FminE and FE when n = 2, based on 5 · 105
randomly-generated qubit channels.
show that computing minimum gate fidelity is NP-hard even for the relatively small
class of channels that are entanglement-breaking and self-dual.
Theorem 5.4.4. The problem of computing FminE is NP-hard, even given the promise
that E is entanglement-breaking and E = E†.
Proof. It was noted in [Ioa07] that computing
max
x∈Rn,‖x‖=1
{ n∑
i,j=1
x2ix
2
jaij
}
(5.16)
is NP-hard, even given the promise that A = (aij) is a symmetric traceless 0–1 matrix.
Assume for the remainder of the proof that A ∈Mn is such a matrix.
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Let D : Mn →Mn be the completely depolarizing map defined by D(X) = Tr(X)n I
and let SA : Mn → Mn be the Schur map defined by clSA(X) = A ∗ X, where ∗
denotes the Schur (i.e., entrywise) product. Define E := D − 1
n2(n−1)SA. The map
E is easily seen to be trace-preserving since D is trace-preserving and Tr(A) = 0.
Also, E is clearly self-dual since each of D and SA are self-dual. Its Choi matrix is
easily seen to be separable by [GB02, Theorem 1]. The map E is thus a self-dual
entanglement-breaking quantum channel, and its minimum gate fidelity is
FminE = min|v〉
{〈v|E(|v〉〈v|)|v〉}
=
1
n
[
1− 1
n(n− 1) max|v〉
{〈v|( n∑
i,j=1
vivjaij|i〉〈j|
)|v〉}]
=
1
n
[
1− 1
n(n− 1) max|v〉
{ n∑
i,j=1
|vi|2|vj|2aij
}]
=
1
n
[
1− 1
n(n− 1) maxx∈Rn,‖x‖=1
{ n∑
i,j=1
x2ix
2
jaij
}]
.
Since performing the maximization on the right is NP-hard, so is computing FminE . 
It is worth briefly dwelling on the fact that Theorem 5.4.4 implies that optimiza-
tions of the form
sup
|v〉
{〈vv|X|vv〉}
are NP-hard to approximate. This demonstrates that determining whether or not an
operator is a so-called symmetric witness [TG10] (i.e., an entanglement witness for
symmetric states) is also NP-hard.
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5.5 Superoperator Norms and Maximum Output
Purity
In this section we establish a connection between the S(k)-operator norms and
the induced Schatten superoperator norms ‖ · ‖q→p in the q = 1, p = ∞ case. First,
we recall that for a linear map Φ : Mm →Mn, we define
∥∥Φ∥∥
1→∞ := sup
X
{∥∥Φ(X)∥∥ : ∥∥X∥∥
tr
= 1
}
.
It has been shown [Wat05] that if Φ is completely positive (or even just 2-positive
[Aud09, Sza10]) then this supremum is attained by a positive semidefinite matrix
X, in which case the supremum can be rephrased as an optimization over density
matrices or over pure states:
∥∥Φ∥∥
1→∞ = sup
ρ
{∥∥Φ(ρ)∥∥} = sup
|v〉
{∥∥Φ(|v〉〈v|)∥∥},
where the second equality follows easily from convexity of the operator norm. If Φ
is a quantum channel, then this quantity is known as the maximum output purity
of Φ [AHW00, DR05], a term that can be motivated by observing that for quantum
channels,
∥∥Φ∥∥
1→∞ ≤ 1 always and
∥∥Φ∥∥
1→∞ = 1 if and only if there exists a density
matrix ρ such that Φ(ρ) is a pure state. The maximum output purity also equals the
p =∞ case of the maximal p-norm of a quantum channel [Dat04, Kin03, KNR05].
Maximum output purity and maximal p-norms have received a lot of attention
lately because they are closely related to several important additivity conjectures
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in quantum information theory [AB04, AH02, Hay07, Hol06, HW08, Kin02, Kin03,
WH02, Win07]. It is known [Wat05] that for any linear map and any integer k ≥ 1,∥∥Φ∥∥
1→∞ =
∥∥idk ⊗ Φ∥∥1→∞, so the norm ‖ · ‖1→∞ is equal to its completely bounded
counterpart. However, there is another completely bounded version of this norm that
in general is not equal to ‖ · ‖1→∞ itself and is also connected to some additivity
conjectures [DJKR06].
For a completely positive map Φ : Mm → Mn and an integer k ≥ 1, consider the
following norm:
∥∥Φ∥∥′
k,1→∞ := sup|v〉
{∥∥(idk ⊗ Φ)(|v〉〈v|)∥∥∥∥Tr2(|v〉〈v|)∥∥ : |v〉 ∈ Ck ⊗ Cm
}
.
Observe in particular that ‖ · ‖′1,1→∞ = ‖ · ‖′1→∞. We also define
∥∥Φ∥∥′
cb,1→∞ :=
supk≥1
{∥∥Φ∥∥
k,1→∞
}
and note that this norm stabilizes in the sense that ‖ · ‖′cb,1→∞ =
‖ · ‖′min{m,n},1→∞. Our main result of this section says that the norm
∥∥Φ∥∥′
k,1→∞ is
actually very familiar for us – it simply equals the S(k)-operator norm of the Choi
matrix of Φ.
Theorem 5.5.1. Let Φ : Mm → Mn be a completely positive linear map and let
1 ≤ k ≤ min{m,n}. Then
∥∥Φ∥∥′
k,1→∞ =
∥∥CΦ∥∥S(k).
216
Proof. Begin by writing
∥∥Φ∥∥′
k,1→∞ = sup|v〉
{‖(idk ⊗ Φ)(|v〉〈v|)‖
‖Tr2(|v〉〈v|)‖
}
= sup
|v〉,|w〉
{
1
α21
〈w|(idk ⊗ Φ)(|v〉〈v|)|w〉
}
,
(5.17)
where the supremums are taken over pure states |v〉 ∈ Ck ⊗ Cm and |w〉 ∈ Ck ⊗ Cn,
and α1 is the maximal Schmidt coefficient of |v〉. In the second equality, we used
the fact that if |v〉 = ∑ki=1 αi|xi〉 ⊗ |vi〉 is a Schmidt decomposition of |v〉, then
Tr2(|v〉〈v|) =
∑k
i=1 α
2
i |xi〉〈xi|, so
∥∥Tr2(|v〉〈v|)∥∥ = α21.
Now we can write |w〉 = ∑ki=1 βi|xi〉 ⊗ |wi〉 with each βi real and non-negative
– observe that we have chosen the vectors on the first subsystem to be the same as
those in the Schmidt decomposition of |v〉. In this case the normalization condition∥∥|w〉∥∥ = 1 implies that ∑ki=1 β2i = 1, but this decomposition in general will not
be a Schmidt decomposition, as the set of vectors
{|wi〉} in general will not be
orthonormal. Carrying on from Equation (5.17) now gives
∥∥Φ∥∥′
k,1→∞ = sup|v〉,|w〉
{
1
α21
k∑
i,j,r,s=1
αrαsβiβj〈xiwi|(idk ⊗ Φ)(|xrvr〉〈xsvs|)|xjwj〉
}
,
= sup
|v〉,|w〉
{
1
α21
k∑
i,j=1
αiαjβiβj〈wi|Φ(|vi〉〈vj|)|wj〉
}
.
Now we can use Lemma 5.4.1 to see that
∥∥Φ∥∥′
k,1→∞ = sup|v〉,|w〉
{
1
α21
k∑
i,j=1
αiαjβiβj〈viwi|CΦ|vjwj〉
}
= sup
|v〉,|w〉
{〈v˜|CΦ|v˜〉},
where |v˜〉 := ∑ki=1 αiβiα1 |viwi〉. It is clear that |v˜〉 is a (not necessarily normalized)
vector with Schmidt rank no larger than k. We can see that
∥∥|v˜〉∥∥ ≤ 1 by defining
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two vectors α, β ∈ Rk as follows:
α :=
1
α21
(
α21, . . . , α
2
k
)T
, β :=
(
β21 , . . . , β
2
k
)T
.
Then ‖α‖∞ = ‖β‖1 = 1, so Ho¨lder’s inequality tells us that
∥∥|v˜〉∥∥ = ∑ki=1 α2i β2iα21 =
α†β ≤ 1. It follows that ∥∥Φ∥∥′
k,1→∞ ≤
∥∥CΦ∥∥S(k).
To see the other inequality, choose |v〉 so that α1 = · · · = αk = 1/
√
k. Then
we have |v˜〉 = ∑ki=1 βi|viwi〉, which is a general pure state with SR(|v˜〉) ≤ k, which
shows that
∥∥Φ∥∥′
k,1→∞ ≥
∥∥CΦ∥∥S(k) and completes the proof. 
In the k = 1 case, Theorem 5.5.1 says that the maximum output purity of a
quantum channel is equal to the S(1)-norm of that channel’s Choi matrix – a result
that was originally observed in [NOP09]. The other extreme is also a known result –
Theorem 10 of [DJKR06] showed that if Φ is completely positive then
∥∥Φ∥∥′
cb,1→∞ =∥∥CΦ∥∥, which is exactly the k = min{m,n} case of Theorem 5.5.1.
It is also worth pointing out that another simple method of calculating
∥∥Φ∥∥′
cb,1→∞
follows from the main result of [Jen06], where it was shown that if ΦC is the com-
plementary channel of Φ then
∥∥Φ∥∥′
cb,1→∞ =
∥∥ΦC∥∥. By [Pau03, Proposition 3.6],
it then follows that
∥∥Φ∥∥′
cb,1→∞ =
∥∥ΦC(I)∥∥. As a corollary of this, we see that∥∥CΦ∥∥ = ∥∥ΦC(I)∥∥.
As for calculating
∥∥Φ∥∥′
k,1→∞ when k < min{m,n}, we can now make use of the
semidefinite programming techniques from Sections 5.2.1 and 5.2.3, much like we did
for computing minimum gate fidelity in Section 5.4. Many other corollaries follow
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easily as well, such as NP-hardness of computing the norm ‖ · ‖1→∞, as well as the
following inequalities:
Corollary 5.5.2. Let Φ : Mm →Mn be a completely positive linear map with canon-
ical Kraus representation Φ(ρ) =
∑
iAiρA
†
i , with the set of operators
{
Ai
}
forming
an orthogonal set in the Hilbert–Schmidt inner product. Then
∥∥Φ∥∥′
k,1→∞ ≤
∑
i
∥∥Ai∥∥2(k,2).
Furthermore, if Φ has just one Kraus operator then equality holds.
Proof. By using Theorem 5.5.1 and then Proposition 4.2.10, we see that if {λi} is the
set of eigenvalues of CΦ with associated eigenvectors {|vi〉}, then
∥∥Φ∥∥′
k,1→∞ =
∥∥CΦ∥∥S(k) ≤∑
i
|λi|
∥∥|vi〉∥∥2s(k).
Now recall from Section 2.2.1 that the canonical Kraus operators
{
Ai
}
of Φ are the
matricization of
√
λi|vi〉, from which we have |λi|
∥∥|vi〉∥∥2s(k) = ∥∥Ai∥∥2(k,2). The desired
inequality follows immediately.
To see the final claim, simply note that Φ can be represented with a single Kraus
operator if and only if CΦ has rank one. Proposition 4.2.2 then shows that equality
is attained. 
In the k = 1 case, Corollary 5.5.2 simply says that
∥∥Φ∥∥′
1→∞ ≤
∑
i
∥∥Ai∥∥2, which
follows easily from the definition of
∥∥Φ∥∥′
1→∞. Indeed, for any particular ρ ∈Mm, we
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have
∥∥Φ(ρ)∥∥ = ∥∥∥∥∥∑
i
AiρA
†
i
∥∥∥∥∥ ≤∑
i
∥∥Ai∥∥∥∥ρ∥∥∥∥A†i∥∥ ≤∑
i
∥∥Ai∥∥2,
from which the desired inequality follows easily.
5.6 Tripartite and Quadripartite Geometric Mea-
sure of Entanglement
Recall the geometric measure of entanglement, introduced in Section 3.3.5, which
is defined in terms of the maximal overlap between a given pure state and a sepa-
rable state. In the bipartite case, the geometric measure of entanglement is easy to
calculate, as it is essentially the s(1)-vector norm. In particular, if |v〉 ∈ Cm⊗Cn has
Schmidt coefficients α1 ≥ α2 ≥ · · · ≥ 0 then
E(|v〉) = 1− ∥∥|v〉∥∥2
s(1)
=
min{m,n}∑
i=2
α2i .
We now consider the tripartite case (i.e., the case of three subsystems) and show
that it has a similar relationship with the S(1)-operator norm. Let |v〉 ∈ Cn1 ⊗Cn2 ⊗
Cn3 be a pure state. Then
E(|v〉) = 1− sup
|w1〉,|w2〉,|w3〉
{∣∣(〈w1| ⊗ 〈w2| ⊗ 〈w3|)|v〉∣∣2}. (5.18)
Let’s now write |v〉 in its Schmidt decomposition |v〉 = ∑i αi|ai〉 ⊗ |bi〉, where we
decompose it over the first tensor product (so |ai〉 ∈ Cn1 and |bi〉 ∈ Cn2 ⊗Cn3). If we
220
fix |w2〉 and |w3〉 and only take the supremum over |w1〉 in Equation (5.18), we see
that the supremum is attained when |w1〉 = (In1 ⊗ 〈w2| ⊗ 〈w3|)|v〉 =
∑
i
(
αi(〈w2| ⊗
〈w3|)|bi〉
)|ai〉. Plugging this into (5.18) gives
E(|v〉) = 1− sup
|w2〉,|w3〉

∣∣∣∣∣∑
i
αi〈w1|ai〉(〈w2| ⊗ 〈w3|)|bi〉
∣∣∣∣∣
2

= 1− sup
|w2〉,|w3〉

∣∣∣∣∣∑
i,j
αiαj〈bj|(|w2〉 ⊗ |w3〉)〈aj|ai〉(〈w2| ⊗ 〈w3|)|bi〉
∣∣∣∣∣
2

= 1− sup
|w2〉,|w3〉

∣∣∣∣∣(〈w2| ⊗ 〈w3|)
(∑
i
α2i |bi〉〈bi|
)
(|w2〉 ⊗ |w3〉)
∣∣∣∣∣
2

= 1− ∥∥Tr1(|v〉〈v|)∥∥2S(1).
Of course, there is nothing special about the first subsystem – we could just as
easily have let either |w2〉 or |w3〉 vary, in which case we would have ended up tracing
out the second or third subsystem, respectively. We state this result as the following
theorem, which also appeared in [NOP09]:
Theorem 5.6.1. Let |v〉 ∈ Cn1 ⊗ Cn2 ⊗ Cn3. Then
1− E(|v〉) = ∥∥Tr1(|v〉〈v|)∥∥2S(1) = ∥∥Tr2(|v〉〈v|)∥∥2S(1) = ∥∥Tr3(|v〉〈v|)∥∥2S(1).
As was the case with maximum output purity and minimum gate fidelity, we
can now use the semidefinite programming techniques of Sections 5.2.1 and 5.2.3 to
compute the tripartite geometric measure of entanglement. A particularly interest-
ing corollary is that even though the geometric measure of entanglement is easily-
computable in the bipartite case, computing the geometric measure of entanglement
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of a state |v〉 ∈ (Cn)⊗p when p ≥ 3 is an NP-hard problem.
In fact, we could extend the methods that were used to prove Theorem 5.6.1
to the case of more than three subsystems – as before, we just fix all but one of
the vectors that we optimize over. Working through the calculation reveals that if
|v〉 ∈ Cn1 ⊗ · · · ⊗ Cnp , then
E(|v〉) = 1− sup
|wi〉∈Cni
{(〈w2| ⊗ · · · ⊗ 〈wp|)Tr1(|v〉〈v|)(|w2〉 ⊗ · · · ⊗ |wp〉)} . (5.19)
By using the natural multipartite extension of symmetric extensions [DPS05], this
quantity can be computed using semidefinite programming techniques that are similar
to those of Section 5.2.3.
In the quadripartite case (i.e., the case of four subsystems), we would compute
E(|v〉) by using symmetric extensions to perform the optimization (5.19) over tripar-
tite separable states. However we can actually reduce the problem slightly further,
just like the tripartite geometric measure of entanglement, to the problem of comput-
ing the S(1)-norm.
Theorem 5.6.2. Let |v〉 ∈ Cm ⊗ Cm ⊗ Cn ⊗ Cn and let A|v〉 ∈ Mm ⊗ Mn be the
operator associated with |v〉 via the linear isomorphism that maps the vector |x1〉 ⊗
|x2〉 ⊗ |y1〉 ⊗ |y2〉 to the operator |x2〉〈x1| ⊗ |y2〉〈y1|. Then
E(|v〉) = 1− ∥∥A|v〉∥∥2S(1).
Proof. First note that the isomorphism described by the theorem can be seen as a
quadripartite version of the vector-operator isomorphism, and in fact is the exact
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same isomorphism that was used in proof of the k = 1 case of Proposition 4.2.21. If
we write
|v〉 =
∑
i
ci|vi〉 ⊗ |xi〉 ⊗ |yi〉 ⊗ |zi〉,
then for any |w1〉 ⊗ |w2〉 ⊗ |w3〉 ⊗ |w4〉 ∈ Cm ⊗ Cm ⊗ Cn ⊗ Cn we have
(〈w1| ⊗ 〈w2| ⊗ 〈w3| ⊗ 〈w4|)|v〉 =
∑
i
ci〈w1|vi〉〈w2|xi〉〈w3|yi〉〈w4|zi〉
=
∑
i
ci〈w2|xi〉〈vi|w1〉〈w4|zi〉〈yi|w3〉
= (〈w2| ⊗ 〈w4|)
(∑
i
ci|xi〉〈vi| ⊗ |zi〉〈yi|
)
(|w1〉 ⊗ |w3〉)
= (〈w2| ⊗ 〈w4|)A|v〉(|w1〉 ⊗ |w3〉).
The result follows easily by taking the absolute value and then the supremum over
|w1〉, |w2〉, |w3〉, and |w4〉. 
Recall that many of our results on the S(k)-norms, including the semidefinite
program methods for their computation, only hold in the case when the operator
under consideration is positive semidefinite. In Theorem 5.6.2, the operator A|v〉 in
general is not positive semidefinite and so we are better off using Equation (5.19) to
compute the quadripartite geometric measure of entanglement. Nevertheless, there is
one important special case that is of interest – the case when |v〉 is real and symmetric
(i.e., |v〉 ∈ S, where S is the symmetric subspace of Cn ⊗ Cm ⊗ Cn ⊗ Cn).
The geometric measure of entanglement of symmetric states has been extensively
studied recently [HMM+08, HMM+09, WG03, WS10]. In particular, the question
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of whether or not the state that optimizes the geometric measure of entanglement
can be chosen to be symmetric when |v〉 is symmetric was an open question that
was recently solved in the affirmative in [HKW+09]. By using the isomorphism of
Theorem 5.6.2 we then arrive at the following simple corollary, which can be thought
of as a symmetric version of Proposition 4.2.4.
Corollary 5.6.3. Let X ∈ Mn ⊗Mn be such that X = XT = XΓ = SX, where S is
the swap operator. Then
∥∥X∥∥
S(1)
= sup
|v〉
{
(〈v| ⊗ 〈v|)X(|v〉 ⊗ |v〉)}.
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Chapter 6
Connections with Operator Theory
In this chapter we link central areas of study in operator theory with the various
norms and cones investigated throughout the previous chapters. More specifically, we
connect recent investigations in operator space and operator system theory [Pau03,
Pis03] with the norms of Chapter 4 and the cones of separable and block positive
operators. We also connect all of these areas of study with mapping cones [Stø86]
and right CP-invariant cones. As benefits of this combined perspective, we obtain
new results and new elementary proofs in all of these areas.
We begin by investigating abstract operator spaces (i.e., matricially normed spaces)
on complex matrices. We show that a well-known family of operator spaces, which
are referred to as the “k-minimal” and “k-maximal” operator spaces [OR04], give
rise to the S(k)-operator norms introduced in Chapter 4. We use this connection
to finally derive an expression for the dual of the S(k)-norm, and we see that this
225
dual norm exactly characterizes Schmidt number. We introduce completely bounded
norms between arbitrary operator spaces, and we show that the completely bounded
norm on the k-minimal operator space stabilizes in a manner very similar to the
standard completely bounded norm.
We then investigate abstract operator spaces (i.e., matricially ordered spaces) on
complex matrices and see that many analogous results hold. We show that the “k-
super maximal” and “k-super minimal” operator systems on Mn [Xha09, Xha12] give
rise to the (unnormalized) states with Schmidt number no larger than k and the k-
block positive operators, respectively. We also show that the completely positive maps
between these different operator systems are simply the k-positive and k-superpositive
maps. Furthermore, we connect the dual of a version of the completely bounded
minimal operator space norm to the separability problem and extend recent results
about how trace-contractive maps can be used to detect entanglement. We see that
the maps that serve to detect quantum entanglement via norms are roughly the
completely contractive maps on the minimal operator space on Mn.
Finally, we finish by considering the relationships between right CP-invariant
cones, mapping cones, semigroup cones, and abstract operator systems. We show
that every abstract operator system gives a natural right CP-invariant cone, and con-
versely every right CP-invariant cone gives an abstract operator system. In the case
of mapping cones, we show that the associated operator systems have a property that
we call “super-homogeneity”, and we also provide an analogous result for semigroup
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cones. We present some simple consequences of these results, including an abstract
operator system based on anti-degradable maps and shareable operators.
6.1 Operator Spaces on Complex Matrices
An (abstract) operator space on Mn is a family of norms
{‖ · ‖m} on Mm ⊗Mn
(m ≥ 1) that satisfy two conditions:
(1) If A,B ∈Mr,m, X ∈Mm ⊗Mn, and ‖ · ‖ denotes the operator norm, then
∥∥(A⊗ I)X(B† ⊗ I)∥∥
r
≤ ∥∥A∥∥∥∥X∥∥
m
∥∥B∥∥; and
(2,∞) ∥∥X ⊕ Y ∥∥
m+r
= max
{‖X‖m, ‖Y ‖r} for all X ∈ Mm ⊗Mn, Y ∈ Mr ⊗Mn, where
we have associated (Mm⊗Mn)⊕ (Mr⊗Mn) with Mm+r⊗Mn in the natural way.
Property (1) above ensures that the norms ‖ · ‖m “behave well” with each other.
For example, it ensures that if we embed X ∈ Mm ⊗ Mn as X˜ ∈ Mm+1 ⊗ Mn
by adding rows and columns of zeroes then
∥∥X∥∥
m
=
∥∥X˜∥∥
m+1
. Property (2,∞),
which is called the L∞ condition, ensures that each of these norms behave “like” the
standard operator norm in some sense. It is sometimes desirable to consider families
of norms that instead satisfy property (1) together with the following condition for
some 1 ≤ p <∞ [ER88, Rua88]:
(2, p)
∥∥X ⊕ Y ∥∥
m+r
= p
√‖X‖pm + ‖Y ‖pr for all X ∈Mm ⊗Mn and Y ∈Mr ⊗Mn.
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A family of norms ‖ · ‖m on Mm ⊗Mn satisfying properties (1) and (2, p) is said to
be a family of Lp-matrix norms and we see in the limit as p→∞ that we obtain an
abstract operator space.
More generally, one can define abstract operator spaces and Lp-matrix norms by
replacing Mn by an arbitrary vector space V throughout the preceding paragraphs.
In this more general setting, the reason for the terminology “abstract operator space”
becomes more clear: a theorem of Ruan [Rua88] says that a matrix normed space is
completely isometric with a concrete operator space (i.e., a subspace of the bounded
operators on a Hilbert space) if and only if it is an L∞-matrix normed space. However,
for us it is enough to consider abstract operator spaces and matrix norms on Mn. For
a more detailed introduction to abstract operator spaces, the interested reader is
directed to [Pau03, Chapter 13].
Throughout this section, we use Mn itself to denote the “standard” operator space
structure on Mn that is obtained by associating Mm⊗Mn with Mmn in the natural way
and using the operator norm. Similarly, we use Mn,tr to denote the L
1-matrix normed
space that arises from using the trace norm on Mm⊗Mn for all m (the fact that the
trace norm satisfies the matrix norm property (1) follows from Proposition 3.2.1).
All other matrix normed spaces that we will consider will have their first norm,
‖ · ‖1, equal to either the operator norm of the trace norm on Mn. In the former case,
we will denote it by something like V (Mn). In the latter case, we will use notation
like V (Mn,tr). In the case when we do not specify what the first norm is, we will
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simply denote the operator space by V . When referring to the m-th norm of a family
of matrix norms V , if there is a possibility for confusion we denote it by ‖ · ‖Vm .
6.1.1 Minimal and Maximal Operator Spaces
Some particularly important operator spaces for us are the k-minimal operator
space MINk(Mn) and the k-maximal operator space MAX
k(Mn) [OR04], defined
respectively via the following families of norms on Mm ⊗Mn:
∥∥X∥∥
MINkm(Mn)
:= sup
Φ
{∥∥(idm ⊗ Φ)(X)∥∥ : Φ : Mn →Mk,∥∥Φ∥∥cb ≤ 1} and (6.1)∥∥X∥∥
MAXkm(Mn)
:= sup
r,Φ
{∥∥(idm ⊗ Φ)(X)∥∥ : Φ : Mn →Mr,∥∥idk ⊗ Φ∥∥ ≤ 1}. (6.2)
The names of these operator spaces come from the facts that if V (Mn) is any
operator space on Mn such that ‖ · ‖Vm(Mn) simply equals the operator norm on
Mm ⊗ Mn for 1 ≤ m ≤ k, then ‖ · ‖MINkm(Mn) ≤ ‖ · ‖Vm(Mn) ≤ ‖ · ‖MAXkm(Mn) for
all m > k. In the k = 1 case, these operator spaces are exactly the minimal and
maximal operator space structures that are fundamental in operator space theory
[Pau03, Chapter 14]. The interested reader is directed to [OR04] and the references
therein for further properties of MINk(Mn) and MAX
k(Mn) when k ≥ 2.
One of the primary reasons for our interest in the k-minimal operator spaces is
the following result, which says that the norms of MINk(Mn) are exactly the S(k)-
operator norm of Section 4.2.
Theorem 6.1.1. Let X ∈Mm ⊗Mn. Then
∥∥X∥∥
MINkm(Mn)
=
∥∥X∥∥
S(k)
.
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M M2 nÄ MAX (Mn2 )MIN (Mn2 )
MIN (Mn3 ) MAX (Mn3 )
MIN (Mn4 ) MAX (Mn4 )
2MIN (Mn3 )
2MAX (Mn3 )
2MIN (Mn4 )
3MIN (Mn4 )
3MAX (Mn4 )
2MAX (Mn4 )
M M3 nÄ 
M M4 nÄ 
Figure 6.1: A representation of the k-minimal and k-maximal operator spaces on Mn.
The m-th row of the tree shows the various norms on Mm⊗Mn and each path starting
from the root corresponds to one of the k-minimal or k-maximal operator spaces. The
leftmost path represents MIN(Mn) and the rightmost path represents MAX(Mn).
The path down the centre represents the “naive” operator space Mn itself.
Proof. Recall from Theorem 3.2.3 that any completely bounded map Φ : Mn → Mk
has a representation of the form
Φ(Y ) =
nk∑
i=1
AiY B
†
i with Ai, Bi ∈Mk,n and
∥∥∥ nk∑
i=1
AiA
†
i
∥∥∥∥∥∥ nk∑
i=1
BiB
†
i
∥∥∥ = ∥∥Φ∥∥2
cb
.
(6.3)
By using the fact that Φ is completely contractive in the definition of
∥∥X∥∥
MINkm(Mn)
and a rescaling of the operators
{
Ai
}
and
{
Bi
}
we have
∥∥X∥∥
MINkm(Mn)
= sup
{∥∥ nk∑
i=1
(I ⊗ Ai)X(I ⊗B†i )
∥∥ : ∥∥ nk∑
i=1
AiA
†
i
∥∥ = ∥∥ nk∑
i=1
BiB
†
i
∥∥ = 1},
where the supremum is taken over all families of operators
{
Ai
}
,
{
Bi
} ⊂Mk,n satis-
fying the normalization condition. Now define αij|aij〉 := A†i |j〉 and βij|bij〉 := B†i |j〉,
and let |v〉 = ∑kj=1 γj|cj〉 ⊗ |j〉, |w〉 = ∑kj=1 δj|dj〉 ⊗ |j〉 ∈ Cm ⊗ Ck be arbitrary unit
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vectors. Then simple algebra reveals
νi|vi〉 := (Im ⊗ A†i )|v〉 =
k∑
j=1
αijγj|cj〉 ⊗ |aij〉 and
µi|wi〉 := (Im ⊗B†i )|w〉 =
k∑
j=1
βijδj|dj〉 ⊗ |bij〉.
In particular, SR(|vi〉), SR(|wi〉) ≤ k for all i. Furthermore, by the normalization
condition on
{
Ai
}
and
{
Bi
}
we have that
〈v|(Im ⊗
nk∑
i=1
AiA
†
i )|v〉 =
nk∑
i=1
ν2i ≤ 1 and 〈w|(Im ⊗
nk∑
i=1
BiB
†
i )|w〉 =
nk∑
i=1
µ2i ≤ 1.
(6.4)
We can thus write∣∣∣∣∣
nk∑
i=1
〈v|(Im ⊗ Ai)(X)(Im ⊗B†i )|w〉
∣∣∣∣∣ =
∣∣∣∣∣
nk∑
i=1
νiµi〈vi|X|wi〉
∣∣∣∣∣ ≤
nk∑
i=1
νiµi
∣∣〈vi|X|wi〉∣∣.
(6.5)
The normalization condition (6.4) and the Cauchy–Schwarz inequality tell us that
there is a particular i′ such that the sum (6.5) ≤ |〈vi′ |X|wi′〉|. Taking the supremum
over all vectors |v〉 and |w〉 gives the “≤” inequality.
The “≥” inequality can be seen by noting that if we have two vectors in their
Schmidt decompositions |v〉 = ∑ki=1 αi|ci〉 ⊗ |ai〉 and |w〉 = ∑ki=1 βi|di〉 ⊗ |bi〉, then
we can define operators A,B ∈ Mk,n by setting their ith row in the standard basis
to be 〈ai| and 〈bi|, respectively. Because the rows of A and B form orthonormal
sets,
∥∥A∥∥ = ∥∥B∥∥ = 1. Additionally, if we define |v′〉 = ∑ki=1 αi|ci〉 ⊗ |i〉 and |w′〉 =
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∑k
i=1 βi|di〉 ⊗ |i〉, then
∥∥(Im ⊗ A)(X)(Im ⊗B†)∥∥ ≥ ∣∣〈v′|(Im ⊗ A)(X)(Im ⊗B†)|w′〉∣∣ = ∣∣〈v|X|w〉∣∣.
Taking the supremum over all vectors |v〉, |w〉 with SR(|v〉), SR(|w〉) ≤ k gives the
result. 
When thinking of Mn as an operator system (instead of an operator space), it is
more natural to define the norm (6.1) by taking the supremum over all completely
positive unital maps Φ : Mn → Mk rather than all complete contractions (similarly,
to define the norm (6.2) one would take the supremum over all k-positive unital maps
rather than k-contractive maps). In this case, the k-minimal norm no longer coincides
with the S(k)-norm on Mm(Mn) but rather has the following slightly different form:
∥∥X∥∥
OMINkm(Mn)
= sup
|v〉,|w〉
{∣∣〈v|X|w〉∣∣ : SR(|v〉), SR(|w〉) ≤ k and
∃P ∈Mm s.t. (P ⊗ In)|v〉 = |w〉
}
,
(6.6)
where the notation OMINk(Mn) refers to a new operator system structure that is
being assigned to Mn, which we discuss in detail in Section 6.2.1.
Intuitively, this norm has the same interpretation as the S(k)-operator norm ex-
cept with the added restriction that the vectors |v〉 and |w〉 look the same on the
second subsystems. We will examine this norm in more detail in Section 6.2.2. In
particular, we will see in Theorem 6.2.4 that the norm (6.6) is a natural norm on
the k-super minimal operator system structure (to be defined in Section 6.2.1), which
plays an analogous role to the k-minimal operator space structure.
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Now that we have characterized the norms of MINk(Mn) in a fairly concrete
way, we turn our attention to the k-maximal norm. The following result is directly
analogous to a corresponding known characterization of the MAX(V ) norm [Pau03,
Theorem 14.2].
Theorem 6.1.2. Let V be an operator space and let X ∈Mm ⊗Mn. Then
∥∥X∥∥
MAXkm(Mn)
= inf
{∥∥A∥∥∥∥B∥∥ : A,B ∈Mm,rk, xi ∈Mk ⊗Mn, ‖xi‖ ≤ 1 with
X = (A⊗ In)diag(x1, . . . , xr)(B† ⊗ In)
}
,
where we consider diag(x1, . . . , xr) ∈ Mrk ⊗Mn in the natural way and the infimum
is taken over all such decompositions of X.
Proof. The “≤” inequality follows simply from the axioms of an operator space: if
X = (A⊗ In)diag(x1, . . . , xr)(B† ⊗ In) ∈Mm ⊗Mn then
(idm ⊗ Φ)(X) = (A⊗ In)diag((idk ⊗ Φ)(x1), . . . , (idk ⊗ Φ)(xr)(B† ⊗ In).
Thus
∥∥(idm ⊗ Φ)(X)∥∥ ≤ ∥∥A∥∥∥∥B∥∥max{‖(idk ⊗ Φ)(x1)‖, . . . , ‖(idk ⊗ Φ)(xr)‖}.
By taking the supremum over maps Φ with ‖idk⊗Φ‖ ≤ 1, the “≤” inequality follows.
We will now show that the infimum on the right is an L∞-matrix norm that
coincides with the operator norm ‖ · ‖ for 1 ≤ m ≤ k. The “≥” inequality will then
follow from the fact that ‖ · ‖MAXkm(Mn) is the maximal such norm.
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First, denote the infimum on the right by
∥∥X∥∥
m,inf
and fix some 1 ≤ m ≤ k.
Then the inequality
∥∥X∥∥ ≤ ∥∥X∥∥
m,inf
follows immediately by picking any particular
decomposition X = (A ⊗ In)diag(x1, . . . , xr)(B† ⊗ In) and using the axioms of an
operator space to see that
∥∥X = (A⊗ In)diag(x1, . . . , xr)(B† ⊗ In)∥∥ ≤ ∥∥A∥∥∥∥B∥∥max{‖x1‖, . . . , ‖xr‖}
≤ ∥∥A∥∥∥∥B∥∥
≤ ∥∥X∥∥
m,inf
.
The fact that equality is attained by some decomposition of X comes simply from
writing letting A =
∥∥X∥∥Ik, B = Ik, r = 1, and x1 = (X ⊕ 0k−m)/∥∥X∥∥. It follows
that ‖ · ‖m,inf = ‖ · ‖ for 1 ≤ m ≤ k.
All that remains to be proved is that ‖ · ‖m,inf is an L∞-matrix norm, which we
omit as it is directly analogous to the proof of [Pau03, Theorem 14.2]. 
Theorem 6.1.2 was proved more generally for arbitrary operator spaces V in
[JKPP11], but the result as given is enough for our purposes. As one final note,
observe that we can obtain lower bounds of the k-minimal and k-maximal operator
space norms simply by choosing particular maps Φ that satisfy the normalization
condition of their definition. Upper bounds of the k-maximal norms can be obtained
from Theorem 6.1.2. Upper bounds of the k-minimal norms can be obtained via the
methods of Section 5.2.
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6.1.2 Completely Bounded k-Minimal Norms
We now investigate the completely bounded version of the k-minimal operator
space norms that have been introduced. In Section 6.2.3 we will use the ideas pre-
sented here to show that completely bounded norms can be used to provide a char-
acterization of Schmidt number analogous to its more well-known characterization in
terms of k-positive maps.
Given operator spaces V and W , the completely bounded (CB) norm from V to
W is defined by
∥∥Φ∥∥
CB(V,W )
:= sup
m≥1
{∥∥(idm ⊗ Φ)(X)∥∥Mm(W ) : X ∈Mm(V ) with ∥∥X∥∥Mm(V ) ≤ 1}.
This quantity clear reduces to the “standard” completely bounded norm of Φ in the
case when V = Mr and W = Mn. We will now characterize this norm in the case
when V = Mr and W = MIN
k(Mn). In particular, we will see that the k-minimal
completely bounded norm of Φ is equal to the perhaps more familiar operator norm∥∥idk⊗Φ∥∥ – that is, the CB norm in this case stabilizes in much the same way that the
standard CB norm stabilizes (indeed, in the k = n case we get exactly the standard
CB norm). This result was originally proved in [OR04], but we prove it here using
elementary means for completeness and clarity, and also because we will subsequently
need the operator system version of the result, which can be proved in the same way.
Theorem 6.1.3. Let Φ : Mr →Mn be a linear map and let 1 ≤ k ≤ n. Then
∥∥idk ⊗ Φ∥∥ = ∥∥Φ∥∥CB(Mr,MINk(Mn)).
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Proof. To see the “≤” inequality, simply notice that ∥∥Y ∥∥
Mk(MINk(Mn))
=
∥∥Y ∥∥
Mk(Mn)
for all Y ∈ Mk(Mn). We thus just need to show the “≥” inequality, which we do in
much the same manner as Smith’s original proof that the standard CB norm stabilizes
[Smi83].
First, use Theorem 6.1.1 to write
∥∥Φ∥∥
CB(Mr,MINk(Mn))
= sup
m≥1
{∥∥(idm ⊗ Φ)(X)∥∥S(k) : ∥∥X∥∥ ≤ 1}. (6.7)
Now fix m ≥ k and a pure state |v〉 ∈ Cm ⊗ Cn with SR(|v〉) ≤ k. We begin by
showing that there exists an isometry V : Ck → Cm and a state |v˜〉 ∈ Ck ⊗ Cn
such that (V ⊗ In)|v˜〉 = |v〉. To this end, write |v〉 in its Schmidt decomposition
|v〉 = ∑ki=1 αi|ai〉⊗ |bi〉. Because k ≤ m, we may define an isometry V : Ck → Cm by
V |i〉 = |ai〉 for 1 ≤ i ≤ k. If we define |v˜〉 :=
∑k
i=1 αi|i〉 ⊗ |bi〉 then (V ⊗ In)|v˜〉 = |v〉,
as desired.
Now choose X˜ ∈ Mm(Mr) such that
∥∥X˜∥∥ ≤ 1 and the supremum (6.7) (hold-
ing m fixed) is attained by X˜. Then choose vectors |v〉, |w〉 ∈ Cm ⊗ Cn with
SR(|v〉), SR(|w〉) ≤ k such that
∥∥(idm ⊗ Φ)(X˜)∥∥S(k) = ∣∣〈v|(idm ⊗ Φ)(X˜)|w〉∣∣.
As we saw earlier, there exist isometries V,W : Ck → Cm and unit vectors |v˜〉, |w˜〉 ∈
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Ck ⊗ Cn such that (V ⊗ In)|v˜〉 = |v〉 and (W ⊗ In)|w˜〉 = |w〉. Thus∥∥(idm ⊗ Φ)(X˜)∥∥S(k) = ∣∣〈v˜|(V † ⊗ In)(idm ⊗ Φ)(X˜)(W ⊗ In)|w˜〉∣∣
=
∣∣〈v˜|(idk ⊗ Φ)((V † ⊗ Ir)X˜(W ⊗ Ir))|w˜〉∣∣
≤ ∥∥(idk ⊗ Φ)((V † ⊗ Ir)X˜(W ⊗ Ir))∥∥
≤ sup
{∥∥(idk ⊗ Φ)(X)∥∥ : X ∈Mk(Mr) with ∥∥X∥∥ ≤ 1},
where the final inequality comes from the fact that
∥∥(V † ⊗ Ir)X˜(W ⊗ Ir)∥∥ ≤ 1. The
desired inequality follows, completing the proof. 
6.1.3 The Dual of the S(k)-Operator Norm
Using the techniques and results of the previous sections, we are finally in a
position to explore the dual of the S(k)-operator norm, which we denote ‖·‖◦S(k). The
key idea is that, because the S(k)-operator norm is the minimal L∞-matrix norm on
Mn, the dual of the S(k)-norm is the maximal L
1-matrix norm on Mn,tr (recall that
Mn,tr denotes Mn equipped with the trace norm).
Before proceeding to the statement of the theorem, it is worth having another
look at Theorem 4.1.5, which provides the corresponding result for the s(k)-vector
norms. With that result in mind, the following characterization is exactly what might
be expected.
Theorem 6.1.4. Let Y ∈Mm ⊗Mn. Then∥∥Y ∥∥◦
S(k)
= inf
{∑
i
|ci| : Y =
∑
i
ci|vi〉〈wi| with SR(|vi〉), SR(|wi〉) ≤ k ∀ i
}
,
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where the infimum is taken over all decompositions of Y of the given form.
Proof. We first recall [Rua88, Theorem 5.1], which says that the collection of dual
norms of any L∞-matrix normed space on Mn defines an L1-matrix normed space
on Mn,tr. We can thus use Theorem 6.1.1 to see that the norms ‖ · ‖◦S(k) define an
L1-matrix normed space on Mn,tr. Furthermore, because ‖ · ‖a ≤ ‖ · ‖b implies that
‖ · ‖◦a ≥ ‖ · ‖◦b , it follows that ‖ · ‖◦S(k) is the largest L1-matrix norm on Mn,tr that is
equal to ‖ · ‖tr on Mm ⊗Mn for 1 ≤ m ≤ k.
Throughout this proof, we denote the given infimum by ‖ · ‖k,inf for simplicity. To
prove the result, we first show that ‖·‖S(k)◦ ≤ ‖·‖k,inf – the opposite inequality comes
from showing that ‖ · ‖k,inf is also an L1-matrix norm on Mn,tr that is equal to ‖ · ‖tr
on Mm ⊗Mn for 1 ≤ m ≤ k.
To see that
∥∥Y ∥∥
S(k)◦ ≤
∥∥Y ∥∥
k,inf
, let X be such that
∥∥X∥∥
S(k)
≤ 1 and write
Y =
∑
i ci|vi〉〈wi| with SR(|vi〉), SR(|wi〉) ≤ k for all i. Then
∣∣〈X|Y 〉∣∣ = ∣∣∣∑
i
ci
〈
X
∣∣|vi〉〈wi|〉∣∣∣
≤
∑
i
|ci|
∣∣〈wi|X†|vi〉∣∣
≤
∑
i
|ci|.
By taking the supremum over operators X with
∥∥X∥∥
S(k)
≤ 1 and the infimum over
decompositions of Y of the given form, the “≤” inequality follows.
We now show that ‖ · ‖k,inf is an L1-matrix norm that coincides with ‖ · ‖tr for
1 ≤ m ≤ k. To this end, note that we already showed that ‖ · ‖tr ≤ ‖ · ‖◦S(k) ≤ ‖ · ‖k,inf
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for all m. To see that the opposite inequality holds when 1 ≤ m ≤ k, note that
we can simply write Y in its singular value decomposition Y =
∑
i αi|ai〉〈bi|. Then∥∥Y ∥∥
tr
=
∑
i αi ≥
∥∥Y ∥∥
k,inf
.
The remainder of the proof is devoted to showing that ‖ · ‖k,inf is an L1-matrix
norm. To see that it is a norm, note that the properties
∥∥λY ∥∥
k,inf
= |λ|∥∥Y ∥∥
k,inf
and∥∥Y ∥∥
k,inf
= 0 if and only if Y = 0 both follow trivially from the definition of ‖ · ‖k,inf.
To see the triangle inequality, fix ε > 0 and let Y1 =
∑
i ci|vi〉〈wi|, Y2 =
∑
i di|xi〉〈yi|
be decompositions of Y1, Y2 with SR(|vi〉), SR(|wi〉), SR(|xi〉), SR(|yi〉) ≤ k for all i
such that
∑
i |ci| ≤
∥∥Y1∥∥k,inf + ε and ∑i |di| ≤ ∥∥Y2∥∥k,inf + ε. Then we can decompose
Y1 + Y2 as
Y1 + Y2 =
∑
i
ci|vi〉〈wi|+
∑
i
di|xi〉〈yi|,
so
∥∥Y1 + Y2∥∥k,inf ≤∑
i
|ci|+
∑
i
|di| ≤
∥∥Y1∥∥k,inf + ∥∥Y2∥∥k,inf + 2ε.
Since ε > 0 was arbitrary, the triangle inequality follows and ‖ · ‖k,inf is a norm.
To see that ‖ · ‖k,inf satisfies the matrix norm property (i.e., property (1) in Sec-
tion 6.1), write Y = ci|vi〉〈wi|. Define ai|v˜i〉 := (A⊗In)|vi〉 and bi|w˜i〉 := (B⊗In)|wi〉.
Then
(A⊗ In)Y (B† ⊗ In) =
∑
i
ci(A⊗ In)|vi〉〈wi|(B† ⊗ In)
=
∑
i
ciaibi|v˜i〉〈w˜i|.
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Because |ai| ≤
∥∥A∥∥ and |bi| ≤ ∥∥B∥∥ for all i, it follows that
∥∥(A⊗ In)Y (B† ⊗ In)∥∥k,inf ≤∑
i
|ciaibi| ≤
∥∥A∥∥(∑
i
|ci|
)∥∥B∥∥.
The desired inequality now follows from taking the infimum over all decompositions
of Y of the desired form.
Finally, to see that ‖ · ‖k,inf satisfies the L1 property, we show that
∥∥Y1⊕Y2∥∥k,inf =∥∥Y1∥∥k,inf + ∥∥Y2∥∥k,inf for all Y1 ∈ Mm ⊗Mn and Y2 ∈ Mr ⊗Mn. The “≤” inequality
follows immediately from the triangle inequality. To see the “≥” inequality, define
P1, P2 ∈Mm⊕Mr by P1 := Im⊕0r and P2 := 0m⊕Ir. Let Ψ : (Mm⊕Mr)→ (Mm⊕Mr)
be the completely positive map with P1 and P2 as its Kraus operators. If we write
Y1 ⊕ Y2 =
∑
i ci|vi〉〈wi| then we have
Y1 ⊕ Y2 = (Ψ⊗ idn)(Y1 ⊕ Y2) (6.8)
=
∑
i
ci(AdP1 ⊗ idn)(|vi〉〈wi|) +
∑
i
ci(AdP2 ⊗ idn)(|vi〉〈wi|), (6.9)
where we recall the adjoint map AdA(X) = AXA
†. Define ai,j|v˜i,j〉 := (Pj ⊗ In)|vi〉
and bi,j|w˜i,j〉 := (Pj ⊗ In)|wi〉 for j = 1, 2 so that ai,j, bi,j ≥ 0. Since P1 and P2 are
mutually orthogonal projections, we have a2i,1 + a
2
i,2 ≤ 1 and b2i,1 + b2i,2 ≤ 1. As an
aside for now, note that the Cauchy–Schwarz inequality tells us that
ai,1bi,1 + ai,2bi,2 ≤ 1 ∀ i. (6.10)
Continuing from Equation (6.8) shows
Y1 ⊕ Y2 =
∑
i
ciai,1bi,1| ˜vi,1〉〈w˜i,1|+
∑
i
ciai,2bi,2| ˜vi,2〉〈w˜i,2|,
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where the sums on the right are decompositions of Y1 and Y2, respectively. Thus
∥∥Y1∥∥k,inf + ∥∥Y2∥∥k,inf ≤∑
i
|ciai,1bi,1|+
∑
i
|ciai,2bi,2|
=
∑
i
|ci|
(
ai,1bi,1 + ai,2bi,2
)
≤
∑
i
|ci|,
where the final line uses Inequality (6.10). 
Much like the S(k)-norm can be thought of as a “k-local” version of the operator
norm, it is now clear how the dual of the S(k)-norm is similarly analogous to the
trace norm. Indeed, in the k = min{m,n} case, Theorem 6.1.4 tells us that
∥∥Y ∥∥◦
S(min{m,n}) = inf
{∑
i
|ci| : Y =
∑
i
ci|vi〉〈wi|
}
,
where the infimum is taken over all decompositions of Y into the sum of rank-1 op-
erators. This is a well-known characterization of the trace norm, and the infimum is
attained when the decomposition of Y is chosen to be the singular value decomposi-
tion.
On the other extreme, this norm is also well-known in the k = 1 case. Indeed,
∥∥Y ∥∥◦
S(1)
= inf
{∑
i
|ci| : Y =
∑
i
ci|vi〉〈wi| ⊗ |xi〉〈yi|
}
= inf
{∑
i
∥∥Ai∥∥tr∥∥Bi∥∥tr : Y = ∑
i
Ai ⊗Bi
}
,
and it was shown in [Rud00] (see also [Rud01]) that this norm completely characterizes
separability in the sense that if ρ is a density operator then it is separable if and only
if ‖ρ‖◦S(1) = 1. We now establish the natural generalization of this fact.
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Theorem 6.1.5. Let ρ ∈ Mm ⊗Mn be a density matrix. Then SN(ρ) ≤ k if and
only if ‖ρ‖◦S(k) = 1.
Proof. Note that ‖ρ‖◦S(k) ≥ ‖ρ‖tr = 1 for all ρ, so we only consider the opposite
inequality. If SN(ρ) ≤ k then we can write ρ = ∑i pi|vi〉〈vi| with SR(|vi〉) ≤ k for all
i. Then ‖ρ‖◦S(k) ≤
∑
i pi = 1, as desired. To see the converse, assume that ‖ρ‖◦S(k) ≤ 1
and let Y = Y † ∈ Mm ⊗Mn be k-block positive. Corollary 4.2.9 shows that if we
write Y = cI −X with X ≥ 0 then c ≥ ∥∥X∥∥
S(k)
. Without loss of generality, we scale
Y so that c = 1 (i.e., Y = I −X with ∥∥X∥∥
S(k)
≤ 1). Then
〈
ρ|Y 〉 = 〈ρ|I −X〉 = 1− 〈ρ|X〉 ≥ 1− ‖ρ‖◦S(k) ≥ 0.
Since Y is (up to scaling) an arbitrary k-block positive operator, it follows that
SN(ρ) ≤ k, which completes the proof. 
6.2 Operator Systems on Complex Matrices
An (abstract) operator system on Mn is a family of convex cones {Cm}∞m=1 ⊆
Mm ⊗Mn that satisfy the following two properties:
• for each m1,m2 ∈ N and A ∈Mm1,m2 we have (AdA ⊗ idn)(Cm1) ⊆ Cm2 ; and
• C1 = M+n , the cone of positive semidefinite elements of Mn.
Property (1) above ensures that the cones Cm “behave well” with each other. For
example, it ensures that if we embed X ∈ Mm ⊗Mn as X˜ ∈ Mm+1 ⊗Mn by adding
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rows and columns of zeroes then X ∈ Cm if and only if X˜ ∈ Cm+1. It is also worth
remarking at this point upon the similarity between the definition of an abstract
operator space and that of an abstract operator system. In a sense, abstract operator
systems do for cones what abstract operator spaces do for norms.
Abstract operator systems can be defined more generally on any Archimedean
∗-ordered vector space V , but the above definition with V = Mn is much simpler and
suited to our particular needs. The interested reader is directed to [Pau03, Chapter
13] for a more thorough treatment of general abstract operator systems. The fact
that matrix ordered ∗-vector spaces can be thought of as operator systems follows
from the work of Choi and Effros [CE77].
Abstract operator systems are typically defined with two additional requirements
that we have not mentioned:
(3) Cm ∩ −Cm = {0} for each m ∈ N; and
(4) for every m ∈ N and X = X† ∈ Mm ⊗ Mn, there exists r > 0 such that
rI +X ∈ Cm.
Both of these conditions follow for free from the fact that, in our setting, C1 = M
+
n .
To see that property (3) holds, notice that C1 ∩ −C1 = {0}, and suppose that
X ∈ Cm∩−Cm for some m ≥ 2. Then (AdA⊗ idn)(X) ∈ C1∩−C1 for any A ∈Mm,1.
Because C1 ∩ −C1 = {0}, it follows that 〈vw|X|vw〉 = 0 for all |v〉, |w〉. It follows
from Lemma 3.3.2 that X = 0, so Cm ∩ −Cm = {0} for all m ∈ N.
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Property (4) holds because the smallest family of cones on Mn such that (AdA ⊗
idn)(Cm1) ⊆ Cm2 for all m1,m2 ∈ N are the cones of separable operators in Mm⊗Mn
(this fact is easily-verified and is part of the statement of the upcoming Theo-
rem 6.2.1). It is well-known that there always exists r > 0 such that rI + X is
separable [GB02], so the same r ensures that rI +X ∈ Cm.
One particularly important operator system on Mn is the one constructed by
associating Mm ⊗Mn with Mmn in the natural way and letting Cm ⊆ Mm ⊗Mn be
the cones of positive semidefinite operators. We denote this operator system simply
by Mn, and it will be clear from context whether we mean the operator system Mn,
the operator space Mn, or simply the set Mn without regard to any family of cones
or norms. Other operator systems on Mn are denoted like V (Mn) (or simply V ) in
order to avoid confusion with the operator system Mn itself.
If V1(Mn) and V2(Mn) are two operator systems defined by the cones {Cm}∞m=1
and {Dm}∞m=1 respectively, then a map Φ : Mn →Mn is said to be completely positive
from V1(Mn) to V2(Mn) if (idm ⊗ Φ)(Cm) ⊆ Dm for all m ∈ N. The set of maps that
are completely positive from V1(Mn) to V2(Mn) is denoted by CP(V1(Mn), V2(Mn)),
or simply CP(V (Mn)) if the target operator system equals the source operator sys-
tem. Note that in the case when V1(Mn) and V2(Mn) are both the standard operator
system defined by the cones of positive semidefinite operators, this notation of com-
plete positivity reduces to the standard notion of complete positivity introduced in
Section 2.1.2.
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6.2.1 Minimal and Maximal Operator Systems
A result of [PTT11] shows that, much like there is a minimal and maximal ab-
stract operator space on any normed vector space V , there is a minimal and maximal
abstract operator system on any space V satisfying certain (slightly technical) con-
ditions. Importantly for us, there exist minimal and maximal operator systems on
Mn, which we denote OMIN(Mn) and OMAX(Mn), respectively. That is, there
exist particular families of cones {Cminm }∞m=1 and {Cmaxm }∞m=1 such that if {Dm}∞m=1
are cones defining any other operator system on Mn then C
max
m ⊆ Dm ⊆ Cminm for all
m ≥ 1. Notice that the inclusions are perhaps the opposite of what one might expect
based on the names “minimal” and “maximal” – the minimal operator system has
the largest family of cones and the maximal operator system has the smallest family
of cones. The names actually refer to the norms that they induce (see Section 6.2.2).
The norm on the maximal operator system is the largest of any of the operator system
norms, and the norm on the minimal operator system is the smallest of any operator
system norm.
In [Xha09, Xha12] a generalization of these operator system structures, analogous
to the k-minimal and k-maximal operator spaces presented in Section 6.1.1, was
introduced. Given an operator system V (Mn) (or even just cones
{
Cm
} ⊆Mm⊗Mn
that satisfy the defining properties of an operator system for 1 ≤ m ≤ k), the k-
super minimal operator system on V and the k-super maximal operator system of
V , denoted OMINk(V ) and OMAXk(V ) respectively, are defined via the following
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families of cones:
Cmin,km (V ) :=
{
X : (idm ⊗ Φ)(X) ≥ 0 ∀Φ with (idk ⊗ Φ)(Ck) ⊆ (Mk ⊗Mn)+
}
,
Cmax,km (V ) :=
{∑
i
(AdAi ⊗ idn)(Xi) ∈Mm ⊗Mn : Ai ∈Mm,k, Xi ∈ Ck ∀ i
}
.
We occasionally use the fact that the maps Φ in the definition of Cmin,km (V ) can be
chosen to be unital without loss of generality.
The interpretation of the k-super minimal and k-super maximal operator systems
is completely analogous to the interpretation of k-minimal and k-maximal operator
spaces. The positive cones Cmin,km (V ) and C
max,k
m (V ) coincide with Cm for 1 ≤ m ≤ k,
and out of all operator system structures with this property they are the largest
(smallest, respectively) for m > k. For the remainder of this section, we restrict to
the V = Mn case, and in this case we denote these cones simply by C
min,k
m and C
max,k
m .
Much like Theorem 6.1.1 shows that the k-minimal operator spaces are very fa-
miliar to us, we now show that the k-minimal and k-maximal operator systems are
familiar as well. In particular, we show that the cones Cmin,km ⊆ Mm ⊗Mn are ex-
actly the cones of k-block positive operators, and the cones Cmax,km ⊆ Mm ⊗Mn are
exactly the cones of (unnormalized) density operators ρ with SN(ρ) ≤ k. These facts
have appeared implicitly in the past, but their importance merits making the details
explicit:
Theorem 6.2.1. Let X, ρ ∈Mm ⊗Mn. Then
(a) X ∈ Cmin,km if and only if X is k-block positive; and
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(b) ρ ∈ Cmax,km if and only if SN(ρ) ≤ k.
Proof. To see (a), we will use techniques similar to those used in the proof of The-
orem 6.1.1. Use the Kraus representation of completely positive maps so that X ∈
Cmin,km if and only if
nk∑
i=1
(Im ⊗ Ai)X(Im ⊗ A†i ) ≥ 0 for all
{
Ai
} ⊂Mk,n with nk∑
i=1
AiA
†
i = Ik.
Now define αij|aij〉 := A†i |j〉 and let |v〉 =
∑k
j=1 γj|cj〉⊗|j〉 ∈ Cm⊗Ck be an arbitrary
unit vector. Then some algebra reveals
νi|vi〉 := (Im ⊗ A†i )|v〉 =
k∑
j=1
αijγj|cj〉 ⊗ |aij〉.
In particular, SR(|vi〉) ≤ k for all i. Thus we can write
nk∑
i=1
〈v|(Im ⊗ Ai)(X)(Im ⊗ A†i )|v〉 =
nk∑
i=1
ν2i 〈vi|X|vi〉 ≥ 0. (6.11)
Part (a) follows by noting that we can choose |v〉 and a completely positive map with
one Kraus operator A1 so that (Im ⊗ A†1)|v〉 is any particular vector of our choosing
with Schmidt rank no larger than k.
To see the “only if” implication of (b), we could invoke various known duality
results from operator theory and quantum information theory so that the result would
follow from (a), but for completeness we will instead prove it using elementary means.
To this end, suppose ρ ∈ Cmax,km . Thus we can write ρ =
∑
`(AdA`⊗idn)(X`) for some
A` ∈Mm,k and X` ∈ (Mk⊗Mn)+ for all `. Furthermore, write X` =
∑
h d`,h|v`,h〉〈v`,h|
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where |v`,h〉 =
∑k
i=1 |i〉 ⊗ |d`,h,i〉. Then if we define α`,i|a`, i〉 := A`|i〉, we have
∑
`
(AdA` ⊗ idn)(X`) =
∑
`
kn∑
h=1
d`,h
k∑
ij=1
A`|i〉〈j|A†` ⊗ |d`,h,i〉〈d`,h,j|
=
∑
`
kn∑
h=1
d`,h
k∑
ij=1
α`,iα`,j|a`,i〉〈a`,j| ⊗ |d`,h,i〉〈d`,h,j|
=
∑
`
kn∑
h=1
d`,h|w`,h〉〈w`,h|,
where
|w`,h〉 :=
k∑
i=1
α`,i|a`,i〉 ⊗ |d`,h,i〉.
Since SR(|w`,h〉) ≤ k for all `, h, it follows that SN(ρ) ≤ k as well.
For the “if” implication, we note that the above argument can easily be reversed.

One of the useful consequences of Theorem 6.2.1 is that we can now easily char-
acterize completely positive maps between these various operator system structures.
The following result characterizes the set of k-positive maps Pk and the set of k-
superpositive maps Sk as completely positive maps between these k-super minimal
and k-super maximal operator systems.
Corollary 6.2.2. Let Φ : Mn →Mn and let k ≤ n. Then
(a) CP(OMINk(Mn),Mn) = Sk;
(b) CP(Mn, OMAXk(Mn)) = Sk;
(c) CP(OMAXk(Mn),Mn) = Pk;
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(d) CP(Mn, OMINk(Mn)) = Pk;
(e) CP(OMINk(Mn), OMAXk(Mn)) = Sk;
(f) CP(OMAXk(Mn), OMINk(Mn)) = Pk;
(g) CP(OMINk(Mn)) = Pk; and
(h) CP(OMAXk(Mn)) = Pk.
Proof. Facts (a), (b), (c), and (d) all follow immediately from Proposition 3.1.4, the
duality between the cones of k-positive and k-superpositive maps, and the Choi–
Jamio lkowski correspondences described in Section 2.5.2. Facts (e), (f), (g), and (h)
similarly follow from Propositions 3.1.7 and 3.1.8, respectively. 
Most of the properties of Corollary 6.2.2 were originally proved in the k = 1 case in
[PTT11] and for arbitrary k in [Xha09, Xha12]. Both of those proofs prove the result
directly, without characterizing the cones Cmin,km and C
max,k
m as in Theorem 6.2.1.
We close this section with a result that shows that the largest and smallest cones of
completely positive maps between operator systems are the cones P(Mn) of positive
maps and S(Mn) of superpositive maps, respectively.
Corollary 6.2.3. Let V1(Mn) and V2(Mn) be operator systems. Then S(Mn) ⊆
CP(V1(Mn), V2(Mn)) ⊆ P(Mn).
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Proof. It is clear from the definitions of OMIN(Mn) and OMAX(Mn) that
CP(OMIN(Mn), OMAX(Mn)) ⊆ CP(V1(Mn), OMAX(Mn))
⊆ CP(V1(Mn), V2(Mn))
⊆ CP(V1(Mn), OMIN(Mn))
⊆ CP(OMAX(Mn), OMIN(Mn)).
The result then follows from statements (e) and (f) of Corollary 6.2.2. 
6.2.2 Norms on Operator Systems
Given an operator system defined by cones
{
Cm
}∞
m=1
, the matrix norm induced
by the matrix order
{
Cm
}∞
m=1
is defined for X ∈Mm ⊗Mn to be
∥∥X∥∥
m
:= inf
r :
 rI X
X† rI
 ∈ C2m
 . (6.12)
, where we have identified (Mm ⊗Mn)⊕ (Mm ⊗Mn) with M2m ⊗Mn in the natural
way. In the particular case when the operator system under consideration is either
OMINk(Mn) or OMAX
k(Mn), we denote the norm (6.12) by
∥∥X∥∥
OMINkm(Mn)
or∥∥X∥∥
OMAXkm(Mn)
, respectively. Our first result characterizes
∥∥X∥∥
OMINkm(Mn)
in terms of
the Schmidt rank of pure states, much like Theorem 6.1.1 characterized
∥∥X∥∥
MINkm(Mn)
.
Theorem 6.2.4. Let X ∈Mm ⊗Mn. Then
∥∥X∥∥
OMINkm(Mn)
= sup
|v〉,|w〉
{∣∣〈v|X|w〉∣∣ : SR(|v〉), SR(|w〉) ≤ k and
∃P ∈Mm s.t. (P ⊗ In)|v〉 = |w〉
}
.
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Proof. Given X ∈Mm ⊗Mn, consider the operator
X˜ :=
 rI X
X† rI
 ∈M2m ⊗Mn.
Then X˜ ∈ Cmin,k2m if and only if 〈v|X˜|v〉 ≥ 0 for all |v〉 ∈ C2m⊗Cn with SR(|v〉) ≤ k. If
we multiply on the left and the right by a Schmidt-rank k vector |v〉 := ∑ki=1 βi|ai〉⊗
|bi〉, where |ai〉 = αi1|1〉 ⊗ |ai1〉 + αi2|2〉 ⊗ |ai2〉 ∈ C2 ⊗ Cm ∼= C2m and |bi〉 ∈ Cn, we
get
〈v|X˜|v〉 =
k∑
i=1
r
(
β2i α
2
i1 + β
2
i α
2
i2
)
+
k∑
ij=1
2αi1αj2βiβjRe
(
(〈ai1| ⊗ 〈bi|)X(|aj2〉 ⊗ |bj〉)
)
= r +
k∑
ij=1
2αi1αj2βiβjRe
(
(〈ai1| ⊗ 〈bi|)X(|aj2〉 ⊗ |bj〉)
)
= r + 2c1c2Re
(〈v1|X|v2〉),
where c1|v1〉 :=
∑k
i=1 αi1βi|ai1〉 ⊗ |bi〉, c2|v2〉 :=
∑k
i=1 αi2βi|ai2〉 ⊗ |bi〉 ∈ Cm ⊗ Cn.
Notice that the normalization of the Schmidt coefficients tells us that c21 + c
2
2 = 1.
Also notice that |v1〉 and |v2〉 can be written in this way using the same vectors |bi〉 on
the second subsystem if and only if there exists P ∈Mm such that (P⊗In)|v1〉 = |v2〉.
Now taking the infimum over r and requiring that the result be non-negative tells us
that the quantity we are interested in is
∥∥X∥∥
OMINkm(Mn)
= sup
{
2c1c2Re
(〈v1|X|v2〉) : SR(|v1〉), SR(|v2〉) ≤ k, c21 + c22 = 1,
∃P ∈Mm s.t. (P ⊗ In)|v1〉 = |v2〉
}
= sup
{∣∣〈v1|X|v2〉∣∣ : SR(|v1〉), SR(|v2〉) ≤ k and
∃P ∈Mm s.t. (P ⊗ In)|v1〉 = |v2〉
}
,
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where the final equality comes applying a complex phase to |v1〉 so thatRe(〈v1|X|v2〉) =
|〈v1|X|v2〉|, and from Ho¨lder’s inequality telling us that the supremum is attained
when c1 = c2 = 1/
√
2. 
The matrix norm induced by the matrix order is not the only way to define a
norm on the various levels of an operator system V (Mn). What is referred to as the
order norm of X = X† ∈Mm ⊗Mn [PT09] is defined via
∥∥X∥∥or
Vm
:= inf
{
r ∈ R : rI ±X ∈ Vm(Mn)
}
. (6.13)
It is not difficult to see that the matrix norm induced by the matrix order (6.12)
coincides with the order norm (6.13) whenever X = X†. It was shown in [PT09]
how the order norm can be extended (non-uniquely) to a norm on the non-Hermitian
elements of Mm ⊗Mn. Furthermore, there exists a minimal order norm ‖ · ‖minVm and
a maximal order norm ‖ · ‖maxVm satisfying ‖ · ‖minVm ≤ ‖ · ‖maxVm ≤ 2‖ · ‖minVm . We will
now examine properties of these two norms as well as some other norms (all of which
coincide with the order norm on Hermitian elements) on the k-super minimal operator
system.
Let X ∈ Mm ⊗ Mn, where the operator system on Mn we are considering is
OMINk(Mn). Then we recall the minimal order norm ‖ · ‖OMINmin,km and maximal
order norm ‖ · ‖OMINmax,km from [PT09]:∥∥X∥∥
OMINmin,km
:= sup
{∣∣f(X)∣∣ : f : OMINkm(Mn)→ C is positive and f(I) = 1},∥∥X∥∥
OMINmax,km
:= inf
{
r∑
i=1
|λi|
∥∥Hi∥∥OMINor,km : X = r∑
i=1
λiHi, Hi = H
†
i , λi ∈ C ∀ i
}
.
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Our next result shows that the minimal order norm can be thought of in terms of
vectors with Schmidt rank no greater than k, much like the norms ‖ · ‖MINkm(Mn) and
‖ · ‖OMINkm(Mn) introduced earlier.
Theorem 6.2.5. Let X ∈Mm ⊗Mn. Then
∥∥X∥∥
OMINmin,km
= sup
|v〉
{∣∣〈v|X|v〉∣∣ : SR(|v〉) ≤ k}.
Proof. Note that if we define a linear functional f : Mm ⊗ Mn → C by f(X) =
〈v|X|v〉 for some fixed |v〉 with SR(|v〉) ≤ k then it is clear that f(X) ≥ 0 whenever
X ∈ Cmin,km (by definition of k-block positivity) and f(I) = 1. The “≥” inequality
follows immediately.
To see the other inequality, we show that the given supremum is an order norm.
The result then follows from minimality of ‖ · ‖OMINmin,km among order norms. To this
end, let X = X† ∈Mm ⊗Mn. Then
∥∥X∥∥
OMINor,km
= inf{r ∈ R : rI ±X is k-block positive}
= inf{r ∈ R : 〈v|(rI ±X)|v〉 ≥ 0 for all |v〉 with SR(|v〉) ≤ k}
= inf{r ∈ R : ∣∣〈v|X|v〉∣∣ ≤ r for all |v〉 with SR(|v〉) ≤ k}
= sup
|v〉
{∣∣〈v|X|v〉∣∣ : SR(|v〉) ≤ k},
which completes the proof. 
The characterization of ‖ · ‖OMINmin,km given by Theorem 6.2.5 can be thought
of as in the same vein as [PT09, Proposition 5.8], where it was shown that for a
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unital C∗-algebra, the minimal norm coincides with the numerical radius. In our
setting, ‖ · ‖OMINmin,km can be thought of as a bipartite analogue of the numerical
radius, which has been studied in quantum information theory in the k = 1 case
[GPM+10, PGM+11].
We know in general that the minimal and maximal order norms can differ by
at most a factor of two. We now present an example some of these norms and to
demonstrate that in fact even ‖ · ‖OMINmin,km and ‖ · ‖OMINkm(Mn) can differ by a factor
of two.
Example 6.2.6. Consider the rank-1 operator X := |x〉〈y| ∈Mn ⊗Mn, where
|x〉 := 1√
n
n∑
i=1
|i〉 ⊗ |i〉 and |y〉 := 1√
n
n∑
i=1
|i〉 ⊗ |i+ 1〉,
where the i+ 1 is understood in the sense that n+ 1 = 1. It is easily verified that if
|v〉 = ∑ki=1 αi|ai〉 ⊗ |bi〉 then
∣∣〈v|X|v〉∣∣ = 1
n
∣∣∣∣ k∑
r,s=1
n∑
i,j=1
αrαs〈ar|i〉〈br|i〉〈j|as〉〈j + 1|bs〉
∣∣∣∣
=
1
n
∣∣∣∣Tr( k∑
r=1
αr|ar〉〈br|
)
·
n∑
j=1
〈j|
( k∑
r=1
αr|ar〉〈br|
)
|j + 1〉
∣∣∣∣.
In the final line above we have the trace of an operator with rank at most k, multiplied
by the sum of the elements on the superdiagonal of the same operator, subject to
the constraint that the Frobenius norm of that operator is equal to 1. It follows
that
∣∣〈v|X|v〉∣∣ ≤ k
2n
and so
∥∥X∥∥
OMINmin,km
= k
2n
(equality can be seen by taking
|v〉 = ∑ki=1 1√2k |i〉 ⊗ (|i〉+ |i+ 1〉)).
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To see that ‖X‖OMINkm is twice as large, consider |v〉 = 1√k
∑k
i=1 |i〉 ⊗ |i〉 and
|w〉 = 1√
k
∑k
i=1 |i〉 ⊗ |i+ 1〉. Then it is easily verified that 〈v|X|w〉 = kn . Moreover, if
P ∈ Mm is the cyclic permutation matrix such that P |i〉 = |i − 1〉 (in the modular
arithmetic sense that 1 − 1 = n) for all i then (P ⊗ In)|v〉 = |w〉, showing that∥∥X∥∥
OMINkm
≥ k
n
.
6.2.3 Contractive Maps as Separability Criteria
Recall Theorem 2.2.5, which characterizes Schmidt number in terms of k-positive
maps. In light of Corollary 6.2.2, this means that Schmidt number is characterized
by maps that are completely positive from Mn to OMIN
k(Mn). In this section, we
show that this characterization can be rephrased entirely in terms of norms: Schmidt
number is characterized by maps that are completely contractive in operator system
norm from Mn to OMIN
k(Mn). In the k = 1 case, our results reduce to those of
[HHH06], which characterize separability via maps that are contractive in the trace
norm on Hermitian operators.
We begin by considering an operator system version of the norms introduced in
Section 6.1.2. Notice that if we consider the completely bounded norm from Mr to
the k-super minimal operator systems on Mn, then a statement that is analogous to
Theorem 6.1.3 holds. Its proof can be trivially modified to show that if Φ : Mr →Mn
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and 1 ≤ k ≤ n then
sup
{∣∣〈v|(idk ⊗ Φ)(X)|v〉∣∣ : ∥∥X∥∥ ≤ 1, X = X†}
= sup
m≥1
{∣∣〈v|(idm ⊗ Φ)(X)|v〉∣∣ : ∥∥X∥∥ ≤ 1, X = X†, SR(|v〉) ≤ k}. (6.14)
Equation (6.14) can be thought of as a stabilization result for the completely
bounded version of the minimal order norm described by Theorem 6.2.5. We could
also have picked one of the other order norms on the k-super minimal operator systems
to work with, but from now on we will be working exclusively with Hermiticity-
preserving maps Φ. By the fact that all of the operator system order norms are equal
on Hermitian operators, it follows that these versions of their completely bounded
norms are all equal as well.
Before proceeding, we will need to define some more notation. If Φ : Mn →Mr is
a linear map, then we define a Hermitian version of the induced trace norm of Φ:
∥∥Φ∥∥H
tr
:= sup
{∥∥Φ(X)∥∥
tr
:
∥∥X∥∥
tr
≤ 1, X = X†
}
. (6.15)
It is worth noting that the norm (6.15) (and many other norms like it) were studied
in depth in [Wat05]. In particular, it is worth noting that removing the requirement
that X = X† above in general results in a different norm, even if Φ is Hermiticity-
preserving. Nonetheless, because of convexity of the trace norm it is clear that the
norm (6.15) is unchanged in this case if instead of being restricted to Hermitian
operators, the supremum is restricted to positive operators or even just projections.
Now by taking the dual of the left and right norms described by Equation (6.14),
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and using the fact that the operator norm is dual to the trace norm, we arrive at the
following corollary:
Corollary 6.2.7. Let Φ : Mn → Mr be a Hermiticity-preserving linear map and let
1 ≤ k ≤ n. Then
∥∥idk ⊗ Φ∥∥Htr = sup
m≥1
{∥∥(idm ⊗ Φ)(ρ)∥∥tr : ρ ∈Mm ⊗Mn with SN(ρ) ≤ k}.
We will now characterize the Schmidt number of a state ρ in terms of maps that
are contractive in the norm described by Corollary 6.2.7. We begin with a simple
lemma that will get us most of the way to the linear contraction characterization of
Schmidt number. The k = 1 version of this lemma appeared as [HHH06, Lemma 1],
though our proof is more straightforward.
Lemma 6.2.8. Let ρ ∈ Mm ⊗Mn be a density operator. Then SN(ρ) ≤ k if and
only if (idm ⊗ Φ)(ρ) ≥ 0 for all trace-preserving k-positive maps Φ : Mn →M2n.
Proof. The “only if” implication of the proof is clear, so we only need to establish
that if SN(ρ) > k then there is a trace-preserving k-positive map Φ : Mn → M2n
such that (idm ⊗ Φ)(ρ) 6≥ 0. To this end, let Ψ : Mn → Mn be a k-positive map
such that (idm ⊗ Ψ)(ρ) 6≥ 0. Without loss of generality, Ψ can be scaled so that∥∥Ψ∥∥
tr
≤ 1
n
. Then if Ω : Mn → Mn is the completely depolarizing channel defined by
Ω(ρ) = 1
n
In for all ρ ∈Mn, it follows that (Ω−Ψ)(ρ) ≥ 0 for all ρ ≥ 0 and so the map
Φ := Ψ⊕ (Ω−Ψ) : Mn →M2n is k-positive (and easily seen to be trace-preserving).
Because (idm⊗Ψ)(ρ) 6≥ 0, we have (idm⊗Φ)(ρ) 6≥ 0 as well, completing the proof. 
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We are now in a position to prove the main result of this section. Note that in
the k = 1 case of the following theorem it is not necessary to restrict attention to
Hermiticity-preserving linear maps Φ (and indeed this restriction was not made in
[HHH06]), but our proof for arbitrary k does make use of Hermiticity-preservation.
Theorem 6.2.9. Let ρ ∈ Mm ⊗Mn be a density operator. Then SN(ρ) ≤ k if and
only if
∥∥(idm⊗Φ)(ρ)∥∥tr ≤ 1 for all Hermiticity-preserving linear maps Φ : Mn →M2n
with
∥∥idk ⊗ Φ∥∥Htr ≤ 1.
Proof. To see the “only if” implication, simply use Corollary 6.2.7 with r = 2n.
For the “if” implication, observe that any positive trace-preserving map Ψ is
necessarily Hermiticity-preserving and has
∥∥Ψ∥∥H
tr
≤ 1. Letting Ψ = idk ⊗ Φ then
shows that any k-positive trace-preserving map Φ has
∥∥idk ⊗Φ∥∥Htr ≤ 1. Thus the set
of Hermiticity-preserving linear maps Φ with
∥∥idk ⊗ Φ∥∥Htr ≤ 1 contains the set of k-
positive trace-preserving maps, so the “if” implication follows from Lemma 6.2.8. 
6.2.4 Right CP-Invariant Cones as Operator Systems
In this section we establish a tight link between right CP-invariant cones and
operator systems. It is not difficult to verify that if V (Mn) is any operator system,
then CP (Mn, V (Mn)) is a right CP-invariant cone. Similarly, CP (V (Mn),Mn) is
easily seen to be a closed left CP-invariant cone. The main result of this section
shows that these properties actually characterize the possible cones of completely
positive maps to and from Mn. We begin with two simple lemmas.
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Lemma 6.2.10. Let Φ : Mm →Mn and A ∈Mr,m. Then
(AdA ⊗ idn)(CΦ) = CΦ◦Ad
AT
.
Proof. The proof follows from simple algebraic manipulations:
(AdA ⊗ idn)(CΦ) = m(AdA ⊗ Φ)(|ψ+〉〈ψ+|)
= m(idm ⊗ Φ)(SCAdAS†)
= m(idm ⊗ Φ)(C†AdA)
= CΦ◦Ad
AT
,
where S is the swap operator and the third equality follows from Proposition 2.5.4. 
For the following lemma, we use Sk to denote the cone of (unnormalized) states ρ
with SN(ρ) ≤ k and Pk to denote the cone of k-block positive operators.
Lemma 6.2.11. Let Ck ⊆ Mk ⊗Mn be a cone such that Sk ⊆ Ck ⊆ Pk and (AdA ⊗
idn)(Ck) ⊆ Ck for all A ∈ Mk. Then there exists a family of cones {Cm}m 6=k such
that {Cm}∞m=1 defines an operator system on Mk, given by
Cm :=
{∑
i
(AdAi ⊗ idn)(Xi) : Ai ∈Mm,k, Xi ∈ Ck,∀ i
}
.
Furthermore, the cones {Cm} are uniquely determined when m ≤ k.
Proof. We first prove that the family of cones given by the proposition do indeed define
an operator system. We first show that (AdB ⊗ idn)(Y ) ∈ Cm2 for any m1,m2 ∈ N,
Y ∈ Cm1 , and B ∈ Mm2,m1 . This is true from the definition of Cm if m1 = k. If
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m1 6= n then write Y =
∑
i(AdAi ⊗ idn)(Xi) for some {Xi} ⊂ Ck and {Ai} ⊂Mm1,k.
Then BAi ∈Mm2,k for all i, so
(AdB ⊗ idn)(Y ) =
∑
i
(AdBAi ⊗ idn)(Xi) ∈ Cm2 .
We now show that C1 = M
+
n . For any |v〉 ∈ Cn, note that |v〉〈v| ⊗X ∈ Sn if and
only if X ∈ M+n , and similarly |v〉〈v| ⊗ X ∈ Pn if and only if X ∈ M+n . It follows
that |v〉〈v| ⊗X ∈ Cn if and only if X ∈ M+n . Then C1 ⊇ {(AdA ⊗ idn)(|v〉〈v| ⊗X) :
A ∈ M1,n, X ∈ M+n
}
= M+n , where we have identified R+ ⊗ M+n with M+n . The
opposite inclusion follows simply from noting that if X ∈ C1 and |v〉 ∈ Cn then
|v〉〈v| ⊗X ∈ Cn, so X ∈ M+n . It follows that C1 ⊆ M+n , so C1 = M+n , so the cones
{Cm}∞m=1 define an operator system on Mn.
To prove uniqueness of the cones Cm when m ≥ k, assume that there exists
another family of cones {Dm}∞m=1 that define an operator system such that Dk = Ck.
It is clear that Cm ⊆ Dm for all m ∈ N, so we only need to prove the other inclusion.
Fix m ≤ k, let X ∈ Dm, and let V : Cm → Ck be an isometry (i.e., V †V = I). Then
Y := (AdV ⊗ idn)(X) ∈ Dk = Ck, so X = (AdV † ⊗ idn)(Y ) ∈ Cm. Thus Dm ⊆ Cm,
so Dm = Cm for m ≤ k. 
Note that the operator system constructed in Lemma 6.2.11 is OMAXk(V ), where
V is any operator system on Mn whose k-th cone is Ck. For convenience, we denote
this operator system simply by OMAXk(Ck). Similarly, we denote OMIN
k(V ) by
OMINk(Ck), and we note that the uniqueness property of Lemma 6.2.11 ensures that
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this notation is well-defined. Before stating our main result, we recall that P(Mn)
denotes the cone of positive maps on Mn, S(Mn) denotes the cone of superpositive
maps on Mn, and CC denotes the cone of Choi matrices of maps from the cone C.
Theorem 6.2.12. Let C ⊆ L(Mn) be a convex cone. The following are equivalent:
(a) the cone C is right CP-invariant with S(Mn) ⊆ C ⊆ P(Mn);
(b) there exists an operator system V1(Mn), defined by cones {Cm}∞m=1, such that
CC = Cn;
(c) there exists an operator system V2(Mn) such that C = CP(Mn, V2(Mn)); and
(d) there exists an operator system V3(Mn) such that (C◦)† = CP(V3(Mn),Mn).
Furthermore, we can choose V1(Mn) = V2(Mn) = OMIN
n(CC) and V3(Mn) =
OMAXn(CC).
Proof. We prove the result by showing that (a)⇔ (b), (b)⇒ (c), (c)⇒ (a), (b)⇒ (d),
and (d)⇒ (a).
To see that (a)⇒ (b), define Cn := CC. If A ∈Mn and Φ ∈ C then Lemma 6.2.10
tells us that
(AdA ⊗ idn)(CΦ) = CΦ◦Ad
AT
∈ Cn, (6.16)
where the inclusion comes from the fact that C is right CP-invariant. The implication
(a)⇒ (b) and the fact that we can choose V1(Mn) = OMAXn(CC) then follows from
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Lemma 6.2.11. The reverse implication (b) ⇒ (a) also follows from Equation (6.16),
but this time we use the fact that Cn is a cone defining an operator system to get
the inclusion. The fact that S(Mn) ⊆ C ⊆ P(Mn) follows from the fact that for
the minimal operator system on Mn, Cn is the cone of block positive operators and
for the maximal operator system on Mn, Cn is the cone of separable operators (see
Theorem 6.2.1).
To see that (b)⇒ (c), let V2(Mn) = OMAXn(CC). We then have to show that if
CC = Cn, then C = CP(Mn, V2(Mn)). We already showed that (b)⇒ (a), so we know
that C is right CP-invariant. If Φ ∈ C then for any X ∈ (Mn ⊗Mn)+ there exists
Ψ ∈ CP such that
(idn ⊗ Φ)(X) = CΦ◦Ψ ∈ Cn,
where the inclusion comes from C being right CP-invariant. It follows that via [Xha09,
Proposition 2.3.3] that Φ ∈ CP(Mn, V2(Mn)), so C ⊆ CP(Mn, V2(Mn)). To see the
opposite inclusion, simply note that if Φ ∈ CP(Mn, V2(Mn)) then, because |ψ+〉〈ψ+| ∈
(Mn ⊗Mn)+, we have CΦ = m(idn ⊗ Φ)(|ψ+〉〈ψ+|) ∈ Cn = CC, so Φ ∈ C. It follows
that C = CP(Mn, V2(Mn)).
To prove (c) ⇒ (a), simply note that CP(Mn, V2(Mn)) is trivially right CP-
invariant. To see that S(Mn) ⊆ CP(Mn, V2(Mn)) ⊆ P(Mn), we simply use Corol-
lary 6.2.3.
The proof that (b) ⇒ (d) mimics the proof that (b) ⇒ (c). Let V3(Mn) =
OMAXn(CC). Then for any Ψ ∈ C◦ and Φ ∈ C we have Ψ† ◦ Φ ∈ CP (Propo-
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sition 3.1.4), so CΨ†◦Φ ∈ (Mn ⊗ Mn)+. It follows that (idn ⊗ Ψ†)(Cn) ⊆ (Mn ⊗
Mn)
+. [Xha09, Proposition 2.3.7] implies that Ψ† ∈ CP(V3(Mn),Mn), so (C◦)† ⊆
CP(V3(Mn),Mn). The opposite inclusion follows by simply reversing this argument.
The implication (d) ⇒ (a) follows similarly by the fact that CP(V3(Mn),Mn) is
trivially closed and left CP-invariant. To see that S(Mn) ⊆ (CP(V3(Mn),Mn)†)◦ ⊆
P(Mn), we again use Corollary 6.2.3. 
As a demonstration of Theorem 6.2.12, we now recall a right CP-invariant cone
that we have not yet considered in this chapter – the cone of anti-degradable maps. In
particular, we have the following result, which shows that the anti-degradable maps
are exactly the completely positive maps into the operator system formed by the
shareable operators.
Theorem 6.2.13. Let H2m denote the cone of shareable operators in Mm ⊗ Mn.
Then the family of cones {H2m}∞m=1 defines an operator system V (Mn) such that
CP(Mn, V (Mn)) = AD, the cone of anti-degradable maps.
Proof. We first show that the family of cones {H2m}∞m=1 satisfies the two defining
properties of operator systems on Mn. The cone H
2
1 of shareable operators in M1 ⊗
Mn ∼= Mn indeed satisfies H21 = M+n because if X ∈ M+n is any positive semidefinite
operator then X ⊗X ∈Mn⊗Mn is a symmetric extension of it. To see that (AdA⊗
idn)(H
2
m1
) ⊆ H2m2 for all m1,m2 ∈ N and A ∈ Mm2,m1 , simply note that if X ∈ H2M1
is extended by the operator X˜ ∈Mm1⊗ (Mn⊗Mn), then (AdA⊗ idn)(X) is extended
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by (AdA⊗ idn⊗ idn)(X˜). It follows that {H2m}∞m=1 defines an operator system, which
we denote V (Mn).
We now show that Φ ∈ AD if and only if Φ is completely positive from Mn to
V (Mn). If Φ ∈ CP(Mn, V (Mn)) then in particular CΦ = m(idn⊗Φ)(|ψ+〉〈ψ+|) ∈ H2n.
We recall from Section 2.5.3 that this implies Φ ∈ AD, so CP(Mn, V (Mn)) ⊆ AD.
To see the opposite inclusion, suppose Φ ∈ AD. Theorem 2.5.8 says that Φ is 2-
extendible, so there exists a map Φ˜ : Mn → (Mn⊗Mn) such that Tr1◦Φ˜ = Tr2◦Φ˜ = Φ.
Then, for all m ≥ 1 and all X ∈ (Mm ⊗Mn)+ we have
(idm ⊗ Φ)(X) = (idm ⊗ (Tr1 ◦ Φ˜))(X) = (idm ⊗ (Tr2 ◦ Φ˜))(X).
It follows that (idm ⊗ Φ)(X) is shareable (indeed, it is extended by (idm ⊗ Φ˜)(X)),
so Φ ∈ CP(Mn, V (Mn)). 
By recalling that the shareable operators and anti-degradable maps are natu-
rally generalized by the s-shareable operators and s-extendible maps respectively, the
following generalization of Theorem 6.2.13 becomes clear (and hence we present it
without proof).
Theorem 6.2.14. Let Hsm denote the cone of s-shareable operators in Mm ⊗ Mn.
Then the family of cones {Hsm}∞m=1 defines an operator system Vs(Mn) such that
CP(Mn, Vs(Mn)) = Bs, the cone of s-extendible maps.
Because the cones of anti-degradable maps and s-extendible maps are not left
CP-invariant, the operator systems of Theorems 6.2.13 and 6.2.14 do not fit into the
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framework of the next section.
6.2.5 Mapping Cones as Operator Systems
From now on, it will often be useful for us to consider operator systems V (Mn)
with the additional property that (idm⊗AdB)(Cm) ⊆ Cm for each m ∈ N and B ∈Mn
– a property that is equivalent to the fact CP(Mn) ⊆ CP(V (Mn)). We call operator
systems with this property super-homogeneous.
The following result shows how Theorem 6.2.12 works when the right CP-invariant
cone is in fact a mapping cone – in this situation the associated operator system is
super-homogeneous.
Corollary 6.2.15. Let C ⊆ L(Mn) be a closed, convex cone. The following are
equivalent:
1. C is a mapping cone;
2. there exists a super-homogeneous operator system V1(Mn), defined by cones
{Cm}∞m=1, such that CC = Cn;
3. there exists a super-homogeneous operator system V2(Mn) such that
C = CP(Mn, V2(Mn));
4. there exists a super-homogeneous operator system V3(Mn) such that
(C◦)† = CP(V3(Mn),Mn); and
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5. there exist super-homogeneous operator systems V4(Mn) and V5(Mn) such that
C = CP(V4(Mn), V5(Mn)).
Furthermore, we can choose V1(Mn) = V2(Mn) = OMIN
n(CC) and V3(Mn) =
OMAXn(CC).
Proof. The equivalence of (a), (b), (c), and (d) follows immediately from the cor-
responding statements of Theorem 6.2.12 and the fact that C is left CP-invariant
if and only if (idn ⊗ AdB)(CC) ⊆ CC, which then gives super-homogeneity of the
corresponding operator system.
Because Mn is a super-homogeneous operator system, it is clear that (c) ⇒ (e).
All that remains to do is prove that (e)⇒ (a). To this end, simply notice that right
CP-invariance of CP(V4(Mn), V5(Mn)) follows from super-homogeneity of V4(Mn) and
left CP-invariance of CP(V4(Mn), V5(Mn)) follows from super-homogeneity of V5(Mn).
The fact that CP(V4(Mn), V5(Mn)) ⊆ P(Mn) and is nonzero follows from Corol-
lary 6.2.3. 
It is natural at this point to consider well-known mapping cones and ask what op-
erator systems give rise to them in the sense of Corollary 6.2.15. The mapping cone of
standard completely positive maps CP(Mn) appears when we let V1(Mn) = V2(Mn) =
Mn itself. Many other cases of interest come from Corollary 6.2.2: if C is the mapping
cone of k-positive maps, we can choose V1(Mn) = V2(Mn) = OMIN
k(Mn), and if
C is the mapping cone of k-superpositive maps, we can choose V1(Mn) = V2(Mn) =
266
OMAXk(Mn). Finally, consider the mapping cone of completely co-positive maps
{Φ ◦ T : Φ ∈ CP(Mn)}. It is not difficult to see that in this case we can choose
V1(Mn) = V2(Mn) to be the operator system defined by the cones of operators with
positive partial transpose – i.e., the operators X ∈Mm ⊗Mn such that XΓ ≥ 0.
6.2.6 Semigroup Cones as Operator Systems
Theorem 6.2.12 and Corollary 6.2.15 provide characterizations of completely pos-
itive maps to and from Mn, and completely positive maps between two different
super-homogeneous operator systems on Mn. However, they say nothing about com-
pletely positive maps from a super-homogeneous operator system back into itself.
Toward deriving a characterization for this situation, we consider cones C ⊆ L(Mn)
that are semigroups – i.e., cones such that Φ ◦ Ψ ∈ C for all Φ,Ψ ∈ C. Notice that
many of the standard examples of mapping cones, such as the k-positive maps and
the k-superpositive maps, are semigroups (however, the cone of completely co-positive
maps is not).
If V (Mn) is an operator system defined by cones {Cm}∞m=1, then the dual cones
{C◦m}∞m=1 define an operator system as well, which we denote V ◦(Mn). For simplicity,
we will only consider this operator system as a family of dual cones, in keeping with
our focus throughout the preceding portion of this work, and not the associated
dual operator space structure. The interested reader is directed to [BM11] for a more
thorough treatment of dual operator systems. It is easily verified that V (Mn) is super-
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homogeneous if and only if V ◦(Mn) is super-homogeneous, and the “naive” operator
system onMn is easily seen to be self-dual: M
◦
n = Mn. By the duality of the cones of k-
positive maps and k-superpositive maps we know that OMIN◦k (Mn) = OMAXk(Mn)
and OMAX◦k(Mn) = OMINk(Mn).
We now consider what types of cones can be completely positive from a super-
homogeneous operator system back into itself. We already saw in Corollary 6.2.2
that CP(OMINk(Mn)) = CP(OMAXk(Mn)) = Pk(Mn) – a fact that we now see is
related to the facts that Pk(Mn) is a semigroup and OMIN◦k (Mn) = OMAXk(Mn).
Theorem 6.2.16. Let C ⊆ L(Mn) be a convex cone. The following are equivalent:
(a) the cone C is a semigroup with CP(Mn) ⊆ C ⊆ P(Mn); and
(b) there exists a super-homogeneous operator system V (Mn) with C = CP(V (Mn)).
Furthermore, we can choose V (Mn) = OMIN
n(CC).
Proof. We first prove that (b)⇒ (a). Let {Cm}∞m=1 be the cones associated with the
operator system V (Mn). If X ∈ Cm and Φ,Ψ ∈ CP(V (Mn)) then (idm⊗Φ)(X) ∈ Cm.
But then applying idm⊗Ψ shows (idm⊗ (Ψ ◦Φ))(X) ∈ Cm as well, so it follows that
Ψ ◦ Φ ∈ CP(V (Mn)) and thus CP(V (Mn)) is a semigroup. Because V (Mn) is super-
homogeneous, we know that AdB ∈ CP(V (Mn)) for all B ∈ Mn, and so CP(Mn) ⊆
CP(V (Mn)). To see that CP(V (Mn)) ⊆ P(Mn), simply use Corollary 6.2.3.
To see that (a) ⇒ (b), we argue much as we did in Theorem 6.2.12. It is clear,
via the Choi–Jamio lkowski isomorphism, that Sn ⊆ CC ⊆ Pn. Now note that C is left
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and right CP-invariant because Φ ◦Ψ ∈ C for any Φ ∈ C and Ψ ∈ CP(Mn) ⊆ C (and
similarly for composition on the left by Ψ ∈ CP(Mn)). Thus, if A ∈ Mm, B ∈ Mn
and Φ ∈ C then
(AdA ⊗ AdB)(CΦ) = (idm ⊗ AdB)(CΦ◦Ad
AT
) = CAdB◦Φ◦AdAT ∈ CC,
where the first equality comes from Lemma 6.2.10. Lemma 6.2.11 then tells us that
V (Mn) = OMIN
n(CC) is an operator system, and it is easily seen to be super-
homogeneous. Because C is a semigroup, it follows that CΦ◦Ψ ∈ CC for any Φ,Ψ ∈ C.
Then (idn ⊗ Φ)(CΨ) ∈ CC, so (idn ⊗ Φ)(CC) ⊆ CC, which implies C ⊆ CP(V (Mn))
by [Xha09, Proposition 2.3.3]. To see the other inclusion, note that idn ∈ CP(Mn),
so idn ∈ C. It follows that |ψ+〉〈ψ+| ∈ CC. Thus, if Φ ∈ CP(V (Mn)) then (idn ⊗
Φ)(|ψ+〉〈ψ+|) ∈ CC, so Φ ∈ C, which implies that C = CP(V (Mn)). 
It is worth noting that if C is closed and condition (a) of Theorem 6.2.16 holds,
then C is necessarily a mapping cone. It follows that if V (Mn) is a super-homogeneous
operator system defined by closed cones then CP(V (Mn)) is always a mapping cone
(which can also be seen from Corollary 6.2.15), although the converse does not hold.
That is, there exist mapping cones C such that there is no operator system V (Mn)
with C = CP(V (Mn)) – the simplest example being the mapping cone of completely
co-positive maps.
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