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We will discuss a new integrable model which describes the motion of ﬂuid. The present
work is mainly concerned with global existence and blow-up phenomena which are largely
due to the application of conservation laws for this integrable equations. Moreover, a new
blow-up criterion for nonperiodic case is also established via the associated potential. Some
interesting examples are also given to illustrate the application of our results. The precise
blow-up rate is also investigated. Finally, we will emphasize the relations of classical
Camassa–Holm equation and our model by analyzing the existence of global solutions.
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1. Introduction
In this essay, we consider the following integrable model named two-component generalized Camassa–Holm system,{
ut − uxxt + 3uux − 2uxuxx − uuxxx + σρρx = 0, t > 0, x ∈ R;
ρt + (ρu)x = 0, t > 0, x ∈ R,
which takes an equivalent form of a quasi-linear evolution equation of hyperbolic type:⎧⎨
⎩ut + uux + ∂x
(
G ∗
(
u2 + 1
2
u2x +
σ
2
ρ2
))
= 0, t > 0, x ∈ R;
ρt + (ρu)x = 0, t > 0, x ∈ R,
(1.1)
where the sign ∗ denotes the spatial convolution, G(x) is the associated Green’s function of the operator (1− ∂2x )−1. σ can
be chosen 1 or −1. This system appears initially in [30], and its mathematical properties have been studied further in
many works [8,9,12,13,18]. Recently, Constantin and Ivanov in [8] gave a demonstration about its derivation in view of
shallow water theory from the hydrodynamic point of view. Here u(x, t) describes the horizontal velocity of the ﬂuid
and ρ(x, t) describes the horizontal deviation of the surface from equilibrium, all measured in dimensionless units. The
case σ = −1 corresponds to the situation in which the gravity acceleration points upwards [8]. The system with σ = −1
has been recently proposed by Chen et al. in [9] and Falqui in [13]. This generalization, similarly to the Camassa–Holm
equation, is the ﬁrst negative ﬂow of the AKNS hierarchy and possesses the peakon and multi-kink solutions and possesses
the bi-Hamiltonian structure [9,13]. Moreover, the model is connected with the energy dependent Schrödinger spectral
problem [9]. The extended N = 2 supersymmetric Camassa–Holm equation was also presented by Z. Popowicz in [31].
Very recently, smooth traveling wave solutions with σ = 1 were investigated by Mustafa in [29] and the investigation of
other related two-component models can be found in [22,28,32]. The basic idea of this generalization was to include the
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representation. The model is also an integrable system in the sense that it has Lax pair [8], the associated spectral parameter
yields the following two conservation laws
E1 =
∫
R
(
u2 + u2x + σρ2
)
dx, E2 =
∫
R
(
u3 + uu2x + σuρ2
)
dx.
Obviously, under the constraint of ρ(x, t) = 0 system (1.1) reduces to the Camassa–Holm equation, which was derived
physically by Camassa and Holm in [2] (found earlier by Fokas and Fuchssteniner [14] as a bi-Hamiltonian generalization of
the KdV equation) by approximating directly the Hamiltonian for Euler’s equation in the shallow water region with u(x, t)
representing the free surface above a ﬂat bottom. Recently, the alternative derivation of the Camassa–Holm equation as
a model for water waves was presented by Johnson [21]. The Camassa–Holm equation is completely integrable and has
inﬁnitely many conservation laws. Local well-posedness for the initial datum u0(x) ∈ Hs with s > 3/2 was proved by several
authors [3,19,24,26]. One of the remarkable features of Camassa–Holm equation is the presence of breaking waves (the
solution itself remains bounded while its slope becomes inﬁnity in ﬁnite time) and global solutions in time. Wave breaking
for a large class of initial data has been established in [3,4,7,24,25,34,35], global solutions were also explored in [3,4].
However, in [33], global existence of weak solutions is proved but uniqueness is obtained only under an a priori assumption
that is known to hold only for initial data u0(x) ∈ H1 such that u0(x)−u0xx(x) is a sign-deﬁnite Random measure. A class of
unique global weak solutions has been constructed in [6,27]. Global conservative solutions for the Camassa–Holm equation
were also discussed by transforming into a semilinear system in [1]. The solitary waves of Camassa–Holm equation are
peaked solitons with u(x, t) = e−|x−ct| , where c ∈ R is the wave speed. The orbital stability of the peakons was shown
by Constantin and Strauss in [10]. On the other hand, the author also considered the Camassa–Holm equation with weak
dissipation, and obtained some new blow-up criteria in [15]. It is worthy of being mentioned here is the property of
propagation speed of solutions to the Camassa–Holm equation, which was presented by Zhou and his collaborators in their
work [20].
The main purpose of this paper is to investigate further formation of singularities and global existence of solutions to (1.1)
with the case of σ = 1. We assume that u(x, t) decays rapidly at inﬁnity and so does ρ(x, t) mathematically. What differs
from [18] is the emphasis of periodic case and starting point of potential added on the initial conditions for nonperiodic
case. Furthermore, our global result provides us with new understanding of wave breaking phenomenon.
The rest of this paper is organized as follows. In Section 2, we recall some preliminary results on well-posedness and
blow-up scenario. In Section 3, the detailed blow-up criteria and examples are given respectively, the blow-up rate is also
brieﬂy presented. We discuss the global existence in Section 4. The ﬁnal section, Section 5, is a brief conclusion to summa-
rize the key results and related problems.
2. Preliminaries
In this section, we recall some elementary results. For completeness, we list them and skip their proofs for concise-
ness. Local well-posedness for (1.1) can be obtained by Kato’s semigroup theory [23]. In [12], the authors gave a detailed
description on well-posedness theorem.
Theorem 2.1. Given X0 = (u0,ρ0)T ∈ Hs × Hs−1 , s  2, there exists a maximal T = T (‖X0‖Hs×Hs−1 ) > 0, and a unique solution
X = (u,ρ)T to system (1.1) such that
X = X(·, X0) ∈ C
([0, T ); Hs × Hs−1)∩ C1([0, T ); Hs−1 × Hs−2).
Moreover, the solution depends continuously on the initial data, i.e. the mapping
X → X(·, X0) : Hs × Hs−1 → C
([0, T ); Hs × Hs−1)∩ C1([0, T ); Hs−1 × Hs−2)
is continuous.
Next results describe the precise blow-up scenarios for suﬃciently regular solutions to our system.
Theorem 2.2. Let X0 = (u0,ρ0)T ∈ Hs × Hs−1 , s 5/2, and let T be the maximal existence time of the solution X = (u,ρ)T to (1.1)
with the initial data X0 . Then the corresponding solution blows up in ﬁnite time if and only if
lim
t→T infx∈R
{
ux(x, t)
}= −∞ or lim
t→T sup
{∥∥ρx(·, t)∥∥L∞}= +∞. (2.1)
Theorem 2.3. Let X0 = (u0,ρ0)T ∈ H2 × H1 , and let T be the maximal existence time of the solution X = (u,ρ)T to (1.1) with the
initial data X0 . Then the corresponding solution blows up in ﬁnite time if and only if
lim
t→T infx∈R
{
ux(x, t)
}= −∞. (2.2)
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For the proofs, one can see the discussion in [12].
We also need to introduce the standard particle trajectory method for later use. Suppose u(x, t) solves Eqs. (1.1), q(x, t)
satisﬁes the following initial value problem:{
qt = u(q, t), 0< t < T , x ∈ R,
q(x,0) = x, x ∈ R,
where T is the lifespan of the solution, then q is a diffeomorphism of the line. Moreover, we know the map q(·, t) is an
increasing diffeomorphism of R with [34]
qx(x, t) = exp
( t∫
0
ux(q, s)ds
)
> 0, (x, t) ∈ R × [0, T ). (2.3)
After local well-posedness of strong solutions (see Theorem 2.1) is established, a natural question is whether this local
solution can exist globally. If the solution exists only in ﬁnite time, what induces the blow-up? On the other hand, to ﬁnd
suﬃcient conditions to guarantee the ﬁnite time blow-up or global existence is of great interest, especially for suﬃcient
conditions added on certain initial data. The following results will give positive answers.
3. Blow-up
In this section we pay more attention to the formation of singularities for strong solutions to the system. The following
theorems will show that wave breaking is the one way that singularities arise in smooth solutions. In [18], we gave the
description on blow-up criteria depending on the negativity of the initial velocity slope relative to other global quantities.
Motivated by Zhou’s recent work [36], we will give our ﬁrst blow-up criterion via the associated initial potential. Precisely,
the following works.
Theorem 3.1. Suppose X0 = (u0,ρ0)T ∈ Hs × Hs−1 , s > 5/2, ρ0(x0) = 0 and y0(x) = u0(x) − u0xx(x) satisﬁes y0(x0) = 0. Further-
more,
x0∫
−∞
eξ y0(ξ)dξ > 0 and
∞∫
x0
e−ξ y0(ξ)dξ < 0,
for some point x0 ∈ R. Then the solution to our system (1.1) with initial value X0 blows up in ﬁnite time.
Proof. Differentiating the ﬁrst equation in (1.1) with respect to variable x, we obtain
uxt + u2x + uuxx + ∂2x
(
G ∗
(
u2 + u
2
x
2
+ ρ
2
2
))
= 0. (3.1)
Applying ∂2x (G ∗ f ) = G ∗ f − f to (3.1) yields
uxt + 1
2
u2x + uuxx = −G ∗
(
u2 + u
2
x
2
+ ρ
2
2
)
+ u2 + ρ
2
2
. (3.2)
This equation in combination with (2.3) gives
d
dt
ux
(
q(x0, t), t
)= (uxt + uuxx)(q(x0, t), t)
 1
2
u2
(
q(x0, t), t
)− 1
2
u2x
(
q(x0, t), t
)+ ρ2(q(x0, t), t)
2
,
where we used the fact
G ∗
(
u2 + u
2
x
2
)
 1
2
u2(x).
In order to come to our result, we need the following two claims.
Claim 1. y(q(x0, t), t) = 0 for all t in its lifespan.
Z. Guo / J. Math. Anal. Appl. 372 (2010) 316–327 319It is worth to notice the equivalent form of the ﬁrst equation in (1.1) as follows
yt + 2yux + yxu + ρρx = 0. (3.3)
Applying particle trajectory method to (3.3) and the second equation in (1.1), we obtain
d
dt
(
y
(
q(x, t), t
)
q2x(x, t)
)= (yt + 2yux + yxu)(q(x, t), t)q2x(x, t)
= −ρ(q(x, t), t)ρx(q(x, t), t)q2x(x, t),
and
d
dt
ρ
(
q(x, t), t
)
qx(x, t) = 0. (3.4)
(3.4) implies that
ρ
(
q(x, t), t
)
qx(x, t) = ρ0(x). (3.5)
Next we consider the point (q(x0, t), t). Obviously, ρ(q(x0, t), t) = 0 and
d
dt
y
(
q(x0, t), t
)
q2x(x0, t) = 0.
Thus y(q(x0, t), t)q2x(x0, t) is independent on time t . We will get by taking t = 0 without loss of generality,
y
(
q(x0, t), t
)
q2x(x0, t) = y0(x0) = 0.
Therefore, the claim holds.
Claim 2. u2(q(x0, t), t)−u2x(q(x0, t), t) < 0, on [0, T ). Furthermore, ux(q(x0, t), t) < 0 and is strictly decreasing with respect to time,
where T is the maximal existence time of the solution.
We will prove it by method of contradiction. Suppose not, there exists a t0 such that u2(q(x0, t), t) < u2x(q(x0, t), t) on[0, t0) but u2(q(x0, t0), t0) u2x(q(x0, t0), t0).
Since y = u − uxx , u(x, t) can be given by the convolution u(x, t) = G ∗ y with G(x) = 12 e−|x| , for x ∈ R, and therefore
u(x, t) = 1
2
e−x
x∫
−∞
eξ y(ξ, t)dξ + 1
2
ex
∞∫
x
e−ξ y(ξ, t)dξ, t ∈ [0, T ), x ∈ R,
from which we get
ux(x, t) = −1
2
e−x
x∫
−∞
eξ y(ξ, t)dξ + 1
2
ex
∞∫
x
e−ξ y(ξ, t)dξ, t ∈ [0, T ), x ∈ R. (3.6)
Now we consider the problem at point (q(x0, t), t); for simplicity let
M = 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ.
Then
dM
dt
= −1
2
u
(
q(x0, t), t
)
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ + 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ. (3.7)
The ﬁrst term of (3.7) on the right-hand side yields
−1
2
u
(
q(x0, t), t
)
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ
= −1
2
u
(
q(x0, t), t
)
e−q(x0,t)
[ q(x0,t)∫
−∞
eξ (u + ux)dξ − eq(x0,t)ux
(
q(x0, t), t
)]
= −1u2(q(x0, t), t)+ 1u(q(x0, t), t)ux(q(x0, t), t).
2 2
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1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
= −1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ
(
yux + (yu)x + ρρx
)
(ξ, t)dξ
= −1
2
u
(
q(x0, t), t
)
ux
(
q(x0, t), t
)+ 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ
(
u2 + 1
2
u2x
)
dξ
+ 1
4
u2x
(
q(x0, t), t
)+ 1
4
e−q(x0,t)
q(x0,t)∫
−∞
ρ2eξ dξ.
Therefore,
dM
dt
= 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ
(
u2 + 1
2
u2x
)
dξ + 1
4
u2x
(
q(x0, t), t
)+ 1
4
e−q(x0,t)
q(x0,t)∫
−∞
ρ2eξ dξ − 1
2
u2
(
q(x0, t), t
)
 1
4
u2x
(
q(x0, t), t
)− 1
4
u2
(
q(x0, t)
)
,
where we used the fact
q(x0,t)∫
−∞
eξ
(
u2 + u2x
)
dξ 
q(x0,t)∫
−∞
eξ du2 = eq(x0,t)u2 −
q(x0,t)∫
−∞
eξu2 dξ,
q(x0,t)∫
−∞
eξ
(
u2 + 1
2
u2x
)
dξ  1
2
eq(x0,t)u2
(
q(x0, t)
)
.
Hence combining these inequalities and our hypothesis together, (3.7) reads
dM
dt
 1
4
u2x
(
q(x0, t), t
)− 1
4
u2
(
q(x0, t)
)
> 0, on [0, t0),
which implies that M is strictly increasing on time on [0, t0), we will easily get from the continuity property that
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ > e−x0
x0∫
−∞
eξ y0(ξ)dξ > 0. (3.8)
In the following, letting
N = 1
2
eq(x0,t)
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ,
a very similar way for N , it follows that
dN
dt
 1
4
u2
(
q(x0, t)
)− 1
4
u2x
(
q(x0, t), t
)
< 0, on [0, t0).
Therefore, continuity property yields
eq(x0,t)
∞∫
e−ξ y(ξ, t)dξ < ex0
∞∫
x
e−ξ y0(ξ)dξ < 0. (3.9)
q(x0,t) 0
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u2x
(
q(x0, t0), t0
)− u2(q(x0, t0), t0)= −
∞∫
q(x0,t0)
e−ξ y(ξ, t0)dξ
q(x0,t0)∫
−∞
eξ y(ξ, t0)dξ
> −
∞∫
x0
e−ξ y0(ξ)dξ
x0∫
−∞
eξ y0(ξ)dξ > 0.
This is an obvious contradiction. Thus ux(q(x0, t), t) is strictly decreasing. On the other hand, (3.6) and initial assumption
make ux(q(x0, t), t) < 0 be obvious. So our claim is proved.
Now let us denote
W (t) = ux
(
q(x0, t), t
)
, t  0,
then
dW (t)
dt
 1
2
u2
(
q(x0, t), t
)− 1
2
u2x
(
q(x0, t), t
)
 1
2
(
u20(x0) − u20x(x0)
)
< 0. (3.10)
Suppose the corresponding solution exists globally in time. Since W (t) is strictly decreasing with initial assumption
W (0) < 0, there exists a t1 such that for all t > t1, we have
W (t) < −√E1(0) < 0,
where
E1(0) =
∫
R
(
u20 + u20x + ρ20
)
dx.
Thus (3.10) becomes
dW (t)
dt
−1
2
W 2(t) + 1
2
u2
(
q(x0, t), t
)
−1
2
W 2(t) + 1
4
E1(0)
−1
4
W 2(t), for t ∈ (t1,∞).
Solving the above inequality directly, one gets
W (t) 4
4
W (t1)
+ (t − t1)
.
It is easy to observe that W (t) → −∞ as t goes to t1 − 4W (t1) . This fact implies that the solution does not exist globally, i.e.,
wave breaking occurs.
Finally, as for time t1, we have the following choice. Let us go back to (3.10),
dW (t)
dt
−1
2
W 2(t) + 1
2
E1(0). (3.11)
If W (0) < −√E1(0), we take t1 = 0. Otherwise, suppose W (0) > −√E1(0), and W (t1) = −√E1(0) we obtain by integrating
(3.10) from 0 to t1,
−√E1(0) − W (0) 1
2
(
u20(x0) − u20x(x0)
)
t1.
Consequently,
t1 
−2(√E1(0) + W (0))
(u2(x ) − u2 (x )) .0 0 0x 0
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t1 = −2(
√
E1(0) + W (0))
(u20(x0) − u20x(x0))
.
This completes the proof of the theorem. 
Throughout this paper, let S := R/Z be the unit circle. Now our attention is drew to show wave breaking may occur for
the periodic case; we will also see that the conservation laws play a very important role in this case.
Theorem 3.2. Suppose ρ0(0) = 0, u′0(0) < 0 and u20x(0) > 2(1− c0)c1E1(0), where
c1 = cosh(1/2)
2 sinh(1/2)
,
c0 = 1
2
+ arctan(sinh(1/2))
2 sinh(1/2) + 2arctan(sinh(1/2)) sinh2(1/2) .
Let T be the maximal existence time of corresponding solutions to (1.1) with the initial data X0 = (u0,ρ0)T ∈ Hs × Hs−1 , s > 5/2.
Then T is ﬁnite.
Proof. We should notice that equality (3.2) is still valid for periodic case. It follows that
d
dt
ux
(
q(x, t), t
)
−1
2
u2x
(
q(x, t), t
)+ (1− c0)u2(q(x, t), t)+ ρ2(q(x, t), t)
2
,
where we used the optimal Sobolev inequality obtained by Zhou in [38]
G ∗
(
u2 + 1
2
u2x
)
 c0u2(x), x ∈ S,
c0 ≈ 0.869 is the best constant of this problem. In view of the hypothesis and equality (3.5), we infer that
ρ
(
q(0, t), t
)= 0.
Then we can obtain the following inequality by setting ϕ(x, t) = ux(q(x, t), t)
dϕ(0, t)
dt
−1
2
ϕ2(0, t) + (1− c0)u2(0, t). (3.12)
Note that ‖u(x, t)‖2L∞(S)  c1‖u(x, t)‖2H1(S) [37] with c1 = 12 coth( 12 ) ≈ 1.082, then we get
dϕ(0, t)
dt
−1
2
ϕ2(0, t) + (1− c0)c1E1(0).
If ϕ0(0) < 0, ϕ20(0) > 2(1− c0)c1E1(0), we conclude by solving above standard Riccati type inequality
lim
t→T ux
(
q(0, t), t
)= −∞,
and T can be estimated by
√
2(1−c0)c1E1(0)
2(1−c0)c1E1(0) ln
u′0(0)−
√
2(1−c0)c1E1(0)
u′0(0)+
√
2(1−c0)c1E1(0) . 
Theorem 3.3. Suppose ρ0(0) = 0, u′0(0) < 0 and u20x(0) > 2(1− c0)K (0) where c0 is the same to above,
K (0) =
(∫
S
u0(x)dx
)2
+
∫
S
(
u20 + u20x + ρ20
)
dx.
Let T be the maximal existence time of the corresponding solutions to (1.1)with the initial data X0 = (u0,ρ0)T ∈ Hs × Hs−1 , s > 5/2.
Then T is ﬁnite, i.e., wave breaking occurs.
In order to prove this theorem, we need the following lemma.
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∥∥ f (x)∥∥2L∞ 
(∫
S
f (x)dx
)2
+ ∥∥ f (x)∥∥2H1(S).
We now proceed to prove the theorem.
Proof of Theorem 3.3. We easily know
∫
S
u(x, t)dx is also an invariant with respect to time. Thus Theorem 3.3 can be
proved by using
∥∥u(x)∥∥2L∞(S) 
(∫
S
u(x)dx
)2
+ ∥∥u(x)∥∥2H1(S) < K (0)
in (3.12) instead of ‖u(x, t)‖2L∞(S)  c1‖u(x, t)‖2H1(S) . 
When we study the blow-up problems for differential equations, according to [17], the basic questions include when,
where, and how. Theorems 3.1, 3.2 and 3.3 give answers to the ﬁrst two questions. The following theorem answers one
aspect of the third question, the rate of blow-up. In the remaining part we give a brief introduction on blow-up rate, the
main theorem is as follows.
Theorem 3.5. Assume that X0 = (u0,ρ0)T ∈ Hs(R) × Hs−1(R), s > 5/2, X(x, t) is the corresponding solution. If the lifespan of the
solution is ﬁnite, then
lim
t→T
{
(T − t)W (t)}= −2.
Proof. The conclusion follows from the theory of ordinary differential equations to Eq. (3.11). Indeed, we have
−K  dW (t)
dt
+ 1
2
W 2(t) K ,
where K is a constant depending on E1(0). Since limt→T W (t) = −∞, it follows that for any ε ∈ (0,1/2) there exists a t0
such that W 2(t) > K/ε for all t ∈ (t0, T ). Therefore,
−1
2
− ε  1
W 2(t)
dW (t)
dt
−1
2
+ ε.
Direct integration from t to T gives
−1
2
− ε  1
(T − t)W (t) −
1
2
+ ε,
the arbitrariness of ε leads to our result. 
Remark 3.6. The ﬁrst investigation concerning the blow-up rate for the Camassa–Holm equation can be found in [5], the
authors have proved that the blow-up rate for Camassa–Holm equation is −2. Actually, we ﬁnd that the blow-up rate
largely rely on the coeﬃcient of higher order term W 2(t) in the present problem. It should also be mentioned that for
other related models discussed in [11,16] the blow-up rate is −1. Moreover, we can summarize that for a class of nonlinear
nonlocal evolution equations the blow-up rate is a constant which is determined by the coeﬃcients of the leading term
u2x(x, t) in some sense when blow-up occurs, we can also obtain it by similar argument of our theorem.
Remark 3.7. We noticed that in [5] the blow-up set was studied, it gave an answer to the second basic question, where
blow-up occurs. However, in our cases the points q(x0, t) in Theorem 3.1 and q(0, t) in Theorem 3.2 can be regarded as the
blow-up set.
At the end of this section, we would like to give some examples to illustrate the application of Theorems 3.2 and 3.3
respectively. The motivation here is to show that they both make sense and are different.
Example 1. The initial pair of (u0(x),ρ0(x)) is given by{
u0(x) = − sin(2πx) + 8, x ∈ [0,1],
ρ (x) = 4 sin(πx), x ∈ [0,1].0
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ρ0(0) = 0, u′0(0) = −2π < 0, u20x(0) = 4π2.
On the other hand,
E1(0) =
1∫
0
(
u20 + u20x + ρ20
)
dx = 2π2 + 72+ 1
2
,
K (0) =
(∫
S
u0(x)dx
)2
+
∫
S
(
u20 + u20x + ρ20
)
dx = 2π2 + 136.5.
Obviously, u20x(0) > 2(1−c0)c1E1(0), but u20x(0) < 2(1−c0)K (0). Therefore, the classical solution to system (1.1) correspond-
ing to this initial pair only exists in ﬁnite time due to Theorem 3.2, but Theorem 3.3 does not work.
Example 2. The following one will illustrate the applicability of Theorem 3.3. We choose the initial pair⎧⎪⎪⎨
⎪⎪⎩
u0(x) =
{−x+ a, x ∈ [0,a],
0, x ∈ [a,1− a],
x+ a − 1, x ∈ [1− a,1],
ρ0(x) =
√
21a
3
2 x, x ∈ [0,1],
where a ∈ [0,1] is to be determined later. We compute
E1(0) = 23
3
a3 + 2a,
K (0) = 23
3
a3 + 2a + a4.
Since u′0(0) = −1< 0, we want a to satisfy
1< 2× (1− c0)c1E1(0) and 1> 2(1− c0)K (0),
i.e.,
1< 2× (1− 0.869) × 1.082×
(
23
3
a3 + 2a
)
and
1> 2× (1− 0.869) ×
(
23
3
a3 + 2a + a4
)
should hold at the same time. By Maple, one can ﬁnd a = 23 satisﬁes
2× (1− 0.869) × 1.082×
(
23
3
a3 + 2a
)
= 1.0219,
2× (1− 0.869) ×
(
23
3
a3 + 2a + a4
)
= 0.99625.
It is not diﬃcult to show a suitable molliﬁcation to our initial pair can also lead to the desired result. The above analysis
implies that in this case only Theorem 3.3 works.
4. Global existence
Not all strong solutions develop singularities in ﬁnite time. The following theorem will show us that system (1.1) also
admits global solutions.
Theorem 4.1. Let X0 = (u0,ρ0)T ∈ H2 × H1 , if ρ0(x) doesn’t change sign for x ∈ R. Then the corresponding solution to our system
exists globally in time.
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uxt + u2x + uuxx + ∂2x
(
G ∗
(
u2 + u
2
x
2
+ ρ
2
2
))
= 0. (4.1)
Applying ∂2x (G ∗ f ) = G ∗ f − f to (4.1) yields
uxt + 1
2
u2x + uuxx = u2 +
1
2
ρ2 − G ∗
(
u2 + u
2
x
2
+ ρ
2
2
)
.
Taking into account the point (q(x, t), t), we obtain by denoting φ(t) = ux(q(x, t), t) and η(t) = ρ(q(x, t), t),
d
dt
φ(t) = −1
2
φ2(t) + 1
2
η2(t) + u2 − G ∗
(
u2 + u
2
x
2
+ ρ
2
2
)
. (4.2)
On the one hand, we have∣∣∣∣G ∗
(
u2 + u
2
x
2
+ ρ
2
2
)∣∣∣∣ ‖G‖L∞
∥∥∥∥u2 + u2x2 + ρ
2
2
∥∥∥∥
L1
 1
2
E1(0).
On the other hand,
‖u‖2L∞ 
1
2
‖u‖2H1 
1
2
E1(0).
If we denote h(t) by u2 − G ∗ (u2 + 12u2x + 12ρ2), then∣∣h(t)∣∣ E1(0).
We easily know ρ(q(x, t), t)qx(x, t) = ρ0(x). The positivity of qx(x, t) implies that η(t) keeps sign with its initial value η(0).
Suppose the corresponding solution exists in ﬁnite time, then we have limt↑T infφ(x0, t) = −∞ for some x0 ∈ R, where T
is the maximal existence time. We will show this does not occur in the following.
Next, we construct a positive function as follows
ψ(x, t) = η(0)η(t) + η(0)
η(t)
[
1+ φ2(t)].
The combination of (4.2) with equality dη(t)/dt = −η(t)φ(t) yields
ψ ′(x, t) = η(0)η′(t) + η(0)
[
2φ(t)φ′(t)η(t) − (1+ φ2(t))η′(t)
η2(t)
]
= η(0)
[
−η(t)φ(t) + φ(t)η
2(t) + 2φ(t)h(t) + φ(t)
η(t)
]
= 2η(0)φ(t)
η(t)
[
h(t) + 1
2
]
 η(0
η(t)
[
φ2(t) + 1]∣∣∣∣h(t) + 12
∣∣∣∣, (4.3)
where we used
dη(t)
dt
= −η(t)φ(t).
The positivity of η(0)η(t) and (4.3) show us
ψ ′(x, t)
∣∣∣∣h(t) + 12
∣∣∣∣(ψ(x, t) − η(0)η(t)) κψ(x, t),
for some positive constant κ . Solving above inequality, we conclude
ψ(x, t)ψ0(x)eκt , t ∈ [0, T ).
This implies that ψ(x, t) does not blow up in ﬁnite time, so obviously neither the case of η(t) → ∞ nor φ(t) → ∞ will
occur. This contradicts our assumption of ﬁnite time existence, thus the corresponding solution exists globally. 
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the following classical Camassa–Holm equation{
yt + yxu + 2yux = 0, t > 0, x ∈ R,
y = u − uxx, t > 0, x ∈ R,
a well-known result on global existence is: if initial potential y0(x) of the Camassa–Holm equation keeps sign in R, then
the corresponding solution to Camassa–Holm equation exists globally in time. It is not diﬃcult to ﬁnd that in our two
component case, the second component ρ(x, t) seems to act as the role of potential y(x, t) in Camassa–Holm equation.
Actually, in [8], the authors presented the global result where the smallness of energy E1 is needed. Our present result can
be a real improvement of it. On the other hand, this theorem also tells us ρ(x, t) must change sign while blow-up occurs.
5. Conclusion
We presented in this work a new blow-up criterion where the integral expression of potential plays a very important
role. Wave breaking phenomenon was also investigated via the associated conservation laws for the periodic case. Some
interesting examples were given to show the applicability of our criteria. The global result largely improves the previous
ones. However, there are still some interesting problems to be solved. We are trying to establish some new suﬃcient
conditions added on the second component ρ(x, t) to show wave breaking. Furthermore, the orbital stability of traveling
waves is worthy of being considered, we are going to introduce a new method to discuss it. As a matter of fact, we are also
concerned about its application of our method to other related models. We therefore hope these problems can be shown in
our forthcoming work.
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