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The notion of energy Banach space is introduced for nonlinear operators and
some properties are discussed. The concept is used to extend the gradient method
for operators which are not continuous themselves but their transform to a suitable
energy space has appropriate continuity and monotonicity properties. Convergence
is obtained in the energy norm. The obtained method is applied to quasilinear
elliptic boundary value problems.  2002 Elsevier Science (USA)
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INTRODUCTION
The energy space of strictly positive linear operators in Hilbert space is
a basic notion which enables easier investigation of problems on numer-
ous occasions. This holds for elliptic equations of mathematical physics, to
which the origin of the notion is connected, as well as for many other prob-
lems. A clear exposition of classical applications of the “energy method”
is given in [15]; as two examples of the many recent usages, we mention
[9, 19].
Energy spaces have been used effectively for the gradient method.
Namely, classical results for equations with certain bounded linear and,
more generally, Gaˆteaux differentiable nonlinear operators in Hilbert
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spaces [3, 13, 17] have been extended to operators that do not have these
properties but suitable transforms of them do in a corresponding energy
space [13, 14, 22]. In this way the extended methods apply to elliptic
differential operators in Sobolev space. The abstract results give rise to
numerical methods for boundary value problems [8, 10], and this includes
effective natural preconditioning [2, 18].
In this paper the notion of energy space is extended to certain nonlin-
ear operators mapping from a Banach space into its dual. This enables
us to establish the gradient method for operators which are not continuous
themselves but their suitable transform has the continuity and monotonicity
properties, demanded for the convergence of the method, in a correspond-
ing energy Banach space. As an example, application to quasilinear elliptic
boundary value problems is given.
1. ENERGY BANACH SPACES OF NONLINEAR OPERATORS
First we refer brieﬂy to existing energy space concepts for linear opera-
tors. Recall that the energy Hilbert space is deﬁned as follows:
Deﬁnition. Let A be a strictly positive linear operator in the Hilbert
space H ·. Then the energy space HA of A is the completion of DA
with respect to the inner product
x yA ≡ Ax y x y ∈ DA (1)
A natural generalization of this arises for linear operators A X → X∗
when X is a real Banach space and A is symmetric and positive in the
sense that Ax y = Ay x x y ∈ X and Ax x > 0 x ∈ Xx = 0.
Then formula (1) and completion lead to a Hilbert space [16]. Similarly,
if A X∗ → X is symmetric and positive then the formula AxAyA ≡
Ax y x y ∈ X∗ deﬁnes an inner product on RA and the completion
can be called an energy space. The latter notion is connected to the theory
of probability distributions [21].
For linear operators A mapping from a Banach space X to itself some-
times the completion of DA with the graph norm or related spaces are
considered to be energy spaces [7, 11]. In this paper we wish to establish a
notion of energy Banach space for certain nonlinear operators A X → X∗
such that for real spaces an extension of the linear case is obtained. The
notion that will be used is as follows:
Deﬁnition. Let X be a real Banach space and let D ⊂ X be a sub-
space. The operator A D→ X∗ is said to have an energy space XA if
uA ≡ inf
{
k > 0  A u
k
 u
k
 ≤ 1}
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deﬁnes a norm on D. Then XA is deﬁned as the completion of D with
respect to ·A. The norm ·A is called the energy norm.
We give some sufﬁcient conditions for an operator to have an energy
space.
Proposition 1.1. If there exists p > 1 such that u → Au u1/p is a
norm on D then A has an energy space; namely, uA = Au u1/p for
u ∈ D.
Proof. infk > 0  A u
k
 u
k
 ≤ 1 = infk > 0  1
kp
Au u ≤ 1 =
infk > 0  Au u1/p ≤ k = Au u1/p.
Deﬁnition. Let X be a real Banach space, and let D ⊂ X be a sub-
space; p > 1; p−1 + q−1 = 1. For w v ∈ X∗ × X denote by w v the
value of w on v. The operator A D→ X∗ satisﬁes the generalized p-Ho¨lder
inequality if
Au v ≤ Au u1/qAv v1/p u v ∈ D
(Note that the usual Ho¨lder inequality is obtained if X = D = Lp,
Au = up−2u.)
Proposition 1.2. Let X be a real Banach space, and let D ⊂ X be a
subspace; A D→ X∗. Assume that
(i) Au u > 0 u ∈ D\0;
(ii) A satisﬁes the generalized p-Ho¨lder inequality.
Then uA = Au u1/p deﬁnes a norm on D.
Proof. (1) 0A = 0 and uA > 0 u ∈ D\0 from (i).
(2) Let u ∈ D, c ∈ R\0. Then
Acu cu = cAcu u ≤ cAcu cu1/qAu u1/p
hence
Acu cu1/p ≤ cAu u1/p
Further,
Au u = 1
c
Au cu ≤ 1c Au u
1/qAcu cu1/p
hence
cAu u1/p ≤ Acu cu1/p
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(3) We prove the convexity of the closed unit ball, a property equiva-
lent to the triangle inequality. Let u v ∈ D, uA ≤ 1 vA ≤ 1, αβ ≥ 0,
α+ β = 1. Then
αu+ βvpA = Aαu+ βv αu+ βv
= αAαu+ βv u + βAαu+ βv v
≤ Aαu+ βv αu+ βv1/qαAu u1/p + βAv v1/p
≤ αu+ βvp/qA 
Hence
αu+ βvA ≤ 1
Corollary 1.1. Assume that A satisﬁes condition (ii) of Proposition 1.2
and (i) is strengthened by assumption
i′ Au u ≥ cup u ∈ D
with some c > 0; that is, A is strongly coercive. Then the energy norm is
stronger than the original one.
Remark 1.1. Denote by ·A ∗ the norm of X∗A and for w v ∈ X∗A ×
XA denote by w vA the value of w on v. Assume that Proposi-
tion 1.2 holds, the obtained energy space XA is reﬂexive, and XA,
X∗A are strictly convex. Then by [5] there exists a unique one-to-
one duality mapping I XA → X∗A for which Iu uA = u2A and
IuA ∗ = uA u ∈ XA.
This mapping I is strongly connected to A. Namely, for any u ∈ D
the functional v → Au v from XA to R is bounded linearly owing
to the estimate Au v ≤ up/qA vA (from the p-Ho¨lder inequality
and the density of D in XA). That is, there exists Ju ∈ X∗A such that
Ju vA = Au v u v ∈ D (2)
Then we have the following
Corollary 1.2. Using the assumptions and notations of Remark 1.1, we
have
Ju uA = upA JuA ∗ = up−1A u ∈ D
Consequently,
Iu = u2−pA Ju u ∈ D (3)
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Example 1. Let  ⊂ Rn be a bounded domain with smooth boundary,
X = Lp, D ≡ u ∈ C2 ∩ C  u∂ = 0,
Au ≡ −pu = div∇up−2∇u u ∈ D (4)
the p-Laplacian. Then A satisﬁes the conditions of Corollary 1.1. In fact,
the energy space is XA = W 1 p0  with uA = u1 p = 
∫
 ∇up1/p.
(This corresponds to the fact that H10 is the energy space of − with
homogeneous Dirichlet BC.)
Similarly, if φ 0∞ → 0∞ is any N-function such that φ and φ˜ are
-regular [1] then the energy space of Au ≡ −divφ∇u∇u2 ∇u, deﬁned for
smooth functions with Dirichlet BC, is the Orlicz–Sobolev space W 10 Lφ
with uA = infk > 0 
∫
 φ ∇uk  ≤ 1, a norm equivalent to the usual
norm.
These examples are reﬂexive energy spaces.
2. THE GRADIENT METHOD IN ENERGY BANACH SPACES
As has been referred to in the Introduction, classical results for the gradi-
ent method in Hilbert spaces rely on continuity or Gaˆteaux differentiability
of the considered linear or nonlinear operators (besides positively or mono-
tonicity, respectively). The method for operators without these properties
can be established if the operator can be transformed to the energy space
of an auxiliary positive linear operator such that the transformed opera-
tor satisﬁes the conditions of the classical theorems [13, 14, 22]. Then the
steps of the iteration process include the inversion of the considered auxil-
iary operator, which is essentially easier than that of the original operator
when this auxiliary operator is appropriately chosen. In the case of differen-
tial operators this inversion can be achieved by different suitable numerical
methods [8, 10], and the auxiliary Laplacian operator acts as a Sobolev
space preconditioner [2, 18].
Although the gradient method for monotone operators from X to X∗
has been much less extensively studied than for accretive operators from
X to X, results on convergence have been achieved for operators with
appropriate continuity and monotonicity properties. The following theorem
uses uniform monotonicity Fv − Fw v − w ≥ cv − wp with some
p > 1 c > 0 and local Lipschitz continuity (if v w ≤ r then Fv −
Fw∗ ≤Mrv −w).
Theorem 2.1 ([23]). Let X be a reﬂexive Banach space and let X and
X∗ be strictly convex; b ∈ X∗. Let F  X → X∗ and assume that
(i) F is the Gaˆteaux derivative of some φ X → R;
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(ii) F is uniformly monotone;
(iii) F is locally Lipschitz continuous.
Then the following hold:
(1) The equation Fu = b has a unique solution u∗ ∈ X.
(2) Let u0 ∈ X and for n ∈ N, successively, let
rn = un + Fun − b∗ Mn = max1Mrn
tn = 1/2Mn (5)
un+1 = un − tnI−1Fun − b
(Here I X → X∗ denotes the duality mapping.) Then the sequence un
converges strongly to u∗.
(The existence and uniqueness results of this theorem and of those that
follow are only mentioned to make sense of the covergence problem.)
Our approach for the extension of this result is analogous to the Hilbert
space versions mentioned above. That is, the gradient method is established
for operators T that can be transformed to an operator F satisfying the
assumptions (i)–(iii) of Theorem 2.1 on the energy space of some auxiliary
nonlinear operator A. The latter acts as a Banach space preconditioner to
achieve the required continuity.
Theorem 2.2. Let X be a Banach space and let D ⊂ X be a subspace;
T  D → X∗. Let A D → X∗ be an operator that satisﬁes the conditions of
Proposition 1.2 such that the energy space XA is reﬂexive and XA, X
∗
A are
strictly convex. Denote by I XA → X∗A the duality mapping and let J D →
X∗A be as deﬁned in Remark 1.1 (2). Assume that
(i) RA ⊃ RT ;
(ii) the operator JA−1T  D → X∗A satisﬁes the conditions (i)–(iii) of
Theorem 2.1 on D instead of XA (assumption (i) holding in the sense that φ
is deﬁned on D).
Further, let g ∈ RA.
Then the following hold:
(1) The equation T u = g has a unique weak solution u∗ ∈ XA, i.e.,
for which
Fu∗ vA = g v v ∈ XA (6)
holds, where the operator F  XA → X∗A is the unique continuous extension of
JA−1T from D to X.
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(2) Let u0 ∈ D and b = JA−1g. Let, successively for n ∈ N,
rn = unA + Fun − bA ∗ Mn = max1Mrn
tn = 1/2Mn and αn = tnFun − bp−2/p−1A ∗  (7)
un+1 = un − αnA−1T un − g
Then the sequence un converges strongly to u∗ in the norm of XA.
Remark 2.1. If A is strongly coercive (see Corollary 1.1) then un con-
verges to u∗ in the norm of X, too.
Proof of the theorem. It follows from the local Lipschitz continuity of
JA−1T that it has a (unique) continuous extension F  XA → X∗A. The
density of D in XA implies that F inherits the local Lipschitz continuity and
uniform monotonicity of JA−1T . Further, the potential of JA−1T (which is
also locally Lipschitz continuous) has a unique continuous extension XA →
X∗A, which is clearly the potential of F .
The obtained F  XA → X∗A thus satisﬁes conditions (i)–(iii) of Theorem
2.1 in XA. Hence the equation Fu = b has a unique solution u∗ ∈ XA,
and the iteration (5) converges to u∗ in the norm of XA.
Note that (2) implies z v = JA−1z vA for any z ∈ RA, v ∈ D;
hence
g v = b vA and T u v = Fu vA u v ∈ D
Thus u∗ clearly satisﬁes (6) since
Fu∗ vA = b vA = g v v ∈ D
and D is dense in XA. Therefore the only task left is to prove that the
sequences un in (5) and (7) coincide.
Let u ∈ D be arbitrary, w = A−1T u − g and z = J−1Fu − b. We
prove that w = z. In fact, Aw = T u − g∈ X∗ and Jz = Fu − b∈
X∗A imply that for any v ∈ D
Aw v = T u v − g v and Jz vA = Fu vA − b vA
Since the right sides coincide, so do the left sides. Together with (2), this
means
Jw vA = Jz vA v ∈ D
Since D is dense and J is one-to-one, we conclude w = z. An easy calcula-
tion shows that (3) implies
I−1w = wp−2/p−1A ∗ J−1w w ∈ X∗A
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Hence we have
I−1Fu − b = Fu − bp−2/p−1A ∗ A−1T u − g u ∈ D (8)
Using this, u0 ∈ D implies by induction that in (5) un ∈ D n ∈ N+ and
that (5) and (7) coincide.
Remark 2.2. In practice the abstract norm Fun − bA ∗ in (7) cannot
be determined from the deﬁnition supvA=1Fun − b vA. However, tak-
ing the norm of both sides of (8) and using that I−1 is isometric, we obtain
that for any u ∈ D
Fun − bA ∗ = A−1T u − gp−1A 
Hence for any u0 ∈ D the recurrence (7) can be given as follows. Let
zn = A−1T un − g, rn = unA + znp−1A , Mn = max1Mrn, αn =
znp−2A /2Mn. Then un+1 = un − αnzn.
Example 2. The method established in Theorem 2.2 is now applied
to the iterative solution of quasilinear elliptic boundary value problems.
The auxiliary operator will be the p-Laplacian, which will turn out to be
invertible in an elementary way in the studied setting.
Compared to the at most linear growth of the coefﬁcients of the differen-
tial operator, assumed for the Hilbert space methods [8, 14], the advantage
of the Banach space setting lies in allowing polynomial growth (i.e., equiv-
alent to that of the p-Laplacian).
Let p > 2; p−1 + q−1 = 1. Let B = BR0 ⊂ RN be the ball with radius
R centered at the origin. X = LpB.
The following notations will be used. For u ∈ LqB, v ∈ LpB let
u v = ∫B uv. We use the norms up = ∫B up1/p in LpB and
u1 p = 
∫
B ∇up1/p in W
1 p
0 B. For x ∈ B let r = x. A function
u B→ R is called radial if ux = Ur for some function U .
We deﬁne
D ≡ {u ∈ W 1 p0 B  u is radial u∂B = 0 ∇up−2D2u ∈ LqB}
where D2u is the Hessian of u. We consider the operator T , with domain
DT  = D, deﬁned by
T u ≡ −divf x ∇u∇u + qx u
The functions f and q are assumed to satisfy
(a) f ∈ C10 R × R+, q ∈ C0 R × R;
(b) there exist constants c1 c2> 0 such that for any r s ∈ 0 R×R+,∣∣∣∣∂f∂r r s
∣∣∣∣ ≤ c11+ sp−2
∣∣∣∣∂f∂s r s
∣∣∣∣ ≤ c2sp−3
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(c) f r 0 = 0 r ∈ 0 R;
(d) there exists c3 > 0 such that for any r η and r η˜ ∈ 0 R × RN ,
f r ηη− f r η˜η˜ · η− η˜ ≥ c3η− η˜p
(e) there exists c4 > 0 such that for any r ∈ 0 R and s > s˜,
0 ≤ qr s − qr s˜ ≤ c4 maxsp−2 s˜p−2s − s˜
Note that (b) and Lagrange’s inequality imply the analogue of (e) for f :
f r s − f r s˜ ≤ c2 maxsp−3 s˜p−3s − s˜
Especially, for s˜ = 0 (c) yields
f r s ≤ c2sp−2
We consider the problem
T u= g
u∂B= 0
(9)
under the above assumptions with a given radial function g ∈ LqB.
We deﬁne
W
1 p
0 radB =
{
u ∈ W 1 p0 B  u is radial
}
 W
−1 q
rad B =
(
W
1 p
0 radB
)∗

For any z v ∈ W −1 qrad B × W 1 p0 radB denote by z vW the value of
z on v. The generalized differential operator corresponding to T is
F  W 1 p0 radB → W −1 qrad B, deﬁned by
Fu vW ≡
∫
B
f x ∇u∇u · ∇v + qx uvdx (10)
for all u v ∈ W 1 p0 radB.
Lemma 2.1. F satisﬁes the conditions (i)–(iii) of Theorem 2.1 in
W
1 p
0 radB.
Proof. (i) There exist ψ 0 R × R+ → R and Q 0 R × R → R
such that
∂ψ
∂s
r s = f r ss and ∂Q
∂s
r s = qr s
(for all r s), respectively. Then it is easy to see that F is the Gaˆteaux deriva-
tive of φ W 1 p0 radB → R,
φu ≡
∫
B
ψx ∇u +Qx udx
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(ii) Assumptions (d)–(e) imply immediately that F is uniformly
monotone.
(iii) The assumptions on f imply
f r ηη− f r η˜η˜ ≤ f r ηη− η˜ + f r η − f r η˜η˜
≤ 2c2 maxηp−2 η˜p−2η− η˜
Hence
Fu − Fv−1 q = sup
w1 p=1
Fu − Fv wW
= sup
w1 p=1
∫
B
f x ∇u∇u− f x ∇v∇v · ∇w
+qx u − qx vwdx
≤ sup
w1 p=1
(
2c2
∫
B
max∇up−2 ∇vp−2∇u− ∇v
× ∇wdx+ c4
∫
B
maxup−2 vp−2
× u− vw
)
dx
Here we have ∇up−2∇w ∈ LqB, since  pp−2q −1 + pq −1 = 1, and thus
∇up−2∇wqq =
∫
B
∇up−2q∇wq ≤ ∇up−2q p
p−2q
∂iwq pq
= ∇up−2qp ∇wqp = up−2q1 p
The same estimate is obtained for ∇vp−2∇w; hence the ﬁrst integral
above is estimated by
sup
w1 p=1
∫
B
max∇up−2 ∇vp−2∇u− ∇v∇wdx
≤ max{up−21 p  vp−21 p }u− v1 p
The similar estimates for the second term yield
sup
w1 p=1
∫
B
maxup−2 vp−2u− vwdx
≤ sup
w1 p=1
max
{up−2p  vp−2p }u− vpwp
≤ Kpp max
{up−21 p  vp−21 p }u− v1 p
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where Kp is the embedding constant for W
1 p
0 B → LpB. Hence we
obtain
Fu − Fv−1 q ≤ 2c2 +Kppc4max
{up−21 p  vp−21 p }u− v1 p
that is, (iii) is satisﬁed with Mt = 2c2 +Kppc4tp−2.
Remark 2.3. In contrast to the generalized operator F , the original
operator T is not (locally Lipschitz) continuous, being a differential opera-
tor. This motivates the application of Theorem 2.2 by suitably transforming
T to F . The obtained result will involve the auxiliary operator A = −p,
which acts as a Sobolev space preconditioner to achieve the required
continuity.
We introduce −p as auxiliary operator with the same domain as that of
T ; i.e.,
D−p = D ≡
{
u ∈ W 1 p0 radB  u∂B = 0 ∇up−2D2u ∈ LqB
}

Then we have the following regularity type result:
Lemma 2.2. For any radial function g ∈ LqB the weak solution u ∈
W
1 p
0 B of the problem
−pu = g
u∂B = 0
(11)
satisﬁes u ∈ D.
Proof. The weak solution u is radial and hence it satisﬁes∫ R
0
∣∣∣∣∂u∂r
∣∣∣∣
p−2
∂u
∂r
∂v
∂r
rN−1 dr =
∫ R
0
gv rN−1 dr (12)
for all radial functions v ∈ C∞0 B, because (12) inherits the conditions of
the existence and uniqueness theorem from the weak formulation of (11).
Now let z ∈ H10B be the weak solution of
−z= g
z∂B= 0
Then z is also radial and hence∫ R
0
∂z
∂r
∂v
∂r
rN−1 dr =
∫ R
0
gv rN−1 dr (13)
for all radial functions v ∈ C∞0 B. Therefore, by a density argument in
0 R, (12) and (13) yield
∂z
∂r
=
∣∣∣∣∂u∂r
∣∣∣∣
p−2
∂u
∂r
 (14)
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Hence
∂2z
∂r2
= p− 1
∣∣∣∣∂u∂r
∣∣∣∣
p−2
∂2u
∂r2
(15)
in the distribution sense. Since z is radial, it is easy to see that
∇z =
∣∣∣∣∂z∂r
∣∣∣∣ D2z =
(∣∣∣∣∂2z∂r2
∣∣∣∣
2
+ N − 1
r2
∣∣∣∣∂z∂r
∣∣∣∣
2
)1/2
 (16)
and the same holds for u.
Since g ∈ LqB, the Calderon–Zygmund theorem yields z ∈ W 2 qB;
i.e., D2z ∈ LqB (see, e.g., [12]). Hence from (14)–(16) we obtain
∇up−2D2u =
∣∣∣∣∂u∂r
∣∣∣∣
p−2(∣∣∣∣∂2u∂r2
∣∣∣∣
2
+ N − 1
r2
∣∣∣∣∂u∂r
∣∣∣∣
2
)1/2
≤
∣∣∣∣∂u∂r
∣∣∣∣
p−2(
p− 12
∣∣∣∣∂2u∂r2
∣∣∣∣
2
+ N − 1
r2
∣∣∣∣∂u∂r
∣∣∣∣
2
)1/2
= D2z ∈ LqB
Remark 2.4. It is well known (see, e.g., [20]) that the weak solution u of
(11) is generally not regular, even if g ≡ 1, due to the degeneracy caused
by the presence of ∇up−2 in the operator. Lemma 2.2 means that W 2-
regularity holds with respect to the weight ∇up−2.
Remark 2.5. Similar to Example 1, the operator −p satisﬁes the con-
ditions of Proposition 1.2 with its present domain D, and now its energy
space is W 1 p0 radB. This is reﬂexive and strictly convex together with its dual
W
−1 q
rad B.
Now we are in the position to apply the gradient method to problem (9).
Theorem 2.3. (1) Problem (9) has a unique weak solution u∗ ∈
W
1 p
0 radB; that is,∫
B
f x ∇u∗∇u∗ · ∇v + qx u∗vdx =
∫
b
gv dx
(
v ∈ W 1 p0 radB
)

(2) Let u0 ∈ D and, successively for n ∈ N, let
zn = −−1p T un − g rn = un1 p + znp−11 p 
Mn = max
{
1 2c2 +Kppc4rp−2n
}

αn = znp−21 p /2Mn
un+1 = un − αnzn
13∗
Then the sequence un converges strongly to u∗ in the norm of W 1 p0 B.
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Proof. Let
L
p
radB = u ∈ LpB  u is radial
Remark 2.5 shows that the operators T and −p with domain D are
as required by the setting of Theorem 2.2 in X = LpradB, now having
X−p = W
1 p
0 radB. We prove that the conditions (i)–(ii) of Theorem 2.2
are satisﬁed.
(i) First we prove that for any u ∈ DT u ∈ LqradB. For this we
use notations
T1u ≡ −divf x ∇u∇u T2u ≡ qx u
Then
T1u = −∇f x ∇u · ∇u− f x ∇uu (17)
Using that for radial functions v we have ∇vx = x
r
∂v
∂r
, and that f x ∇u
and u are radial, it follows that T1u is radial. Further, (17) and the
growth conditions on f imply that
T1u =
∣∣∣∣∂f∂r x ∇u xx · ∇u+ ∂f∂s x ∇u 1∇uD2u∇u∇u
+ f x ∇uu
∣∣∣∣
≤ c11+ ∇up−2∇u + 2c2∇up−2D2u
In the latter expression both terms are in LqB: the ﬁrst is so for any
u ∈ W 1 p0 B, the second because u ∈ D. Now T2u is clearly radial, and
T2u = qx u ≤ qx 0 + c3up−1 ∈ LqB
since u ∈ LpB. Altogether, T u ∈ LqradB.
The above consideration holds as well when −p is set for T ; hence, by
Lemma 2.2, R−p coincides with the radial functions in LqB. Hence
RT  ⊂ LqradB = R−p.
(ii) Using (2) and the divergence theorem, for any u v ∈ D the oper-
ator F deﬁned in (10) satisﬁes
J−−1p T u v−p = T u v = Fu vW = Fu v−p
Hence F is the extension of J−−1p T from D to W 1 p0 radB. Further, by
Lemma 2.1 F satisﬁes the conditions (i)–(iii) of Theorem 2.1 on W 1 p0 radB.
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Since by Lemma 2.2 g ∈ R−p, Theorem 2.2 applies to Eq. (9). The
iterative sequence is constructed using Remark 2.2 and Mt = 2c2 +
K
p
pc4tp−2 from the proof of Lemma 2.1.
Remark 2.6. Let u ∈ D. As noted in the proof, this implies −pu ∈
LqB. (Moreover, it can be seen in the same way that ∇∇up−2∇u ≤
const · ∇up−2D2u ∈ LqB; hence ∇up−2∇u ∈ W 1 qB.) This means
that the operator −p can be applied in strong form to the functions in D
in the sense that the required differentiations can be executed in Sobolev
space.
The obtained Theorem 2.3 deﬁnes the iterative sequence via the auxiliary
operator −p as Sobolev space preconditioner. Now we verify that −p is
invertible in an elementary way for the problems arising in our iteration.
Proposition 2.1. Let g ∈ LqradB. Then the solution u ∈ D of the prob-
lem
−pu= g
u∂B= 0
(18)
is given by the following formula:
ur =
∫ R
r
Hsds r = x ∈ 0 R (19)
where
Gs =
∫ s
0
(
t
s
)N−1
gtdt
Hs = Gs−p−2/p−1Gs s ∈ 0 R
Proof. Since u ∈ D is radial, therefore −pu = g is equivalent to
− 1
rN−1
∂
∂r
(
rN−1
∣∣∣∣∂u∂r
∣∣∣∣
p−2
∂u
∂r
)
= gr in 0 R (20)
(see, e.g., [6]); moreover, by Remark 2.6 Eq. (20) is satisﬁed in strong form;
i.e., the required differentiations can be executed. It is easy to check that u
deﬁned by (19) satisﬁes (20) indeed. Namely, let us introduce the notation
ϕt = tp−2t, for which ϕ−1t = t−p−2/p−1t. Then ∂u
∂r
= −Hr =
−ϕ−1Gr implies
−rN−1ϕ
(
∂u
∂r
)
= rN−1Gr
whose derivative yields (20). Finally, the boundary condition uR = 0 fol-
lows obviously from (19).
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Remark 2.7. We have seen above that the application of Theorem 2.2 to
the original equation T u = g yields an explicit construction of the itera-
tive sequence besides the convergence result, relying on the strong form of
the problem. We note that the classical Theorem 2.1 applies theoretically to
the corresponding weak formulation Fu = b in virtue of Lemma 2.1; how-
ever, in that case no explicit construction of the iterative sequence can be
found. Namely, the latter contains the functions zn = I−1Fun − b, and
without the strong formulation the operators I−1 and F are only deﬁned
implicitly by integrals with test functions.
We also remark that the constructed iteration can be regarded in the
context of the Sobolev gradient approach [18] as a descent method corre-
sponding to the Sobolev gradient of the functional deﬁned in part (1) of
the proof of Lemma 2.1.
Remark 2.8. The obtained algorithm can be turned into a numerical
method by executing the integrations of the form (19) numerically; hence
a ﬁnite difference discretization ﬁts best for the numerical realization of
the method. We note that Theorem 2.3 may be applied on other domains
 instead of  = B if Lemma 2.2 holds on . In that case the ﬁnite
element solution of the auxiliary p-Laplacian equations (see [4]) can be
proposed. This turns Theorem 2.3 into a suitable gradient-ﬁnite element
method, which is the generalization of the Hilbert space version elaborated
in [8].
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