Abstract
Introduction
Eigenspace-based methods for visual learning and recognition use the Principal Components Analysis (PCA) [41 in order to obtain a set of so-called eigenverrorr, which span the space of eigenvectors. Images are then represented as points in this subspace, where point coordinates are coefficients obtained by projecting the images onto the space. PCA i s usually performed off-line. in a batch mode. More specifically, we first acquire all the training images, compute PCA, and afterwards project the images onto the subspace in order to compute the coefficients.
The drawback of the batch PCA method i s that when the image set i s large, the first step, i.e.. the PCA computa--The aultlors acknowledge Ihc suppon from !he Miniatry of Education.
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1051-465UO2 $17.00 Q 2002 IEEE tion, becomes prohibitive. Another problem i s that, in order to update the subspace of eigenvectors with another image, we have to recompute the whole decomposition from scratch. To overcome these problems. several methods have been introduced that allow for an incremental computation of eigenimages [ I , 6. 31. These methods take the training images sequentially and compute the new set of eigenimages based on the previous space of eigenvectors and the new input image.
Although the eigenimages are computed incrementally. we are still unable to use the model until the training samples are represented in the eigenspace. However, we can project the input training image and discard i t immediately after the subspace i s updated. The resulting coefficients, in case we do not keep all of the eigenimages, represent only an approximation of the original image. Since these coefficients constantly change in the subsequent iterations of incremental building, also the representation of the images changes. This may cause the overall eigenspace representation to deteriorate.
In this paper we propose a method that allows for complete incremental learning using the eigenspace approach. We propose to use the incremental PCA algorithm and to project every input image immediately onto the subspace. Each input image i s then discarded, and its representation consists only of the corresponding coefficients stored. Therefore, we can immediately use the model for the task at hand, e.g., recognition. In this paper we study how to update the coefficients stored in the subspace in order to bound the overall error o f the representation.
In our experiments on large image databases we show that the resulting model i s comparable i n performance to the model computed with the batch method. Furthermore, the incremenlal model can easily be improved by relearning the data. This paper i s organized as follows. In Section 2 we introduce the standard procedure of building the space ofeigenvectors and an incremental PCA method. Then we describe our novel approach and explain i n details how to apply it. In Section 3 we present the results of the experiments which show the feasibility of our approach. We summarize the paper i n Section 4.
PCA and incremental PCA
I n this section we briefly outline the standard procedure of building the space of eigenvectors from a set of training images and i t s incremental version.
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method described in [ 2 ] allows for the updating of mean.
Updating the image representations
There are other ways to construct D . However, only the To achieve a simultaneous on-line learning and recognition process, at each step o f the incremental PCA the resulting model has to contain the points corresponding to images that had been previously included i n the representation. Our contribution thus focuses on how to update the coefficients of images during the updating o f the subspace without having to retain the original images.
During the process of learning at a discrete time If we keep a k-dimensional eigenspace, we discard a certain amount of information. Therefore, we need a criterion for balancing the growing of the eigenspace on the one side and the overall reconstruction error on the other side. In the literature. several criterions have been used, e.g., the fraction of the smallest eigenvalue in the sum of all eigenvalues [21. However, what we propose is to compute the overall reconstruction error that is caused by keeping a k-dimensional eigenspace and discarding the eigenvector Since A; +, represents the variation in the direction of the eigenvector^;+^, we can use (n + l)A;+! as ourcritenon value. Based on this value. we decide whether adding U;+, significantly improves our representation; if not, we keep only k eigenvectors. Therefore, if this value exceeds an absolute threshold, we add a new dimension. As we will show, by using this criterion we can keep the overall reconstruction error bounded.
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Experiments
We carried out a set of experiments to test the behaviour of the on-line visual learning. We used two types of input images. As the first set, we used images from the Columbia Object Image Library (COIL-20) [5]. The set consisted of images of 20 objects rotated about their vertical axis, resulting in 72 images per:ohject ( Fig. ](a) ). We used these images for estimating the performance of the incremental eigenspace representation for object recognition, which will be explained later.
The second set of images consisted of panoramic views of an indoor environment, as shown in the Fig. l(b) . These images were acquired by a mobile robot equipped with a panoramic camera setup and have been used in our experiments to localize the robot, i.e.. to recognize the momentary input image by matching it to the eigenspace model of images acquired earlier .in a training stage. Hyperbolical images obtained from the camera are unwarped to a cylindrical shape, so that we can simulate images in multiple orientations by shifting the pixels row-wise. We therefore generated 1 rotated images from one original image, where 1 is the number of pixels in a row. Reconstruction e r r o r We used the set of panoramic images 110 test the quality of the eigenspace representation when constructed incrementally by using our method. During the process of building the eigenspace, we monitored the quality of the momentary representation on a subset of training images. At each step of updating the eigenspace, we calculated the reconstruction error for these images by summing the difference between the original image and its reconstruction. can see from the graph that for all ofthe images, the reconstruction error is bounded. This indicates that the representation does not deteriorate dramatically during the process of learning.
Object recognition a n d re-learning We used the COIL database for experiments in object recognition. The eigenspace was build from a subset (i.e., every fourth image) of views of each of the objects. The remaihing images were then used as a testing set for estimating the recognition ratio and the performance of pose estimation. While experimenting we came across an interesting issue whether re-learning the same images would improve the quality of the representation. We therefore extended both tests by learning the same sequence of images repetitively three times in a row. On the second and third run we replaced the coefficients in the subspace with the new ones.
We performed object recognition by searching for 'the point in the momentary representation that is the closest to the projection of the image depicting the unknown object. Since we wanted to test the performance during the incremental process of building the eigenspace. we had to measure it only for the objects that were already included in the representation. We therefore first added all the training images of one object and then tested the performance on the resulting eigenspace.
At each step we calculated the recogniriori ratio by dividing the numberof correct estimations with the numherof the test images. We also calculated the pose esrimarion erm r as the difference between the true pose of the test image and the estimated one. To reline the estimation ofthe pose, we interpolated the projections representing a panicular object. In this way, we obtained a denser spline, representing images at a step of 24
The first third of the graph on Fig. 3 depicts the recognition ratio; on top ofthe graph one can see the object whose images were added in the corresponding time interval. One can see that the hatch method performs slightly better. yet the loss of accuracy in the incremental method is negligible.
The vertical line on the same figure denotes the ending of one learning iteration and the beginning of the next iteration. We can see that when we re-learn the same series of input images for the second time, the performance of the incremental method converges to that of the hatch method.
This result suggests that the subspace can describe the observations better after each iteration of learning.
The graph on Fig. 4 shows the average pose estimation errors during the learning. Due to the interpolation of coefficients. even though the training was performed at a step of 20". the average estimation error stayed at the fraction of this resolution. Again, the performance of the incremental method is only slightly worse than that of the batch method and it gets better with re-leaning. 
Conclusion
In this paper we introduced a method for on-line visual leaning and recognition using the eigenspace approach. With our approach it is possible to use the model during the training stage, which bridges the gap between the learning and the training stage. This is extremely important in applications such as mobile robotics, where appearance of the environment has to be learnt, while the knowledge acquired so far already has to be used for navigation.
Since the model is open-ended, it is always possible to enrich it with new knowledge. In the off-line learning approach, the only way to d o that is to build the model from scratch. As we show, it is feasible to keep only the subspace representations of the input images throughout the learning process. We showed that by constantly monitoring the error, our method manages to preserve the important features during the learning, which enables highly accurate recognition (in case ofobjects) and mobile robot localization.
