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ABSTRACT
In the framework of the fluctuation-dissipation approach to dynamical friction, we
derive an expression giving the orbital energy exchange experienced by a compound
body as it moves interacting with a non homogeneous discrete background. The body
is assumed to be composed of particles endowed with a velocity spectrum and with
a non homogeneous spatial distribution. The Chandrasekhar formula is recovered in
the limit of a point-like satellite with zero velocity dispersion and infinite temperature
moving through an homogeneous infinite medium. In this same limit, but dropping
the zero satellite velocity dispersion (σS) condition, the orbital energy loss is found to
be smaller than in the σS = 0 case by a factor of up to an order of magnitude in some
situations.
Key words: methods: analytical – celestial mechanics, stellar dynamics, galaxy
dynamics.
1 INTRODUCTION
A satellite moving through a field of gravitating particles
experiences a dissipative frictional force known as dynam-
ical friction. It can be understood in terms of the satellite
wake, that exerts a drag force on the satellite itself (Kalnajs
1972; Binney & Tremaine 1987; Weinberg 1989; Bekenstein
& Zamir 1991). It can also been understood in terms of
the underlying basic physics as the friction resulting from
the fluctuating gravitating forces acting on the satellite as
a consequence of the non-continuos character of the particle
system. The fact that fluctuating forces cause dissipation is
quite a general scheme in Physics. It is at the basis of phys-
ical phenomena such as electric resistance in conductors or
viscous friction in liquids (Reif 1965).
Dynamical friction has important consequences in the
evolution of astronomical systems, mainly because it causes
a decay of orbiting bodies, so that merger timescales and dis-
sipation rates by dynamical friction are closely related. The
merger scenario is at the basis of a great deal of processes
in Astronomy. Not only is it the framework for the general
galaxy formation picture in hierarchical cosmological mod-
els, but also for more particular aspects of the evolution of
a number of astronomical systems, such as galactic nuclei,
cD galaxies in rich galaxy clusters, compact galaxy groups
and so on.
A dynamical friction formula was first obtained, in a
⋆ Present address: Observatoire de Gene`ve, Ch. des Maillettes
51, Ch-1290 Sauverny (Switzerland)
kinematical approach, by Chandrasekhar (1943). He has cal-
culated the rate of momentum exchange between the test
and field particles as the result of a sum of uncorrelated
two-body encounters, obtaining the expression:
M
dv
dt
= −4piG
2M2
v3
lnΛ ρ(< v) v, (1)
where M and v are the test particle mass and speed, re-
spectively, ρ(< v) is the density of background particles
with velocity less than v, G is the gravitation constant and
Λ = pmax
pmin
, with pmax and pmin the maximum and minimum
impact parameters contributing to the drag. Keplerian or-
bits for both the test and field particles and an infinite and
homogeneous background have been assumed in the deriva-
tion of eq. (1)
Chandrasekhar’s formula is widely employed to quantify
dynamical friction in a variety of situations, even if in most
astronomical problems the background is neither infinite nor
homogeneous. This formula is known to give the correct or-
der of magnitude, but it suffers from several drawbacks, that
arise from the very physical assumptions made in its deriva-
tion. Furthermore, it cannot describe some situations, as for
example the drag experienced by a satellite placed outside
the edge of a finite gravitating system. In fact, the satel-
lite would be decelerated on physical grounds, because it
causes a perturbation to the system. However, according to
eq. (1), the drag would vanish. For this reason, other works
on dynamical friction followed Chandrasekhar’s pioneering
study, either from a numerical (Lin & Tremaine 1983; White
1983; Bontekoe & van Albada 1987; Zaritsky & White 1988)
or an analytical point of view. Analytical descriptions have
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the advantage that they help understanding the underly-
ing physics. Several methods have been developed: Fokker-
Planck equation based (Rosenblunth, Mc Donald & Judd
1957; Binney & Tremaine 1987) polarization cloud approach
(Marochnik 1968; Kalnajs 1972; Binney & Tremaine 1987;
Weinberg 1989; Bekenstein & Zamir 1991), resonant parti-
cle interactions (Lynden-Bell & Kalnajs 1972; Tremaine &
Weinberg 1984; Palmer & Papaloizou 1985; Weinberg 1986).
Berkenstein and Maoz (1992, hereafter BM92) and
Maoz (1993, hereafter M93) introduced a fluctuation-
dissipation approach to dynamical friction. The fluctuation-
dissipation theorem (Kubo 1959) relates the friction coeffi-
cient to the time integral of the correlation function for the
fluctuations causing the friction. They showed that dynam-
ical friction fits into this general scheme, which provides a
powerful technique to study it. This approach is in fact a
return to Chandrasekhar’s original attempt to give a sta-
tistical description of dynamical friction. Other stochastic
approaches to dynamical friction are those of Cohen (1975)
and Kandrup (1980). M93 derived a formula for the drag
experienced by an object which travels in an arbitrary mass
density field, assumed to be stationary and formed by par-
ticles much lighter than the object.
A common feature of all the previous approaches is that
they treat the satellite as being rigid and without struc-
ture in the velocity space. This approximation can be good
enough in a number of astronomical situations, but in oth-
ers, these two ingredients could play a crucial role. As a first
example of such a situation, let us consider the dynamical
evolution of compact groups of galaxies (e.g. Mamon 1993).
In this case, the velocity dispersion of individual galaxies is
comparable to the velocity dispersion of the common halo
that hosts them. As a second example, we recall that in the
problem of the interaction of two comparable mass galax-
ies, the energy exchange due to dynamical friction cannot
be calculated in the previous frameworks, because their pre-
sumably comparable velocity dispersions need to be taken
into account.
In this paper we present a fluctuation-dissipation study
of the orbital changes experienced by a non-rigid satellite,
composed of gravitating particles with a finite velocity dis-
persion, as it interacts with a general background. An exten-
sion of BM92 and M93 techniques has allowed us to calculate
the rate of energy exchange between them as a result of fluc-
tuations in the gravitational forces of both the background
and the satellite.
The paper is organized as follows: in Sect. 2, the phys-
ical formulation of the method and the general expressions
giving the energy exchange rate are presented. In Sect. 3,
we calculate the instantaneous energy variations for general
backgrounds at rest and with a Maxwellian velocity distribu-
tion. Some particular limits are dealt with in Sect. 4. Finally,
in Sect. 5, we summarize and discuss our results. Two Ap-
pendices follow, where the results of the calculation of the
correlation matrix and of an integral needed are given.
2 PHYSICAL FORMULATION
We will study the energy exchange between two self-
gravitating equilibrium systems called the background (B)
and the satellite (S). The background consists of NB equal
mass particles, each of them with a mass mB. Its total mass
and typical size are MB = mBNB and RB , respectively.
These particles exhibit a velocity spectrum with dispersion
σB and zero mean at t = 0 (which is equivalent to consid-
ering the origin of the reference system placed at the halo
center of mass at t = 0). The satellite in turn is composed of
NS equal mass particles of mass mS, total mass MS , typical
size RS , and a velocity distribution with dispersion σS and
mean equal to the center of mass velocity of the satellite,
vCMS .
As we are mainly interested in the effects that a non
vanishing σS would have on the evolution of the whole sys-
tem, we can consider that σS ∼ σB ≡ σ. The virial theorem
tells us that σ ∼ GNmR−1, so that σS ∼ σB implies that
NSmSR
−1
S ∼ NBmBR−1B . (2)
As both the satellite and the background are assumed
to have a finite size, we can safely consider that
N1/nα ≫
(
Rβ
Rγ
)m
(3)
for whatever α, β, γ = B or S, and n,m of order unity. If
mα ≫ mα˜ (α˜ is the particle class contrary to α), as could
be the case, for example, when the α and α˜ systems are
composed of stars and dark matter particles, respectively,
then eqs. (2) and (3) imply the inequality Nα ≪ Nα˜. But,
in any case, both Nα and Nα˜ will be assumed to be very
large.
2.1 The fluctuating forces acting on a particle
The fluctuating force, F iS (riS , t), acting at time t on a satel-
lite particle iS placed at position riS and caused by its in-
teractions with both background and satellite particles, can
be written as:
F iS (riS , t) = F
B
iS
(riS , t) + F
S
iS
(riS , t) (4)
where
F
B
iS (riS , t) = −GmSmB∇
(∑
jB
1
| riS − rjB |
−
∫
drnB(r)
| riS − r |
)
(5)
and
F
S
iS (riS , t) = −Gm2S∇
( ∑
jS 6=iS
1
| riS − rjS |
− NS − 1
NS
∫
drnS(r)
| riS − r |
)
(6)
are the fluctuating forces acting on iS caused by the back-
ground and satellite, respectively. Each of these forces re-
sults from subtracting to the total many-body or discrete
force a smooth part derived from the mean field potentials,
ΦB(r) and ΦS(r), due to the smooth densities, nB(r) and
nS(r), respectively. These satisfy the relations:
nα(r) = Nα
∫
dufα0 (r,u), (7)
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∇2Φα(r) = 4piGmαnα(r) (8)
and∫
drnα(r) = Nα, (9)
where α = B,S, fα0 (r,u) is the one-particle distribution
function for background and satellite particles in the unper-
turbed state, and the NS−1
NS
factor takes into account that
the iS particle does not interact with itself at time t. An
exchange of the B and S labels in eq. (5) gives the expres-
sion for the fluctuating force on the background particle iB
caused by the satellite. Changing the S labels into B in eq.
(6) we get the force on iB caused by the background fluctua-
tions. In a compact formulation, we can write the fluctuating
force on a generic class α particle, iα, due to class β particles
as:
F
β
iα
(riα , t) = −Gmαmβ∇

∑
jβ 6=iα
1
| riα − rjβ |
− N
′
β
Nβ
∫
drnβ(r)
| riα − r |
)
(10)
where now N
′
β = Nβ− δαβ takes into account the possibility
that α = β.
The equation of motion of either a background or a
satellite particle at time t can be written in a compact no-
tation as:
viα (t) = viα,0 +
∑
β
[
1
mα
∫ t
0
F
β
iα
(riα , t
′)dt′
−
∫ t
0
∇Φβ(riα , t
′)dt′
]
, (11)
where viα,0 is the particle velocity at time t = 0.
Stochastic forces are weak as compared with the smooth
global forces. In fact, the fluctuating force between a class
α and a class β particle is of order (Kandrup 1980, Saslaw
1985)
| F βiα,fluc |= O
(
Gmαmβn
2/3
)
, (12)
where n ∼ NαR−3α +(1− δαβ)NβR−3β is the average particle
number density for the whole system. The smooth density
of class δ particles causes a gravitating force on a class γ
particle that is of order:
| F δjγ ,smooth |= O
(
GmγmδNδR
−2
δ
)
. (13)
Eqs. (12) and (13) give, after some algebra:
| F βiα,fluc |
| F δjγ ,smooth |
= O
([(
mβ
mδ
)1/2(Rδ
Rβ
)2
+ (1− δαβ)
(
mβ
mδ
)3/2]2/3 mα
mγ
N
−1/3
δ
)
,(14)
where eq. (2) has been taken into account. Now, if mS ∼
mB, then we will have
| F βiα,fluc |
| F δjγ ,smooth |
= O


[(
Rδ
Rβ
)2
+ (1− δαβ)
]2/3
N
−1/3
δ

, (15)
this is indeed a very small quantity. If, on the contrary, back-
ground and satellite particles have very different masses, eq.
(14) must be examined more carefully. The most unfavor-
able case is when mδ ≪ mδ˜, γ = δ and α = β = δ˜. In this
case, eq. (14) gives:
| F βiα,fluc |
| F δjγ ,smooth |
= O
([
mβ
mδ
]4/3 [Rδ
Rβ
]4/3
N
−1/3
δ
)
, (16)
and it would be sufficient to ask that
N
1/3
δ ≫
(
mδ˜
mδ
)4/3
(17)
to ensure that the fluctuating forces are much smaller than
the smooth ones.
Next we compare the timescale for fluctuation, ταβ, and
the timescale Tγδ over which the velocity of class γ parti-
cles changes appreciably as a result of the smooth forces
produced by class δ particles. The first is of order of the
time required for the nearest neighbor to travel an inter-
particle distance, ταβ =
1
σn1/3
, where σ is σα or σα˜ and
n = nα+(1− δαβ)nβ . As it may happen that nα and nβ are
very different, we take the maximum ταβ timescale, corre-
sponding to nmin = NminR
−3
min. The second timescale is set
by Tγδ =
|vγ |
|∇Φδ |
∼ |vγ |Rδ
σ2
, so that we can write
τmaxαβ
Tγδ
∼ O
(
N
−1/3
min
Rmin
Rδ
)
≪ 1, (18)
where we have used the inequality (3).
The rate of energy exchange between subsystems B and
S will be obtained as an integral on time which involves
the correlation matrix (see below and BM92 and M93). The
correlation matrix is known to fall with time faster than
t−1 (Cohen 1975; Kandrup 1980; M93), so that it can be
taken to vanish for times much larger than the fluctuation
timescale, and in particular for times of the order of the
macroscopic timescale, Tγδ. As a consequence, in this work
we will consider time intervals after t = 0, δt, which are
large as compared with the fluctuation timescale, τmaxαβ , but
much shorter than the macroscopic timescale (see Reif 1965
and M93 for a detailed discussion)
τmaxαβ ≪ δt≪ min
[
| vα |
| d
dt
vα |
,
| vα |
| ∇Φγ |
]
. (19)
2.2 The energy exchange
The energy of a particle iα is not conserved. Its total in-
stantaneous variation at time t, due to the fluctuating forces
caused by class β particles is given by:(
dEβiα
dt
)
t
= F βiα (t) · viα (t). (20)
Taking into account the expression for viα(t) given by
eq. (11), we get for times t verifying (19)(
dEβiα
dt
)
t
= F βiα (t) ·
[
viα,0 +
1
mα
∑
γ
∫ t
0
dt′F γiα (t
′)
]
, (21)
c© 0000 RAS, MNRAS 000, 1–10
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where the potential terms have been neglected because
| viα,0 |≫| ∇Φγ | t, as ensured by (19). The total energy
change of the iα particle during the time interval (0, δt) is
easily calculated by integrating eq. (21). Summing up on iα
we get the total energy variation of class α particles due
to the fluctuating forces caused by β particles in this time
interval:
∆Eβα,tot(δt) =
∑
iα
∫ δt
0
dtF βiα (t)·
[
viα,0
+
1
mα
∑
γ
∫ t
0
dt′F γiα (t
′)
]
. (22)
We will be interested in the average value of this quan-
tity.
2.3 Statistical averaging
The presence and motion of the iS satellite particle perturbs
the background. As a result, while the statistical (ensemble)
average of the background fluctuating forces acting on the
satellite vanishes in the unperturbed state, 〈FBiS (t)〉0 = 0,
they do not vanish anymore in the real perturbed system,
〈FBiS (t)〉 6= 0. The same is true in general for the stochas-
tic forces caused by class β particles and acting on class
α particles: 〈F βiα (t)〉0 = 0, but 〈F
β
iα
(t)〉 6= 0, because the
phase density and the number of microstates available to
the system has changed due to the perturbation. Following
BM92 and M93, we assume that the probability of finding a
dynamical variable, Q, with a given value, P [Q], is propor-
tional to the change in the number of microstates available
to the whole system. This change is given by the factor:
K = exp [δS] , (23)
where δS is the entropy change of the system as a result of
the distortion. The expected value of a dynamical function,
Q, can now be written as:
〈Q〉 =
∫
dΓQ(Γ)f0(Γ)K∫
dΓf0(Γ)K
, (24)
where Γ are the variables defining the phase space of the
NB +NS particles and f0(Γ) is the distribution function for
the unperturbed state.
As a result of the fluctuations, a generic particle initially
with energy εiα , will change to an energy ε
′
iα = εiα + δεiα ,
α = B,S. Recalling the definition of entropy:
S = S0 −
∫
f ln fdΓ, (25)
with S0 a constant, this energy change results into a total
entropy variation given by:
δS =
∑
α
[
−
∑
iα
ln fα(ε′iα) +
∑
iα
ln fα(εiα)
]
, (26)
where fα(εiα) is the class α one particle distribution func-
tion for the unperturbed state corresponding to an en-
ergy εiα . Most two-body encounters are weak, and then
δεiα ≪ εiα . Expanding the r.h.s. of eq.(26) and then the
exponential in eq.(23), we obtain that the change in the
probability function is given approximately by:
K = 1−
∑
α
∑
iα
1
fα
∂fα
∂εiα
δεiα . (27)
For most astronomical applications it is justified to use
an isothermal Maxwellian one-particle distribution function,
fα0 (r,u) =
nα(r)
Nα (2piσ2α)
3/2
exp [−βαεiα ] , (28)
where u is the velocity vector, σα is the velocity dispersion of
class α particles and βα =
1
mασ
2
α
is an inverse temperature.
Introducing this expression for the distribution function in
eq. (27), the factor of change becomes:
K = 1 +
∑
α
βα
∑
iα
δεiα . (29)
The next step is to find out an expression for the energy
variation. The total energy of the system must be conserved,
so that we have:∑
α
∑
iα
δεiα = 0. (30)
Moreover, for one given particle, iα, its energy variation
can be expressed as:
δεiα = ∆E
α
iα +∆E
α˜
iα − aiα∆Eαα,tot − biα∆Eαα˜,tot, (31)
where aiα is the fraction of the total class α autointeraction
energy, ∆Eαα,tot, absorbed by particle iα, and biα is the frac-
tion of the total interaction energy between class α and α˜
particles, caused by the fluctuating forces of the α subsys-
tem, absorbed by iα particle. Summing on iα in eq. (31), we
get the total energy change of subsystem α:∑
iα
δεiα = ∆E
α˜
α,tot −∆Eαα˜,tot, (32)
compatible with energy conservation (eq. (30)). To write
down eq. (32) from (31), it has been taken into account
that
∑
iα
aiα =
∑
iα
biα = 1. Energy signs are such that
∆Eγiα > 0 if particle iα gains energy due to the fluc-
tuating forces caused by class γ particles and conversely.
With this convention, if energy flux is from subsystem α
to subsystem α˜, then ∆Eα˜α,tot < 0 (subsystem α loses en-
ergy), and ∆Eαα˜,tot > 0 (subsystem α˜ gains energy), so that∑
iα
δεiα < 0 and
∑
iα˜
δεiα˜ > 0. Inserting eq. (32) in eq.
(29) and recalling eq. (22), we obtain:
K = 1 +
∑
α
βα
{∑
iα
∫ δt
0
dtF α˜iα(t)·
[
viα,0
+
1
mα
∑
γ
∫ t
0
dt′F γiα(t
′)−
∑
iα˜
∫ δt
0
dtF αiα˜(t)·
[
viα˜,0
+
1
mα˜
∑
γ
∫ t
0
dt′F γiα˜(t
′)
]}
. (33)
Eq. (24) allows us now to write the ensemble average
of the instantaneous energy variation at time t of a generic
class µ particle due to the stochastic forces caused by class
ν particles:
c© 0000 RAS, MNRAS 000, 1–10
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〈(
dEνiµ
dt
)
δt
〉
=
∫
dΓf0(Γ)
[
F
ν
iµ(δt)·
(
viµ,0
+
1
mµ
∑
ρ
∫ δt
0
dtF ρiµ(t)
)][
1 +
∑
α
βα
{∑
iα
∫ δt
0
dtF α˜iα (t)
·
(
viα,0 +
1
mα
∑
γ
∫ t
0
dt′F γiα (t
′)
)
−
∑
iα˜
∫ δt
0
dtF αiα˜ (t)
·
(
viα˜,0 +
1
mα˜
∑
γ
∫ t
0
dt′F γiα˜ (t
′)
)}][∫
dΓf0(Γ)K
]−1
(34)
To second order in the fluctuating forces, taking into
account that the average of the stochastic forces in the un-
perturbed state vanishes, and summing on the iµ subindex
to obtain the global effect, we get:
〈(
dEνµ,tot
dt
)
δt
〉
=
∑
iµ
1
mµ
[∫ 0
−δt
dsTr
[
Cννiµiµ(s)
]
+ (βν˜ − βν)
∑
jν˜
∫ 0
−δt
dsviµ,0C
νν
iµjν˜ (s)vjν˜ ,0
]
, (35)
where
Cαβiγjδ (s) = 〈F
α
iγ (0)⊗ F βjδ (s)〉0 (36)
is the correlation matrix (see Appendix A; the symbol ⊗
stands for the tensorial product of vectors F αiγ and F
β
jδ
,
the average is on the unperturbed states of particles α and
β and the invariance of the correlation matrix under time
translation has been taken into account). Because in the
unperturbed state two different particles are not correlated,
the correlation matrix defined in the previous equation van-
ishes if α 6= β. This has been taken into account to deduce
eq. (35) from eq. (34). Note that because for s ≥ δt the
correlations vanish, the lower limit of the integrals can be
extended up to −∞. Eq. (35) is the expression of the global
instantaneous energy variation of subsystem µ due to the
fluctuating forces of subsystem ν. The integrand in the first
term of the r.h.s. of eq. (35) is invariant under time rever-
sal. Extending the integral to positive s, this term is the
corresponding power spectrum at zero frequency (Wiener-
Khintchine theorem, see Reif 1965 and BM92) and, conse-
quently, it is positive and represents a heating term of class
µ particles due to the fluctuating forces caused by ν parti-
cles. It is of order O( 1
N
) ≪ 1 relative to the second term.
Terms of this kind will be neglected in this work. The sec-
ond term can be either positive or negative, depending on
the sign of (βν˜ −βν). In the next section it will be explicitly
calculated for µ, ν = B,S.
3 THE INSTANTANEOUS ENERGY
VARIATION
3.1 Energy exchange between the satellite and
the background
Energy flows between the satellite and the background as
a result of either the global energy variation of the satellite
particles due to the fluctuating forces of the background, or,
conversely, the global energy variation of the background
particles due to the fluctuating forces of the satellite. These
fluxes are given by eq. (35) when µ 6= ν.
Let us first calculate the effect due to the stochastic
forces of the background. This term could cause an energy
flux responsible for the satellite deacceleration. Eq. (35) with
µ = S, ν = B and neglecting the heating term, gives:
〈(
dEBS,tot
dt
)
δt
〉
=
= (βS − βB)
∑
iS
∑
jS
∫ 0
−∞
dsviS ,0C
BB
iSjS (s)vjS ,0, (37)
where the correlation matrix is given by eq. (A10) with α =
B and γ = δ = S. In the case of a point-like satellite with
mS ≫ mB, βS ≪ βB and then the satellite loses energy to
the background. In our case, however, it is not excluded in
principle that βS > βB and then the energy would flow from
the background to the satellite.
The integral over ds in eq. (37) can be calculated taking
into account eq. (A10) and the equality:
∫ 0
−∞
ds
A + V s
| A + V s |3 =
A · V + AV
V 2A2⊥
[
A
A
− V
V
]
(38)
where A⊥ is the projection of vector A on the plane normal
to vector V . In our case either V ≡ vjS − vhB or V ≡ vjS ,
(see eq. (A10)), and A ≡ rjS − rhB or A ≡ rjS − r
′
. We
obtain:
〈(
dEBS,tot
dt
)
δt
〉
= G2m2Bm
2
S(βS − βB)N
′
B
NB
×
∑
iS
∑
jS
[∑
hB
{
(riS − rhB ) · viS
| riS − rhB |3
}
×
{
[vjS · (rjS − rhB )][(rjS − rhB ) · (vjS − vhB )]
| rjS − rhB || vjS − vhB |2| (rjS − rhB )⊥ |2
− | rjS − rhB |
2 (vjS − vhB ) · vjS
| rjS − rhB || vjS − vhB |2| (rjS − rhB )⊥ |2
+
vjS · (rjS − rhB )⊥
| vjS − vhB || (rjS − rhB )⊥ |2
}
+
1
NB
∫
drdr′nB(r)nB(r
′)
[(riS − r) · viS ]
| riS − r |3| rjS − r′ |
]
(39)
where the sum on a generic subindex, iα, means Nα times
the average on velocity and positions of class α particles, and
is carried out by means of the distribution function given in
eq. (28).
To proceed further, we recall that the velocity distri-
bution of background particles is assumed to be Maxwellian
with zero mean and dispersion σB, and the velocity distribu-
tion of the satellite particles has mean equal to the satellite
center of mass velocity, vCMS , and dispersion σS. The inte-
gration over dvhB gives:
〈(
dEBS,tot
dt
)
δt
〉
= G2m2Bm
2
S(βS − βB)
c© 0000 RAS, MNRAS 000, 1–10
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×
∑
iS
∑
jS
[∫
drhBnB(rhB )
{
(riS − rhB ) · viS
| riS − rhB |3
}
×
{
exp(γ2jS − y2jS )erf(γjS )− 1
| rjS − rhB |
}
+
1
NB
∫
drdr′nB(r)nB(r
′)
[(riS − r) · viS ]
| riS − r |3| rjS − r′ |
]
(40)
where erf stands for the error function, yjS ≡
vjS√
2σB
, γjS ≡
yjS · ζ with ζ ≡
(rjS−rhB )
|rjS−rhB |
and taking
N
′
B
NB
= 1.
The integration over dvjS involves the integral:
I =
∫
dvjSfM (vjS ) exp(γ
2
jS − y2jS )erf(γjS ). (41)
In Appendix B we show that
I =
σ2B
σ2T
exp(α2CMS − x2CMS)erf(αCMS), (42)
where σ2T = σ
2
B+σ
2
S , xCMS ≡ vCMS√2σT and αCMS ≡ xCMS ·ζ.
The integration over dviS is trivial recalling that viS =
vCMS + uiS and that for a Maxwellian distribution the
contribution of uiS to the first moments vanishes. Taking
mαnα = ρα, we finally get:
〈(
dEBS,tot
dt
)
δt
〉
=
(
mBσ
2
B
mSσ2S
−1
)
G2
σ2B
∫
driSdrjSρS(riS )ρS(rjS )
×
[∫
drhBρB(rhB )
{
(riS − rhB ) · vCMS
| riS − rhB |4
}
×
{
σ2B
σ2T
exp(α2CMS − x2CMS)erf(αCMS)− 1
}
+
1
NB
∫
drdr′ρB(r)nB(r
′)
[(riS − r) · vCMS ]
| riS − r |3| rjS − r′ |
]
(43)
A specification of the density distribution of both the
satellite and the background is needed in order to carry out
the integrals over the space variables.
Next we calculate the variation of the background en-
ergy caused by the stochastic forces of the satellite. It can
be obtained from eq.(35) with µ = B and ν = S, neglecting
the heating term:
〈(
dESB,tot
dt
)
δt
〉
=
= (βB − βS)
∑
iB
∑
jB
∫ 0
−∞
dsviB ,0C
SS
iBjB
(s)vjB ,0. (44)
For a background at rest with a Maxwellian velocity
distribution function, this energy rate vanishes when one
performs the integration over dviB . We conclude that the
effect of fluctuating forces of the satellite acting on the back-
ground only heat it, and have no effect on a variation of the
orbital energy of either the satellite or the background.
The total instantaneous energy flow between the satel-
lite and the background is given by the difference between
the l.h.s. of the eqs. (43) and (44) (see eq. (32)). It can be
written in terms of the rate of change of the satellite orbital
and internal energies as:
〈(
dEStot
dt
)
δt
〉
=
〈(
dESorb
dt
)
δt
〉
+
〈(
dESin
dt
)
δt
〉
=
〈(
dEBS,tot
dt
)
δt
〉
(45)
where ESorb and E
S
in stand for the orbital and internal energy
of the satellite, respectively, and the second equality results
from the zero value of the flow given by eq. (44). The rate
of change of the satellite internal energy can be calculated
with the help of eq. (24) with Q =
dESin
dt
or:
Q = mS
∑
iS
uiS
d
dt
uiS , (46)
where uiS = viS − vCMS is the velocity of iS particles with
respect to its center of mass. This gives an expression similar
to eq. (43), except that now vCMS takes a zero value, so that〈(
dESin
dt
)
δt
〉
= 0, (47)
and then eq. (43) gives, at second order in the fluctuations,
the rate of change of the satellite orbital energy.
3.2 The self-interaction energies of the
background and the satellite
When µ = ν = B or S, eq. (35) describes the instantaneous
energy variation rate of class µ particles due to the stochastic
forces caused by µ particles themselves.
According to the eq. (32) these energies do not play any
role in the energy change of the subsystems S or B. They
only represent the energy change of an individual particle
(see eq. (31)).
The self-interaction energy of the background is easily
obtained from eq. (35) with µ = ν = B:
〈(
dEBB,tot
dt
)
δt
〉
=
= (βS − βB)
∑
iB
∑
jS
∫ 0
−∞
dsviB ,0C
BB
iBjS (s)vjS ,0. (48)
Again, the integration over dviB makes it vanish for
a background at rest with an isotropic velocity distribu-
tion function: because no translation energy is available, the
autointeraction results only in a slow heating of the back-
ground.
Regarding the autointeraction energy of the satellite,
eq. (35) gives:
〈(
dESS,tot
dt
)
δt
〉
=
= (βB − βS)
∑
iS
∑
jB
∫ 0
−∞
dsviS ,0C
SS
iSjB (s)vjB ,0. (49)
The correlation matrix is given by eq. (A10) with
α = S, γ = S and δ = B. Substituting the expression for
CSSiSjB (s) in eq. (49), and performing the integral over ds
with the help of eq. (38), we obtain:
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〈(
dESS,tot
dt
)
δt
〉
= G2m2Bm
2
S(βB − βS)N
′
S
NS
×
∑
iS
∑
jB
[∑
hS
{
(riS − rhS ) · viS
| riS − rhS |3
}
×
{
[vjB · (rjB − rhS )][(rjB − rhS ) · (vjB − vhS )]
| rjB − rhS || vjB − vhS |2| (rjB − rhS )⊥ |2
− | rjB − rhS |
2 (vjB − vhS ) · vjB
| rjB − rhS || vjB − vhS |2| (rjB − rhS )⊥ |2
+
vjB · (rjB − rhS )⊥
| vjB − vhS || (rjB − rhS )⊥ |2
}
+
1
NS
∫
drdr′nS(r)nS(r
′)
[(riS − r) · viS ]
| riS − r |3| rjB − r′ |
]
.(50)
The integrations over velocities can be carried out fol-
lowing the same steps as in the previous section and we
finally have:
〈(
dESS,tot
dt
)
δt
〉
=
(
mSσ
2
S
mBσ2B
−1
)
G2
σ2S
∫
driSdrjBρS(riS )ρB(rjB )
×
[
−σ
2
B
σ2T
∫
drhSρS(rhS )
{
(riS − rhS ) · vCMS
| riS − rhS |3
}
×
{
exp(α2CMS − x2CMS)erf(αCMS)
| rjB − rhS |
}
+
1
NS
∫
drdr′ρS(r)nS(r
′)
[(riS − r) · vCMS ]
| riS − r |3| rjB − r′ |
]
(51)
where αCMS ≡ xCMS · (rhS−rjB )|rhS−rjB | .
4 PARTICULAR LIMITS
4.1 Point-mass satellites
In eq. (43) it is implicitly assumed that the distance between
a generic satellite particle and a generic background parti-
cle cannot be smaller than a scale, dmin, that is, that there
exists a minimum effective impact parameter. As the main
contribution to the integrals appearing in this expression
comes from small | rS − rB | values (rS and rB are generic
satellite and background particle positions), an accurate de-
termination of the dmin scale is a crucial point when study-
ing dynamical friction. This scale, however, cannot be deter-
mined by the present approach to this problem. There exist
in literature several estimates of dmin for specific situations
(White 1976; Bontekoe & van Albada 1987). White (1976)
in fact shows that for spherical symmetric satellites, it is a
good approximation to consider them as point-like systems
with a cut-off in their distances to background particles,
and that for the case of satellites with a King mass distribu-
tion (King 1966), this cut-off is given by dmin ≃ Rt5 , where
Rt is the satellite tidal radius. A point mass satellite has a
density profile given by ρS(rS) = MSδ(rS − rCMS), where
δ(rS − rCMS) is the delta function in three dimensions and
rCMS is the position of the satellite center-of-mass. With
this value of ρS(rS), eq. (43) gives in the point mass limit:
〈(
dESorb
dt
)
δt
〉
=
(
mBσ
2
B
mSσ2S
− 1
)
G2M2S
σ2B
×
[∫
drhBρB(rhB )Θ(rhB )
(rCMS − rhB ) · vCMS
| rCMS − rhB |4
×
{
σ2B
σ2T
exp(α2CMS − x2CMS)erf(αCMS)− 1
}
+
1
NB
∫
drdr′ρB(r)nB(r
′)Θ(r)Θ(r′)
× [(rCMS − r) · vCMS ]| rCMS − r |3| rCMS − r’ |
]
(52)
where now αCMS ≡ xCMS · (rCMS−rhB )|rCMS−rhB | and Θ(r) ≡
Θ (| rCMS − r | −dmin) is the step function.
4.2 Homogeneous backgrounds. The
Chandrasekhar limit
When the background density is uniform, we can set
ρB(rB) = ρB,0 and rCMS = 0 in eq. (52) and then it be-
comes:
〈(
dESorb
dt
)
δt
〉
=
(
mBσ
2
B
mSσ2S
− 1
)
4piG2M2SρB,0 ln Λ
vCMS
×[erf(xCMS)− 2√
pi
xCMS exp(−x2CMS)]. (53)
This recovers the Chandrasekhar formula for the motion
of a massive test particle in an homogeneous background, ex-
cept for the factor containing the temperature ratio (which
vanishes in the Chandrasekhar formula because mS ≫ mB
in this limit), and, now, σT = (σ
2
S + σ
2
B)
1/2 at the place of
the background velocity dispersion.
In the Figure 1 we plot the ratio, R, of satellite en-
ergy loss in the Chandrasekhar limit with σS = 0 and with
σS 6= 0, assuming that TB/TS = 0. As can be seen in this
Figure, the effect of a non zero σS increases with increasing
σS and is more important at low vCMS . The Chandrasekhar
formula always overestimates the dynamical friction force,
and in some situations the effect of neglecting the satellite
velocity dispersion could cause an error as high as an order
of magnitude.
5 SUMMARY AND DISCUSSION
We have derived an expression giving the orbital energy
exchange due to dynamical friction experienced by an ex-
tended body, composed of NS bound particles endowed with
a velocity spectrum, as it moves interacting with a non ho-
mogeneous discrete background. It has been assumed that
both, the satellite and the background, have Maxwellian ve-
locity distributions and that the background is static.
Self-interactions of both satellite and background par-
ticles have been taken into account. This results in no effect
on their energy exchange.
Heating terms appear in quite a natural way in our
approach both due to interactions among particles of the
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Figure 1. Ratio, R, of satellite energy loss in the Chandrasekhar
limit with σS = 0 and with σS 6= 0, assuming that TB/TS = 0.
Lines correspond to different σS/σB ratios from 0.2 to 2.0 (ratio
increases as the thickness of the line increses)
same kind or of different kind. They are a factor of 1/N
smaller than the orbital effects.
In the point-like satellite limit (or small as compared
with the background size) and constant density background,
we obtain an expression that recovers, in the limit σS/σB →
0 and TS/TB →∞, Chandrasekhar’s dynamical friction for-
mula (eq. (1)). Its comparison with the energy loss given by
eq. (1) allows for a quantification of the effects of having
a non zero σS . It has been found out that the energy loss
is always smaller in this case, and that the difference can
be up to about an order of magnitude for slow satellites as
compared with σB .
In deriving eq. (35) we have considered time intervals,
δt, that are short as compared with the time scale for the
variation of the particle velocities and positions. This al-
lows us to neglect the effects of the smooth gravitational
potential gradients. However, in order to carry out a pre-
cise calculation of dynamical friction, the whole history of
the system from an early enough time and the interactions
along the entire satellite trajectory should have been taken
into account. This would have made the problem extremely
difficult to solve. Instead, taking only a finite δt, means that
interactions with distant particles have not been accurately
considered. Nevertheless, we recall that the contribution of
particles to dynamical friction quickly decreases with dis-
tance, so that this neglect should not result in major conse-
quences.
The bound of δt has also another consequence: this ap-
proach is unable to describe slowly accumulating effects on
dynamical friction (Kalnajs 1972) or the effect of reversible
dynamical feedback (e.g. Tremaine & Weinberg 1984), be-
cause they arise as a consequence of the periodic motion of
the satellite after many revolutions.
Despite these shortcomings, the extension of the
fluctuation-dissipation approach to dynamical friction pre-
sented in this paper, has resulted in the derivation of a for-
mula that takes into account the space and velocity struc-
ture of the satellite. This represents a common situation in
many astrophysical processes and, as we have shown, might
have important quantitative consequences in the setting-up
of timescales for these processes.
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APPENDIX A: THE CORRELATION MATRIX
The correlation matrix is defined in eq. (36) with the fluc-
tuating forces given by eq. (10). Each matrix is an object
with four index, and each index takes on two different val-
ues (B and S). This makes sixteen different possibilities,
corresponding to the tensorial product of four different pos-
sibilities for the F αiγ (t) forces. Writing the Fourier transform
of | r − r′ |−1 and nα(r) with respect to r, the convolution
theorem and eq. (10) imply that:
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F
α
iγ (riγ , t) = −i
Gmαmγ
2pi2
∫
dk
k2
k exp[ik · riγ (t)]
×

 ∑
gα 6=iγ
exp[−ik · rgα(t)]−
N ′α
Nα
nαk

 , (A1)
where
nαk ≡
∫
drnα(r)exp[−ik · r]. (A2)
With this definition
〈exp[−ik · riα ]〉0 =
nαk
Nα
(A3)
and then the average of the stochastic forces, eq. (A1), in
the unperturbed state vanishes, as required.
Inserting eq. (A1) in eq. (36), we get:
Cαβiγjδ (s) = −
G2mαmβmγmδ
4pi4
×
∫
dk
k2
dl
l2
k ⊗ l exp[i(k · riγ (0) + l · rjδ (s))]
×
〈 ∑
gα 6=iγ
exp[−ik · rgα(0)]−
N ′α
Nα
nαk


×

 ∑
hβ 6=jδ
exp[−il · rhβ (s)]−
N ′β
Nβ
nβl

〉
0
(A4)
and eq. (A3) now gives:
Cαβiγjδ (s) = −
G2mαmβmγmδ
4pi4
×
∫
dk
k2
dl
l2
k ⊗ l exp[i(k · riγ (0) + l · rjδ (s))]
×

 ∑
gα 6=iγ
∑
hβ 6=jδ
Ekl(gα, hβ , s)− N
′
α
Nα
N ′β
Nβ
nαkn
β
l

 (A5)
where
Ekl(gα, hβ , s) ≡ 〈exp{−i[k · rgα(0) + l · rhβ (s)]}〉0. (A6)
It is assumed that particles are uncorrelated in the un-
perturbed state. Then, if α 6= β, necessarily gα 6= hβ and the
average in eq. (A6) factorizes, as corresponding to uncorre-
lated variables, giving Cαβiγjδ (s) = 0. The average also fac-
torizes for different particles belonging to the same particle
class, i.e., when α = β but gα 6= hα. There are N ′α(N ′α − 1)
such terms, and each of them has the value
nα
k
nα
l
N2α
. When
gα = hα, that is, when we consider the same particle, the
average does not factorize anymore. Taking this considera-
tions into account, the correlation matrix becomes:
Cααiγjδ (s) = −
G2m2αmγmδ
4pi4
×
∫
dk
k2
dl
l2
k ⊗ l exp[i(k · riγ (0) + l · rjδ (s))]
×
[
N ′αEkl(gα = hα, s)−N ′α n
α
kn
α
l
N2α
]
. (A7)
The position of a generic particle at time s satisfying
(19) can be written as:
rjα (s) = rjα,0 + vjα,0s (A8)
An integration of eq. (11) would give four more terms
corresponding to the gravitational acceleration and the fluc-
tuating forces. The acceleration terms are negligible when
compared with vjα,0s (see eq. (19)) and the fluctuating
forces would give rise to third order terms.
Once this expression for the particle positions at time s
is substituted in eq. (A7), the integrals over dk and dl can
be easily calculated taking the gradient of the Fourier rep-
resentation for the Green’s function of the Laplace equation
in three dimensions:∫
dk
k2
k exp[ik ·A] = i2piA
A3
. (A9)
Finally, combining eqs. (A2), (A6), (A7), (A8) and (A9)
the correlation matrix reads:
Cααiγjδ (s) = G
2m2αmγmδ
N ′α
Nα
×
[∑
hα
(riγ − rhα)
|riγ − rhα |3
⊗ [rjδ − rhα + s(vjδ − vhα)]|rjδ − rhα + s(vjδ − vhα) |3
− 1
Nα
∫
drdr′nα(r)nα(r
′)
× (riγ − r)| riγ − r |3
⊗ (rjδ − r
′ + svjδ )
| rjδ − r′ + svjδ |3
]
. (A10)
The 0 subindex have been dropped from the r and v
vectors.
APPENDIX B:
In this appendix we calculate the integral
I =
∫
dvfSM (v) exp
[
γ2 − y2
]
erf(γ), (B1)
where v is the velocity of class S particles, that is
v = vCMS + u, (B2)
whose distribution function, fSM , is a Maxwellian isotropic
in u
fSM (v) =
1
(2piσ2S)
3/2
exp
[
− (v − vCMS)
2
2σ2S
]
. (B3)
In the last equation y ≡ v/√2σB , γ ≡ y · ζ, and ζ is a
unit constant vector. Expression (B2) implies:
γ ≡ γCMS + γu (B4)
where
γCMS =
vCMS√
2σB
ζ
and
γu =
uCMS√
2σB
ζ
The definition of the error function and equation (B4)
imply that:
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erf(γ) = erf(γCMS) +
2√
pi
∫ γu
0
dt exp
[
−(t+ γCMS)2
]
. (B5)
We now write I (eq. (B1)) as an integral with respect
to the relative velocities u. Taking ζ = (0, 0, 1) we obtain:
I =
exp
(
α2CMS−x2CMS
)
(2piσ2S)
3/2
∫
dux exp
[
− (Aux+Bx)2
]
×
∫
duy exp
[
− (Auy+By)2
]∫
duz exp
[
−
(
uz√
2σS
)2]
×
[
erf(γCMS) +
2√
pi
∫ γu
0
dt exp
[
− (t+ γCMS)2
]]
(B6)
where xCMS ≡ vCMS/
√
2σT , αCMS ≡ xCMS · ζ, σ2T ≡
σ2B + σ
2
S, A ≡ σT /
√
2σSσB , Bi ≡ σSσB xCMS,i, with i = x, y,
and γu = uz/
√
2piσB. The integrals over dux and duy can
be easily performed and they give:[√
pi
A
erf(∞)
]2
=
pi
A2
The integral can now be written as:
I =
σ2H
σ2T
[
erf(γCMS) +
2
pi
I(a, b)
]
exp
[
α2CMS − x2CMS
]
(B7)
where
I(a, b) ≡ 1
a
∫ ∞
−∞
ds exp
[
−
(
s
a
)2]∫ S
0
dt exp
[
−(t+ b)2
]
(B8)
with a ≡ σS/σH , b ≡ γCMS , comes from the integration on
duz.
The I(a, b) integral can be evaluated as follows: first, we
derive it with respect to b, the we carry out the integration
with respect to t, obtaining:
∂I(a, b)
∂ b
=
√
pi
[
1
(1 + a2)1/2
exp
(
− b
2
1 + a2
)
−exp(−b2)
]
(B9)
and, finally, an integration on b leads to:
I(a, b) = I(a, 0) +
pi
2
[
erf
[
b
(1 + a2)1/2
]
− erf(b)
]
(B10)
with I(a, 0) = 0 because erf(s) = −erf(−s). Substituting the
expression for I(a, b) in eq. (B7), we get:
I =
σ2B
σ2T
exp
(
α2CMS − x2CMS
)
erf(αCMS) (B11)
where now xCMS ≡ vCMS/
√
2σT and αCMS ≡ xCMS · ζ.
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