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Abstract
In this article, it is pointed out that Faraday induction can be treated from an untraditional,
particle-based point of view. The electromagnetic fields of Faraday induction can be calculated
explicitly from approximate point-charge fields derived from the Lie´nard-Wiechert expressions or
from the Darwin Lagrangian. Thus the electric fields of electrostatics, the magnetic fields of
magnetostatics, and the electric fields of Faraday induction can all be regarded as arising from
charged particles. Some aspects of electromagnetic induction are explored for a hypothetical circuit
consisting of point charges which move frictionlessly in a circular orbit. For a small number of
particles in the circuit (or for non-interacting particles), the induced electromagnetic fields depend
upon the mass and charge of the current carriers while energy is transferred to the kinetic energy
of the particles. However, for an interacting multiparticle circuit, the mutual electromagnetic
interactions between the particles dominate the behavior so that the induced electric field cancels
the inducing force per unit charge, the mass and charge of the individual current carriers become
irrelevant, and energy goes into magnetic energy.
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I. INTRODUCTION
When students are asked what causes the electric field in a parallel-plate capacitor, the
response involves charges on the capacitor plates. Also, students say that the magnetic
field in a solenoid is due to the currents in the solenoid winding. But when asked for
the cause of the Faraday induction fields in a solenoid with changing currents, the student
response is that the induction field is due to a changing magnetic field, not that it is due
to the acceleration fields of the charges in the solenoid winding. The student view reflects
what is emphasized in the standard electromagnetism textbooks.1,2 Indeed, although C. G.
Darwin3 computed induction fields from accelerating charges in the 1930s, today it is rare
to have a physicist report that the Faraday induction field arises from the acceleration of
charges.4,5
In this article, we wish to broaden the perspective on Faraday induction by reviewing
some aspects of the particle point of view. We treat the induction fields as arising from
the electromagnetic fields of point charges as derived from the Lie´nard-Wiechert expressions
or from the Darwin Lagrangian. First we mention the Lie´nard-Wiechert6 form taken by
the electric and magnetic fields of a point charge in general motion. Then we turn to
the low-velocity-small-distance approximation derived in the 1940 textbook by Page and
Adams.7 This approximate form for the electromagnetic fields is the same as that obtained
from the Darwin Lagrangian8 of 1920. Here in the present article, the approximated fields
are used to treat Faraday induction in detail for a hypothetical circuit consisting of point
charged particles moving frictionlessly on a circular ring. This circuit provides a rough
approximation to that of a thin wire of finite thickness which is bent into a circular loop.
For small numbers of particles (or for noninteracting particles), we see that the magnitudes
of the masses and charges of the charge carriers are important, that the induced electric
fields can be small, and that energy goes into the mechanical kinetic energy of the charge
carriers. However, for large numbers of interacting charges, the mutual interactions make
the magnitudes of the masses and charges unimportant, the induced electric fields balance
the inducing fields, and the energy goes into magnetic energy of the circuit.
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II. POINT-CHARGE FIELDS
A. Point-Charge Fields for General Motion
Although students are familiar with the Coulomb electric field of a point charge, many do
not study electromagnetism to the point that they see the full retarded point-charge fields
from the Lie´nard-Wiechert potentials6
E(r, t) = e
[
(1− v2e/c
2)(n− ve/c)
(1− n · ve/c)3|r− re|2
]
tret
+
e
c2
[
n× {(n− ve/c)× ae}
(1− n · ve/c)3|r− re|
]
tret
(1)
and
B(r, t) = entret × E(r, t) (2)
where the unit vector n = (r− re)/|r− re|, and where the position re(t), velocity ve(t),
and acceleration ae(t) of the charge e must be evaluated at the retarded time tret such that
c|t− tret| = |r−re(tret)|. These field expressions, together with Newton’s second law for the
Lorentz force, give the causal interactions between point charges.9 The only thing missing
from this formulation of classical electrodynamics is the possible existence of a homogeneous
solution of Maxwell’s equations (such as, for example, a plane wave) which might interact
with the charged particles. However, electromagnetic induction fields are distinct from
homogeneous radiation fields, and therefore we expect that the fields of Faraday induction
can be treated as having their origin from charged particle motions. The exploration of this
point-charge point of view in connection with Faraday induction is the subject of the present
article.
B. Low-Velocity-Small-Distance Approximation without Retardation
Since the electric field of Faraday induction is distinct from the Coulomb field of a station-
ary charge, we expect this induction field to involve the additional velocity- and acceleration-
dependent terms of Eqs. (1). The use of the full expressions involving retardation in Eqs.
(1) and (2) can be a formidable task. For the radiation fields which fall off as 1/r at large
distances, the presence of retardation cannot be avoided as the signal travels from the source
charge to the distant field point. However, for field points which are near point charges
which are moving at low velocities, it is possible to derive from Eqs. (1) and (2) approximate
3
expressions for the electric and magnetic fields which involve no retardation. The task of
approximation is not trivial and is carried out in the textbook Electrodynamics by Page and
Adams7 giving
Ej(r, t) = ej
(r− rj)
|r− rj|3
[
1 +
v2j
2c2
−
3
2
(
vj · (r− rj)
c|r− rj|
)2]
−
ej
2c2
(
aj
|r− rj|
+
aj · (r− rj)(r− rj)
|r− rj|3
)
+O(1/c3) (3)
and
Bj(r, t) = ej
vj
c
×
(r− rj)
|r− rj|3
+O(1/c3) (4)
where in Eq. (3) the quantity aj refers to the acceleration of the jth particle. These
approximate expressions are power series in 1/c where c is the speed of light in vacuum.
The approximate fields in Eqs. (3) and (4) can be quite useful; they were used by Page and
Adams10 to discuss “Action and Reaction Between Moving Charges,” and by the current
author when interested in Lorentz-transformation properties of energy and momentum11 and
questions of mass-energy equivalence.12 Here the approximate expressions for the fields are
exactly what is needed to understand Faraday induction from a particle point of view.
The approximate fields in Eqs. (3) and (4) also correspond to those which arise from the
Darwin Lagrangian8
L=
i=N∑
i=1
mic
2
(
−1 +
v2i
2c2
+
(v2i )
2
8c4
)
−
1
2
i=N∑
i=1
∑
j 6=i
eiej
|ri − rj|
+
1
2
i=N∑
i=1
∑
j 6=i
eiej
2c2
[
vi · vj
|ri − rj |
+
vi · (ri − rj)vj · (ri − rj)
|ri − rj|3
]
−
i=N∑
i=1
eiΦext(ri, t) +
i=N∑
i=1
ei
vi
c
·Aext(ri, t) (5)
where the last line includes the scalar potential Φext and vector potentialAext associated with
the external electromagnetic fields. The Darwin Lagrangian omits radiation but expresses
accurately the interaction of charged particles through order 1/c2. The Darwin Lagrangian
continues to appear in advanced textbooks8, but the approximate expressions (3) and (4)
seem to have disappeared from the consciousness of most contemporary physicists. The
Lagrangian equations of motion from the Darwin Lagrangian can be rewritten in the form of
Newton’s second law dp/dt = d(mγv)/dt = F with γ = (1− v2/c2)−1/2. In this Newtonian
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form, we have
d
dt
[
mivi
(1− v2i /c
2)1/2
]
≈
d
dt
[
mi
(
1 +
v2i
2c2
)
vi
]
= eiE+ ei
vi
c
×B
= ei
(
Eext(ri, t) +
∑
j 6=i
Ej(ri, t)
)
+ ei
vi
c
×
(
Bext(ri, t) +
∑
j 6=i
Bj(ri, t)
)
(6)
with the Lorentz force on the ith particle arising from the external electromagnetic fields
and from the electromagnetic fields of the other particles. The electromagnetic fields due
to the jth particle are given through order v2/c2 by exactly the approximate expressions
appearing in Eqs. (3) and (4).
III. ELECTROMAGNETIC INDUCTION
Electromagnetic induction was discovered by Michael Faraday, not as a motion-dependent
modification of Coulomb’s law, but rather in terms of emfs producing currents in circuits.
This circuit-based orientation remains the way that electromagnetic induction is discussed
in textbooks today. Now the emf in a circuit is the closed line integral around the circuit
of the force per unit charge f acting on the charges of the circuit, emf =
∮
f ·dr. Faraday’s
emfs were associated with changing magnetic fluxes, and Faraday’s law of electromagnetic
induction in a circuit is given by
emfF = −
1
c
dΦ
dt
(7)
where Φ is the magnetic flux through the circuit.
As correctly emphasized in some textbooks,13 electromagnetic induction in a circuit can
arise in two distinct aspects. The “motional emf” in a circuit which is moving through
an unchanging magnetic field can be regarded as arising from the magnetic Lorentz force
acting on the mobile charges of the moving circuit. On the other hand, when the circuit
is stationary in space but the current in the circuit is changing, new electric fields arise in
space. These new electric fields can cause an emf in an adjacent circuit (mutual inductance)
or in the original circuit itself (self-inductance); the new electric fields are precisely those
appearing due to the motions of the charges of the circuit as given in Eq. (1), or, through
order v2/c2, as given in Eq. (3). It is these electric fields which are the subject of our
discussion of Faraday induction.
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It should be noted that for steady-state currents in a multiparticle circuit with large
numbers of charges where the charge density and current density are time-independent, all
the complicating motion-dependent terms in Eqs. (1)-(2) or (3)-(4) beyond the first leading
term in 1/c actually cancel, so that the electromagnetic fields can be calculated simply
using Coulomb’s law and the Biot-Savart Law.14 However, for time-varying charge densities
and/or current densities, the motion-dependent terms in Eqs. (1)-(2) or (3)-(4) do not cancel
and indeed provide the Faraday induction fields.
If an external emf emfext is present in a continuous circuit with a self-inductance L and
resistance R, the current i in the circuit is given by the differential equation
emfext = L
di
dt
+ iR (8)
where the term Ldi/dt corresponds to the negative of the Faraday-induced emf associated
with the changing current in the circuit. Here in traditional electromagnetic theory, the
self-inductance L of a rigid circuit is a time-independent quantity which depends only upon
the geometry of the circuit. The energy balance for the circuit is found by multiplying Eq.
(8) by the current i
emfext × i =
d
dt
(
1
2
Li2
)
+ i2R (9)
corresponding to a power emfext × i delivered by the external emf going into the time-rate-
of-change of magnetic energy (1/2)Li2 stored in the inductor and the power i2R lost in the
resistor.
Although the energy analysis for Eq. (9) seems natural, the differential equation (8)
presents some unusual aspects if we consider the circuit from the particle point of view. If
at time t = 0 the constant external emf emfF is applied to the circuit and the current is
zero, i(0) = 0, then the Faraday induced emf, emfF = −Ldi/dt, must exactly cancel the
external emf emfext so that emfext − Ldi/dt = 0 at time t = 0. Phrased in terms of forces
per unit charge applied to the circuit, the Faraday induced electric field EF must exactly
cancel the external force per unit charge fext associated with the external emf. Indeed, if the
resistance R of the circuit becomes vanishingly small, R → 0, then this canceling balance
of the Faraday electric field EF against the force per unit charge fext associated with the
external emf holds at all times, and yet the current increases at a constant rate following
di/dt = emfext/L. But if the net force per unit charge goes to zero, why do the charges
accelerate so as to produce a changing current di/dt? After all, in classical mechanics,
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FR = ma; it is the resultant force FR on a particle which determines the acceleration a of
the particle of mass m. Thus we expect that if the resultant force on a particle of mass m is
zero, then the mass does not accelerate. However, electromagnetism involves some aspects
which are different from what is familiar in nonrelativistic mechanics, and electromagnetic
circuit theory involves some unmentioned approximations. In this article, we wish to explore
these differences and unmentioned approximations by using a particle model in connection
with Faraday induction. We will note the approximations involved in Eq. (8) which lead
to the troubling apparent contradiction with Newton’s second law.
IV. DETAILED DISCUSSION OF FARADAY INDUCTION IN A SIMPLE HY-
POTHETICAL CIRCUIT
A. Model for a Detailed Discussion
Here we would like to explore Faraday induction in some detail for the simplest possible
circuit in hopes of obtaining some physical insight. Accordingly, we will discuss a hypo-
thetical circuit consisting of N equally-spaced particles of mass m and charge e which are
constrained by centripetal forces of constraint to move in a circular orbit of radius R in the
xy-plane centered on the origin. A balancing negative charge to give the circuit neutrality
can be thought of as a uniform line charge in the orbit or else as a single compensating
charge at the center of the orbit. The choice does not influence the analysis to follow. The
system may be thought of as consisting of charged beads sliding on a frictionless ring. There
is no frictional force and hence no resistance R in the model. The model is intended as a
rough approximation to a circular loop of wire of small cross-section.15
We now imagine that a constant external force per unit charge fext is applied in a circular
pattern in the tangential φ̂-direction, fext = φ̂fext, to all the charges of the ring. One need
not specify the source of this external force per unit charge fext, but one example of such a
situation involves an axially-symmetric magnetic field applied perpendicular to the plane of
the circular orbit in the −ẑ-direction which is increasing in magnitude at a constant rate.
The external emf around the circular orbit is given by
emfext =
∮
fext · dr = 2piRfext . (10)
The external force per unit charge fext places a tangential force Fi = eiφ̂ifext on the ith
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particle located at ri. The Faraday inductance of the charged-particle system is determined
by the response of all the particles ei in the circular orbit.
B. One-Particle Model for a Circuit
1. Motion of the Charged Particle
We start with the case when there is only one charged particle of mass m and charge e
in the circular orbit. In this case, the tangential acceleration aφ of the charged particle e in
the circular orbit arises from the (tangential) force of only the external force per unit charge
fext, since the centripetal forces of constraint are all radial forces. From Eq. (6), written
for a single particle and with d(mγv)/dt = mγ3aφ where γ = (1− v
2/c2)−1/2, we have
aφ =
efext
mγ3
(11)
where fext is the magnitude of the tangential force per unit charge due to the external emf
emfext at the position of the charge e.
2. Magnetic Field of the Charged Particle
The magnetic field Be at the center of the circular orbit due to the accelerating charge e
is given by Eq. (4)
Be(0, t) = k̂e
v
cR2
(12)
where the velocity v is increasing since the external force per unit charge fext gives a positive
charge e a positive acceleration in the φ̂-direction. This magnetic field Be produced by the
orbiting charge e is increasing in the ẑ-direction, which is in the opposite direction from
the increasing external magnetic field which could have created the external force per unit
charge fext and the external emf emfext in Eq. (10).
3. Induced Electric Field from Faraday’s Law
Associated with this changing magnetic field Be created by the orbiting charge e, there
should be an induced electric field Ee(r, t) according to Faraday’s law. Thus averaging over
the circular motion of the charge e, we expect an average induced tangential electric field
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〈Eeφ(r)〉 at a distance r from the center of the circular orbit (where r << R so that the
magnetic field Be has approximately the value B(0, t) at the center) given from Eq. (12) by
2pir 〈Eeφ(r)〉 = emfe = −
1
c
dΦe
dt
= −
1
c
d
dt
[Be(0, t)pir
2]
== −
1
c
d
dt
[
e
v
cR2
pir2
]
= −
1
c
(
e
aφ
cR2
)
pir2 (13)
since dv/dt = aφ. Using Eq. (11), the average tangential electric field follows from Eq. (13)
as
〈Eeφ(r, t)〉 = −φ̂
e2rfext
2mc2γ3R2
(14)
This derivation of the Faraday induction field corresponds to that familiar from the textbook
approach.
4. Induced Electric Field from the Approximate Point-Charge Fields
We will now show that this induced average tangential electric field 〈Eeφ(r, t)〉 is exactly
the average electric field due to the charge e obtained by use of the approximate electric field
expression given in Eq. (3). Thus we assume that the charge e is located momentarily at
re = x̂R cosφe + ŷR sin φe, and we average the electric field Ee(r, t) due to e over the phase
φe. Since the entire situation is axially symmetric when averaged over φe, we may take
the field point along the x-axis at r = x̂r, and later generalize to cylindrical coordinates.
The velocity fields given in the first line of Eq. (3) point from the charge e to the field
point. Also, the velocity fields are even if the sign of the velocity ve is changed to −ve.
Thus the velocity fields when averaged over the circular orbit can point only in the radial
direction. The acceleration fields arising from the centripetal acceleration of the charge
will also point in the radial direction. Since we are interested in the average tangential
component of the field Ee, we need to average over only the tangential acceleration terms
in the second line of Eq. (3). If the field point is close to the center of the circular orbit so
that r << R, then we may expand in powers of r/R; we retain only the first-order terms,
giving |x̂r − re|
−1 ≈ R−1(1 + x̂r · re/R
2) and |x̂r − re|
−3 ≈ R−3(1 + 3x̂r · re/R
2). Then the
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average tangential component of the electric field due to the charge e can be written as
〈Eeφ(x̂r, t)〉 =
〈
−
e
2c2
(
aeφ
|x̂r − re|
+
aeφ · (x̂r − re)(x̂r − re)
|x̂r − re|3
)〉
=
〈
−
e
2c2
[
aeφ
R
(
1 +
x̂r · re
R2
)
+
aeφ · (x̂r − re)(x̂r − re)
R3
(
1 +
3x̂r · re
R2
)]〉
.
(15)
Now we average over the phase φe with re = x̂R cos φe+ ŷR sinφe and aeφ = aeφ(−x̂ sinφe+
ŷ cosφe). We note that 〈aeφ〉 = 0, aeφ · re = 0, 〈aeφ(x̂ · re)〉 = ŷaeφR/2 = −〈(aeφ · x̂)re〉 .
After averaging and retaining terms through order r/R, equation (15) becomes〈
Eeφ(̂ir, t)
〉
= −ŷ
eaφr
2c2R2
(16)
which is in agreement with our earlier results in Eqs. (13) and (14). Thus indeed the
electric field of Faraday induction in this case arises from the acceleration of the charged
current carrier of the circuit.
5. Limit on the Induced Electric Field
We are now in a position to comment on the average response of our one-particle circuit
to the applied external emf. If the source of the external emfext is a changing magnetic field,
then this situation corresponds to the traditional example for diamagnetism within classical
electromagnetism.16 For this one-particle example, the response depends crucially upon the
mass m and charge e of the particle. When the mass m is large, the acceleration of the
charge is small; therefore the induced tangential electric field Eeφ in Eq. (14) is small. This
large-mass situation is what is usually assumed in examples of charged rings responding
to external emfs.17 On the other hand, if we try to increase the induced electromagnetic
field Eeφ by making the mass m small, we encounter a fundamental limit of electromagnetic
theory. The allowed mass m is limited below by considerations involving the classical radius
of the electron rcl = e
2/(mc2). Classical electromagnetic theory is valid only for distances
large compared to the classical radius of the electron. Thus in our example where the radius
R of the orbit is a crucial parameter, we must have R >> rcl. This means we require the
mass m >> e2/(Rc2) and so e2/(mc2R) << 1. Combining this limit with r/R < 1, and
1 < γ leads to a limit on the magnitude of the induced electric field in Eq. (14)
〈Eeφ(r, t)〉 << fext for r < R . (17)
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The induced electric field of a one-particle circuit is small compared to the external force
per unit charge associated with the external emf.
6. Energy Balance
We also note that the power delivered by the external force per unit charge goes into
kinetic energy of the orbiting particle. Thus if take the Newton’s-second-law equation
giving Eq. (11) and multiply by the speed v of the particle, we have
d
dt
(mγv)v =
d
dt
(mγc2) = mγ3aφv = efextv (18)
so that the power efextv delivered to the charge e by the external force goes into kinetic
energy of the particle.
The situation of a one-particle circuit can be summarized as follows. For the one-particle
circuit, the induced electric field is small compared to the external electric field and depends
explicitly upon the particle’s mass and charge, while the energy transferred by the external
field goes into kinetic energy of the one charged particle. Clearly this is not the situation
which we usually associate with electromagnetic induction for circuit problems.
C. Multiparticle Model for a Circuit
1. Motion of the Charged Particles
In order to make contact with the usual discussion of Faraday inductance in a circuit, we
must go to the situation of many particles, each one of charge e and mass m. However, if
we take the one-particle circuit above and simply superimpose the fields corresponding to N
equally-spaced charges while maintaining the acceleration appropriate for the single-particle
case, we arrive at a completely false result. Thus if we take Eq. (14) for the Faraday-induced
average electric field 〈Eeφ(r, t)〉 due to a single particle of charge e and massm accelerating in
the external force per unit charge fext and then simply multiply by the number of charges, we
have a result which is linear in N and increases without bound. Thus merely extrapolating
the one-particle circuit suggests that the Faraday induced electric field arising from many
charges might far exceed the inducing force per unit charge fext. In order to obtain a
correct understanding of the physics, we must include the mutual interactions between the
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accelerating charges of the circuit. Now with these mutual interactions, the force on any
charge in the circular orbit is not just the external force efext due to the original external
electric field, and the acceleration of any charge is not given by aφ = efext/(mγ
3). Now the
force on any charge is a sum of the force due to the original external force per unit charge
plus the forces due to the fields of all the other charged particles in the circular orbit as given
in Eq. (6). The magnetic force eivi × B/c is simply a deflection and does not contribute
to the the tangential acceleration of the charge ei. Thus the equation of motion for the ith
particle becomes
d
dt
(miγivi) · φ̂
= miγ
3
i aiφ = miγ
3
iR
d2φi
dt2
= φ̂i · ei
{
fext(ri) +
∑
j 6=i
ej
(ri − rj)
|ri − rj|3
−
∑
j 6=i
ej
2c2
(
aj
|ri − rj|
+
aj · (ri − rj)(ri − rj)
|ri − rj |3
)}
(19)
where it is understood that the factor γi = (1 − v
2
i /c
2)−1/2 should be expanded through
second order in vi/c so as to be consistent with the remaining terms arising from the ap-
proximate field expression (3). Since the particles are equally spaced around the circular
orbit and all have the same charge e and mass m, the situation is axially symmetric. The
equation of motion for every charge takes the same form, and the angular acceleration of
each charge is the same, d2φi/dt
2 = d2φ/dt2. For simplicity of calculation, we will take
the Nth particle along the x-axis so that φN = 0, rN = x̂R, and φ̂N = ŷ. The other
particles are located at rj = x̂R cos(2pij/N) + ŷR sin(2pij/N), corresponding to an angle
φj = 2pij/N for j = 1, 2, ..., N − 1. The tangential acceleration of the jth particle is given
by ajφ = (d
2φ/dt2)[−x̂R sin(2pij/N) + ŷR cos(2pij/N)]. By symmetry, it is clear that the
electrostatic fields, the velocity fields, and the centripetal acceleration fields of the other
particles can not contribute to the tangential electric field at particle N. The equation of
motion for the tangential acceleration for each charge in the circular orbit is the same as
that for the Nth particle, which from Eq. (19) is
mγ3R
d2φ
dt2
=
{
efext −
j=N−1∑
j=1
e2
2c2
(
ŷ · ajφ
|x̂R− rj |
+
ajφ · (x̂R− rj)ŷ · (x̂R− rj)
|x̂R− rj|3
)}
. (20)
Now we evaluate the distance between the jth particle and the Nth particle in the circular
orbit as
|x̂R− rj| = [2R
2 − 2R2 cos(2pij/N)]1/2 = [4R2 sin2(pij/N)]1/2 = |2R sin(pij/N)| (21)
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while
ŷ · ajφ = (d
2φ/dt2)R cos(2pij/N) (22)
and
aj · (x̂R− rj)ŷ · (x̂R− rj) = (d
2φ/dt2)R[−R sin(2pij/N)][−R sin(2pij/N)] . (23)
Then equation (20) becomes
mγ3R
d2φ
dt2
= efext −
d2φ
dt2
j=N−1∑
j=1
e2
2c2
(
R cos(2pij/N)
|2R sin(pij/N)|
+
R[R sin(2pij/N)][R sin(2pij/N)]
|2R sin(pij/N)|3
)
= efext −
d2φ
dt2
j=N−1∑
j=1
e2
2c2
(
2− 3 sin2(pij/N)
2 sin(pij/N)
)
(24)
or, solving for d2φ/dt2,
d2φ
dt2
= efext
[
mγ3R +
j=N−1∑
j=1
e2
2c2
(
2− 3 sin2(pij/N)
2 sin(pij/N)
)]−1
. (25)
If there is only one particle on the frictionless ring so that N = 1, the sum disappears, and
the tangential acceleration corresponds to the result obtained earlier in Eq. (11) above with
Rd2φ/dt2 = aφ. We note that the mass term in Eq. (25) remains unchanged by the number
of particles while the sum increases with each additional particle. Thus if there are many
particles, then the electric field at particle i due to the other particles j can lead to so large
a sum in Eq. (25) that the mass contribution mγ3R becomes insignificant. In this case,
the common angular acceleration of each particle becomes from Eq. (25)
d2φ
dt2
≈
2c2
e
fext
[
j=N−1∑
j=1
(
2− 3 sin2(pij/N)
2 sin(pij/N)
)]−1
(26)
We see that in this multiparticle situation the angular acceleration no longer depends upon
the mass m of the charge carriers. This is the situation envisioned in the usual textbook
treatment of Faraday induction.
2. Induced Electric Field
Furthermore, in this multiparticle situation where the particle mass becomes insignificant,
the left-hand side of Eq. (20) is negligible, so that the sum
∑
jEej(ri) of the acceleration
13
fields of all the other charges ej cancels the external force per unit charge fext(ri) of the
external emf at the position ri of each charge in the circular orbit
− fext(ri) ≈ Ee(ri) =
∑
j 6=iEej(ri) . (27)
This situation is analogous to that in electrostatics where the fields of the charges in a
conductor move to new positions so as to cancel the external force per unit charge at the
position of each charge; here the charges accelerate so that the acceleration fields cancel the
external force per unit charge at the position of each charge. Now the induced electric field
Ee(r) =
∑
iEei(r) at a general field point due to the orbit particles is independent of the
charge e of the charge carriers, since the angular acceleration in Eq. (26) depends inversely
on the charge e, and this inverse dependence upon e cancels with the e appearing in Eq.
(3) so as to give an induced electric field which is independent of the charge on the charge
carriers. Again, this situation corresponds to that treated in the textbooks when there is no
resistance in the circuit; if there is no resistance, the self-induced emf cancels the external
emf and the total force per unit charge is zero.
Most physicists find surprising this idea that the net force on each particle is zero and
yet the particles are accelerating. Indeed, the zero-force result from Eq. (27) is only an
approximation; the full equation is given in Eq. (24) where indeed Newton’s second law
holds. There is a self-consistent relation between the common acceleration of each charge
and the back electric force on each charge due to the accelerations of the other charges. In
the limit of a large number of charges, we can compute the common acceleration simply by
insisting that the acceleration field back at any charge due to the acceleration of the other
charges should (approximately) balance the external field. The situation is perhaps easier
to grasp if we imagine multiplying Eq. (24) by the common velocity of each particle. Then
the equation states that the rate-of-change of a particle’s kinetic energy equals the difference
between the power delivered to the particle by the external force and the power absorbed
from the particle as magnetic field energy. Since the acceleration of the particle is very
small, the rate of change of the particle kinetic energy is very small and most of the energy
delivered by the external force goes into magnetic field energy. If one neglects the very
small amount of energy going into particle kinetic energy, then one simply states that the
energy delivered by the external force goes into magnetic field energy. This last statement
is the approximation which appears in the textbooks of electromagnetism.
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In nonrelativistic classical mechanics (which forms the physical ideas of most physicists),
we expect to be able to store potential energy of relative position; however, there is no
such thing as potential energy of velocity. In classical mechanics, the energy associated
with velocity is always mechanical kinetic energy based on mass times velocity squared.
In complete contrast to this situation, electromagnetic theory contains magnetic energy
associated with the velocity of charges and yet not associated with particle mass. For
consistency, the electromagnetic theory requires that accelerating charges cause fields which
produce forces on other charges. The mutual interaction of the charges through the Faraday
induction fields assures that the magnetic energy stored indeed required work by some
external forces. For a multiparticle system, the net force on each particle may become
tiny compared to the external force on each charge because of the acceleration fields due to
the other charges. The charges have a tiny acceleration and gain a tiny amount of kinetic
energy while the work done by the external force goes into the large amount of energy stored
in the magnetic field.
3. Self-Inductance of the Circuit
The value for the self-inductance of the multiparticle circuit can be obtained from Eq. (8)
when the circuit resistance vanishes. If the resistance vanishes, the external emf emfext =
2piRfext around the ring equals the self-inductance L multiplied by the time-rate-of-change
of the current i = Ne(dφ/dt)/(2pi)
emfext = 2piREext(R) = L
di
dt
= L
(
Ne
2pi
d2φ
dt2
)
. (28)
Now traditional classical electromagnetism ignores the mass contribution to the inertia which
appears in Eq. (25) and regards the self-inductance as a geometrical quantity associated
with the approximation given in Eq, (26). Thus the self-inductance L of the multi-charge
ring system from Eq. (26) is
L =
2piREe(R)
[Ne(d2φ/dt2)/(2pi)]
=
(2pi)2R
2c2N
j=N−1∑
j=1
(
2− 3 sin2(pij/N)
2 sin(pij/N)
)
. (29)
We see that the self-inductance of this multiparticle, circular-orbit circuit is now independent
of the mass m or the charge e of the current carriers.18 As with all expressions for the self-
inductance L of a circuit, here Eq. (29) has dimensions of length divided by c2. In the
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appendix, the self-inductance L in Eq. (29) for our hypothetical circuit is connected to the
self-inductance of a circular wire of finite cross-section.
4. Energy of the Current Carriers
The change in energy ∆U of the system associated with non-zero velocity v for the charges
of the circuit includes both mechanical kinetic energy ∆Umechanical and magnetic field energy
∆Umag
∆U = ∆Umechanical +∆Umag =
N∑
i=1
mic
2(γi − 1) +
1
8pi
∫
d3rB2 . (30)
The self-inductance L of the circuit is associated solely with the magnetic energy stored in the
circuit ∆Umag = (1/2)Li
2. The magnetic energy Umag =
∫
d3rB2/(8pi) stored in the circular-
orbit circuit is given by the cross-terms (but not the self-terms) when the magnetic field is
squared, and corresponds to the velocity-dependent double sum in the Darwin Lagrangian
Eq. (5). Thus we have
∆Umag =
1
2
N∑
i=1
∑
j 6=i
1
8pi
∫
d3r 2Bei(r) ·Bej(r)
=
1
2
N∑
i=1
∑
j 6=i
e2
2c2
(
vi · vj
|ri − rj|
+
vi · (ri − rj)vj · (ri − rj)
|ri − rj |3
)
= N
N−1∑
j=1
e2
2c2
(
vŷ · vj
|x̂R− rj|
+
vŷ · (−rj)vj · (x̂R)
|x̂R− rj|
3
)
(31)
where in the last line of Eq. (31) we have used vi · ri = 0 and have taken advantage of the
symmetry to evaluate the magnetic energy when the Nth particle is located on the x-axis at
rN = x̂R and is moving with velocity vN = ŷv = ŷRdφ/dt. The jth particle is located at rj =
R[x̂ cos(2pij/N)+ŷ sin(2pij/N)] with velocity vj = R(dφ/dt)[−x̂ sin(2pij/N)+ŷ cos(2pij/N)].
Introducing these expressions along with the distance given in Eq. (21), the magnetic energy
of Eq. (31) is
∆Umag = N
N−1∑
j=1
e2
2c2
(
R
dφ
dt
)2(
cos(2pij/N)
|2 sin(pij/N)|
+
sin2(2pij/N)
|2 sin(pij/N)|3
)
=
1
2
[
(2pi)2R
2c2N
j=N−1∑
j=1
(
2− 3 sin2(pij/N)
2 sin(pij/N)
)](
eN
2pi
dφ
dt
)2
. (32)
We recognize the current i = eN(dφ/dt)/(2pi) and so can read off the self-inductance of
the circuit from ∆Umag = (1/2)Li
2. The expression for the self-inductance L is the same as
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in Eq. (29). Again for an interacting multiparticle system, the mechanical kinetic energy
increases linearly with the number of particles N while the magnetic energy increases as N2.
In this multiparticle limit, the power Pi = efextvi delivered to the ith charge by the external
force per unit charge fext associated with the original external emf goes only slightly into
particle kinetic energy but mainly is converted into the magnetic energy associated with the
motion of the charges on the ring. This stored magnetic energy is exactly what is given by
the expression (1/2)Li2.
For our example of an external emf acting on a circular charged-particle circuit, the
situation with many particles is totally transformed from the situation with only one particle.
As charged particles of mass m and charge e are added to the circuit, the mechanical inertia
increases linearly with the number of particles N while the inertia associated with the mutual
electromagnetic interactions increases quadratically with N . In the multiparticle case, the
mutual interaction between the particles overwhelms the single-particle behavior so that the
mass and charge of the individual charge carriers is no longer of significance. The particles
move so that the sum of the induced electric fields at each particle approximately cancels
the external electric field. The energy of the charge carriers of the ring includes both
mechanical kinetic energy and also magnetic energy, but the magnet energy is dominant in
the multiparticle limit. For the situation envisioned in the textbook discussions of Faraday
induction, the mechanical energy is so small compared to the magnetic energy that the
mechanical kinetic energy is never mentioned.
We notice that in Eq. (8) if the resistance R of the the circuit vanishes, then the current
increase at a steady rate di/dt = emfext/L without limit. Of course, equation (8) involves
the self-inductance L which has no role for the inertia or kinetic energy of the charge carriers
because these are assumed miniscule compared to the electromagnetic mutual interactions
and magnetic energy. Since our analysis has used the low-velocity approximation of Eq. (3),
our treatment assumes (v/c)2 << 1 and cannot be extrapolated to velocities comparable to
the speed of light c.
V. DISCUSSION
In the analysis above, we have discussed the Faraday induction from an unfamiliar particle
point of view. The main interest of our calculations involves a detailed treatment of a
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simple hypothetical circuit. We have evaluated the electric fields of individual electric
charges and shown how a system involving a single charge is transformed over to a familiar
electromagnetic system when the number of charges is increased. Our simple example
involves charges under centripetal constraining forces giving a circular orbit but allowing
tangential acceleration along the circular orbit. In the one-particle example, the induced
electric field depends upon both the charge e and the mass m of the charge carrier with
the induced field proportional to e2/m. In the one-particle case, the induced electric field
is small, and the energy transferred to the particle goes into the kinetic energy of the ring
particle. The multiparticle circuit has a completely different behavior from that given by
a summation over many one-particle circuits with the one-particle acceleration. When we
deal with an interacting multiparticle case, then the electromagnetic forces between the
charges are such as to transform the behavior over to the familiar behavior of a conducting
circuit where the charge and mass of the current carriers are of no significance. When there
are a large number of charged particles, the acceleration of each charge is determined by
essentially the requirement that the sum of the acceleration fields of all the other charges
should cancel the external force per unit charge which produces the external emf around the
circuit. This crucial mutual interaction of the current carriers is sometimes not appreciated
in the traditional textbook treatment.
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VII. APPENDIX
The self-inductance of our hypothetical circuit of N charges moving in a circle of radius
R was given in Eq. (29). In order to compare this expression with that of a continuous
wire, we approximate the sum by an integral. Using the trapezoid rule19
b∫
a
dx f(x) =
18
[(b− a)/n]
{
n−1∑
k=1
f(a+ k(b− a)/n) + f(a)/2 + f(b)/2
}
, we have
j=N−1∑
j=1
(
2− 3 sin2(pij/N)
2 sin(pij/N)
)
=
N
pi
pi−pi/N∫
pi/N
dx
(
2− 3 sin2(x)
2 sin(x)
)
+
1
2
(
2− 3 sin2(pi/N)
2 sin(pi/N)
)
+
1
2
(
2− 3 sin2[pi − pi/N ]
2 sin[pi − pi/N ]
)
. (33)
The integral can be evaluated analytically from
∫
dx/ sinx = (1/2)[ln(1 − cosx) − ln(1 +
cosx)] and
∫
dx sin x = − cos x. Then noting sin(pi − pi/N) = sin pi/N and cos(pi − pi/N) =
− cospi/N, and expanding in powers of 1/N, the sum on the first line of Eq. (33) becomes
j=N−1∑
j=1
(
2− 3 sin2(pij/N)
2 sin(pij/N)
)
=
N
pi
[
1
2
ln
(
1− cos(pi − pi/N)
1 + cos(pi − pi/N)
1 + cos( pi/N)
1− cos( pi/N)
)
+
3
2
cos
(
pi −
pi
N
)
−
3
2
cos
( pi
N
)]
+
1
2
(
2− 3 sin2(pi/N)
2 sin(pi/N)
)
+
1
2
(
2− 3 sin2[pi − pi/N ]
2 sin[pi − pi/N ]
)
=
N
pi
[
ln
(
1 + cos(pi/N)
1− cos(pi/N)
)
− 3 cos
( pi
N
)]
+
(
2− 3 sin2(pi/N)
2 sin(pi/N)
)
=
N
pi
[
2 ln
(
2N
pi
)]
−
(
2N
pi
)
+O(1/N) . (34)
Accordingly the self-inductance of our hypothetical circuit is
L ≈
(2pi)2R
2c2N
{
N
pi
[
2 ln
(
2N
pi
)]
−
(
2N
pi
)}
=
4pi
c2
R
[
ln
(
2N
pi
)
− 1
]
. (35)
The self-inductance of a circular loop of wire of radius R and circular cross-section of radius
a is given by20
L =
4pi
c2
R
[
ln
(
8R
a
)
−
7
4
]
. (36)
The separation between the charges of our hypothetical circuit is ∆s = 2piR/N. Evidently
if we take the effective radius a of the cross-section of the hypothetical circuit as a ≈ 2∆s,
then there is agreement for the logarithmic terms between Eqs. (35) and (36). For large
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values of N, the logarithmic term should be the dominant contribution.
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