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We represent a promising bottom-up approach to fabricate two-dimensional (2D) 
molecular nanostructures over macroscopic areas in this thesis. A wide range of 
2D molecular self-assemblies on surfaces and their formations of regular 
supramolecular arrays are demonstrated by low-temperature scanning tunneling 
microscopy (LT-STM) in ultra-high vacuum (UHV) environments. Intensive 
effort is devoted to construct mono- and bi-component organic molecular 
networks via various intermolecular interactions and molecule-substrate 
interactions. This thesis aims for a comprehensive understanding of the 
underlying mechanisms that control the surface self-assemblies. Complementary 
experiments including photoelectron spectroscopy (PES) and near-edge X-ray 
absorption fine structure (NEXAFS) measurements are performed to investigate 
electronic energy alignments and supramolecular packing structures of organic 
thin films. 
Epitaxial growth of organic π-conjugated molecular films on solid surfaces is 
investigated initially, including copper hexadecafluorophthalocyanine (F16CuPc) 
and di-indenoperylene (DIP) ultra-thin films on graphite and/or SiO2. The 
supramolecular packing structure and molecular orientation of the organic thin 
film, which is mainly governed by the balance between molecule-substrate 
interfacial interactions and intermolecular interactions, could determine its 
electronic properties. An understanding of the growth mechanism can facilitate 
ⅸ 
  
the fabrication of organic thin films with desired properties, and thereby improve 
the performance of organic devices based on organic thin films.  
To increase the tunability and functionality of the surface-supported 
nanostructures, robust 2D binary molecular networks, whose overall arrangements 
could be tuned by varying molecular intermixing ratios as well as molecular 
building blocks, are constructed by co-adsorption of F16CuPc with copper 
phthalocyanine (CuPc), p-sexiphenyl (6P), pentacene, and DIP respectively. The 
structural stability of the binary molecular arrays is enhanced by multiple 
intermolecular hydrogen bonds formed between the F16CuPc molecules and the 
CuPc, 6P, pentacene or DIP molecules. Theoretical simulations based on 
molecular dynamics (MD) and density functional theory (DFT) are performed to 
estimate the hydrogen bonding interactions of each observed network. Some of 
the rigid hydrogen-bonded networks can be used to adsorb incoming guest 
molecules at specific adsorption sites and facilitate the formation of regular 
patterns on the underlying templates. The formation of 2
nd
 layer supramolecular 
patterns constrained by the underlying molecular networks, suggests a possible 
large scale method to fabricate organic nanostructure arrays with desired 
functionality for potential use in molecular nanodevices. 
 The chloroaluminum phthalocyanine (ClAlPc) molecule with electric dipole 
moment perpendicular to its molecular π-plane, is investigated in the last part of 
this thesis. The supramolecular packing structures of ClAlPc monolayer and bi-
layer films are studied. Formations of molecular dipole chain arrays via nanoscale 
phase separation are observed in the binary molecular system of ClAlPc and DIP 
ⅹ 
  
on graphite. Reversible single-molecule manipulation is achieved by tip-induced 
configurational transformation of the ClAlPc molecule in the close-packed 
monolayer, which makes it a promising basic information bit candidate for 
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     Electronic device miniaturization to the size range of 0.1-10 nm (covering the 
atomic, molecular and macromolecular length scale) is believed to be an 
inevitable trend. This is driving the rapid development of nanoscience and 
nanotechnology over the last twenty years or so. A promising route to fabricate 
electronic devices and systems with nanometer dimensions is the autonomous 
assembly of atoms and/or molecules on atomically well-defined surfaces.
1
 The 
spontaneous formation of the atomic and/or molecular self-assembly, is 
determined by a subtle balance of various adsorbate-adsorbate and adsorbate-
substrate interactions. Selective coupling of the functional constituents to specific 
adsorption sites on supporting surfaces can facilitate the creation of long-range 
ordered two-dimensional (2D) nanostructures. To steer the atomic or molecular 
growth processes and create a wide range of surface nanostructures with desired 
properties, a comprehensive understanding of the mechanisms that control the 
surface self-assembly processes is required.  
  Since its invention by Binnig and Rohrer in 1981, scanning tunneling 
microscopy (STM) has been widely used in atomic real-space imaging and 
manipulation of adsorbed species on conducting or semiconducting surfaces.
2
 It is 
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a very powerful tool in revealing surface phenomena. With STM imaging and 
electronic structure measurements from scanning tunneling spectroscopy (STS), 
the geometrical (surface morphology), electronic, and even magnetic properties of 
the 2D surface nanostructures as well as the supporting substrates can be imaged 
at the atomic scale.
3-5
 A microscopic view of activated processes taking place on 
surfaces, such as atomic/molecular diffusion, adsorption, desorption, and 
chemical reactions, could be provided by STM studies.
6, 7
 STM can even induce 
and manipulate such surface dynamic phenomena at the single atom/molecule 
level. Furthermore, the interplay of various interactions at different strength and 
length scales in self-assemblies could also be elucidated by STM.
8
 This has 
enabled STM to become the tool of choice to study surface self-assembly and its 
underlying mechanisms. 
   Reported work on surface self-assembly has covered a wide range of atoms 




 or vacuum environments.
11
 
The creations of 2D well-defined surface patterns over large areas have been 
demonstrated. Various covalent or non-covalent interactions have been utilized to 
construct surface-supported nanostructures.
12-14
 However, the field of 2D self-
assembly and the underlying mechanisms are not yet fully understood. Our 
studies on the self-assembly of various π-conjugated molecules on vacuum/solid 
interfaces via relatively weak non-covalent interactions, help to fill the gap in 
understanding. The ultimate goal is to construct robust and tunable 
supramolecular nanostructures over macroscopic areas with desired 
                                                                                                Chapter 1. Introduction 
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functionalities. We also aim to achieve a comprehensive understanding of the 
mechanisms that control molecular self-assembly.  
 
1.1 Introduction: a bottom-up approach for nanofabrication  
A great deal of effort and resources have been allocated to the field of 
nanoscience and nanotechnology, which aims to understand and control matter at 
the atomic or molecular scale. The origin is often traced back to the talk “There‟s 
Plenty of Room at the Bottom”, given by Richard P. Feynman in 1959.15 In the 
talk, Feynman described a possible revolution in people‟s daily lives if we were 
able to manipulate individual atoms and molecules to build up nanometer scale 
functional systems. However, the takeoff of nano-related research and 
technological exploitation started from the early 1980s with two major 
developments. First, the invention of the STM made it possible to image and 
manipulate individual molecules and atoms in real space;
3, 16
 second, the birth of 
cluster science enabled an understanding of how structural features control the 
properties of nanostructural materials.
17
 There were also other important 
developments (some of them were invented before 1980s), including molecular 
beam epitaxy (MBE) to fabricate single crystalline inorganic and organic thin 
films, the synthesis and study of semiconductor nanocrystals and quantum dots,
18
 
and characterization tools such as high-resolution field ion microscopy (FIM), 
atomic force microscope (AFM), scanning electron microscopy (SEM), 
transmission electron microscopy (TEM), near-field scanning optical microscopy 
(NFSOM), low-energy electron microscopy (LEEM), and photoemission electron 
microscopy (PEEM). The invention and maturing of these fabrication and 
                                                                                                Chapter 1. Introduction 
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characterization tools have been essential to the booming field of nanotechnology 
and nanoscience.  
Nanostructured materials are of great interest for their unique properties as well 
as their great potential applications in future nano-devices. Nanostructures refer to 
material systems with length scale in the range of ~0.1-100 nm in at least one 
dimension. In the nanometer length scale, various physical phenomena, such as 
quantum effects and surface/interface effects, play critical roles in determining the 
properties and functionalities of the materials. The properties of nanostructures 
can be adjusted by changing their size, shape, and processing conditions, which 
are significantly different from bulk materials. The fabrication of nanostructured 
materials offers a promising route to construct nano-devices with high density of 
components, low cost, and high performance per device and per integrated circuit, 
which might meet the emerging industry needs that have thrived on continued 
device miniaturization. 
There are two fabrication approaches used to generate nanoscale surface 
nanostructure arrays, which are characterized as “top-down” and “bottom-up” 
approaches.
19
 In the top-down approach, various conventional methods are used 
to pattern, write or stamp a structure onto a substrate. The top-down fabrication 
techniques, including many photolithography and scanning beam (or maskless) 
lithography (e. g., electron beam, and ion beam) methods, are capable to create 
surface patterns down to the sub-100 nm range, but have the limitations in the 
atomic length scale. In contrast, the bottom-up approach relies on the cooperative 
interactions of small components (atoms, molecules or colloidal particles) to 
                                                                                                Chapter 1. Introduction 
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assemble discrete nanoscale structures in two or three dimensions. It allows the 
construction of small functional systems at sub-molecular level over macroscopic 
areas, which has potential applications in future nano-devices, such as molecular 
and organic electronics, ultrahigh density data storages, biosensors, drug delivery, 
nano-optics, quantum computer and so on. The self-organized growth and self-
assembly on well-defined surfaces (such as pre-patterned surfaces by top-down 
methods) have been considered as an ultimate, low-cost method for nano-
manufacturing. 
Bottom-up fabrication is a process involving the growth of atoms and/or 
molecules on substrates in vacuum, ambient atmosphere or solution environments 
and the subsequent formation of all kinds of surface-supported nanostructure 
arrays. The growth scenario is a non-equilibrium phenomenon governed by the 
competition between kinetics and thermodynamics. The self-assembly, which is 
referred to the spontaneous formation of a supramolecular architecture from its 
constituents without external force field,
20-23
 is capable of fabricating long-range 
ordered supramolecular nanostructures over large macroscopic areas. The self-
assembled nanostructure is stable under equilibrium conditions with minimized 
free-energy. In this thesis, we mainly focus on 2D molecular self-assembly under 
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1.2 Supramolecular self-assembly in two dimensions: background 
and literature review 
1.2.1 Basic concepts in 2D surface assembly 
The atomic and/or molecular self-assembly on solid surfaces involves 
fundamental processes of adsorption, diffusion, and interfacial and lateral 
interactions, all of which depend on the substrate atomic environment, adsorbate 
chemical nature as well as their geometrical parameters (e. g., shape, size, and 
symmetry).
24-26
 Figure 1.1 is a schematic diagram illustrating the principles of 2D 
supramolecular assembly. A molecular beam of 3,4,9,10-perylenetetracarboxylic 
dianhydride (PTCDA) is deposited onto an atomically-flat single-crystal surface. 
The adsorbed molecules firstly go through thermally activated processes on the 
terrace, including surface migration and in-plane rotation associated with energy 
barriers Em and Erot respectively. That is, after adsorption, the molecules can 
thermally transport between different bonding sites before assembling at their 
formation energy minima. The migration and rotational motions largely depend 
on the configuration of the molecule and the substrate. The subsequent molecular 
recognition process may be directed by lateral intermolecular interactions 
between the neighboring molecules, which could be covalent bonding, van der 
Waals forces, hydrogen bonding, electrostatic ionic forces and so on. The typical 
supramolecular packing structure of a PTCDA monolayer on single crystal 
surfaces is depicted at the left of Figure 1.1, driving primarily by intermolecular 
hydrogen bonding.
26
 Under nearly thermodynamic equilibrium, a uniform 
molecular nanostructure can be formed. In addition to the directional 
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intermolecular interactions, adsorbate-substrate interactions also influence the 
molecular self-assembly by offering specific energetically-favorable adsorption 
sites. The coupling of adsorbates to the substrate atomic lattice is another 
important factor that determines the characteristics of the supramolecular 
nanostructures, which is able to tune the intermolecular spacing and/or the 
molecular orientation. In general, adsorbate-adsorbate interactions and adsorbate-
surface interactions are two key factors that determine the 2D surface self-
assembly. A subtle balance of the lateral intermolecular interactions and 
molecule-substrate interfacial interactions allows the emergence of well-defined 
supramolecular architectures over macroscopic areas. 
 
Figure 1.1 Atomic-scale view of assembly processes at surface. The substrate is exposed to a 
PTCDA molecular beam. The fundamental assembly processes include adsorption, thermal 
migration and rotational motions. The formation of the nanostructures is finally determined by 
direct lateral intermolecular interactions and indirect substrate mediations. The inset illustrates the 
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molecular structure of the PTCDA molecule, where yellow balls represent H atoms, red balls for 




    
 1.2.2 The universal substrate effects 
Supported surfaces play a critical role in tailoring the self-assembled molecular 
layers. The accommodation of incoming molecules strongly depends on the 
substrate reactivity, configuration and electronic properties. If molecules or atoms 
adsorb at solid surfaces, it can be either stabilized by chemical or physical 
bonding. Chemical adsorption, or chemisorption, is about the formation, and in 
some case (dissociative chemisorption) also the breaking, of chemical bonds. 
Chemisorption usually occurs on catalytically active surfaces such as Cu, Pt and 
Ru single crystals. For example, Cu adatoms on Cu(100) can serve as the metal 
cores to form coordination complexes,
27, 28
 and Pt(111) surface can successfully 
catalyze the dehydrogenation reaction to synthesize fullerene in two dimensions.
29
 
In contrast, physical adsorption (physisorption) refers to unspecific adsorption 
based on dispersion interactions. The adsorption of large aromatic molecules on 
noble metal surfaces or chemically inert graphite surface usually belongs to this 
class.
26
 Most molecular self-assemblies are constructed through non-covalent 
adsorbate-surface interactions with relatively low adsorption energies, and 
chemically reactive substrates involving high-energy covalent bonds are usually 
discarded. 
The supporting substrates offer specific/unspecific adsorption sites to 
accommodate the adsorbates. At low coverage, the adsorbates may preferentially 
decorate surface defect sites such as steps, kinks or vacancies, because the 
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electron redistributions at these defects could affect the adsorption (or desorption), 
diffusion, and chemical reactivity of the adsorbates.
30-32
 Depending on the 
electronic structure of the adsorbates, the electronic rich/deficient regions are 
preferred. For example, as a type of defect with definite structure, steps have an 
asymmetric electronic structure because of the formation of a local electronic 
dipole at the step sites.
33
  Electron-donor-type molecules such as benzene prefer 
to bind to the electron-poor region at the upper step edges,
34
 while electron-
acceptor-type molecules such as teracyanoquinonedimethane (TCNQ) are found 
to reside at the lower edges of steps.
35
 Other special adsorption geometries such as 
π-conjugated molecules lying across step edges or at the elbow position on 
Au(111) reconstructed surface have also been reported in literature.
36, 37
  
 When the molecules are bound to a surface, they can perturb the substrate 
electronic and strain field and further mediate the interactions between them.
11, 38, 
39
 The so-called indirect substrate-mediated interactions can be either of elastic or 
electronic origin, which are oscillatory in nature and typically extend in the 10 Å 
range.
11, 38
 Over the intermediate range, the interactions are strong enough to 
influence the arrangement of adsorbates at surfaces. Reported studies cover many 
different atoms (e. g., Cu and Ce) and organic molecules adsorbed on close-
packed noble-metal surfaces and the formations of surface structures with short-
range or long-range ordering.
40-44
 An outstanding example is the formation of one 
dimensional, unidirectional pentacene rows on Cu(110) surface, whose inter-chain 
spacing is evidently mediated by the oscillatory modulation of the adsorption 
energy due to charge-density waves related to a surface state.
43
 Similar to the 
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interactions mediated by surface-state electrons, surface strain-field perturbations 
can also create long-range ordering on the 2D assemblied nanostructures.
45-47
 
With higher thermal activation, strong adsorbate-substrate interactions could even 




Other factors that can influence the supramolecular ordering on surface include 
the substrate symmetry, chirality, atomic lattice length and so on. Several studies 
have indicated that the self-assembled nanostructures can somehow reflect the 
two-fold, three-fold or four-fold symmetry of the underlying substrates.
50
 The 
assembly of symmetric molecules on surfaces can become chiral because the 
adsorption occurs on a high-index chiral metal surface,
51, 52
 or 2D confinement 
removes mirror symmetry in the plane of the substrate.
44
 The coupling of 
adsorbates to the substrate atomic lattice could lead to a so-called „point-on-line‟ 
registry for conjugated organic molecules on metal surfaces.
26, 53, 54
 The term 
point-on-line registry refers to lattice relationships where all lattice points of the 
superstructure are located on lattice lines, but not lattice points, of the substrate.  
The adsorbate-substrate interaction plays a vital role, though not always the 
dominant part, in determining the binding and ordering of 2D nano-patterns on 
surfaces. Single crystal substrates are often considered static checkerboards that 
simply provide bonding and specific adsorption sites to the molecules. However, 
when large organic molecules adsorb on metal surfaces, the complexity of the 
molecule-substrate interactions often increases dramatically. To minimize the 
substrate effect, atomically flat and chemically inert substrates are preferred, and 
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HOPG and Au(111) are two of the most frequently used substrates for their 
chemical inertness and ease of preparation. In contrast, pre-patterned surfaces, 
such as boron nitride (BN) nanomesh,
55, 56
 carbon nanomesh on silicon carbide 
(SiC),
57
 and supramolecular nanoporous
58-64
, or non-porous surface templates,
65
 
can provide specific adsorption sites to accommodate the incoming species and 
hence facilitate the formation of nanostructures with designed patterns. The 
selection of the substrates is critical in achieving our objectives. 
 
1.2.3 Directionality of lateral adsorbate-adsorbate interactions 
    We now turn to the directionality of lateral adsorbate-adsorbate interactions in 
2D self-assembly. The 2D self-assembly is determined by the competition 
between the adsorbate-adsorbate interactions and adsorbate-surface interactions, 
where the former usually dominate over the later when the assembly happens on 
chemically inert surfaces. In addition to covalent synthesis, non-covalent 
synthesis using relatively weak intermolecular interactions, such as van der Waals 
forces, hydrogen bonding, electrostatic ionic forces and dipole-dipole interactions, 
has advantages in the creation of long-range ordered superstructures.
66-69
 Most 2D 
supramolecular self-assemblies reported are formed by a single component. To 
increase the functionality and tunability of the nanostructures, increasing effort 
has recently been devoted to the construction of bi- or multi- component 
superstructures.
58-60, 70-72
 For the multi-component assembly, the interaction 
characteristics of all the components must balance in order to obtain an ordered 
complex. A wide range of 2D regular networks have been successfully fabricated.  
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We will demonstrate the roles played by the directional and selective 
intermolecular hydrogen bonding, metal-ligand interactions (coordination 
bonding), as well as covalent bonding in the 2D self-assembly. A characteristic 
comparison of these interactions with van der Waals force is shown in Table 
1.1.
13
 The van der Waals force is rather weak and non-directional, but it 
universally exists in every material system. The directional hydrogen bonding, 
metal-ligand interaction (coordination bonding), and covalent bonding have 
increasing interaction strength in guiding surface assemblies. However, they are 
only available in specific systems. For example, the utilization of the hydrogen 
bonding requires the component molecules to offer electronegative (e. g., O) or 
electropositive (e. g., H) peripheral atoms; and the metal-ligand interaction only 
exists in the system comprising specific metal atoms and organic molecules with 
specific functional groups.  
 
         Interaction type                    Interaction energy (kJ mol
-1
)        Directionality 
 van der Waals force                                  2 –10                                     No 
 Hydrogen bonding                                    5 – 70                                   Yes 
 Coordination interaction                          50 – 200                                Yes 
 Covalent bonding                                      >300                                     Yes 








2D supramolecular networks 
driven by hydrogen bonding have been published in the last decade.
59, 61, 73-82
 The 
molecules that form the hydrogen-bonded structures have special functional 
groups, such as carbonyl groups, or sulfur, oxygen, nitrogen, hydrogen, or 
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fluorine atoms attached to aromatic rings, to offer electronegative or 
electropositive peripheral atoms in the hydrogen bonding formation. One of the 
first breakthroughs in constructing large surface patterns came from the Beton 
Champness and coworkers,  who created a hexagonal bi-component network by 
the co-deposition of 3,4,9,10-perylenetetracarboxylic diimide (PTCDI) and 2,4,6-
triamino-1,3,5-triazine (melamine) on Ag-terminated silicon surface under UHV 
conditions.
59
 The formation of the hexagonal PTCDI-melamine network has been 





between the PTCDI and melamine molecules. From then on, the fabrication of 
similar open networks via multiple intermolecular hydrogen bonds were reported 
from time to time by varying the molecular components, relative molecular ratio, 
and also the supporting substrate.
60, 76-82
 Although the use of weak interactions has 
obvious disadvantages with regards to thermal stability, it allows other weak 
interactions – such as mediated effects of the substrate – to further tailor the 
supramolecular pattern leading to long-range ordering. 
To further increase of the structural stability, the coordination of organic 
molecules by transition metal atoms has been used for the fabrication of surface-


















) can be used to form 
rigid metal-organic networks. The fabricated coordination networks on metal 
surfaces can adopt a variety of sizes and shapes. The pore dimensions of metal-
organic networks can be scaled by the length of the employed molecular linker. 
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As demonstrated by Kern, Barth, and colleagues, 2D honeycomb networks were 
constructed on Ag(111) from cobalt atoms and various ditopic dicarbonitrile-
polyphenyl molecules with three, four or five phenyl rings, and the dimensions of 
the resultant pores were directly tailored by the ligand molecular length.
83
 Square 
coordination networks on Ag(111), Ag(100) and Cu(100) formed by the use of 
5,5‟-bis(4-pyridyl)(2,2‟-bipyrimidine) as a ligand and copper atoms as 
coordination centres were also fabricated by Kern and co-workers.
84
 The metal-
organic coordinated networks offer a promising approach for the design and 
construction of 2D surface patterns with desired functionalities. The multi-
component systems formed through pure metal-ligand coordination are still in 
early stage of research. 
Covalent bonds can also facilitate the formation of 2D supramolecular 
structures. The first work describing the formation of 2D covalent-bonded porous 
networks on surfaces is reported by Grill and coworkers in 2007.
94
 In their work, 
the square tetraphenylporphyrins that carried bromine on one, two or four sides 
were covalently bound together to form dimers, 1D molecular rows and 2D 
extended networks at the Au(111) surfaces in vacuum. Similar surface 
polymerizations of single-component organic molecular layers at vacuum-solid 
interfaces were demonstrated by several groups.
95-100
 For example, Grill  and  
colleagues  subsequently  showed  that  linear  polyfluorenes could be produced at 
a Au(111) surface in a similar manner and used as model molecular wires;
98
 Rosei 
and co-workers demonstrated the polymerization of para- and meta-
diiodobenzene on Cu(100) to form straight and meandering polyphenyl chains.
99
 
                                                                                                Chapter 1. Introduction 
 15 
The creation of covalent bonded networks relies on the polymerization reactions 
of deposited molecules. The progress in covalent-bonded surface patterns is very 
appealing, because it provides a promising approach for the construction of highly 
rigid organic nanostructures with high thermal stability. However, this strategy 
faces a practical challenge associated with the evaporation of adsorbates onto 
substrates in vacuum: because of their high reactivity and large masses, the 
reactants maybe polymerize during heating before a sufficient vapor pressure for 
the deposition is reached. 
    
 
1.3 Objective and scope of this investigation 
Numerous studies of atomic and/or molecular self-assemblies have been carried 
out in vacuum, ambient atmosphere or solution circumstances. However, the 
mechanisms that control molecular self-assembly are not yet fully understood. 
The ultimate goal of this study is to construct tunable and robust nanostructures at 
the vacuum/solid interface. To fabricate supramolecular architectures with desired 
patterns, we need to carefully select and control the molecular building blocks and 
supporting substrates. A comprehensive understanding of the underlying 
principles that determine the formations of 2D molecular self-assemblies is also 
needed. 
 Chemically inert substrates, such as graphite and single-crystal noble-metal 
surfaces, are commonly preferred to minimize the substrate effect. The adsorption 
of organic molecules on metal substrates are usually stabilized through the strong 
interfacial coupling between the metal surface electrons and molecular π-orbitals, 
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which can lock the adsorbed molecules at specific sites due to the corrugation of 
the potential energy surface of the metal substrates.
11
 This could restrict the lateral 
degrees of freedom of the adsorbed molecules and hence reduce the structural 
tunability of molecular nanostructures on metal surfaces. The adsorption of large 
organic molecules on metal surface also can increase the complexity of the 
molecule-substrate interactions and prevent us from obtaining a comprehensive 
understanding of the interplay of various kinds of intermolecular interactions in 
molecular self-assembly. Herein, the inert graphite substrate is selected for its 
smooth potential energy surface and relatively weak interfacial interactions with 
adsorbed molecules. In this thesis, most of our studies are carried out on graphite 
surfaces. 
   Various covalent/non-covalent intermolecular interactions can successfully 
steer the formation of long-range ordered molecular arrays. 2D supramolecular 
arrays stabilized through relatively weak intermolecular interactions, such as 
intermolecular C-F
…
H-C hydrogen bonding, and dipole-dipole interactions, are of 
interest in this thesis. Organic π-conjugated molecules, including copper 
hexadecafluorophthalocyanine (F16CuPc), copper phthalocyanine (CuPc), 
chloroaluminum phtholocyanine (ClAlPc), di-indenoperylene (DIP), p-sexiphenyl 
(6P), and pentacene, which are widely used in organic semiconductor devices, are 
selected as prototype molecules to construct various single or binary component 
nanostructures. Our approach represents a promising route to construct robust 
organic molecular arrays whose 2D arrangements can be controlled by the 
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molecular functionalities and other experimental parameters (e. g., coverage and 
relative molecular ratio for bi-component systems). 
This thesis will be organized as follows. Chapter 2 provides an overview on the 
experimental methods, where operating principles of the characterization tools 
(both STM and photoemission measurements) are described. Experimental results 
and discussions are presented in Chapters 3 to 6. Chapter 3 investigates the 
epitaxial growth of ultra-thin organic molecular films, including F16CuPc and DIP 
thin films on graphite and/or SiO2. In chapter 4, we present the efficient bottom-
up approach to the design and fabrication of tunable 2D binary molecular 
networks directed by weak hydrogen bonding on graphite surfaces, demonstrated 
with binary combinations of molecules with different geometries, namely, 
F16CuPc with CuPc, 6P, pentacene, and DIP respectively. Some of the fabricated 
binary networks can serve as effective surface nanotemplates to selectively 
accommodate guest molecules (F16CuPc) which further assemble to 2
nd
 layer 
supramolecular patterns, and this is discussed in chapter 5. Finally, the self-
assembly of the dipolar molecule, ClAlPc on graphite, is investigated in chapter 6; 
the competition between intermolecular dipole-dipole interaction and molecule-
substrate interactions is discussed. The reversible manipulation of single ClAlPc 
molecules by the STM tip is also demonstrated. Our studies advance the 
understanding and development of 2D molecular self-assembly and their potential 
applications in nano-devices. 
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2.1 Scanning tunneling microscopy 
The first STM was invented by G. Binnig, H. Rohrer and coworkers at the IBM 
Zürich Research Laboratory in 1981.
1
 Only five years later, the STM earned its 
inventors the Nobel Prize in Physics in 1986. STM has since been a very powerful 
tool for atomic resolution real-space imaging to study surface phenomena. The 
resolution of STM images can easy resolve the atomic scale, i.e., 0.1 nm laterally 
and 0.01 nm in depth. It can be performed not only in ultra high vacuum but also 
in air, water, and various other liquids or gas ambient, and at temperatures ranging 
from near zero Kelvin to a few hundred degrees Celsius. Besides real-space 
imaging and electronic structure measurements, the STM is also capable of 
manipulating single atoms or molecules, and thereby building nanometer-scale 
structures with desired properties.
2-12
 Furthermore, localized chemical reactions or 
dynamic motions can be induced and controlled by the STM at the atomic length 
scale, which have potential applications in supramolecular arrays in future nano-
devices.
13-16
 With STM measurements, we are able to study the morphological 
and electronic properties of 2D surface nanostructures, and also to monitor 
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various surface phenomena caused by thermal, optical, plasmon excitation or 
STM tip at single molecular level. 
 
 
    2.1.1 Operating principle of STM 
    A STM system is usually constructed with a scanning tip, piezoelectric 
controlled xyz scanner, coarse sample-to-tip controller, vibration isolation system, 
and a computer for data storage and display.
17
 The schematic drawing in Figure 
2.1 shows the setup and working principle of the STM.
18
 The probe tip, usually 
made of tungsten (W) or platinum-iridium (Pt-Ir) alloy, is attached to a 
piezoelectric transducer which controls the x, y, z positioning. Being driven by the 
coarse controller firstly and piezoelectric z scanner subsequently, the tip can be 
brought sufficiently close to the sample (typically 4 ~ 10 Å) by detecting the 
tunneling current via a feed-back circuit. When a small voltage bias (tens of mV 
to several V) is between the tip and sample, electrons can tunnel through the 
vacuum between them. Since the tunneling current depends on the tip-sample 
separation Z as well as the local density of states of the sample surface, a 2D 
image containing both morphological and electronic information can be obtained 
by recording the tunneling current (I) as a function of the tip position (x and y). 
The recorded 2D STM images can be saved and displayed in the computer, and 
different color-scales could be adopted for easy visualization. In order to achieve 
good resolution, vibration isolation is essential to reduce the background noise 
from environmental vibrations. 
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     There are two operating modes used in STM, namely constant current mode 
and constant height mode (shown in Figure 2.2). The constant current mode is the 
most commonly used, in which the feedback system keeps the tunneling current at 
a pre-set value by adjusting the tip-sample separation via a piezoelectric driver 
(Figure 2.2a). By recording the height of the tip Z(x, y) as a function of position, a 
2D topographical image including electronic information can be obtained.
19
 In 
constant height mode, the voltage and height are both held constant while the 
variations in the tunneling current are recorded as a function of location (Figure 
2.2b).
19
 A faster scan rate can be achieved in this mode, as the response time of 
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the feed back loop is largely shortened or the feedback loop is turned off 
completely. However, the disadvantage of the constant height mode is the surface 
has to be very flat since there is a possibility of the tip crashing into surface 
asperities.
19
 In both constant current and height modes, information of the surface 
topography as well as density of state is recorded.   
 
   




    2.1.2 Theory of electron tunneling 
The underlying principle of STM is based on the quantum mechanical 
phenomenon of tunneling, which has been known for more than eighty years. A 
simple understanding of the transmission of electrons through the vacuum barrier 













(a) Constant current mode (b) Constant height mode 




 As shown in the schematic drawing of Figure 2.3, the tip is considered a 
free electron metal with a constant density of states, and the sample contains a 
distribution of surface density of states as shown. When the tip and the sample are 
isolated far from each other, they have the same vacuum levels but different 
Fermi energies, which lie below the vacuum level by an energy equivalent to their 
respective work functions T and S  (Figure 2.3a). The quantum-mechanical 
wave functions of the electrons are periodic in the solid (either tip or sample here) 
and decay exponentially into the vacuum region according to  ZA  exp , 
where    /22 Em    is the inverse decay length, Z is the distance 
perpendicular to the surface and E is the electron energy with respect to the Fermi 
level. This solution is derived from the Schrödinger equation for a 1D square 
barrier. If the tip and sample are brought closed together (few Å apart) and in 
thermodynamic equilibrium, their Fermi levels must align (Figure 2.3b). Electrons 
attempting to travel from sample to tip (or vice versa) will encounter an energy 
barrier T  (or S ), but the quantum tunneling could occur if the barrier is 
sufficiently narrow. When a voltage is applied to the tip (or sample), its energy 
levels will be rigidly shifted upward (negative bias, Figure 2.3c) or downward 
(positive bias, Figure 2.3d) by an amount eV . At negative tip bias (Figure 2.3c), 
the detected current arises from the electrons that tunnel from occupied states of 
the tip into unoccupied states of the sample; at positive tip bias (Figure 2.3d), the 
electrons tunnel from occupied states of the sample into unoccupied states of the 
tip. When the bias voltage is applied to the sample, the situations are reserved. 
The STM image obtained by scanning the tip line by line across the surface is a 
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convolution of both the local electronic density of states and geometrical 
morphology of the surface.                   
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Figure 2.3 Schematic drawing of the energy level diagrams for electron tunneling in a simpliﬁed 
1D barrier. (a) and (b) display the tip and sample system with large and small vacuum gap 
respectively; (c) and (d) demonstrate the tunneling processes at negative tip bias and positive tip 
bias  respectively. 
 
 
    2.1. 3 Electronic structure measurements 
The STM image is a contour map of constant surface local density of states 
(LDOS).
21
 For any given lateral position of the tip above the sample, the 
tunneling current (I) is determined by the tip-sample separation (Z) and the 
electronic structure of the sample and tip. When a voltage V is applied to the tip 
(or sample), only the states lying between EF and EF+eV contribute to the detected 
tunneling current. That is, the sign and magnitude of the applied voltage 
determine which states contribute to the resulting topographic images. Thus, 
quantitative information regarding the symmetry properties and the spatial 
distribution of electronic states can be measured by changing the applied voltage. 
Information about sample electronic structures can be obtained in different ways. 
Voltage-dependent STM imaging is the simplest method to obtain electronic 
information by acquiring conventional STM topographic images at different 
applied voltages. More complete information can be obtained from STS 
measurements over a wider energy range at a specific location, including the 
measurements of local conductivity I-V, differential conductivity dI/dV as a 
function of V, and so on. A 2D image of the differential conductivity over the 
sample surface can also be captured by scanning across the surface. In contrast to 
the constant-current topographic images containing both geometric and electronic 
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) imaging allows the extraction of 
contributions from electronic structures through a modulation technique.
22
  
  In addition to the measurements of the surface morphology and the LDOS, 
STM can be used to study the local tunneling barrier, which is related to the work 
functions of both tip and sample.
1, 19
 The tunneling current is exponentially 
dependent on the tip-sample distance (Z):   ZmI  /22exp  , where m is 
the electron mass and 2/)( ST    is the averaged work function of the tip and 
sample. Thus, the averaged work function can be extracted from the 
measurements of tunneling current relative to tip-sample separation. The slope of 
the logarithmic current can be plotted as a function of Z and we have 
dZId /ln . Therefore, by recording the ),(/ln yxdZId  over the surface, a 





     2.1.4 Tunneling through adsorbates 
     When atoms, molecules or clusters adsorb on solid surfaces, the tunneling 
process between tip and sample becomes more complex. Here, we only consider 
the case of a molecule adsorbed on a single-crystal surface, for STM experiments 
performed under UHV conditions. When the adsorbate is infinitely far from the 
surface, its electronic states consist of a series of occupied electronic molecular 
orbitals as well as a series of unoccupied or virtual molecular orbitals, where the 
HOMO represents the highest occupied molecular orbital, and the LUMO 
represents the lowest unoccupied molecular orbital. When a molecule is brought 
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in contact with a surface, several physical effects will influence its electronic 
structure. First, the interactions between the molecule and surface could rearrange 
the electron density and modify the alignment of frontier occupied or unoccupied 
orbital energies. In the case of physisorption with relatively weak adsorbate-
substrate interactions, the energy shifts are generally very small. In the case of 
chemisorption, the shifts could be large. Second, electronic coupling to extended 
states in the metal will further shift orbital energies and broaden discrete 
molecular levels into resonances. Third, strong intermolecular interactions, such 
as chemical covalent bonding and metal-ligand coordination bonding, can also 
result in a re-distribution of the LDOS.
23
 Finally, the energy levels of the 
adsorbed species can even be shifted by the electric field induced by the applied 
bias between the sample and the tip during STM operation. In general, the STM 
images of molecules assembled on surfaces contain information of both the 
adsorbates and the substrate. There is no simple way to accurately depict the 
displacement of the energy levels of the adsorbate relative to the substrate Fermi 
level. An accurate electronic structure calculation for a real adsorbate-surface 
system involving full-scale molecule-surface interactions is also too complicated 
to achieve.  
      Figure 2.4 represents two typical tunneling processes that could happen when 
the molecules or clusters adsorb on a surface. Only the case of a negative bias 
applied to the tip is discussed here. As the tunneling direction is essentially 
arbitrary and depends on the sign of the bias, the tunneling direction between the 
tip and sample can be symmetrically interchanged by simply changing the sign of 
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the bias. It has been known that the tunneling process depends on the available 
unoccupied electron states of the adsorbed molecules in the energy window eVbias. 
In the first situation illustrated in Figure 2.5a, electrons will directly tunnel from 
the tip to the sample as there are no unoccupied electronic states of the molecule 
in the eVbias window. Typical examples for this case are small molecules (e. g., O2, 
N2, and H2) adsorbed on metal or semiconductor surfaces.
24
 In the second 
situation depicted in Figure 2.4b, electrons will first tunnel from the tip to the 
unoccupied states of the absorbed molecules and then to the substrate, when there 
are some available electronic states of the molecule in the energy window. Most 
tunneling processes that occur in adsorbed conducting or semiconducting 
conjugated molecules belong to the later category.
25
 The electron transport 
processes involved in tunneling from the tip to molecule first and then to the 
substrate or vice versa, have attracted great interest because they critically 
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Figure 2.4 Two typical tunneling processes may occur in the adsorbate/substrate system: (a) 
electrons directly tunnel from the tip the substrate as no available unoccupied electronic states in 
the energy window eVbias; and (b) electrons first tunnel to the molecule and finally to the substrate 
when there are unoccupied electronic states of the adsorbed molecules in the energy window eVbias. 
 
 
In a classical tunneling process, the electrons from the tip will tunnel into the 
electronic states with equivalent energy level in the substrate or the molecule 
without energy loss. Such conventional phenomena are known as elastic electron 
tunneling, as depicted in Figure 2.4. There is an alternative process shown in the 
schematic drawing of Figure 2.5a: the tunneling electron loses some energy (hν) 
during the tunneling by exciting a vibrational mode or releasing a photon, and 
subsequently transmits into the lower energy electronic state and finally tunnels 
into the substrate. Such inelastic tunneling only happens when the electron energy 
exceeds a certain value (V0 > hv). The appearance of new channels in inelastic 
tunneling will result in an increase of the conductance (dI/dV) for V > 0 but a 
decrease for V < 0 (the bias voltage is applied to the sample, as shown in Figure 
2.5b).
31





as evidence of inelastic tunneling (Figure 3.5b).
32, 33
 The measurements of 
inelastic tunneling spectroscopy (IETS) by STM can be used for chemical 
analysis at the atomic scale as every chemical bond has specific vibration modes. 
This is a significant technique that can overcome the general lack of chemical 
sensitivity of the STM technique. 




Figure 2.5 (a) Schematic drawing shows the inelastic tunneling process by exciting a vibration 





     2.1.5 Further applications of STM  
  The unique characters of STM, however, are not limited to the real space 
imaging of the topographical and electronic structure of surfaces. Intensive 
attention has been paid to the use of tunneling current as an electron source. 
Because the STM tip is very sharp (an idea tip has only one atom at its apex), and 
the tunneling electrons are spatially localized in an atomic scale area, it could 





cannot be obtained by other conventional electron sources. It has been 
demonstrated in section 2.1.4 that the tunneling electrons can induce some 
vibration modes in the adsorbate via inelastic tunneling. Beside the measurements 
of  IETS which can be used to analyze the chemical bonds of the adsorbates, the 
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 as well as chemical reactions
41-45 
(e. g., 
isomerization). Though the possibility of each electron to induce such reaction is 
very low (~ 10
-9
 – 10-12), the STM is an efficient tool to study these surface 
dynamic phenomena due to its high current density.
46-51
 
By bringing the STM tip close to the adsorbates, it is possible to move the 
adsorbed atom or molecule via strong tip-adsorbate repulsive or attracted 
interactions.
15, 52, 53
 Such lateral manipulation of single atoms or molecules allows 
the construction of artificial surface nanostructures with desired properties.
11, 52, 53
  
Moreover, as the STM experiment is operating at a tip-sample separation of less 
than 10 Å and a low bias of few V or less, adsorbates at the surface are actually 
subjected to an electric field of the order of 10
7
 V/cm. Such strong electric fields 
can induce dynamic motion of the adsorbate if it is a dipolar molecule. The 
control of single-atom or single-molecule dynamical motion or chemical reaction 
is of significance for nanoscale electronic devices, where each single constituent 
serves as memory element, diode, transistor, or switch. With the capabilities of 
real-space atomic imaging and manipulation, the STM is a powerful tool for 
monitoring surface phenomena, characterizing geometrical and electronic 
properties of nanostructures and even building atomic scale patterns, which make 
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2.2 Complementary surface analytical tools 
  2.2.1 Photoelectron spectroscopy 
  Photoelectron spectroscopy (PES) is an established experimental tool 
extensively used in surface investigations.
54
 The physical principle behind PES is 
the well-known photoelectric effect, which was explained by Albert Einstein in 
1905.
55
 When a matter is exposed to a light source, the electrons that occupy a 
certain initial energy state (Ei) can absorb a photon and escape from the material 
into vacuum as photoelectrons with kinetic energy of EK (as shown in Figure 2.6a). 
A flow of emitted electrons will be detected only when the photon energy is 
above a certain threshold frequency. For photon energy of hv, the maximum 
kinetic energy of the electron ejected from the sample is SK hvE 
max
, where S  
is the work function of the sample. As the electron is usually released from an 
initial occupied state below the Fermi level, the kinetic energy should be: 
                                            SBK EhvE                                               (1) 
where the electron binding energy EB corresponds to the energy difference 
between the initial energy state of the electron and the Fermi energy. Equation (1) 
can be expressed as SKB EhvE  . Thus, by measuring the kinetic energy (EK) 
spectrum of the emitted photoelectrons, the binding energy of the sample can be 
determined simultaneously.  
Figure 2.6b shows a typical PES spectrum. The low kinetic energy part is the 
secondary-electron region, and the high kinetic energy part corresponds to the 
valence region. EK,SECO, EK,EF and EK,HOMO represent the linear extrapolations of 
the kinetic energy onsets of the secondary electron cut-off (SECO), substrate 
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Fermi level and HOMO for organic thin films. W is the spectrum width equal to 
the kinetic energy difference between the EK,SECO and EK,EF. From the spectrum, 
we have  
                           )( ,, SECOKEKS EEhvWhv F                                     (2) 
It should be noted that the photoelectrons measured by the analyzer must 
overcome the work function difference between the spectrometer and the sample. 
A negative sample bias (e.g., -5 eV) is usually applied to the sample to facilitate 
the measurement of the SECO. 
The HOMO for the organic thin film can be determined from the PES spectrum 
as shown in Figure 2.6b, and the hole injection barrier ( h ) is defined as the 
energy difference between the substrate Fermi level and the HOMO leading edge: 
                                 HOMOKEKh EE F ,,                                                        (3) 
The ionization potential (IP) of the organic thin film, which is the energy 
difference between the HOMO and the vacuum level or the sum of the sample 
work function and the hole injection barrier, can also be determined via the 
equation: 
                             )( ,, SECOKHOMOKhS EEhvIP                              (4) 
Through PES measurements, we are able to depict the energy level alignments 
of organic thin films at organic-substrate interfaces or organic-organic 
heterojunctions, which play a crucial role in determining the performance of 
organic thin-film-based electronics. 
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Figure 2.6 (a) A schematic drawing shows the photoelectron emission process in the PES 





    A typical experiment set-up for PES measurements is schematically shown in 
Figure 2.7, composing a light beam, an electron energy analyzer and a data 
collection system. The light source of the PES could be a gas-discharge lamp 
(visible or ultra-violet light), an X-ray tube, or a synchrotron radiation source 
(intensive light source with tunable photon energy). According to the photon 
energy of the radiation source, PES can be divided into two main categories, 
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namely ultraviolet photoelectron spectroscopy (UPS) and X-ray photoelectron 
spectroscopy (XPS). The ultraviolet (UV) light source (hv = 10 ~ 100 eV) for 
UPS is commonly a gas discharge lamp, and the helium discharge lamp is the 
most commonly used source. The He discharge lamp can emit He I spectral line at 
21.1 eV and He II line at 40.82 eV depending on the gas pressure and discharge 
current conditions. Due to its relatively low photon energy, UPS is only able to 
ionize valence electrons from the outermost energy levels of the sample materials. 
It is usually used to study the work function ( S ) and valence energy levels of 
semiconducting materials, as well as the electronic characteristics of molecular 
occupied orbitals. With detailed angle resolved UPS (ARUPS) measurements, the 
complete valence band structures in k-space can be mapped out. A good 
resolution of several meV can be achieved in UPS owing to the very narrow line 
width of the He radiation source.  
In XPS, higher photon energies are used to study core-level excitations. Mg Kα 
(1253.6 eV) and Al Kα (1486.6 eV) radiations are two most common X-ray 
laboratory sources. XPS can provide information on the chemical composition of 
the studied materials by examining the energies of the characteristic peaks in the 
spectrum, as the binding energy EB of the core-level electrons are usually element 
specific. The EB of the core-level electrons can be altered by the local chemical (e. 
g. number of valence electrons) or physical environment (e. g. crystal symmetry) 
around the excited atom. The changes to the EB recorded in the XPS spectrum are 
referred as binding energy shifts (BE shift).
54
 Thus, XPS can be used to 
distinguish the chemical state or valence state of the elements by the BE shift. 
                                                                                    Chapter 2. Experimental Methods 
 41 
Furthermore, detailed analysis of the peak intensity can be used to estimate the 






Figure 2.7 A typical experimental set-up for PES measurements, including a light source, an 
electron detector and a data collection system. 
 
 
2.2.2 Near-edge X-ray absorption fine structure measurements  
Near-edge X-ray absorption fine structure (NEXAFS) is another widely used 
surface characterization technique to probe the unoccupied electronic states of 
materials.
57
 As shown in Figure 2.8, when an electron residing in the core-level of 
an atom adsorbs an X-ray photon and is excited into an unoccupied energy state, 
the resulting core hole is subsequently filled by a capture of an electron from the 
outer shell level and followed by either a creation of an Auger electron (Figure 
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2.8b) or an emission of a fluorescent photon (Figure 2.8c).
57 
Information of the 
initial photoelectron, fluorescent photon, Auger electron or even the inelastically 
scattering photoelectron are all measured in the X-ray absorption spectrum 
(Figure 2.8d). The structures close to the X-ray absorption edge (10 – 50 eV) are 
known as the NEXAFS region. The extended region with higher photon energies 
(50 – 1000 eV above the absorption edge) are known as the extended X-ray 
absorption fine structure (EXAFS) region, which usually exhibits weak 
oscillations due to interference between back-scattered electron waves with 
forward-propagating electron waves (Figure 2.8d). There are many methods used 
to record NEXAFS spectra, including fluorescent yield by monitoring the emitted 
photons, auger electron yield (AEY), partial electron yield (PEY), and total 
electron yield (TEY). The TEY method is used in our NEXAFS measurements, 
where the sample is connected to ground through an ammeter and the 
neutralization current is measured. 
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Figure 2.8 Schematic diagram demonstrates the principle of the X-ray absorption measurement, 
involving (a) X-ray absorption, and subsequent excitation of (b) Auger electrons or (c) fluorescent 
photon. (d) shows a typical  X-ray absorption spectrum including both NEXAFS (low energy 
region) and EXAFS (high energy region). 
 
 
The NEXAFS spectrum is element specific as XPS, because every element has 
its specific absorption energy edge, and NEXAFS allows the extraction of the 
signals in the presence of a large background signal. The NEXAFS measurement 
is able to study buried atoms due to the integration over all final states including 
inelastic scattering electrons.
57
 In contrast, for photoemission or Auger 
spectroscopy, only the few surface layers are sampled. Furthermore, NEXAFS 
measurement is highly sensitive to bond angles, bond lengths and the presence of 
adsorbates.
57
 One important application of NEXAFS studies is the determination 
of the molecular orientation in organic thin films. Planar organic molecules have 
unoccupied π* and σ* molecular orbitals, where the orientation of π* orbitals are 
typically perpendicular to the molecular plane and σ* orbitals are parallel to the 
molecular plane. The relative direction between a particular molecular orbital and 
the electric field vector of the incident light can enhance (parallel) or weaken 
(perpendicular) the related resonant transitions.
57
 Therefore, by performing 
angular-dependent NEXAFS measurements, the orientation of the adsorbed 
molecules relative to the substrate can be determined. Synchrotron radiation with 
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2.3 Our experimental systems 
     2.3.1 Multi-chamber low-temperature STM system 
Our STM setup is a custom-built multi-chamber UHV system with base 
pressure better than 1.0 × 10
-10
 mbar, and housing an Omicron LT-STM 
interfaced to a Nanonis controller.
58-61
 Figure 2.9 displays the picture of our LT-
STM system, where the STM chamber (right) is attached to a preparation 
chamber (left) through a gate valve. Under UHV conditions, we can avoid 
contaminating the sample surface and ensure the measurements under well 
controlled conditions. Our LT-STM is equipped with a cryostat for liquid N2 or 
He, which can cool the sample down to 77 K or 4 K respectively for STM 
imaging. At low temperatures, the adsorbed molecules have low thermal energy 
and are more stable. The background noise originating from thermal vibration is 
also reduced, which makes it become easier to obtain atomically resolved images. 
Most STM images were recorded at 77 K in this thesis, and the ones recorded at 4 
K (e. g., single-molecule manipulation in section 6.4) are highlighted. The 
tunneling current we used for 2D STM imaging is usually in the range of 60 pA 
to100 pA, and the tip voltages for all STM images are specified in the text. 
The sample preparation chamber is also kept at UHV (base pressure < 5.0 × 10
-
10
 mbar) to avoid contamination. It is mounted with several Knudsen effusion 
cells, a sputtering gun, a quartz-crystal-microbalance (QCM), a manipulator (x, y, 
z, θ) with heating filament, and a long-arm transporter. Before molecular 
deposition, freshly-cleaved highly orientated pyrolytic graphite (HOPG) 
substrates (MaTecK, grade ZYB, mosaic spread of 0.8°) were thoroughly 
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degassed in the preparation chamber at around 500°C overnight; the single crystal 
metal substrates, such as Au(111) and Ag(111), were cleaned by repeated Ar
+
 
sputtering and annealing (500°C) circles to obtain clean, atomically flat surfaces. 
Molecules were thermally evaporated from the Knudsen cells onto the clean 
substrates kept at room temperature. Prior to deposition, all the molecular sources 
were purified twice by gradient vacuum sublimation. The deposition rates were 
monitored by the QCM during evaporation, and were further calibrated by 
counting the molecular coverage in large-scale LT-STM images. In our 
experiments, all the depositions were performed at slow, constant rates, typically 
about 10
-2
 ML per minute (1 ML = one close packed monolayer with the 
molecular π-plane oriented parallel to the substrate). For example, the deposition 
rates of F16CuPc and CuPc are about 0.05 ML min
-1
, DIP, 6P and pentacene are 
about 0.02 ML min
-1
, and so on. For the fabrication of binary molecular networks, 
different molecules were sequentially deposited from separated Knudsen cells 
onto the substrates. Further treatment of the samples, such as annealing, can also 
be performed in the preparation chamber. The prepared samples were 
immediately transferred into the LT-STM scanning chamber via the UHV gate 
valve for STM measurements. 
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Figure 2.9 The setup of LT-STM chamber (left) and the attached preparation chamber (right). 
 
 
   2.3.2 Synchrotron photoemission measurements 
Synchrotron radiation is an important light source in photoemission 
measurements due to its intense electromagnetic radiation with tunable photon 
energy. It has a wide energy spectrum from the far infrared to the hard X-ray 
regime, which enables us to continuously tune the wavelength of the photon beam 
to desired energies. The schematic drawing in Figure 2.10 shows the setup of our 
Singapore Synchrotron Light Source (SSLS) facility. The synchrotron radiation is 
generated by the acceleration of relativistic charged particles through a magnetic 
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field, which can be achieved artificially in a storage ring. Each end station is 
connected to a beamline, where the energy of the photon beam can be selected.  
 Our PES and NEXAFS measurements were carried out at the Surface, 
Interface and Nanostructure Science (SINS) beamline of the SSLS, which is a 
second generation light source comprising a compact 700 MeV superconducting 
storage ring (Helios 2) with 4.5 T bending magnets to produce synchrotron 
radiation (Figure 2.10). The radiation spectrum extends from about 10 keV down 
to the far infrared at wavenumbers of less than 10 cm
-1
. The NEXAFS 
measurements were performed in TEY mode with a photon energy resolution of 
0.1 eV. The organic molecular thin films were prepared in a separate preparation 
chamber attached to the analytic chamber (Figure 2.11). The sample preparation 
processes are similar to that in the STM system discussed previously. Here, the 
deposition rates were further calibrated by monitoring the attenuation in intensity 
of the Au 4f7/2 peak before and after deposition on a sputter-cleaned poly Au 
sample. 
 
Figure 2.10 The facility layout of the beamlines of SSLS.
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Epitaxial Growth of Ultra-thin Organic Molecular Films 
 
3.1 Introduction 
Over the past several years, developments in thin film based organic 
electronic devices have attracted much attention due to their potential applications 
in low-cost, large-scale and flexible electronic devices, such as organic light-
emitting diodes (OLEDs), organic field-effect transistors (OFETs), and organic 
solar cells.
1-7
 It is known that the interfaces between the active organic layers and 
the substrate, i.e., molecule/electrode or molecule/dielectric interfaces, play a 
crucial role in determining the device performance.
8-13
 For example, in sexithienyl 
thin film transistors (TFTs), it has been demonstrated that only the first two 
molecular layers next to the dielectric interface determine the charge transport.
14
 
As thus, it is very critical to understand the molecule-substrate interface properties 
in order to improve the device performance. The factors that can affect the 
organic devices include the supramolecular packing, molecular orientation of the 
thin films, interfacial electronic energy level alignment, hole or electron injection 
barriers, interfacial charge or energy transfer, charge carrier trapping at the 
interface, surface transfer doping of organic active layers, and son on.
8-34 
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The molecular orientation near the interface which is one of the important 
factors in determining the electronic properties of organic thin films, is mainly 
governed by the balance between molecule-substrate interfacial interactions and 
intermolecular interactions.
21, 34-38 
For example, the molecular orientation of 
organic thin films, i.e., standing-up vs. lying-down, can be controlled by 
manipulating the substrate electronic structure, i.e., the effective coupling 
between molecular orbitals and substrate valence or conduction bands.
34
 Much 
research has been devoted to the engineering of interface properties to improve 
device performance via various surface modification schemes.
39-41
 In order to 
understand the thin film growth mechanism and hence to facilitate the fabrication 
of organic thin films with desired properties, it is necessary to carry out 
systematic investigations of the growth and electronic structures of organic 
molecules on well-defined substrates. 
  In this chapter, we study the supramolecular packing and molecular 
orientation of π-conjugated organic molecules on solid surfaces, where F16CuPc 
and DIP molecules are selected as prototype systems. Both F16CuPc and DIP 
molecules are promising organic semiconductors with potential applications in 
organic electronic devices. Phthalocyanines (e. g., CuPc) and their derivatives (e. 
g., F16CuPc) have widespread applications in optoelectronic devices, chemical 
sensors, organic solar cells, and so on.
35-38
 F16CuPc is an n-type semiconducting 
molecule with good chemical-, thermal- and air-stability, which makes it suitable 
for use in organic semiconductor devices, in particular n-channel and bipolar 
OFETs.
23, 42-45
 The long exciton diffusion length of at least 100 nm in DIP thin 
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films facilitates potential applications in excitonic organic photovoltaic cells.
46
 A 
balanced charge carrier transport along the c’ direction in DIP single crystals 
enables its use in ambipolar OFETs.
47
 Here, the epitaxial growth of F16CuPc and 




3.2 LT-STM and NEXAFS investigation of F16CuPc thin films on 
graphite 
       Previously reported studies focused on the growth of F16CuPc on inert 
dielectrics such as SiO2.
48-50
 On these substrates, F16CuPc molecules adopt a 
standing up configuration with their molecular π-plane oriented nearly 
perpendicular to the substrate surface. In contrast, on single crystalline metal 
substrates such as Cu(111) and Ag(111), F16CuPc molecules lie flat as suggested 
by STM studies.
51, 52
 Here, LT-STM and NEXAFS measurements are used to 
study the epitaxial growth and molecular orientation of F16CuPc thin films on 
HOPG.
53
 Our results show that F16CuPc molecules lie flat on HOPG up to 5 nm 
thickness, stabilized by interfacial and interlayer π-π interactions. 
 
   3.2.1 STM studies of F16CuPc monolayer and bilayer on HOPG  
   At submonolayer coverages, F16CuPc molecules predominantly decorate the 
step edges and then aggregate into single-layer islands with irregular-shapes on 
the graphite terraces (images are not shown here). At 1ML coverage, a closed-
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packed monolayer phase of F16CuPc on HOPG is formed, as shown by the 
molecularly-resolved STM images in Figure 3.1. The characteristic F16CuPc STM 
image with a four-leaved pattern is similar to that of other Pc molecules and their 
derivatives that contain a central metal atom surrounded by a planar ligand shell 
formed by carbon, nitrogen, and hydrogen/halogen atoms.
37
 F16CuPc molecules 
lie flat on HOPG with their molecular planes parallel to the substrate, arising from 
the directional interfacial π-π interaction. Figures 3.1c-f show the bias-dependent 
and molecularly resolved 9 × 9 nm
2 
STM images of F16CuPc monolayer on 
HOPG, with tip bias ranging from 2.0V to -2.0V. The STM images at positive tip-
bias originate from electron tunneling from HOMOs of the F16CuPc molecules, 
and the images at negative tip-bias come from tunneling into the F16CuPc LUMOs. 
It is worth noting that the central Cu atom site appears dark at positive tip bias 
(HOMOs, Figures 3.1 c and d), but it is brighter at negative tip bias (LUMOs, 
Figures 3.1 e and f). Such contrast inversion was not observed in case of CuPc, 
which is normally imaged with an apparent hole in the center of the molecules.
54, 
55
 Since STM imaging is sensitive to local density of electronic states, we propose 
that such inversion in the STM image contrast at opposite tip bias originates from 
the modulation of density-of-states at the Cu atom site by the fluorination of 
peripheral benzene rings. 
The dashed lines in Figures 3.1a and b indicate that the F16CuPc molecules 
pack into long stripes of different domains extending over the HOPG terraces. 
Each molecular row possesses the same in-plane orientation with a periodicitiy of 
about 1.55 nm; while in the direction perpendicular to the stripes, the in-plane 
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molecular orientation varies. It is useful to define an azimuthal angle θ between 
the molecular axis and the stripe direction, indicated by arrows in Figure 3.1b. 
Two different molecular orientations are observed for F16CuPc monolayer on 
HOPG, denoted as α-orientation with θ1=32°±3° and β-orientation with 
θ2=62°±3°. The molecular stripes with α- or β- domains are referred to as α- or β-
stripe, respectively. The percentages of α- and β- domains are nearly equivalent. 
This suggests that both domains are two similar local energetic minima. There 
appears to be no long range ordering in the stacking sequence of these α- or β-
stripes, as shown in Figure 3.1a. The coexistence of two orientations observed on 
HOPG is similar to that for F16CuPc monolayer on Cu (111).
52
 This is in contrast 
to the assembly behavior of CuPc on HOPG, where all molecules possess the 
same in-plane molecular orientation and form a closed-packed structure.
56, 57
 The 
difference in the in-plane molecular orientation for unfluorinated and fluorinated 
copper phthalocyanine monolayers on HOPG most likely originates from the 
large repulsive forces between the negatively charged F atoms of the neighboring 
F16CuPc molecules. 
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Figure 3.1 (a) STM image of F16CuPc monolayer on HOPG (Vtip = 2.3V, 30×30nm
2
), and (b) its 
corresponding high-resolution image (Vtip = 2.5V, 9×9nm
2
), where dashed lines indicate 
orientations of molecular rows and arrows indicate molecular axes. (c) - (f) are the bias-dependent 
images with Vtip = 2.0V, 1.3V, -0.9V and -2.0V respectively; the areas are 15×15nm
2
 and Iset = 
0.1nA.  
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The second layer starts to grow only after the substrate is fully covered by the 
F16CuPc monolayer. Figure 3.2a is a large-scale STM image of monolayer 
F16CuPc decorated with a few 2
nd
 layer F16CuPc molecules. Correspondingly, 
Figure 3.2b and c are 20×20 nm
2
 STM images enlarged from the regions 
highlighted by the squares in Figure 3.2a. The molecules in the second monolayer 
are also flat lying, which is attributed to the interfacial π-π attractive interactions 
between the first and second layers. Some horizontal tip-induced diffusion streaks 
due to mobile F16CuPc molecules on the first layer are observed during STM 
scanning, suggesting a weak bonding between the second and first F16CuPc layers. 
It is also worth to note that the adsorbed 2
nd
 layer F16CuPc molecules 
preferentially adopt the α-orientation and perch atop the underlying ones with the 
same orientation (α-strip), as noted by the blue arrows in Figure 3.2b and c. The 
incomplete 2
nd
 layer molecular stripe also reveals a lateral displacement (about 
0.46 nm) between the 2
nd
 layer and its underlying α-orientated F16CuPc molecules 
along the molecular stripe direction. Such lateral displacement is suggested to 
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Figure 3.2 (a) Large-scale STM image shows that the F16CuPc second layer starts to grow after 
the substrate is fully covered by a monolayer (Vtip = 2.3 V, 70×50 nm
2
). (b) and (c) correspond to 





 layer F16CuPc molecules preferentially adopt the α-orientation. 
 
 
As the coverage of the 2
nd
 layerF16CuP increases, large bi-layer islands are 
formed. Figure 3.3a shows the large-scale STM image of the F16CuPc bilayer at 
1.6 ML coverage, where most of the molecules in the second layer form large 
islands with a few vacancy defects. Figure 3.3b is a close-up of the island edge, 
enlarged from the region highlighted by the rectangle in Figure 3.3a. Horizontal 
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tip-induced diffusion streaks are still observable in the STM image, suggesting 
that the lateral bonding of individual F16CuPc molecules to the step edges of the 
second F16CuPc layer is rather weak. The most notable difference in the growth 
behaviors of the first and second monolayer lies in their in-plane molecular 
orientation. As indicated by the blue arrows in Figure 3.3b, the molecules in the 
second monolayer all adopt the same in-plane orientation, the α-orientation of the 
underlying layer shown in Figure 3.2. The 2
nd
 layer F16CuPc α-stripe stacks atop 
the α-phase with lateral displacement between them, while the ones atop the β-
stripe adopt an in-plane orientation change to α-phase. Both the slipped and 
rotational stacking geometries maximize the interlayer π-π interactions between 
the F16CuPc molecules. After annealing the sample at 150
o
C for 30mins, the 
second layer undergoes structural rearrangement and forms a highly ordered 
phase as shown in Figure 3.3c. A proposed model is shown in Figure 3.3d with 
rhombic unit cell of a = b = 1.55±0.05 nm and φ = 75±3°, and azimuthal angle θ = 
32±3°. Since the in-plane intermolecular interactions in the first and second layer 
F16CuPc are similar, the different in-plane molecular orientations in these two 
layers suggest that the interfacial interactions between HOPG and the first 
F16CuPc layer differ from that between the first and second F16CuPc layers. The 
coexistence of two different in-plane molecular orientations in the first F16CuPc 
layer is attributed to the balance between F16CuPc-HOPG interfacial interactions 
and F16CuPc-F16CuPc intermolecular interactions. 
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Figure 3.3 (a) STM images of 1.6ML F16CuPc (Vtip = 2.5V, 80×80 nm
2
), (b) its corresponding 
close-up at the island edge, as marked by a rectangle in panel (a) (Vtip = 2.5V, 15×15 nm
2
), and (c) 
the image of the second layer after annealing (Vtip = 2.5V, 15×15 nm
2
). (d) The proposed model 
represents the supramolecular packing structure of the second layer of F16CuPc on HOPG after 
annealing, as highlighted by the unit cell in panel (c). 
 
 
   3.2.2 NEXAFS measurements of the F16CuPc films 
   The molecular orientation of a thick F16CuPc film on HOPG is investigated by 
in-situ NEXAFS measurements. NEXAFS is used to monitor the resonance from 
the core level of a specific atomic species of a molecule (for example, the K-shell 
of nitrogen atoms) to its unoccupied molecular orbitals (π* and σ* orbitals).60 In 
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principle, the resonance to the unoccupied π* or σ* orbital is strong when the 
electronic field vector E of the incident linear polarized synchrotron light has a 
large projection along the direction of the π* or σ* orbital, and it vanishes when E 
is perpendicular to the π* or σ* orbital.62 For the planar F16CuPc molecule, the σ* 
and π* orbitals are directed essentially in-plane and out-of-plane respectively. 
Figures 3.4a and b show the angle-dependent N K-edge NEXAFS spectra of 0.5 
and 5 nm F16CuPc on HOPG, respectively. The first three sharp absorption peaks 
(397–404 eV) are assigned to excitations from N 1s core level to individual π∗ 
states, and the broad absorption peaks (404–415 eV) at higher photon energies are 
transitions to the σ∗ states.23- 25, 43-45 The π∗ resonances (N K-edge) of F16CuPc are 
greatly enhanced at grazing incidence and suppressed at normal incidence. As 
such, the angular dependence of NEXAFS spectra in Figure 3.4 confirms that the 
F16CuPc molecules in both thin (0.5 nm) and thick (5 nm) films generally adopt 
the lying-down configuration on HOPG. 




Figure 3.4 Angle-dependent N K-edge NEXAFS spectra of (a) 0.5 nm and (b) 5 nm F16CuPc 
films on HOPG.  
 
 
3.3 Ultrathin films of DIP on graphite and SiO2 
   The molecular structure of DIP is shown in Figure 3.5. The different growth 
behaviors of DIP on different surfaces have been reported by other research 
groups. During the growth on top of F16CuPc thin films, DIP molecules self-
organize into organic nanodots with high crystallinity.
61
 The growth of DIP on 
inert substrates such as SiO2 induces a strong tendency of self-ordering along the 
long molecular axis to form highly ordered thin films.
62
 In the following, we use 
in-situ LT-STM, synchrotron-based high resolution PES and NEXAFS 
measurements to study the supramolecular packing, molecular orientation and 
electronic structures of DIP ultrathin films on graphite and SiO2.
63
 




Figure 3.5 Schematic drawing of the DIP molecular structure.  
 
 
   3.3.1 Lying-down DIP monolayer on HOPG studied by STM 
   We first use LT-STM to understand the molecular packing structure of DIP on 
HOPG at submonolayer coverages. All the STM images were recorded at 77K. 
The planar DIP molecules spontaneously aggregate to form single layer islands on 
HOPG upon deposition at RT. Figure 3.6a shows a typical molecularly resolved 
20 × 20 nm
2
 STM image for the long-range ordered DIP monolayer phase, which 
adopts a distinct “brick-wall” supramolecular arrangement. Figure 3.6b displays 
the corresponding high resolution STM image, clearly revealing the sub-
molecular features of individual DIP molecules originating from their HOMOs. 
The unit cell is highlighted in Figure 3.6b with a = 1.23 ± 0.05 nm, b = 1.73 ±0.05 
nm, and α = 40o ±2o. The ellipse in Figure 3.6b represents a single DIP molecule, 
whose size coincides well with the previously observed flat-lying DIP on Au(111) 
with their extended π-plane oriented parallel to the substrate surface.64, 65 Similar 
to other planar molecules such as PTCDA and CuPc on HOPG,
15, 22, 23
 the flat-
lying configuration of the planar DIP molecules on HOPG is mainly stabilized 
through the molecular-substrate interfacial π-π interactions, in particular the 
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dispersion force. The “brick-wall” supramolecular arrangement also facilitates the 
close-packing of the monolayer DIP on HOPG. 
 
 
Figure 3.6 STM images for the lying-down DIP monolayer on HOPG: (a) 20 × 20 nm
2
 (Vtip = 2.4 
V) and (b) its corresponding detailed 5×5 nm
2
 images (Vtip = 2.4 V). (c) Schematic drawing for the 
proposed molecular packing structure of the lying-down DIP monolayer on HOPG.  
 
 
    3.3.2 DIP thin films on HOPG and SiO2: PES and NEXAFS measurements 
    The preferential lying-down configuration of DIP on HOPG was further 
confirmed by angle-dependent NEXAFS measurements for a thicker DIP film. 
Figure 3.7a shows the angle-dependent C K-edge NEXAFS spectra of 10 nm DIP 
on HOPG. The first three sharp absorption peaks at the absorption edge from 284 
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to 289 eV with grazing incidence light (θ = 20o) are due to resonant transitions 
from the C 1s core levels of the various carbon atoms into unoccupied molecular 
orbitals. As discussed in section 3.2.2, π* resonance peaks of planar π-conjugated 
molecules with a lying-down configuration will be greatly enhanced at grazing 
incidence since the electronic field vector E of the incident linear polarized 
synchrotron light has a large projection along the direction of the π* orbitals.60 In 
Figure 3.7a, the maximum intensity of the π* resonances is observed at grazing 
incidence (θ = 20o); whereas the maximum intensity of the σ* resonances is 
observed at normal incidence (θ = 90o). This indicates that the DIP molecules 
adopt a lying-down configuration on HOPG with the molecular π-plane slightly 
tilting away from the HOPG surface plane. In contrast, DIP molecules stand 
upright on the inert SiO2 substrate, as revealed by the NEXAFS spectra in Figure 
3.7b with a reversed angular dependence. Such standing-up molecular orientation 
is commonly observed for other planar molecules such as pentacene and CuPc on 




Figure 3.7c shows the thickness dependent C K-edge NEXAFS spectra of 
DIP on HOPG near the π* absorption region, using clean HOPG and DIP on SiO2 
as references. In order to enhance the contrast of these π* absorption peaks, we 
choose the grazing incidence absorption spectra for DIP on HOPG, while using 
the normal incidence absorption spectrum for DIP on SiO2. Obviously, the 
intensity of the first (at 284.4 ± 0.1 eV) and third (at 287.3 ± 0.1 eV) peaks 
gradually increase upon the sequential deposition of DIP. Figure 3.7d shows the C 
                                                    Chapter 3. Epitaxial Growth of Ultra-thin Organic Molecular Films 
 67 
1s core level spectrum for 10 nm DIP on HOPG, which possesses a single core 
level peak at the binding energy of 284.3 ± 0.05 eV. This suggests that the 
observed three π* absorption peaks originate from the resonant excitation from 
this C 1s core level to different unoccupied peaks (π* peaks). In order to assign 
these three π* absorption peaks, we compare the NEXAFS spectra of DIP on 
HOPG with that of PTCDA thin film on HOPG, which has a similar molecular 
structure with a perylene core terminated by two anhydride groups.
22, 23, 66, 67
 We 
attribute the first two absorption peaks to the resonance excitation from the C 1s 
core level to the π* unoccupied orbitals mainly localized on the perylene core, and 
the third absorption peak to the resonant excitation to the π* unoccupied orbitals 
mainly localized on the two indeno groups. 
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Figure 3.7 C K-edge NEXAFS spectra of 10 nm DIP on (a) HOPG and (b) SiO2. (c) Thickness 
dependent C K-edge NEXAFS spectra of DIP on HOPG and on SiO2. (d) C 1s core level spectrum 




   We use in-situ high resolution PES to study the orientation-dependent energy 
level alignment of the standing-up (on SiO2) and lying-down (on HOPG) DIP thin 
films. The sample vacuum level shift was determined from PES spectra at the 
low-kinetic energy onset (secondary electron cut-off) using a photon energy of 60 
eV with negative 5 V sample bias. The sample work function   was obtained 
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through the equation Wh   , where W is the spectrum width (the energy 
difference between the substrate Fermi level and low kinetic energy onset).
8-13
 
Figure 3.8 shows the PES valence band spectra at the low-binding energy region 
(Figure 3.8a and b), and spectra at the low-kinetic energy region (Figure 3.8c). 
The hole injection barrier (Δh) can be measured from the energy difference 
between the substrate Fermi level and the HOMO leading edge.
8-13
 The IP equals 
to the sum of Δh and sample work function of Φ. As shown in Figure 3.8a, the 
PES spectra show the apparent angle dependence of the valence band features for 
DIP films. Both the Φ and Δh of the standing up DIP are 0.20 ± 0.05 eV lower 
than that of the lying-down film. This leads to the deduction that the IP of the 
standing-up DIP film is 0.40 ± 0.05 eV lower than that of the lying-down film, as 
shown by the re-plotted valence band PES spectra relative to the vacuum level for 
both lying-down and standing-up thin films of DIP in Figure 3.8d. The linear 
extrapolations of the low-binding energy onset correspond to the IP of the films, 
which are highlighted in Figure 3.8d. The IP is 5.0 ± 0.05 eV for the standing-up 
DIP film and 5.4 ± 0.05 eV for the lying-down DIP film. Such orientation-
dependent IP can be attributed to the intrinsic surface dipoles that originate from 
the intramolecular dipolar C-H bonds exposed at the surfaces of the standing-up 
thin film, i.e., an upward pointing surface dipole that reduces the IP, and which 
has been reported in other ordered molecular thin films.
27, 28, 68-72 
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Figure 3.8 Synchrotron PES spectra for lying-down DIP on HOPG and standing-up DIP on SiO2: 
(a) valence band spectra at the low-binding energy part and (b) corresponding near the EF region 
spectra (all binding energy are relative to the Fermi level position of the electron analyzer), and (c) 
PES spectra at the low-kinetic energy part (secondary electron cut-off). All spectra are measured 




The initial growth behaviors and the molecular orientations of F16CuPc thin 
films and DIP thin films on chemically inert HOPG have been studied by LT-
STM and NEXAFS measurements. STM images show that the F16CuPc 
monolayer and DIP monolayer on HOPG adopt the lying-down configuration 
facilitated by molecule-graphite interfacial π–π interaction. The in-plane 
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molecular orientations of the F16CuPc and DIP monolayers were also investigated. 
In the first F16CuPc layer, two different in-plane molecular orientations coexist; in 
the second layer, all F16CuPc molecules possess the same in-plane orientation. For 
the DIP monolayer on HOPG, all the molecules are unidirectional and form a 
long-range ordered “brick-wall” arrangement. NEXAFS measurements revealed 
that the F16CuPc molecules lie flat on the substrate below 5 nm thickness, and the 
DIP molecules adopt the lying-down configuration with the molecular plane 
slightly tilting away from the HOPG surface below 10 nm thickness. In contrast, 
DIP molecules stand upright on inert SiO2 due to the weak interfacial interaction. 
PES experiments were also performed to study the orientation dependence of IPs 
for the standing-up (on SiO2) and lying-down (on HOPG) DIP films. The IP for 
the standing-up DIP film is 0.40 ± 0.05 eV lower than that of the lying-down film, 
attributed to the intrinsic surface dipoles originating from the intramolecular 
dipolar C-H bonds exposed at the surfaces of the standing-up thin film. 
These detailed investigations of the epitaxial growth of organic molecular films 
can help us better understand the supramolecular stacking mechanism of π-
conjugated planar molecules on surfaces. Such an understanding will enable us to 
better control the film properties such as supramolecular packing structure and 
molecular orientation, and hence electronic energy level alignment, which have 
potential applications in organic electronic devices based on π-conjugated 
molecules, such as air-stable OFETs or organic solar cells.  
 
 
                                                    Chapter 3. Epitaxial Growth of Ultra-thin Organic Molecular Films 
 72 
Reference: 
[1] L. L. Chua, J. Zaumseil, J. F. Chang, E. C. W. Ou, P. K. H. Ho, H. Sirringhaus, 
R. H. Friend, Nature 434, 194-199 (2005). 
[2] S. R. Forrest, MRS Bulletin 30, 28-32 (2005).  
[3] F. Yang, M. Shtein, S. R. Forrest, Nat. Mater. 4, 37-41 (2005). 
[4] M. A. Muccini, Nat. Mater. 5, 605-613 (2006). 
[5] J. A. Rogers, Science 291, 1502-1503 (2001). 
[6] J. A. Rogers, Z. Bao, K. Baldwin, A. Dodabalapur, B. Crone, V. R. Raju, V. 
Kuck, H. Katz, K. Amundson, J. Ewing, P. Drzaic, Proc. Natl. Acad. Sci. U.S.A. 
98, 4835-4840 (2001). 
[7] C. D. Dimitrakopoulos, P. R. L. Malenfant, Adv. Mater. 14, 99-117 (2002). 
[8] H. Ishii, K. Sugiyama, E. Ito, K. Seki, Adv. Mater. 11, 605-625 (1999). 
[9] A. Kahn, N. Koch, W. Y. Gao, J. Polymer. Sci. B. 41, 2529- 2548 (2003). 
[10] C. Cahen, A. Kahn, Adv. Mater. 15, 271-277 (2003). 
[11] N. Koch, ChemPhysChem. 8, 1438-1455 (2007). 
[12] J. X. Tang, C. S. Lee, S. T. Lee, J. Appl. Phys. 101, 064504 (2007). 
[13] N. Koch, J. Phys. Condens. Matter. 20, 184008 (2008). 
[14] F. Dinelli, M. Murgia, P. Levy, M. Cavallini, F. Biscarini, Phys. Rev. Lett. 
92 , 116802 (2004). 
[15] S. R. Forrest, Chem. Rev. 97, 1793-1896, (1997). 
[16] A. Kraft, R. Temirov, S. K. M. Henze, S. Soubatch, M. Rohlfing, F. S. Tautz, 
Phys. Rev. B. 74, 041402 (2006). 
[17] M. Eremtchenko, J. A. Schaefer, F. S. Tautz, Nature 425, 602-605 (2003). 
[18] R. Temirov, S. Soubatch, A. Luican, F. S. Tautz, Nature, 444, 350-353 
(2006). 
[19] A. Hauschild, K. Karki, B. C. C. Cowie, M. Rohlfing, F. S. Tautz, M. 
Sokolowski, Phys. Rev. Lett. 94, 036106 (2005).  
[20] M. A. Loi, E. Da Como, F. Dinelli, M. Murgia, R. Zamboni, F. Biscarini, M.  
Muccini, Nat. Mater. 4, 81-85 ( 2005). 
[21] S. Kowarik, A. Gerlach, S. Sellner, F. Schreiber, L. Cavalcanti, O. 
Konovalov, Phys. Rev. Lett. 96, 125504 (2006). 
                                                    Chapter 3. Epitaxial Growth of Ultra-thin Organic Molecular Films 
 73 
[22] W. Chen, H. Huang, S. Chen, L. Chen, H. L. Zhang, X. Y. Gao, A. T. S. Wee, 
Appl. Phys. Lett. 91, 114102 (2007). 
[23] W. Chen, H. Huang, S. Chen, L. Chen, H. L. Zhang, X. Y. Gao, A. T. S. Wee, 
J. Phys. Chem. C. 112, 5036-5042 (2008).  
[24] W. Chen, C. Huang, X. Y. Gao, L. Wang, C. G. Zhen, D. C. Qi, S. Chen, H. 
L. Zhang, K. P. Loh, Z. K. Chen, W. T. S. Wee, J. Phys. Chem. B. 110, 26075-
26080 (2006). 
[25] W. Chen, S. Chen, D. C. Qi, X. Y. Gao, Z. K. Chen, A. T. S. Wee, Adv. 
Funct. Mater. 17, 1339-1344 (2007). 
[26] N. Koch, A. Gerlach, S. Duhm, H. Glowatzki, G. Heimel, A. Vollmer, Y. 
Sakamoto, T. Suzuki, J. Zegenhagen, J. P. Rabe, F. Scheiber, J. Am. Chem. Soc. 
130, 7300-7304 (2008). 
[27] S. Duhm, G. Heimel, I. Salzmann, H. Glowatzki, R. L. Johnson, A. Vollmer, 
J. P. Rabe, N. Koch, Nat. Mater. 7, 326-332 (2008). 
[28] I. Salzmann, S. Duhm, G. Heimel, M. Oehzelt, R. Kniprath, R. L. Johnson, J. 
P. Rabe, N. Koch, J. Am. Chem. Soc. 130, 12870-12871 (2008). 
[29]  N. Koch, A. Vollmer, Appl. Phys. Lett. 89, 162107 (2006). 
[30] N. Koch, S. Duhm, J. P. Rabe, A. Vollmer, R. L. Johnson, Phys. Rev. Lett. 95, 
237601 (2005). 
[31] N. Koch, S. Duhm, J. P. Rabe, S. Rentenberger, R. L. Johnson, J. 
Klankermayer, F. Schreiber, Appl. Phys. Lett. 87, 101905 (2005).  
[32] N. Koch, A. Elschner, J. P. Rabe, R. L. Johnson, Adv. Mater. 17, 330-335 
(2005). 
[33] S. E. Fritz, S. M. Martin, C. D. Frisbie, M. D. Ward, M. F. Toney, J. Am. 
Chem. Soc. 126, 4084-4085 (2004). 
[34] G. E. Thayer, J. T. Sadowski, F. M. zu Heringdorf, T. Sakurai, R. M. Tromp, 
Phys. Rev. Lett. 95, 256106 (2005). 
[35] B. Crone, A. Dodabalapur, Y.-Y. Lin, R. W. Filas, Z. Bao, A. LaDuca, R. 
Sarpeshkar, H. E. Katz, W. Li, Nature 403, 521-523 (2002). 
[36] F. Zhao, F. Harnisch, U. Schröder, F. Scholz, P. Bogdanoff, I. Herrmann, 
Electrochem. Commun. 7, 1405-1410 (2005). 
                                                    Chapter 3. Epitaxial Growth of Ultra-thin Organic Molecular Films 
 74 
[37] M. F. Craciun, S. Rogge, A. F. Morpurgo, J. Am. Chem. Soc. 127,12210-
12211 (2005). 
[38] N. Papageorgiou, E. Salomon, T. Angot, J.-M. Layet, L. Giovanelli, G. L. 
Lay, Prog. Surf. Sci. 77, 139-170 (2004). 
[39] N. Koch, S. Duhm, J. P. Rabe, A. Vollmer, R. L. Johnson, Phys. Rev. Lett. 95, 
237601 (2005). 
[40] B. de Boer, A. Hadipour, M. M. Mandoc, T. van. Woudenbergh, P. W. M. 
Bolm, Adv. Mater. 17, 621-625 (2005). 
[41] S. Khodabakhsh, B. M. Sanderson, J. Nelson, T. S. Jones, Adv. Funct. Mater. 
16, 95-100 (2006). 
[42] Z. A. Bao, A. J. Lovinger, J. Brown, J. Am. Chem. Soc. 120, 207-208 (1998). 
[43] W. Chen, L. Wang, D. C. Qi, S. Chen, X. Y. Gao, A. T. S. Wee, Appl. Phys. 
Lett. 88, 184102 (2006). 
[44] W. Chen, H. Huang, S. Chen, L. Chen, H. L. Zhang, X. Y. Gao, A. S. T. Wee, 
Appl. Phys. Lett. 91, 114102 (2007). 
[45] W. Chen, S. Chen, H. Huang, D. C. Qi, X. Y. Gao, A. T. S. Wee, Appl. Phys. 
Lett. 92, 063308 (2008). 
[46] D. Kurrle, J. Pflaum, Appl. Phys. Lett. 92, 133306 (2008). 
[47] A. K. Tripathi, J.  Pflaum, Appl. Phys. Lett. 89, 082103 (2006). 
[48] J. O. Osso, F. Schreiber, M. I. Alonso, M. Garriga, E. Barrena, H. Dosch, 
Org. Electron. 5, 135-140 (2004). 
[49] D. G. de Oteyza, E. Barrena, Appl. Phys. Lett. 87, 183504 (2005). 
[50] J. O. Osso, F. Schreiber, V. Kruppa, H. Dosch, M. Garriga, M. I. Alonso, F. 
Cerdeira, Adv. Funct. Mater. 12, 455-460 (2002). 
[51] A. Gerlach, F. Schreiber, S. Sellner, H. Dosch, I. A. Vartanyants, B. C. C. 
Cowie, Phys. Rev. B 71, 205425 (2005). 
[52] Y. Wakayama, J. Phys. Chem. C 111, 2675-2678 (2007). 
[53] Y. L. Huang, W. Chen, S. Chen, A. T. S. Wee, App. Phys. A 95, 107-111 
(2009). 
[54] P. H. Lippel, R. J. Wilson, M. D. Miller, Ch. Wöll, S. Chiang, Phys. Rev. Lett. 
62, 171 (1989). 
                                                    Chapter 3. Epitaxial Growth of Ultra-thin Organic Molecular Films 
 75 
[55] K. W. Hipps, X. Lu, X. D. Wang, U. Mazur, J. Phys. Chem. 100, 11207-
11210 (1996). 
[56] C. Ludwing, R. Strohmaier, J. Petersen, B. Gompf, W. Eisenmenger, J. Vac. 
Sci. Technol. B 12,1963-1966 (1993). 
[57] S. D. Wang, X. Dong, C. S. Lee, S. T. Lee, J. Phys. Chem. B 108, 1529-1532 
(2004). 
[58] H. Huang, W. Chen, A. T. S. Wee, J. Phys. Chem. C. 112, 14913-14918 
(2008).  
[59] X. Chen, Y. S. Fu, S. H. Ji, T. Zhang, P. Cheng, X. C. Ma, X. L. Zou, W. H. 
Duan, J. F. Jia, Q. K. Xue, Phys. Rev. Lett. 101, 197208 (2008). 
[60] J. Stöhr, NEXAFS spectroscropy, Springer-Verlag: Berlin; New York (1992). 
[61] E. Barrena, D. G. de Oteyza, S. Sellner, H. Dosch, J. O. Ossó, B. Struth,  
Phys. Rev. Lett. 97, 076102 (2006). 
[62] A. C. Durr, F. Schreiber, M. Munch, N. Karl, B. Kause, V. Kruppa, H. Dosch, 
Appl. Phys. Lett. 81, 2276 (2002). 
[63] Y. L. Huang, W. Chei, H. Huang, D. C. Qi, S. Chen, X. Y. Gao, J. Pflaum, A. 
T. S. Wee, J. Phys. Chem. C 113, 9251-9255 (2009). 
[64] E. Barrena, D. G.de Oteyza, H. Dosch, Y. Wakayama, ChemPhyChem, 8, 
1915-1918 (2007). 
[65] D. G. de Oteyza, E. Barrena, M. Ruiz-Oses, L. Silanes, B. P. Doyle, J. E. 
Ortega, A. Arnau, H. Dosch, Y. Wakayama, J. Phys. Chem. C. 112, 7168-7172 
(2008). 
[66] Y. Zou, L. Kilian, A. Schöll, Th. Schmidt, R. Fink, E. Umbach, Surf. Sci. 600, 
1240-1251 (2006). 
[67] A. Schöll, Y. Zou, D. Huebner, S. G. Urquhart, Th. Schmidt, R. Fink, E. 
Umbach, J. Chem. Phys. 123, 044509 (2005). 
[68] J. Ivanco, B. Winter, F. P. Netzer, M. G. Ramsey, Adv. Mater. 15, 1812-1815 
(2003). 
[69] J. Ivanco, F. P. Netzer, M. G. Ramsey, J. Appl. Phys. 101, 103712 (2007). 
[70] J. Ivanco, T. Haber, J. P. Krenn, F. P. Netzer, R. Resel, M. G. Ramsey, M. G. 
Surf. Sci. 601, 178-187 (2007). 
                                                    Chapter 3. Epitaxial Growth of Ultra-thin Organic Molecular Films 
 76 
[71] H. Fukagawa, H. Yamane, T. Kataoka, S. Kera, M. Nakamura, K. Kudo, N. 
Ueno, N. Phys. Rev. B. 73, 245310 (2006). 
[72] W. Chen, H. Huang, S. Chen, Y. L. Huang, A. T. S. Wee, Chem. Mater. 20, 
7017-7021 (2008). 





2D Binary Molecular Networks Stabilized by 
Intermolecular Hydrogen-bonding on Graphite 
 
4.1 Introduction  
   Molecular self-assembly on surfaces or surface-supported nanotemplates 
represents a versatile way to create tunable supramolecular architectures with 
desired functionality for potential applications in nano-devices, such as biosensors, 
molecular and organic electronics.
1-9
 Selective coupling of functional molecules 
to preferential adsorption sites on supporting surfaces facilitates the creation of 
long-range ordered 2D molecular arrays.
6-16
 By rational design and selection of 
molecular building blocks, various non-covalent/covalent intermolecular 
interactions can be utilized to steer the formation of supramolecular networks 
with good structural stability. A wide range of 2D molecular nanostructures, such 
as molecular supergratings, porous networks,
 
and other regular molecular arrays, 
have been constructed by the directionality of selective intermolecular hydrogen 
bonding, metal-ligand interactions as well as covalent bonding (Chapter 1.2.3).
17-
36
 To increase the functionality and tunability of molecular nanostructure arrays, 
intensive effort has been devoted to the construction of multi-component 
nanostructures, whose overall arrangements could be tuned by varying the 
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molecular intermixing ratios as well as the molecular building blocks.
37-43
 In this 
chapter, a novel approach to construct tunable and robust 2D binary molecular 
nanostructures stabilized by intermolecular hydrogen bonding on graphite 
surfaces will be demonstrated.  
     The binary molecular systems studied here include F16CuPc intermixing with 
CuPc, 6P, pentacene and DIP, respectively. The F16CuPc molecule could offer 
electronegative peripheral F atoms and the rests offer electropositive peripheral H 
atoms to form intermolecular C-F
…
H-C hydrogen bonds in these binary systems. 
Strong molecule-substrate interfacial interactions can induce the locking of 
adsorbed molecules at specific adsorption sites on the substrates, and thereby the 
final supramolecular arrangements are constrained by the substrate symmetry.
44-46
 
In contrast, on the inert graphite surface, π-conjugated organic molecules have 
less tendency to bind to specific adsorption sites, and thereby have greater lateral 
degrees of freedom to assemble at their formation energy minima.
47, 48
 Using in-
situ LT-STM imaging, we find that the supramolecular packing structure of the 
binary networks can be effectively controlled by experimental parameters such as 
the molecular geometry (size and shape) and relative molecular ratios. 
Furthermore, theoretical simulations based on molecular dynamics (MD) and 
density functional theory (DFT) were employed to evaluate the intermolecular 
binding energies and to rationalize the stability of these networks. The simulated 
results further confirm that these tunable binary molecular arrays are stabilized by 
intermolecular hydrogen bonding. 
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4.2 Self-assembled CuPc/F16CuPc binary superstructures 
   4.2.1 The F16CuPc monolayer and CuPc monolayer on HOPG 
   We first investigate the packing structures of monolayer F16CuPc and 
monolayer CuPc adsorbed separately on HOPG (detailed analysis of monolayer 
F16CuPc on HOPG has been discussed in Chapter 3.2). In Figure 4.1, the left 
column shows the F16CuPc monolayer while the right column shows the CuPc 
monolayer.
49, 50
 Both F16CuPc and CuPc molecules lie flat on HOPG with their 
molecular planes parallel to the substrate due to the interfacial π-π interaction. 
Similar to other phthalocyanines and their derivatives, the characteristic STM 
images of both F16CuPc and CuPc single molecules appear as four-leaved 
patterns.
45, 51
 The supramolecular arrangement of the F16CuPc monolayer 
comprises alternating α- and β- stripes, where α and β refer to two different in-
plane molecular orientations. An azimuth angle θ is defined as the angle between 
the molecular axis and the strip direction (dashed line). As denoted by the blue 
arrows in Figure 4.1c, the α-stripe has θ1 = 32±3° and β-stripes with θ2 = 62±3° 
respectively. Though the percentages of α- and β- stripes are nearly equivalent, 
the packing sequence of these α- and β- stripes lacks long-range ordering. The 
periodicity along the F16CuPc α- or β- stripe is about 1.55 nm. The CuPc 
molecules are unidirectionally orientated and form a close-packed monolayer with 
four-fold symmetry (Figure 1b and 1d); the 1.50×1.50 nm
2
 square unit cell is 
highlighted in Figure 1d. The difference in the packing structures for the 
unfluorinated and fluorinated copper phthalocyanine monolayers on HOPG is 
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attributed to the large repulsive forces between the negatively charged peripheral 
F atoms of neighboring F16CuPc molecules. 
 
Figure 4.1 STM images of (a) F16CuPc monolayer (Vtip= 2.0 V, 30×30 nm
2
) and (b) CuPc 
monolayer (Vtip= 1.9 V, 30×30 nm
2
) on HOPG; (c) and (d) are the corresponding 8×8 nm
2 
close-
ups. The insets in (a) and (b) show the molecular structures of F16CuPc and CuPc, where green 
spheres represent F atoms and yellow ones represent H atoms. 
 
 
    4.2.2 CuPc/F16CuPc packing structures at different molecular coverages 
    In Figure 4.2a, the molecularly resolved 50×25 nm
2
 STM image shows the 
F16CuPc monolayer randomly decorated by the insertion of a low coverage of 
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CuPc molecules (~ 0.05 ML). The few brighter features are assigned to CuPc 
molecules. The overall arrangement of F16CuPc monolayer on HOPG, namely 
alternating α- and β- stripes, is preserved. As highlighted in the insert of Figure 
4.2a (circled area), the orientations of the CuPc molecules are determined by the 
host F16CuPc stripes. That is, the CuPc molecule adopts α- or β- orientation (green 
or purple arrows), according to the orientation of the F16CuPc stripe. The 
population of CuPc molecules inserted into the F16CuPc α-strip is much larger 
than that inserted into the β-strip (~70% for α-orientation and ~30% for β-
orientation counted over less than 100 CuPc molecules; these insertion 
probabilities are estimated to about 10% accuracy), suggesting that the insertion 
of CuPc molecules into α-domain of F16CuPc is more energetically favorable. The 
bias-dependent images in Figure 4.2b-e correspond to the blue square in panel 2a, 
where the two arrows in each image indicate the CuPc molecules. In the tip-bias 
range of -1.3 V to 2.0 V, the CuPc molecules appear brighter at positive bias 
(Figure 4.2b, c), but dimmer at negative bias (Figure 4.2d, e) as compared to the 
surrounding F16CuPc molecules. Visual inspection of the high resolution STM 
images of CuPc and F16CuPc indicates that they both have four-fold symmetry 
and lie flat on HOPG. The contrast difference between the CuPc and F16CuPc 
molecules is not due to charge transfer or polarization at the molecule/graphite 
interfaces, since CuPc and F16CuPc interact with inert graphite mainly via π-π 
interactions. The observed reversed image contrast of CuPc, i.e., brighter features 
at positive tip bias and dimmer features at negative tip bias, precludes the 
explanation that CuPc molecules adsorb at different geometrical height as 
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compared to F16CuPc. STM images recorded at positive tip bias originate from 
electrons tunneling from the HOMOs into the tip Fermi level, while the images 
recorded at negative tip bias are due to the electrons tunneling from the tip Fermi 
level into the LUMOs. As measured from PES, the energy difference between the 
substrate Fermi level and the CuPc HOMO is smaller than that for F16CuPc.
52, 53
 
Hence, a larger available population of electrons from the CuPc occupied states 
could tunnel to the tip Fermi level under positive tip bias, leading to the brighter 
CuPc images. By a similar argument, the CuPc molecules appear dimmer at 
negative tip bias because the LUMO of CuPc is further away from the Fermi level 
than F16CuPc LUMO. 
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Figure 4.2 (a) STM images of 0.05ML CuPc randomly embedded into the F16CuPc monolayer on 
HOPG, where CuPc molecules appearing as brighter features at Vtip= 2.0 V (25×50 nm
2
). The 5×5 
nm
2 
inset highlights that the CuPc molecules adopt two different in-plane molecular orientations. 
(b)-(e) are bias-dependent 10×10 nm
2
 images (Iset=0.1nA for all four images) with Vtip=2.0, 1.5, -
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1.0 and -1.3 V, respectively, highlighted by the blue square in panel a, where the CuPc molecules 
are indicated by blue arrows in each image. 
     
 
   The packing structure of the CuPc/F16CuPc monolayer on HOPG is dynamic 
and is modified at different molecular coverages. As shown in Figure 4.3a, when 
the local molecular coverage is about 0.4 ML for CuPc (brighter molecules) and 
0.6 ML for F16CuPc, short-range ordered binary domains comprising alternate 
bright and dim molecules form, coexisting alongside predominantly F16CuPc 
domains with irregular boundaries. The 8×8 nm
2
 high resolution image in Figure 
4.3b displays the molecularly-resolved packing structure of the ordered domain 
marked by the blue rectangle in panel 4.3a. This CuPc/F16CuPc binary network 
assembles into a chessboard-like pattern at the intermixing ratio of 1:1, where the 
in-plane orientation of both CuPc and F16CuPc molecules are unidirectional. As 
each F16CuPc molecule is surrounded by four CuPc molecules, the lateral binding 
interactions between the neighboring CuPc and F16CuPc molecules is maximized. 
The lower left of Figure 4.3a shows the predominantly F16CuPc domain, 
comprising F16CuPc stripes decorated by a few CuPc molecules in their original 
α- or β- in-plane orientation. The white dashed lines in Figure 4.3a and b mark the 
alignment of F16CuPc stripes. We note that in the chessboard-like CuPc/F16CuPc 
network, all the molecules adopt the α-orientation as indicated by the arrow in 
Figure 4.3b. The random insertion of CuPc molecules at low CuPc coverages is 
due to the geometrical similarity (shape and size) of CuPc and F16CuPc, ensuring 
that the replacement of individual host molecule (F16CuPc) by the guest molecule 
(CuPc) does not induce any local structural rearrangement. Some bright 
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protrusions (indicated by the white circle in Figure 4.3a) appear as single 
molecules or in four-molecule clusters are due to F16CuPc or CuPc molecules 
adsorbed on the second layer. 
 
Figure 4.3 (a) STM images showing the self-assembled superstructures of 0.6ML F16CuPc with 
0.4ML CuPc (Vtip= 3.0V, 50×50 nm
2
) and (b) the molecular-resolved image corresponds to the 
blue square in panel (a) (Vtip=3.0V, 8×8 nm
2
). The white dashed lines present the orientation of 
F16CuPc α- or β-stripes. 
 
 
   The large-scale 100×100 nm
2
 STM image in Figure 4.4a shows that 1:1 
CuPc/F16CuPc islands with irregular shape form after the co-deposition of 
0.75ML CuPc and 0.85ML F16CuPc on HOPG. The line profile in Figure 4.4b 
corresponding to the blue line in panel 4.4a, reveals that the height of this island is 
about 0.28nm. This coincides well with the layer height of the F16CuPc or CuPc 
monolayer with flat-lying configuration. As such, these bright islands can be 
attributed to a second layer. The molecularly resolved STM image in Figure 4.4c 
demonstrates that the island is composed of a chessboard-like network, similar to 
that observed in Figure 4.3b for the first monolayer. Their rhombic cells are 
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drawn in Figure 4.3b and 4.4c with dimensions of a = b = 2.20±0.05 nm and α = 
88°±3°. The supramolecular arrangement in the exposed first layer is a mixture of 
chessboard-like networks with less-intermixing domains, similar to that shown in 
Figure 4.3a. STM is unable to image the molecular superstructure of the first layer 
underneath the islands, which is believed to play an important role in facilitating 
the formation of the chessboard-like second layer. 
 
Figure 4.4 (a) The large scale STM image shows the self-assembled superstructure of 0.85ML 
F16CuPc with 0.75ML CuPc (Vtip= 2.6V, 100×100 nm
2
), and (b) its corresponding line profile. (c) 
The high-resolution STM image corresponds to the blue rectangle in panel (a) illustrates the 
detailed supramolecular packing structure of CuPc/F16CuPc binary network with intermixing ratio 
of 1:1. The MD simulated model is shown in (d), where pink lines highlight the possible 
intermolecular hydrogen bonds. 
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   4.2.3 Simulated packing structure of the chessboard-like pattern 
   To investigate the structural stability and flexibility of the 1:1 CuPc/F16CuPc 
networks, we performed a force field based MD simulation on the chessboard-like 
pattern on HOPG slabs. The MD simulation is performed in NVT ensemble at 77 
K. A modified consistent valence force field (CVFF) is employed in the Material 
Studio package,
54
 and the atomic charges are the Mulliken
55
 charges obtained 
from DFT calculations of a single molecule, which is calculated on B3LYP
56, 57
/6-
31G(d) level with Gaussian03
58
 package. The MD snapshot is shown in Figure 
4.4d, where every F16CuPc (CuPc) molecule is surrounding by four CuPc 
(F16CuPc) molecules side-by-side to form a square unit cell. The dimensions of 
the simulated unit cell are a = b = 2.30 nm and α = 89°, in agreement with STM 
experimental measurements (2.20 ± 0.05 nm and α = 88°±3°). In the simulation, 
the partial charges of C-F (C: 0.27, F: -0.26) bonds in F16CuPc and C-H (C: -0.16, 
H: 0.14) bonds in CuPc cause them to have opposite bond polarization directions, 
so the chessboard-like structure is stabilized by attractive dipole-dipole interaction 
between neighboring CuPc and F16CuPc molecules. This electrostatics interaction 
is a hydrogen bonding interaction, since the average F
…
H distance (the distance 
between F16CuPc peripheral fluorine atoms and the CuPc peripheral hydrogen 
atoms) is ~ 2.65 Å, with the C-H
…
F-C angle larger than 120°, which falls within 
the range of the weak hydrogen bond.
59
 The possible intermolecular hydrogen 
bonds are highlighted by the purple short lines in Figure 4.4d. These electrostatic 
interactions preserve the F16CuPc α- and β- stripes in the dilute CuPc domains as 
the F16CuPc-F16CuPc intermolecular interactions are still dominant. When the 
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CuPc:F16CuPc ratio is 1:1, the unidirectional chessboard-like pattern is preferred 
as it maximizes CuPc-F16CuPc interactions and minimizes the formation energy. 
 
 
4.3 Tunable 2D binary molecular networks 
    4.3.1 Flexible F16CuPc dot arrays with different embedding molecular 
spacer 
    As discussed in the CuPc/ F16CuPc binary system, the intermolecular C-H
…
F-C 
hydrogen bonding can be utilized to fabricate well-ordered supramolecular 
structures with good structural stability. It also demonstrated that the local 
molecular environment is very crucial to control the arrangement of the binary 
molecular self-assembly. In the following sections, we will investigate the 
tunability of binary molecular networks by varying the molecular geometry (size 
and shape) as well as the relative molecular ratios, demonstrated by binary 
combinations of F16CuPc with 6P, pentacene, or DIP, whose molecular structures 
are shown in Figure 4.5a. It is expected that the formation of multiple 
intermolecular C-F
…
H-C hydrogen bonds between the electronegative peripheral 
F atoms of F16CuPc and the electropositive peripheral H atoms of 6P, pentacene 
or DIP, could facilitate the ordered supramolecular assemblies of these binary 
molecular systems. As illustrated in Figure 4.5b, the intermolecular separations of 
F16CuPc dot arrays could be tuned by embedding different molecular spacers for 
their different shapes and sizes.  
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Figure 4.5 (a) Molecular structures of F16CuPc (F16), pentacene (Pen), 6P and DIP. The short 
pink lines between F16CuPc and pentacene represent the possible C-F
…
H-C intermolecular 
hydrogen bonds.  (b) The proposed arrangements of F16CuPc dot arrays with pentacene (F16+Pen), 
6P (F16+6P) and DIP (F16+DIP) respectively. The intermolecular seperations indicated by black 
dashed lines are tunable by varying the geometrical parameters of the embedded molecules. 
 
 
     4.3.2 6P:F16CuPc binary networks 
     The first binary system presented is F16CuPc embedded in 6P molecular matrix. 
As shown by the high-resolution STM images in Figure 4.6a-c, the long rod-like 
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feature represents a single 6P molecule, and four-lobe feature represents an 
F16CuPc molecule. Both F16CuPc and 6P molecules lie flat on HOPG with their 
conjugated π-plane oriented parallel to the HOPG surface due to interfacial π-π 
interactions, consistent with previous reports.
60, 61
 Figure 4.6a shows the 
molecularly resolved STM image (15×15 nm
2
) of the binary molecular packing 
structure with 6P:F16CuPc ratio of 1:2. Two F16CuPc doublets are interlinked by a 
single 6P molecule, forming oblique F16CuPc molecular dot arrays with well-
defined intermolecular distances represented by an approximately rectangular cell 
with a1 = 1.55±0.05 nm, b1 = 2.27±0.05 nm and α1 = 92.0°±2° (the tetragon cells 
noted in the STM images of Figure 4.6, 4.7 and 4.9 are referred to the separations 
of two F16CuPc dimmers, but not primitive cells of the molecular arrays). The 
supramolecular packing structure of this F16CuPc dot array is consistent with the 
expected tessellation for the 6P:F16CuPc binary system (denoted as F16+6P in 
Figure 4.5b). The smooth surface potential of HOPG ensures that the 2D network 
can tolerate small lateral and rotational molecular motion to reach the formation 
energy minima during self-assembly. The intermolecular distance of the F16CuPc 
dot array can be manipulated by controlling the 6P:F16CuPc molecular ratio. At 
higher 6P:F16CuPc molecular ratio of 1:1, a 6P doublet bridges two F16CuPc 
doublets, thereby forming an F16CuPc array with larger oblique cell with a2  = 
1.60±0.05 nm, b2 = 2.99±0.05 nm and α2 = 96.0°±4° as shown in Figure 4.6b. By 
further increasing the 6P:F16CuPc molecular ratio to 3:1 (Figure 4.6c), the 
enlarged oblique F16CuPc molecular dot array forms two F16CuPc doublets 
interconnected by a 6P triplet forming an approximately rectangular cell with a3 = 
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2.35±0.05 nm, b3 = 3.91±0.05 nm and α3 = 91.0°±2°. This series of experiments 
clearly demonstrate the geometrical tunability of the F16CuPc molecular dot 
arrays by controlling the 6P:F16CuPc molecular ratios. The corresponding 
simulated molecular superstructures are given below each STM image in Figure 
4.6 (simulation details will be discussed later). The possible intermolecular C-
F
…
H-C hydrogen bonds with F
…
H distances of ~2.5-2.6 Å are highlighted by the 




Figure 4.6 Top: Molecularly-resolved 15 × 15 nm
2 
STM images of the oblique F16CuPc molecular 
dot arrays with tunable intermolecular distance controlled by the 6P coverage. The oblique 
F16CuPc molecular dot arrays comprise two F16CuPc doublets interlinked (a) by a 6P monomer 
molecule at low 6P coverage 6P:F16CuPc=1:2 (Vtip = 2.0 V); (b) by a 6P doublet by increasing the 
molecular ratio of 6P:F16CuPc to 1:1 (Vtip = 2.0 V); and (c) by a 6P triplet at the high 6P coverage 
of 6P:F16CuPc=3:1 (Vtip = 2.7 V). The scale bar in each STM image represents 5 nm. Bottom: The 
simulated molecular packing structures of the different oblique F16CuPc molecular dot arrays. The 
pink short lines between F16CuPc and 6P represent the possible C-F
…
H-C intermolecular hydrogen 
bonds. The dashed parallelograms indicate the primitive unit cells. 
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  4.3.3 PEN:F16CuPc binary networks 
   The second system is shown in Figure 4.7, whereby the intermolecular 
separation of the F16CuPc molecular dot array is manipulated by intermixing 
F16CuPc with pentacene (Pen), whose molecular length is almost half the length 
of 6P (Figure 4.5). Figure 4.7 shows selected molecularly-resolved 10×10 nm
2
 
STM images of the supramolecular packing structures at different Pen:F16CuPc 
ratios. The bright short rod-like feature represents a single pentacene molecule. 
The oblique cell of c1 = 1.84±0.05 nm, d1 = 1.86±0.05 nm and β1 = 79.0°±2° at 
Pen:F16CuPc ratio of 1:1 (Figure 4.7a) can be enlarged to c2 = 2.24±0.05 nm, d2 = 
2.15±0.05 nm and β2 = 81.0°±2°at Pen:F16CuPc ratio of 2:1 (Figure 4.7b), and 
further enlarged to c3 = 2.89±0.05 nm, d3 = 2.88±0.05 nm and β3 = 72.0°±2° at 
higher Pen:F16CuPc ratio of 4:1 (Figure 4.7c). From Figure 4.7c, we note that the 
dimensions of the pentacene doublet are comparable to that of the square F16CuPc 
molecule. The geometrical similarity between a single F16CuPc molecule and a 
pentacene doublet increases the rotational freedom of the pentacene doublet in 
binary molecular networks. 
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Figure 4.7 Molecularly-resolved 10 ×10 nm
2
 STM images of the F16CuPc molecular dot arrays 
with tunable intermolecular distance controlled by the pentacene (Pen) coverage: (a) 
Pen:F16CuPc=1:1 (Vtip = 2.5 V); (b) Pen:F16CuPc = 2:1 (Vtip = 3.0 V); and (c) Pen:F16CuPc = 4:1 
(Vtip = 2.8 V).  The short rod-like bright feature represents pentacene molecule. The scale bar in 




   The in-plane orientation of the pentacene doublet can spontaneously switch 
between two different orientations in the Pen:F16CuPc networks at ratios of 4:1 
and above, and therefore lack long-range ordering. Figures 4.8a-c display 
molecularly resolved STM images of Pen:F16CuPc networks with different 
F16CuPc coverages. In Figure 4.8a, a few F16CuPc molecules (indicated by the 
green rhombus) randomly insert into the pentacene monolayer on HOPG, and 
hence destroy the long-range ordering of the pentacene molecular arrays. There 
are two different pentacene doublets differing in their in-plane molecular 
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orientations, denoted as α1 and β1 in Figure 4.8a. The α1 doublet has the same in-
plane orientation as the pentacene monolayer; and the β1 doublet undergoes an in-
plane rotation with their long-molecular axis along the pentacene nanostripe 
packing direction (black dashed line). The β1 doublets only exist next to the 
inserted F16CuPc molecules. When the F16CuPc coverage increases to about 0.3 
ML, a short-range ordered network with Pen:F16CuPc ratio of about 5:1 is formed, 
as highlighted by the black triangle in Figure 4.8b. There are four different 
pentacene doublets denoted as α1, α2, β1 and β2. As shown in the schematic 
drawing of Figure 4.8d, the pentacene doublets α1 and α2, β1 and β2 possess mirror 
symmetry, while α1 and β2, α2 and β1 can transform to each other by a rotation of 
60°. Figure 4.8c displays the supramolecular packing structure of Pen:F16CuPc 
network at 4:1 ratio (the same as Figure 4.7c). The network is comprosed of 
F16CuPc monomers surrounded by pentacene-singlet (yellow arrows) and 
pentacene-doublets (only α2, β1 and β2 orientation here). The statistical number of 
α2 doublets equals that of β2 doublets, and the number of β1 doublets is the greatest. 
The distribution of α2 doublets and β2 doublets is disordered and no long-range 
ordering can be observed in the Figure 4.8b and c. This suggests that the 
formation energies of the α2 and β2 doublets are similar. 
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Figure 4.8 STM images of Pen:F16CuPc networks at ratios of 4:1 and above. (a) Sparse F16CuPc 
molecules are randomly embedded into the pentacene monolayer (20×20 nm
2
, Vtip = 2.5 V). (b) 
The Pen:F16CuPc network with a ratio of around 5:1. The black dotted triangle highlights the 
short-range ordered phase. Four pentacene doublets with different in-plane molecular orientations 
are denoted as α1, α2, β1 and β2, respectively (30×30 nm
2,
 Vtip = 2.6V). (c) The Pen:F16CuPc 
network at a ratio of 4:1 with short-range order (30×30nm
2,
 Vtip=2.7V). (d) Schematic drawing 
demonstrates the relationship between the four different pentacene doublets, including mirror 




4.3.4 DIP:F16CuPc binary networks 
    The tunability of self-assembled molecular nanostructures on HOPG is further 
demonstrated by the third binary system of F16CuPc with DIP. Since DIP is an 
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elliptical molecule with different dimensions to 6P and pentacene (Figure 4.5), the 
intermixing of F16CuPc with DIP results in F16CuPc dot arrays with different 
intermolecular separations and arrangements. As shown in Figure 4.9, the bright 
leaf-like feature represents a single DIP molecule. The structure of this binary 
supramolecular network, or the intermolecular distance of the F16CuPc dot arrays, 
can be effectively adjusted by controlling the DIP:F16CuPc ratio. The cell 
(denoted the separation of F16CuPc dimmers) dimensions vary from e1 = 
1.75±0.05 nm, f1 = 2.35±0.05 nm and γ1 = 82.0°±2° at the DIP:F16CuPc ratio of 
1:2 (Figure 4.9a), e2 = 1.91±0.05 nm, f2 = 1.91±0.05 nm and γ2 = 77.0°±2° at the 
ratio of 1:1 (Figure 4.9b), and e3 = 2.46±0.05 nm, f3 = 2.44±0.05 nm and γ3 = 
72.0°±2° at the ratio of 2:1 (Figure 4.9c). In Figure 4.9c, each F16CuPc molecule 
is surrounded by 4 DIP molecules, which maximizes the number of the C-F
…
H-C 
intermolecular hydrogen bonds, giving good structural stability of this binary 
molecular network. Our simulated molecular models, shown below each STM 
image, suggest that the DIP:F16CuPc binary molecular system has ten possible 
hydrogen bonds in the primitive unit cell when the intermixing ratio reaches 2:1 
(listed in Table 1). Similar DIP and F16CuPc binary networks combined through 
multiple intermolecular C-F
…
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Figure 4.9 Molecularly-resolved 15 ×15 nm
2
 STM images (top) and DFT simulated molecular 
models (below) of the F16CuPc molecular dot arrays with tunable intermolecular distance 
controlled by the DIP coverage: (a) DIP:F16CuPc=1:2 (Vtip = 2.8 V); (b) DIP:F16CuPc = 1:1 (Vtip = 
2.0 V); and (c) DIP:F16CuPc = 2:1 (Vtip = 2.0 V). The leaf like bright feature represents DIP 
molecule. The scale bar in each STM image represents 5 nm. 
 
 
   4.3.5 Theoretical simulations based on density functional theory  
   To better understand the structural stability of these binary systems, DFT 
calculations were performed to evaluate the total intermolecular binding energy 
(Ebind) of each observed network. It is found that the molecule/graphite interfaces 
are dominated by π-π interactions, which constrain the molecules to lie flat with 
their conjugated π-plane parallel to the surface. The smooth potential energy 
surface of graphite does not induce any interlocking of adsorbed molecules with 
the substrate lattice. The 2D arrangements of the molecular networks are therefore 
mainly determined by lateral intermolecular interactions. In our DFT calculations, 
the energies of intermolecular interactions between every two neighboring 
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molecules are calculated to construct the total binding energy of each pattern. 
Although STM images have supplied very clear symmetries and packing 
structures, it is still necessary to evaluate the exact intermolecular distances for 
our DFT computational models. We first optimize the intermolecular C–H∙∙∙F–C 
distances from the optimization conformations of hexafluorobenzene (C6F6) and 
benzene (C6H6) dimers on HOPG slabs, as shown in Figure 4.10. Consequently, 
we construct supramolecular packing structures on HOPG slabs based on the 
optimized intermolecular F
…
H (~2.5Å) and F
…
F (~2.7Å) distances as well as the 
structural symmetry observed from the STM images. The constructed molecular 
models agree well with our experimental results with deviations of less than 5%, 
as shown in the STM images in Figures 4.6, 4.7 and 4.9. All the calculations are 
on B3LYP
56, 57






Figure 4.10 The optimized distances of C6H6-C6F6 and C6F6-C6F6 dimers on HOPG are obtained 
from DFT calculations, where the blue peripheral atoms represent F atoms and/or H atoms.  
 
 
      As shown in Table 4.1, we divide the formation energy Ebind into three parts, 
binding energies originating from F16CuPc-F16CuPc (EF16-F16), X-X (EX-X) and 
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F16CuPc-X (EF16-X) intermolecular interactions (X represents 6P, pentacene or 
DIP). It is obvious that the Ebind for each network is dominated by the F16CuPc-X 
interactions (EF16-X), confirming that the stability of these F16CuPc dot arrays is 
greatly enhanced by intermolecular C-F
…
H-C bonding. In each primitive unit cell 
(denoted in the simulated molecular model below each STM image), the number 
of the possible C-F
…
H-C intermolecular hydrogen bonds with maximum length of 
2.6 Å is also given in Table 4.1. Hence, the DFT calculations support our 
hypothesis that the formation of multiple intermolecular hydrogen bonds 
stabilizes these binary molecular networks. 
 
6P:F16          EF16-F16          E6P-6P         EF16-6P            Ebind      No. of H-bonds(<2.6Å) 
     1:2           -0.73                -                -14.78            -15.51                      8 
     1:1           -1.17              2.10            -18.70            -17.77                     12 
     3:1             -                   6.29            -13.84            -7.55                        6 
 Pen:F16       EF16-F16        EPen-Pen         EF16-Pen         Ebind       No. of H-bonds(<2.6Å) 
     1:1               -                   -                 -12.12          -12.12                     6 
     2:1               -                 0.65             -19.48           -18.83                    12 
     4:1               -                 2.97             -13.92           -10.95                     8 
 DIP:F16       EF16-F16         EDIP-DIP       EF16-DIP         Ebind      No. of H-bonds(<2.6Å) 
    1:2              0.25                -                -13.74          -13.49                     8 
    1:1                -                    -                -13.86          -13.86                     6 
    2:1                -                  0.64            -19.26          -18.62                     10 
 
Table 4.1 Energy profile of the binary molecular networks on HOPG surface. EA-B presents the 
intermolecular binding energy of the neighboring A and B molecules, where A and B represent 
F16CuPc, Pen, 6P or DIP molecules respectively and independently. Ebind is the total 
intermolecular binding energy of each primitive cell as indicated in the simulated supramolecular 
packing structures. All the energies are counted in [kcal mol-1].  
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4.5 Summary    
    We have presented a novel bottom-up approach to construct tunable and robust 
2D binary molecular nanostructures on inert graphite substrates. The self-
assembly processes of the CuPc/F16CuPc binary molecular system on HOPG is a 
model system for the study of selective and directional hydrogen bonding in 
molecular self-assembly on surfaces. Using in-situ LT-STM imaging, we find that 
the in-plane molecular orientation of individual CuPc or F16CuPc molecule is very 
sensitive to the local molecular environment: at low CuPc coverage, the randomly 
inserted CuPc molecules in F16CuPc monolayer matrix adopts the α- or β- in-
plane orientations of the host matrix; as the CuPc coverage increases to 50%, 
CuPc and F16CuPc transform to the α-phase to form a highly ordered chessboard-
like pattern. This chessboard-like pattern spontaneously forms at the second 
CuPc/F16CuPc layer. By MD simulations, we confirmed that the CuPc/F16CuPc 
supramolecular arrangement (overall periodicity and molecular orientation) is 
stabilized by the intermolecular hydrogen bonding between neighboring CuPc and 
F16CuPc.This detailed understanding of how the local molecular environment 
(substrate and neighboring molecules) determines the supramolecular 
arrangement enables us to design molecular nanostructures with desired 
functionalities. 
     The supramolecular packing structures can be controlled by careful selection 
of molecular building blocks with appropriate geometry (size and shape) and 
molecular ratios. As demonstrated in section 4.3, various 2D molecular networks 
have been fabricated in the binary molecular systems of F16CuPc with 6P, 
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pentacene and DIP respectively, whose structural stability is sustained through the 
formation of multiple intermolecular C-F
…
H-C hydrogen bonds between the 
electronegative peripheral F atoms of F16CuPc and the electropositive peripheral 
H atoms of 6P, pentacene or DIP. Our results also suggest that the component 
molecules have the freedom to assemble into their energy minima configurations 
on the graphite surfaces. The DFT calculations also confirmed that the 
intermolecular hydrogen bonding drives the formation of these molecular 
nanostructure arrays. Such molecular nanostructures with high degree of 
tunability have potential applications in molecular sensors and nanodevices. In 
particular, the versatility of the metal phthalocyanines facilitates the modification 
of the central metal atoms to feature desired functionalities, such as electronic 
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Molecular Trapping on 2D Binary Molecular Networks 
 
5.1 Introduction 
Selective coupling of functioning molecules at special adsorption sites on 
molecular surface nanotemplates represents a promising route to fabricate ordered 
organic nanostructure arrays with desired functionality over macroscopic areas for 
molecular nanodevice applications.
1-6 
 2D nanoporous surface nanotemplates have 
been reported to provide geometrical voids to trap molecules.
1-6
 Examples include 
the boron nitride nanomesh,
7,8
 carbon nanomesh on silicon carbide,
9
 
supramolecular nanoporous surface templates constructed via metal-ligand,
10
 
multiple intermolecular hydrogen bonding
11-14
 or other non-covalent 
intermolecular interactions.
15-17
 Selective trapping of molecules can also be 
realized through molecular recognition on preferential binding sites on non-
porous nanotemplates via specific non-covalent intermolecular interactions.
18-23
 In 
particular, 2D supramolecular networks with bi- or multi- components can offer 
different molecular adsorption sites, and hence facilitate the growth of 
nanostructures with desired patterns. In this chapter, we demonstrate the growth 
of organic nanostructure arrays via preferential molecular adsorptions on non-
porous planar binary molecular nanotemplates. 
                                       Chapter 5. Molecular Trapping on 2D Binary Molecular Networks 
 108 
   The construction of tunable and robust 2D binary molecular nanostructures with 
different molecular components and relative molecular ratios on graphite has been 
demonstrated in Chapter 4.
24
 It is found that some of the rigid hydrogen-bonding 
networks can be used to accommodate incoming guest molecules on specific 
adsorption sites and facilitate the formation of regular patterns atop the underlying 
templates. In order to preserve the 2D arrangement of the underlying molecular 
networks as well as the pristine unique properties of the trapped functioning 
molecules during the assembly processes, stabilizing the trapped molecules by 
selective and non-chemical intermolecular interactions (such as intermolecular π-
π interaction) is required. In the following sections, the assemblies of 2nd layer 
F16CuPc molecules on the binary molecular networks of DIP:F16CuPc and 
6P:F16CuPc on graphite are investigated. The 2
nd
 layer F16CuPc molecules 
exclusively adsorb atop the same type of molecule in the underlying binary 
molecular network mainly via intermolecular π-π interaction, resulting in the 





 layer molecular dots atop the DIP:F16CuPc binary network 
      5.2.1 The adsorption of 2
nd
 layer F16CuPc molecules at various coverages 
      The formation of DIP:F16CuPc binary networks at different relative molecular 
ratios has been demonstrated in Chapter 4.3.4. The template used here is the one 
with DIP:F16CuPc molecular ratio of 2:1.
24
 Figure 5.1a shows the molecularly 
resolved 30 × 30nm
2
 STM image of the DIP:F16CuPc network, where the four-
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lobe pattern represents a F16CuPc molecule and the bright leaf-like feature 
represents a single DIP molecule. Each F16CuPc molecule is surrounded by 4 DIP 
molecules to maximize the intermolecular interactions (mainly C-F
…
H-C 
hydrogen bonding between the peripheral F atoms on F16CuPc and H atoms on 
neighboring DIP), thereby ensuring good structural stability of this binary 
molecular network.
24, 25
 The corresponding molecular model is shown in Figure 
5.1c. The primitive cell indicated by a rhombus in Figure 5.1a reveals an 
intermolecular distance between the nearest-neighbor F16CuPc molecules (from 
central Cu atom to Cu atom) of 2.68±0.02 nm (experimental result), and a 
distance between the second nearest-neighbor F16CuPc molecules (along the short 
diagonal direction) of 2.88±0.02 nm. Further deposition of 0.14 ML F16CuPc 
molecules (1 ML refers to a close-packed F16CuPc monolayer with the molecular 
plane parallel to HOPG surface
26
) results in a decoration of individual molecules 
on this molecular template, as shown in Figure 5.1b. However, at this coverage, 
we cannot observe the formation of any long-range ordered molecular 
nanostructure in the 2
nd
 layer F16CuPc molecules. From the zoom-in 15 × 15 nm
2
 
image in Figure 5.1d, we find that each F16CuPc molecule in the 2
nd
 layer adsorbs 
precisely on top of the underlying F16CuPc molecule. The 2
nd
 layer molecule and 
its underlying F16CuPc molecule have the same in-plane molecular orientation, 
and there is no visible lateral displacement between the 1
st
 layer and 2
nd
 layer 
molecules. As indicated by black and green arrows in Figure 5.1d, the 1
st
 layer 
F16CuPc molecules adopt two different in-plane molecular orientations with 
azimuth angles of α = 95°±2° and β = 85°±2° respectively. Along the red dashed 
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line direction, the F16CuPc molecules process the same in-plane molecular 
orientation. Correspondingly, the 2
nd
 layer F16CuPc molecules process the in-
plane orientations determined by the underlying ones. The 2
nd
 layer F16CuPc 
adopting the flat-lying configuration (no out-plane orientation observed) agrees 
well with our previous observations of the bi-layer F16CuPc on HOPG (Chapter 3) 
and Ag(111).
27
 The proposed stacking structure is demonstrated in the schematic 
image of Figure 5.1e, where the purple molecules represent the 1
st
 layer F16CuPc 
(underlying) and the orange ones represent the 2
nd
 layer molecules.  
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Figure 5.1 (a) 30 × 30nm
2
 STM image (Vtip = 2.2 V) shows the DIP:F16CuPc network at the ratio 
of 2:1, where each F16CuPc molecule is surrounded by 4 DIP molecules, and (c) its corresponding 
simulated supramolecular structure. (b) A deposition of 0.14 ML F16CuPc onto the network results 
in the random decoration of isolated F16CuPc molecules on this network (50 × 50nm
2
, Vtip = 1.9 V). 
(d) A zoom-in 15 × 15 nm
2
 image of panel b reveals that the top F16CuPc molecule adsorbs 
exactly on top of the underlying F16CuPc molecular site in the binary molecular network (Vtip = 2.0 




To confirm the observed packing geometry, we further analyze the lateral line 
profiles taken along the 2
nd
 layer molecular arrays as well as the underlying 
molecular template. In Figure 5.2a, the molecularly resolved STM image shows 
the DIP:F16CuPc network decorated with ~0.05 ML F16CuPc, where the dashed 
line 1 is taken along the 2
nd
 layer molecular arrays and line 2 along the template. 
Figure 5.2c shows that the lines 1 and 2 have the same 2.88 nm periodicity. It also 
shows that the protrusions of the line 1 (corresponding to 2
nd
 layer F16CuPc) and 
the pits of the line 2 (1
st
 layer F16CuPc) are almost coaxial, as indicated by the 
purple dashed line in Figure 5.2c. Hence, the 2
nd
 layer F16CuPc molecules sit 
precisely atop the underlying ones with their central copper atoms aligned 
coaxially. This proposed stacking geometry differs with previously reported 
multilayer metal phthalocyanine thin films (such as F16CuPc and CoPc), which 
usually adopt slipped or rotated stacking geometries to maximize interlayer π-π 
interactions.
26-28
 The stacking structure of the 2
nd
 layer F16CuPc molecules 
precisely adsorbed upon the 1
st
 layer ones is suggested to be confined by the 
underlying binary DIP:F16CuPc network. 
The preferential adsorption still survives when the occupation of the 1
st
 layer 
F16CuPc adsorption sites increases to ~50% (the coverage of the 2
nd
 layer F16CuPc 
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is increased to ~0.2 ML) as shown in Figure 5.2b. From large-scale STM images, 
no long-range ordered, closed-packing aggregation of the 2
nd
 layer F16CuPc 
molecules is observed. Correspondingly, as indicated by the quasi-hexagons in 
Figure 5.2b, the intermolecular distance between the nearest-neighbor 2
nd
 layer 
molecules is around 2.68 nm, consistent with the underlying network. When the 
coverage of the 2
nd
 layer F16CuPc increases to ~0.4 ML (almost every 1
st
 F16CuPc 
adsorption site is occupied), a loose-packed layer is formed with the same 
F16CuPc-F16CuPc intermolecular distance as the underlying template (Figure 
5.2d). The DIP:F16CuPc network can therefore serve as an effective molecular 
nanotemplate to steer the formation of isolated F16CuPc molecular dot arrays. The 
formation of such unique stacking geometry of the 2
nd
 layer F16CuPc is clearly 
due to geometrical confinement by the underlying DIP:F16CuPc network.  
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Figure 5.2 The DIP:F16CuPc networks are decorated by different amounts of F16CuPc: (a) ~ 0.05 
ML F16CuPc (50 × 50 nm
2
, Vtip = 2.0 V), (b) ~ 0.2 ML F16CuPc (50 × 50 nm
2
, Vtip = 2.7 V), and (d) 
~ 0.4 ML F16CuPc (50 × 50 nm
2
, Vtip = -2.5 V) (c) The line profiles corresponding to the dashed 
lines 1 and 2 in panel (a) reveal the same 2.88 nm periodicity of the 2
nd
 layer molecular arrays and 
the underlying network. The short black lines show that these two lines have the same starting and 
ending points, while the dashed purple line shows that the centers of the 2
nd
 layer and the 1
st
 layer 
F16CuPc molecules are precisely coaxial.  
 
 
5.2.2 Statistics of the distribution of the 2
nd
 layer F16CuPc molecules 
   We next address the question of whether the F16CuPc molecules in the second 
layer are randomly distributed or not. We analyzed the distribution of the 2
nd
 layer 
molecules on the DIP:F16CuPc template via a chi-square test, to test the 




 The test method can be described as follows. Figure 
5.3 shows a 50×50 nm
2
 STM image of the DIP:F16CuPc template decorated with 
0.14 ML F16CuPc (40% of the underlying F16CuPc adsorption sites are occupied). 
We divided the 50×50 nm
2
 area into 9 smaller squares and counted the population 
of the adsorbed molecules in each square cell. Aij (i, j = 1, 2, or 3) represents any 
square cell and Xij represents the corresponding molecular population. We obtain 





the expected value E = 15.9 of Aij by dividing N with 9. The value of the test-
statistic is  











  , 
Thus, we obtained χ2 = 2.573 in this example. The probability (P) of observing a 
test statistic in a chi-square distribution can be determined using standard 
statistical tables once we know the value of χ2 and the degree of freedom df of the 
test. The df equals to m – 1, where m is number of unit cells we divided the image 
into. Hence, df = 8 (m = 3×3) in the example of Figure 5.3. Correspondingly, P 
(2.573, 8) is found to be 0.958, which means that we have no evidence to reject 
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Figure 5.3 A 50×50 nm
2
 STM image showing the DIP:F16CuPc template decorated with 0.14 ML 
F16CuPc is divided into 9 square cells. 
      
 
The statistical results of 5 different images are shown in Table 5.1. We 
analyzed two 50×50 nm
2
 STM images at low coverage (0.05 ML), a 50×50 nm
2
 
and a 100×100 nm
2
 image at medium coverage (0.14 ML), and also a 75×75 nm
2
 
image at high coverage (0.2 ML). For each sample, we performed three different 
plots, namely 3×3, 4×4, and 5×5, where the corresponding df is 8, 15, and 24 
respectively. As the expected value is required to be larger than 5 for the chi-
square test, the sample 1 and 2 at low coverage cannot be further divided into 16 
or 25 cells. A P-value of 0.05 or less is usually regarded as statistically significant 
where we have evidence to reject the null hypothesis of a random distribution. 
Our chi-square test results are shown in Table 5.1. Only two P-values at the low 
coverages are less than 0.05; the others are all larger than 0.5, and some of them 
X11 = 15   X12 = 14    X13 = 15  
X21 = 15   X22 = 14    X23 = 16 
X31 = 15   X32 = 21    X33 = 18 
 
m = 3×3 =9 
N = Sum (Xij) = 143 
E = N /9 = 15.9 
χ2  = 2.573 
Degree of freedom df: m -1 = 8 
Probability: P (χ2 , df) 
i         1                      2                        3 
j  
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are very close to 1. This suggests that there may be evidence for clustering at low 
coverage (0.05 ML), but there is no evidence for long-range order at the higher 
coverages. 
 The random distribution of the 2
nd
 layer F16CuPc (especially at 0.14 ML and 
0.2 ML) on the DIP:F16CuPc template is understandable. Firstly, the 
intermolecular distance between the nearest-neighbor 2
nd
 layer molecules is 
around 2.68 nm, much larger than the 1.55 nm periodicity of the closed packed 
F16CuPc monolayer.
26
 This suggests that there is no strong lateral intermolecular 
interaction between the 2
nd
 layer molecules. Secondly, the underlying 
DIP:F16CuPc network is preserved after the adsorption of 2
nd
 layer F16CuPc. 
Figure 5.4a and b demonstrate two 50 × 50 nm
2
 STM images subsequently 
captured at Vtip = 2.3 V (0.14 ML coverage), where surface molecular diffusion is 
observed. A1 and A2 indicate a molecule diffusing from one site to the other; the 
green ellipse highlights the other example. Obviously, reconstruction of the 





 layer molecules and further affect the arrangement of the 2
nd
 layer 
molecules, does not occur in this system. The surface molecular diffusion also 
suggests a relatively weak interfacial interaction between the 2
nd
 layer molecules 
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 = 2.587 
P = 0.957 
χ
2
 = 8.831 
P = 0.886 
χ
2
 = 16.68 
P = 0.862 
 
Table 5.1 The chi-square test of the 2
nd




Figure 5.4 (a) and (b) 50 × 50 nm
2
 STM images subsequently captured at Vtip = 2.3 V, Iset = 
100pA at the same area. A1 and A2 indicate surface molecular diffusion from one site to the other, 
and the green ellipse highlights the other example. The underlying DIP: F16CuPc template stays 
uniform during the molecular diffusion. 
 
 




 layer molecular chains on 6P:F16CuPc binary network 
      5.3.1 Flexibility of the 6P molecular stripes at different molecular 
coverages 
      It has been reported by our group and others that the packing structure of 6P 
monolayer on graphite is dynamic.
31-33
 Figure 5.5a shows a representative 
molecularly resolved 15 × 15 nm
2
 STM image of a well-ordered 6P monolayer on 
HOPG, in which each long rod-like feature represents a single 6P molecule. The 
length of the 6P molecule along its long-axis direction is 2.95 ± 0.02 nm, as 
highlighted in Figure 5.5a. The periodicity along the 6P nanostripe (highlighted 
by the dashed line) is 0.70 ± 0.02 nm, as revealed by the line profile in Figure 
5.5e. As shown by the schematic drawing in Figure 5.5f, the proposed model of 
the 6P monolayer involves face-on 6P molecules packed in side-by-side. The 
face-on configuration refers to 6P molecule packing with their extended 
molecular π-planes parallel to the substrate. Such face-on 6P monolayer on HOPG 
is stabilized by dispersion interaction. At higher 6P coverage, a more compact 6P 
monolayer phase forms with periodic insertion of edge-on 6P molecules into the 
face-on 6P molecular matrix. The edge-on configuration refers to 6P molecules 
orientated with their phenyl rings perpendicular to the surface, and long molecular 
axis parallel to the surface, and  the edge-on 6P molecules are displayed as 
brighter features in the STM image compared to the surrounding face-on 6P 
molecules as shown in Figure 5.5b–d. In Figure 5.5b, a deposition of 0.10 ML 6P 
on the face-on 6P monolayer on HOPG leads to the formation of 6P nanostripes 
with a large intermolecular spacing of 2.5 ± 0.02 nm along the 6P packing 
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direction (marked by the dashed line). The corresponding line profile is shown in 
Figure 5.5e, and the proposed model involves an alternating arrangement of one 
edge-on 6P molecule and three successive face-on 6P molecules as shown in 
Figure 5.5h. In Figure 5.5c and d, a more compact 6P nanostripe array is formed 
as a result of increasing the 6P coverage to 0.15 ML onto the face-on 6P 
monolayer. The periodicity along the 6P packing direction is 1.8 ± 0.02 nm as 
revealed by the line profile c in Figure 5.5e. Figure 5.5g shows the corresponding 
schematic model comprising a periodic placement of two face-on 6P molecule 
with one edge-on 6P molecule. The placement of the neighboring face-on and 
edge-on 6P molecules are stabilized by electrostatic forces between these two 
types of 6P molecules.
32, 33
 This is reminiscent of the typical herringbone structure 
commonly observed in 6P single crystal solids.
34, 35
 Such tunable periodicity of 
the alternating arrangement of the face-on and edge-on 6P molecules with 
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Figure 5.5 Coverage-dependent STM images of 6P on HOPG surface. (a)face-on 6P monolayer 
(15 × 15 nm
2
, Vtip = -1.5 V); (b) face-on +edge-on 6P layer with 2.5 nm inter-stripe distance (20 × 
20 nm
2
, Vtip = 3.3 V); (c) face-on + edge-on 6P layer with 1.8 nm inter-stripe distance (30 × 30 
nm
2
, Vtip = -3.2 V), and (d) corresponding detailed 12 × 12 nm
2
 image for panel (c). (e) 
Corresponding line proﬁles as indicated by the dashed line in panels (a), (b) and (c). Panels (f), (g) 
and (h): Corresponding schematic models for the supramolecular arrangement of 6P molecules on 
HOPG in panels (a), (b) and (c), respectively. (Figure adapted from Ref.31) 
 
      5.3.2 Tunability of the 6P:F16CuPc binary network with insertion of edge-
on 6P molecules 
The tunability of the 6P:F16CuPc binary network with variable 6P:F16CuPc 
relative molecular ratio has been discussed in Chapter 4.3. Here, we present the 
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tunability of the binary network caused by the insertion of edge-on 6P molecules. 
Figure 5.6a shows a 30 × 30 nm
2
 STM image of a 6P:F16CuPc supramolecular 
network at the 6P:F16CuPc molecular ratio of 3:1, with the unit cell comprising 





 The proposed molecular packing structure is 
demonstrated in the left of Figure 5.6g. All the 6P and F16CuPc molecules adopt 
the face-on configuration with their extending molecular π-planes parallel to the 
substrate. The intermolecular distance between the neighboring 6P molecules is 
0.70 ±0.02 nm, as shown in Figure 5.6d. This intermolecular distance is consistent 
with the previously reported periodicity of 6P monolayer with pure face-on 
configuration on HOPG or other metal substrates.
31-33
 It has been demonstrated 
that the packing structure of the 6P monolayer on graphite is very dynamic,
31-33
 
and increasing the 6P coverage leads to the insertion of edge-on 6P into the face-
on 6P molecular array to form a more compact 6P phase. The periodicity of the 
alternating arrangement of the face-on and edge-on 6P molecules can be adjusted 
by the amount of the inserted edge-on 6P molecules as shown previously.
31
 Such 
control can also be realized in our binary molecular system of F16CuPc with 6P 
and therefore further increases the tunability of the binary molecular networks. As 
shown in Figures 5.6a to b, the random insertion of edge-on 6P molecules at 
higher 6P coverage causes structural rearrangement of the 6P:F16CuPc network. 
In Figure 5.6b, the pink rod-like feature represents a single edge-on 6P molecule 
embedded into the face-on 6P molecular array. The formed F16CuPc linear chain 
arrays are interconnected with the single 6P molecular stripes comprising 
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randomly positioned edge-on and face-on 6P molecules via the formation of 
multiple intermolecular C-F
…
H-C hydrogen bonding.     
By controlling the 6P coverage, ordered 6P molecular stripes with periodic 
placement of a face-on 6P dimer and an edge-on 6P monomer can be formed. 
Such ordered 6P stripes allow the formation of long-range ordered alternating 
6P:F16CuPc linear molecular chain arrays as shown in Figure 5.6 c. Figure 5.6f 
displays the line profile taken along the edge-on + face-on 6P chain as marked by 
the dashed line in Figure 5.6c, revealing a 1.8 nm periodicity of the 6P molecular 
chains. The F16CuPc chains also have the same periodicity. The proposed 
supramolecular packing structures of the face-on 6P molecular chain and the 
edge-on + face-on 6P chain with 1.8 nm periodicity are shown by the schematic 
drawings in Figure 5.6d and 5.6e respectively, the same as that shown in Figure 
5.5 f and g. The corresponding supramolecular model of the 6P:F16CuPc 
molecular chain array is shown in the right of Figure 5.6g. The formation of 
multiple intermolecular C-F
…
H-C hydrogen bonding between neighboring 
F16CuPc and 6P chains ensures the structural stability of this molecular network.  
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Figure 5.6 (a) 30 × 30nm
2
 STM image showing the perfectly ordered oblique F16CuPc molecular 
dot array comprising two F16CuPc doublets interlinked by a 6P triplet with 6P:F16CuPc = 3:1 (Vtip 
= 2.7 V). (b) the insertion (randomly) of the edge-on 6P molecules into face-on 6P molecules 
results in the transition to a F16CuPc linear chain array (15 × 15 nm
2
, Vtip = 2.5 V). (c) F16CuPc 
linear chain array interconnected by an ordered edge-on + face-on 6P molecular wire can be 
obtained (15 × 15 nm
2
, Vtip = 2.6 V). (d) and (e) display the schematic drawings of the molecular 
packing structures of the face-on 6P triplet and the edge-on + face-on 6P chain, respectively. (f) 
The line profile is taken along the edge-on + face-on 6P chain as marked by the dashed line in 
panel c, revealing a 1.8 nm periodicity. (g) Proposed corresponding supramolecular packing 
structure transition from panel (a) to panel (c). 
 
 
5.3.3 Preferential adsorption of the 2
nd
 layer F16CuPc molecules  
The rigid 6P:F16CuPc linear chain array can serve as an effective surface 
nanotemplate to selectively accommodate additional F16CuPc molecules to form 




 layer 1D molecular chain arrays, as shown in Figure 5.7a and its 
corresponding zoom-in STM image in Figure 5.7b. The inter-chain distance of the 
2
nd
 layer F16CuPc chain array is 4.65 ± 0.02 nm and the intermolecular distance 
along the F16CuPc chain is 1.80 ± 0.02 nm, exactly matching that of the 
underlying 6P:F16CuPc molecular nanotemplate. The ellipse in Figure 5.7b 
highlights an incomplete 2
nd
 layer F16CuPc chain. This reveals the exclusive 
adsorption of the 2
nd
 layer F16CuPc atop the underlying F16CuPc molecules with a 
small lateral displacement (~ 0.50 nm) along the molecular chain direction. The 
in-plane molecular orientation of the top F16CuPc is identical to that of the 
underlying one. At lower F16CuPc coverage, there are more vacancies on the 2
nd
 
layer, as shown in Figure 5.7c. Figure 5.7d displays the proposed molecular 
packing structure of the F16CuPc bilayer stacking with a slipped geometry along 
the F16CuPc molecular chain (denoted by the red arrow). A similar slipped 
stacking geometry, which maximizes the interlayer π-π interactions, has been 
previously observed for close packed 2
nd





 and for the multilayer stacked CoPc thin film on Pb/Si(111).
28
 Hence, 
the preferred adsorption of the 2
nd
 layer F16CuPc atop the 1
st
 layer ones is mainly 
driven by interlayer F16CuPc-F16CuPc π-π interactions. 
 




Figure 5.7 (a) and (b) display the formation of the 2
nd
 layer F16CuPc molecular chain arrays (Vtip = 
2.8 V; panel a, 50 × 50nm
2




 layer F16CuPc preferentially adsorbs 
atop the underlying F16CuPc molecules, as highlighted by the ellipse in panel b. The top (orange) 
and the underlying (purple) F16CuPc molecules adopt a slipped geometry, as shown by the 
schematic drawing in (d). (c) At lower F16CuPc coverage, there are more vacancies on the 2
nd
 
layer F16CuPc stripes, compared to that shown in panel a (30 × 30 nm
2




    Preferential molecular adsorption on non-porous supramolecular networks 
has been demonstrated using the model systems of 2
nd
 layer F16CuPc on 
DIP:F16CuPc and 6P:F16CuPc supramolecular surface nanotemplates. The 
arrangement of the 2
nd
 layer supramolecular nanostructures, individual molecular 
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dots or linear molecular chains, is strongly influenced by the underlying 
molecular networks. This suggests a possible large scale method to fabricate 
organic nanostructure arrays with desired functionality for potential use in 
molecular nanodevices. The interlayer π-π interactions between the 1st and 2nd 
layer F16CuPc molecules play important roles in facilitating the preferential 
adsorption. Such preferential adsorption at particular molecular sites of a binary 
molecular template via specific intermolecular interactions may be used as an 
ideal model system to investigate the intermolecular interactions and kinetic 
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Chapter 6  
Dipolar Molecule: Chloroaluminum Phthalocyanine 
 
6.1 Introduction 
   The construction of low-dimensional organic molecular layers is an 
alternative route to fabricate devices at the nanometer scale to meet the 
requirements of microelectronics device miniaturization.
1-7 
Organic molecules 
with permanent magnetic or electric polarities have attracted attention as 
promising materials for high-density data-storage bits, single-molecule 
magnets, organic spintronics, biosensors and so on.
8-11
 The chloroaluminum 
phthalocyanine (ClAlPc) molecule with electric dipole moment perpendicular 
to its molecular π-plane, is investigated in this chapter.12 The ClAlPc 
molecular structure is shown in Figure 6.1, where the Al-Cl bond is out-of-
plane and of a length of 2.167 Å. As the Al atom is positively charged and Cl 
atom is negatively charged, the molecule has an electric dipole moment (P = 
1.87 debye) which permanently points from Cl to Al (as shown in Figure 
6.1b).
12
 There are two possible configurations for this non-planar molecule to 
adopt when it adsorbs on a surface, denoted by Cl-up and Cl-down 
configurations in Figure 6.1b. A molecular dipole monolayer can be formed by 
neatly aligning all ClAlPc molecular dipoles up or down.
12, 13
 In section 6.2, 
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the formation of single-layer and bi-layer ClAlPc films on HOPG are 
investigated by LT-STM. 
 
Figure 6.1 (a) ClAlPc molecular structure and its dimensions. (b) Side views of ClAlPc molecules 
adsorbed on a substrate with Cl-up and Cl-down configurations respectively. 
 
 
Nanoscale phase separation of binary or multicomponent molecular systems 
on surfaces represents one promising approach to build long-range ordered 
molecular nanostructure arrays.
14, 15
 This approach has been widely used in 
organic solar cells for effective interface nanostructuring to maximize the 
donor-acceptor interface area for efficient exciton dissociation and charge 
separation.
16-22
 In this chapter, we demonstrate the fabrication of molecular 
dipole chain arrays using nanoscale phase separation of a binary molecular 
system on graphite (section 6.3). With the co-adsorption of DIP, ClAlPc 
molecular dipole chain arrays are formed via nanoscale phase separation. The 
inter-chain spacing of the dipole chain arrays can be tuned by varying the DIP 
coverage. By replacing ClAlPc with non-dipolar CuPc, similar binary 
molecular chain arrays are formed as a result of phase separation.   
Controlled single-molecule manipulation has potential applications in 
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molecule-based functional devices where individual molecules can serve as 
memory elements, diodes, transistors, or switches. STM has been shown to be 
a powerful tool in manipulating single atoms or molecules.
23-26
 The tip-
induced atomic/molecular dynamic motion (e. g., desorption, diffusion, slide 
and rotation) or chemical reaction is attributed to electrostatic forces, electron-
induced vibration and so on. The controlled flipping of individual ClAlPc 
molecules by an STM tip on graphite substrate is reported in section 6.4. The 
reversible switching of the molecular dipole moment is proposed to be induced 
by electrostatic forces. The realization of single-molecule flipping is a 
demonstration of the ultimate spatial resolution achievable using molecular 
arrays, and has promising applications in ultra-high density data storages.  
 
 
6.2 ClAlPc thin films on HOPG  
ClAlPc thin films were deposited at a constant rate of 0.15 ML min
-1 
on HOPG 
substrates at room temperature. Before the HOPG surface is fully covered, 
ClAlPc molecules aggregate into either single-layer or bi-layer islands with 
irregular shapes on the graphite terraces. Large-scale STM images of the HOPG 
surface with 0.8 ML ClAlPc coverage are shown in Figure 6.2. In Figure 6.2a 
(150×150 nm
2
), a single-layer ClAlPc island (right) with irregular-shape edge 
(white dashed line) is formed and coexists with bare HOPG surface with 
dissociated molecules (left). This single-layer island is composed of two domains 
(separated by the red dashed line) rotated relative to each other. Red arrows 
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denote the molecular stripe direction for the top and bottom domains respectively. 
Figure 6.2b (50×50 nm
2
) demonstrates the formation of a single-layer + bi-layer 
island, where the bare HOPG surface is also observable at the left side of the 
image.  
 
Figure 6.2 Large-scaled STM images demonstrate the formation of the single-layer + bi-layer 
ClAlPc film at 0.8 ML coverage. (a) 150×150 nm
2
, Vtip = 2.4 V; and (b) 50×50 nm
2
, Vtip = 2.6 V. 
 
 
  In Figure 6.3, high-resolution STM images show the supramolecular packing 
structures of the single-layer ClAlPc islands on HOPG. At the 1
st
 monolayer, most 
ClAlPc molecules (> 98%) appear as a four-lobe feature with a bright central 
protrusion. The protrusions are in orange in panels 6.3a, c and d, and in white in 
panels 6.3e and f, and are attributed to Cl atoms pointing out of the molecular π-
planes. This molecular protrusion suggests that the ClAlPc molecules adopt the 
Cl-up configuration (Figure 6.1b). Thus, a molecular dipole monolayer is formed 
on the graphite as the ClAlPc molecular dipoles are neatly aligned up. Two 
overall arrangements coexist in the 1
st
 monolayer, namely an ordered phase 
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(Figure 6.3a-d) and a disordered phase (Figure 6.3 e and f). The molecularly 
resolved STM image of Figure 6.3a (30×30 nm
2
) corresponds to the close-packed 
ordered phase with 4-fold symmetry, where brighter and dimmer defects are 
observable. Figure 6.3c and d are enlarged images corresponding to panel 6.3a, 
which are captured at different tip bias (2.4 V and -2.4 V respectively, and Iset = 
0.1 nA) at the same area. The square unit cell highlighted in panel 6.3c has 
dimensions of 1.51×1.51 nm
2
. The molecule with brighter contrast compared to 
its surrounding molecules at both positive and negative tip bias (indicated by 
purple arrows), is suggested to be ClAlPc molecules with Cl-down configuration 
at the 1
st
 layer; and the molecule with dimmer contrast (denoted by green arrows) 
is attributed to an impurity from the ClAlPc molecular source. 
      Figure 6.3e (50×50 nm
2
) and its corresponding zoom-in image in Figure 6.3f 
(15×15 nm
2
) demonstrate the arrangement of the disordered phase. Dashed lines 
in panel 6.3f indicate that the ClAlPc molecules are packing into long molecular 
stripes extending over the HOPG terraces. Two different domains, namely S- and 
R- domains with different in-plane molecular orientations, are observed in the 
disordered region. The S- and R- domains possess the same periodicity of about 
1.51 nm along the strip direction (dashed lines). By defining an azimuth angle θ 
between the ClAlPc molecular axis and the stripe direction, we have θS = 20°±2° 
(between the blue arrow and the white dashed line) for the S-domain and θR = 
60°±2° (between the green arrow and the black dashed line) for the R-domain. 
The supramolecular arrangement of the S-domain is actually the same as that of 
the ordered phase (Figure 6.3a-d) with square unit cell. The disordered phase is 
                                                                                                              Chapter 6. Dipolar Molecle: ClAlPc  
134 
 
predominantly comprised of the S-domains (more than 80%), and the insertions of 
the R-domains are the result of the lack of long-range order. As highlighted by the 
short purple line AB, the intermolecular spacing between two nearest neighboring 
S- and R- molecules (from central Cl atom to Cl atom) is of 1.70 ± 0.02 nm, 
which is larger than the intermolecular spacing of 1.51 nm along the molecular 
stripe. Thus, the mismatch between the neighboring molecular stripes can enlarge 
the spacing between two neighboring molecular dipoles, which helps to reduce 
the in-plane stress of the molecular dipole monolayer. 




Figure 6.3 Single-layer ClAlPc islands on HOPG. (a) The well-ordered phase of the 1
st
 layer 
ClAlPc on HOPG (30×30 nm
2
, Vtip = 2 V); (c) and (d) are correspondingly enlarged image 
recorded at the same area at different tip bias, 2.4 V and -2.4 V respectively (Iset = 0.1 nA, 15 ×15 
nm
2
); (b) Proposed molecular model for the square unit cell in panel (c).  (e) Large-scale STM 
image (50×50 nm
2
, Vtip = 2.5 V), and (f) a zoom-in image of the disordered region comprising S- 
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and R- domains. The arrows denote the molecular axis (15×15 nm
2
, Vtip = 2.5 V), where green 
ones for the R-domains, and blue ones for the S-domains. 
    
    
The STM image in Figure 6.4 displays a single-layer + bi-layer island of 
ClAlPc on HOPG. The bright domain on the left-hand side represents the bi-layer 
ClAlPc film, while the dimmer domain on the right-hand side corresponds to the 
monolayer film. The lateral profile in Figure 6.4c corresponding to the black line 
in panel 6.4a reveals the height difference of ~0.3 nm between the bi-layer and 
single-layer films, which similar to the layer height of other planar Pc (e. g., 
F16CuPc or CuPc) monolayer with flat-lying configuration.
27
 The enlarged STM 
image with sub-molecular resolution in Figure 6.4b demonstrates the 
supramolecular packing structure of the 2
nd
 layer ClAlPc. As noted by the 
imposed molecular models at the lower right corner, each four-lobe feature with a 
central depression at positive tip-bias represents a 2
nd
 layer ClAlPc molecule. 
Such molecular characteristic is similar to other planar Pc molecules under STM 
imaging.
27
 The dark four-lobe features highlighted by the white circle in Figure 
6.4a are attributed to ClAlPc vacancies in the 2
nd
 layer. The 2
nd
 layer ClAlPc 
molecules are suggested to adopt the Cl-down configuration, in contrast to the 1
st
 
layer ones preferring the Cl-up configuration. The 2
nd
 layer ClAlPc molecules are 
also close packed with 4-fold symmetry. The 2
nd
 layer has the same 1.51 × 1.51 
nm
2 
square unit cell as the ordered domain of the 1
st
 monolayer. Through close 
inspections of the edges of the bi-layer islands, we find that the 2
nd
 layer ClAlPc 
molecule perches on the center of the 1
st
 layer unit cell (ordered domains). The 
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 layers is shown in the schematic drawing in 
Figure 6.4d, where the purple molecule with a gray center represents the 1
st
 layer 
molecule with Cl-up configuration and the blue one represents the 2
nd
 layer 
molecule with Cl-down configuration (Cl atom is not observable). Such bi-layer 
packing structure of the ClAlPc film has been suggested previously by the 
measurement of metastable atom electron spectroscopy.
12 
It also has been 




Figure 6.4 (a) Large-scale STM image shows the formation of the single-layer + bi-layer ClAlPc 
island, where the white circle highlights three ClAlPc molecular vacancies (60×60 nm
2
, Vtip = 2.8 
V). (b) A zoom-in of the 2
nd
 layer region (10×10 nm
2
, Vtip = 2 V). (c) The lateral profile 
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corresponding to the black line in panel (a) reveals a height difference of 3 Å. (d) Proposed 
stacking structure of the ClAlPc bi-layer film, where the purple molecules represent the 1
st
 layer 
molecules and the blue one represents the 2
nd
 layer molecule. 
 
 
6.3 The formation of molecular dipole chain arrays via nanoscale 
phase separation 
Molecular-resolved STM images in Figure 6.5 demonstrate the formation of 
ClAlPc molecular chain arrays via nanoscale phase separation by the co-
adsorption with DIP molecules (certain amount of DIP was subsequently 
deposited on the HOPG surface covered with sub-monolayer ClAlPc at RT, or 
vice versa). At the ClAlPc:DIP co-adsorption ratio of 1:1, a highly ordered 
binary molecular array is formed by an alternating arrangement of a single 
ClAlPc molecular chain with a single DIP molecular chain as shown in Figure 
6.5a and its corresponding zoom-in image in Figure 6.5c. Every bright 
protrusion in orange corresponds to the central Cl atom of each ClAlPc 
molecule with Cl-up configuration, and the leaf-like pattern is attributed to the 
DIP molecules.
28
 In decreasing the ClAlPc:DIP ratio to 2:3 (Figure 6.5b), the 
ClAlPc molecular chain array is interconnected by single or double DIP 
molecular chains without long range order, where the label ‘S’ refers to a 
single DIP molecular chain and ‘D’ to a double one. A well-ordered 
arrangement is formed as the ClAlPc:DIP ratio is further decreased to 1:2 
(Figure 6.5d), comprising single ClAlPc molecular dipole chains separated by 
double DIP molecular chains. The approximately rectangular unit cells of two 
ordered molecular dipole arrays are denoted in Figure 6.5c and d respectively, 
                                                                                                              Chapter 6. Dipolar Molecle: ClAlPc  
139 
 
with dimensions of 1.51 × 2.65 nm
2
 for the 1:1 array and enlarged to 1.51 × 
3.78 nm
2
 for the 1:2 array. Correspondingly, the proposed molecular models 
are shown in Figure 6.5e and f respectively. Thus, the molecular dipole chains 
can be formed at various relative molecular coverages of ClAlPc and DIP with 
tunable inter-chain separation. 




Figure 6.5 Molecular dipole chain arrays formed by the co-adsorption of ClAlPc and DIP 
molecules: (a) large-scale and (c) enlarged STM images at the ClAlPc:DIP ratio of 1:1 (panel a, 50 
× 50 nm
2
, Vtip = 2.2 V; panel c, 15 × 15 nm
2
, Vtip = 20 V); (b) DIP-rich phase (30 × 30 nm
2
, Vtip = 
2.0 V), and (d) at the lower ClAlPc:DIP ratio of 1:2 (15 × 15 nm
2
, Vtip = 2.2 V). (e) and (d) are 
schematic models showing the supramolecular packing structure of panel (c) and (d) respectively. 
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Similar nanoscale phase separations were observed in the binary molecular 
system of DIP with non-dipolar CuPc phthalocyanine molecule. Figure 6.6 shows 
the supramolecular packing structures of CuPc:DIP binary monolayers with 
different relative molecular ratios. Large-scale images in Figure 6.6a and b 
correspond to the CuPc-rich region and DIP-rich region respectively, where the 
CuPc chains have brighter contrast compared to the DIP chains. As previously 
observed for ClAlPc, 1D linear CuPc molecular chains and DIP molecular chains 
are formed. In the CuPc-rich region, single DIP molecular chains are 
interconnected through single- or multi- CuPc molecular chains (Figure 6.6a). In 
Figure 6.6c with CuPc:DIP ratio of 1:1, an ordered binary molecular array is 
formed comprising alternating single CuPc and single DIP molecular chains, 
similar to that in Figure 6.5c. The unit cell is highlighted by the white rectangle 
with dimensions of c1=1.50 nm and d1=2.60 nm. At the CuPc:DIP ratio of 1:2 
(Figure 6.6b and d), single CuPc molecular chains are separated by double DIP 
molecular chains, thereby forming a larger rectangle unit cell with c2=1.50 nm 
and d2=3.72 nm. Such formation of linear CuPc:DIP molecular chain arrays by 
nanoscale phase separation has also been observed on Ag(111).
14
 It suggests that 
such nanoscale phase separation is a common feature in the binary systems of 
some planar/non-planar phthalocyanine with DIP. 




Figure 6.6 Large-scale STM images show (a) the CuPc-rich region and (b) DIP-rich region (panel 
a, 30 × 30 nm
2
, Vtip = 2.0 V; panel b, 50 × 50 nm
2
, Vtip = 2.0 V) for the CuPc:DIP binary system on 
graphite.. (c) and (d) correspond to the ordered phases formed at the CuPc:DIP ratios of 1:1 and 
1:2 respectively, whose schematic molecular model is given below each STM image. (panel c, 15 
× 15 nm
2
, Vtip = 2.0 V; panel d,  10 × 10 nm
2
, Vtip = 2.2 V) 
                                                                                                              Chapter 6. Dipolar Molecle: ClAlPc  
143 
 
6.4 Single-molecule manipulation 
     Molecular switches on surfaces are of great interest because they are potential 
components in single-molecule-based functional devices. Here, we demonstrate 
that a single-molecule switch can be obtained via reversible transformations of the 
ClAlPc molecular configurations in the close-packed layer. We operated and 
characterized the switch by LT-STM at both 4 K and 77K, and only the STM 
images recorded at 4K were discussed here. As previously shown in Figure 6.2, 
most of the 1
st
 layer ClAlPc molecules are absorbed on HOPG surface with Cl-up 
configuration; the ones adopting Cl-down configuration are easily distinguished 
as they have brighter contrast without central protrusion comparing to the Cl-up 
molecules. The configuration switch from the Cl-up (denoted as ‘1’ state) to Cl-
down (denoted as ‘0’ state) can be induced by positioning the tip above the 
molecule and subsequently applying a positive-bias voltage pulse. As 
demonstrated in Figure 6.7a, after applying a (4.5 V, 2 ms) pulse atop a target 
ClAlPc molecule, the molecule flipped from ‘1’ to ‘0’ as marked by the yellow 
arrow. Subsequently, a series of (4.5 V, 2 ms) pulses were applied sequentially as 
the tip was positioned above different molecules marked by green crosses in 
Figure 6.7a-e. The underlying molecules were correspondingly switched from ‘1’ 
states to ‘0’ states as shown in Figure 6.7b-f. During the applications of pulses, 
the tip was held at constant-height (e.g., Vset = 2.2 V, Iset = 80 pA, and a tip-
molecule separation D of about 10 Å). The ClAlPc molecular features in panel a-e 
are a bit different from that in panel f, which is suggested to be caused by 
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different tip states. Nevertheless, the central protrusion of the Cl-up molecules 
and the brighter contrast of the Cl-down molecules are still distinguishable. 
 
 
Figure 6.7 Sequence of STM images illustrating individual switching of Cl-up molecules (‘1’) to 
Cl-down molecules (‘0’) on HOPG surface. The target molecules in state ‘1’ are denoted by green 
crosses in panel a, b, c, d, and e. After applying a series (4.5 V, 2 ms) pulses, the addressed 
molecules consequently flipped to state ‘0’ as indicated by the yellow arrows in panel b, c, d, e 
and f respectively. (Sizes: 7 × 20 nm
2
; Vtip = 2.2 V, Iset = 80 pA; 4 K). 
 
 
The single-molecule switching is controllable and confined to the specifically 
addressed molecule. Thereby, specific patterns can be written on the molecular 
dipole monolayer. The high-resolution STM images in Figure 6.8 demonstrate the 
process of writing a label ‘N’ on the molecule-dot matrix, where each ClAlPc 
molecule represents a pixel. The ClAlPc molecules are neatly aligned in Cl-up 
configuration in Figure 6.8a, where a defect (impurity) is indicated by a purple 
arrow. After applying (4.5 V, 2 ms) pulses at 7 different Cl-up molecules (denoted 
by green crosses) sequentially as described above, the target molecules flipped 
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into Cl-down states as shown in Figure 6.8b. The molecular configuration can 
also be transformed reversibly from ‘0’ to ‘1’ conformation. We applied a 
negative pulse (-3 V, 2 ms) at a Cl-down molecule (denoted by the red cross) in 
panel 6.8b, and found that it reversely flipped to the Cl-up configuration in Figure 
6.8c. This molecule (indicated by yellow arrow in Figure 6.8c) transformed to ‘0’ 
state again by applying the positive pulse (Figure 6.8d). The other molecule that 
revealed the reversable manipulation is highlighted by the red cross in Figure 6.8c, 
and is correspondingly switched back to ‘1’ state in Figure 6.8d. In Figure 6.8d, 
the letter ‘N’ is successfully written in an area of 12 × 20 nm2. The reverse 
manipulation suggests that this dipolar molecule could be used as high-density 
storage bits, as it is possible to write, read and erase information on the molecular 
dipole arrays. The density of the storage made of such dipolar molecules could 
reach 40 TBits per cm
2
, which is hundreds times of the highest density has been 
reached nowadays. 
 




Figure 6.8 A letter ‘N’ is written on the molecule-dot matrix by STM. Green crosses denote the 
target molecules applied with positive-bias tip voltage pulses, and the red ones applied with 
negative-bias pulses. (a) - (d) were subsequently recorded at the same area after applying bias 
voltage pulses, where the purple arrows mark the same defect molecule. The yellow arrow in 
panel c highlights the reversable manipulation of a molecule: ‘1’ to ‘0’ from panel a to b, ‘0’ to ‘1’ 




The switching manipulations are clearly dependent on the sign of the bias pulse. 
Hence, we suggest that electrostatic force between the tip and the molecule is the 
driving mechanism that controls the molecular switching. As demonstrated in the 
schematic drawing of Figure 6.9, the ClAlPc molecule is actually exposed in an 
external electric field formed between the tip and the substrate during the 
application of bias pulse (and also STM scanning process). The electric field is of 
the order of 10
9
 V/cm as the tip-sample separation is typically around 10 Å. The 
electric field surrounding the tip is dependent on its curvature, and has the highest 
field intensity at the vicinity of the tip.
29, 30
 When a positive-bias pulse is applied 
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to the Cl-up molecule, the molecule is lifted up by the attractive electrostatic force 
between the positive-charged tip and the negative-charged Cl atom, making it 
unstable and causing it to flip into the Cl-down configuration. As the tip-molecule 
(sample) separation is typically around 10 Å and the space between the ClAlPc 
molecular π-plane and the graphite substrate is around 3 Å, the total tip-graphite 
separation is 13 Å (if the tip is precisely positioned atop the Cl atom, the tip-
graphite separation could be 15 Å if we take into account the length of the Al-Cl 
bond at about 2 Å). The dimensions of the ClAlPc are shown in Figure 6.1, where 
the width of the molecule is about 12.3 Å, and the radius of the porphyrine is 
about 6.8 Å. Thus, the separation geometry between the tip and the graphite 
allows the underlying ClAlPc molecule to flip over. The Cl-down configuration is 
more stable under positive-charged tip due to the repulsive force between the 
positive-charged tip and the positive-charged Al atom. Conversely, the switching 
from Cl-down state to Cl-up state is facilitated by a negative-bias voltage pulse, as 
the positive-charged Al atom is attracted upwards to the negative-charged tip. 
Further experiments are required to confirm our proposed mechanism. 
        




Figure 6.9 The schematic drawing demonstrates the possible mechanism that controls the 
molecular switching: (a) Cl-up state flips to Cl-down state by positive-bias voltage pulse and (b) 




In summary, the formation of molecular dipole chain arrays has been 
demonstrated by in-situ LT-STM imaging. The pure ClAlPc single layer film 
forms a well-ordered molecular dipole monolayer array with the Cl-up 
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configuration on graphite surface. Disordered domains are also observable at the 
1
st
 monolayer to reduce the in-plane dipolar stress. The 2
nd
 layer ClAlPc 
molecules adopt Cl-down configuration and stack atop the ordered domains of the 
1
st
 monolayer with the same periodicity. After co-adsorption of sub-monolayer 
ClAlPc with DIP, molecular dipole chain arrays can be fabricated with various 
inter-chain separations at different relative molecular coverages. In the binary 
molecular system of CuPc with DIP, nanoscale phase separation is also 
observable, resulting in the formation of similar molecular chain arrays. Single-
molecule manipulation controlled by an STM tip is also demonstrated at 4K. The 
controlled flipping of individual ClAlPc molecules from Cl-up to Cl-down and 
vice versa is attributed to strong electrostatic forces. The precise and reversible 
control makes the ClAlPc molecule a promising basic information bit for 
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 Conclusions and Future Research 
 
7.1 Summary of This Thesis 
The work presented herein aimed to study 2D molecular self-assemblies on solid 
surfaces or surface-supported nanotemplates by LT-STM. Highly ordered 
molecular arrays stabilized by non-covalent interactions, including van der Waals 
force, intermolecular hydrogen bonding, intermolecular dipole-dipole interaction, 
interfacial π-π interaction and so on were successfully fabricated by careful design 
and selection of molecular building blocks and supporting substrates. It has been 
demonstrated that the 2D supramolecular arrangements (size and overall pattern) 
largely rely on the nature of the molecular building blocks (e. g., functionality, 
electronic properties, shape and size) as well as the underlying substrate. That is 
to say, to control the formation of 2D multicomponent molecular assemblies, the 
ability to manipulate the local molecular environment is very crucial. 
     In the first part of this work (chapter 3), in situ LT-STM and synchrotron-
based high-resolution PES and NEXAFS measurements were utilized to study the 
supramolecular arrangement, molecular orientation, and electronic structures of 
ultrathin F16CuPc films and DIP ﬁlms on surfaces. It was found that F16CuPc 
molecules adopt the lying-down configuration on HOPG when the film thickness 
is below 5 nm (about 10-15 ML). The DIP molecules also lie flat on HOPG at one 
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monolayer thickness; when the film thickness increases to 10 nm, the DIP 
molecules adopt the lying-down configuration with their molecular planes slightly 
tilted away from the substrate. Such lying-down configurations are facilitated by 
the molecule-graphite interfacial π-π interactions. In contrast, DIP molecules 
stand upright on inert SiO2 substrate due to weak interfacial interaction. 
Furthermore, the IP difference between the standing-up (on SiO2) and lying-down 
(on HOPG) DIP films were studied by PES experiments. The IP was found to be 
orientation-dependent. The standing-up DIP film has lower IP compared to the 
lying-down film. The detailed investigations of how the supramolecular packing 
structures of π-conjugated planar molecules on surfaces, determined by the subtle 
competition between intermolecular interactions and molecule-substrate 
interactions, enable us to better control the organic film properties (e. g., 
molecular orientation and electronic energy level alignments).  
      We developed a novel bottom-up approach to fabricate tunable 2D binary 
molecular networks stabilized by multiple intermolecular hydrogen bonds on 
graphite in chapter 4. By embedding different guest molecules (CuPc, 6P, 
pentacene or DIP) into the host molecular matrix (F16CuPc monolayer), various 
molecular arrays with tunable intermolecular separations were formed. It is 
revealed that the supramolecular packing structures can be controlled by careful 
selection of molecular building blocks with appropriate geometry (size and shape) 
as well as relative molecular ratio in bi-component systems. By MD and DFT 
simulations, we confirmed that the structural stability of these binary systems is 
sustained through the formation of multiple intermolecular C-F
…
H-C hydrogen 
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bonds between the electronegative peripheral F atoms of F16CuPc and the 
electropositive peripheral H atoms of CuPc, 6P, pentacene or DIP. The simulated 
results also suggested F
…
H distances of ~2.5-2.6 Å for the possible C-F
…
H-C 
hydrogen bonds in these networks, which are typical of weak hydrogen bonds. 
The fabrication of these tunable binary molecular networks suggests a promising 
route to design and construct tunable and robust molecular nanostructure arrays 
for molecular sensors, molecular spintronic devices, and single-molecular p-n 
nanojunctions.       
    Some of the binary molecular networks fabricated previously can be used as 
nano-templates to accommodate incoming guest molecules at specific adsorption 
sites. In chapter 5, we demonstrated the assembly of 2
nd
 layer F16CuPc molecules 
on the DIP:F16CuPc network formed at the ratio of 2:1 and 6P:F16CuPc linear 
chain arrays. In both systems, the 2
nd
 layer F16CuPc molecules precisely adsorb 
atop the same type of molecules of the underlying host networks to form regular 
patterns, namely 2
nd
 layer molecular dots and chain arrays respectively. Such 
preferential adsorption is attributed to interfacial π-π interactions between the 1st 
layer and 2
nd
 layer F16CuPc molecules. The utilization of interfacial π-π 
interactions to trap functional organic molecules at specific adsorption sites 
provides a possible method to fabricate organic nanostructure arrays over 
macroscopic areas. The studies of the preferential adsorptions atop 2D molecular 
networks are also helpful for the understanding of intermolecular interactions and 
kinetic growth processes at the atomic scale. 
SIN 
SIN 
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Finally, ClAlPc molecule with permanent electric polarity, a promising 
material for high-density data-storage bits, single-molecule switches, biosensors 
and so on, is investigated in chapter 6. The formation of a molecular dipole 
monolayer on graphite surface by assembling ClAlPc molecules in a Cl-up 
configuration has been demonstrated by LT-STM. In contrast, the 2
nd
 layer 
ClAlPc molecules adopt a Cl-down configuration. We also investigated the 
formation of ClAlPc molecular chain arrays via nanoscale phase separation by the 
co-adsorption with DIP molecules. 1D molecular dipole chains are fabricated at 
different ClAlPc:DIP ratios with tunable inter-chain separation. Similar nanoscale 
phase separation is also observed in CuPc:DIP system, which suggests that this is 
a common phenomenon in binary systems of different phthalocyanine molecules 
with DIP. A tip-induced single-molecule switch is demonstrated via reversible 
manipulations of the ClAlPc molecular configurations, from Cl-up to Cl-down 
and vice versa, in the ClAlPc close-packed monolayer. The reversible single-
molecule manipulation makes it become possible to write, read and erase 
information on the molecular dipole monolayer, and makes this dipolar molecule 
a possible candidate for use as a high-density storage bit. 
 
 
7.2 Future Work 
In this thesis, we have studied the self-assembly of different π-conjugated 
organic molecular systems on solid surfaces and surface-supported nanotemplates 
guided by various intermolecular interactions and molecule-substrate interactions. 
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However, the electronic properties of the well-defined 2D supramolecular 
networks (e. g., surface energy potential and electronic energy level alignment) as 
well as their potential applications are less clear so far. The construction of 
organic devices or molecular electronics based on molecular self-assembly is still 
in its infancy. 
Theoretical simulations based on MD and DFT were employed to support some 
of our experimental results, e. g., roles played by the relatively weak C-F
…
H-C 
hydrogen bonding in some binary molecular systems. However, because of the 
restrictions of present simulation methods and computational power, it is 
impossible to obtain very precise formation energies involved in the molecular 
self-assemblies, such as intermolecular binding energies and molecule-substrate 
adsorption energies. Furthermore, subtle competitions among various relatively 
weak interactions (e. g., van der Waals forces, interfacial π-π interactions, and 
intermolecular dipole-dipole interactions) are still distinguishable. 
Complementary experiments and supporting simulation work are needed in order 
to address these outstanding issues. 
   Proposed future work includes: 
(1) Measurements of the electronic properties of the 2D supramolecular 
nanostructures, including both mono- and bi- component systems. STS and 
PES measurements with high resolution can be used to determine possible 
charge transfer between neighboring molecules of the multi-component 
networks, or the electronic energy level alignments of the organic thin films, 
especially for those component molecules processing high charge carrier 
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mobility. 
(2) Complementary experiments to determine the underlying mechanism that 
controls the single-molecule flipping of ClAlPc molecules on HOPG. It 
would be necessary to investigate the relationships between the switching 
probability and the pulse voltage, and also the tip-molecule separation. 
Measurements of the ClAlPc molecular conductivity at different 
configurations via STS are also needed.  
(3) Studies of the molecular self-assembly on other surfaces such as Au(111), 
Ag(111) and Cu(111). The π-conjugated organic molecules usually have 
stronger molecule-substrate interactions with metallic single-crystal 
substrates than with graphite. In order to obtain a comprehensive 
understanding of how the molecule-substrate interactions affect the 
supramolecular packing structure and hence the electronic properties of the 
organic thin films, it is necessary to systematically study and compare the 
molecular assemblies on different substrates. 
(4) Studies of other organic molecules with desirable functionalities, especially 
dipolar and magnetic molecules which have potential applications in 
molecular memory or spintronic devices. The routine fabrication of stable, 
regular molecular dipole or electronic spin arrays would be advantageous. 
Moreover, investigations of the supramolecular self-assembly mediated by 
dipole-dipole interactions or spin-spin coupling would be of interest, and 
which are seldom reported. 
 
