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We describe the theory and implementation of a practical algorithm for computing a
Sylow subgroup of a permutation group and for nding an element that conjugates
one Sylow subgroup to another. The performance of the current implementations in
the Magma system represents a signicant improvement on previous implementations
for many important classes of examples and generally extends the range of realistic
applicability to groups of much larger degrees than before.
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1. Introduction
The computation of Sylow subgroups in nite groups has been an important and chal-
lenging problem throughout the history of computational group theory. Descriptions of
implemented algorithms in the domain of nite permutation groups are described in
Butler and Cannon (1989, 1991) and Holt (1991). Other important ideas have been
proposed and implemented in the Cayley language by Atkinson and Neumann (1990).
Building on results in Kantor (1985) and Kantor and Taylor (1988), Kantor (1991) nally
proved, with considerable diculty and by extensive application of the classication of
nite simple groups, that the problems of nding Sylow subgroups and nding an element
to conjugate one Sylow subgroup to another are solvable in polynomial time in permu-
tation groups. He did not claim that these methods are practical, however. For example,
in one situation the original permutation domain of size n is replaced by one of size n2,
which would be out of the question for a group on as few as 10 000 points. The methods
also require algorithms for recognizing the various families of nite simple groups and
for reconstructing their natural permutation or matrix representations from an arbitrary
representation. These are currently a long way from being practical, although it is to be
hoped that they will eventually become amenable to implementation.
In this paper, we describe new algorithms for these problems that have been imple-
mented within the Magma system (Bosma and Cannon, 1993; Bosma et al., 1994; Cannon
and Playoust, 1996; Bosma et al., 1997). We have tested them extensively on a wide va-
riety of examples and have included a complete report on their performance, with a large
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collection of timings. The performance demonstrates that, in many dierent situations,
they extend the scope of these algorithms to groups of considerably larger orders and
degrees than was previously feasible.
The components of permutation group algorithms that take up the most time, and
which fail to complete in polynomial time, are generally those that involve backtrack
searches. These include standard implementations of algorithms for centralizers of ele-
ments and subgroups, intersections of subgroups, normalizers of subgroups and testing
for conjugacy of elements and subgroups.
Our aim is to use a divide and conquer approach to reduce the problems to groups of
smaller orders and degrees as far as possible and to only use backtrack methods when we
have no other option. This is the same philosophy as the approach described in Butler
and Cannon (1991) and Atkinson and Neumann (1990), but we push the ideas consid-
erably further and, in particular, we use the O’Nan{Scott decomposition for primitive
permutation groups. An algorithm that uses this decomposition to nd the socle and
socle factors of a primitive permutation group is described in Cannon and Holt (1997).
We are currently obliged to use a backtrack search algorithm to compute the central-
izers of one or more p-elements when attempting to compute the Sylow p-subgroup of
a nite non-abelian simple group acting primitively. A centralizer computation is also
required to nd a regular normal subgroup of a primitive group. (This takes place within
the function PrimitiveSocle, which is described in Cannon and Holt (1997).) Fortu-
nately, the current implementation of the centralizer algorithm due to Leon (1991) is
very ecient.
As a part of the reduction of the general problem of nding a Sylow subgroup of a
permutation group G, we sometimes need to solve the conjugation problem in a group
of smaller degree or order than G. This idea was rst proposed by Kantor (1985). This
problem can itself often be reduced by dividing and conquering, but we do eventually
need to resort to a backtrack search. Fortunately, after all of the reductions, this usually
takes place in a group that is considerably smaller both in order and degree than the
original group G.
When we describe the algorithms, we shall take for granted the ability to carry out cer-
tain well-understood components of the computations. For example, we assume that the
orders of the groups involved and their subgroups can be calculated (using the concepts
of base and strong generating set) and that orbits of group actions and systems of blocks
of imprimitivity can be found. (A good general reference for computational permutation
group theory is Butler (1991).) We assume also that various natural homomorphisms
that arise in the study of permutation groups can be computed, in the sense that images
and preimages of elements and subgroups under these homomorphisms can be calculated
quickly. These homomorphisms include constituent maps onto the induced action of a
group on one of its orbits and the block homomorphism onto the induced action on a
system of blocks of imprimitivity. Our assumption is that these facilities and others, such
as computing centralizers of elements and subgroups, normal closures and commutator
subgroups, are already available in the implementation package; in particular, they are
already built into the Magma system.
The paper is organized as follows. In Section 2, we present the algorithm for nding
a Sylow p-subgroup of a permutation group for a given prime p. Since the theory of the
algorithm uses only the O’Nan{Scott Theorem (which is discussed and stated in full in
Cannon and Holt (1997)) and Sylow’s theorems, little is required in the way of proving
correctness. In Section 3, we describe the algorithm for nding a conjugating element
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given two Sylow p-subgroups of a permutation group. In Section 4, we present some
performance gures on a variety of examples, which we compare with existing published
gures.
2. Finding Sylow Subgroups
The outer structure of the algorithm for nding Sylow p-subgroups is straightforward
and can be stated concisely as follows. It is a recursive function and may call itself on
groups of smaller orders or degrees. It is assumed that a base and strong generating set
have already been computed for the input group G, and so the order of G is known and
stabilizers can be calculated quickly.
Algorithm (Sylow.)
Input: A permutation group G on a nite set X, and a prime number p.
Output: A Sylow p-subgroup of G.
1. (i) If G is a p-group then return G.
(ii) If p does not divide jGj then return the trivial subgroup.
(iii) If p2 does not divide jGj then let P := SylowOneGen(G; p). If P is dened then
return P .
2. If G is intransitive on X then return SylowIntransitive(G; p).
3. If G is the alternating or symmetric group on X then return its Sylow p-subgroup.
4. If p does not divide jXj then choose x 2 X and return Sylow(Gx; p).
5. If G is imprimitive on X then return SylowImprimitive(G; p).
6. Return SylowPrimitive(G; p).
The rst two cases in Step 1 are trivial. The third one is not strictly necessary, but
experience has shown that it saves a lot of time in the majority of examples. The algorithm
SylowOneGen(G; p) consists simply of choosing random elements of G (which we can do
using the base and strong generating set) until one is found of order divisible by p, then
raising this to a suitable power to get an element g of order p and returning hgi. It has
been shown by Isaacs et al. (1995) that, for any permutation group G of order divisible
by the prime p, the proportion of elements in G of order divisible by p is at least 1=d,
where d is the degree of the group. We can therefore expect to nd a suitable element
within d random choices. However, in many examples, the proportion is much higher
than this. For groups of degrees up to about 1000, we therefore continue searching until
we nd the required element. For groups of larger degree, if, after 1000 choices of random
elements, we fail to nd such a g then we give up (in which case SylowOneGen(G; p)
returns nothing and P is undened) and proceed to Step 2.
In Step 3, we perform a fast probabilistic test for whetherG is alternating or symmetric.
If so, then the structure of the Sylow p-subgroup is well known and is an iterated wreath
product of cyclic p-groups (with a slight complication for p = 2 in the alternating case).
Generators for this can be written down easily. The reduction in Step 4 is obvious and
requires no further comment.
The function SylowImprimitive itself splits into two parts, according to whether
there is a unique minimal system of imprimitivity for G or not. (The same is true
for the algorithm Socle described in Cannon and Holt (1997).) We shall call these
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two parts SylowImprimitiveBlk1 and SylowImprimitiveBlk2. In fact, the procedures
SylowIntransitive and SylowImprimitiveBlk2 are easy reductions, made possible by
the following lemma. These two reductions (and also the reduction to the point stabilizer
in Step 4 of Sylow) were also applied by Atkinson and Neumann (1990). In fact, the
proof for the intransitive reduction is given by Butler and Cannon (1991).
Lemma 2.1. Let G be a nite group having normal subgroups M and N with M \N = 1
and let  : G ! G=M and  : G ! G=N be the natural epimorphisms. For some
prime p, let Q=M 2 Sylp(G=M) and Q = −1(Q=M) and then let R=N 2 Sylp(Q(Q))
and P = −1Q (R=N). Then P 2 Sylp(G).
Proof. Clearly Q contains a Sylow p-subgroup of G and, since M \N = 1, Q \N is a
p-group, and hence a Sylow p-subgroup of N . Similarly, R contains a Sylow p-subgroup
of G and R = PN , where PN=N = P=(P \N) is a p-group. But, by denition of −1Q ,
we have P \N = Q \N and so P is a p-group and the result follows. 2
By using Lemma 2.1, we can nd a Sylow p-subgroup of an intransitive group G as
follows. Let G have an orbit X1 and let Y = X nX1. Find QX1 2 Sylp(GX1) recursively,
let Q be the inverse image of QX1 in G, nd PY 2 Sylp(QY ) and let P be its inverse
image in Q. Then P 2 Sylp(G). The normal subgroups M and N in the lemma are the
kernels of the induced actions of G on X1 and Y .
In fact, GY may well be intransitive itself. Since setting up homomorphisms onto
actions of permutation groups on xed subsets involves a certain computational cost, it
is better to minimize this and to avoid multiple recursion as far as possible. We therefore
proceed as follows.
Algorithm (SylowIntransitive.)
Input: A permutation group G acting intransitively on a nite set X and a prime num-
ber p.
Output: A Sylow p-subgroup of G.
LetX1; : : : ; Xr be the orbits ofG onX and let i : G! GXi be the associated constituent
homomorphisms.
1. Set Q := G and i := 1.
2. While Q is not a p-group do the following:
(i) Let R := Sylow(i(Q); p) and Q := −1i (R).
(ii) i := i+ 1.
3. Return Q.
The case of two minimal block systems can also be handled by using Lemma 2.1, since
the kernels of the group actions on the two block systems must have trivial intersec-
tion. (As otherwise, the orbits of this intersection would form a non-trivial block system
contained in both of the given minimal ones.)
Sylow Subgroups 307
Algorithm (SylowImprimitiveBlk2.)
Input: A permutation group G acting imprimitively on a nite set X with two distinct
minimal block systems and a prime number p.
Output: A Sylow p-subgroup of G.
Let 1 and 2 be the two distinct minimal block systems on X preserved by G and let
i : G! Gi , for i = 1; 2, be the associated homomorphisms.
1. Let R := Sylow(1(Q); p) and Q := −11 (R).
2. If Q is a p-group then return Q.
3. Let S := Sylow(2(Q); p) and P := −12 (S). Return P .
The remaining two cases, where G is either primitive or imprimitive with a
unique minimal block system, are less straightforward. They both use the function
ConjSylow(G;P1; P2) which returns an element of G that conjugates one given Sy-
low p-subgroup P1 of G to another, P2. This will be presented in the next section. The
former also uses the functions PrimitiveSocle and PrimitiveSocleAction described
in Cannon and Holt (1997) and the procedure HomSylow, which is the Sylow subgroup
algorithm described by Butler and Cannon (1991). For completeness, we shall provide a
concise statement of HomSylow at the end of this section, but refer the reader to Butler
and Cannon (1991) for a detailed discussion and justication.
Algorithm (SylowImprimitiveBlk1.)
Input: A permutation group G acting imprimitively on a nite set X with a unique
minimal block system and a prime number p.
Output: A Sylow p-subgroup of G.
Let  be the minimal block system on X preserved by G and let  : G ! G be the
associated homomorphism.
1. Let R := Sylow((G); p) and Q := −1(R).
2. If Q is a p-group then return Q.
3. If Q < G then return Sylow(Q; p).
4. At this stage G is a p-group. Let Γ be a maximal block system preserved by G
on X with associated homomorphism γ : G! GΓ. Then GΓ has order p.
5. Let K := Ker(γ) and Q := Sylow(K; p).
6. Choose g 2 G nK and let h := ConjSylow(K;Qg; Q). Then gh 2 NG(Q).
7. Let the order of gh be qr, with q a power of p and r coprime to p. Return hQ; (gh)ri.
Proof of Correctness. Steps 1{3 require no comment. In Step 4, it follows from the
uniqueness of  that  is contained in Γ, and so GΓ is a primitive p-group and must
have order p. Steps 5 and 6 require no comment. In Step 7, (gh)r is an element of order
a power of p that normalizes Q and does not lie in Q, and so hQ; (gh)ri 2 Sylp(G). Note
that the kernel K in Step 5 is intransitive and so we get an immediate reduction when
we apply ConjSylow to K in Step 6. 2
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Algorithm (SylowPrimitive.)
Input: A permutation group G acting primitively on a nite set X and a prime number p
dividing jXj.
Output: A Sylow p-subgroup of G.
1. Let S := PrimitiveSocle(G).
2. If S is abelian then it is an elementary abelian p-group. Let Q := Sylow(Gx; p) for
some x 2 X and return hS;Qi.
3. If S is simple then return HomSylow(G;S; p).
4. Let A; := PrimitiveSocleAction(G). (Here A is the action group and
 : G! A is the associated homomorphism.)
5. If A = 1 then S = S1  S2, with Si simple and acting regularly on X. Let x 2 X
and Q := Sylow(Gx; p) and return Sylow(hQ;S1i; p).
6. If A is not a p-group then let Q := Sylow(A; p), R := −1(Q). Return Sylow(R; p).
7. NowA is a p-group. Let Γ be a maximal block system preserved byA with associated
homomorphism γ : A ! AΓ. Then AΓ has order p. (In the case when jAj = p, we
let Γ be the trivial block system, where the blocks have size 1.)
8. Let L := Ker(γ), K := −1(L) and Q := Sylow(K; p).
9. Choose g 2 G nK and let h := ConjSylow(K;Qg; Q). Then gh 2 NG(Q).
10. Let the order of gh be qr, with q a power of p and r coprime to p. Return hQ; (gh)ri.
Proof of Correctness. Steps 1{4 require no comment. The assertion in Step 5 fol-
lows from the O’Nan{Scott Theorem, which is fully stated in Cannon and Holt (1997)
and, since S1 is a regular normal subgroup, it is clear that hQ;S1i contains a Sylow
p-subgroup of G. Furthermore, jGxj is a multiple of jS2j and is therefore composite, and
so hQ;S1i is a proper subgroup of G and the recursive call of Sylow is valid. Step 6 is
clear and Steps 7{10 are essentially the same as Steps 4{7 of SylowImprimitiveBlk1.
Note that the kernel K in Step 8 is imprimitive with at least two distinct minimal block
systems, so we get an immediate good reduction when we apply ConjSylow to K in
Step 9. 2
The statement of HomSylow that follows is slightly more general than the one de-
scribed in Butler and Cannon (1991) (and Bosma and Cannon (1992)) in that a normal
subgroup N of G (which may of course be G itself) is specied as part of the input.
This enables the search for a central p-element to be restricted to N . It is called by
SylowPrimitive in the case when N is a non-abelian simple group and G  Aut(N).
Algorithm (HomSylow.)
Input: A permutation group G acting primitively on a nite set X, a normal subgroup N
of G and a prime number p dividing jGj, where jGj > p.
Output: A Sylow p-subgroup of G.
1. If p does not divide jN j then replace N by G.
2. Choose random elements g of N and let o be the order of g. If o is divisible by p,
then let h := go=p.
3. For each such h, calculate H := CG(h). If p does not divide [G : H] then return
Sylow(H; p).
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4. If, after computing three centralizers H in Step 3, no H has been found with [G : H]
coprime to p, then let H be the centralizer with the largest p-part found so far and
proceed as follows.
5. Let Q := Sylow(H; p). Search through the elements k of order p in Z(Q).
6. For each such k, compute K := CG(k). If p does not divide [G : K] then return
Sylow(K; p)
Note that in Step 3 we cannot have H = G, since G is assumed to be primitive with
an order greater than p, but if H = G then the cycles of h would form a non-trivial block
system.
HomSylow was investigated extensively in Butler and Cannon (1991) and so we shall
conne ourselves to a few comments here. The computational cost involved lies almost
entirely in the computation of the centralizers and so it is important to nd heuristics
which are likely to reduce the number of centralizers that need to be calculated. Further
experimentation is needed here. Note that the recursive computations of Sylow(H; p)
and Sylow(K; p) in Steps 3 and 6 tend to be relatively easy, since the kernel of the
action of H or K on the orbits of length p is a p-group.
3. Conjugating Sylow Subgroups
The problem to be discussed in this section is that of nding a conjugating element for
two given Sylow p-subgroups of a nite permutation group. The current default method
used in computational group theory systems is the backtrack search, using the orbit
structure of the groups to prune the search tree. We shall call this ConjSylowBacktrack.
It is discussed in Butler (1983) and we shall say no more about it here. Since it is fast for
groups of small degree, it usually turns out to be quicker to use it immediately in such
cases rather than to start using reductions.
The outer description of our algorithm is similar in structure to that of Sylow.
Algorithm (ConjSylow.)
Input: A permutation group G on a nite set X and two Sylow p-subgroups P and Q
of G, for some prime p.
Output: An element g 2 G with P g = Q.
1. If P = Q then return the identity.
2. If jXj  10 then return ConjSylowBacktrack(G;P;Q).
3. If, for some orbit X1 of the action of G on X, p does not divide jX1j, then P
and Q must x points x and y of X1. Find h 2 G with xh = y, let g :=
ConjSylow(Gy; Ph; Q) and return hg.
4. If G is intransitive on X then return ConjSylowIntransitive(G;P;Q).
5. If G is imprimitive on X then return ConjSylowImprimitive(G;P;Q).
6. Return ConjSylowPrimitive(G;P;Q).
The correctness of the above algorithm is clear. Once again, the imprimitive case splits
into two parts, ConjSylowBlk1 and ConjSylowBlk2, according to whether or not there
is a unique minimal block system on X preserved by G. The intransitive case, and the
case in which there is more than one minimal block system, are easy reductions based
on the following lemma.
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Lemma 3.1. Let G be a nite group having normal subgroups M and N with M\N = 1.
Let P and Q be two Sylow p-subgroups of G for some prime p and suppose that PM =
QM and PN = QN . Then P = Q.
Proof. Let g 2 P . Then g = q1m = q2n with q1; q2 2 Q, m 2 M and n 2 N . Then
q−11 q2 = mn
−1 2 MN . But, since M and N are normal and disjoint, they generate a
direct product M N , and so Q \ (M N) = (Q \M) (Q \N). Therefore m;n 2 Q
and so P  Q. Similarly Q  P and the result follows. 2
Corollary 3.2. Let G be a nite group having normal subgroups Ni for 1  i  r, withT
iNi = 1, and suppose that P and Q are two Sylow p-subgroups of G with PNi = QNi
for 1  i  r. Then P = Q.
Proof. This is a straightforward induction, using Lemma 3.1. 2
Algorithm (ConjSylowIntransitive.)
Input: A permutation group G acting intransitively on a nite set X and two Sylow
p-subgroups P and Q of G, for some prime p.
Output: An element g 2 G with P g = Q.
LetX1; : : : ; Xr be the orbits ofG onX and let i : G! GXi be the associated constituent
homomorphisms.
1. Set R := P , H := G, g := 1 and i := 1.
2. While R is not equal to Q do the following.
(i) Let h := ConjSylow(i(H); i(R); i(Q)) and let h 2 G with i(h) = h.
(ii) Put R := Rh, H := −1i (i(R)) and g := gh.
(iii) i := i+ 1.
3. Return g.
Proof of Correctness. Since P g = R at all times, if the algorithm terminates then
it certainly returns g with P g = Q. After the ith iteration of the loop, we have i(H) =
i(R) = i(Q), which is a p-group, and conjugations of R in subsequent iterations do
not change i(R). So after the rth iteration (if we get that far), we have i(R) = i(Q)
for i = 1; : : : ; r or, in other words, RKi = QKi, where Ki = Ker(i). Since the Ki have
trivial intersection, we have R = Q from Corollary 3.2 and the algorithm terminates. 2
The justication for the case with two minimal block systems is similar, and depends
on Lemma 3.1.
Algorithm (ConjSylowImprimitiveBlk2.)
Input: A permutation group G acting imprimitively on a nite set X with two distinct
minimal block systems and Sylow p-subgroups P and Q for some prime p.
Output: An element g 2 G with P g = Q.
Let 1 and 2 be the two distinct minimal block systems on X preserved by G and let
i : G! Gi , for i = 1; 2, be the associated homomorphisms.
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1. Let g := ConjSylow(1(G); 1(P ); 1(Q)) and let g 2 G with 1(g) = g.
2. Let R := P g and H := −11 (1(R)). If R = Q then return g.
3. Let h := ConjSylow(2(H); 2(R); 2(Q)) and let h 2 G with 2(h) = h. Re-
turn gh.
For the unique minimal block system case, there are still some reductions that we can
make, but eventually we have to resort to the standard backtrack search. Note that in
Step 4 of the following algorithm we again save time by jumping straight to the backtrack
for quite small degrees.
Algorithm (ConjSylowImprimitiveBlk1.)
Input: A permutation group G acting imprimitively on a nite set X with a unique
minimal block system and Sylow p-subgroups P and Q for some prime p.
Output: An element g 2 G with P g = Q.
Let  be the minimal block system on X preserved by G and let  : G ! G be the
associated homomorphism.
1 Let g := ConjSylow((G); (P ); (Q)) and let g 2 G with (g) = g.
2 Let R := P g and H := −1(R).
3 If H < G then let h := ConjSylow(H;R;Q) and return gh.
4 If jXj  20 then let h := ConjSylowBacktrack(H;R;Q) and return gh.
5 Otherwise let K := Ker().
6 If R \K is not normal in G then
(i) Let h := ConjSylow(K;R \K;Q \K).
(ii) Let R := Rh and H := hR;Qi.
(iii) Let k := ConjSylow(H;R;Q) and return ghk.
7 Let h := ConjSylowBacktrack(H;R;Q) and return gh.
Note that after replacing R by Rh in Step 6(ii), we have R \ K = Q \ K which is
normal in both R and Q. Therefore H = hR;Qi enjoys the property that R\K is normal
in H and hence H must be a proper subgroup of G, since we are assuming that G does
not have that property.
Finally, for the primitive case, there is little that remains for us but to use the backtrack
search method. However, it would be possible to analyse the structure of the primitive
group G using the O’Nan{Scott reduction (as we did in the Sylow subgroup algorithm)
and we could then apply reductions of the same type as in Step 6 of the preceding
algorithm in an attempt to reduce the order of G. So far, we have not found it worthwhile
to do this, but it could become so when we start to apply the algorithm to still larger
groups than at present.
Algorithm (ConjSylowPrimitive.)
Input: A permutation group G acting primitively on a nite set X and Sylow p-subgroups
P and Q for some prime p.
Output: An element g 2 G with P g = Q.
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Table 1. Almost simple primitive groups.
Group Degree Order Factored order Prime Time
Co3 276 4:96 1011 210:37:53:7:11:23 2 0.62
3 0.77
5 0.44
Co2 2300 4:23 1013 218:36:53:7:11:23 2 6.74
3 2.28
5 4.01
O0N 122 760 4:61 1011 29:34:5:73:11:19:31 2 202
3 182
7 55.8
L8(2) 255 5:35 1018 228:35:52:72:17:31:127 2 2.43
3 4.03
127 0.20
L2(2003) 2004 4:02 109 22:3:7:11:13:167:2003 2 45.7
2003 241
S8(3) 3280 6:58 1016 214:316:52:7:13:41 2 20.8
3 4.44
5 6.08
L12(2) 4095 6:44 1042 266:38:53:74:11: 2 148
13.17.23.31.73.89.127 3 77.0
5 411
7 2142
31 83.2
L13(2) 8191 2:16 1050 278:38:53:74:11: 2 412
13:17:23:312:73:89: 3 339
127:8191 5 189
7 9751
L7(4) 5461 7:27 1028 242:38:53:72:11:13: 2 60.8
17:31:43:127 3 78.4
5 39.0
7 36.1
L5(9) 7381 7:87 1022 215:320:52:7:112:13: 2 25.2
41:61 3 31.6
5 17.5
7 3.97
11 12.34
L6(8) 37 449 3:98 1031 245:37:5:75:13:19:31: 2 433
732:151 3 2914
5 13.99
7 574
73 156
PΓU(3; 27) 19 684 1:69 1012 26:310:72:13:19:37 2 38.5
3 16.6
7 20.5
1. If G has a regular normal p-subgroup, then return ConjSylow(Gx; Px; Qx) for some
x 2 X.
2. Let H := hP;Qi. If H 6= G then return ConjSylow(H;P;Q)
3. Otherwise return ConjSylowBacktrack(G;P;Q).
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Table 2. Primitive groups with regular normal subgroups.
Group Degree Order Factored Order Prime Time
AGL(6; 3) 729 6:13 1019 213:321:5:7:112:132 2 6.94
3 6.84
11 5.30
13 3.81
S4 op S6 4096 1:38 1011 222:38:5 2 11.95
3 1.42
AΓL(2; 81) 6561 1:12 1012 211:312:52:41 2 13.07
3 38.6
5 12.6
AGL(3; 29) 24 389 3:42 1017 27:3:5:73:13:296:67 2 45.05
7 36.2
29 396
AGL(9; 3) 19 683 4:89 1042 220:345:52:7:112: 2 541
133:41:757:1093 3 770
5 339
AGL(15; 2) 32 768 5:10 1071 2120:39:53:75:11:12:17: 2 6299
23:313:43:73:89: 3 3054
1272:151:8191 5 2739
7 1
73 7.26
127 6963
8191 118
4. Performance Statistics
The four tables present cpu times in seconds for the current Magma implementation
of the function Sylow described in Sections 2 and 3 on a large variety of examples of
varying orders and degrees. These runs were carried out on a SparcStation 20 computer
at Warwick University with 256 Mb of core memory and about three times as much
swap space. Due to the random processes involved in many of the algorithms, the times
will normally vary by up to approximately 20% on the same group and even more so in
some cases. Occasionally we got atypically fast times by simply working with the natural
representation for the example, as returned by the relevant Magma function. This was
particularly noticeable for the wreath products and so in these cases we conjugated the
group generators by a random permutation in the symmetric group before starting. We
did not compile separate tables for imprimitive and intransitive groups, since the recursive
nature of the algorithm means that it is being applied to such groups frequently in any
case while running on the tabulated examples. (In many cases, the prime does not divide
the degree and so there is an immediate reduction to the point stabilizer, which is often
an intransitive group.)
The notation used in the tables requires a little explanation. We have used the ATLAS
notation (Conway et al., 1985) for simple groups. If X and Y are permutation groups
of degrees c and d respectively, then X o Y denotes the standard imprimitive wreath
product of degree cd, whereas X op Y denotes the product action of the wreath product
of degree cd that occurs in Case (IIa) of the O’Nan{Scott Theorem. This is a primitive
group whenever X is primitive and Y is transitive. We use X od Y for the action of the
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Table 3. Other types of primitive groups.
Group Degree Order Factored order Prime Time
PGL(2; 7) op S4 4096 3:05 1011 219:35:74 2 62.00
3 0.95
7 0.86
S5 op S5 3125 2:99 1012 218:36:56 2 1.87
3 1.15
5 53.6
S7 op S5 16 807 1:95 1020 222:311:56:75 2 12.37
3 11.87
5 9.07
7 284
M211 7920 6:27 107 28:34:52:112 2 9.81
3 7.23
5 6.86
11 5.44
PSL(2; 7) od S3 28 224 2:84 107 210:34:73 2 82.77
3 124
7 44.4
wreath product by multiplication on the cosets of a diagonal subgroup of Xd or the direct
product of diagonal subgroups of Xd=2. These are used as examples of Cases (IIb{d) of
the O’Nan{Scott Theorem.
The most recent published gures on implementations of Sylow subgroup algorithms
appear to be in Butler (1993), where six dierent algorithms are compared. The timings
there are on a DECstation 5000, which is of a comparable power with the SparcStation
(but probably a few times slower). The examples there are limited to almost simple
groups and so the only direct comparisons possible are with our data in Table 1. On the
common examples, such as Co3, Co2, L7(4) and L5(9), our procedure is always several
times faster, but the most satisfactory aspect is that the timings in Butler (1993) include
occasional disasters, which we have not encountered at all in these particular examples.
We have included numerous examples of wreath products, since these have proved
in the past to be dicult examples for Sylow subgroup algorithms. However, previous
published timings for such examples, such as those in Atkinson and Neumann (1990),
are too old to be useful for comparison purposes and are for much smaller examples than
we are dealing with here.
In fact, as one might have expected from complexity arguments, our implementation is
very well behaved, even for very large degrees and group orders, except when it encounters
one of the three known potentially slow points in the algorithm. These are:
1. The calculation of centralizers in HomSylow in the almost simple case.
2. The calculation of a centralizer when nding an elementary abelian regular normal
subgroup in SylowPrimitive.
3. The use of ConjSylowBacktrack in the procedures ConjSylowPrimitive and Conj-
SylowImprimitiveBlk1.
The rst of these becomes observable most rapidly in primitive groups with a large
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Table 4. Imprimitive wreath products.
Group Degree Order Factored order Prime Time
S3 o L2(31) 96 1:18 1029 227:333:5:31 2 26.47
3 9.50
S9 oA12 108 1:25 1075 293:353:514:713:11 2 108
3 78.1
5 63.9
7 61.8
S25 oA5 125 5:38 10127 2112:351:531:715: 2 251
1110:135:175: 3 149
195:235 5 34 568
7 101
11 99
13 92
S4 o S32 128 3:86 1079 2127:346:57:74:112: 2 276.9
132:17:19:23:29:31 3 155
S27 o S9 243 7:81 10257 2214:3121:555:728: 2 6696
1118:1318:179: 3 5793
199:239 5 57 887
7 164 605
Co3 oAGL(3; 2) 2208 4:90 1096 286:357:524:79: 2 463
118:238 3 211
5 162
7 238
11 140
23 119
L6(4) o S5 6825 7:39 10104 2153:331:516:710: 2 4241
115:135:175:315 3 463
5 21 190
7 303
11 302
13 279
17 301
31 302
AGL(7; 3) oA5 10 935 1:30 10134 272:3141:56:75: 2 3031
1110:1310:10935 3 4174
5 2730
7 1512
11 1606
13 1636
1093 1601
order relative to their degree, such as the groups Ln(2). For example, in L12(2) with
primes 5 and 7 and L13(2) with prime 7, almost all of the time (2130 out of 2142 s in
the latter case) is taken up with centralizer calculations. Timings in these examples can
vary wildly from run to run, depending on how many centralizers need to be calculated
before a p-element central in a Sylow subgroup is found. In L14(2) with the prime 3
and L15(2) with prime 7, it was not possible to compute a single centralizer within two
days of continuous cpu time. We do not have any immediate ideas for improving this
particular bottleneck.
The second slow situation listed above does not seem to cause signicant problems
in the range of examples considered and it never took up more than about half of the
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total time in the examples in Table 2. Its eect is observable in the examples AGL(9; 3)
(prime 3), AGL(3; 29) (prime 29) and AGL(15; 2) (prime 2), however.
The third slow situation is most noticeable in the imprimitive wreath product examples
(Table 4). For example, in the largest time of all, which was 164 605 s for the prime 7
in S27 o S9, 161 668 s of this was taken up with a single call of ConjSylowBacktrack
and in the 34 568 s for the prime 5 in S25 o S5, 34 469 s are taken up with one call of
ConjSylowBacktrack. We believe that we can signicantly improve the performance of
this procedure in the near future by using some of the ideas in Holt (1991) to prune the
search tree in the backtrack search.
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