This paper describes techniques for estimation, prediction and conditional simulation of two-parameter lognormal diffusion random fields which are diffusions on each coordinate and satisfy a particular Markov property. The estimates of the drift and diffusion coefficients, which characterize the lognormal diffusion random field under certain conditions, are used for obtaining kriging predictors. The conditional simulations are obtained using the estimates of the drift and diffusion coefficients, kriging prediction and unconditional simulation for the lognormal diffusion random field.
Introduction
Lognormal random fields represent the technically more complex stage of lognormal modelling. Problems as parameter estimation, lognormal kriging, estimation based on lognormal maximum entropy, simulation, among others, are generally undertaken introducing the lognormal random field as a random field whose logarithm is a Gaussian random field, without reference to any specific diffusion structure (see, for example, Christakos 1992; Cressie 1993) . When the structure of the lognormal random field is a diffusion, the latter approach is useful in the analysis of first passage through barriers, to obtain associated Itô equations and both Kolmogorov's forwardbackward equations, etc.
Nowadays, increased emphasis in the formulation of dynamic models for the transport of chemical or biological agents leads to study diffusions and, particularly, Gaussian and lognormal diffusion random fields. Among the contributions to theoretical foundations for 2D diffusion random fields, see Nualart (1983) . In this context, Gutiérrez et al. (2005) have considered lognormal random field models which are diffusions on each coordinate. The drift, involving exogenous factors, and diffusion coefficient, which characterize a 2D lognormal diffusion under certain conditions, are estimated by maximum likelihood. For data on a regular grid, an alternative method is proposed to estimate the diffusion coefficient.
In this work, the estimates of the drift and the diffusion coefficients given in Gutiérrez et al. (2005) are used for obtaining predictions and conditional simulations. The contents are organized as follows. First, the 2D lognormal random field model is introduced. Second, estimation of the drift and diffusion coefficients based on a discrete finite set of data is given. Finally, aspects related to kriging and conditional simulation are addressed and illustrated.
Lognormal Diffusion Random Fields
Lognormal diffusion processes are commonly used in the formulation of dynamic models applied in Environmental Sciences and especially in the analysis of economic variables. When the parameter space is a subset of R 2 + , Nualart (1983) introduced a class of two-parameter random fields which are diffusions on each coordinate and satisfy a particular Markov property related to partial ordering in R 2 + . Using this theory, a 2D lognormal diffusion random field can be introduced as follows.
Let X (z) : z = (s, t) ∈ I = 0, S × [0, T] ⊂ R 2 + be a positive-valued Markov random field, defined on a probability space ( , A, P), where X (0, 0) is assumed to be constant or a lognormal random variable with E [ln X (0, 0)] = φ 0 and var (ln X (0, 0)) = σ 2 0 . The distribution of the random field is determined by the following transition probabilities:
+ and B is a Borel subset. We suppose that the transition densities exist and are given by and withã andB being continuous functions on I.
is then a Gaussian diffusion random field, withã andB being, respectively, the drift and diffusion coefficients, andã 1 ,ã 2 ,B 1 andB 2 being the corresponding one-parameter drift and diffusion coefficients, wherẽ
for all z = (s, t) ∈ I, x ∈ R + . Furthermore, if z = (s, t), z = s , t ∈ I, using the Markov property and the series expansion of the characteristic function we can obtain the distribution of the random vector (Y s , t , Y s, t , Y s , t , Y (s, t) ) and conclude that
where we write z ∧ z for s ∧ s , t ∧ t , with '∧' denoting the minimum. Therefore we can assert that {X (z) : z ∈ I} is a lognormal diffusion random field, and the one-parameter processes which appear fixing each coordinate of the parameter space are lognormal diffusions with one-parameter drift and diffusion coefficients given by
These coefficients can be calculated, following their definition, as the infinitesimal moments of first and second order. Under suitable regularity conditions, it is possible to obtain a SPDE (stochastic partial differential equation) formulation for a 2D diffusion random field. In fact, we need hypotheses I-V stated in Nualart (1983) to be satisfied, in order to apply Theorem 2.8 established in that paper. These hypotheses and the uniqueness of solution have been proved by the authors to hold for the lognormal diffusion random field considered. Thus, there exists a 2D Wiener random field {W (z) : z ∈ I} (adjoining, if it is necessary, a new probability space) such that {X (z) : z ∈ I} is the only diffusion random field satisfying the following SPDE:
This aspect is not essential for the approach considered in this work, although it provides an alternative interesting interpretation of the random field formulation considered.
Henceforth we will assume that the conditions usually considered for estimation of the drift and diffusion coefficients in the one-parameter case hold; that is,
Estimation of the Drift and Diffusion Coefficients
Let {X (z) : z ∈ I} be a lognormal diffusion random field and {Y (z) : z ∈ I} the associated Gaussian diffusion random field. Let us denote
MLEs for the Drift and Diffusion Coefficients Using Exogenous Factors
In this subsection it will be assumed that m
for some appropriate choice of r.
In this case, the drift coefficientã of Y is a linear combination of several known functions, set h 1 (z) , ..., h p (z) : z ∈ I , with real coefficients φ 1 ,..., φ p :
and differentiating the appropriate log-likelihood function with respect to φ andB (see Gutiérrez et al. 2005) , the MLEs for the drift and diffusion coefficients are, respectively,
where m * Y = Fφ * .
Estimation of the Diffusion Coefficient from Data on a Regular Grid
Let us expound an alternative method to estimate the diffusion coefficient for data obtained on a regular grid in R 2 + . Let z = (s, t) be a point in a set S of locations included in the regular grid and let us denote the 2D four-point increment of Y given by
for h, k > 0. Taking into account that the variance of this increment,
does not depend on the location z, but only on the area hk, the diffusion coefficientB can be estimated using a similar approach to Matheron's estimator for the variogram (see, for example, Cressie 1993), considering here 2D four-point increments, as follows.
Under the implicit condition that z
and |N (hk)| is the number of different elements in N (hk). If the mean is unknown, it can be estimated using (1) by m * Y (z) = p α=0 φ * α f α (z). Finally, an estimate for B, denotedB * * , can be obtained from the slope of the 'best' straight line starting at the origing and approximating the set of points (hk, var (Y ( hk (z)))) calculated (see Fig. 2 ). In this work the usual least-squares criterion will be used for optimality. 
Numerical Examples
We describe some numerical examples illustrating prediction and conditional simulation for a lognormal diffusion random field under the approaches considered. First, using simulated data on a regular grid, the two estimation methods for the diffusion coefficient respectively described in Sections 3.1 and 3.2 are compared, considering the case of known non constant mean (for the associated Gaussian random field). Second, we obtain a prediction and a conditional simulation for a lognormal diffusion random field (see Fig. 1 ). The parameter space considered is I = [0, 1.65] × [0, 1.05]. Parameter estimates are obtained based on data X, consisting of the values corresponding to the 7 × 7 regular grid, G, with SW corner at the origin (0, 0) and NE corner at point (1.65, 1.05). Kriging predictions and simulations are obtained on a regular 19 × 19 grid, S, set determined by the same corner points. Note that, for simplicity, in this example G ⊂ S. Unconditionally simulated realizations are obtained by the method of unconstrained simulation described in Christakos (1992) .
We consider a lognormal diffusion random field with non constant mean, with φ 0 = 0.25,ã (z) = −2, for all z ∈ I, andB = 1. Assuming that the mean of the associated Gaussian random field is known, Table 1 gives the estimates of the diffusion coefficient,B * andB * * , obtained for 16 independent unconstrained simulations for this random field. Figure 2 shows, as a example, the regression line from whichB * * was obtained in simulation 1.
In this case and in several other cases studied by the authors, the maximum likelihood estimation method overall provides more accurate estimates for the diffusion coefficient than the alternative method based on evaluation of 2D fourpoint increments. Lack of stability in the estimateB * * can be possibly overcome by robust estimation of the slope of var (Y ( hk (z) )) vs. hk instead of using the leastsquares approach.
For the example of prediction and conditional simulation we consider the previous diffusion and data obtained in simulation 1. The mean of the associated Gaussian random field is known, with φ 0 = 0.25,ã (z) = −2, for all z ∈ I, and following the above remarks, in this work we will use the maximum likelihood method for the estimation of the diffusion coefficient, that is,B * = 1.1115. Thus, for z = (s, t) ∈ I,
Using Eq. 3 we have calculated 19 × 19 predictions by simple lognormal kriging. An unbiased predictor of X(z) is given bŷ
The results are plotted in Fig. 3 . As for simulation, we have considered a practical method for genera-ting conditional simulations that combines unconditional simulation and kriging, described in Yuh-Ming and Hugh Ellis (1997) . This technique yields an unbiased conditional simulation (with respect to sample data) and reproduces conditional variances. Basically, this method provides conditional simulations correcting unconditional simulations through the comparison of the kriging prediction based on the raw data and the kriging prediction based on the unconditional simulation data on G. Let us consider the log-transformed n−dimensional random vector, Y = (ln X (z 1 ), ln X (z 2 ), ..., ln X (z n )) t = ln X. We can summarize the procedure as follows:
Step 1 Estimate the mean and the variance of the associated Gaussian random field, if they are unknown, using the estimates given in Eqs. 1 and 2 with raw data Y = ln X. Step 2 Predict { y (z i ) : z i ∈ S} based on the raw data Y and using the predictor of simple kriging (which uses the estimates calculated in step 1).
Step 3 Calculate unconditionally simulated realizations {y u (z i ) : z i ∈ S} based on the method of unconstrained simulation and using the estimates calculated in step 1.
Step 4 Calculate the set of predictions y u (z i ) : z i ∈ S based on the data {y u (z i ) : z i ∈ G} and using the predictor of simple kriging (which is calculated using the estimates obtained in step 1).
Step 5 Calculate conditional simulation realizations of Y by
Step 6 Calculate conditional simulation realizations of X by
For the example considered (here the mean of the associated Gaussian random field is known), using Eq. 3, if z i ∈ S we obtain in step 2
where Y is the log-transformed raw data. Similarly in step 4, if z i ∈ S,
where Y u = (y u (z 1 ), ..., y u (z n )) is the vector of unconditional simulations obtained in step 3 but only using the data simulated on G. Note that the remaining unconditional simulated data are used in step 5. Figure 4 displays a contour-level plot for the 19 × 19 conditional simulation realization based on the data of simulation 1, and Fig. 5 displays the original contourlevel plot.
Conclusions
We have studied prediction and conditional simulation for a 2D lognormal diffusion random field, including exogenous factors in its formulation. These random fields are not intrinsically stationary, and then well-known related techniques cannot be applied. The methods considered here allows us to use well-known techniques for estimation and prediction, such as simple kriging, and for conditional simulation.
For real applications, we are considering possible extensions like the study of non-constant diffusion-type values at the boundary axes as well as higher-dimension spatial, spatio-temporal formulations and the development of validation techniques.
