Abstract. In this paper we introduce the notion of a characteristic matrix for a large class of unbounded operators and study the precise connection between characteristic matrices and spectral properties of evolutionary systems. In particular, we study so-called multiplicity theorems. Several examples will illustrate our results.
Introduction
Many problems involving differential equations may be analyzed in terms of some holomorphic matrix function which in a natural way is associated with the problem. For example, to find the solutions of an ordinary differential equation (1) x = Ax, x(0) = Xo, where A is an n x n-matrix and xo £ C , one has to analyze the matrix function A(z) = zl-A.
Indeed, if m = m (X, A) denotes the multiplicity of X as zero of detA and k = k(X, A) denotes the multiplicity of X as pole of the matrix function A-1 , then there exist m independent solutions of the form p(t)ekt, where A is a zero of detA and p is a polynomial of degree at most k -1 whose coefficients may be described in terms of the Jordan chains of the matrix A at X. In the language of matrices this observation is equivalent to (2) dimW.er((XI -A)k) = m and follows from the Jordan canonical form for A .
There are important classes of infinite dimensional problems where a similar phenomenon appears. To illustrate this, consider the following retarded functional differential equation (RFDE) (see Hale [13] and Verduyn Lunel [30] ) (3) x(t) = Lxt, where L is a continuous mapping from the space of continuous functions C[-h, 0] into R" and xt £ C[-h, 0] denotes the state x,(8) = x(t + 8) for -h < 8 < 0.
To find elementary solutions for (3), we substitute solutions of the form x(t) = eXtxo into (3) and find that X must satisfy (4) detA ( (4) is an entire function of positive exponential type and has an infinite number of roots. But one can prove that there are exactly m(X, A) independent elementary solutions of the form p(f)eXt, where p is a polynomial of degree at most k(X, A) -1 and X a zero of detA. This result is known as "a folk theorem in functional differential equations" and was first proved by Levinger [22] .
In a more abstract approach towards (3) the connection between (1) and (3) can be made even closer. Translation along the solution defines a strongly continuous semigroup S(t) : X -> X of bounded operators on a Banach space A for both (1) and (3) , that is, (i) 5(0) = /;
(ii) S(tx + t2) = S(tx)S(t2) for tx, t2 > 0 ; (iii) S(t)ç) -tp -* 0 in norm as 11 0.
For equation ( 1 ) the semigroup is given by eAl : C" -> C" (6) x0 "-> eAtx0
and, in fact, is a group of bounded operators. For equation ( 
f~xt(-;tp).
In this last case the one-parameter semigroup T(t) does not extend to a group as can easily be seen from the property that (3) yields a bound for the derivative of the solution and hence, the solution becomes more smooth, i.e., differentiable on [0, h], twice differentiable on [h, 2h], etc.
The infinitesimal generator A(X -> A) for a strongly continuous semigroup
S(t) is defined by (8) Atp = lim-t[S(t)f-tp],
where the domain of A equals the set of tp such that the limit in (8) exists. The general theory, e.g., Pazy [27] , implies that A is a closed densely defined (unbounded) operator. For the semigroup given by (6) the infinitesimal generator is just the matrix A, but for the semigroup T(t) given by (7) the infinitesimal generator is indeed unbounded: The elementary solutions of (3) are eigenfunctions and generalized eigenfunctions of A and the spectrum of A just contains point spectrum and is given by (10) <7(y4) = {z:detA(z) = 0}, where A is given by (5) . Thus, the "folk theorem in functional differential equations" can be rephrased as a multiplicity theorem (11) dimKer((A/-,4)^'A>) = m(A,A) which yields the same formula for the unbounded generator A defined by (9) as we found before in the matrix case. The fact that one can find a holomorphic matrix function A for an unbounded operator such that (11) holds is not uncommon. For example, the system of hyperbolic partial differential equations studied by Lopes et al. [23] also satisfies this property as was recently shown by Neves and Lin [26] .
In this paper we describe in more explicit detail the connection between the operator A and the matrix function A, and we extend these results to other classes of equations. To be precise, we show that A and A are related through an equivalence relation (.2) FW(i t°_A)BW.(W J). «O,
where Q c C, and E, F are holomorphic operator functions whose values are bijective mappings between suitable Banach spaces. This equivalence relation yields, in particular, the above-described spectral properties of A and a simple analytic proof for (11) . Furthermore, it clarifies the finite dimensional ingredient in the infinite dimensional dynamical system. Using the equivalence it is straightforward to construct the eigenfunctions and generalized eigenfunctions for the unbounded operator from the Jordan chains for the holomorphic matrix function A. For this reason we call A a characteristic matrix for A whenever (12) holds.
We also develop a general scheme to construct for a given unbounded opr erator A a holomorphic matrix function A with the property that A and A are related through an equivalence relation of the type (12) . The class of unbounded operators to which this scheme may be applied includes many generators for evolutionary systems such as age-dependent population dynamics, a larger class of retarded functional differential equations than considered above, neutral functional differential equations, and the hyperbolic system of partial differential equations mentioned before. The abstract scheme yields a natural choice for the characteristic matrix associated with each of these problems. In this way, the multiplicity theorems in Levinger [22] , Kappel and Wimmer [19] , and Neves and Lin [26] appear as corollaries from the general construction, and new multiplicity theorems are derived for larger classes of functional differential equations and for the Lotka-McKendrick-von Förster equation (see Webb [31] ) which provides a model for age-structured population dynamics.
I. Characteristic matrices for unbounded operators
Preliminaries
Throughout this paper A will denote a complex Banach space. The Banach algebra of bounded linear operators on A endowed with the operator norm is denoted by 2f(X). Further, if A and F denote complex Banach spaces, then S?(X, Y) denotes the vector space of all bounded linear operators between A and F endowed with the operator norm. [29] and Gohberg, Goldberg and Kaashoek [10] .) An unbounded linear operator A on X with domain 3(A) will be denoted by A(X -► X). An operator A(X -> A) is called closed if and only if its graph {(x, Ax) : x £ 3(A)} is closed in A x A. Or equivalently, if 3(A) endowed with the graph norm IMU:=IMI + P*II becomes a Banach space XA . Let A : XA -* X denote the bounded mapping induced by A and I : XA -»• X the bounded embedding from XA into X.
Suppose A(X -» X) is a closed operator, the resolvent set p(A) of A is the set of complex numbers X for which the resolvent R(X, A) = (XI -A)~x exists. The spectrum o (A) of A is defined to be the complement of p(A) in C and the point spectrum op(A) c o(A) is the set of all X £ C such that XI -A is not injective. Further, the resolvent set is open and
is holomorphic from p(A) into £?(X). So, we can use contour integration to study isolated points in the spectrum of A . If X is an isolated point of a (A), then the resolvent can be expanded in a Laurent series around X
1= -oo for 0 < | z -X | < ô and ö small. The coefficients R¡ are bounded linear operators on A given by
where Yx = {z : \ z -X\ = n < ô}. From the resolvent equation
it follows that the residue of R( • , A) at X is a projection
Jrx that is, Px satisfies the equation P2 = Px and induces a direct sum decomposition (1.6) X=Jti®Qi,
where Jfx = ImPx and Qx = KerPx are closed ,4-invariant subspaces. The direct sum (1.6) is called the spectral decomposition corresponding to X, the subspace Jfx is called the generalized eigenspace at X and the projection Px is called the Riesz spectral projection. The space J£x is contained in 3(A) and AJfx C J?x ■ Its dimension is called the algebraic multiplicity of A at X and will be denoted by M(A ; X). If, in addition, M(A ; X) is finite, then X is called an eigenvalue of finite type.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Let X be an eigenvalue of finite type of A . Then the generalized eigenspace Jfx has a basis
such that the matrix A \ Jfx has Jordan normal form with X on the main diagonal. We shall call such a basis a canonical basis of eigenvectors and generalized eigenvectors for A at X. The partitioning of the basis (1.7) corresponds to the partitioning of the Jordan matrix in single Jordan blocks. The numbers vi<v2<---<vp (which do not depend on the particular choice of the basis) are the sizes of the Jordan blocks, and they are called the partial multiplicities of the eigenvalue X. The number of partial multiplicities is the geometric multiplicity of X, i.e., p = dimKer(A7 -A). The largest partial multiplicity vp is that is, the algebraic multiplicity of X considered as an eigenvalue of A is the same as the algebraic multiplicity of X considered as an eigenvalue of A.
Proof. It is clear that op(A) c op(A). So, consider the case when X £ ap(A), then there is a tp £ 3(A) such that Atp = Xtp. Since A is the part of A , this shows that tp must be in the domain of A and hence Atp = Xtp. Thus X £ op(A) and (i) follows using induction with respect to k. To prove (ii) note that if X is an isolated point of a (A) and a (A), then Px(A)\x= Px(A) by definition of the part of A . So, (ii) follows from (i). D Let Xq he an isolated characteristic value of A, then the Jordan chains for A at Xq have finite rank and we can organize the chains according to the procedure described by Gohberg and Sigal [10] . Choose an eigenvector, say xi,o, with maximal rank, say rx . Next, choose a Jordan chain (x^o, ... , xx^x-i) of length rx and let Nx be the complement in Ker(A(Ao)) of the subspace spanned by xx<o ■ In Nx we choose an eigenvector x2,o of maximal rank, say r2, and let (x2¡o, ... , X2,r2-i) be a corresponding Jordan chain of length r2. We continue as follows, let A? be the complement in Nx of the subspace spanned by x2,n and replace Nx by A2 in the above-described procedure.
In this way, we obtain a basis {xx 0, ... , -X/>,o} of Ker(A(An)) and a corresponding canonical system of Jordan chains It is easy to see that the rank of any eigenvector xo corresponding to the characteristic value Xo is always equal to one of the r¡ for 1 < j < p. Thus, the integers rx, ... , rp do not depend on the particular choices made in the procedure described above and are called the zero-multiplicities of A at Xo. Their sum rx -\-\-rp is called the algebraic multiplicity of A at Xq and will be denoted by M(A(X0)).
In The integers {vx, ... ,vn} are uniquely determined by A and the diagonal matrix D is called the local Smith form for A at Xo. This result is a special case of an abstract ring theoretical statement concerning matrices with entries in a principal ideal domain R (see § §8 and 10 in Chapter III of Jacobson [17] ). To get the representation (1.11) one takes for R the ring of all germs of complex functions holomorphic at Xq . For the local Smith form D the Jordan chains are easily determined and it is clear that the set of zero multiplicities is given by {vx, ... ,vn}. Hence, the equivalence (1.11) and Proposition 1.2 show that the algebraic multiplicity of A at X is given by M(A(X)) = Yjul. i=i
On the other hand the equivalence yields det A(z) = detF(z)(z -X0)^<=< "' det£(z) with det .E(An) ¥= 0 and detF(Ao) f 0. So, the multiplicity of X as zero of detA equals the algebraic multiplicity of A at A. We know that
From (2.6) and the equivalence (2.1), it follows that (z/-iM;:) = 0((z-Aor)> and thus
We shall prove that 
Substituting (2.10) into (2.1) we find operator functions E2 and F2, holomorphic on %, whose values are bijective operators, such that,
l=-n denote the singular part in the Laurent expansion of a meromorphic operator function L at Aq . From (2.11) we derive
where
The operator function z h-> E2(z)~xd/dzE2(z) is holomorphic in a neighbourhood of Ao. Therefore, the third term at the right-hand side does vanish. To analyze the remaining terms we need the following lemma (see Gohberg and Sigal [11] ). The operators A and A are well-defined closed linear operators and are closely related. In fact, A is similar to the part of A in the graph of M (see Lemma 3.3 below for the precise formulation). We shall refer to A and ^respectively, as the first and second operator associated with D, L and M. Next, we define the candidate for the characteristic matrix function. Let j : C" -> Jf" be some isomorphism, and set (3.5) A
Here Do is the operator appearing in Hypothesis (H2) on D and Q is as defined in (H2). 
Here D0 is the operator appearing in the second hypothesis (H2) on D.
The definition of the second operator A still makes sense when M is only a bounded operator from XD into C" . Also, the characteristic matrix A remains well defined in this case. Therefore, in the proof of In the proof of Theorem 3.2 we shall construct explicitly an equivalence between extensions of z-A and A(z) when p(A) nil/0.
To do this requires some preparations, which will come later. First we shall prove Theorem 3.1.
Proof of Theorem 3.1. From (HI) and (H2) we find for zeQ := p(D0)
where D is the induced bounded operator from Xp, into A. To prove this direct sum choose tp ^ 0 such that tp £ Ker(z -D) n Ao0, but then tp must be an eigenvector of Do as well and this contradicts z e Q. So,
Since for z £ Q, the mapping (z-Do) is onto, we derive that for every tp e Xp , there exists a tpx £ XDo such that (z -D)tp = (z -D0)<px . Thus
where tp -tpx £ Ker(z -D) and this proves (3.7).
In particular, there exists a holomorphic projection operator function Q: ÇI -» ¿?(XD) such that Q(z)2 = Q(z); Ker(Q(z)) = XDo; Im(Q(z)) = Ker(z -D). In fact, Q is given by (3.8)
Further, since Ker (Q(z)) does not depend on z , we have (3.9) Q(zi) = Q(zi)Q(z2), zi,z2ed.
In the sequel, we only need the action of Q on the range of j. Since ImQ') = Ker(D), 'rlQ(0)v 'r'ßwĤ 
The action of (z -,4) on £(z)( ) is given by 
where Â denotes the range of T-f and zo is such that detA(z0) ^ 0-Then Im(7 -P) = YJAJ-X and P is the projection associated with the direct sum Z~ = YJAj-x®Ñ. For A e rj(^), the algebraic multiplicity of the eigenvalue X equals the order of X as a zero of det A, the partial multiplicities of the eigenvalue X are equal to the zero-multiplicities of X as a characteristic value of A, and the largest partial multiplicity (ascent) of X equals the order of X as a pole of A~x. and is independent of p. For X e a (A), the algebraic multiplicity of the eigenvalue X equals the order of X as a zero of det A, the partial multiplicities of the eigenvalue X are equal to the zero-multiplicities of X as a characteristic value of A, and the largest partial multiplicity (ascent) of X equals the order of X as a pole of A~x. Furthermore, a canonical basis of eigenvectors and generalized eigenvectors for Ap at X may be obtained in Note that the equivalence is not on the whole of C anymore, but on C^ . The operator A has not only point spectrum. (See Naito [25] .) A combination of Lemma 1.9 and Theorem 1.10 now yields the following result on the spectral data of the unbounded operator A defined by (1.16). The well-posedness problem for (2.1) can now be rephrased as the question whether A generates a strongly continuous semigroup on A. In [23] this problem and properties of the corresponding evolutionary system have been studied in the product space frame work A = C" x Lp[0, l]N .
In this section we will show that the unbounded operator A defined by (2.3) can be realized through the construction from § 1.3. Thus, we avoid the question of A generating a strongly continuous semigroup, but the equivalence we finally derive is useful in order to check the Hille-Yosida conditions. Lemma 2. [2] .) It is sufficient to assume that n has an atom at 0, that is, (3.4) Mtp = tp(0)~ [ dp (8) Again, we shall only study A as an unbounded operator and our results hold independently from A being a generator of a strongly continuous semigroup on A. Thus, we can assume that M satisfies (3.3). The following lemma and theorem are similar to Lemma 1.1 and Theorem 1.2 and the proofs will be omitted. In this last example we consider a model from the age-dependent population dynamics. (See Webb [31] .) The model is formulated as a conservation law and the variable p denotes the population density with respect to age a at time t. The time evolution is governed by the Lotka-McKendrick-von Förster equation + -^-)p(a,t) = -p(a)p(a,t), t>0, 0<a<a>, p(0,t)= / ß(a)p(a,t)da, r>0, Jo p(a,0) = tp(a), 0<a<co, 
