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approximately	 50%	 of	 the	 genes	 are	 transcribed	 into	 larger	
transcriptional	 units.	 To	 predict	 operon	 structures,	 numerous	
prediction	 methods	 have	 been	 developed.	 Over	 the	 years,	 the	
complexity	of	 these	methods	has	greatly	 increased,	as	more	and	more	
genomic	 properties	 have	 been	 identified	 with	 which	 operons	 can	 be	
predicted.	In	most	cases	operon	prediction	performance	is	determined	
by	 predicting	 operons	 in	 either	 in	 Escherichia	coli	 or	Bacillus	subtilis,	
using	models	trained	on	verified	transcripts	of	the	same	organism.	
In	 this	study	we	reveal	 that	 the	complex	operon	prediction	models	
result	 in	 a	 strongly	 decreased	 performance	 for	 predicting	 operons	 in	
other	organisms.	Arguably,	 the	purpose	of	operon	prediction	methods	
and/or	 software	 should	 be	 to	 predict	 operons	 for	 numerous	 recently	
sequenced	 genomes	 of	 non‐model	 organisms.	 Here	 we	 show	 that	 for	
predicting	 operons	 in	 non‐model	 organisms,	 basic	 operon	 classifiers	
based	on	only	intergenic	distance	and	gene	direction	and	one	of	several	
machine	 learning	 techniques	 outperform	 other	more	 complex	 operon	
prediction	 methods.	 On	 the	 other	 hand,	 complex	 classifiers	 perform	
very	well	for	the	organisms	they	were	developed	on.		
The	methods	proposed	 in	 this	 study	have	been	 implemented	 in	 an	
easy	 to	 use	 web‐tool	 available	 at	
http://bioinformatics.biol.rug.nl/websoftware/rfweb/	 which	 allows	





In	 prokaryotes,	 operons,	 genes	 transcribed	 to	 polycistronic	
messenger	RNAs,	allow	for	one	of	the	most	important	mechanisms	for	
coordinated	transcriptional	regulation.	Approximately	50%	of	all	genes	
in	 these	 organisms	 are	 transcribed	 in	 operons	 12.	 Information	
concerning	 these	 transcriptional	 units	 is	 extremely	 useful	 in	 several	
fields	of	prokaryotic	research,	as	the	genes	present	 in	operons	are	co‐
transcribed	 and	 often	 also	 functionally	 related	 16.	 For	 the	 bacterial	
model	 organisms	 Escherichia	 coli	 and	 Bacillus	 subtilis,	 hundreds	 of	
polycistronic	 messenger	 RNAs	 have	 been	 experimentally	 verified	 53.	
However,	 as	 experimental	 techniques	 to	 determine	 operons	 (e.g.	







with	 a	 log‐likelihood	based	 classifier	 53.	 Genes	 transcribed	 in	 operons	
are	 generally	 separated	 by	 fewer	 bases	 than	 those	 transcribed	
individually.	 Using	 only	 these	 criteria,	 their	 method	 was	 able	 to	
correctly	predict	approximately	65%	of	the	then	known	transcriptional	
units	 in	E.	coli.	More	 recent	 operon	 prediction	methods	 have	 focused	
their	efforts	on	adding	more	and	more	descriptive	criteria	on	which	to	
base	 their	 predictions.	 Some	 of	 these	 criteria	 ,	 such	 as	 intergenic	
distance	55,	can	easily	be	determined	for	other	non‐model	species,	while	
others,	 such	 as	 functional	 annotations	 16	 or	 co‐expression	 measures,	
require	 extensive	 annotations	 or	 experimental	 data.	 Therefore,	 these	
methods	 are	 often	 only	 applied	 to	well‐studied	 organisms,	 such	 as	E.	
coli	and	B.	subtilis.		
In	 order	 to	 obtain	 accurate	 operon	 classifiers,	 extensive	 sets	 of	
experimentally	 verified	 transcripts	 from	 E.	 coli	and/or	 B.	 subtilis	are	
used	to	optimize	operon	prediction	parameters	and	thresholds.	In	these	
procedures,	 the	 verified	 transcripts	 of	 the	 same	 organism	 are	 often	
used	for	training	the	operon	classification	model	as	well	as	 for	testing	
its	 performance,	 resulting	 in	 an	 intra‐organism	performance	measure	
of	 the	 classifier	 53.	 These	 procedures	 assume	 that	 operons	 across	
different	 organisms	 can	 be	 predicted	 using	 similar	 criteria	 and	 that	
thus	 the	 same	 parameters	 with	 the	 same	 thresholds	 will	 be	 equally	
effective	in	organisms	other	than	the	training	organism.	Therefore,	the	
prediction	 rates	 of	 an	 operon	 classifier	 on	 other	 organisms,	 termed	
here	 cross‐organism,	 are	 rarely	 considered	 42,50.	This	 assumption	may	
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Here	 we	 argue	 that	 cross‐organism	 prediction	 accuracy	 should	 be	
the	major	focus	in	developing	operon	prediction	methods.	To	this	end,	
we	 have	 determined	 the	 relative	 contribution	 of	 various	 features	 to	
predict	operons	in	a	cross‐organism	manner.	We	demonstrate	that	very	
simple	 operon	 predictors	 based	 on	 only	 the	 strandedness	 and	
intergenic	distance	of	the	gene‐pairs	show	a	considerable	improvement	
in	 cross‐species	 performance	 compared	 to	 the	more	 complex	 operon	
prediction	methods	that	are	based	on	numerous	features.	These	simple	
predictors	 are	 highly	 robust	 and	 require	 little	 training	 data	 (see	 this	
study)	and	can	be	applied	to	any	organism	as	they	are	based	on	simple	
features	that	can	be	derived	from	the	genome	sequence	and	annotation.	




To	 determine	 operons	 in	 prokaryotes,	 methods	 predict	 whether	
genes	 located	 adjacently	 on	 the	 genome	 (gene‐pair)	 are	 within	 an	
operon	(WO)	or	span	a	transcriptional	unit	boundary	(TUB).	Both	WO	
and	 TUB	 gene‐pairs	 were	 derived	 from	 experimentally	 verified	
transcripts	 from	E.	coli	and	B.	subtilis	19,80	 and	were	 used	 to	 train	 the	
operon	classifiers.	
To	determine	the	most	informative	features,	the	predictive	value	of	
combinations	 of	 features	 was	 determined	 using	 various	 machine	
learning	 techniques.	 For	 both	E.	coli	and	B.	subtilis,	 ten	 features	were	
selected	that	have	previously	been	used	by	operon	prediction	methods	
(Table	 2).	 These	 features	 were	 tested	 using	 the	 following	 machine	
learning	methods:	 linear	 kernel	 Support	 Vector	Machines	 36,	 Random	
Forest	37	and	linear	logistic	classifiers	34	(Fig.	1).	As	we	were	primarily	
interested	 in	 the	 cross	 organism	 prediction	 performance,	 classifiers	
trained	 using	 operons	 from	E.	coli	were	 tested	 on	B.	subtilis	and	 vice‐








Linear	 logistic	 classifiers	were	 trained	using	combinations	
of	 features	on	experimentally	 verified	gene‐pairs	 of	E.	coli	




non‐training	 organism	 (either	E.	coli	or	B.	subtilis).	 	 More	
information	 on	 the	 tested	 features	 is	 provided	 in	Table	 2.	
This	analysis	was	also	performed	using	other	classification	
algorithms,	 i.e.	 Parzen’s	 classifier,	 Random	 Forest	 and	
Support	 Vector	 machines,	 with	 similar	 results	 (see	
supplementary	Tables	2,	3	and	4).		
The	 combination	 of	 the	 “intergenic	 spacing”	 and	 “gene	 direction”	




“gene	 direction”	 was	 combined	 with	 “the	 number	 of	 transcriptional	
terminators”	a	marginally	better	prediction	performance	was	obtained	
for	 E.	 coli	 (0.12).	 For	 B.	 subtilis	 however,	 this	 feature	 combination	
yielded	a	considerably	 lower	prediction	efficiency	of	0.16.	No	obvious	
common	 characteristics	 were	 detected	 between	 the	 incorrectly	
classified	 gene‐pairs.	 Adding	more	 features	 resulted	 in	 error‐rates	 of	
0.10	on	B.	subtilis	for	classifiers	based	on	verified	 transcripts	of	E.	coli	
(Supplementary	 table	 1).	 However,	 the	 error‐rates	 for	 classifiers	
35	
	
trained	 on	 B.	 subtilis	 did	 not	 significantly	 improve	 (Supplementary	










The	 error‐rates	 of	 operon	 predictors	 based	 on	 several	
different	 classifiers	 were	 determined.	 Error‐rates	 were	
determined	by	testing	on	operons	from	the	same	organism	
(intra)	and	of	another	organism	(cross).	Both	the	intra‐	and	
cross‐organism	 errors	 were	 determined	 using	 verified	
transcripts	 for	 E.	 coli	 and	 B.	 subtilis	 19,80.	 Minimalistic	
operon	 predictors	 are	 based	 solely	 on	 the	 “intergenic	
distance”	and	“gene	direction”	features.		
	 Full	featured	classifier	 Minimalistic	classifier	
	 	 E.	coli B.	subtilis E.	coli B.	subtilis	




0.1093	 0.1497	 0.09	 0.1153	 0.1305	 0.1105	 0.1239	 0.129	
Parzen’s	
classifier		 0.1533	 0.1952	 0.1141	 0.1487	 0.1381	 0.107	 0.1043	 0.129	
Random	




0.1123	 0.1684	 0.1034	 0.1351	 0.1351	 0.1301	 0.1070	 0.1290	
	
The	 lowest	 error‐rates	 were	 obtained	 for	 predictors	 based	 on	 the	
Random	 Forest	 algorithm	 37	 for	 intra‐organism	 operon	 prediction	
(Table	1).	When	all	ten	features	were	considered	by	this	algorithm,	an	
intra‐species	 prediction	 error	 of	 approximately	 0.10	 was	 achieved	
using	this	method	which	is	comparable	to	the	current	state‐of‐the‐art	in	






In	 the	 cross‐organism	 operon	 prediction,	 Random	 Forest	 also	
achieves	the	lowest	error	rates	(Table	1).	Models	trained	on	E.	coli	data	
and	 tested	 on	B.	subtilis	achieve	an	error‐rate	 of	 0.097	when	 only	 the	





prediction	 error‐rates	 were	 lower	 for	 the	 minimalistic	 operon	
predictors	 than	 for	 those	 based	 on	 all	 features	 (Table	 1).	 This	 is	
especially	evident	when	considering	the	error‐rates	with	an	increasing	
number	 of	 training	 samples	 (Fig.	 2	 and	 3).	 For	 all	 of	 the	 considered	
classification	algorithms,	the	error‐rates	of	the	classifiers	based	on	the	
intergenic	distance	and	the	gene	direction	are	considerably	lower	in	the	
cross‐organism	 setting	 when	 E.	 coli	 operons	 were	 used	 to	 train	 the	
model	on	(Fig.	2).	When	B.	subtilis	is	used	for	training,	the	differences	in	








learning	 rates	 (error‐rate	 versus	 amount	 of	 training	data)	
were	determined	both	in	the	intra‐organism	and	the	cross‐
organism	 cases.	 The	 classifiers	 were	 trained	 with	 known	
gene‐pairs	from	E.	coli	and	their	performance	was	tested	on	
either	the	remaining	E.	coli	gene‐pairs	(intra)	or	on	verified	
gene‐pairs	 of	 B.	 subtilis	 (cross).	 Minimalistic	 classifiers	
considering	 only	 the	 “intergenic	 distance”	 and	 “gene	
direction”	are	 indicated	 in	red.	Classifiers	based	on	all	 ten	






full	 featured	 operon	 classifiers	 (Fig.	 2	 and	 3).	 The	 operon	 predictors	
based	 on	 the	 intergenic	 distance	 and	 the	 gene	 direction	 require	
between	100	and	150	gene‐pairs	to	achieve	their	final	error‐rate,	while	
the	 full	 featured	 operon	 prediction	 based	 on	 the	 linear	 logistic	 and	
Parzen’s	 classifier	 require	 more	 than	 150	 examples	 to	 achieve	 their	
final	 prediction	 performance.	 This	 observation	 was	made	 for	 both	 in	
the	 intra‐	 and	 cross‐organism	 settings.	 Furthermore,	 the	 cross‐
organism	learning	is	slower	than	in	the	intra‐organism	learning	as	near	
optimal	 error‐rates	 are	 in	 most	 cases	 already	 achieved	 at	 150	 gene‐





in	 most	 published	 operon	 prediction	 methods,	 with	 3	 exceptions	
42,50,81,82.	We	compared	our	classifiers	to	those	developed	by	Dam	et	al.	
and	 Taboada	 et	 al.	 35,50,81,82.	 Dam	 et	 al.	 estimated	 that	 their	 method	
predicts	 the	 transcriptional	 status	of	 approximately	 82%	of	 the	 gene‐
pairs	in	other	organisms	correctly.	This	corresponds	to	an	error‐rate	of	
0.18.	The	minimalistic	operon	classifiers	presented	here	are	optimized	
for	 the	 cross‐organism	 case	 and	 have	 an	 error‐rate	 of	 approximately	
0.1	 (0.099	 for	 E.	 coli	 based	 models	 and	 0.12	 for	 B.	 subtilis	 based	
classifiers;	 Table	 1).	For	 the	 classifier	 developed	 by	 Taboada	 et	al.,	 a	
cross‐organism	accuracy	of	91.5%	was	reported	which	corresponds	to	
an	 error‐rate	 of	 0.885.	 Their	 performance	 is	 thus	 slightly	 better	 than	
that	 of	 our	minimalistic	 Random	 Forest	 classifier	 (Table	 1).	 However	





Fig.	 3	 Learning	 curves	 of	 several	 classifier	 algorithms	
trained	with	B.	subtilis	data.	
The	 learning	 curves	 based	 on	 verified	 gene‐pairs	 of	 B.	
subtilis	for	several	classifier	algorithms.	Both	the	intra‐	and	
cross‐organism	 performances	 of	 these	 algorithms	 were	
tested.	 To	 test	 the	 cross‐organism	 error,	 verified	 operons	
from	E.	coli	were	used.	Minimalistic	classifiers	are	indicated	
in	 red	 and	 full	 classifiers	 are	 shown	 in	 blue.	 The	 colored	









which	 the	 cross‐organism	 performance	 was	 determined	 13,50,81,82,	 this	
performance	was	considerably	 lower	 than	 the	within	model‐organism	




direction”	 combined	 with	 one	 of	 several	 machine	 learning	 methods.	
Our	 classifier	 is	 based	 on	 these	2	 features	 that	 are	 easy	 to	 determine	
once	a	genome	annotation	is	available	and	the	Random	Forest	machine	
learning	 method.	 This	 classifier	 performs	 on‐par	 with	 other	 state‐of‐
the‐art	 operon	 predictors	 50,81,82.	 The	 intra‐organism	 performance	 of	
our	classifier	shows	a	similar	error‐rate	to	that	of	other	method	35,50.	
Limiting	 the	 number	 of	 features	 for	 training	 a	 classifier	 also	
improves	 the	 learning	 rate	 of	 the	 classifiers	 allowing	 classifiers	 to	 be	
trained	 with	 less	 verified	 transcripts.	 This	 allows	 the	 methods	
presented	 here	 to	 be	 applied	 to	 organisms	 for	 which	 relatively	 few	
experimentally	 verified	 transcripts	 are	 available.	 We	 show	 that	 only	
150	gene‐pairs,	or	about	30	operons	with	3	or	more	genes,	are	required	
construct	 classifiers	 with	 near	 optimal	 performances	 for	 intra‐
organism	 operon	 prediction	 (Fig.	 2	 and	 3).	 For	 several	 model	
organisms,	 such	 as	 Mycobacterium	 tuberculosis	 and	 Streptomyces	
coelicolor,	 such	sets	of	verified	 transcripts	have	been	determined	13,14.	






35).	 These	 studies	 claim	 error‐rates	 between	 5%	 and	 20%	 which	 is	
similar	 to	 the	 error‐rates	 shown	 here.	 The	 detailed	 comparison	 of	
classifier	 algorithms	 and	 feature‐sets	 presented	 in	 this	 study	 shows	
that	 the	 classification	 algorithm	 is	 as	 important	 as	 the	 features	 on	
which	 operons	 are	 predicted	 (Table	 1).	 The	 differences	 in	 error‐rate	
between	 the	 classification	 algorithms	 is	 similar	 compared	 to	 the	
differences	 in	 prediction	 performance	 of	 classifiers	 reported	 in	
literature	35.		




to‐determine	 genomics	 criteria	 combined	 with	 machine	 learning	
techniques,	operon	classifiers	are	constructed	which	are	highly	suited	
to	 predict	 operons	 in	 bacteria	 for	 which	 few	 verified	 transcripts	 are	
available.	The	minimalistic	operon	classifiers	could	be	expanded	using	
other	 features	 to	 improve	 the	 predictions	 even	 further.	 However,	 the	
potential	 intra‐organism	 and	 cross‐organism	 performance	 benefits	
should	 be	 carefully	 weighed	 against	 the	 increased	 complexity	 of	 the	
classifier.	 We	 provide	 an	 online	 tool	 with	 which	 operons	 can	 be	





RegulonDB	 database	 version	 6.3	 80	 from	 the	 following	 URL:	
http://regulondb.ccg.unam.mx/data/TUSet.txt.	Only	operons	for	which	
experimental	 evidence	 was	 reported	 were	 selected.	 The	 selected	
operons	were	converted	to	gene‐pairs:	360	within	operon	(WO)	gene‐
pairs	 were	 obtained	 and	 299	 gene‐pairs	 at	 the	 transcriptional	 unit	
boundaries	 (TUB).	 Multiple	 operon	 annotations	 are	 available	 from	
RegulonDB,	 but	 only	 for	 this	 list	 the	 sources	 of	 the	 transcripts	 were	
indicated.	Other	lists	might	also	contain	predicted	transcripts.		
The	 genome	 annotation	 and	 Gene	 Ontology	 (GO)	 classification	
information	30	for	genes	of	E.	coli	were	obtained	from	the	EMBL	genome	
reviews	 database	 (http://www.ebi.ac.uk/GenomeReviews/;	 accession	
U00096).	 From	 the	Many	Microbes	 database	 84,	 508	 normalized	 DNA	
microarray	 datasets	 querying	 diverse	 experimental	 conditions	 were	
acquired.	
For	B.	subtilis,	 verified	 transcripts	 were	 obtained	 from	 the	 DBTBS	
database	 (release	 5)	 19.	 This	 dataset	 consisted	 of	 single	 gene	 and	
polycistronic	 transcripts	which	were	all	verified	using	Northern	blots.	
Conversion	 to	 gene‐pairs	 yielded	 a	 total	 of	 608	 gene‐pairs	 within	
operons	 and	 515	 at	 the	 transcriptional	 unit	 boundaries.	 The	 genome	
annotation	and	GO	classes	was	provided	by	the	EMBL	genome	review	






problem:	 two	 genes	 located	 adjacently	 on	 the	 genome	 can	 either	 be	
part	 of	 an	 operon	 or	 not	 (WO	or	 TUB,	 respectively)	 53.	 By	 stating	 the	
prediction	 problem	 in	 this	way	many	 classification	 algorithms	 can	 be	
applied	to	this	problem.	In	this	study,	several	classification	algorithms	
were	tested.	These	were	the	k‐nearest	neighbor,	minimum	least	square	
linear,	 normal	 densities	 based	 quadratic,	 Parzen’s,	 nearest	 mean,	
logistic	 linear,	 linear	KL	expansion	of	 the	common	co‐variance	matrix,	
scaled	nearest	mean	 linear,	 linear	perceptron,	normal	densities	based	
linear,	 uncorrelated	 normal	 densities	 based	 quadratic,	 	 	 linear	 kernel	
support	vector	machine	and	the	Random	Forest	classifiers.	The	first	11	
classifiers	 are	 available	 via	 the	 PRtools	 pattern	 recognition	 toolbox	
(http://prtools.org/)	 34	 in	 Matlab.	 The	 linear	 kernel	 support	 vector	
machine	 and	 the	 Random	 Forest	 classifiers	 are	 available	 via	 the	
“e1071”	 (http://cran.r‐project.org/web/packages/e1071/index.html)	
and	 “randomForest”	 libraries	 (http://cran.r‐
project.org/web/packages/randomForest/index.html)	 of	 R,	
respectively.	 All	 of	 these	 implementations	 are	 freely	 available	 for	
academic	use.		
Features	used	for	operon	predictions	
In	 previous	 studies,	 numerous	 features	 have	 been	 proposed	 with	
which	WO	and	TUB	gene‐pairs	 can	be	predicted	 (for	a	 review	see	 35).	
Ten	features	described	previously	in	literature	were	selected	(Table	2).	
Of	 these	 ten	 features	 four	 were	 based	 on	 similarities	 in	 functional	
annotations.	Three	were	based	on	the	presence	of	specific	DNA	motifs	
in	 the	 intergenic	 regions.	 Two	were	 based	 on	 the	 gene	 direction	 and	
gene	 spacing	 of	 genes	 in	 a	 gene‐pair.	 One	 feature	was	 based	 on	DNA	
microarray	data	by	determining	 the	 similarities	 in	expression	profiles	
for	 the	 genes	 in	 the	 gene‐pair	 with	 Pearson’s	 product	 moment	
correlation.	
Table	2	Features	used	in	operon	prediction.	
The	 features	 for	 pairs	 of	 genes	 located	 adjacently	 on	 the	
genome	 used	 to	 predict	 whether	 genes	 are	 in	 an	 operon	
(WO)	 or	 at	 a	 transcriptional	 unit	 boundary	 (TUB).	 These	
features	 describe	 genome	 based	 properties,	 functional	
classifications,	 DNA	 motifs	 and	 DNA	 microarray	 based	
properties	 (co‐expression).	The	 features	marked	with	a	 ‘*’	
were	 standardized	with	 a	 z‐score	 transformation	 in	 order	










GO		 Are	 Gene	 Ontology	 (GO)	 terms	 shared	 by	 the	
members	of	the	gene‐pair?	
30	
Interpro		 Are	 InterPro	terms	shared	by	 the	members	of	 the	
gene‐pair?		
	
COG		 The	number	 of	Clusters	 of	Orthologous	Groups	 of	
proteins	 (COG)	 terms	 shared	 by	 the	 genes	 in	 the	
gene‐pair.	
	85	













terminators	 predicted	 to	 be	 present	 in	 the	 space	
between	 the	 members	 of	 the	 gene‐pair.	 The	






The	 number	 of	 predicted	 transcriptional	











was	 defined	 that	 allows	 a	 straight‐forward	 comparison	 between	
classifiers.		
	
ܧ ൌ 1 െ ܶܲ ൅ ܹܱܶܰ ൅ ܷܶܤ		
The	 error‐rate	 (E)	 is	 based	 on	 the	 correctly	 predicted	 gene‐pairs	











rate.	 This	 procedure	 is	 performed	 10	 times,	 where	 each	 part	 is	 used	
once	to	estimate	the	error‐rate.		
Learning	curves	
To	 create	 learning	 curves,	 gene‐pairs	were	 randomly	 chosen	 from	
the	 verified	 transcripts	 of	 E.	coli	or	 B.	 subtilis.	 Based	 on	 the	 selected	
gene‐pairs,	 classifiers	were	 trained	and	used	 to	classify	 the	remaining	
gene‐pairs.	 From	 these	 classifications,	 the	mean	 error‐rates	 and	 their	
standard	 deviations	 were	 determined	 and	 plotted.	 To	 obtain	
representative	 errors‐rates	 and	 standard	 deviations,	 this	 procedure	
was	performed	100	times	for	each	number	of	training	gene‐pairs.		
Operon	prediction	web‐tool		
The	 minimalistic	 Random	 Forest	 operon	 prediction	 method	
presented	here	has	been	made	available	in	an	online	operon	prediction	
tool.	Using	 this	 tool,	 researchers	 can	 generate	Random	Forest	 operon	
classification	models	 trained	 on	 verified	 transcripts	 of	 any	 organism.	
The	tool	requires	a	Genbank	or	EMBL	genome	annotation	file	and	a	list	
of	 experimentally	 verified	 transcripts.	 A	 file	 with	 the	 experimentally	
verified	 transcripts	 of	 E.	 coli	 and	 B.	 subtilis	 is	 available	 at	 the	
supplementary	website.	 The	 software	 constructs	 classification	models	








































The	 top	 rows	 show	 the	 performance	 of	 classifiers	 trained	
with	 gene‐pairs	 from	 E.	coli	and	 tested	 on	 B.	subtilis.	The	














intergenic	distance 0.22	 0.11	 0.25	 0.22 0.22 0.37 0.20 0.20	 0.16	 0.35	
same	strand 0.21	 0.21	 0.21 0.21 0.21 0.13 0.12	 0.12	 0.30	
GO	 0.38	 0.38 0.35 0.38 0.22 0.28	 0.36	 0.35	
InterPro	 0.46 0.36 0.46 0.23 0.28	 0.28	 0.38	
COG	 0.36 0.35 0.23 0.28	 0.34	 0.34	
KEGG	 0.46 0.33 0.28	 0.28	 0.39	
TTTTT	 0.23 0.22	 0.21	 0.34	




intergenic	distance 0.21	 0.13	 0.20	 0.22 0.21 0.22 0.22 0.20	 0.18	 0.20	
same	strand 0.23	 0.23	 0.23 0.24 0.23 0.15 0.16	 0.16	 0.22	
GO	 0.34	 0.34 0.28 0.33 0.27 0.32	 0.33	 0.23	
InterPro	 0.45 0.31 0.45 0.27 0.32	 0.33	 0.20	
COG	 0.31 0.30 0.27 0.32	 0.32	 0.24	
KEGG	 0.45 0.26 0.32	 0.32	 0.19	
TTTTT	 0.27 0.27	 0.24	 0.27	









The	 top	 rows	 show	 the	 performance	 of	 classifiers	 trained	
with	 gene‐pairs	 from	 E.	coli	and	 tested	 on	 B.	subtilis.	The	














intergenic	distance 0.38 0.10 0.35 0.24 0.32 0.24 0.25 0.19 0.16	 0.35	
same	strand	 0.21 0.21 0.21 0.21 0.21 0.13 0.12 0.12	 0.32	
GO	 0.38 0.38 0.34 0.38 0.23 0.36 0.36	 0.37	
InterPro	 0.46 0.36 0.46 0.23 0.28 0.28	 0.38	
COG	 0.36 0.35 0.23 0.35 0.34	 0.35	
KEGG	 0.46 0.23 0.28 0.28	 0.37	
TTTTT	 0.23 0.20 0.20	 0.36	




intergenic	distance 0.25 0.13 0.19 0.21 0.19 0.21 0.21 0.19 0.18	 0.19	
same	strand	 0.23 0.23 0.23 0.23 0.23 0.15 0.16 0.16	 0.23	
GO	 0.34 0.34 0.28 0.33 0.27 0.32 0.32	 0.29	
InterPro	 0.45 0.31 0.45 0.27 0.32 0.32	 0.20	
COG	 0.31 0.30 0.27 0.32 0.32	 0.30	
KEGG	 0.45 0.27 0.32 0.32	 0.19	
TTTTT	 0.27 0.24 0.24	 0.27	









The	 top	 rows	 show	 the	 performance	 of	 classifiers	 trained	
with	 gene‐pairs	 from	 E.	coli	and	 tested	 on	 B.	subtilis.	The	














intergenic	distance 0.24	 0.10	 0.22	 0.25 0.22 0.25 0.21 0.15	 0.15	 0.34	
same	strand 0.21	 0.21	 0.21 0.21 0.21 0.13 0.12	 0.12	 0.31	
GO	 0.38	 0.38 0.34 0.38 0.23 0.36	 0.36	 0.36	
InterPro	 0.46 0.36 0.46 0.23 0.28	 0.28	 0.38	
COG	 0.36 0.35 0.23 0.35	 0.34	 0.32	
KEGG	 0.46 0.23 0.28	 0.28	 0.37	
TTTTT	 0.23 0.20	 0.20	 0.36	




intergenic	distance 0.21	 0.13	 0.21	 0.21 0.20 0.21 0.22 0.18	 0.18	 0.19	
same	strand 0.23	 0.23	 0.23 0.24 0.23 0.15 0.16	 0.16	 0.23	
GO	 0.34	 0.34 0.28 0.33 0.27 0.32	 0.32	 0.22	
InterPro	 0.45 0.31 0.45 0.27 0.32	 0.33	 0.20	
COG	 0.31 0.30 0.27 0.32	 0.32	 0.22	
KEGG	 0.45 0.26 0.32	 0.32	 0.19	
TTTTT	 0.27 0.24	 0.24	 0.27	
TT_delta_G 0.32	 0.32	 0.32	
TT	 0.32	 0.32	
Pearson	 0.20	
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