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This paper provides results on the correct simulation, when using continuous Runge–Kutta
methods, of certain stability properties of nonlinear neutral delay-differential equations
(NDDEs) y0ðtÞ ¼ f ðt; yðtÞ; yðt  sðtÞÞ; y0ðt  sðtÞÞÞðt P t0Þ. In particular, it is shown that
certain continuous Runge–Kutta methods based upon the backward Euler method or the
2-stage Lobatto IIIC method, combined with linear interpolation, are GRN-stable and
asymptotically stable for NDDEs.
 2008 Elsevier Inc. All rights reserved.1. Neutral delay-differential equations
The problems of interest are evolutionary problems of the typey0ðtÞ ¼ f ðt; yðtÞ; yðt  sðtÞÞ; y0ðt  sðtÞÞÞ ðt P t0Þ ð1:1aÞ
subject toyðtÞ ¼ uðtÞ ðt 2 ½t1; t0Þ; ð1:1bÞ
where t1 ¼ inf tPt0ft  sðtÞg, wheresðtÞP s0 > 0 for t P t0 ð1:1cÞ
and whereaðtÞ ¼ t  sðtÞ is strictly increasing for t P t0: ð1:1dÞ
Here s0 is a constant, and sðÞ and f ð; ; ; Þ are continuous and uðÞ is differentiable on its domain of deﬁnition. Conditions
will be imposed later upon f, and the existence of a unique solution of (1.1) will be assumed. The solution may be written. All rights reserved.
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yðu; tÞ  yðw; tÞ.
Neutral delay-differential equations possess many applications in science and engineering (see Refs. [1–3] and the refer-
ences therein). A point which is especially to be noted is that since the NDDE systems is arguably simpler to analyze than the
original PDE, the approach to reducing the PDE boundary value problems to NDDEs or DDEs has been applied to a broad
range of engineering, physical and biological problems. These include torsional motion of a driven drill-string [4], idealized
cable-mechanical system [5], power transmission line networks [6], laser optical ﬁbres, sonar/radar technologies [7], cardio-
vascular system dynamics and many other applications [8–12].
Since most of NDDEs cannot be solved analytically, it is of importance to study efﬁcient numerical methods for NDDEs. In
numerically approximating NDDEs, it is natural to require that the numerical method can preserve the structure and prop-
erties of the systems. In this paper, we consider the contractivity and asymptotic stability. We will show that under some
conditions which guarantee the contractivity and asymptotic stability of the theoretical solution of (1.1), the numerical solu-
tions obtained by continuous Runge–Kutta methods based upon the backward Euler method or the 2-stage Lobatto IIIC
method, combined with linear interpolation, are contractive and asymptotically stable.
Note that for the special case where the right hand side mapping f is a linear mapping [13–21], a mapping with special
nonlinear structure [20,22–24] or a nonlinear mapping with constant delay, i.e. sðtÞ ¼ s [25,26], some stability results on the
theoretical solution and the numerical solution of neutral delay-differential equations have already been obtained by several
authors, but so far in literature we have never seen any stability or contractivity results of numerical methods other than
backward Euler method [27] for the general nonlinear NDDEs of the form (1.1).
Remark 1.1. As special case of (1.1a) we have the delay-differential equation (DDE)y0ðtÞ ¼ f ðt; yðtÞ; yðt  sðtÞÞÞ ð1:2Þ
for which uðÞ need not be differentiable, and the ordinary differential equation (ODE)y0ðtÞ ¼ f ðt; yðtÞÞ ð1:3Þ
for which t1 ¼ t0 and we require only yðt0Þ ¼ uðt0Þ as the initial condition.
A case of special interest arises whensðtÞ  s0 > 0 for all t P t0: ð1:4Þ1.1. The points fnig
We write n0 ¼ t0 and introduce the points fnigiP1 such that
niþ1  sðniþ1Þ ¼ ni ði ¼ 0;1;2; . . .Þ:Under the given assumptions, the solution of (1.1a) on ðni; niþ1 follows from the solution on ðni1; ni and the solution for
t P t0 can be found by a ‘‘method of steps”.
Remark 1.2. For smooth f and s, the solution yðtÞ will inherit its smoothness properties on each interval ðni; niþ1 from the
smoothness properties ofu on ½t1; t0, but yðtÞmay suffer continuing loss of smoothness at points ni ði ¼ 1;2;3; . . .Þ. This can
affect the attainable order of accuracy of ‘‘high-order methods”.2. Continuous Runge–Kutta methods
We present the formulae for the numerical solution of (1.1) that is associated with continuous Runge–Kutta formulae.
The basis for such a method is the choice of a sequence of stepsizes fhnþ1gnP0 and a set of parameters for a Runge–Kutta
method for an ODE (1.3). The latter parameters are the values fA;bT; cg of a classical Butcher tableau (see, e.g., [28,29], sat-
isfying conditions stated below.
In the case (1.4), such parameters sufﬁce to construct a numerical method if, for all n, one chooseshn ¼ h ¼ s0=m for some fixed integer m: ð2:1Þ
One can then compute a solution on the mesh ft0 < t1 < t2 <   g in which tnþ1 ¼ tn þ h, simultaneously computing approx-
imations to the derivative of the solution.
In general the Butcher array for an ODE has to be supplemented with a formula for computing a densely deﬁned approx-
imation to the values yðtÞ and the values y0ðtÞ in addition to the values on the meshT :¼ ft0 < t1 < t2 <   g; where tnþ1 ¼ tn þ hnþ1: ð2:2ÞDeﬁnition 2.1. (The CRK formulae). If we denote the densely deﬁned approximation by ~yðÞ, the values
~yðtn þ hhnþ1Þ ðh 2 ½0;1Þ of the approximate solution satisfy the following formulae:
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Yinþ1 ¼ ~yðtnÞ þ hnþ1
Xs
j¼1
aijf ðtn;j; Yjnþ1; ~yðtn;j  sðtn;jÞÞ; ~y0ðtn;j  sðtn;jÞÞÞ; ð2:3bÞ
~yðtn þ hhnþ1Þ ¼ ~yðtnÞ þ hnþ1
Xs
i¼1
biðhÞf ðtn;i; Yinþ1; ~yðtn;i  sðtn;iÞÞ; ~y0ðtn;i  sðtn;iÞÞÞ; ð2:3cÞand~yðtÞ ¼ uðtÞ; ~y0ðtÞ ¼ u0ðtÞ for t 2 ½t1; t0: ð2:3dÞ
We term these formulae the CRK formulae for (1.1). Here the biðhÞ’s are polynomials of suitable degree satisfying bið0Þ ¼ 0
and bið1Þ ¼ bi; i ¼ 1; . . . ; s.
If ~yðtn þ hhnþ1Þ is linear in h then the approximation ~y0ðtn þ hhnþ1Þ (which is obtained by differentiating ~yðt  sðtÞÞ) is con-
stant for h 2 ½0;1Þ. One could instead employ an approximation ~y0ðtn þ hhnþ1Þ that is linear in h to obtain a variant of these
formulae.
In general, one might use an extension for the derivative that has the same degree as the extension for the approximation
~yðtÞ. We can term the resulting formulae ‘‘variant CRK formulae” (or VCRK) for (1.1).
There is a recursive variant, in which we replace ~y0ðtn;i  sðtn;iÞÞ by the expression
~y0ðaðtn;iÞÞ :¼ f ðaðtn;iÞ; ~yðaðtn;iÞÞ; ~yðaðaðtn;iÞÞÞ; ~y0ðaðaðtn;iÞÞÞÞ; ð2:4Þwhich follows from (1.1a). The resulting formulae are recursive.
Deﬁnition 2.2 (Recursive variant CRK formulae). We term the resulting formulae, based on (2.4), the recursive variant CRK
formulae (or RVCRK formulae) for (1.1).
Remark 2.1. Suppose (1.4) holds; then~y0ðtn;i  s0Þ :¼ f ðtn;i  s0; ~yðtn;i  s0Þ; ~yðtn;i  2s0Þ; ~y0ðtn;i  2s0ÞÞ: ð2:5Þ2.1. Properties of ODE methods
In general, the parameters fA;bT; cg of an s-stage RK method for an ODE (1.3) satisfy ci ¼
Ps
j¼1aij and
ci 2 ½0;1; i ¼ 1; . . . ; s. The methods we consider in this paper are non-conﬂuent methods (i.e., ci–cj, if i–j).
Deﬁnition 2.3 (see, e.g. [28,29]). A Runge–Kutta method fA;bT; cg is called algebraically stable if bi > 0, for i ¼ 1;2; . . . ; s, and
the matrix M, given byM ¼ diagðbÞAþ ATdiagðbÞ  bbT ð2:6Þis positive semi-deﬁnite.
Deﬁnition 2.4 (see [30,31]). The error growth function of a Runge-Kuttta method is the smallest value HðR0;hnþ1Þ such that
the numerical solutions fyu;ngnP0 and fyw;ngnP0 of (1.3) with the initial condition yðt0Þ ¼ uðt0Þ and with yðt0Þ ¼ wðt0Þ satisfykyu;nþ1  yw;nþ1k 6 HðR0;hnþ1Þkyu;n  yw;nk; ð2:7Þ
wheneverRehy1  y2; f ðt; y1Þ  f ðt; y2Þi 6 R0ky1  y2k2 8t P t0:
Here and later, the symbol h; i denotes an inner product on CN and k  k the corresponding norm.
We recall that a Runge–Kutta method is BN-stable if HðR0;hnþ1Þ 6 1 for all h > 0 whenever RðtÞ 6 0; t P t0. In other
words, a numerical method for an ODE is BN-stable if it preserves the contractivity properties of the solution of the ODE (1.3).
3. Properties of f and related deﬁnitions
In this paper, we further assume that f satisﬁes the following conditions:Rehy1  y2; f ðt; y1;u;vÞ  f ðt; y2; u;vÞi 6 RðtÞky1  y2k2 8t P t0; ð3:1aÞ
kf ðt; y;u1; vÞ  f ðt; y; u2; vÞk 6 bðtÞku1  u2k 8t P t0; ð3:1bÞ
kf ðt; y;u;v1Þ  f ðt; y; u;v2Þk 6 cðtÞkv1  v2k 8t P t0; ð3:1cÞ
kHðt; y;u1;v ;wÞ  Hðt; y; u2; v;wÞk 6 rðtÞku1  u2k 8t P t0; ð3:1dÞ
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Theorem 3.1. Assume that functions f fulﬁl the inequalities (3.1) andRðtÞ < 0; rðtÞ  cðtÞRðaðtÞÞRðtÞ 6 1 8t P t0; ð3:2Þthen the solutions yðu; tÞ, yðw; tÞ of (1.1a) are such thatkyðu; tÞ  yðw; tÞk 6 maxfkuðt0Þ  wðt0Þk;jg; ð3:3Þwherej ¼ sup
t06x6n1
bðxÞkuðaðxÞÞ  wðaðxÞÞk þ cðxÞku0ðaðxÞÞ  w0ðaðxÞÞk
RðxÞ : ð3:4ÞTheorem 3.2. Assume that the inequalities (3.1) hold.RðtÞ 6 R0 < 0 8t P t0; ð3:5ÞandcðtÞRðaðtÞÞ
RðtÞ ¼ rðtÞ 6
n < 1 8t P t0; ð3:6Þ
rðtÞ
RðtÞ 6 kð1 rðtÞÞ 8t P t0; k < 1: ð3:7ÞThen we havelim
t!þ1
kyðu; tÞ  yðw; tÞk ¼ 0 ð3:8Þfor every initial function uðtÞ;wðtÞ and for every delay sðtÞ satisfying assumption (1.1c) and (1.1d) andðHÞ lim
t!þ1
aðtÞ ¼ þ1:3.1. Deﬁnition of RN- and GRN-stability for NDDEs
Since any two exact solutions yðu; tÞ and yðw; tÞ of (1.1a), under conditions (3.2), satisfy (3.3), we expect the two corre-
sponding numerical solutions fyu;ngnP0 and fyw;ngnP0 have similar properties. This leads to the following deﬁnitions.
Deﬁnition 3.1 (RN-stability). A numerical method for NDDEs is said to be RN-stable if and only if when it is applied to (1.1a)
subject to (3.2), the numerical solutions fyu;ngnP0 and fyw;ngnP0 satisfykyu;n  yw;nk 6 maxfkuðt0Þ  wðt0Þk;jg ð3:9Þfor all nP 0, for all initial functions uðtÞ and wðtÞ, for all constant delay s0 > 0 and for all h > 0 satisfying (2.1).
Deﬁnition 3.2. (GRN-stability). A numerical method for NDDEs is said to be GRN-stable if and only if when it is applied to
(1.1a) subject to (3.2), the numerical solutions fyu;ngnP0 and fyw;ngnP0 satisfy (3.9) for all nP 0, for all initial functions uðtÞ
and wðtÞ, for all constant delay s0 > 0 and for all h > 0.
Following Ref. [20], we also give the following deﬁnition.
Deﬁnition 3.3. (FRN-stability). A numerical method for NDDEs is said to be FRN-stable if and only if when it is applied to
(1.1a) and (1.1c) and (1.1d) subject to (3.2), the numerical solutions fyu;ngnP0 and fyw;ngnP0 satisfy (3.9) for all nP 0, for all
initial functions uðtÞ and wðtÞ, for all variable delay sðtÞ and for all hnþ1 > 0.
Since DDEs can be regarded as the special case of NDDEs, the following proposition can be easily deduced fromDeﬁnitions
3.1–3.3.
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Yinþ1 ¼ ~yðtnÞ þ hnþ1
Xs
j¼1
aijf ðtn;j; Yjnþ1; ~yðtn;j  sðtn;jÞÞÞ; ð3:10bÞ
~yðtn þ hhnþ1Þ ¼ ~yðtnÞ þ hnþ1
Xs
i¼1
biðhÞf ðtn;i; Yinþ1; ~yðtn;i  sðtn;iÞÞÞ; ð3:10cÞand~yðtÞ ¼ uðtÞ for t 2 ½t1; t0: ð3:10dÞ
For the concepts of RN-, GRN- and FRN-stability of DDE method (3.10), we refer to [20,32].3.2. Deﬁnition of CNf -stability for NDDEs
The CNf -stability concept we introduce in this paper is based on the nonlinear problems:y0ðtÞ ¼ f ðt; yðtÞ;p1ðtÞ; q1ðtÞÞ; yðt0Þ ¼ y0; ð3:11Þ
z0ðtÞ ¼ f ðt; zðtÞ; p2ðtÞ; q2ðtÞÞ; zðt0Þ ¼ z0; ð3:12Þwhere p1; p2; q1; q2 are continuous functions. We can proved that [27], if the function RðtÞ in (3.1a) satisﬁes
RðtÞ 6 R0 < 0; for t P t0; ð3:13Þthen the analytic solution yðtÞ; zðtÞ of (3.11) and (3.12) satisﬁes
kyðtÞ  zðtÞk 6 maxfky0  z0k; sup
t06x6t
½R1ðxÞCðxÞg 8t P t0;whereCðxÞ ¼ kf ðx; zðxÞ;p1ðxÞ; q1ðxÞÞ  f ðx; zðxÞ; p2ðxÞ; q2ðxÞÞk:
Requiring the same behavior for the numerical method and for the interpolation leads to the following two deﬁnitions:
Deﬁnition 3.5. (CNf -stability). A Runge–Kutta method fA;bT; cg is called CNf -stable, if and only if when it is applied to (3.11)
and (3.12) in which f satisﬁes (3.1a) and (3.13), their solutions y1; z1 satisfyky1  z1k 6max ky0  z0k;max
16i6s
Uðt0 þ cihÞ
 
; ð3:14ÞwhereUðt0 þ cihÞ ¼ R1ðt0 þ cihÞCðt0 þ cihÞ ð3:15Þ
for all h > 0, and 8y0; z0.
It is clear that CNf -stability implies BN-stability.
Deﬁnition 3.6. (CNf -stable interpolation). An interpolation~yðt0 þ hhÞ ¼ y0 þ h
Xs
i¼1
biðhÞf ðt0 þ cih;Yi1;p1ðt0 þ cihÞ; p2ðt0 þ cihÞÞ ð3:16Þis called CNf -stable with respect to its corresponding Runge–Kutta method, if and only ifmax
06h61
k~yðt0 þ hhÞ  ~zðt0 þ hhÞk 6 max ky0  z0k;max
16i6s
Uðt0 þ cihÞ
 
; ð3:17Þwhere ~zðt0 þ hhÞ is the interpolation corresponding to the Runge–Kutta method for Eq. (3.12) and f satisﬁes (3.1a) and (3.13).
Besides, we introduce a weaker version of the deﬁnition than CNf -stability for the NDDE method (2.3).
Deﬁnition 3.7. (Semi-CNfstability). The continuous Runge–Kutta method (2.3) is called semi-CNf -stable if and only if,
under condition (3.1a) and (3.13), the continuous numerical solutions ~yðtÞ and ~zðtÞ of (3.10d) and (3.12) satisfymax
06h61
k~yðt0 þ hhÞ  ~zðt0 þ hhÞk 6 max ky0  z0k;max
16i6s
Uðt0 þ cihÞ
 
ð3:18Þfor h ¼ c1; . . . ; cs;1, and for all h > 0, and 8y0; z0.
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above deﬁnitions.
Theorem 3.3. If a Runge–Kutta method fA;bT; cg is CNf -stable, then its linear interpolation (i.e. biðhÞ ¼ bih) is also CNf -stable.
Note that CNf -stability of Runge–Kutta method is an extension of BNf -stability of Runge–Kutta method. Note also that
CNf -stable interpolation and semi-CNf -stability of continuous Runge–Kutta method (2.3) are extensions of BNf -stable inter-
polation and semi-BNf -stability of continuous DDE method, respectively. For the concepts of BNf -stability, semi-BNf -stability
and BNf -stable interpolation, we refer to [20,21,33].
4. Main results
In this section, we give the main results of this paper which concern the contractivity and asymptotic stability of numer-
ical solution of (1.1).
4.1. Results on RN- and GRN-stability for NDDES
After we have the above deﬁnitions, we have following results concerning the contractivity:
Theorem 4.1. If the continuous Runge–Kutta method (2.3) is semi-CNf -stable for (3.11) and (3.12), then the RVCRK formulae are
RN-stable for NDDEs.
Proof. When in interval ½t0; t0 þ h we use the RVCRK formulae to solve (1.1a) with any pair of initial functions uðtÞ;wðtÞ, we
equivalently use the RVCRK formulae to solvey0ðtÞ ¼ f ðt; yðtÞ;uðt  s0Þ;u0ðt  s0ÞÞ; yðt0Þ ¼ uðt0Þ;
y0ðtÞ ¼ f ðt; yðtÞ;wðt  s0Þ;w0ðt  s0ÞÞ; yðt0Þ ¼ wðt0Þ:Let~YðtÞ ¼ ~yðu; tÞ  ~yðw; tÞ;
~QðtÞ ¼ f ðt; ~yðw; tÞ; ~yðu; t  s0Þ; ~y0ðu; t  s0ÞÞ  f ðt; ~yðw; tÞ; ~yðw; t  s0Þ; ~y0ðw; t  s0ÞÞ:Since the continuous Runge–Kutta method is semi-CNf -stable, we havemax
06h61
k~Yðt0 þ hhÞk 6 max kuðt0Þ  wðt0Þk;max
16i6s
~Uðt0 þ cihÞ
 
;where h ¼ c1; . . . ; cs;1 and
~Uðt0 þ cihÞ ¼ R1ðt0;iÞkf ðt0;i; yðw; t0;iÞ; ~yðu; t0;i  s0Þ; ~y0ðu; t0;i  s0ÞÞ  f ðt0;i; yðw; t0;iÞ; ~yðw; t0;i  s0Þ; ~y0ðw; t0;i  s0ÞÞk
¼ R1ðt0;iÞkf ðt0;i; yðw; t0;iÞ;uðt0;i  s0Þ;u0ðt0;i  s0ÞÞ  f ðt0;i; yðw; t0;iÞ;wðt0;i  s0Þ;w0ðt0;i  s0ÞÞk
6 R1ðt0;iÞ½bðt0;iÞkuðt0;i  s0Þ  wðt0;i  s0Þk þ cðt0;iÞku0ðt0;i  s0Þ  w0ðt0;i  s0Þk 6 j:As a result, we havemax
06h61
k~Yðt0 þ hhÞk 6 max kuðt0Þ  wðt0Þk;jf g:Suppose that the following holdsmax
06h61
k~Yðtk þ hhÞk 6 max kuðt0Þ  wðt0Þk;jf g ð4:1Þfor all 0 6 k 6 n. What we need to prove is that (4.1) holds for k ¼ nþ 1. In fact, from (2.5) and (3.2) and semi-CNfstability,
we easily get~Uðtnþ1;iÞg 6 R1ðtnþ1;iÞkf ðtnþ1;i; yðw; tnþ1;iÞ; ~yðu; tnþ1;i  s0Þ; ~y0ðu; tnþ1;i  s0ÞÞ
 f ðtnþ1;i; yðw; tnþ1;iÞ; ~yðw; tnþ1;i  s0Þ; ~y0ðw; tnþ1;i  s0ÞÞk
6 R1ðtnþ1;iÞ½rðtnþ1;iÞk~Yðtnþ1;i  s0Þk þ cðtnþ1;iÞk~Qðtnþ1;i  s0Þk
6maxfk~Yðtnþ1;i  s0Þk; k~Yðtnþ1;i  2s0Þk; . . . ;jg 6 maxfkuðt0Þ  wðt0Þk;jgandmax
06h61
k~Yðtnþ1 þ hhÞk 6 max k~Yðtnþ1Þk;max
16i6s
~Uðtnþ1;iÞ
 
6 maxfkuðt0Þ  wðt0Þk;jg:The proof is completed. h
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mulae are GRN-stable for NDDEs.
Proof. By suitable modiﬁcation to the proof of Theorem 4.1, we can prove the theorem. Similarly, what we need to prove is
that whenk~YðtkÞk 6 maxfkuðt0Þ  wðt0Þk;jg ð4:2Þ
holds for all 0 6 k 6 n, (4.2) holds for k ¼ nþ 1. If tn 2 ½ni; niþ1 and tnþ1 2 ½ni; niþ1, which imply h 6 s0, the proof is similar to
Theorem 4.1. To prove (4.2) hods for k ¼ nþ 1 in the case when tn 2 ½ni; niþ1 and tnþ1 2 ½nj; njþ1; jP iþ 1, we ﬁrst consider
the CNf -stable interpolation. Since (4.2) holds for all 0 6 k 6 n, it follows from CNf -stable interpolation thatk~Yðtl þ hhÞk 6 maxfkuðt0Þ  wðt0Þk;jg 8h 2 ½0;1; l ¼ 0;1; . . . ;n 1: ð4:3Þ
SetR1ðtÞrðtÞ ¼ ~rðtÞ; R1ðtÞcðtÞRðt  s0Þ ¼ ~cðtÞ:From (3.2), we have that0 6 ~rðtÞ 6 ~r 6 1; 0 6 ~cðtÞ 6 ~c 6 1; ~rþ ~c 6 1 8t P t0:By (3.14) and (3.17), we havek~Yðtnþ1Þk 6max k~YðtnÞk;max
16i6s
~Uðtn þ cihÞ
 andmax
06h61
k~Yðtn þ hhÞk 6 max k~YðtnÞk;max
16i6s
~Uðtn þ cihÞ
 
6max k~YðtnÞk; ~rk~Yðtn;i  s0Þk þ ~cmax
16i6s
~Uðtn;i  s0Þ
 
:If ~rþ ~c < 1, it is easily proved that (4.2) holds for k ¼ nþ 1. We are left to prove (4.2) also holds for k ¼ nþ 1 in the special
case when ~rþ ~c ¼ 1. Consider the one-parameter family of local problemsy0rðtÞ ¼ f ðt; ryrðtÞ; rxðu; t  s0Þ; x0ðu; t  s0ÞÞ; tn 6 t 6 tnþ1; yrðtnÞ ¼ ~yðu; tnÞ; ð4:4Þ
y0rðtÞ ¼ f ðt; ryrðtÞ; rxðw; t  s0Þ; x0ðw; t  s0ÞÞ; tn 6 t 6 tnþ1; yrðtnÞ ¼ ~yðw; tnÞ; ð4:5Þwherexð; t  s0Þ ¼
ðt  s0Þ for t  s0 6 t0;
~yð; t  s0Þ for t0 6 t  s0 6 tn;
yrð; t  s0Þ for tn 6 t  s0 6 tnþ1;
8><
>:andx0ð; t  s0Þ ¼
0ðt  s0Þ for t  s0 6 t0;
~y0ð; t  s0Þ for t0 6 t  s0 6 tn;
y0rð; t  s0Þ for tn 6 t  s0 6 tnþ1;
8><
>:for 1 < r 6 1þ ;  > 0. It holds that ~rþ ~c < 1 for local problems (4.4) and (4.5). As a result of the previous case, the numer-
ical solutions ~yrðu; tÞ and ~yrðw; tÞ satisfyk~yrðu; tn þ hhÞ  ~yrðw; tn þ hhÞk 6 max kuðt0Þ  wðt0Þk;jf g; tn 6 t 6 tnþ1from which the conclusion that (4.2) holds also for k ¼ nþ 1 can be resulted because of the fact that ~yrðu; tÞ and ~yrðw; tÞ con-
verge uniformly to the numerical solution ~yðu; tÞ and ~yðw; tÞ of original problem as r ! 1 in ½tn; tnþ1, respectively. This com-
pletes the proof of Theorem 4.2. h
In view of the proof of Theorem 4.2, it is easy to see that the following proposition holds.
Proposition 4.1. If the Runge–Kutta method fA;bT; cg is CNf -stable and the interpolation (3.16) is CNf -stable, then the RVCRK
formulae are FRN-stable for NDDEs.
Remark 4.1. In fact, from the proof of Theorem 4.2, it is easy to see that the CNf -stable method and the CNf -stable interpo-
lation can lead to even more than FRN-stability, that isk~YðtÞk 6 maxfkuðt0Þ  wðt0Þk;jg; t P t0:
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Theorem 4.3. Let the Runge–Kutta method fA;bT; cg be CNf -stable and such that ci 2 ½0;1 8i. Then, under the condition
RðtÞ 6 R0 < 0, the numerical solution fyngnP0 and fzngnP0 of (3.11) and (3.12) satisfykynþ1  znþ1k 6 Wnþ1kyn  znk þ ð1Wnþ1Þmax
16i6s
Uðtn þ cihÞ ð4:6Þfor all hnþ1 > 0, where 0 6 Wnþ1 6 HðR0;hnþ1Þ.
Proof. The proof of this result is almost identical with that of Theorem 4.1 in [31], the major change being the complex N-
vector valued function F which is of the 2sþ 1 N-vectors y ¼ yn and p1;1 ¼ p1ðtnþ1;1Þ; . . . ; p1;s ¼ p1ðtnþ1;sÞ, q1;1 ¼ q1ðtnþ1;1Þ;
. . . ; q1;s ¼ q1ðtnþ1;sÞ in this paper. The remaining part of this proof is analogous to that of Theorem 4.1 in [31] and we omit
it here. h
Theorem 4.4. If the continuous Runge–Kutta method (2.3) is semi-CNf -stable, then the numerical solutions fyu;ngnP0 and
fyw;ngnP0 of (1.1a) satisfying (3.5)–(3.7) obtained by RVCRK formulae with constant step-size h under the constraint (2.1) satisfylim
n!þ1
kyu;n  yw;nk ¼ 0 ð4:7Þfor all constant delay sðtÞ ¼ s0.
Theorem 4.5. If the Runge–Kutta method fA;bT; cg is CNf -stable and the interpolation (3.16) is CNf -stable, then the continuous
numerical approximation ~yðu; tÞ and ~yðw; tÞ of (1.1a) satisfying (3.5)–(3.7) obtained by RVCRK formulae with any step-size
hnþ1 > 0 satisfylim
t!þ1
k~yðu; tÞ  ~yðw; tÞk ¼ 0; ð4:8Þfor all variable delay sðtÞ satisfying conditions (1.1c) and (1.1d) andH, and for all initial functions uðtÞ and wðtÞ.
The proof of the theorems proceed in perfect analogy to that of Theorem 13 in [16].
4.3. Results on CNfstability
Apply the Runge–Kutta method fA;bT; cg to problems (3.11) and (3.12). ThenYi1 ¼ y0 þ h
Ps
j¼1
aijf ðt1;j; Yj1;p1ðt1;jÞ; q1ðt1;jÞÞ; i ¼ 1;2; . . . ; s; ðaÞ
y1 ¼ y0 þ h
Ps
i¼1
bif ðt1;i;Yi1; p1ðt1;iÞ; q1ðt1;iÞÞ; ðbÞ
8>><
>>>:
ð4:9Þ
Zi1 ¼ z0 þ h
Ps
j¼1
aijf ðt1;j; Zj1; p2ðt1;jÞ; q2ðt1;jÞÞ; i ¼ 1;2; . . . ; s; ðaÞ
z1 ¼ z0 þ h
Ps
i¼1
bif ðt1;i; Zi1;p2ðt1;iÞ; q2ðt1;iÞÞ: ðbÞ
8>>><
>>>:
ð4:10ÞWritex0 ¼ y0  z0; x1 ¼ y1  z1; Wi ¼ Yi1  Zi1; Ui ¼ Uðt0 þ cihÞ;
Qi ¼ hf ðt1;i;Yi1;p1ðt1;iÞ; q1ðt1;iÞÞ  hf ðt1;i; Zi1;p2ðt1;iÞ; q2ðt1:iÞÞ; i ¼ 1;2; . . . ; s:Now we assume that (3.1a) and RðtÞ < 0 are satisﬁed. Since we consider non-conﬂuent methods and CNf -stability implies
BNf -stability, to ﬁnd necessary and sufﬁcient condition for CNf -stability, we must assume the Runge–Kutta method is
BNf -stable and algebraically stable. Algebraic stability of the Runge–Kutta method means that (see, e.g. [28,29,34])kx1k2 6 kx0k2 þ 2
Xs
i¼1
biRehWi;Qii: ð4:11ÞOn the other hand, by (3.1a) we haveRehWi;Qii ¼ hRehYi1  Zi1; f ðt1;i;Yi1;p1ðt1;iÞ; q1ðt1;iÞÞ  f ðt1;i; Zi1;p2ðt1;iÞ; q2ðt1;iÞÞi
6 hRðt1;iÞkWik2 þ hkWikkf ðt1;i; Zi1;p1ðt1;iÞ; q1ðt1;iÞÞ  f ðt1;i; Zi1;p2ðt1;iÞ; q2ðt1;iÞÞk ¼ hRðt1;iÞkWikðkWik UiÞ;
i ¼ 1;2; . . . ; s:
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Xs
i¼1
bihRðt1;iÞkWikðkWik UiÞ: ð4:12ÞIn an analogous manner discussed in [33], we have kx1k 6 max kx0k;max16i6skWikf g. Similarly, we have following result for
s-stage Runge–Kutta methods of order p ¼ 1;2.
Theorem 4.6. Assume that a non-conﬂuent s-stage Runge–Kutta method is CNf -stable and algebraically stable. If for a pair of
problems (3.11) and (3.12) satisfying (3.1a) and (3.13) condition (3.14) does not hold, then there exist at least two indices
j; k 2 f1;2; . . . ; sg, such thatkWjk > Ui; i ¼ 1;2; . . . ; s; and kWjk > kx0k;
RehQk;Wki > 0 and kWkk > Uk:As a result, we will obtain the following theorem on backward Euler and 2-stage Lobatto IIIC methods.
Theorem 4.7. The backward Euler and 2-stage Lobatto IIIC methods are CNf -stable.4.4. Further results
Theorems 3.3, 4.1, 4.2, 4.7 and Proposition 4.1 lead directly to the following theorem:
Theorem 4.8. The RVCRK formulae based upon backward Euler or 2-stage Lobatto IIIC method, combined with linear
interpolation, are RN-stable, GRN-stable and FRN-stable.
A combination of Theorems 3.3, 4.5 and 4.7 leads directly to the following result.
Theorem 4.9. The RVCRK formulae (2.3) and (2.4) furnished by backward Euler with linear interpolation (or 2-stage Lobatto IIIC
method with linear interpolation) are asymptotically stable for NDDEs, that is, the numerical solution fyu;ngnP0 and fyw;ngnP0 of
(1.1a) satisfying (3.5)–(3.7) obtained by RVCRK formulae (2.3) and (2.4) furnished by backward Euler with linear interpolation (or
2-stage Lobatto IIIC method with linear interpolation) satisfy (4.7) for all variable delay sðtÞ satisfying conditions (1.1c) and (1.1d)
andH, and for all initial functions uðtÞ and wðtÞ, and for any step-size hnþ1 > 0. Moreover, (4.8) holds for all variable delay sðtÞ
satisfying conditions (1.1c) and (1.1d) andH, and for all initial functions uðtÞ and wðtÞ, and for any step-size hnþ1 > 0.5. Some applications of RVCRK formulae
We note that if we consider the long time behavior of the numerical solution, RVCRK formulae does not seem to be appli-
cable to general problem (1.1) for general mesh in practice because it requires to trace back the recursion until the initial
interval. However, we also observe that RVCRK formulae can be applicable to general variable delay problem (1.1) when
the constrained mesh is used (there are many papers on constrained mesh, see, e.g. [20,35–37]). From the above analysis,
we know that for this constrained mesh the RVCRK formulae (2.3) and (2.4) furnished by backward Euler with linear inter-
polation (or 2-stage Lobatto IIIC method with linear interpolation) are contractive and asymptotically stable for NDDEs. We
conclude this paper with applications of RVCRK formulae to constant delay-differential equations, i.e., aðtÞ ¼ t  s and pro-
portional delay-differential equations, i.e., aðtÞ ¼ pt; 0 < p < 1, to the best of our knowledge, which are two typical examples
of NFDEs (see, for example [20,21]).
Example 1. The numerical example of constant delay NDDEs is based on nonlinear equation:y0ðtÞ ¼ 20yðtÞ þ 0:25 cosðyðt  1ÞÞ sinðy0ðt  1ÞÞ; t P 0: ð5:1Þ
We can choose RðtÞ ¼ 20; bðtÞ ¼ 0:25; cðtÞ ¼ 0:25; rðtÞ ¼ 5:25. As a consequence, the equation satisﬁes condition (3.2)
and its solutions are theoretically required to satisfy kyðu; tÞ  yðw; tÞk 6 maxfkuðt0Þ  wðt0Þk;jg ¼ 0:0125 8t P 0, where
yðu; tÞ and yðw; tÞ are the theoretical solutions of (5.1) with initial functions uðtÞ ¼ t and wðtÞ ¼ 0:5t, respectively. We varied
the step-size in order to observe the stability behavior of backward Euler and 2-stage Lobatto IIIC method. Table 1 shows
errors kyu;n  yw;nk of numerical solution when we used RVCRK formulae based on backward Euler with linear interpolation
and RVCRK formulae based on 2-stage Lobatto IIIC method with linear interpolation to solve Eq. (5.1) in different step-size,
h ¼ 1 and h ¼ 0:8.
Example 2. Consider proportional delay-differential equationsy0ðtÞ ¼ f ðyðtÞ; yðptÞ; y0ðptÞÞ; t P 0; p 2 ð0;1Þ;
yð0Þ ¼ y0:
ð5:2ÞWe assume that from above equations we can calculate y0ð0Þ:
Table 1
Errors kyu;n  yw;nk of numerical solutions furnished by RVCRK formulae with h ¼ 1 or h ¼ 0:8 on problem (5.1) compared to the error
kyðu; tÞ  yðw; tÞk 6 0:0125 of theoretical solutions to (5.1).
t Backward Euler h = 1 2-Stage Lobatto IIIC h = 1 Backward Euler h = 0.8 2-Stage Lobatto IIIC h = 0.8
t = 1 4.310065e003 4.319495e003 4.090202e003 4.099486e003
t = 10 3.631122e012 1.171550e011 2.502509e007 9.137059e008
t = 50 3.042900e050 8.830011e050 7.478147e026 2.993524e025
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T0 > 0 such that condition (1.1c) is satisﬁed for t P T0. Then we ﬁrst consider the integration on the ﬁrst mesh interval ½0; T0
which are needed considered for all approaches to integrating (5.2). In this case, CNf -stable methods can play important role
since CNf -stable methods can make numerical solution be contractive for any T0 > 0 when the following algorithm is used.
This conclusion can be obtained in a similar manner to [38].
Algorithm 1. Set t0 ¼ 0; tk ¼ pNkT0, Yi0 ¼ y0; i ¼ 1;2; . . . ; s, xi;0 ¼ y0ð0Þ; i ¼ 1;2; . . . ; s, and ~yðt0Þ ¼ y0. Then choosing a sufﬁ-
cient large positive integer N and using recurrence formulae, k ¼ 1;2; . . . ;N;xi;k ¼ f pNkT0 þ cipNkð1 pÞT0;Yik;Yik1; xi;k1
 
;
Yik ¼ ~yðtk1Þ þ pNkð1 pÞT0
Xs
j¼1
aijxj;k;
~yðtk1 þ hpNkð1 pÞT0Þ ¼ ~yðtk1Þ þ pNkð1 pÞT0
Xs
j¼1
bjðhÞxj;k;
ð5:3Þwe can obtain ~yðtÞ and ~y0ðtÞ, t 2 ½0; T0.
After obtaining the numerical solution of (5.2) on the ﬁrst mesh interval ½0; T0, we consider numerically approximating
Eq. (5.2) on a geometric mesh, fully-geometric mesh or quasi-geometric mesh. From the results in Section 4, we can assert
that for a geometric mesh the RVCRK formulae (2.3) and (2.4) furnished by backward Euler with linear interpolation (or
2-stage Lobatto IIIC method with linear interpolation) are contractive and asymptotically stable for proportional delay-
differential equation (5.2).
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