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1 Introduction.
Pour expliquer les motivations de cette se´rie de six expose´s, nous de´crivons
brie`vement un the´ore`me de Nesterenko dans [19] (voir le texte [5] de Bosser
dans ce volume).
Posons q = e2πiτ avec τ un nombre complexe de partie imaginaire positive
(ou` i de´signe le nombre complexe
√−1), soient E2(q), E4(q), E6(q) les se´ries
d’Eisenstein usuelles, de poids 2, 4, 6 respectivement.
The´ore`me 1 Si q 6= 0 alors le sous-corps de C engendre´ par q, E2(q), E4(q),
E6(q) a un degre´ de transcendance sur Q au moins 3.
La preuve de Nesterenko s’appuye sur la proprie´te´ suivante des se´ries
E2, E4, E6. L’ope´rateur de de´rivation D = q
d
dq
fait de l’anneau Q[E2, E4, E6]
un anneau diffe´rentiel. Plus en particulier, nous avons :
DE2 =
1
12
(E22 − E4)
DE4 =
1
3
(E2E4 − E6) (1)
DE6 =
1
2
(E2E6 − E24).
On remarque que :
Q[E2, E4, E6] = Q[E2, DE2, D
2E2]. (2)
La forme E2(e
2πiτ ), quasi-modulaire de poids 2, contient donc toutes les
informations qui permettent d’acce´der a` une preuve du the´ore`me.
Dans ces expose´s, nous voulons faire une introduction a` des proble`mes
analogues, mais en deux ou plusieurs variables complexes.
1.1 Motivation et structure de ce texte.
Nous commenc¸ons par de´crire les groupes modulaires de Hilbert et leur
action sur les produits de copies de demi-plans supe´rieurs complexes. Nous
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faisons ensuite une courte introduction aux formes modulaires de Hilbert,
qui sont des formes modulaires de plusieurs variables complexes, associe´es a`
des corps de nombres totalement re´els : le nombre de variables est e´gal au
degre´ du corps. Nous construisons des formes modulaires de Hilbert : des
se´ries d’Eisenstein, et des se´ries theˆta.
Nous regardons ensuite les ze´ros de certaines formes modulaires de Hilbert,
par analogie avec le discriminant elliptique ∆ = (E34 −E26 )/1728 (de Jacobi),
qui est sans ze´ros pour |q| < 1. La fonction E2 est e´gale a` la de´rive´e logarith-
mique D∆/∆. Graˆce a` (2), ceci permet de retrouver le syste`me (1).
En deux ou plusieurs variables, nous observons qu’il n’existe pas de forme
modulaire de Hilbert sans ze´ros dans son domaine de de´finition, ce qui cons-
titue une difficulte´ dans la construction d’une ge´ne´ralisation du syste`me (1).
De plus, en deux ou plusieurs variables, il existe une division importante
entre formes modulaires dites de poids paralle`le et celles dites de poids non
paralle`le, qui n’existe pas en une variable complexe.
Il s’ave`re que des ge´ne´ralisations partielles de la forme modulaire ∆ de
Jacobi en plusieurs variables existent. Nous donnons un exemple explicite en
deux variables complexes : la forme modulaire ainsi construite permettra de
calculer explicitement un certain anneau de formes modulaires de Hilbert de
deux variables complexes.
En ge´ne´ral, les structures d’anneaux (gradue´s) des formes modulaires
de Hilbert de poids paralle`le peuvent eˆtre de´termine´es de plusieurs fac¸ons.
La me´thode la plus ancienne consiste a` e´tudier des se´ries d’Eisenstein de
petit poids (le plus souvent de poids (1, . . . , 1)), pour des sous-groupes de
congruence, tordues par des caracte`res de Dirichlet, ou des se´ries theˆtas : c’est
la me´thode introduite par Hecke, avec des contributions de Kloosterman,
Go¨tzky, Gundlach, Maass, Resnikoff. Les the´ore`mes de structure les plus
pre´cis concernent uniquement le cas des formes modulaires de Hilbert de
deux variables complexes.
Cette me´thode a e´te´ remplace´e ou comple´te´e dans plusieurs cas par l’util-
isation de la ge´ome´trie des surfaces lorsque Hirzebruch a de´couvert comment
construire explicitement un mode`le de´singularise´ de compactifications de sur-
faces modulaires de Hilbert. On a alors pu utiliser la the´orie de l’intersection
dans les surfaces, et de´terminer explicitement des bases d’espaces vectoriels
de formes modulaires (i.e. sections de faisceaux inversibles). Le livre [8] con-
tient les fondations de cette technique.
Dans ces expose´s nous proposons une me´thode encore diffe´rente, qui con-
siste a` exploiter les proprie´te´s diffe´rentielles des formes modulaires (Jacobi,
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Rankin, Resnikoff). En e´tudiant ces proprie´te´s, nous de´crivons comple`tement
la structure de l’anneau des formes modulaires de Hilbert de poids paralle`le,
associe´es au corps Q(
√
5). Apre`s avoir construit deux formes modulaires
ϕ2, χ5 (de poids (2, 2) et (5, 5)), nous montrons que l’anneau des formes
modulaires de Hilbert de poids paralle`le
T (Γ) =
⊕
r∈N
Mr1(Γ)
pour le corps Q(
√
5) est un anneau de type fini, dont on peut de´terminer ex-
plicitement la structure, et est engendre´ par les images de ϕ2, χ5 par certains
ope´rateurs diffe´rentiels que nous de´crirons.
Par contre, nous montrons que l’anneau des formes modulaires de Hilbert
(de poids quelconque) associe´ a` un corps quadratique re´el K quelconque
L(Γ) =
⊕
r∈N2
Mr(Γ)
n’est pas un anneau de type fini, et ne peut meˆme pas eˆtre engendre´ par les
images d’un ensemble fini de formes modulaires, par des ope´rateurs diffe´ren-
tiels.
Suivant Resnikoff, nous e´tudions le corps diffe´rentiel engendre´ par les
de´rive´es partielles d’une seule forme modulaire de Hilbert. Dans le cas de
K = Q(
√
5), on verra que l’anneau engendre´ par toutes les de´rive´es partielles
de la forme modulaire ϕ2 est contenu dans un anneau de type fini, que l’on
de´crira explicitement.
1.2 Pre´lude : le cas elliptique.
Une forme modulaire elliptique est par de´finition une forme modulaire
pour le groupe SL2(Z) (cf. [23] p. 135 ou [18]).
Proposition 1 Soit F une forme modulaire elliptique non constante de poids
f . Alors :
1. La fonction fF (d2F/dz2) − (f + 1)(dF/dz)2 est une forme modulaire
de poids 2f + 4.
2. Les fonctions F, (dF/dz), (d2F/dz2), (d3F/dz3) sont alge´briquement de´-
pendantes sur C.
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3. Les fonctions F, (dF/dz), (d2F/dz2) sont alge´briquement inde´pendantes
sur Q(e2πiz).
Ceci est la proposition 1.1 p. 2 de [19] : ce re´sultat est duˆ a` Mahler, mais
s’appuie fortement sur des contributions de Hurwitz et Rankin. L’ope´rateur
F 7→ (2πi)−2
(
fF
d2F
dz2
− (f + 1)
(
dF
dz
)2)
est une spe´cialisation des crochets de Rankin-Cohen ainsi de´finis. Pour deux
formes modulaires F,G de poids respectifs f, g :
[F,G]n :=
1
(2πi)n
n∑
r=0
(−1)r
(
f + n− 1
n− r
)(
g + n− 1
r
)
F (r)G(n−r),
ou` F (r) de´signe la de´rive´e r-ie`me de F par rapport a` la variable complexe z.
La forme modulaire [F,G]2n est de poids f + g+2n si elle est non nulle. Par
exemple, on a :
[F, F ]2 = (f + 1)(2πi)
−2
(
fF
d2F
dz2
− (f + 1)
(
dF
dz
)2)
.
Les crochets de Rankin-Cohen sont e´tudie´s en de´tail dans [18] et [26].
Il existe des re´lations liant ces crochets, lorsqu’ils sont applique´s a` une
meˆme forme modulaire. En voici un exemple :
[F, [F, F ]2]2 =
6f(f + 1)
(f + 2)(f + 3)
F [F, F ]4.
D’autres exemples peuvent eˆtre construits avec la remarque du paragraphe
6.3.
Le plus simple des crochets est le crochet de Rankin
[F,G]1 = fF
dG
dz
− gGdF
dz
.
Ce crochet est antisyme´trique (1), et il peut eˆtre utilise´ pour de´terminer la
structure d’anneau gradue´ de toutes les formes modulaires elliptiques : cet an-
neau est isomorphe a` l’anneau de polynoˆmes C[X0, X1], en deux inde´termine´es
X0, X1.
1Plus ge´ne´ralement, les crochets [·, ·]2n+1 sont antisyme´triques, et les crochets [·, ·]2n
sont syme´triques.
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On commence par une se´rie d’Eisenstein
E∗4(z) =
∑
(m,n)6=(0,0)
1
(mz + n)4
,
qui est une forme modulaire elliptique non nulle de poids 4. La proposition
1 points 1, 2, et le fait que l’ope´rateur diffe´rentiel F 7→ [F, F ]2 est d’ordre 2,
implique que ∆∗ = [E∗4 , E
∗
4 ]2 est une forme modulaire non nulle de poids 12.
De plus, E∗4 ,∆
∗ sont alge´briquement inde´pendantes.
En utilisant le syste`me (1), on trouve D∆∗ = E2∆∗. Ainsi, ∆∗(e2πiz)
ne s’annule pas dans H = {z ∈ C tel que ℑ(z) > 0} (on peut e´galement
appliquer la formule p. 143 de [23] (voir aussi [18]).
On calcule ensuite [E∗4 ,∆
∗]1. On voit facilement que cette forme modulaire
est non nulle : en effet, si cette forme e´tait nulle on aurait l’existence d’une
constante c ∈ C× et d’entiers x, y non nuls, avec E∗4x = c∆∗y. Or, E∗4 est non
parabolique, et ∆∗ est parabolique : donc [E∗4 ,∆
∗]1 6= 0.
La forme modulaire [E∗4 ,∆
∗]1 est parabolique de poids 18. Ceci veut dire
que la fonction E∗6 := [E
∗
4 ,∆
∗]1/∆∗ est une forme modulaire non nulle de
poids 6, car ∆∗(e2πiz) ne s’annule pas dans H. Nous devons maintenant prou-
ver que E∗4 , E
∗
6 sont alge´briquement inde´pendantes, mais ceci ne de´coule pas
de la proposition 1.
Pour ceci, on note qu’il existe une combinaison line´aire λE∗4
3 + µE∗6
2
qui est une forme parabolique. C’est donc un multiple c∆∗. Si cette combi-
naison line´aire n’est pas triviale, la constante de proportionnalite´ c est non
nulle et E∗4 , E
∗
6 sont alge´briquement inde´pendantes car E
∗
4 et ∆
∗ le sont, par
la proposition 1. On doit calculer quelques coefficients de Fourier. On note
c4, c6, c12 des nombres complexes non nuls tels que les se´ries de Fourier de
E4(q) = c4E
∗
4(z), E6(q) = c6E
∗
6(z),∆(q) = c12∆
∗(z) (avec q = e2πiz) soient
telles que le coefficient du terme de plus petit degre´ en q soit e´gal a` 1. On a
donc :
E4 = 1 + 240q + · · ·
∆ = q + · · ·
∆−1[E4,∆]1 = (4(1 + · · · )(q + · · · )− 12(q + · · · )(240q + · · · ))/(q + · · · )
= 4(1− 504q + · · · ),
d’ou` E6 = 1− 504q + · · · . On calcule :
[E4, E6]1 = 4(1 + · · · )(−504q + · · · )− 6(1 + · · · )(240q + · · · )
= −2 · 1728∆.
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Ceci implique qu’il n’existe pas de relation En4 = λE
m
6 avec λ ∈ C, n,m ∈ Z,
et la constante de proportionnalite´ c est non nulle : donc les formes modulaires
E4, E6 sont alge´briquement inde´pendantes (naturellement, on peut aussi voir
ceci en calculant quelques autres coefficients de Fourier, mais notre souci sera
par la suite de ge´ne´raliser cette de´monstration).
On montre maintenant que toute forme modulaire F s’e´crit de manie`re
unique comme polynoˆme isobare (2) de C[E4, E6] : on fait une re´currence sur
le poids k de F . Si F est parabolique, F/∆ est une forme modulaire de poids
k − 12. Si F n’est pas parabolique et est de poids k ≥ 4 alors il existe un
polynoˆme isobare P ∈ C[E4, E6] de meˆme poids que F , tel que F − P soit
une forme parabolique, et on se rame`ne au cas pre´ce´dent.
Il reste a` traiter le cas ou` F est de poids 0 ou 2. Si F est de poids 0,
alors F est une constante (cf. [23] p. 143). Si F a poids 2 et est non nulle,
alors elle ne peut pas eˆtre une forme parabolique (il n’existe pas de formes
modulaires de poids ne´gatif : cf. [23] p. 143). Il faut de plus que F 2 = λ1E4
et F 3 = λ2E6, avec λ1λ2 6= 0 (car sinon, on trouve des formes modulaires
de poids ne´gatif qui doivent eˆtre nulles), mais ceci entraˆıne une relation de
de´pendance alge´brique entre E4 et E6, qui ne peut pas exister : il n’existe
pas de forme modulaire non nulle de poids 2.
Les autres de´tails que nous avons omis dans cette de´monstration, peuvent
eˆtre facilement trouve´s par le lecteur. Nous avons commence´ ce raisonnement
avec la se´rie d’Eisenstein E∗4 : on peut voir qu’on peut commencer e´galement
avec E∗6 ou ∆
∗.
Dans la suite, nous voulons ge´ne´raliser ces arguments aux formes modu-
laires de Hilbert.
2 Groupes modulaires de Hilbert.
Nous faisons ici une courte introduction aux groupes modulaires de Hilbert.
Le groupe Bih(Hn) des automorphismes biholomorphes de Hn est l’extension
de sa composante neutre Bih0(Hn) par le groupe fini des permutations des
coordonne´es zi. D’autre part, Bih0(Hn) est le produit direct de n copies de
Bih(H1) ∼=PSL2(R) :
1→ PSL2(R)n → Bih(Hn)→ Sn → 1,
2Un polynoˆme isobare est un polynoˆme en des formes modulaires qui est une forme
modulaire.
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ou`Sn de´signe le groupe syme´trique agissant sur un ensemble fini a` n e´le´ments.
Le groupe Bih0(Hn) agit sur Hn de la manie`re suivante. Posons z = (z1, . . . ,
zn), soit γ ∈Bih0(Hn) :
γ =
((
a1
c1
b1
d1
)
, . . . ,
(
an
cn
bn
dn
))
.
Alors :
(γ, z) ∈ Bih0(Hn)×Hn 7→ γ(z) :=
(
a1z1 + b1
c1z1 + d1
, . . . ,
anzn + bn
cnzn + dn
)
∈ Hn.
Soit K un corps totalement re´el de degre´ n, d’anneau d’entiers OK . Nous
avons n plongements :
σi : K → R.
Posons Σ = (σi)i=1,...,n. Le groupe modulaire de Hilbert (associe´ a` OK) est le
sous-groupe ΓK = SL2(OK) de SL2(K) :
ΓK =
{(
a
c
b
d
)
avec a, b, c, d ∈ OK et ad− bc = 1
}
.
Le groupe ΓK se plonge dans SL2(R)
n par le biais du plongement Σ. Si
n = 1, on retrouve le groupe modulaire SL2(Z) usuel. Si n = 2, nous noterons
σ1(µ) = µ et σ2(µ) = µ
′.
Si A est un ide´al non nul de OK , le noyau ΓK(A) de l’homomorphisme
ΓK → SL2(OK/A) est un sous-groupe normal d’indice fini de ΓK . On l’ap-
pelle parfois sous-groupe de congruence principal associe´ a` A.
Dans toute la suite, lorsque le corps de nombres K sera clairement de´ter-
mine´, nous e´crirons Γ = ΓK et Γ(A) = ΓK(A).
2.1 Proprie´te´s de base.
Comme dans le cas n = 1, l’action de Γ (ou de Γ(A)) posse`de des bonnes
proprie´te´s topologiques, que nous ne ve´rifions pas ici (voir [7], chapitre 1).
On montre ainsi que Γ agit proprement sur Hn (c’est-a`-dire que si A est
un compact de Hn, alors γ(A) ∩ A 6= ∅ pour au plus une finitude de γ ∈ Γ).
Pour montrer cette proprie´te´, on utilise le fait que Γ est discret dans
SL2(R)
n (3), ce qui est garanti par le fait que OK est a` son tour discret dans
3Un sous-ensemble E ⊂ RN est discret si pour tout compact U de RN , U ∩ E est fini.
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Rn via le plongement Σ (voir [7] proposition 1.2 p. 7 et proposition 2.1 p.
21).
Exemple pour n = 2. Si K = Q(
√
5), le groupe ΓK est engendre´ par les
trois matrices :
S =
(
1
0
1
1
)
, T =
(
0
1
−1
0
)
, U =
(
ǫ
0
0
ǫ′
)
avec ǫ =
1 +
√
5
2
, qui satisfont
U−1 = TUT, S−1 = TSTST. (3)
Pour ve´rifier ceci, on remarque tout d’abord que OK = Z[ǫ], et donc que le
sous-groupe
(∗
0
∗
∗
)
⊂ Γ est engendre´ par S, U .
Soit
(
α
γ
β
δ
)
∈ Γ, avec γ 6= 0. Pour tout ν ∈ OK ,
(
α
γ
β
δ
)
=
(
αν − β
γν − δ
α
γ
)
· T ·
(
1
0
ν
1
)
.
Nous pouvons choisir ν avec |n(γν − δ)| < |n(γ)|, ou` n(γ) de´signe la norme
absolue de γ, et appliquer une hypothe`se de re´currence sur l’entier |n(γ)|
(voir [9] pp. 414-416).
Notation. Dans ces expose´s, nous faisons jouer a` K = Q(
√
5) un roˆle parti-
culier. Dans ce cas, et uniquement dans ce cas, nous e´crirons Υ = SL2(OK).
Soit Ω un sous-groupe discret de SL2(R)
n. L’action de Ω s’e´tend de
manie`re naturelle en une action sur Hn, ou`
H := H ∪ P1(R).
De´finition. On dit que Ω a une pointe en ∞ := (i∞, . . . , i∞) ∈ Hn si Ω
contient un sous-groupe Ω∞ :
Ω∞ =
{((
α1
0
ν1
α−11
)
, . . . ,
(
αn
0
νn
α−1n
))
avec αi ∈ R>0 et νi ∈ R
}
,
ayant la proprie´te´ que l’ensemble {(ν1, . . . , νn)} ⊂ Rn est un re´seau, et
l’ensemble {(α1, . . . , αn)} ⊂ Rn>0 est un sous-groupe multiplicatif libre de
9
rang n − 1 sur Z. Par exemple, ∞ ∈ H est une pointe de Ω = SL2(Z), et
Ω∞ est le groupe cyclique engendre´ par toutes les puissances de la matrice(
1
0
1
1
)
.
Soit a ∈ Hn. On dit que Ω a une pointe en a s’il existe un e´le´ment
A ∈ SL2(R)n tel que A(a) =∞ et tel que le groupe A ·Ω ·A−1 a une pointe
en ∞.
Le sous-groupe Ω∞ s’appelle le stabilisateur de∞. Pour K corps de nom-
bres totalement re´el de degre´ n, Γ∞ est isomorphe a` un produit semi-direct
de OK ∼= Zn par (O×K)2 ∼= Zn−1 : ∞ est toujours une pointe des groupes
modulaires de Hilbert Γ. Par exemple, Le groupe Υ∞ est engendre´ par S, U .
On peut e´tendre ces de´finitions a` un quelconque sous-groupe de Γ d’indice
fini, par exemple Γ(A), pour un ide´al non nul A deOK . Plus l’indice est grand,
plus on trouve dans Hn un grand nombre de pointes non e´quivalentes modulo
l’action de Γ(A). Par un calcul e´le´mentaire, on voit que les pointes de Γ se
situent dans P1(R).
Le groupe Γ peut posse´der plusieurs pointes non e´quivalentes.
Lemme 1 L’ensemble des classes d’e´quivalence des pointes de Hn sous l’ac-
tion de Γ est en bijection avec les classes d’ide´aux modulo les ide´aux princi-
paux de K.
De´monstration. Tout d’abord, montrons que les e´le´ments de P1(K) sont
des pointes.
Nous avons de´ja` vu que ∞ est une pointe. Soit a ∈ K = P1(K) − {∞}
et conside´rons
A :=
(
0
−1
1
a
)
∈ SL2(K).
On a A(a) =∞, donc le groupe :
A · Γ · A−1
posse`de une pointe en ∞, et Γ a une pointe en a. Nous venons de montrer
que P1(K) ⊂ {pointes}.
Re´ciproquement, soit p = (p1, . . . , pn) ∈ P1(R) une pointe. Par de´finition
il existe une matrice P de SL2(R) telle que P (p) =∞ et telle que le groupe
P · Γ · P−1 contient un groupe de translations isomorphe a` OK . Toutes ces
translations sont des e´le´ments paraboliques, i.e. de trace re´duite ±2. Soit
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t 6=
(
1
0
0
1
)
une de ces translations. En vertu de la condition sur la trace, les
e´quations :
σi(t)(pi) = pi pour i = 1 . . . , n
ont une unique solution p, et de plus, p ∈ Σ(K), donc P1(K) ⊃ {pointes}.
Le fait que P1(K)/Γ soit en bijection avec le groupe des classes d’ide´aux
de K est bien connu et se voit en sachant que tout ide´al fractionnaire non
principal I de K est engendre´ par deux e´le´ments a, b ∈ K distincts.
2.2 Une description de XΓ.
Un ensemble fondamental E ⊂ H2 pour Γ est un sous-ensemble tel que
pour tout z ∈ H2 il existe γ ∈ Γ avec γ(z) ∈ E.
Un domaine fondamental D ⊂ H2 pour Γ est un ensemble fondamental
mesurable pour la mesure de Lebesgue, tel que le sous-ensemble dont les
e´le´ments sont les z ∈ D tels que γ(z) ∈ D pour quelques γ ∈ Γ−
{(
1
0
0
1
)}
,
ait une mesure nulle.
Le groupe Γ e´tant discret, tout ensemble fondamental qui est mesurable
contient un domaine fondamental (voir [7]).
1. L’espace XΓ := (Hn ∪ P1(K))/Γ, muni d’une certaine topologie naturelle
engendre´e par des syste`mes de voisinages de points de Hn et de pointes, est
compact. Nous ne ne donnerons pas de de´monstration ge´ne´rale de ce fait,
pour laquelle nous renvoyons a` [7], chapitre 1, ou a` [8], chapitre 1. Dans
le paragraphe 5.1 nous construirons explicitement un domaine fondamen-
tal dans le cas K = Q(
√
5), et cette proprie´te´ de compacite´ peut eˆtre vue
facilement a` partir de cette construction.
2. En ge´ne´ral, l’espace XΓ posse`de des singularite´s. Ces singularite´s ont leur
support dans l’ensemble des pointes et des points elliptiques (points fixes de
transformations d’ordre fini). Voici un exemple explicite de point elliptique
dans le cas K = Q(
√
5) : le point ζ := (ζ5, ζ
2
5) ∈ H2, avec ζ5 = e2πi/5.
Ce point est un point elliptique d’ordre 5 pour Υ, car la matrice φ =(−ǫ′
1
−1
0
)
, qui est d’ordre 5, satisfait φ(ζ) = ζ.
3. Si n > 1, toutes les pointes de´terminent des singularite´s. Une de´monstra-
tion homologique de ce fait se trouve dans [7] p. 30. Les points elliptiques
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de´terminent parfois des singularite´s : on peut de´montrer que l’orbite du point
ζ de´fini ci-dessus est un point re´gulier dans XΥ.
Pour simplifier l’exposition, nous supposons dore´navant que l’anneau des
entiers de K est principal. C’est le cas si K = Q ou K = Q(
√
5).
3 Formes et fonctions modulaires de Hilbert.
Il existe des formes modulaires pour SL2(Z) sans ze´ros dans H : la forme
∆ en est un exemple. Nous introduisons ici les formes modulaires de Hilbert
associe´es a` un corps de nombres totalement re´el de degre´ n, et nous faisons
une e´tude analytique : il en re´sultera qu’il n’existe pas de forme modulaire
de Hilbert sans ze´ros dans Hn.
Fixons un corps totalement re´el K. Soit Ω un sous-groupe d’indice fini de
Γ := SL2(OK) (dans la plupart des exemples, Ω est un sous-groupe de con-
gruence principal), soit ξ : Ω→ C× un caracte`re. Nous de´finissons les formes
modulaires de Hilbert pour Ω avec caracte`re, de deux manie`res diffe´rentes,
suivant que K = Q ou K 6= Q.
Si K = Q, une forme modulaire de Hilbert f de poids n ∈ Z pour Ω avec
caracte`re ξ est par de´finition une forme modulaire pour le groupe Ω ⊂ SL2(Z)
de poids n, avec caracte`re ξ. En particulier, toute forme modulaire de Hilbert
pour K = Q est holomorphe aux pointes de Ω.
De´finition. Si K 6= Q, une forme modulaire de Hilbert de poids r = (r1, . . . ,
rn) ∈ Zn avec caracte`re ξ pour Ω est une fonction holomorphe f : Hn → C
satisfaisant :
f(γ(z)) = ξ(γ)
n∏
i=1
(σi(c)zi + σi(d))
rif(z), (4)
pour tous z = (z1, . . . , zn) et γ =
(
a
c
b
d
)
∈ Ω.
Si ξ = 1, on parle plus simplement de formes modulaires de Hilbert (sans
mentionner « avec caracte`re trivial »).
De´finition. Une fonction modulaire de Hilbert de poids r = (r1, . . . , rn) ∈ Zn
pour Ω est une fonction me´romorphe f : Hn → C satisfaisant (4) pour tous
z = (z1, . . . , zn) et γ =
(
a
c
b
d
)
∈ Ω, avec ξ = 1.
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3.1 Fonctions re´gulie`res aux pointes.
Notons t : K → Q la trace de K sur Q. Pour simplifier les notations, nous
e´tendons cette fonction de la manie`re suivante. Si z = (z1, . . . , zn) ∈ Cn, nous
e´crivons t(z) = z1+ · · ·+zn ; ainsi par exemple, si ν ∈ K, nous e´crivons t(νz)
plutoˆt que σ1(ν)z1 + · · ·+ σn(ν)zn.
Les conditions analytiques impose´es dans la de´finition d’une forme mo-
dulaire de Hilbert pour K 6= Q sont plus faibles que pour K = Q. On
ne demande pas que les formes modulaires de Hilbert soient holomorphes a`
l’infini. Nous expliquons ici ce phe´nome`ne.
Soit K un corps de nombres totalement re´el, de degre´ n > 1. Le the´ore`me
des unite´s de Dirichlet implique :
O×K ∼= Zn−1 ×
Z
2Z
.
Soit c = (c2, . . . , cn) ∈ Zn−1.
De´finition. Soit M un Z-module complet de K, soit V un sous-groupe
d’indice fini de O×K tel que ηM = M pour tout η ∈ V . L’espace vectoriel
Ac(V,M) des fonctions re´gulie`res de poids c au voisinage de∞ est constitue´
des se´ries de Fourier a` coefficients complexes, absolument convergentes dans
un sous-ensemble non vide de Hn :
f(z) :=
∑
ν∈M∗
dν exp{2πit(zν)}, (5)
ou` M∗ de´signe le dual de M pour la trace t, avec la condition que
dνǫ = dν
n∏
i=2
σi(ǫ)
ci,
pour tout ǫ ∈ V 2 et ν ∈M∗.
Si f ∈ Ac(V,M) a la se´rie de Fourier (5), alors dν 6= 0 implique σi(ν) ≥ 0
pour tout i = 1, . . . , n, d’ou` le fait que f converge au voisinage de la pointe
∞. La ve´rification est laisse´e en exercice : il faut utiliser l’existence d’unite´s
ǫ ∈ O×K avec
σ1(ǫ) > 1, 0 < σ2(ǫ) < 1, . . . , 0 < σn(ǫ) < 1,
et l’hypothe`se de convergence. On en de´duit le principe de Koecher-Go¨tzky :
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Lemme 2 Les se´ries (5) qui sont dans Ac(V,M) ont leur ensemble d’indices
dans M∗K,+ ∪ {0}, avec :
M∗K,+ = {ν ∈M∗K avec σi(ν) ≥ 0, i = 1, . . . , n}.
De plus, si d0 6= 0 dans (5), alors c = 0.
Exemple. Pour K = Q(
√
5), M = OK , V = O×K , l’ensemble A0(V,M) est
l’anneau des fonctions f analytiques sur Hn, borne´es au voisinage de ∞,
satisfaisant :
f(S(z)) = f(z) et f(U(z)) = f(z).
Pour K 6= Q, toute forme modulaire de Hilbert f de poids (r1, . . . , rn)
pour Ω appartient a` Ac(V,M) pour certains V,M , avec c = (r2−r1, . . . , rn−
r1). On voit que
f(z) =
∑
ν∈O∗
K
dν exp{2πit(νz)},
car f est invariante par les translations de OK . Puis on applique le principe
de Koecher pour ve´rifier que l’ensemble des indices a son support dansO∗K,+∪
{0}.
Soit a ∈ K ; on conside`re une matrice A ∈ SL2(K) telle que A(a) = ∞,
on pose A−1 =
( u
w
v
x
)
. Par exemple ;
A =
(
1
0
β
1
)
·
(
α
0
0
α−1
)
·
(
0
−1
1
a
)
, α ∈ K∗, β ∈ K
convient. La fonction :
f |A(z) :=
n∏
i=1
(σi(w)zi + σi(x))
−rif(A−1(z))
est une forme modulaire de poids r pour le groupe A · Ω · A−1. Ce groupe
a une pointe en ∞, et f |A ∈ Ac(V˜ , M˜) pour V˜ ⊂ O×K et M˜ un Z-module
complet de K, que l’on peut expliciter en calculant le stabilisateur de∞ dans
A · Ω · A−1 : donc f est re´gulie`re en toute pointe. En particulier :
f |A(z) =
∑
ν∈M˜∗+∪{0}
dν(A) exp{2πit(νz)}.
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Exemples d’autres fonctions re´gulie`res. Nous ajoutons un appendice a` ce
paragraphe, bien qu’il n’y ait pas un lien direct avec les formes modulaires de
Hilbert. On appelle se´rie ge´ome´trique de Hecke, la se´rie :
gK(z) :=
∑
ν∈O∗
K,+∪{0}
exp{t(νz)} ∈ A0(V,M),
avec V = O×K et M = OK .
Les proprie´te´s asymptotiques de cette se´rie ont e´te´ e´tudie´es par Hecke dans
[12]. Hecke a aussi e´tudie´ la se´rie :
bK(z) :=
∑
ǫ∈(O×
K
)2
exp{t(ǫz)} ∈ A0(V,M).
Si K 6= Q, ces se´ries sont transcendantes sur Q(expK(z1, . . . , zn)), pour toute fonc-
tion exponentielle expK : C
n → Gnm(C) ayant ses pe´riodes dans Σ(OK) ⊂ Cn.
Si K = Q alors gK , bK sont alge´briques sur Q(e
2πiz). On peut montrer que
gK , bK ne sont pas des formes modulaires de Hilbert. Ces se´ries ont des proprie´te´s
arithme´tiques tre`s inte´ressantes, lie´es a` la the´orie de Mahler d’e´quations fonction-
nelles associe´es a` certaines transformations monomiales.
3.2 Proprie´te´s de base des formes modulaires de Hil-
bert.
De´finition (poids paralle`le). Soit K un corps de nombres totalement re´el
de degre´ n. Nous dirons qu’une forme modulaire de Hilbert associe´e a` K est
de poids paralle`le r ∈ Z, si son poids est (r, . . . , r) ∈ Zn.
De´finition (formes paraboliques). Une forme parabolique pour Ω est une
forme modulaire de Hilbert f : Hn → C pour le groupe Ω telle que, pour
tout a ∈ P1(K) et tout A ∈ SL2(K) avec A(a) =∞, on ait
f |A(z) =
∑
ν∈M˜∗+∪{0}
dν(A) exp{2πit(νz)},
avec d0(A) = 0.
Pour r ∈ Zn, nous notons Mr(Ω) et Sr(Ω) respectivement les espaces
vectoriels de formes modulaires de poids r pour Ω, et des formes paraboliques
pour Ω de poids r.
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Lemme 3 Soit r = (r1, . . . , rn) ∈ Zn. Si r1+· · ·+rn < 0, alorsMr(Ω) = {0}.
Si r1 + · · ·+ rn = 0, alors Mr(Ω) ⊂ C. En particulier, M0(Ω) = C.
De´monstration. Nous donnons a` la fin une deuxie`me preuve de l’e´galite´
M0(Ω) = C, mais commenc¸ons avec une remarque importante.
Le groupe SL2(Z) se plonge dans tout groupe modulaire de Hilbert Γ :
par exemple, son image dans Υ est engendre´e par S, T . Il existe donc un lien
entre les formes modulaires de Hilbert et les formes modulaires elliptiques
(formes modulaires de Hilbert pour K = Q) : soit
Ξn = {(z, . . . , z) ∈ Hn} ∼= H,
soit f une forme modulaire de poids r = (r1, . . . , rn) pour Γ. Alors la restric-
tion g = f |Ξn est une forme modulaire elliptique de poids r1 + · · ·+ rn.
Soient f ∈ Mr(Ω) et B ∈ SL2(K). La restriction f |B(z, . . . , z) est une
forme modulaire de poids r1 + · · ·+ rn, pour un sous-groupe d’indice fini de
SL2(Z). Comme la re´union des images de Ξn par les e´le´ments B ∈ SL2(K)
est dense dans Hn, si f est non nulle, on peut choisir B telle que f |B(z, . . . , z)
soit non nulle. Pour cela, il faut que r1 + · · ·+ rn ≥ 0.
Supposons maintenant que r1 + · · · + rn = 0. Pour tout B ∈ SL2(K)
la forme modulaire f |B(z, . . . , z) est constante, et ceci implique f constante,
car dans ce cas, f est une fonction analytique dans Hn telle que sur un
sous-ensemble dense de Hn, il existe n de´rive´es directionnelles line´airement
inde´pendantes annulant f . En particulier, M0(Ω) = C.
Voici maintenant une deuxie`me de´monstration de ce dernier fait : pour
simplifier, nous supposons que Ω a la seule classe d’e´quivalence de pointe∞.
Soit f ∈M0(Ω) : Si f n’est pas une forme parabolique, alors
f − f(∞)
est une forme parabolique.
D’apre`s le lemme 2, f peut eˆtre prolonge´e analytiquement en ∞, et en
appliquant des transformations de SL2(K), par continuite´ en tout e´le´ment
de P1(K) : f(P1(K)) = 0.
La compacite´ de XΩ implique que la fonction continue |f | est borne´e sur
XΩ, et le maximum de |f | est atteint dans Hn. Le principe du maximum
pour les fonctions analytiques de plusieurs variables complexes implique que
f = 0. Dans tous les cas f est constante.
Lemme 4 Supposons que n ≥ 2. Si r = (r1, . . . , rn) est tel que r1 = 0 et il
existe un indice i avec ri 6= 0, alors Mr(Ω) = {0}.
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De´monstration. Soit f une forme modulaire de Hilbert de poids r, comme
dans l’e´nonce´. D’apre`s le lemme 2, f est une forme parabolique.
Comme dans la preuve du lemme 3, f se prolonge par continuite´ sur
P1(K) : f(P1(K)) = 0. La fonction
g(z) = |f(z)|yr11 yr22 · · · yrnn = |f(z)|yr22 · · · yrnn
est continue, Ω-invariante, et se prolonge en fonction continue sur XΩ, nulle
aux pointes.
Soit ζ ∈ Hn un e´le´ment tel que max g = g(ζ). La fonction
z1 7→ f(z)yr22 · · · yrnn
est analytique sur H, et d’apre`s le principe du maximum, la fonction :
z1 7→ f(z1, ζ2, . . . , ζn)
est constante.
On ve´rifie que les seules fonctions g ∈ Ac(V,M) telles que ∂g/∂z1 = 0
sont les fonctions constantes si c = 0, et les fonctions nulles si c 6= 0 (utiliser
le fait que la projection de Σ(OK) ⊂ Rn sur un facteur quelconque Rn−1 est
dense). Ici, c = (r2, . . . , rn) est non nul, donc f est nulle.
Lemme 5 Si r = (r1, . . . , rn) est tel que r1 < 0, alors Mr(Ω) = {0}.
De´monstration. Dans le paragraphe 4, nous construirons pour tout r ∈ Z≥1
une forme modulaire de Hilbert non nulle de poids r2 (une se´rie d’Eisenstein).
Soit f ∈Mr(Ω) de poids non paralle`le r = (r1, . . . , rn), et supposons que r1 <
0. Soit E une forme modulaire de Hilbert de poids 2 non nulle. Un certain
produit faEb, pour a, b entiers positifs non nuls, est une forme modulaire de
poids (0, ∗). Le lemme 4 implique que faEb = 0, et f = 0. Si f est de poids
paralle`le, ce raisonnement implique seulement que f est une constante. Mais∑
i ri = nr1 < 0, et le lemme 3 implique que f = 0.
Nous notons Fr(Ω) l’espace vectoriel des fonctions modulaires f : Hn → C
de poids r, et F (Ω) = F0(Ω) le corps des fonctions modulaires de poids r = 0.
Voici une autre conse´quence du principe de Koecher.
Lemme 6 Si K 6= Q, il n’existe pas de fonction modulaire non constante
dans F (Ω), sans poˆles ou sans ze´ros dans Hn.
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De´monstration. Supposons que f ∈ F0(Ω) soit sans poˆles. Alors f est
holomorphe dans Hn, d’apre`s le lemme 2, donc f est une forme modulaire de
poids 0, qui est constante. Si f est sans ze´ros, alors f−1 est sans poˆles, donc
holomorphe.
Pour K = Q, cette proprie´te´ est fausse car la fonction modulaire j est
holomorphe dans H. Nous pouvons e´tendre ceci aux formes modulaires.
Lemme 7 Si K 6= Q, il n’existe pas de formes modulaires non constantes
dans Mr(Ω), sans ze´ros dans Hn.
De´monstration. Soit f une forme modulaire de poids r, non constante et
sans ze´ros dans Hn. Quitte a` se ramener a` une puissance entie`re convenable
de f , on peut supposer que r ∈ (2N>0)n.
Nous verrons plus loin que :
lim
m→∞
dimCMmr(Ω) =∞.
Si m est assez grand, il existe une forme modulaire de Hilbert G, de poids
mr, telle que Fm, G soient C-line´airement inde´pendantes.
Donc G/Fm est une fonction modulaire de poids 0, non constante, et sans
poˆles : une contradiction.
Une autre manie`re de proce´der est d’appliquer les ope´rateurs « slash »
(composition de formes modulaires avec des transformations de H2 associe´es
a` des matrices deGL2(K) : voir p. 251 de Zagier [25]). La proprie´te´ du lemme
7 est fausse pour K = Q, car la forme parabolique ∆ de Jacobi ne s’annule
pas dans H.
4 Exemples de formes modulaires de Hilbert.
Les techniques qui permettent de construire des formes modulaires de
Hilbert, et les ope´rations qui permettent de construire des nouvelles formes
modulaires a` partir de certaines formes modulaires donne´es, sont peu nom-
breuses mais puissantes.
4.1 Se´ries d’Eisenstein.
Soit A un ide´al non nul de OK , soit r un entier rationnel ≥ 1, soit s un
nombre complexe de partie re´elle> 2−r. Notons S un sous-ensemble maximal
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de A× A ne contenant pas (0, 0), avec la proprie´te´ que si (m1, l1), (m2, l2) ∈
S sont deux e´le´ments distincts, alors pour toute unite´ η de K totalement
positive, on a ηm1 6= m2 et ηl1 6= l2 . La se´rie :
Er,A(z, s) :=
∑
(m,l)∈S
n∏
i=1
(σi(m)zi + σi(l))
−r|(σi(m)zi + σi(l))|−s
converge uniforme´ment dans tout compact de Hn et de´finit une fonction
holomorphe de la variable complexe s, pour z ∈ Hn fixe´. En effet, pour
z = (z1, . . . , zn) ∈ (C− R)n, il existe une constante c > 0 telle que :
|xzi + y|2 ≥ c(x2 + y2),
pour tout (x, y) ∈ R2. Donc, pour (m, l) ∈ K2 :∣∣∣∣∣
n∏
i=1
(σi(m)zi + σi(l))
−r−s
∣∣∣∣∣ ≤ c−1
n∏
i=1
(σi(m)
2 + σi(l)
2)−r/2−ℜ(s)/2.
Soit K1 le corps de nombres K(i). Le nombre rationnel
∏
i(σi(m)
2 + σi(l)
2)
est la valeur absolue de la norme de K1 sur Q du nombre mi + l ∈ K1. On a
donc majore´ la valeur absolue du terme ge´ne´ral de notre se´rie Er,A(z, s) par
le terme ge´ne´ral d’une se´rie extraite de la se´rie de´finissant la fonction zeˆta
du corps K1, multiplie´e par une constante positive, d’ou` la convergence.
Soit S ′ un autre sous-ensemble maximal de A×A ayant la meˆme proprie´te´
que S. Il est clair que :
∑
(m,l)∈S
n∏
i=1
(σi(m)zi + σi(l))
−r|(σi(m)zi + σi(l))|−s =
= ±
∑
(m′,l′)∈S′
n∏
i=1
(σi(m
′)zi + σi(l′))−r|(σi(m′)zi + σi(l′))|−s.
Le signe ± provient de la possible existence d’unite´s de norme ne´gative.
Pour s fixe´ dans le domaine de convergence, la fonction Er,A(·, s) : Hn →
C ainsi de´finie est « automorphe de poids (r + s, . . . , r + s) »pour Γ. Par
exemple, si r ≥ 3 et s = 0, on construit de cette fac¸on des formes modulaires
de Hilbert de poids (r, . . . , r). Pour γ =
(
a
c
b
d
)
∈ Γ on a de fac¸on plus
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de´taille´e :
Er,A(γ(z), s) =
n∏
i=1
(σi(c)zi + σi(d))
r|σi(c)zi + σi(d)|s
×
∑
(m,n)∈S
n∏
i=1
(σi(m
′)zi + σi(l′))−r|(σi(m′)zi + σi(l′))|−s,
ou`m′ = am+cl, l′ = bm+dl. Mais la transformation de´finie par ces relations
envoie S en un autre sous-ensemble S ′ de A2 ayant les meˆmes proprie´te´s que
S.
Si r est impair, Er,A est identiquement nulle quand K a une unite´ de
norme −1. Toutefois, Er,A n’est pas en ge´ne´ral identiquement nulle.
Pour r ≥ 4 pair, Er,A(z, 0) n’est jamais nulle. Pour le voir, il suffit de
choisir un ordre particulier de sommation dans la se´rie
∑
(m,n)∈S . Nous pou-
vons en effet e´crire, graˆce a` la convergence absolue :∑
(m,l)∈S
=
∑
m=0,l∈T
+
∑
m∈T ,l∈A
,
ou` T est un sous-ensemble maximal de A ayant la proprie´te´ que 0 6∈ T et si
n1, n2 ∈ T avec n1 6= n2, alors n1/n2 n’est pas une unite´ totalement positive
de K. La se´rie : ∑
m∈T ,l∈A
n∏
i=1
(σi(m)zi + σi(l))
−r
est nulle en z =∞. D’autre part,
∑
m=0,l∈T
n∏
i=1
(σi(m)zi + σi(l))
−r =
∑
l∈T
n(l)−r,
est non nul. Donc la se´rie d’Eisenstein Er,A(z) = Er,A(z, 0) est une forme
modulaire de Hilbert de poids (r, . . . , r), qui n’est pas une forme parabolique
(et n’est pas non plus constante).
Plus r ≥ 3 est petit, plus la se´rie d’Eisenstein Er,A(z) = Er,A(z, 0) con-
verge lentement, plus elle est « inte´ressante », comme nous le verrons plus
loin. Hecke ([12] pp. 391-395) a introduit la technique du prolongement analy-
tique des fonctions analytiques d’une variable complexe, pour construire des
fonctions satisfaisant des relations d’automorphie de poids 2 et 1. Il construit
20
ces fonctions en explicitant d’abord le de´veloppement en se´rie de Fourier de
Er,A(z, s), pour s fixe´. En appliquant la formule de Poisson, il remarque que
les coefficients de Fourier sont des fonctions analytiques de la variable com-
plexe s, et qu’on peut faire un prolongement analytique. Puis il calcule une
limite pour s→ 0, et remarque que tre`s souvent, les ze´ros des facteurs gamma
e´liminent les termes non holomorphes en z Ce proce´de´ est devenu classique,
c’est pourquoi nous n’en avons donne´ qu’une esquisse.
Pour r = 2, on trouve, lorsque ℜ(s) > 0, que la limite :
E2,A(z) := lim
s→0
∑
(m,l)∈S
n∏
i=1
(σi(m)zi + σi(l))
−2|(σi(m)zi + σi(l))|−s
existe. Si K 6= Q, alors E2,A(z) est holomorphe, et c’est donc une forme
modulaire pour Γ, de poids 2, qui est non nulle.
Si K = Q, E2,Z(z) n’est pas holomorphe (mais posse`de des proprie´te´s
d’automorphie), et
E2(z) = ζQ(2)
−1E2,Z(z) +
3
πℑ(z)
est holomorphe, mais non modulaire (cf. l’article de Bertrand dans [19],
chapitre 1). Le terme
3
πℑ(z) apparaˆıt apre`s avoir fait un prolongement ana-
lytique.
Les se´ries Er,A(z) posse`dent des de´veloppements en se´rie de Fourier qui
peuvent eˆtre calcule´s explicitement : ce calcul est tre`s utile si A = OK . Soit
ζK(s) la fonction zeˆta associe´e a` K, e´crivons :
ζK(r)
−1Er,OK(z) =
∑
ν∈A∗+∪{0}
dν exp{2πit(zν)}.
Pour r pair, les coefficients dν sont des nombres rationnels que l’on peut
calculer explicitement. En particulier, d0 = 1. Les de´tails de ces calculs sont
de´crits dans [8] pp. 19-21 : ils sont classiques, c’est pourquoi nous ne les
reportons pas ici en toute ge´ne´ralite´.
Une recette. Voici une fac¸on de calculer les coefficients de Fourier des se´ries
Er,A(z) dans le cas ou` [K : Q] = 2, r pair, nombre de classes d’ide´aux 1, et
A = OK (nous rendons plus explicites les formules de la proposition 6.4 pp.
21
19-20 de [8], pour les applications que nous avons en vue). On trouve :
Er,OK(z) = ζK(r)(1 +
∑
ν∈O∗
K,+
br(ν) exp{2πit(νz)}),
ou`
br(ν) = κr
∑
(µ)|ν
√
d
|n(µ)|r−1,
la somme e´tant e´tendue aux ide´aux entiers (µ) de K (donc principaux) qui
divisent ν
√
d. Nous avons pose´ :
κr =
(2π)2r
√
d
((r − 1)!)2drζK(r) ,
et d de´signe le discriminant de K.
En particulier, les se´ries d’Eisenstein E = Er,OK pour K quadratique re´el
et r pair satisfont :
E(z, z′) = E(z′, z).
On dit que ce sont des formes modulaires syme´triques.
Un calcul explicite. Soit K = Q(
√
5). En utilisant les formules de´crites
ci-dessus on voit que :
ζK(2)
−1E2,OK (z) = (1 + 120(exp{2πit(µz)}+ exp{2πit(µ′z)}) + · · · )
ou` µ =
1 +
√
5
2
√
5
. Comme :
E4(t) = 1 + 240 exp{2πit}+ · · ·
on voit que
ζK(2)
−1E2,OK |Ξ2 = E4.
4.2 Fonctions theˆtas.
La nature des se´ries d’Eisenstein ne permet pas toujours d’obtenir la non
nullite´ des formes modulaires ainsi construites (exemples : se´ries de poids
impairs et K a une unite´ de norme ne´gative, ou se´ries d’Eisenstein de poids
1 tordues par des caracte`res). Les fonctions theˆtas en revanche, sont toujours
non nulles.
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Il convient de faire un de´tour passant par les groupes symplectiques et
les fonctions theˆta classiques.
Nous notons Hn ⊂ Cn le demi-espace supe´rieur de Siegel constitue´ des
matrices complexes syme´triques Z a` n lignes et n colonnes, ayant une partie
imaginaire de´finie positive. Pour (u, Z, r, s) ∈ Cn ×Hn × Rn × Rn, posons :
ϑ(u, Z; r, s) =
∑
x∈Zn+r
exp
{
2πi
(
1
2
tx · Z · x+ tx · (u+ s)
)}
.
Cette se´rie converge uniforme´ment dans les compacts de Cn ×Hn et de´finit
la fonction theˆta de caracte´ristique (r, s). Posons :
En =
(
0
−1n
1n
0
)
∈ GL2n(R),
ou` 1n est la matrice identite´ d’ordre n. Le groupe symplectique SPn(R) ⊂
GL2n(R) est de´fini par :
SPn(R) =
{
T tels que T · En · tT = En
}
.
Il agit sur Hn de la manie`re suivante. Si Z ∈ Hn et U =
(
A
C
B
D
)
∈ SPn(R)
avec A,B,C,D matrices carre´es d’ordre n, alors on pose :
U(Z) = (A · Z +B) · (C · Z +D)−1.
Noter que SP1(R) = SL2(R), et SPn(R) ⊂ SL2n(R).
Soit S une matrice a` n lignes et n colonnes, notons {S} ∈ Cn le vecteur
colonne dont les coefficients sont les e´le´ments de la diagonale de S.
Nous recopions ici un cas particulier d’une proposition tre`s classique que
l’on peut trouver, par exemple, dans [24], proposition 1.3, pp. 676-677, dont
nous omettons la de´monstration.
Proposition 2 Soient r, s des e´le´ments de (Z/2)n. Pour tout U =
(
A
C
B
D
)
∈
SPn(Z), on a :
ϑ(0, U(Z); r, s) = ζU det(C · Z +D)1/2ϑ(0, Z; r′, s′),
ou` ζU est une racine huitie`me de l’unite´ qui de´pend de r, s et U ,(
r′
s′
)
= tU ·
(
r
s
)
+
1
2
({tA · C}
{tB ·D}
)
.
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En particulier pour tout U =
(
A
C
B
D
)
∈ SPn(Z)(8) (4) :
ϑ(0, U(Z); r, s) = ζU det(C · Z +D)1/2ϑ(0, Z; r, s). (6)
On dit que ϑ(0, U(Z); r, s) est une forme modulaire de Siegel de poids 1/2,
niveau 8, et syste`me multiplicateur cyclotomique d’ordre divisant 8.
Nous revenons a` notre corps totalement re´el K, et au groupe modulaire
de Hilbert Γ. Soit I un OK-module inversible de rang 1 de K, posons :
SL2(OK ⊕ I) := SL2(K) ∩
(OK
I
I−1
OK
)
.
Soit (β1, . . . , βn) une base de I sur Z. Conside´rons la matrice :
B =

 σ1(β1) · · · σ1(βn)... ...
σn(β1) · · · σn(βn)

 .
L’application :
WB(z) =
tB ·Diag(z1, . . . , zn) · B,
de´finit une application WB : Hn → Hn. Soit a un e´le´ment de K et posons
Φ(a) = Diag(σ1(a), . . . , σn(a)). Nous avons un homomorphisme de groupes
I : SL2(K)→ SPn(Q) de´fini par :
I
((
a
c
b
d
))
=
(
tB
0
0
B−1
)
·
(
Φ(a)
Φ(c)
Φ(b)
Φ(d)
)
·
(
tB−1
0
0
B
)
=
(
tB · Φ(a) · tB−1
B−1 · Φ(c) · tB−1
tB · Φ(b) · B
B−1 · Φ(d) · B
)
.
On voit facilement que I(SL2(OK ⊕ I)) ⊂ SPn(Z).
Soit γ ∈ SL2(K), e´crivons I(γ) =
(
P
R
Q
S
)
. Nous avons les proprie´te´s de
compatibilite´ suivantes, qui peuvent eˆtre ve´rifie´es sans difficulte´ (voir [24] p.
4Sous-groupe de congruence principal de niveau 8, engendre´ par toutes les matrices U
de SPn(Z) congrues a` la matrice unite´ modulo 8M2n,2n(Z).
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683, voir aussi [11] pp. 499-506) :
I(γ)(WB(z)) = WB(γ(z)) (7)
R ·WB(z) + S = B−1 · (8)
·Diag(σ1(c)z1 + σ1(d), . . . , σn(c)zn + σn(d)) · B.
Nous de´finissons maintenant les fonctions theˆta sur Hn associe´es a` K.
Soient ρ, δ des e´le´ments de K, conside´rons des variables complexes (z, t) ∈
Hn × Cn, posons :
θ(t, z; ρ, δ) =
∑
ν∈I+ρ
exp
{
2πi t
(
1
2
zν2 + ν(t + δ)
)}
. (9)
Cette se´rie converge uniforme´ment dans les compacts de Cn × Hn. Une
ve´rification directe nous donne
θ(t, z; ρ, δ) = ϑ(tB · t,WB(z);B−1 · ρ, tB · δ).
Toutes les proprie´te´s d’automorphie de´crites ci-dessus pour les fonctions ϑ
se transmettent sur les fonctions θ via les conditions de compatibilite´ (7) et
(8). Si par exemple I = O∗K , ρ ∈ O∗K/2 et δ ∈ OK/2, la fonction :
z 7→ θ(0, z; ρ, δ)
est une forme modulaire de Hilbert de poids (1/2, . . . , 1/2) pour Γ♯(8), ou`
Γ♯ = SL2(OK ⊕ I) et
Γ♯(8) =
{
γ ∈ Γ♯ tel que γ ≡
(
1
0
0
1
)
mod (8OK)
}
,
avec caracte`re cyclotomique d’ordre divisant 8, d’apre`s la proposition 2, et
les conditions de compatibilite´ (7) et (8).
4.3 Le cas n = 2 de´taille´.
Ici on pose n = 2, et on s’occupe des caracte´ristiques (r, s) ∈ (Z/2)4.
L’ensemble {ϑ(t, Z; r, s)}(r,s)∈(Z/2)4 est de cardinal 16. En fixant Z ∈ Hn, la
fonction t 7→ ϑ(t, Z; r, s) peut eˆtre une fonction paire ou impaire, comme le
sugge`re une ve´rification directe. Plus pre´cise´ment :
ϑ(−t, Z; r, s) = (−1)|(r,s)|ϑ(t, Z; r, s),
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ou` |(r, s)| = 4(r1s1 + r2s2) ∈ Z. On en de´duit qu’il existe exactement 10
fonctions theˆta paires, ou de manie`re e´quivalente, 10 caracte´ristiques paires.
Notons K ⊂ (Z/2)4 un ensemble complet de classes de congruence distinctes
de (Z/2)4 modulo Z4, et K∗ ⊂ K un sous-ensemble complet de repre´sentants
de classes de caracte´ristiques paires.
Nous conside´rons une action α de SP2(Z) sur (Z/2)
4 de´finie de la manie`re
suivante (sugge´re´e par la proposition 2). Pour U =
(
A
C
B
D
)
∈ SP2(Z) et
(r, s) ∈ (Z/2)4,
αU
(
r
s
)
= tU ·
(
r
s
)
+
1
2
({tA · C}
{tB ·D}
)
.
On ve´rifie que c’est une action de groupe.
Lemme 8 Pour tout U ∈ SP2(Z), l’application αU : K → K est une bijec-
tion. L’action α agit aussi sur K∗.
De´monstration. On peut utiliser le fait que SP2(Z) est engendre´ par les
matrices : (
0
12
−12
0
)
et
(
12
0
T
12
)
,
avec T = tT . De plus, l’action se factorise par une action de SP2(F2) ∼= S6.
En particulier, la fonction :
ϑ(Z) =
∏
(r,s)∈K∗
ϑ(0, Z; r, s)
est une forme modulaire de Siegel de poids 5, avec caracte`re cyclotomique
d’ordre divisant 8 (lire [14]). On en de´duit que :
Θ♯(z) =
∏
(ρ,δ)∈K∗
ϑ(0,WB(z); ρ, δ) = ϑ(WB(z)) (10)
est une forme modulaire de Hilbert de poids (5, 5), avec caracte`re pour le
groupe SL2(OK⊕I). Cette forme modulaire n’est pas nulle en ge´ne´ral, comme
explique´ dans [11], p. 507.
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5 La forme parabolique Θ.
La forme parabolique de Jacobi ∆ : H → C, de poids 12 pour SL2(Z),
peut eˆtre de´finie par :
∆(z2) = 2−8 (θ2(z)θ3(z)θ4(z))
8 ,
ou` les θi sont les fonctions
θ (0, z; 0, 0) , θ
(
0, z;
1
2
, 0
)
. θ
(
0, z; 0,
1
2
)
. (11)
Nous cherchons des analogues de ∆ en dimension supe´rieure.
Dans ce paragraphe, nous construisons explicitement une forme modulaire
Θ de poids (5, 5) pour Υ = SL2(OK) (avec K = Q(
√
5)), dont le lieu des
ze´ros est l’image de Ξ2 modulo l’action de Υ, avec multiplicite´ 1.
Soit µ un e´le´ment de K×, soit I un OK-module inversible de rang 1. On
a un isomorphisme
sµ : SL2(OK ⊕ I)→ SL2(OK ⊕ (µ)I),
de´fini par :
γ =
(
a
c
b
d
)
7→
(
a
µc
µ−1b
d
)
.
On a que γ(σ(µ)z) = σ(µ)sµ(γ)(z).
Si F (z1, z2) est une forme modulaire de Hilbert de poids r pour Γ(OK⊕I),
et si µ ∈ K est tel que µ > 0 et µ′ > 0, alors F (µ−1z1, µ′−1z2) est une forme
modulaire de Hilbert de poids r pour Γ(OK ⊕ (µ)I).
Posons ǫ =
1 +
√
5
2
. On prend I = O∗K dans (10), puis on compose Θ♯.
Ensuite, on utilise les proprie´te´s de l’application sµ ci-dessus, et on ve´rifie
que :
Θ(z1, z2) = Θ
♯
(
ǫ
z1√
5
,−ǫ′ z2√
5
)
est une forme modulaire de Hilbert de poids (5, 5) avec caracte`re, pour le
groupe modulaire Υ.
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Mais Υ n’a pas de caracte`re non trivial (cf. [17] p. 72). Donc la fonction
Θ est une forme modulaire de Hilbert de poids (5, 5) pour Υ : c’est de plus
une forme parabolique, car certains facteurs du produit (10) le sont (5).
On conside`re :
E := {(αi, βi), i = 1, . . . , 10} =
= {(0, 0), (1, 0), (0, 1), (1, 1), (0, ǫ′), (0, ǫ), (ǫ′, 0), (ǫ, 0), (ǫ′, ǫ), (ǫ, ǫ′)}
⊂ OK ×OK .
On a :
Θ(z) =
10∏
i=1
θ
(
0,
(
z1ǫ√
5
,−z2ǫ
′
√
5
)
;αi,
βi√
5
)
=
10∏
i=1
∑
ν∈OK
(−1)t(νβi/
√
5) exp
{
πit
((
ν +
αi
2
)2 ǫz√
5
)}
. (12)
Une ve´rification directe que nous laissons au lecteur entraˆıne (6) :
Θ(z, z′) = −Θ(z′, z).
On dit que Θ est une forme modulaire de Hilbert antisyme´trique. Elle s’an-
nule dans Ξ2 = {(z, z′) avec z = z′}. Nous montrons maintenant que ceci
de´termine bien le lieu d’annulation de Θ, et que la multiplicite´ est 1.
5.1 Un domaine fondamental e´loigne´ du bord de H2.
Nous commenc¸ons par montrer qu’il existe un domaine fondamental pour
l’action de Υ sur H2 plus convenable que celui que nous avons introduit dans
le paragraphe 2.2. Nous voulons travailler avec un domaine fondamental qui
soit le plus e´loigne´ que possible du bord de H2, et celui que nous avons
construit au paragraphe 2.1, ne l’est pas assez. La construction que nous
donnons est celle de [9], pp. 416-422. On conside`re les parties A,B,C de H2
suivantes.
On pose A = {(z, z′) ∈ H2 tel que |zz′| ≥ 1}. C’est un domaine fondamental
pour l’action du sous-groupe {1, T} ⊂ Υ.
5On peut trouver une de´monstration plus directe de ces proprie´te´s dans [10] pp. 231-
237. Notre construction est plus susceptible de ge´ne´ralisation.
6Utiliser le fait que O′K = OK .
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On poseB le sous-ensemble de tous les couples (z, z′) ∈ H2 ayant la proprie´te´
que ǫ′2 ≤ ℑ(z)ℑ(z′) ≤ ǫ2. C’est un domaine fondamental pour l’action du
sous-groupe UZ = {Un tel que n ∈ Z} ⊂ Υ, ou` U est de´fini dans (3).
Pour de´finir C, nous allons d’abord de´crire l’ensemble Cs,s′ dont les e´le´ments
sont les (z, z′) ∈ C tels que ℑ(z) = s et ℑ(z′) = s′, de telle sorte que (union
disjointe) :
C =
⋃
s,s′∈R>0
Cs,s′.
Soit Qs,s′ un domaine fondamental de R2 pour l’action des translations de
Σ(OK) ayant la proprie´te´ que pour tout (r, r′) ∈ Qs,s′ la quantite´ :
(r2 + s2)(r′2 + s′2) = |(r + is)(r′ + is′)|2
est la plus petite possible. Alors Cs,s′ est le translate´ de Qs,s′ par (is, is′) dans
C2. Avec cette construction, C est un domaine fondamental pour l’action des
translations de OK .
Lemme 9 L’ensemble G = A∩B∩C ⊂ H2 contient un domaine fondamental
pour l’action de Υ sur H2. De plus, si (z, z′) ∈ G, alors ℑ(z)ℑ(z′) > 0.54146.
De´monstration. Ici on e´crira ti = (ti, t
′
i) et zi = (zi, z
′
i). Il est clair que
B ∩ C est un domaine fondamental pour l’action de Υ∞ sur H2. Montrons
maintenant que pour tout z ∈ H2, il existe γ ∈ Υ tel que γ(z) ∈ G.
Soit donc z1 ∈ H2. Il existe γ1 ∈ Υ∞ tel que t1 = γ1(z1) ∈ B ∩ C. Si
ℑ(t1)ℑ(t′1) ≥ 1 alors |t1t′1| ≥ 1 et t1 ∈ G. Sinon |t1t′1| < 1 et z2 = (z2, z′2) =
T (t1) ∈ A. Observons que :
ℑ(z2)ℑ(z′2) = ℑ(z1)ℑ(z′1)|t1t′1|−2
> ℑ(z1)ℑ(z′1).
Il existe un e´le´ment γ2 ∈ Υ∞ tel que t2 = γ2(z2) ∈ B ∩ C. Si ℑ(t2)ℑ(t′2) ≥ 1
alors t2 ∈ G, et nous avons de´montre´ un cas particulier du lemme pour z1.
Sinon, |t2t′2| < 1, et nous pouvons continuer en construisant successivement
z3, t3, z4, . . ..
Nous avons une suite (zi)i=1,2,... d’e´le´ments de H2 e´quivalents modulo
l’action de Υ, telle que :
ℑ(z1)ℑ(z′1) < ℑ(z2)ℑ(z′2) < ℑ(z3)ℑ(z′3) < · · · .
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Si aucun de ces points n’est dans G, alors ils sont tous dans le domaine :
{(z, z′) ∈ H tel que |zz′| ≤ 1, ǫ′2 ≤ ℑ(z)ℑ(z′) ≤ ǫ
2,ℑ(z)ℑ(z′) ≥ ℑ(z1)ℑ(z′1)}.
Ce domaine est compact, et l’action de Υ est propre : nous avons une con-
tradiction, car un sous-ensemble compact de H2 ne contient qu’une finitude
d’e´le´ments e´quivalents modulo Υ. Donc, pour tout z ∈ H2, il existe γ ∈ Υ
tel que γ(z) ∈ G, et G est un ensemble fondamental.
Ensuite, nous allons prouver que si z ∈ A ∩ C, alors ℑ(z)ℑ(z′) > 0.54.
Soit a un nombre re´el tel que |a| ≤ 1/√5, soit P (a) le paralle´logramme de
R2 ayant pour sommets :(
1
4
(2 + (1− a)√5), 1
4
(2− (1 + a)√5))(
1
4
(2− (1− a)√5), 1
4
(2 + (1 + a)
√
5)
)(−1
4
(2 + (1− a)√5),−1
4
(2− (1 + a)√5))(−1
4
(2− (1− a)√5),−1
4
(2 + (1 + a)
√
5)
)
.
On voit que P (a) est un domaine fondamental pour l’action des translations
de Σ(OK) sur R2. Posons fs,s′(r, r′) = (r2 + s2)(r′2 + s′2).
Supposons pour commencer que(
s′
s
)2
=
1 + a
1− a avec |a| ≤
1√
5
. (13)
Pour (r, r′) ∈ P (a), l’ine´galite´ suivante est un exercice e´le´mentaire que nous
laissons au lecteur :
fs,s′(r, r
′) ≤
(
5
16
)2
+
9
8
ss′ + s2s′2. (14)
Les ine´galite´s concernant a sont restrictives. Mais pour tout (s, s′) ∈ R2>0, il
existe n ∈ Z unique, tel que :
ǫns′
ǫ−ns
= ǫ2n
s′
s
=
(
1 + a
1− a
)
,
avec |a| ≤ 1/√5 : il suffit de remarquer que la fonction g(a) = 1 + a
1− a est
strictement croissante dans ]−∞, 1[, et que g(−1/√5) = ǫ′2, g(1/√5) = ǫ2.
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Soit (z, z′) ∈ C, z = x+ is, z′ = x′+ is′. Soient n, a comme ci-dessus. Soit
(r, r′) ∈ P (a) tel que (x− r, x′ − r′) ∈ Σ(OK). On a :
|zz′| = fs,s′(x, x′)
≤ fs,s′(ǫnr, ǫ′nr′)
≤ fǫ−n,ǫn(r, r′)
≤
(
5
16
)2
+
9
8
(ǫ−ns)(ǫns′) + (ǫ−2ns2)(ǫ2ns′2)
≤
(
5
16
)2
+
9
8
ss′ + (ss′)2.
Or, si (z, z′) ∈ A, alors |zz′| ≥ 1. Donc(
5
16
)2
+
9
8
ss′ + s2s′2 ≥ 1,
ce qui implique :
ss′ ≥ −9 +
√
312
16
≥ 0.54146,
d’ou` l’ine´galite´ annonce´e, et le lemme est de´montre´. On peut de´montrer que
G est un domaine fondamental pour l’action de Υ sur H2, mais nous ne le
ferons pas ici car nous n’aurons pas besoin de ceci : voir les de´tails dans [9].
5.2 Le diviseur de Θ.
Lemme 10 Le lieu d’annulation de Θ est l’image de Ξ2 dans XΥ, avec mul-
tiplicite´ 1.
De´monstration. Notre technique d’e´tude (due a` Go¨tzky : [9]) est comple`-
tement e´le´mentaire. Plus bas, nous mentionnerons des techniques plus e´labo-
re´es, menant a` des re´sultats plus ge´ne´raux.
Nous conside´rons les facteurs du produit (12), et leur comportement dans
le domaine G du lemme 9. Plus pre´cise´ment, nous e´tablissons des minorations
de valeurs absolues, qui garantissent la non nullite´ de ces facteurs sur G−Ξ2.
La modularite´ de Θ comple´tera le lemme.
Soit F un domaine fondamental pour l’action de Υ sur H2 contenu dans
l’ensemble G du lemme 9.
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On e´tudie les 10 fonctions theˆtas sur F ci-dessus. Posons :
ϑα,β(z) =
∑
ν∈OK
(−1)t(νβ/
√
5) exp
{
πit
((
ν +
α
2
)2 z√
5
)}
,
avec (α, β) ∈ E , de telle sorte que
Θ(z, z′) =
10∏
i=1
ϑαi,βi(ǫz, ǫ
′z′).
Ces fonctions sont de´finies sur H×H−, ou` H− = {z ∈ C tel que ℑ(z) < 0}.
Le groupe Υ agit sur H×H− de manie`re e´vidente. L’ensemble :
F ♭ = {(z, z¯′) avec (z, z′) ∈ F}
est un domaine fondamental pour cette action, et pour tout (z, z′) ∈ F ♭ on a
−ℑ(z)ℑ(z′) > 0.54146. Comme ǫ′2 ≤ −ℑ(z)/ℑ(z′) ≤ ǫ2, on a ℑ(z),−ℑ(z′) >
0.454777 dans F ♭. On en de´duit des majorations pour |eµ|, ou` µ ∈ K+, et :
eµ = exp
{
πit
(
µ
z√
5
)}
.
Soit z ∈ F ♭. Si µ = 1, comme
ℑ(z)− ℑ(z′) ≥ 2(ℑ(z)|ℑ(z′)|)1/2 ≥ 2 · (0.54146)1/2 ≈ 1.47167,
on trouve :
|e1| = exp{−π/
√
5(ℑ(z)−ℑ(z′))} < 0.126482 dans F ♭. (15)
Naturellement, pour tout z ∈ B♭ ⊃ F ♭ :
|eǫ|, |eǫ′| ≤ 1, (16)
ou` B♭ est de´fini de manie`re e´vidente. Pour tous p, q ∈ R on a :
(|eǫ|p − |eǫ|q)(|eǫ′|p − |eǫ′|q) ≥ 0.
Comme eǫeǫ′ = e1, on en de´duit, pour z ∈ F ♭ :
|eǫ|p|eǫ′|q + |eǫ|q|eǫ′|p =
= |e1|p + |e1|q − (|eǫ|p − |eǫ|q)(|eǫ′|p − |eǫ′|q)
≤ |e1|p + |e1|q. (17)
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Nous e´tudions les fonctions ϑα,β(z) avec (α, β) ∈ E . Observons que :
exp
{
−π
4
it
(
α2
z√
5
)}
ϑα,β(z) =
∑
ν∈OK
(−1)t(βν/
√
5) exp
{
πit
(
ν(ν + α)
z√
5
)}
.
Nous de´taillons nos estimations dans le cas α = 0, 1. Si α = 0 alors β ∈
{0, 1, ǫ, ǫ′}. Si α = 1 alors β ∈ {0, 1}. On trouve :
e
−1/4
α2 ϑα,β(z) =
∑
(n1,n2)∈Z2
exp
{
πit
(
β(n1ǫ+ n2ǫ
′)√
5
)}
×
×e(n1−n2)21 en1(n1+α)ǫ en2(n2+α)ǫ′ ,
car (ǫ, ǫ′) est une base de OK . Donc
|e−1/4α2 ϑα,β(z)− (1 + α)| ≤
≤ −(1 + α) + 1
2
∑
|e1|(n1−n2)2 ×
(|eǫ|n1(n1+α)|eǫ′|n2(n2+α)+
|eǫ|n2(n2+α)|eǫ′|n1(n1+α)
)
≤ −(1 + α) + 1
2
∑
|e1|(n1−n2)2(|e1|n1(n1+α) + |e1|n2(n2+α))
≤ −(1 + α) +
∞∑
m=−∞
|e1|m2
∞∑
n=−∞
|e1|n(n+α),
en utilisant les ine´galite´s (17). L’ine´galite´ (15) implique :
|e−1/4α2 ϑα,β(z)| ≥ 2(1 + α)−
∞∑
m=−∞
|e1|m2
∞∑
n=−∞
|e1|n(n+α)
> 0.4288.
Donc, si α ∈ {0, 1}, ϑα,β ne s’annule pas dans F ♭, ce qui donne la non nullite´
dans F ♭ de six facteurs du produit de´finissant Θ.
Si α ∈ {ǫ, ǫ′} (quatre cas), on voit que ϑ s’annule dans {(z, z)} ⊂ H2. La
technique explique´e ci-dessus, opportune´ment modifie´e, implique que pour
z ∈ F ♭ : ∣∣∣∣∣ ϑα,β(z)2e1/4α2 (1 + (−1)t(α′β/√5)eα′)
∣∣∣∣∣ > 1100 ,
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donc ne s’annule pas. Nous pre´fe´rons ne pas de´tailler ce deuxie`me cas, car
les techniques sont les meˆmes : pour des de´tails, voir [9]. Ceci implique que
la restriction de Θ a` F s’annule seulement dans Ξ2 avec multiplicite´ 1 : le
lemme est de´montre´.
La the´orie des produits de Borcherds ([3], [4]) permet de retrouver ces
re´sultats, et bien d’autres proprie´te´s que nous ne pouvons pas de´crire ici.
Dans [6] on montre que :
Θ(z) = 64 exp
{
2πi
(
ǫz√
5
− ǫ
′z′√
5
)} ∏
ν ∈ O∗
K
ǫν′ − ǫ′ν > 0
(1− e2πit(νz))s(5νν′)a(5νν′),
ou`
∑∞
n=0 a(n)q
n est la se´rie de Fourier d’une certaine forme modulaire d’une
variable complexe, et s : N → Z est une certaine fonction. Tout ceci est
comple`tement explicite : voir les de´tails dans [6].
5.3 Structure d’un certain anneau de formes modu-
laires.
De´finition. Soit f une forme modulaire de Hilbert de poids paralle`le r pour
un certain groupe modulaire de Hilbert Γ. On dit que f est syme´trique (resp.
antisyme´trique) si f(z, z′) = f(z′, z) (resp. f(z, z′) = −f(z′, z)).
L’existence de la fonction Θ permet de faire une description explicite de
l’anneau de certaines formes modulaires pour Υ.
Avant de continuer, nous faisons une remarque. Nous voulons de´crire en-
core plus en de´tail la structure des espaces vectoriels de formes modulaires de
Hilbert dans le cas particulier de K = Q(
√
5). Nous allons utiliser des nota-
tions particulie`res a` ce cas. Ainsi, lorsqu’il s’agit de formes modulaires pour
le groupe modulaire de Hilbert associe´ a` ce corps de nombres, et seulement
dans ce cas, nous posons (7) :
ϕ2 = ζK(2)
−1E2,OK ,
χ5 = 2
−5Θ,
χ6 =
67
21600
(ϕ32 − ζK(6)−1E6,OK ).
7Ces notations sont pratiquement celles utilise´es par Gundlach et Resnikoff, dans leurs
travaux sur ces formes modulaires, a` part le fait qu’ils e´crivent χ−5 , et nous χ5. On remarque
que ϕ2, χ5, χ6 ont leur se´ries de Fourier a` coefficients entiers rationnels.
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The´ore`me 2 Toute forme modulaire syme´trique de poids paralle`le 2r avec
r ∈ N pour Υ est un polynoˆme isobare en les trois formes modulaires ϕ2, χ25, χ6.
Nous verrons que les formes modulaires ϕ2, χ5, χ6 sont alge´briquement
inde´pendantes sur C (corollaire 2).
De´monstration. On commence par observer que χ6 est une forme parabo-
lique de poids (6, 6), et donc χ6(z, z) est une forme modulaire pour SL2(Z) de
poids 12, e´gale a` c∆(z), pour c ∈ C. Comme E2,OK , E6,OK sont syme´triques,
χ6 est syme´trique.
On de´termine c en calculant les premiers coefficients de Fourier de χ6.
Ceci est possible car les coefficients de Fourier des se´ries d’Eisenstein sont
explicites (cf. sous-paragraphe 4.1). On trouve :
χ6(z, z) = ∆(z).
On dit que χ6 est un releve´ de ∆.
Nous avons de´ja` vu que ϕ2(z, z) = E4(z). Comme l’anneau des formes
modulaires de poids divisible par 4 pour le groupe SL2(Z) est e´gal a` :
C[E4(z),∆(z)],
on voit que toute forme modulaire de poids divisible par 4 peut eˆtre releve´e
en une forme modulaire syme´trique de poids (2r, 2r) pour Υ. Nous avons
donc un isomorphisme d’anneaux :
µ : C[E4(z),∆(z)]→ C[ϕ2(z), χ6(z)],
inverse du morphisme de restriction a` Ξ2 = {(z, z)}, ce qui prouve entre
autres que les formes modulaires ϕ2 et χ6 sont alge´briquement inde´pendantes.
Soit maintenant F une forme modulaire syme´trique de poids (2r, 2r) pour
Υ. Si F ∈ C[ϕ2, χ6] nous n’avons rien a` de´montrer. Supposons que
H := F − µ(F (z, z)) 6= 0.
La forme modulaire H s’annule dans Ξ2 par construction. L’e´tude de la fonc-
tion χ5 = 2
−5Θ que nous avons faite implique que
H1 :=
H
χ25
est une forme modulaire syme´trique de poids (2r− 10, 2r− 10). La de´mons-
tration se comple`te par re´currence sur r.
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6 Proprie´te´s diffe´rentielles de formes modu-
laires de Hilbert.
Dans le paragraphe 1.2, nous avons vu comment on de´termine, en utilisant
certains crochets de Rankin-Cohen, la structure de l’anneau engendre´ par
toutes les formes modulaires elliptiques.
On peut e´tendre la de´finition de crochet de Rankin-Cohen aux formes
modulaires de Hilbert. Par exemple, ceci est e´crit dans [16]. Ainsi on associe,
a` deux formes modulaires de Hilbert F,G de poids f, g ∈ Nn (pour un corps
de nombres totalement re´el de degre´ n sur Q), et a` un n-uplet de nombres
entiers positifs s, une forme parabolique [F,G]s de poids f + g + 2s :
[F,G]s =
1
(2πi)|s|
s1∑
r1=0
· · ·
sn∑
rn=0
(−1)|r| ∂
|r|F
∂zr11 · · ·∂zrnn
∂|s−r|G
∂zs1−r11 · · ·∂zsn−rnn
×
n∏
i=1
(
fi + si − 1
si − ri
)(
gi + si − 1
ri
)
,
ou` |(a1, . . . , an)| = a1 + · · ·+ an.
Pour x ∈ Z, nous e´crivons xi = t(0, . . . , 0, x, 0, . . . , 0) ∈ Zn avec le co-
efficient x a` la i-e`me place. Voici l’exemple le plus simple de crochet de
Rankin-Cohen. La fonction :
[F,G]1i =
1
(2πi)
(
giG
∂F
∂zi
− fiF ∂G
∂zi
)
est une forme parabolique de poids f + g + 2i (crochet de Rankin).
Posons :
Λi,kF =
1
2fifk
[F, F ]1i+1k , ΠiF =
1
(fi + 1)
[F, F ]2i.
Ces ope´rateurs diffe´rentiels s’e´crivent explicitement de la manie`re suivante :
(2πi)2ΠiF := fiF
∂2F
∂z2i
− (fi + 1)
(
∂F
∂zi
)2
,
(2πi)2Λi,kF := F
∂2F
∂zi∂zk
− ∂F
∂zi
∂F
∂zk
.
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On ve´rifie que :
Πi : Mf (Γ) → S2f+4i(Γ),
Λi,k : Mf (Γ) → S2f+2i+2k(Γ).
Voici maintenant un lemme e´le´mentaire qui de´crit les proprie´te´s d’annulation
des images des ope´rateurs diffe´rentiels [·, ·]1i,Πi,Λi,k.
Lemme 11 Soient F,G deux formes modulaires de Hilbert de n variables
complexes, non constantes, de poids f et g. Alors :
1. Λi,kF 6= 0.
2. ΠiF 6= 0.
3. [F,G]1i = 0 si et seulement si la fonction F
gi/Gfi est constante.
De´monstration. (1). On a
Λi,kF =
1
(2πi)2
F 2
∂2
∂zi∂zk
logF .
Nous pouvons supposer que i = 1, k = 2. Si Λi,kF = 0, alors la fonction
me´romorphe H = F−1∂F/∂z2 ne de´pend pas de la variable z1. On a de plus
H(z2 + σ2(ν), . . . , zn + σn(ν)) = H(z2, . . . , zn) pour ν ∈ OK .
Soit π1 la projection R
n → Rn−1 obtenue en effac¸ant le premier coefficient.
L’ensemble π1(Σ(OK)) est dense dans Rn−1. En particulier H est constante
dans E = π1z + R
n−1. Le plus petit sous-ensemble analytique de Hn−1 con-
tenant E est Hn−1 : donc H est constante dans Hn−1, non nulle car F est
non constante. Donc :
∂F
∂z2
= λF,
avec λ 6= 0. Mais on voit clairement que ceci est incompatible avec la modu-
larite´ de F .
(2). Si ΠiF = 0 et F est non constante, alors on peut e´crire F (z) = (gzi +
h)−fi, ou` g, h sont deux fonctions ne de´pendant pas de zi. On ve´rifie directe-
ment qu’une telle fonction ne peut pas eˆtre une forme modulaire. On peut
aussi utiliser les se´ries de Fourier du lemme 16.
(3). On a :
[F,G]1i = −
1
2πi
FG
∂
∂zi
log
(
Gfi
F gi
)
.
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Si Gfi/F gi ∈ C×, alors [F,G]1i = 0. Supposons maintenant que [F,G]1i = 0 :
on a alors que H := Gfi/F gi ne de´pend pas de la variable zi. D’autre part,
c’est un quotient de formes modulaires, donc il satisfait :
H(z2, . . . , zn) = H(z2 + σ2(ν), . . . , zn + σn(ν)),
pour tout ν ∈ Hn et z2, . . . , zn ∈ H, lorsque ces valeurs sont de´finies. Comme
au point (1), H est constante dans Hn−1 : la de´monstration du lemme 11 est
comple`te. On remarque en particulier que H est une fonction modulaire, et
que les poids de F et G satisfont f ∈ Q×g.
Exemple 1. Comme il existe toujours une forme modulaire non nulle de
poids (2, . . . , 2) pour Γ si n > 1, on peut construire dans certains cas des
formes modulaires non nulles de poids non paralle`le
(t1, . . . , tn) ∈ (2Z)n,
avec ti ≥ 2 pour tout i = 1, . . . , n. Par exemple, si K est quadratique,
Π1E2,OK est une forme parabolique de poids (8, 4) qui est non nulle (d’apre`s
le lemme 11), et constitue un premier specimen de forme parabolique de
poids non paralle`le.
Exemple 2. Si [K : Q] = 2, alors les ope´rateurs diffe´rentiels Λ = Λ1,1 et :
Π : F 7→ (Π1F )(Π2F )
agissent sur l’anneau gradue´ engendre´ par les formes modulaires de Hilbert
de poids paralle`le. Par de simples arguments d’alge`bre line´aire (base´s sur des
calculs des premiers coefficients de Fourier de formes modulaires), on peut
de´terminer des relations diffe´rentielles entre ge´ne´rateurs, induites par Λ et
Π. Par exemple, si K = Q(
√
5), on trouve :
Λϕ2 = 24χ6,
Λχ6 =
1
20
ϕ2(ϕ2χ
2
5 − χ26), (18)
Λχ25 =
1
10
χ25
(
χ26 − ϕ2χ25
)
.
E´quations diffe´rentielles. On remarque que les formes modulaires χ6 et χ
2
5
peuvent eˆtre construites par application d’ope´rateurs diffe´rentiels, a` partir de
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ϕ2. Graˆce a` ces identite´s, on peut aussi expliciter des e´quations aux de´rive´es
partielles ayant des formes modulaires de Hilbert comme solutions : en voici
un exemple.
On a le syste`me diffe´rentiel (18), et on sait que Πϕ2 ∈ M12(Γ). D’apre`s
le the´ore`me 4, Πϕ2 est un polynoˆme isobare en ϕ2, χ6 et χ
2
5. La re´solution
d’un syste`me line´aire explicite (dans ce cas, sept e´quations et sept inconnues)
engageant les coefficients de Fourier de ces formes modulaires implique :
Πϕ2 = 576(9χ
2
6 − 5ϕ2χ25). (19)
En e´liminant χ25 dans (19) et la troisie`me e´quation de (18), on trouve :
100(Λ ◦ Λ)ϕ2 + ϕ2Πϕ2 − 4ϕ2(Λϕ2)2 = 0. (20)
Cette e´quation diffe´rentielle a la proprie´te´ inte´ressante suivante (cf. [21]) :
ϕ2 est la seule solution de cette e´quation qui soit une forme modulaire de
Hilbert pour Q(
√
5) dont la se´rie de Fourier a les termes inde´xe´s par les plus
petites traces :
1 + 120 exp
{
2πit
(
ǫ√
5
z
)}
+ · · ·
6.1 Ope´rateurs multiline´aires.
On peut de´finir des ope´rateurs multiline´aires agissant sur certains espaces
de formes modulaires de Hilbert (et meˆme sur des espaces de polynoˆmes non
isobares en des formes modulaires), de la manie`re suivante. Soit I un sous-
ensemble non vide de {1, . . . , n} : pour simplifier, choisissons I = {1, . . . , m}.
Soit K un corps de nombres totalement re´el de degre´ n, soit Γ le groupe
modulaire de Hilbert associe´.
De´finition. On dit qu’une forme modulaire de Hilbert F pour Γ est de poids
I-paralle`le, si son poids f = (f1, . . . , fn) est tel que fi = f pour tout i ∈ I.
On dit dans ce cas que f est le I-poids de F .
Ainsi, une forme modulaire de Hilbert de poids paralle`le f pour Γ est une
forme modulaire de Hilbert de poids I-paralle`le, avec I = {1, . . . , n}.
Lemme 12 Soient F1, . . . , Fm+1 des formes modulaires de poids I-paralle`les
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r1, . . . , rm+1. La fonction :
〈F1, . . . , Fm+1〉1 := det


r1F1 r2F2 · · · rm+1Fm+1
∂F1
∂z1
∂F2
∂z1
· · · ∂Fm+1
∂z1
∂F1
∂z2
∂F2
∂z2
· · · ∂Fm+1
∂z2
...
...
...
∂F1
∂zm
∂F2
∂zm
· · · ∂Fm+1
∂zm


est une forme modulaire de Hilbert de poids I-paralle`le r1 + · · ·+ rm+1 + 2.
De´monstration. On note Sm le groupe des permutations de I, ǫ(σ) la
signature d’une permutation σ ∈ Sm, on pose :
[F1, . . . , Fm+1]1 :=
∑
σ∈Sm
ǫ(σ)[F1, [F2, . . . , [Fm, Fm+1]1σ(m) . . .]1σ(2) ]1σ(1).
La preuve est une conse´quence imme´diate de la formule suivante :
[F1, . . . , Fm+1]1 = (2πi)
−mΦm〈F1, . . . , Fm+1〉1, (21)
avec
Φm = (r2 + · · ·+ rm+1)(r3 + · · ·+ rm+1) · · · (rm + rm+1),
(produit ayant m−1 facteurs) car le terme de gauche dans (21) est clairement
une forme modulaire de Hilbert de poids I-paralle`le r1+· · ·+rm+1+2, d’apre`s
les proprie´te´s de base du crochet de Rankin.
Par exemple, si F1, F2 sont des formes modulaires elliptiques de poids
r1, r2, la formule (21) nous donne tout simplement un crochet de Rankin :
[F1, F2]1 = (2πi)
−1 det


r1F1 r2F2
∂F1
∂z1
∂F2
∂z1


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Si G1, G2, G3 sont des formes modulaires de Hilbert de deux variables com-
plexes, de poids paralle`les s1, s2, s3, alors la formule (21) implique :
[G1, G2, G3]1 := [G1, [G2, G3]12 ]11 − [G1, [G2, G3]11 ]12
= (2πi)−2(s2 + s3) det


s1G1 s2G2 s3G3
∂G1
∂z1
∂G2
∂z1
∂G3
∂z1
∂G1
∂z2
∂G2
∂z2
∂G3
∂z2


(22)
La de´monstration de la formule (21) repose sur l’e´galite´ suivante, dont la
de´monstration est e´le´mentaire et laisse´e au lecteur :
m∑
s=1
(−1)s ∂
∂zs
〈F2, . . . , Fm+1〉1−1s = (23)
= (r2 + · · ·+ rm+1) det
(
∂Fi
∂zj
)
i = 2, . . . , m + 1
j = 1, . . . , m
,
ou` 1− 1s = ( 1, . . . , 1︸ ︷︷ ︸
s−1 termes
, 0, 1, . . . , 1) et ou`
〈F2, . . . , Fm+1〉1−1s := det


r2F2 r3F3 · · · rm+1Fm+1
∂F2
∂z1
∂F3
∂z1
· · · ∂Fm+1
∂z1
...
...
...
∂F2
∂zs−1
∂F3
∂zs−1
· · · ∂Fm+1
∂zs−1
∂F2
∂zs+1
∂F3
∂zs+1
· · · ∂Fm+1
∂zs+1
...
...
...
∂F2
∂zm
∂F3
∂zm
· · · ∂Fm+1
∂zm


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On de´montre (21) par re´currence sur m. Pour m = 1, l’identite´ est triviale,
comme nous l’avons de´ja` remarque´. Supposons quem soit plus grand ; comme
il existe une bijection entre Sm et ∪ms=1S′s ou` S′s est l’ensemble des fonctions
bijectives {2, . . . , m} → {1, . . . , s− 1, s+ 1, . . . , m}, on a :
[F1, . . . , Fm]1 =
m∑
s=1
(−1)s+1[F1,
∑
σ˜∈S′s
ǫ(σ˜)[F2, [· · · [Fm, Fm+1]1σ˜(m) · · · ]1σ˜(2)]1s ,
(ǫ de´signe le prolongement de l’application signature a` S′s). Donc :
[F1, . . . , Fm]1 = [F1,
m∑
s=1
(−1)s[F2, . . . , Fm+1]1−1s ]1s
= (2πi)m−1Φ′
m∑
s=1
(−1)s[F1, 〈F2, . . . , Fm+1〉1−1s ]1s (24)
= (2πi)mΦ′
m∑
s=1
(−1)s
(
r1F1
∂
∂zs
〈F2, . . . , Fm+1〉1−1s
−(r2 + · · ·+ rm+1)〈F2, . . . , Fm+1〉1−1s
∂F1
∂zs
)
= (2πi)mΦm
(
r1F1 det
(
∂Fi
∂zj
)
i,j
(25)
−∂F1
∂zs
〈F2, . . . , Fm+1〉1−1s
)
= (2πi)mΦm〈F1, . . . , Fm+1〉1,
ou` le symbole [F2, . . . , Fm+1]1−1s a une signification e´vidente, et Φ
′ = (r3 +
· · · + rm+1) · · · (rm + rm+1) (en (24) nous avons applique´ l’hypothe`se de
re´currence, et en (25) nous avons applique´ l’e´galite´ (23)). La preuve du lemme
est termine´e.
Remarque. Les ope´rateurs [· · · ]1 sont de´finis en combinant entre eux des
crochets de Rankin, et a` premie`re vue, on est tempte´s de dire que ce sont des
polynoˆmes diffe´rentiels (voir le paragraphe 6.3) d’ordre m dont toutes leurs
proprie´te´s alge´briques sont conse´quence de la the´orie des crochets de Rankin-
Cohen. Cependant, le lemme 12 implique qu’il s’agit en re´alite´ d’ope´rateurs
diffe´rentiels d’ordre 1, en particulier multiline´aires. Nous verrons que cette
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pe´culiarite´ fait des ces ope´rateurs des objets inte´ressants, dont l’e´tude sera
poursuivie dans des autres travaux.
Dans la suite de ce texte, nous e´tudions ces ope´rateurs uniquement dans
le cas ou` I = {1} et dans le cas ou` I = {1, 2} et le nombre de variables
complexes est deux, (dans ce dernier cas, les ope´rateurs sont bien de´finis
uniquement sur des formes modulaires de Hilbert de poids paralle`le). Voici
maintenant une proposition qui de´crit les proprie´te´s de base dans le cas
I = {1, 2}.
Proposition 3 Soit K un corps de nombres quadratique re´el, et Γ le groupe
modulaire de Hilbert associe´. Soient F,G,H des formes modulaires de Hilbert
pour Γ de poids paralle`le f, g, h. La forme modulaire [F,G,H ] := [F,G,H ]1
est de poids paralle`le f + g + h + 2. Si F est antisyme´trique et G,H sont
syme´triques, ou si F,G,H sont antisyme´triques, alors [F,G,H ] est syme´tri-
que. Si F est syme´trique et G,H sont antisyme´triques, ou si F,G,H sont
syme´triques, alors [F,G,H ] est antisyme´trique.
De plus, les deux conditions suivantes sont e´quivalentes.
1. La forme modulaire [F,G,H ] est non nulle.
2. Les fonctions F,G,H sont alge´briquement inde´pendantes sur C.
De´monstration. D’apre`s le lemme 12, [F,G,H ] est une forme modulaire de
Hilbert de poids f + g + h+ 2, et on a
[F,G,H ] =
1
(2πi)2
(g + h)det


fF gG hH
∂F
∂z
∂G
∂z
∂H
∂z
∂F
∂z′
∂G
∂z′
∂H
∂z′


,
ou de manie`re e´quivalente :
[F,G,H ] =
1
(2πi)2
(g + h) (fF (G ∧H) + hH(F ∧G)− gG(F ∧H)) ,
avec
α ∧ β = det


∂α
∂z
∂β
∂z
∂α
∂z′
∂β
∂z′

.
Soit C : C2 → C2 la syme´trie C(z, z′) = (z′, z). Pour toute fonction analytique
A, on a :
∂
∂z
(A ◦ C) =
(
∂A
∂z′
)
◦ C et ∂
∂z′
(A ◦ C) =
(
∂A
∂z
)
◦ C.
On en de´duit :
(α ∧ β) ◦ C =
(
∂α
∂z
∂β
∂z′
− ∂α
∂z′
∂β
∂z
)
◦ C
=
(
∂α
∂z
◦ C
)(
∂β
∂z′
◦ C
)
−
(
∂α
∂z′
◦ C
)(
∂β
∂z
◦ C
)
=
∂
∂z′
(α ◦ C) ∂
∂z
(β ◦ C)− ∂
∂z
(α ◦ C) ∂
∂z′
(β ◦ C).
Cette dernie`re quantite´ est e´gale a` −(α ∧ β) si α, β syme´triques ou anti-
syme´triques, et e´gale a` α ∧ β si α syme´trique (resp. antisyme´trique) et β
antisyme´trique (resp. syme´trique).
De´crivons maintenant les conditions d’annulation de [F,G,H ]. On ve´rifie
directement que si F,G,H sont multiplicativement de´pendantes modulo C×,
alors [F,G,H ] = 0. Montrons que la condition (1) implique la condition
(2). Si M est non nulle, alors F,G,H sont multiplicativement inde´pendantes
modulo C×, donc Hf/F h et Hg/Gh sont aussi multiplicativement inde´pen-
dantes modulo C×. On peut appliquer le the´ore`me 3 p. 253 de [1], et on
trouve que le corps de fonctions
K := C
(
log
(
Hf
F h
)
, log
(
Hg
Gh
)
,
Hf
F h
,
Hg
Gh
)
a degre´ de transcendance minore´ par 2 + µ, ou` µ est le rang de la matrice
jacobienne logarithmique
J =
1
(2πi)2


∂
∂z
log
(
Hf
F h
)
∂
∂z
log
(
Hg
Gh
)
∂
∂z′
log
(
Hf
F h
)
∂
∂z′
log
(
Hg
Gh
)

.
Le crochet [F,G,H ] est lie´ au de´terminant de J :
[F,G,H ] =
g + h
h
det(J)F 1+hG1+hH1−f−g. (26)
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Donc µ = 2, et le corps K est de degre´ de transcendance 4. Ainsi, le corps
T := C
(
Hf
F h
,
Hg
Gh
)
est de degre´ de transcendance 2 sur C. Comme une relation de de´pendance
alge´brique pour F,G,H est toujours de´termine´e par un polynoˆme isobare,
ceci implique que F,G,H sont alge´briquement inde´pendantes.
Montrons ensuite que la condition (2) implique la condition (1). Si F,G,H
sont alge´briquement inde´pendantes, alors le degre´ de transcendance de T est
2. On peut choisir deux parame`tres complexes analytiquement inde´pendants
t1, t2 tels que :
K ∼= C(t1, t2, et1 , et2),
donc K a degre´ de transcendance 4 sur C.
Supposons par l’absurde que M = 0. La formule (26) implique que les
fonctions log(Hf/F h) et log(Hg/Gh) sont analytiquement de´pendantes. Donc
les fonctions Hf/F h, Hg/Gh sont aussi analytiquement de´pendantes. Mais
deux fonctions modulaires sur H2 analytiquement de´pendantes sont aussi
alge´briquement de´pendantes, ce qui donne au degre´ de transcendance δ de K
la majoration δ ≤ 3, d’ou` une contradiction. La proposition 3 est maintenant
entie`rement de´montre´e.
Remarque. Graˆce au lemme 12, la proposition 3 se ge´ne´ralise au cas de n
variables complexes avec n ≥ 3, mais nous n’en donnons pas les de´tails ici.
6.2 The´ore`me de structure pour K = Q(
√
5).
On peut utiliser les ope´rateurs diffe´rentiels Λ,Π, [·, ·, ·] pour de´terminer
explicitement la structure de certains anneaux de formes modulaires. Nous
de´crivons explicitement toutes les formes modulaires de Hilbert dans le cas
K = Q(
√
5).
Lemme 13 A` multiplication par un nombre complexe non nul pre`s, il existe
une unique forme modulaire de Hilbert pour Υ = SL2(OK), syme´trique de
poids (15, 15).
De´monstration. Nous construisons la forme modulaire, puis nous de´mon-
trons son unicite´. En appliquant la proposition 3 a` F = χ6, G = ϕ2, H = χ5,
on voit que
χ˜ = [χ6, ϕ2, χ5]
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est syme´trique de poids (15, 15) et non nulle. La non nullite´ de χ˜ peut aussi
eˆtre ve´rifie´e directement a` partir de la de´finition de M : le coefficient de
exp{2πit(z)} dans la se´rie de Fourier de χ˜ est non nul, ce qui implique χ˜ 6= 0.
Ceci termine la preuve de l’existence.
Montrons maintenant l’unicite´ d’une telle forme modulaire, a` une con-
stante multiplicative pre`s. Soit χ une forme modulaire de Hilbert, syme´trique
de poids (15, 15).
Calculons χ|Ξ2 . Nous regardons les premiers coefficients de Fourier de χ
(ordonne´s par trace croissante) :
χ(z) = c0 + cν exp{2πit(νz)}+ cν′ exp{2πit(ν ′z)}+ c1 exp{2πit(z)}+ · · ·
avec ν = ǫ/
√
5. La forme χ e´tant modulaire de poids impair (ici (15, 15)), on
a χ(U(z)) = n(ǫ′)15χ(z) = −χ(z). Ainsi c0 = −c0 et χ est parabolique (8).
Donc χ|Ξ2 est une forme parabolique elliptique de poids 30, donc une
combinaison line´aire x∆2E6+y∆E
3
6 (noter que p = 15 est le plus petit entier
impair tel que l’espace des formes paraboliques elliptiques de dimension 2p
est de dimension ≥ 2).
De meˆme, cν = −cǫ2ν , ce qui donne cν = −cν′ . D’autre part, χ est
syme´trique, et donc cν = cν′. Ainsi cν = cν′ = 0. Ceci implique χ|Ξ2 =
xq2 + · · · = x∆2E6 : naturellement, un argument similaire s’applique aux
formes modulaires syme´triques de poids paralle`le impair (cf. plus bas) : on
en de´duit que si h est une forme modulaire syme´trique de poids impairs, alors
(h|Ξ2)∆−2E−16 est une forme modulaire elliptique.
Il existe une combinaison line´aire φ = aχ + bχ˜ ayant sa restriction a` Ξ2
nulle. φ/χ25 est une forme modulaire syme´trique de poids (5, 5), nulle d’apre`s
le the´ore`me 2 : le lemme est de´montre´. En particulier, χ˜ ne s’annule pas dans
Ξ2. Nous de´montrons maintenant :
The´ore`me 3 L’anneau des formes modulaires de Hilbert pour le groupe Υ =
SL2(OK), avec K = Q(
√
5) est e´gal a` l’anneau (gradue´ par les poids) des
polynoˆmes en ϕ2, χ5, χ6, χ˜, quotiente´ par la relation :
5
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χ˜2 = 50000χ65 − 1000ϕ22χ6χ45 + ϕ52χ45 − 2ϕ42χ26χ25 +
+1800ϕ2χ
3
6χ
2
5 + ϕ
3
2χ
4
6 − 864χ56. (27)
8Une autre manie`re de remarquer ceci est d’e´crire M15(Υ) = 〈E15〉 ⊕ S15(Υ), car Υ
n’a qu’une seule classe d’e´quivalence de pointe. De plus, puisque K a une unite´ de norme
ne´gative, E15 = 0.
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De´monstration. Comme χ˜2 est une forme modulaire syme´trique de poids
paralle`le pair 30, c’est un polynoˆme en ϕ2, χ
2
5, χ6 d’apre`s le the´ore`me 2. La
relation (27) est uniquement de´termine´e.
Nous remarquons qu’il suffit de de´crire le sous-anneau des formes modu-
laires syme´triques. En effet, soit φ une forme modulaire de Hilbert de poids
paralle`le. On peut e´crire :
φ(z, z′) =
1
2
(f(z, z′) + f(z′, z)) +
1
2
(f(z, z′)− f(z′, z))
= f1 + χ5f2,
avec f1, f2 deux formes modulaires syme´triques.
Soit maintenant f une forme modulaire syme´trique de poids (r, r), avec
r impair. On voit que r ≥ 15. La forme modulaire elliptique g = f |Ξ2 est de
poids 2r, et s’annule a` l’infini avec une multiplicite´ ≥ 2 (reprendre l’ide´e de
la de´monstration du lemme 13). Ainsi :
g = E6∆
2P (E4,∆),
pour un certain polynoˆme isobare P . Il existe un polynoˆme isobare Q tel que
la forme modulaire de Hilbert syme´trique :
h = f − χ˜Q(ϕ2, χ6)
s’annule sur Ξ2. Or, h/χ
2
5 est une forme modulaire de poids (r− 10, r− 10) :
on applique une hypothe`se de re´currence. On trouve que f = χ˜k, avec k
forme modulaire syme´trique de poids pair (r − 15, r − 15). Le the´ore`me est
de´montre´, mais reste la question du calcul de la relation (27).
Sans passer par la ge´ome´trie des surfaces (ce qui oblige a` calculer ex-
plicitement une de´singularisation de la surface XΥ, comme le fait Hirzebruch
dans [13]), la technique la plus avantageuse est encore une fois de passer
par des relations diffe´rentielles, et de re´soudre explicitement des syste`mes
line´aires avec peu d’e´quations et d’inconnues.
En calculant explicitement les coefficients de Fourier de
[χ˜2, ϕ2, χ5], [χ˜
2, ϕ2, χ6], [χ˜
2, χ5, χ6],
on explicite la relation (27).
Remarque. On montre que
χ˜ =
28√
5
χ15,
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suivant les notations de Resnikoff. On peut comparer notre construction a`
celle de Gundlach dans [10] pp. 241-247. Gundlach doit d’abord construire
des se´ries d’Eisenstein tordues par des caracte`res, de poids (1, 1) pour des
sous-groupes de congruence, ce qui est difficile en ge´ne´ral. Notre construction
est conside´rablement plus simple, et plus explicite.
6.3 Polynoˆmes diffe´rentiels.
Soit p ∈ Nn. Nous posons :
Dp :=
∂|p|
(∂z1)p1 · · · (∂zn)pn ,
ou` |p| := p1 + · · ·+ pn.
De´finition. Un polynoˆme diffe´rentielD d’ordre≤ σ, agissant sur l’espace des
fonctions holomorphes sur Hn, est par de´finition un ope´rateur de la forme :
DX =
∑
(I,h)
aI,h
∏
p∈I
(Dp(X))
h(p), (28)
ou` toutes les sommes et produits sont finis, I est un sous-ensemble fini de
Nn, h une fonction I → N, la somme sur les (I, h) porte sur des ensembles I
tels que pour tout p ∈ I on a |p| ≤ σ, les aI,h sont des nombres complexes.
Soit Γ un groupe modulaire de Hilbert. Nous nous inte´ressons ici aux
polynoˆmes diffe´rentiels D ayant la proprie´te´ que D(Mr(Γ)) ⊂ Ms(Γ), pour
r, s ∈ Nn. Nous commenc¸ons par un lemme e´le´mentaire.
Lemme 14 Soit F ∈Mf (Γ), soit p un e´le´ment de Nn tel que |p| > 1. Alors
il existe un entier s ∈ Z tel que :
DpF = F
s(DF + ΦF ),
ou` D est un polynoˆme diffe´rentiel qui est une composition de multiples d’ope´-
rateurs diffe´rentiels Πi,Λi,k, (X, Y ) 7→ [X, Y ]1i avec i, k ∈ {1, . . . , n} agissant
sur F , et ΦF est l’image de F par un polynoˆme diffe´rentiel d’ordre < |p|.
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De´monstration. Nous commenc¸ons par e´crire :
ΠiF =
1
(2πi)2
fiF
∂2F
∂z2i
+ · · ·
Λi,kF =
1
(2πi)2
F
∂2F
∂zi∂zj
+ · · ·
[F, [F, . . . [F,Λi,kF ]1ks . . . ]1k2
]1k1
=
1
(2πi)s+2
F s
∂s+2F
∂zk1 · · ·∂zks∂zi∂zj
+ · · ·
[F, [F, . . . [F,ΠiF ]1i . . . ]1i ]1i =
1
(2πi)s+2
fiF
s∂
s+2F
∂zs+2i
+ · · ·
ou` les symboles + · · · de´signent la pre´sence de termes qui sont des polynoˆmes
diffe´rentiels d’ordre infe´rieur, e´value´s en F . Le lemme 14 est de´montre´ en
explicitant l’expression de DpF dans les formules ci-dessus.
Remarque. Si n = 1 et F ∈Mk(SL2(Z)), alors en posant :
G1F := [F, [F, F ]2]1 et Gs(F ) := [F,Gs−1F ]1,
on a que Gs(F ) est une forme modulaire telle que
GsF = cF
s+2d
s+2F
dzs+2
+ · · · ,
ou` c est une constante de´pendant de k et s.
Rankin a montre´ que tout polynoˆme diffe´rentiel D tel que
D(Mr(SL2(Z))) ⊂Ms(SL2(Z)),
a la proprie´te´ que DF appartient a` C(F )[[F, F ]4, G1f,G2f, . . .]. Nous ge´ne´ra-
lisons son re´sultat, suivant Resnikoff [21].
Lemme 15 Soit F ∈ Mf (Γ) une forme modulaire non nulle. Soit D un
polynoˆme diffe´rentiel non nul, ayant la proprie´te´ que DF ∈Mt(Γ), pour t ∈
Nn. Alors DF est un polynoˆme a` coefficients dans C(F ), en des compositions
de multiples d’ope´rateurs diffe´rentielsX 7→ [X,X ]4i , X 7→ 〈X〉2i+2j , (X, Y ) 7→
[X, Y ]2i agissant sur F .
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De´monstration. On a l’e´criture (28) : on peut appliquer le lemme 14. No-
tons Dσ un ope´rateur diffe´rentiel D obtenu par application de ce lemme,
associe´ au monoˆme diffe´rentiel Dσ. On a :
DF =
∑
(I,h)
aI,h
∏
p∈I
(DpF )
h(p)
=
∑
(I,h)
aI,h
∏
p∈I
F s(p)(DpF + ΦpF )h(p)
=
∑
s∈Z
∑
(J ,k)
bJ ,k,sF s
∏
p∈J
♯
(DpF )k(p)
∏♭
p∈J
(DpF )
k(p),
ou` toutes les sommes et produits sont finies, une somme est indexe´e sur des
couples (J , k : J → N), les symboles s de´signent des fonctions I → Z, et le
produit
∏♯ est indexe´ par les p ∈ J tels que |p| > 1, le produit∏♭ est indexe´
par les p ∈ J tels que |p| = 1. Noter que si |p| = 1, alors il existe j tel que :
DpF =
∂F
∂zj
.
Les termes monoˆmiaux donne´s par les produits F s
∏♯
J sont tous des formes
modulaires, disons de poids d(J , s). On a, pour γ =
(
a
c
b
d
)
∈ Γ :
(
∂F
∂zj
)
(γ(z)) =
(
n∏
i=1
(cizi + di)
fi
)
(cjzj+dj)
2
(
fjcj
cjzj + dj
F (z) +
(
∂F
∂zj
)
(z)
)
.
Nous pouvons supposer qu’au moins un parmi les coefficients bJ ,k,s soit non
nul. D’apre`s cette identite´, on voit que pour J , k, s tels que le coefficient
bJ ,k,s est non nul :
t = d(J , k, s) +
♭∑
p∈I
(k(p)f + 2j).
On en de´duit que pour z ∈ Hn fixe´, les fonctions Γ→ C :
♭∏
p∈J
(
fjcj
cjzj + dj
F (z) +DpF (z)
)k(p)
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et 1 sont C-line´airement de´pendantes. En d’autres termes, l’image de la fonc-
tion R : Γ→ Cn de´finie par :
γ =
(
a
c
b
d
)
7→
(
f1c1
c1z1 + d1
, . . . ,
fncn
cnzn + dn
)
est contenue dans une sous-varie´te´ alge´brique propre de Cn.
Nous montrons maintenant que cela n’est pas possible : ceci nous donnera
que k(p) = 0 pour tout p, et la fin de la de´monstration du lemme.
L’image de R est ferme´e (au sens de Zariski) dans Cn si et seulement si{(
1
z1 +
c1
d1
, . . . ,
1
zn +
cn
dn
)}
γ∈Γ
l’est (nous avons vu que
∏
i fi 6= 0 : lemme 4), c’est-a`-dire si et seulement si{(
c1
d1
, . . . ,
cn
dn
)}
γ∈Γ
est ferme´e. Or, on voit sans difficulte´ que cet ensemble est dense dans Rn
pour la topologie euclidienne.
Corollaire 1 Supposons que n = 2. Soit D un polynoˆme diffe´rentiel non
nul d’ordre ≤ 2, et de degre´ minimal avec la proprie´te´ que pour une forme
modulaire de Hilbert non constante de poids paralle`le F on ait DF = 0.
alors il existe un ope´rateur diffe´rentiel non nul EX ∈ C[X,ΛX,ΠX ], tel que
EF = 0.
De´monstration. D’apre`s le lemme 15, DF ∈ C(F )[ΛF,Π1F,Π2F ], car l’or-
dre de D e´tant ≤ 2, il ne peut pas y avoir de terme faisant intervenir les
crochets (X, Y ) 7→ [X, Y ]1i dans toute expression de D. E´crivons donc :
DF =
∑
(x,y,z,t)∈Z×N3
cx,y,z,tF
x(ΛF )y(Π1F )
z(Π2F )
t,
et supposons F de poids paralle`le f . Le poids de F x(ΛF )y(Π1F )
z(Π2F )
t
est (fx + (2f + 2)y + 2f(z + t))1 + 41z + 42t. D’apre`s le lemme 11, tous
les monoˆmes F x(ΛF )y(Π1F )
z(Π2F )
t sont non nuls. Il est alors clair que s’il
existe (x, y, z, t) ∈ Z × N3 avec cx,y,z,t 6= 0 et z 6= t, alors une puissance non
51
nulle et positive de Π1F (ou de Π2F ) divise DF de telle sorte qu’on puisse
e´crire :
DF = (ΠiF )
s
∑
(x,y,z)∈Z×N2
c′x,y,zF
x(ΛF )y(ΠF )t = (ΠiF )
sFwEF,
avec EF ∈ C[F,ΛF,ΠF ] non nul. Le corollaire est de´montre´.
6.4 E´quations diffe´rentielles ayant des solutions mo-
dulaires.
Dans ce sous-paragraphe, nous supposons [K : Q] = 2. Nous commenc¸ons
par un lemme technique e´le´mentaire, qui sera utilise´ dans la suite.
Lemme 16 Les ope´rateurs diffe´rentiels
X 7→ cΠX − (ΛX)2, X 7→ [X,ΠX]1i , X 7→ [X,ΛX]1i , X 7→ [X,ΠiX]1i
avec c ∈ C, n’annulent aucune forme modulaire non constante.
Esquisse de de´monstration. Nous faisons seulement une partie des de´-
monstrations. Nous commenc¸ons par donner les formules explicites de´crivant
l’action de ces ope´rateurs sur les se´ries de Fourier. Soient F,G deux formes
modulaires de poids f et g, de se´ries de Fourier :
F (z) =
∑
ν∈O∗
K,+∪{0}
aν exp{2πit(νz)}, G(z) =
∑
ν∈O∗
K,+∪{0}
bν exp{2πit(νz)}.
On a :
ΠiF =
∑
τ∈O∗
K,+
exp{2πit(τz)}
∑
ν+µ=τ
♯
aνaµ(fiσi(µ)
2 − (fi + 1)σi(νµ)),
ΛF =
∑
τ∈O∗
K,+
exp{2πit(τz)}
∑
ν+µ=τ
♯
aνaµ(n(µ)− νµ′),
Πf =
∑
τ∈O∗
K,+
exp{2πit(τz)} ×
×
∑
α+β+γ+δ=τ
♯
aαaβaγaδ(f1α
2 − (f1 + 1)βα)(f2γ2 − (f2 + 1)δγ),
[F,G]1i =
∑
τ∈O∗
K+
exp{2πit(τz)}
∑
ν+µ=τ
♯
(giσi(ν)− fiσi(µ))aνbµ, (29)
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ou` les sommes
∑♯ sont indexe´es par des e´le´ments de O∗K,+ ∪ {0}. Certaines
parties du lemme se de´montrent bien en utilisant ces formules. Pour d’autres
parties, c’est mieux d’appliquer l’hypothe`se de modularite´.
(1). Pour simplifier, nous supposons que F est une forme parabolique. Si F
est non nulle, alors il existe un plus petit entier m > 0 tel que pour quelques
ν ∈ O∗K,+ avec t(ν) = m on ait aν 6= 0. On peut supposer que le nombre
re´el positif σ1(ν) soit le plus grand possible avec cette proprie´te´. On trouve
alors que le coefficient de exp{2πit(4νz)} dans la se´rie de Fourier de ΠF est
e´gal a` n(ν)2a4ν 6= 0, et pour tout µ ∈ O∗K,+ de trace < t(4ν), le coefficient de
exp{2πit(µz)} dans la se´rie de Fourier de ΠF est nul.
Mais le choix de ν implique que le coefficient de exp{2πit(2νz)} dans
la se´rie de Fourier de ΛF , est nul (car e´gal a` a2ν(n(ν) − νν ′)), et pour tout
µ ∈ O∗K,+ de trace < t(2ν), le coefficient de exp{2πit(µz)} dans la se´rie de
Fourier de ΛF est nul. Si c 6= 0 on en de´duit que aν = 0, une contradiction.
Donc c = 0, et nous sommes ramene´s au cas (1) du lemme 11.
(2). Commenc¸ons par conside´rer F,G non nulles, telles que [F,G]1i = 0.
Supposons pour simplifier qu’elles soient toutes deux paraboliques. Il existe
ν, µ ∈ O∗K+, de trace minimale, σ1(ν), σ1(µ) plus grands possibles, avec la
proprie´te´ que aν et bµ soient non nuls. Pour τ = ν + µ, on trouve que le
coefficient de Fourier de [F,G]1i associe´ a` τ est e´gal a` (giσi(ν)−fiσi(µ))aνbµ.
Il faut donc que giσi(ν)− fiσi(µ) = 0.
Posons G = ΠF : nous savons que G 6= 0. Alors b4ν = a4νν4 est non nul,
et µ = 4ν est de trace minimale avec cette proprie´te´. Donc gi = 4fi, ce qui
est impossible, car G est une forme modulaire de poids g = 4f + 4.
(3). Pour montrer que [F,ΛF ]1i ne peut pas s’annuler sur Mf (Γ), il suffit de
montrer que
∂
∂zi
(ΛF )fi
F 2fi+2
6= 0 : on utilise la modularite´ de F pour montrer que
c’est le cas.
(4). Les formes modulaires F et G = ΠiF sont non nulles et leur poids f et
g satisfont f 6∈ Q×g. D’apre`s le lemme 11, (3), la forme modulaire [F,G]1i ne
peut pas eˆtre nulle. Nous laissons au lecteur le soin de comple`ter les autres
parties de la de´monstration du lemme 16.
Proposition 4 Soit F une forme modulaire de Hilbert syme´trique de poids
r, annulant un polynoˆme diffe´rentiel non nul d’ordre ≤ 2. Alors la forme
modulaire TF :
TF = [F,ΛF ]11 [F,ΠF ]12 − [F,ΛF ]12[F,ΠF ]11 (30)
53
est nulle.
De´monstration. Soit F une forme modulaire syme´trique : son poids r est
paralle`le. Soit D un ope´rateur diffe´rentiel d’ordre ≤ 2 s’annulant en F . Le
corollaire 1 implique qu’il existe un ope´rateur diffe´rentiel E tel que EX ∈
C[X,ΛX,ΠX ], et
EF =
∑
i
ciF
i1(ΛF )i2(ΠF )i3 = 0, (31)
ou` la somme est finie, et porte sur des triplets i d’entiers positifs ou nuls.
Naturellement, le polynoˆme EF est isobare, et on a i1r+(2i2+4i3)(r+1) =
s pour tout i. On voit aussi que EX doit avoir tous ses degre´s partiels non
nuls. En effet, si EX n’a qu’un seul degre´ partiel non nul, on rencontre une
contradiction avec le lemme 16.
Si EX a seulement deux degre´s partiels non nuls, on proce`de de la meˆme
fac¸on. Si par exemple EX ne de´pend pas de X , alors :
∑
i
ci
(
ΠF
(ΛF )2
)i
= 0
et on est ramene´ a` re´soudre l’e´quation diffe´rentielle ΠF = c(ΛF )2, qui n’a
pas de solutions modulaires autres que la solution nulle, d’apre`s le lemme 16.
Donc EX a tous ses degre´s partiels non nuls. On peut reformuler (31)
ainsi : les fonctions
α =
ΛF
F (2r+2)/r
, β =
ΠF
F (4r+4)/r
sont alge´briquement de´pendantes sur C.
Ceci implique que α, β sont analytiquement de´pendantes : α ∧ β = 0.
Mais cette condition n’est qu’une re´e´criture de (30) : on voit que α ∧ β =
(rF (6r+6)/r)−1H et TF = rF 2H , pour une forme modulaire H , d’ou` TF = 0
si et seulement si H = 0 si et seulement si α ∧ β = 0. La proposition 4 est
de´montre´e.
On remarque que TF est antisyme´trique et divisible par F 2. Pour voir
ceci on utilise les techniques de preuve de la premie`re partie de la proposition
3. Pour K = Q(
√
5), le the´ore`me 3 implique que (Tϕ2)ϕ
−2
2 est un multiple
non nul de χ5χ˜ : on trouve (Tϕ2)ϕ
−2
2 = 2
11 · 33 · 5 · 7−1χ5χ˜.
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Corollaire 2 Si f est une forme modulaire syme´trique qui n’annule pas
l’ope´rateur diffe´rentiel T de´fini par (30), alors F,ΛF,ΠiF et Π2F sont alge´-
briquement inde´pendantes sur C, et donc F,ΛF et ΠF sont aussi alge´bri-
quement inde´pendantes.
Dans le cas ou` K = Q(
√
5), un calcul nume´rique explicite sur la se´rie
de Fourier de ϕ2 permet de ve´rifier que ϕ2 ne satisfait pas (30). Donc ϕ2
ne satisfait aucune e´quation diffe´rentielle d’ordre ≤ 2, et ϕ2, χ6, χ5 sont
alge´briquement inde´pendantes. Dans le cas ge´ne´ral, nous pouvons utiliser
la proposition suivante.
Proposition 5 Soit F une forme modulaire syme´trique, soit
F (z) = a0 +
∑
ν∈O∗
K,+
aν exp{2πit(νz)}
son de´veloppement en se´rie de Fourier a` l’infini. Supposons qu’il existe au
moins deux e´le´ments distincts ν, µ ∈ O∗K,+, de trace minimale avec la pro-
prie´te´ que aν , aµ 6= 0. Alors TF , de´finie par (30), est non nulle.
De´monstration. Supposons pour simplifier que F n’est pas une forme para-
bolique, et n’est pas constante. On calcule explicitement le de´veloppement
en se´rie de Fourier de TF . Posons G = ΛF,H = ΠF : ce sont des formes
modulaires de poids paralle`le g et h. E´crivons les se´ries de Fourier de G,H
comme suit :
G(z) =
∑
ν∈O∗
K,+
bν exp{2πit(νz)}, H(z) =
∑
ν∈O∗
K,+
cν exp{2πit(νz)}.
Si on e´crit :
(TF )(z) =
∑
ν∈O∗
K,+
sν exp{2πit(νz)},
en utilisant (29) on trouve que
sν =
∑
α+β+γ+δ=ν
tα,β,γ,δaαaγbβcδ,
ou`
tα,β,γ,δ = g det
(
σ1(δ)
σ1(α)
σ2(δ)
σ2(γ)
)
+ h det
(
σ1(α)
σ1(β)
σ2(γ)
σ2(β)
)
+
+f det
(
σ1(β)
σ1(δ)
σ2(β)
σ2(δ)
)
.
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Soient µ, ν comme dans les hypothe`ses. Soit l = t(µ) = t(ν) > 0. Les
hypothe`ses de la proposition impliquent qu’on peut choisir l minimal, µ, ν de
telle sorte que Σ(µ),Σ(ν) soient dans le segment
{Σ(τ) avec t(τ) = l},
la distance entre Σ(µ) et Σ(ν) soit la plus petite possible, et σ1(µ) soit le plus
grand possible : on voit alors que µ, ν sont Q-line´airement inde´pendants.
Cette condition de minimalite´ impose une e´criture plus simple pour cer-
tains coefficients sν . En effet, si β, δ 6= 0, on ve´rifie que bβ 6= 0 implique
t(β) ≥ l et cδ 6= 0 implique t(δ) ≥ 2l (se souvenir que a0 6= 0).
Si τ = 2µ+ ν on a τ = α + β + γ + δ et aαaγbβcδ 6= 0 si et seulement si
α = γ = 0, β = ν, δ = 2µ, ou α = γ = 0, β = µ, δ = ν + µ, et :
sτ = r
2
fa
2
0(σ1(ν)σ2(µ)− σ1(µ)σ2(ν))(2bνc2µ − bµcµ+ν).
Les coefficients bν , c2µ, bµ, cµ+ν peuvent se calculer explicitement en fonction
de aµ, aν graˆce a` la condition de minimalite´ de l. On trouve
sν = r
4
fn(µ)a
5
0(σ1(ν)σ2(µ)− σ1(µ)σ2(ν))3a2µaν .
Cette quantite´ ne peut pas s’annuler si rf 6= 0, car ν, µ sont Q-line´airement
inde´pendants. En particulier si non nulles, les se´ries Er,A satisfont les condi-
tions de la proposition.
La de´monstration dans le cas ou` f est une forme parabolique est similaire,
nous la laissons au lecteur.
Question. Y a-t-il une forme modulaire non nulle annulant (30) ?
On voit que toute se´rie d’Eisenstein non nulle satisfait les hypothe`ses de
la proposition 5. On en de´duit :
The´ore`me 4 L’anneau C[E2,ΛE2,ΠE2] a un degre´ de transcendance 3 sur
C.
Comme le degre´ de transcendance du corps F0(Γ) des fonctions modulaires
de poids 0 est 2, on trouve que la cloˆture alge´brique du corps de fractions de
l’anneau
T (Γ) =
⊕
r
Mr(Γ)
des formes modulaires de poids paralle`le est de degre´ de transcendance 3.
Ainsi, quatre formes modulaires de Hilbert de poids paralle`les sont toujours
alge´briquement de´pendantes.
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Corollaire 3 Pour tout corps quadratique re´el K, il existe trois formes mod-
ulaires de Hilbert pour ΓK, syme´triques et alge´briquement inde´pendantes, de
poids paralle`le 2, 6, 10, et une forme modulaire antisyme´trique de poids 20.
De´monstration. Si F est une forme modulaire de Hilbert de poids r =
(r1, r2),
ΦF := (ΠF − (r1 + 1)(r2 + 1)(ΛF )2)F−1
est une forme modulaire de Hilbert de poids 3r+ 4 qui est non nulle d’apre`s
le lemme 16 (dans l’expression explicite de ΠF − (r1+1)(r2+1)(ΛF )2, tous
les termes sont des produits de F et de fonctions holomorphes sur H2). En
particulier, ΦE2 est une forme modulaire non nulle de poids 10.
D’apre`s le corollaire 2, les formes modulaires F = E2, G = ΛE2 et ΠE2
sont alge´briquement inde´pendantes, de poids paralle`les 2, 6, 12, et sont aussi
clairement syme´triques. Donc la forme modulaire H = ΦE2 est syme´trique
de poids 10 et F,G,H sont alge´briquement inde´pendantes.
La proposition 3 implique l’existence d’une forme modulaire non nulle
M , de poids 20. Cette forme modulaire est antisyme´trique, car F,G,H sont
syme´triques.
Remarque. Soit T0 = T0(Γ) l’anneau engendre´ par les formes modulaires de
Hilbert syme´triques de poids pair associe´es a` Γ, soit P l’ide´al de T0 engendre´
par toutes les formes modulaires de Hilbert F telles que F |Ξ2 = 0. Si le
discriminant de K est une somme de deux carre´s, et si P est principal,
alors T0 est engendre´ par F,G et un ge´ne´rateur de P (cf. [10]). Ici, nous ne
pouvons pas de´montrer que T0 = C[F,G,H ], mais seulement que H ∈ P.
En effet, (ΛE2)|Ξ2 est parabolique de poids 12, donc proportionnelle a` ∆.
De meˆme, Π1E2|Ξ2 ,Π2E2|Ξ2 sont proportionnelles a` ∆, ce qui implique que
Φ♯E2 := ΠE2 − 9(ΛE2)2 satisfait (Φ♯E2)|Ξ2 = λ∆2 avec λ ∈ C. La constante
de proportionnalite´ λ est nulle, car Φ♯E2 = E2ΦE2, donc E4,Z(ΦE2)|Ξ2 =
λ∆2, mais il n’existe pas de forme parabolique non nulle de poids 10 pour
SL2(Z). Donc H = ΦE2 ∈ P.
Le corollaire 3 ge´ne´ralise le the´ore`me 4.1 p. 507 de [11] : de plus, la
me´thode utilise´e dans [11] (e´tude de plongements modulaires d’Igusa) ne de-
tecte pas de forme modulaire antisyme´trique non nulle de poids 20. Noter de
plus qu’en ge´ne´ral, M2 6∈ C[F,G,H ].
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6.5 L’anneau des formes modulaires de tout poids pour
Γ, et sa cloˆture alge´brique.
Nous avons explicite´ un lien entre les proprie´te´s diffe´rentielles de formes
modulaires et la structure des anneaux des formes modulaires de poids par-
alle`le. Nous avons un anneau :
L =
⊕
r
Mr(Γ),
et nous nous demandons si les proprie´te´s diffe´rentielles des formes modulaires
de poids paralle`le permettent de de´crire sa structure.
Lemme 17 L’anneau L n’est pas de type fini.
Esquisse de de´monstration. On repre´sente les espaces vectoriels non-nuls
de formes modulaires de poids (a, b) ∈ Z2 comme des points de R2 : nous
construisons ainsi un ensemble discret E contenu dans le premier quadrant.
Si l’anneau L est de type fini, alors E est contenu dans un coˆne d’angle
au sommet < π/2, car il n’y a pas de formes modulaires non nulles, de poids
(0, a) ou (b, 0). L’action des ope´rateurs Πi induit des applications E → N2.
Aucune de ces applications n’a son image contenue dans un coˆne d’angle au
sommet < π/2 : L n’est donc pas un anneau de type fini.
On revient aux processus de construction de formes modulaires. Nous
en avons pour construire des formes modulaires de poids paralle`le ex-novo :
se´ries d’Eisenstein, fonctions theˆta.
Pour construire des formes modulaires de poids non paralle`le, nous ne
connaissons jusqu’a` ici que des me´thodes diffe´rentielles : application des
ope´rateurs Πi,Λi,k, (X, Y ) 7→ [X, Y ]1i , . . . a` des formes modulaires de poids
paralle`le. Les formules de traces de [22] peuvent eˆtre aussi utilise´es.
Voici une question lie´e a` ce proble`me : posons K = Q(
√
5). On voit qu’il
n’y a pas de formes modulaires de Hilbert de poids non paralle`le (a, b) avec
a+b < 12. Nous avons M6 = 〈ϕ32, χ6〉. Nous voulons construire explicitement
des bases de M(a,b) avec a + b = 12 et a 6= b.
Par exemple, M(8,4) contient Π1E2 qui est non nul, et la dimension de cet
espace est 1 : nous en avons une base.
Les ope´rateurs diffe´rentiels que nous avons introduit ne permettent pas
de calculer des formes modulaires non nulles dans M(a,b) avec
(a, b) 6∈ {(8, 4), (6, 6), (4, 8)},
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a` partir de formes modulaires de poids paralle`le : a priori la seule chose que
l’on puisse dire est que ces espaces sont de dimension au plus 1.
Nous savons que si f est une forme modulaire non nulle dans un de ces
espaces, elle doit satisfaire une certaine e´quation diffe´rentielle. Dans chaque
cas, on peut construire son de´veloppement en se´rie de Fourier, montrer que
sa restriction a` Ξ2 n’est pas un multiple de ∆, et finalement de´montrer que
pour a+ b = 12 et (a, b) 6∈ {(8, 4), (6, 6), (4, 8)}, alors M(a,b) = {0}.
L’anneau L est-il engendre´ par l’image de T par application ite´re´e de tous
les ope´rateurs diffe´rentiels Πi,Λi,k, (X, Y ) 7→ [X, Y ]1i , . . . ?
La re´ponse a` cette question est non. Les formules des traces d’ope´rateurs
de Hecke permettent de construire des algorithmes de calcul de la dimension
d’espaces de formes modulaires de poids non paralle`le (cf. [22], et les algo-
rithmes de calcul de´veloppe´s dans [20]). Par exemple, en utilisant la propo-
sition 2.7 de [20], on peut montrer que S(14,2)(Υ) est de dimension ≥ 1. Il
est facile de montrer que S(14,2) ne peut pas contenir l’image d’un ope´rateur
diffe´rentiel de´fini sur un espace vectoriel de formes modulaires.
Des bases d’espaces de formes modulaires S(a,b) peuvent eˆtre calcule´es
explicitement par les formules de traces (cf. [20]), mais pas par application
d’ope´rateurs diffe´rentiels sur des formes modulaires de poids paralle`le.
Posons :
M0 = C
[
E2,
1
2πi
∂E2
∂z1
,
1
2πi
∂E2
∂z2
,
1
(2πi)2
∂2E2
∂z1∂z2
,
1
(2πi)2
∂2E2
∂z21
,
1
(2πi)2
∂2E2
∂z22
]
.
Cet anneau n’est pas stable pour les ope´rateurs de de´rivation (2πi)−1(∂/∂z)
et (2πi)−1(∂/∂z′), mais les proprie´te´s diffe´rentielles des formes modulaires
permettent d’obtenir :
The´ore`me 5 La clotuˆre alge´brique B du corps des fractions de M0, munie
des ope´rateurs de de´rivation (2πi)−1(∂/∂z) et (2πi)−1(∂/∂z′), est un corps
diffe´rentiel qui est de degre´ de transcendance 6 sur C. Si K = Q(
√
5), alors
l’anneau
M =M0[ϕ−12 , χ−15 , [ϕ2, χ5]−121 , [ϕ2, χ5]−122 ],
muni des ope´rateurs de de´rivation (2πi)−1(∂/∂z) et (2πi)−1(∂/∂z′), est un
anneau differentiel qui est isomorphe a` un quotient de l’anneau de polynoˆmes
C[X1, . . . , X10] par un ide´al premier de hauteur alge´brique 4.
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De´monstration. Les propositions 4 et 5 impliquent que les fonctions :
X = E2, Y1 =
1
2πi
∂E2
∂z1
, Y2 =
1
2πi
∂E2
∂z2
,
Z =
1
(2πi)2
∂2E2
∂z1∂z2
, T1 =
1
(2πi)2
∂2E2
∂z21
, T2 =
1
(2πi)2
∂2E2
∂z22
,
sont alge´briquement inde´pendantes sur C. Donc le degre´ de transcendance
de B est au moins 6.
Posons :
A1 =
1
(2πi)3
∂3E2
∂z31
, A2 =
1
(2πi)3
∂3E2
∂z32
, B1 =
1
(2πi)3
∂3E2
∂z21∂z2
, B2 =
1
(2πi)3
∂3E2
∂z1∂z22
.
On calcule les formes modulaires [E2,ΠiE2]1j pour i, j = 1, 2, qui sont non
nulles d’apre`s le lemme 16. On trouve :
[E2,Π2E2]11 = 4(B2X
2 − T2Y1X + 3Y2(Y1Y2 −XZ))
= 4B2X
2 + B2
[E2,Π1E2]12 = 4(B1X
2 − T1Y2X + 3Y1(Y2Y1 −XZ))
= 4B1X
2 + B1
[E2,Π1E2]11 = 4(6Y
3
1 − 6T1XY1 + A1X2)
= 4A1X
2 +A1
[E2,Π2E2]12 = 4(6Y
3
2 − 6T2XY2 + A2X2)
= 4A2X
2 +A2,
avec Ai,Bi ∈ C[X, Y1, . . . , T2]. Ces formes modulaires sont de poids (8, 10),
(10, 8), (12, 6) et (6, 12) respectivement. De ces formes modulaires on con-
struit des formes modulaires de poids paralle`le non nulles :
[E2,Π1E2]
2
12
Π2E2, [E2,Π2E2]12 [E2,Π1E2]12Π1E2 ∈ S24
[E2,Π1E2]
2
11
(Π2E2)
3, [E2,Π2E2]
2
12
(Π1E2)
3 ∈ S36
On de´duit que les fonctions A1, A2, B1, B2 se trouvent chacune dans une
extension quadratique de
T (Γ)[X,X−1, Y1, . . . , T2, (Π1E2)−1, (Π2E2)−1].
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Mais la cloˆture alge´brique du corps de fractions de cet l’anneau est e´gale a`
la cloˆture alge´brique de C(X, Y1, . . . , T2) (
9). Ceci prouve que A1, A2, B1, B2
sont alge´briques sur C(X, Y1, . . . , T2).
Supposons maintenant que K = Q(
√
5), et de´montrons les proprie´te´s de
l’anneau M. L’anneau M1 engendre´ par toutes les derive´es partielles de la
fonction ϕ2 est diffe´rentiellement stable. Cet anneau contient χ6 et χ
2
5, car il
contient M0 qui contient a` son tour χ6 et χ25 d’apre`s le the´ore`me 2 (ce sont
des images de ϕ2 par des ope´rateurs diffe´rentiels d’ordre 2). Donc toutes les
derive´es partielles de toutes les formes modulaires syme´triques de poids pairs
appartiennent a` M1.
Comme χ15 est proportionnelle a` χ
−1
5 [ϕ2, χ
2
5, χ6], on trouve aussi que
toutes les derive´es partielles de toutes les formes modulaires de poids par-
alle`le appartiennent a` M1[χ−15 ] (il suffit d’appliquer le the´ore`me 3). Donc
toutes les derive´es partielles de χ−15 appartiennent a`M1[χ−15 ] et il en re´sulte
que cet anneau est diffe´rentiellement stable.
Passons a` l’e´tude de l’anneau M. On a que M⊃M0[χ−15 ], et ce dernier
anneau contient toutes les formes modulaires de poids paralle`le, comme l’on
a de´ja` remarque´.
Montrons maintenant que M1[χ−15 ] ⊂ M. Il suffit de de´montrer que
A1, A2, B1, B2 ∈ M : nous montrons ici seulement que A1, B1 ∈ M. On
a que [ϕ2,Π1ϕ2]11 [ϕ2, χ5]
3
12 est une forme parabolique non nulle de poids par-
alle`le 33, et que [ϕ2,Π1ϕ2]11 [ϕ2, χ5]12 est une forme parabolique non nulle de
poids paralle`le 17. Comme
[ϕ2,Π1ϕ2]11 = 4ϕ
2
2A1 + P, [ϕ2,Π1ϕ2]21 = 4ϕ
2
2B1 +Q
avec P,Q ∈ M0, et commeM contient toutes les formes modulaires de poids
paralle`le, nous obtenonsM1[χ−15 ] ⊂M. CommeM contient aussi toutes les
9Noter qu’il y a bien plus de re´lations. Par exemple :
[E2,Π2E2]11 [E2,Π1E2]12 ∈ S18
[E2,Π1E2]11 [E2,Π2E2]12 ∈ S18
[E2,Π2E2]
2
11
Π1E2, [E2,Π1E2]11 [E2,Π2E2]11 [E2, E2]42 ∈ S24
[E2,Π1E2]11 [E2,Π1E2]12(Π2E2)
2 ∈ S30
[E2,Π2E2]12 [E2,Π2E2]21(Π1E2)
2 ∈ S30
. . . . . . . . .
Toutes ces relations ci-dessus sont redondantes : il y a donc des relations qui sont satisfaites
par les formes modulaires de poids paralle`le dans S6r(Γ), inde´pendantes de K.
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derive´es partielles de ϕ−12 , χ
−1
5 , [ϕ2, χ5]
−1
11 et [ϕ2, χ5]
−1
12 ,M est diffe´rentiellement
stable.
L’anneauM est clairement un quotient de C[X1, . . . , X10] par un ide´al de
re´lations I. De plus, comme M est un anneau de fonctions me´romorphes, il
n’a pas de diviseurs de ze´ro, et donc I est un ide´al premier. Comme le degre´
de transcendance de B est 6, l’ide´al I a hauteur 4 (10).
La preuve du the´ore`me 5 est termine´e. On montre aussi que la cloˆture
alge´brique du corps engendre´ par toutes les de´rive´es partielles de fonctions
modulaires de poids 0 est de degre´ de transcendance 6.
Remarque. Connaissant la structure de l’anneau de formes modulaires de
poids paralle`le pour un certain groupe modulaire de Hilbert Γ, on peut de´crire
les relations alge´briques liant les fonctions Ai, Bj . Naturellement, ces relations
sont en ge´ne´ral tre`s complique´es. Attention : le corps B n’est pas la cloˆture
alge´brique du corps des fractions de l’anneau L des formes modulaires de
tout poids. On a la proposition qui suit.
Proposition 6 Cinq formes modulaires de Hilbert sont toujours alge´bri-
quement de´pendantes. Il existe quatre formes modulaires de Hilbert alge´bri-
quement inde´pendantes.
De´monstration. Le the´ore`me 4 implique qu’il existe trois formes modu-
laires de poids paralle`les et alge´briquement inde´pendantes. De plus, on peut
facilement ve´rifier que si X est une forme modulaire de Hilbert de poids non
paralle`le non nulle, et si F est une forme modulaire de Hilbert de poids par-
alle`le non constante, alors F,X sont alge´briquement inde´pendantes. Dans
ce texte nous avons construit plusieurs formes modulaires de Hilbert non
constantes, de poids non paralle`le. Ainsi, on peut toujours construire quatre
formes modulaires de Hilbert alge´briquement inde´pendantes.
Soient maintenant F,G,H,X, Y cinq formes modulaires non constantes,
avec F,G,H de poids paralle`le f, g, h et X, Y de poids non paralle`les x, y.
Supposons que F,G,H soient alge´briquement inde´pendantes, et que X, Y
soient aussi alge´briquement inde´pendantes : on a aussi que F,G,H,X sont
alge´briquement inde´pendantes, et que F,G,H, Y sont alge´briquement inde´-
pendantes. Si x ∈ Q×y, alors il existe deux entiers a, b tels que Xa/Y b soit
une fonction modulaire Q de poids paralle`le 0, non constante. Mais Q est un
10Pour des applications envisage´ables de ce the´ore`me, il convient de remarquer que
M est un anneau de Cohen-Macaulay, puisque I est clairement un ide´al d’intersection
comple`te. Les re´lations de´finissant I peuvent eˆtre explicite´es, mais elles sont assez com-
plique´es.
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quotient de deux formes modulaires de poids paralle`les, doncQ ∈ C(F,G,H),
et F,G,H,X, Y sont alge´briquement de´pendantes. Supposons maintenant
que x 6∈ Q×y : donc les vecteurs x et y sont Q-line´airement inde´pendants. Il
existe une combinaison line´aire ax+by ∈ (Z−{0})1, avec a, b ∈ Z, et la forme
modulaire XaY b est une forme modulaire non constante P de poids paralle`le.
Nous avons de´ja` remarque´ que quatre formes modulaires de Hilbert sont
toujours alge´briquement de´pendantes, donc F,G,H, P sont alge´briquement
de´pendantes et on a aussi dans ce cas que F,G,H,X, Y sont alge´briquement
de´pendantes.
Nous laissons au lecteur le soin de comple´ter la de´monstration de cette
proposition dans le cas ge´ne´ral ou` F,G,H n’ont pas ne´cessairement de poids
paralle`les, en utilisant ce qui prece`de.
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