We provide closed formulas for (unique) solutions of nonhomogeneous Dirichlet problems on balls involving any positive power s > 0 of the Laplacian. We are able to prescribe values outside the domain and boundary data of different orders using explicit Poissontype kernels and a new notion of higher-order boundary operator, which recovers normal derivatives if s ∈ N. Our results unify and generalize previous approaches in the study of polyharmonic operators and fractional Laplacians. As applications, we show a novel characterization of s-harmonic functions in terms of Martin kernels, a higher-order fractional Hopf Lemma, and examples of positive and sign-changing Green functions.
Introduction
The study of explicit solutions and representation formulas for differential operators is a very classical and important problem in PDEs, which dates back to [18, 26] for the Laplace operator. In general, this kind of expressions are powerful tools to obtain a wide range of qualitative properties-symmetry, a priori bounds, regularity-and precise quantitative estimates for solutions and its derivatives. In this work, we study such explicit expressions involving any positive power of the Laplacian, i.e., for (−∆) s with s > 0 in the unitary ball B complemented with suitable (Dirichlet) boundary conditions. This paper complements and extends our previous work on higher-order fractional Laplacians [2] . One of the main difficulties in this setting is that for s ∈ N the fractional Laplacian (−∆) s becomes a nonlocal operator. The pointwise notion of the s-Laplacian is a subtle issue, see Remark A.3 below. For our main results, we use the following definition: for N ∈ N, m ∈ N 0 , σ ∈ (0, 1), and s = m + σ , we write (−∆) s u to denote (−∆) m (−∆) σ u, where 1) and c N,σ is a positive normalization constant, see (1.28) . To guarantee integrability in (1.1), we require a growth condition at infinity encoded in the space
|u(x)| 1 + |x| N+2σ dx, see [9, 15, 30] . Thus, (−∆) σ u is well defined in B if, for example, u ∈ C 2σ +α (B) ∩ L 1 σ for some α > 0. For the physical and mathematical importance of (−∆) s we refer to [2] and the references therein. As studied in [2, 7, 10, 12, 16] , the Green function for (−∆) s in B is given by Boggio's formula The term −∂ ν G 1 is called the Poisson kernel (for −∆ in B) [26] and ∂ ν denotes the normal derivative. This kernel can also be used to obtain the harmonic extension of a given boundary condition (b.c.) g ∈ C(∂ B), that is, the function
is a solution of −∆u = 0 in B and u = g on ∂ B. The notion of Poisson kernel can be extended to other operators, for example, to the polyharmonic operator (−∆) m , m ∈ N, or to the fractional Laplacian (−∆) s , s ∈ (0, 1), where similarities but also fundamental differences appear. Consider, for instance, the bilaplacian ∆ 2 = (−∆) • (−∆). As a higher-order operator, additional b.c. are required in order to obtain well-posedness of linear problems; for instance, the equation ∆ 2 u = f ∈ C(B) has a unique solution u ∈ C 4,0 (B) if the Dirichlet b.c. u = ∂ ν u = 0 on ∂ B is assumed. Furthermore, for h 0 ∈ C 1,0 (∂ B) and h 1 ∈ C(∂ B), the biharmonic extension [16, p. 141 ] is given by can be prescribed for h k ∈ C s−k,0 (∂ B). For details, see [13, 14, 16] . For the fractional Laplacian (−∆) σ with σ ∈ (0, 1), due to the nonlocality, well-posedness of linear problems is achieved by prescribing b.c. in the whole complement of the ball R N \B. A Poisson kernel for this notion of b.c. can be found in [27, equation (3) , Chapitre V], see also [8, 11, 15, 22] . More precisely, if g ∈ C(R N ) ∩ L ∞ (R N ), then the σ -harmonic extension u : R N → R of g in B is given by where m σ > 0 is given in (1.30) and M σ is known as a Martin kernel [1, 8, 23, 24] , which, in the case of a ball, has the following explicit formula [1, 2, 8] for all s > 0 8) where k N,s > 0 is given in (1.30) below. A function u given by (1.7) is sometimes called a large solution or a boundary blow-up solution, because of its singular behavior at ∂ B. Although the Martin kernel M σ can be used to prescribe a (singular) boundary condition and it converges (pointwisely) to the Poisson kernel for the Laplacian as σ → 1, it is usually not called a Poisson kernel; this name is reserved for Γ σ , which relates to values in R N \B, see Remark 4.6. We also note that, for s ∈ (0, 1), abstract representation formulas for more general domains are available [1, 8] , but the kernels are rarely explicit.
In this paper, we aim to combine these two settings-the nonlocal case, s ∈ (0, 1), and the classical higher-order case, s ∈ N-to better understand the nature of higher-order operators in general. Previous results in the higher-order setting have considered b.c. of the type
(1.9)
for suitable ϕ. Regularity, existence, and uniqueness of solutions of (−∆) s u = f in B satisfying (1.9) are studied (in a more general setting) in [20] . Similar boundary operators to (1.9) (with s instead of s − 1) were also used in [29] to show an integration-by-parts formula and a Pohozaev identity. This paper is the first to study explicit solutions for (−∆) s u = f in B satisfying a general notion of b.c. (see (1.14) below), which generalizes (1.5) and (1.9).
Our first result studies the Poisson kernel for (−∆) s in B, which prescribes values in R N \B. Let σ ∈ (0, 1), m ∈ N 0 , s = m + σ , and 10) where γ N,σ is a positive normalization constant given in (1.30) below. The kernel (1.10) was previously known to be a Poisson kernel only for s ∈ (0, 1), see (1.6 ). The following Theorem shows that Γ s is a Poisson kernel for any s > 0, if integrability is guaranteed. To include the case s ∈ N in some of our next results we also define Γ s ≡ 0 if s ∈ N and to ease notation we write B r to denote the ball of radius r > 0 centered at zero.
2), and Γ s as in (1.10) . Then,
and, if ψ ∈ L 1 σ with ψ = 0 in B r , r > 1, and u : R N → R is given by
for any ρ ∈ (1, r) and u is the unique pointwise solution in the space C s (B) ∩ H s (B) of
The proof of Theorem 1.1 is made by induction, using a new recurrence equation that relates Γ s with Γ s−1 , see Proposition 3.1. In the following, as it is customary in the fractional setting, we use the name Poisson kernel only for the kernel Γ s . If ψ ∈ L 1 σ , then, in general, it is not possible to compute pointwisely (−∆) m (−∆) σ u, with u as in (1.12), see Remark A.3. On the other hand, notice that Γ s (x, ·) has a strong singularity at the boundary ∂ B and, because of this, we require that ψ = 0 near ∂ B in Theorem 1.1. For functions which are different from zero near ∂ B, the Poisson kernel for (−∆) s is more involved: it is the sum of the Poisson kernel Γ σ for (−∆) σ and suitable (boundary) correction terms, see Corollary 4.5 and Theorem 1.6 below. To describe these corrector terms and a more general family of solutions with boundary values we introduce first a new notion of higher-order trace operator.
(1.14)
Here and in the following, all limits are taken in the normal direction with respect to ∂ B from inside B, that is, the limit lim x→z is always meant for x ∈ B such that
We 
These derivatives were used in [13, 14] together with explicit boundary kernels to study closed formulas for polyharmonic Dirichlet problems. Using (1.14), we extend the results in [13, 14] to the higher-order fractional setting.
and θ ∈ ∂ B, the (fractional) Edenhofer kernels are given by .15) and ω N := |∂ B|.
See Remark 4.2 for the original formulation in [13, 14] . The following theorem uses (1.10) and (1.15) to provide explicit solutions to nonhomogeneous linear problems with one nonlocal condition and m + 1 prescribed boundary traces. Let
Then, u ∈ C 2s+α (B), δ 1−σ u ∈ C m,0 (B) and, for k = 0, 1, . . . , m,
The proof is based on the results from [13, 14] and the following extraordinary fact: if v is a suitable (m + 1)-harmonic function in B and δ as in (1.16) 
see also Corollary 1.7 below for a more general and precise statement. This relationship seems to be previously not known and relies on properties of Martin kernels and a variant of Almansi's formula, which decomposes an m-harmonic function into a finite sum of harmonic functions with polynomial coefficients, see (2.6) and (2.7). For a discussion on the convergence of these kernels and solutions as σ → 1, we refer to Remark 4.6.
In a particular set of functions, the solution given by Theorem 1.4 is unique, which yields the following integral representation formula.
, and u = 0 in B r \B.
Then, for x ∈ B,
The proof uses the theory of weak solutions as developed in [2] and on regularity in Hölder and fractional Sobolev spaces, see Subsection 2.4; in particular, the results from [20] play an important role in optimizing the assumptions. The requirement u = 0 in B r \B, r > 1, is used to ensure integrability with Γ s ; however, this assumption can be removed at the expense of extra regularity hypothesis, as the next results shows.
, and
and, for x ∈ B, 
, and u = 0 in R N \B. Then u ∈ C ∞ (B) and there are unique functions
We remark that the Edenhofer kernels E k,s are also related to higher-order traces of the Green function G s . In particular, for E m−1,s and E m , we have the following.
and z ∈ ∂ B we have that
and, if m ≥ 1,
(1.21) Lemma 1.8 can be used to obtain a higher-order fractional Hopf-Lemma for the homogeneous Dirichlet problem (see [16, Theorem 5.7 ] for the case s ∈ N).
, α ∈ (0, 1) be nonnegative and let u ∈ H s 0 (B) be the unique weak solution of
To close this introduction, we discuss some implications that the previous results have on positivity preserving properties for (−∆) s with s > 1. In [2, Theorem 1.1] we showed that maximum principles fail for (−∆) s in disjoint sets if s = m + σ with m ∈ N odd and σ ∈ (0, 1), i.e. there is a positive function f , a disjoint set Ω ⊂ R N , and a unique (weak) solution u ∈ H s 0 (Ω) such that (−∆) s u = f , but u is sign-changing (see Theorem 3.6 below). Using the Poisson kernel Γ s and Theorem 1.1 we complement this result by showing that, if m is even, then the Green function of two disjoint balls is positive inside the domain Ω. In particular, this implies that the maximum principle does hold for two (arbitrarily far away) disjoint balls if m is even. Moreover, the following result provides an alternative proof of the fact that maximum principles fail if m is odd, since it guarantees that the Green function changes sign in this case. To state the result we introduce some notation: let Ω(t) := B ∪ B t , where t > 2, B t := B 1 (te 1 ), denote by G Ω(t) the Green function of (−∆) s in Ω(t) (see Proposition A.2 for existence), and set
We do not expect that maximum principles hold in general for m even, but a counterexample in this case is still missing, see [2] for further discussions in this regard. Finally, we show that maximum principles also fail for (−∆) s in connected domains if s = m+σ with m ∈ N odd, by connecting two disjoint balls with a thin tube and using a perturbation argument. This theorem complements our previous result [2, Theorem 1.1] (see Theorem 3.6 below). For the definition of weak solutions, see Subsection 1.1 below.
and
There is n ∈ N, a nonnegative function f n ∈ L ∞ (Ω n ), and a weak solution
The paper is organized as follows: in Subsection 1.1 we specify the notation and conventions that are used in the rest of the paper, in Section 2 we collect a series of useful remarks and results of independent interest regarding the higher-order trace operator, integration by parts, regularity, and a proof of (a variant of) Almansi's formula Lemma 2.2. The proof of Theorem 1.1 is contained in Section 3 together with our discussion on maximum principles, where the proofs of Theorems 1.10 and 1.11 are given. In Section 4 we focus our attention to explicit solutions and integral representation formulas with boundary kernels and it includes the proof of Theorems 1.4, 1.5, 1.6, Lemma 1.8, and Corollaries 1.7 and 1.9.
Notations
Let N ∈ N and U, D ⊂ R N be nonempty measurable sets. We denote by χ U : R N → R the characteristic function and by |U | the Lebesgue measure of U . We fix B := B 1 (0) and B r := B r (0) for r > 0. For any s ∈ R, we define as usual
where
If U has Lipschitz boundary, we put 
We use u + := u + := max{u, 0} and u − := − min{u, 0} to denote positive and negative part of u respectively. If f : R N × R N → R we write (−∆) s x f (x, y) to denote derivatives with respect to x, whenever they exist in some appropriate sense. Whenever it is meant in the pointwise sense, we write (−∆) s u to denote (−∆) m (−∆) σ u, where the fractional Laplacian (−∆) σ u is evaluated pointwisely as in (1.1). We sometimes write ∂ ν instead of ∂ r or ∂ ∂ r , but these notations refer to the differential operator
, where Γ denotes the usual Gamma function. We frequently use the following normalization constants
where G s is as in (1.2), Γ s is as in (1.10), and M 1 is as in (1.8) with s = 1. As usual, in dimension one (N = 1), the boundary integral is meant in the sense
. Finally, we set δ (x) := (1 − |x| 2 ) + and, with a slight abuse of notation, we simply write δ −α , α > 0, to denote the function x → δ (x) −α for x ∈ B and x → 0 for x ∈ R N \B.
Preliminary results
In this section we collect a series of remarks and results of independent interest that we use in the following sections for the proofs of our main theorems.
Higher-order trace operators
We begin with some remarks on the trace operators D k+σ −1 defined in (1.14). Observe that, by definition, if m ∈ N and u ∈ C m,0 (B), then
where the factor
m! is a normalization constant used to simplify calculations. In particular, note that the following variant of Leibniz's rule holds
indeed, let m = 2 and u be a smooth function, then for x ∈ B and r = |x|, 
A very useful property of the trace D k+σ −1 is given in the following lemma.
Proof. Set v = δ 1−σ u and u as in the statement. Since
. Then, using a Taylor expansion at 0,
But then
3) follows as a consequence of (2.2) and (1.8).
A variant of Almansi's formula in balls
The following is a useful decomposition of polyharmonic functions. Its proof relies in the socalled Almansi's formula, see [5, 25] , which decomposes an m-harmonic function into a finite sum of harmonic functions with polynomial coefficients of the type |x| 2k with k ≤ m. Recall that H denotes the standard harmonic extension, see (1.31).
Proof. We follow closely [6, Proposition 1.3]. Let v as in (2.5). We show first that there are
We argue by induction on m. For m = 0 we have that v ∈ C 2,0 (B) ∩ C(B) and ∆v = 0 in B.
, by Green's representation. Hence (2.7) holds with h 0 = v and the uniqueness follows from the maximum principle. Now, let m ∈ N and assume that (2.7) holds for any function
(2.8) 
By (2.9) we have, for
Furthermore, by (2.8)
. Since the uniqueness of h 0 can be inferred from the uniqueness of h k with k ≥ 1, we have that (2.7) holds for any m ∈ N. Similar arguments also yield that if ϕ(
We now show that (2.6) follows from (2.7) and the binomial theorem
We argue again by induction on m.
Assume (2.6) holds for m and let v as in (2.5). Then, by (2.7) and (2.10), there are unique
, the induction hypothesis yields that there are unique h k ∈ C(∂ B) such that
that is, (2.6) holds for m + 1, and the proof is finished.
Remark 2.3. Almansi's formula holds in a more general setting, see [6, Proposition 1.3]; in particular, it can be used to describe m-harmonic functions in star-shaped domains.
Integration by parts
The next lemma is an integration by parts formula for functions which do not belong to H s (R N ) (such as δ s−1 for s > 0). Furthermore, it also states that for functions in H s 0 (Ω), the notions of weak and distributional solutions coincide. 
, where U is a smooth subset of Ω. By assumption, we have v : (10)
Note that, by [1, Proposition 2], we have Γ U σ (x, y) = −(−∆) σ y G U σ (x, y) for x ∈ U and y ∈ R N \U . These facts, Fubini's theorem, and a standard interchange of derivatives and integral (due to the dominated convergence theorem), imply that
by classical integration by parts. Finally, (2.11) follows using the Fourier transform, see [2, Lemma B.4] , where only the ball is considered, but the same proof carries the case of open bounded Lipschitz sets.
Using Lemma 2.4 we deduce the following important property of Martin kernels.
Proof. Let u be as in the statement and s > 0. By [2, Proposition 1.5 and proof of Lemma 6.12 
Regularity
We begin with an elementary characterization of some functions in H s 0 (B). 
Observe that, by Leibniz rule, for every multi-index α ∈ N N and k ∈ {0, . . . , m} such that |α| = k, the function ∂ α u is a sum of terms of the form k γ,β ∂ γ δ s ∂ β ϕ for some multi-indices β , γ ∈ N N such that |γ| + |β | = k and some constant k γ,β ∈ R. Moreover, note that
and it suffices to show that
However, this follows from the fact that 
} for all β , γ ∈ N N with |β |+ |γ| = m, and the claim follows. Recall that v C m+σ (B) is given in (1.29).
and let w := u − Γ σ u. Then δ 1−σ w ∈ C m+α (B) for any 0 < α < β and 
by Lemma 2.1.
The Poisson kernel
In this section we show our main result concerning the Poisson kernel Γ s which is based on an induction argument. We begin with a recurrence formula for Γ s . Recall the constants m s , γ N,σ , and k N,s given in (1.30).
Proposition 3.1. Let m ∈ N, σ ∈ (0, 1), s = m + σ , and Γ s as in (1.10). Then
Proof. Fix y ∈ R N \B and let p : B → R be given by p(x) := |x − y| −N 1 + 1−|x| 2 |y| 2 −1
. Note that
Moreover, a direct calculation shows that −∆p(x) = 0 for x ∈ B, and thus, by uniqueness, we can represent p using the Poisson kernel for the Laplacian, namely,
Therefore,
The Proposition now follows from (3.1), (3.2), since
by Lemma 2.1 and the fact that D σ +k Γ s−1 (z, y) = 0 for k ∈ {−1, 0, . . . , s − 2}.
Proof of Theorem 1.1. Let ψ ∈ L 1 σ with ψ = 0 in B r for some r > 1 and fix ρ ∈ (1, r). We show first that u given by (1.12) belongs to C ∞ (B) ∩C s (B r ) ∩ H s (B ρ ), ρ ∈ (1, r), and that u is a pointwise solution of (1.13). Note that,
Thus u ∈ C ∞ (B) ∩ C s (B r ), and u ∈ H s (B ρ ) by Lemma 2.6 for ρ ∈ (1, r). We now argue by induction on s. For s ∈ (0, 1) the claim is known, see for example [15 for some constant C ∈ R. In particular, Γ s (·, y) ∈ C ∞ (B) ∩C s 0 (B) for y ∈ R N \ B. Now, let ψ be as above and u : R N → R be given by u(
where the interchange of integral and derivatives is due to the dominated convergence theorem. Thus, we have that
Furthermore, by (3.5), 
Since we may choose ψ ∈ C(R N ) with supp ψ ⊂ R N \ B arbitrarily, the fundamental lemma of calculus of variations implies that Γ s (x, y) = Γ s (x, y) for all x ∈ B and y ∈ R N \B. Since G s (x, ·) ≡ 0 if x ∈ B, we have that (1.11) also holds in R N \B, and this ends the proof.
If the outside data ψ does not belong to L 1 σ , then, in general, it is not possible to compute pointwisely the fractional Laplacian (−∆) s u = (−∆) m (−∆) σ u, with u = H s ψ, see (1.1) and Remark A.3 below. However, a problem may still have a unique smooth distributional solution.
To be more precise, for s > 0 let
We use the following estimate.
Lemma 3.2 (See Lemma 3.9, [2]). For any s
s is the following.
Furthermore, u is the unique function in C s (B) ∩ H s (B) satisfying (3.6).
Proof. Note that u satisfies (3.3) and hence by Lemma 2.6 it follows that
σ , ρ ∈ (1, r), and u n solves (−∆) s u n = 0 pointwise in B, and
, then by Lemma 3.2, there is C > 0 such that
Then, by (3.7), (3.8), Lebesgue dominated convergence theorem, and Lemma 2.4,
The uniqueness in C s (B) ∩ H s (B) now follows similarly as in the proof of Theorem 1.1.
On maximum principles
In this subsection, we show Theorem 1.10 and Theorem 1.11. In particular, we use the explicit formula for the Poisson kernel Γ s to yield information about the sign of the Green function associated to two disjoint balls. This has a close relationship with the validity or failure of maximum principles for (−∆ 
Proof. To show (3.9), let ψ ∈ C ∞ c (B) and v : R N → R be given by 
, denote the reflection with respect to the hyperplane {2x 1 = t}. We note that B t = R t B and R t Ω(t) = Ω(t).
Lemma 3.5. Let x ∈ B and t ≥ 2, then 1 − |x| 2 ≤ |R t x| 2 − 1.
Proof. Let x ∈ B and t ≥ 2. Since x 1 < 1 we have
and the claim follows.
For t ≥ 2, y ∈ B t , and z ∈ B ⊂ R N \B t , let
where Γ B := Γ s is given in (1.10). Then, applying Proposition 3.4 to the domain Ω = Ω(t), we obtain
Since Ω consists of two balls, using equation (3.11) we can also write
Proof of Theorem 1.10. Fix t > T 0 , with T 0 as in (1.23). To simplify the notation, we write Ω instead of Ω(t). Fix x ∈ B, y ∈ B t , and m even. Substituting (3.12) in the last term of (3.13), using the positivity of G B we deduce
Then, an interchange of integrals yields that
by (1.10). Iterating this procedure we have that
and, after n iterations,
. . .
We now estimate K. It follows from Lemma 3.5 and the definition of K that, for a, b ∈ B t ,
and we deduce from (3.15) that
because |B|γ N,σ (t − 2) −N < 1, by (1.23) and because t > T 0 . Since (x, y) ∈ B × B t was taken arbitrarily we have G Ω ≥ 0 in B × B t . Then (1.25) follows by symmetry and, by (3.9), we also obtain that (1.24) holds if m is even.
On the other hand, if m is odd, then instead of (3.14) we have
and (1.26), (1.24) follow from a similar reasoning as in the case m even. This ends the proof.
We conclude this part with the proof of Theorem 1.11. For this, we recall first a result from [2] . Proof of Theorem 1.11. Let Ω n as in the statement, f ∈ C ∞ (Ω), and u ∈ H s 0 (Ω) ∩C(R N ) be the functions given by Theorem 3.6 for Ω = D ∪ A with D = B 1 (0) and A = B 1 (3e 1 ). For n ∈ N let f n ∈ L ∞ (Ω n ) be given by f n := f χ Ω 0, where χ Ω is the characteristic function of the set Ω. Let u n ∈ H s 0 (Ω n ) be the weak solution of (−∆) s u n = f n in Ω n given by [2, Corollary 3.6], i.e., 
Therefore (u n ) n∈N is uniformly bounded in H s 0 (Ω 1 ) and then there is u * ∈ H s 0 (Ω 1 ) such that u n ⇀ u * weakly in H s 0 (Ω 1 ) and u n → u * strongly in L 2 (R N ) as n → ∞. Since supp u n ⊂ Ω n we have that supp u * ⊂ Ω ∪ L and we may assume without loss of generality that u * = 0 on L, because L has measure zero (since N ≥ 2). Thus u * ∈ H s 0 (Ω) and for any ϕ ∈ H s
By the uniqueness of solutions given by [2, Corollary 3.6], we have that u * = u a.e. in Ω. The result now follows, since u n (x) → u * (x) = u(x) for a.e. x ∈ Ω and u ∈ C(R N ) satisfies that u 0 in B 1 (0) and u 0 in B 1 (3e 1 ), by Theorem 3.6.
Representation formulas and explicit solutions with boundary kernels
We begin this section with the study of s-harmonic functions which are zero in R N \B. Recall from (1.14) that δ (x) :
where E k,s are given by (1.15) . Then u ∈ C ∞ (B) with δ 1−σ u ∈ C m,0 (B) is a solution of (−∆) s u = 0 in B satisfying u = 0 on R N \B and k = 0, . . . , m, and the boundary conditions (4.2) follow. Finally, let t ∈ (0, ∞)\N and g k ∈ C m+t−k (∂ B) for k = 0, . . . , m. By Schauder theory (see [16, Theorem 2.19] or [4, Theorem 9.3]), the problem (4.3) has a unique (mild) solution in C m+t (B), which then must be given by v, and therefore δ 1−σ u = v ∈ C m+t (B).
Remark 4.2. In Edenhofer's original formulation [13] the kernels are
. Due to our normalization constants in the definition of D t , formula (4.4) is equivalent to (1.15), using the prescribed functions g k = D k u. We also remark that the assumption g k ∈ C m−k,0 (∂ B) from Theorem 1.4 is not technical, if g k are merely continuous functions, then the Dirichlet (polyharmonic) problem may not have a solution, see [14] .
Remark 4.3. In some contexts, the use of normal derivatives (−∂ ν ) k may be more natural than the use of ( ∂ ∂ |x| 2 ) k . In Subsection 2.1 we mentioned that these two notions of derivatives are different, but equivalent. To exemplify this, let
We recall that all limits are meant in the normal direction from inside B. We show how Edenhofer kernels E k,s can be used to construct a function u satisfying
with the boundary conditions
for k ∈ {0, . . . , m}\{m − 1} and for some given ϕ ∈ C 1,0 (∂ B). By (4.5) and some elementary calculations (recall (2.1)), we have, for z ∈ ∂ B, that
Moreover, for x ∈ B and θ ∈ ∂ B,
If σ = 1, this coincides with the Dirichlet (m + 1)-harmonic case, see [16, page 160] . Similarly, the solution of (−∆) s u = 0 in B with T k+σ
Our next result provides a representation formula for s-harmonic functions which are zero in R N \B. 
7)
where H σ g, H s g are as in (1.31).
Proof. Let g as in the statement and denote by w := H s g − H σ g, then, using Lemma 2.1,
and this integral has no singularity. Theorem 4.4 applied to w yields (4.7).
We can now proceed to the proof of our main results. 
for some uniquely determined functions g k ∈ C(∂ B). Finally, if ψ := δ t u for some t > −σ , then ψ is (s + t)-harmonic in B, by Proposition 2.5.
For the proof of Lemma 1.8, we recall the differential recurrence formula given in [2, equation (6.1)] (note that in [2] differentiation is taken in x rather than in y), i.e. we have for s > 1
where, for x, y ∈ R N ,
Proof of Lemma 1.8 . Fix x ∈ B and θ ∈ ∂ B, and note that
and ( 
a direct computation using (4.8) yields
which implies (1.20) . On the other hand, by Subsection 2.1, we have
and (1.21) follows by (4.6).
Proof of Corollary 1.9. By [2, Theorem 1.4], we have that 
and that the extra boundary condition (D σ −1 u s (z) = 1) required in the higherorder case (s ∈ (1, 2)) is incompatible with problems of lower order (s = 1). On the other hand, if σ → 1 − (i.e., if s → 2 − ), then u s (x) → 1 pointwisely for x ∈ B, which is, in fact, a solution of
This estimate can be shown by direct (but lengthy) computations and, to keep this paper short, we do not give the details here. Assuming (4.11), then
where H is the harmonic extension given in ( 
A Existence of Green functions
To show Theorem 1.10 and for completeness, we guarantee in this appendix the existence of a Green function in general smooth domains. Although the strategy we follow here is standard, the higher-order fractional setting requires a special care; for instance, the pointwise definition of (−∆) s u = (−∆) m (−∆) σ u needs in particular that u ∈ L 1 σ , but the fundamental solution does not belong to this space in general (see below). To circumvent this difficulty, the use of distributional and weak solutions together with partial integration results under varying assumptions is necessary. For the reader's convenience we include the details here. Recall (e.g., from [2, Theorem 5.10]) that, for any order s > 0 and any dimension N ∈ N, the fundamental solution of 
in the sense of distributions, that is,
Moreover, H(x, y) = H(y, x) for x, y ∈ Ω.
Proof. To ease notation, let F = F N,s and fix y ∈ Ω and k ≥ s. Since F is radially symmetric and C ∞ (R N \{0}), there is ζ ∈ C 2k+2,0 (R N ) (depending on y) such that ζ = F(· − y) in R N \Ω and ζ C 2k+2,0 (K) < ∞ for any compact set K ⊂ R N (this follows directly from polynomial approximation of F in a small neighborhood of y). 
(Ω) and fix ϕ ∈ C ∞ c (Ω), then, by Lemma 3.2, we find for every t > 0 a constant C(ϕ,t) > 0 such that
N+2σ for all x ∈ R N and for some C > 0. Therefore, integrating by parts,
By Lemma 2.4, we have that
Since ϕ was taken arbitrarily, we have that (A.2) holds in the sense of distributions. We now argue uniqueness: let v ∈ H s loc (R N ) ∩C ∞ (Ω) ∩C s (R N ) be another distributional solution of (A.2). Then u 12 ∈ C ∞ (R N ) and u 11 ∈ C 2σ +α (R N ) (see [22] or [30, Proposition 2.8] using that F N,σ * f ∈ L ∞ (R N ), because f ∈ C α c (Ω)). In particular, (−∆) m u 1 ∈ C 2σ +α (R N ), which then implies that u 1 ∈ C 2s+α (R N ) ⊂ H 2s loc (R N ). On the other hand, since f has compact support, Lemma A.1 implies that u 2 ∈ C ∞ (Ω) ∩ H s loc (R N ). Hence, u ∈ H s loc (R N ) and since u = 0 in R N \B, we have that u ∈ H s 0 (Ω) and, by Lemma 2.4, it suffices to show that Thus (A.6) follows from (A.5) and (A.7), and the proof is finished.
Remark A.3. The pointwise definition of (−∆) s can be a delicate issue. To be more precise, let x ∈ R N , σ ∈ (0, 1), m ∈ N even, s = m + σ , and consider the following three options
The adequacy of each of these alternatives depends on the problem and the properties of the solutions, in particular, on the global regularity and the growth at infinity. A first observation is that the above three options require to be at least of class C 2s at x. However, (ii) and (iii) additionally need a global regularity assumption such as u ∈ C m,0 (R N ) and u ∈ C 2m,0 (R N ) respectively. This already restricts the kind of solutions that can be studied with definition (iii). where f ∈ C α (B), α > 0. By regularity [2] , v ∈ C s (R N ) and this is in general optimal; for instance, δ s does not belong to C s+ε (R N ) for any ε > 0 and δ s is a weak solution of (A. Finally, we mention that there is a more involved pointwise evaluation of (−∆) s in terms of a hypersingular integral with finite differences that can be applied directly in all the cases described above, i.e., for functions which are only required to be locally of class C 2s and in L 1 s ; we refer to our future work [3] for details.
