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Chapter 1 
Introduction 
In the present paper we are going to study ways of determining a classification of cars 
according to the risk they constitute in a motor insurance portfolio. We consider both 
vehicle damage and (third party) liability covers and confine ourselves to passenger cars, 
estate cars and vans (with carrying capacity up to 1 200 kilograms). 
We shall work within a multiplicative rating model used in Storebrand. This rating 
model consists of factors for district, mileage, car model, bonus/malus etc. In this paper 
we will concentrate on the factor for car model and treat the other factors as given. Since 
a larger risk should have a higher premium, we have that a large risk should have a high 
value of the factor for the car model or, equivalently, be in a high risk class. In vehicle 
damage insurance, Storebrand used 65 risk classes numbered from 30 to 94. The factor 
given to class c was 1.04c-30 . In liability insurance they used 6 classes numbered from 1 to 
6 with factors 0.75, 1.00, 1.07, 1.13, 1.33 and 1.50, respectively. In this paper we will adopt 
these factors and classes to match. In other words we are in the same situation that has 
previously been studied by SUNDT(1987a). For a more extensive discussion of the rating 
model we refer to SUNDT(1987a, pp. 41-43) and SUNDT(1991b, Chapter 8). 
We will not give any further description of what we mean by a car model. It should be 
chosen in each particular situation in an appropriate way. By a car model we could e.g. 
mean makes, models or variants of cars. 
We want to classify both car models which are new (for which the risk volume is equal to 
zero) and car models which we have observed. The two cases will be treated simultaneously 
since the former can be regarded as a special case of the latter. 
The portfolio consists of a number of individual policies, and to each policy there is 
associated a car model. Hence, to the most popular car models we may base the classifi-
cation on a large number of observations. The number of policies may vary from year to 
year for a specific car model. Different policies are allowed to stay in the portfolio for a 
different number of years. We have observations from the portfolio during the past n years. 
The present author feels that these allowances are necessary for the models to be realistic. 
The drawback is that this results in a bothersome notation; we have to introduce a large 
number of definitions. To help the reader keep track of the various definitions we have at 
the end of the paper made an index containing a list of notations. This list contains most 
of the symbols used in the text and a reference to the page they were defined or used on 
for the first time. The classification of each car model is revised once a year. Assume that 
we are at the end of year n and want to estimate the risk level in year n + 1 for all the car 
models in the rating structure using credibility estimation. For car models included in the 
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portfolio at this point in time we have at hand the claim history of the associated individual 
policies. We are going to present models describing how to utilize this information and how 
to combine it with prior information about the risk level of the car model in year n and 
n+ 1. 
We will develop models incorporating observations from several past years. By including 
observations from not only one year we will hopefully get a considerably better estimator of 
the risk level of each car model, and thus a more correct classification. This is an important 
aspect for an insurance company. Too high a classification for a car model will give too high 
a premium for that car model and the company may be outstripped by its competitors. 
On the other hand, too low a classification will give too low a premium and the company 
will lose money. 
SUNDT(1987a) has derived models to deal with the same situation as in the present 
paper. But by using his models observations from different years will be given the same 
weight. This is slightly unfortunate. Since both car models and the community as a whole 
are under constant change we feel that observations from recent years are more relevant 
and thus should be given more weight than old ones. We will state models taking this into 
consideration by viewing the risk levels of a car model as a stochastic process developing 
over time, and allowing their distribution to change as time passes. fu these models the 
credibility estimators from year to year will be calculated recursively and are thus easy to 
handle in practice. These are the same ideas that form the basis of SUNDT(l981). We will 
use a special case of one of his models on each car model. 
Another approach to the extension of the models in SUNDT(1987a) by including more 
observations, has been done in SUNDT(1987b ). But this approach lacks the formal model 
apparatus. A consequence of this is that the estimator can not in any sense be shown to 
be optimal. But under weak assumptions it can be shown to be better than the credibility 
estimator in SUNDT(1987a). 
We are going to consider three models: 
• A time-heterogeneous model (Chapter 5) 
• A time-homogeneous model (Chapter 6) 
• A time-heterogeneous model for two portfolios (Chapter 7) 
In the first model the structural parameters are allowed to vary from year to year. In the 
second model the parameters are constant over time. As observable risk characteristics we 
use technical variables like price, weight and engine power. But for car models that are no 
longer for sale in Norway, the price will be unknown. This motivates the introduction of 
the third model. Here we divide the original portfolio into two sub-portfolios, each having 
its own technical variables. One sub-portfolio consists of car models still on the market in 
Norway. The other consists of car models no longer for sale in Norway (and therefore the 
price no longer exists). We now use the theory from the second model on each of the two 
sub-portfolios. 
Notational conventions used throughout the paper, important results, and notions are 
stated in Chapter 2. In Chapter 3 we make use of the concept of linear sufficiency and give 
sufficient conditions for the credibility estimator to be linear sufficient. Hence we reduce 
the dimension of the above described estimation problem considerably, which is of great 
practical importance. Model assumptions and definitions of symbols used in Chapters 5 
and 6 are given in Chapter 4. Our models are stated and analysed in Chapters 5-7. We 
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study the connection between recursive credibility estimation and the (linear) Kalman filter 
in Chapter 8. The relations between our models and well-known models other than the 
Kalman filter are indicated in Chapter 9. It is not necessary to read these two chapters in 
order to understand the rest of the paper. The purpose of Chapters 8 and 9 are merely to 
put the models developed in this paper into a wider context. In Chapter 10 we undertake 
the task of estimating the structural parameters. The estimators are based on a sample 
of car models taken from the portfolio (possibly with an exception of the estimator of cp3, 
to use the notation from Chapter 5). In Chapter 11 we make some preparations for a 
practical application of our models including derivation of an alternative estimator of cp3 
based on a Poisson-assumption. An application of the model in Chapter 5 on real data, is 
given in Chapter 12. In Chapter 13 we discuss the pros and cons of the models proposed 
in this paper. Some topics which should be further investigated and other interesting 
subjects relevant to the models presented in this paper, are given in Chapter 14. Identities 
frequently referred to in the text are derived in Appendix A. At the end of the thesis we 
have included an index of symbols as mentioned above. 
Chapter 2 
Preliminaries 
2.1 Introduction 
In the present chapter we will give some notational conventions, define some concepts 
frequently referred to in this paper, state a well known result in credibility theory, and give 
an important property of the trace operator. Throughout the paper, we tacitly assume 
that all the random variables introduced have finite second order moments. 
2.2 Notational conventions 
Some notational conventions will be followed throughout this paper: 
• Matrices and vectors will be written in boldface. 
• The dimension of each vector and matrix will be indicated at first appearance. For 
instance, A (pxq) denotes a matrix with prows and q coloumns. 
• A' denotes the transpose of the matrix A. 
• diag {a} denotes a diagonal matrix, the elements of the vector a forming the diagonal 
elements. 
• tr { ·} is the trace operator, that is, tr {A} is the sum of the main diagonal elements 
of the square matrix A. 
( 
ak1Z1 
ak2Z1 
ak~Z1 
ak1ZM l 
ak.zM 
akNIM 
where A(z) = {11, ... , lM }, A(k) = {k1, ... , kN }, l1 < · · · < lM and k1 < · · · < kN. 
• Is denotes the S X S identity matrix. 
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• We define Cov(X, Y') = E(XY') - E(X)E(Y'). For the sake of simplicity we put 
Cov(X) = Cov(X, X'). If X is a scalar we let Var(X) = Cov(X). 
• 8 denotes the Kronecker delta, that is, 8k,l = 1 if k = land 0 otherwise. 
• I( E) is the indicator function of the event E, that is, I(E) = 1 if the event E has 
ocurred and 0 otherwise. 
• "a.s." is an abbreviation for "almost surely", or synonymously "with probability 1". 
2.3 Invariability of the trace operator 
Let A (rxs) and B(sxr) be two arbitrary matrices with the indicated dimensions. We have 
tr{AB} = tr{BA}, (2.1) 
that is, the trace operator is invariant under a cyclic permutation of the matrices. Of 
course, A and B may themselves be products of matrices. Remember that, as stated in 
Section 2.2, the trace of a square matrix is the sum of its main diagonal elements. This 
implies that the trace of a scalar is the scalar itself and the trace of an identity matrix is 
its dimension. 
Identity (2.1) may easily be verified by straightforward matrix multiplications. A com-
plete argument is given in e.g. SCHWARTZ(1961, pp. 129-130). 
2.4 Optimality criterion 
Let m = ( m 1 , ... , mP )' be an unknown random vector and m = ( m1 , ... , mP )' and m = ( m1 , ... , ihp )' two estimators of m. Then we shall say that m is a better estimator of m 
than m if 
(2.2) 
with strict inequality for at least one i. That is, we use elementwise expected quadratic 
loss as optimality criterion. 
2.5 Credibility estimator 
Let x<txt) be an observable random vector and let m.(pxt) be an estimator of m(pxt) based 
on X. 
Definition 2.1 We shall call m a linear estimator of m based on X if it can be written 
in the form 
m=g+GX 
where g(pxt) is a non-random vector and G(pxt) is a non-random matrix. 
Definition 2.2 By a credibility estimator we shall mean the best linear estimator with 
respect to elementwise quadratic loss. 
6 CHAPTER 2. PRELIMINARIES 
2.6 Recursive credibility estimators 
Definition 2.3 Fort= 0, 1, ... let mt+l be a credibility estimator of the random variable 
mt+1 based on the observations tX = (X1 , ... , Xt)' (oX= 0). Then we shall call { mt+1}:0 
a sequence of recursive credibility estimators if its elements can be written in the form 
rht+l = a~1) Xt + aF)mt + a~3 ) 
where a~i) ( i = 1, 2, 3) are non-random scalars for all t. 
This way of calculating the credibility estimator will be called recursive credibility es-
timation. 
We make use of the concept "recursive credibility estimation" in the same way as in 
SUNDT(1981). 
A more restrictive concept has previously been introduced by GERBER & JONES(1975). 
They consider what they call "linear credibility formulas of the updating type", which occur 
by putting a~3) = 0 and a~2 ) = 1 - aF) for all tin Definition 2.3. 
2. 7 Empirical recursive credibility estimators 
Definition 2.4 By a sequence of empirical recursive credibility estimators we shall mean a 
sequence of recursive credibility estimators in which the structural parameters are replaced 
by their respective estimators. 
It is noteworthy that we do not impose any restrictions on the estimators of the structural 
parameters in the empirical recursive credibility estimators. This is in contrast with e.g. 
NORBERG(1980), in which the estimators of the structural parameters in the empirical 
credibility estimator are assumed to converge in some sense. 
2.8 The normal equations 
Theorem 2.1 A linear estimator m(X) of m based on X is a credibility estimator if and 
only if 
E[m(X)] = E(m) (2.3) 
and 
Cov(m(X), X')= Cov(m, X'). (2.4) 
If both m(X) and rn(X) satisfy these equations then 
m.(X) = m(X) a.s. (2.5) 
The credibility estimator m(X) of m based on X satisfies 
Cov(m, m(X)') = Cov(m(X)) = Cov(m)- Cov(m- m(X)) 
Proof. See e.g. Theorem 6.1' in SUNDT(1991b ). D 
From Theorem 2.1 we see that the credibility estimator m of m based on X is given by 
(provided that Cov(X) is invertible) 
m = E(m) + Cov(m, X') [Cov(X)r1 (X- E(X)). (2.6) 
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IT the first and second order moments of the distribution of ( m, X) are known, then we 
can use (2.6) to compute m. However if the dimension of X is large, the inversion process 
of Cov(X) may need a considerable amount of computer resources. In addition, we see 
from (2.6) that if a new observation is added to X, the whole inversion procedure has to 
be repeated with our new X. 
We will solve this problem by stating models under which the credibility estimators 
are calculated recursively (Chapters 5-7). This makes it easy to compute the credibility 
estimator, no matter the dimension of X. 
Chapter 3 
Linear Sufficiency 
3.1 Introduction 
The concept of linear sufficiency was first introduced into credibility theory by WIT-
TING(1986,1987). It enables us to answer the question: "Are some of the observations 
superfluous and can the remaining observations be summarized, without losing any infor-
mation, when computing the credibility estimator?". An answer to this question is partic-
ularly useful in motor insurance where a portfolio typically consists of a large number of 
car models in which numerous policies are associated with many of these car models. 
To make a prospective application of the result in this chapter as easy as possible in 
other contexts, the notation used in this chapter will differ from the one used in the other 
chapters of the present paper. 
For a discussion on the connection between (ordinary) sufficiency and linear sufficiency, 
and to get a deeper understanding of linear sufficiency we refer to SUNDT(199la). 
3.2 Sufficient conditions for linear sufficiency 
The credibility estimator of the random vector m(pxl) based on the observations x<txl) is 
denoted by m(X)(PX l). We then have the following definition, which is identical to the one 
in WITTING(l986): 
Definition 3.1 The linear statistic T(X) (which is formally a linear transformation T : 
!Rn f--+ W with r < t) is called linear sufficient for m based on X if 
m(X) = m(T(X)) a.s. 
Suppose we are in a situation where we have data x<Mxl) from G independent groups. 
These groups may e.g. be car models or makes of cars. We are interested in finding the 
credibility estimator of an unknown random vector mg,(pxl) attached to group g, based 
on the data vector X. It would be convenient to be able to reduce the dimension of this 
problem. We therefore divide the data in the following way (see Figure 3.1). We have 
where xg,(mgXl) and xh,(m~>.Xl) are stochastically independent for g # h (g, h = 1, ... ' G). 
We write 
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Groups 1 g G 
Estimands m1 mY mG 
x;g1 xy g r 9 nr9 } x;g 
Obser- x; -11 xy } x; -1 
vations x1 
g , r 9 -l,n!9 _ 1 g xy 
Xf1 Xfn 9 
1 
}X~ 
X 
Figure 3.1: How the observations and the unknown random vectors to be estimated are 
divided into G distinct groups. 
where 
Tg G 
:L:nr =my :L:my=M 
i=1 y=1 
such that 
TY(X) = TY(XY) = (Tf(Xi), ... , T,?9 (X;J)' 
where Tl(Xf) is a linear transformation Ti : !Rnf 1-+ IR with nf E N ( i = 1, ... , r y ; g = 
1, ... ,G). 
Theorem 3.1 Suppose that 
Cov (Tf(XJ),Xt',.) = Cov (Tf(XJ),Tl(Xr)) (3.1) 
and 
Cov (mY XY ) - Cov (mY T,Y(XY)) 
' lk - > I I (3.2) 
for all (j, k, l) and every fixed g. Then TY(X) is linear sufficient for mY based on X. 
Proof. Since mY(TY(XY)) is a linear estimator based on TY(XY), we can write (cf. Defini-
tion 2.1) 
Tg 
m.Y(TY(XY)) = h5 + 2.:: bJTf(XJ) 
j=1 
for non-random vectors b5'(px 1), ... , b;,(px 1) given by the normal equations (2.3) and (2.4). 
g 
This gives for fixed g E {1, ... , G} : 
r 9 r 9 
Cov(b5 + LbJTf(XJ), Xfk) = L bJCov(Tf(XJ), X1~) 
j=1 j=1 
Tg 
~ LbJCov(Tf(XJ),TzY(Xf)) 
j=1 
Tg 
Cov(b5 + LbJTf(XJ), TzY(Xf)) 
j=1 
Cov(mY(TY(XY)), Tl(Xf)) ~ Cov(mY, Tl(Xr)) 
~ Cov(mY,X1~) V(k,l), 
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where (1) follows from (3.1), (2) follows from the normal equations (2.4) and (3) follows 
from (3.2). 
For h -=/= g we get 
since group g and h are independent. 
The normal equations now give that m?(Tg(Xg)) also is a credibility estimator of mg 
based on X. The identity Tg(X) = Tg(Xg) and (2.5) gives that Tg(X) is linear sufficient 
for mg based on X. D 
Note that independence between groups is essential to the theorem. 
Theorem 3.3 in SUNDT(1991a) is similar to the present theorem. They are not special 
cases of each other, since they assume a different division of the observations. In addition, 
SUNDT(1991a) does not make any independence assumptions at this stage. 
Theorem 3.1 can be used to prove Lemma 4.1 in SUNDT(1987a). 
Chapter 4 
Common Model Assumptions and 
Definitions 
4.1 Introduction 
Definitions and assumptions made in this chapter will hold for the models in Chapters 5 
and 6. With minor changes these will also hold for the model in Chapter 7. These changes 
will be stated in that chapter. 
To simplify notation we assume that we are considering one particular updating. Then 
some of the quantities defined in Section 4.2 has changed since the last updating. This is 
the case for e.g. 13k, rk, n and K. n will increase by 1 from one updating to the next. 
4.2 
K 
Definitions 
number of years the portfolio has been under observation 
set of indices from all car models still in the portfolio in year j 
A; nAi 
set of indices from all the years car model k has been in the portfolio up to 
year l, inclusive 
J3(n) 
k 
number of car models in the portfolio in both years i and j (=number of 
elements in A;i) 
jK 
J 
number of policies observed for car model k in year j 
number of years car model k has been in the portfolio up to year l, inclusive 
(=number of years we have observations from car model k up to year l, 
inclusive=number of elements in 13~1)) 
(n) 
nk 
fust year we have observations from car model k 
last year we have observations from car model k 
number of distinct car models joining the portfolio up to year l, inclusive 
(=number of elements in the set U~=1 Aj) 
K(n) 
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Ik 
J(l) 
I 
xkji 
Pkii 
fkj 
Wkji = Pkjd Aj 
l:jEBk Ikj 
K(') l:k=1 Ik 
J(n) 
total claim amount for policy i of car model k in year j 
earned premium for policy i of car model k in year j 
old factor for car model k in year j 
our measure of the risk volume for policy i of car model k in 
year j 
claim amount per unit of risk volume for policy i of car model 
kin year j 
unobservable random parameter characterizing car model k in 
year j 
ek = {ekj};:bk 
Further 
sequence of unobservable random parameters characterizing car 
model k. 
W.j. 
Yki· 
Y (lkjXl) 
kj 
l:kEAj Wkj· 
-1 '\'Ikj Y, 
wki· L..-i=l Wkji kji 
(Ykil, .. ·, YkirkJ' 
and for m 2:: l ( i = l, m) 
myG"Kxl) 
I lJi 
Y (KjXl) 
lJj 
For an explanation of tkj we refer to Section 5.2. 
(Y~j)'v'kEAj 
(Y~, ... , Y;)' 
(Ykj. )'v'j EB~l) 
diag { ( Wkj·fw.j.)'v'kEAJ 
(tki)'v'kEA,= 
~Ti. 
Our choice of measure of risk volume may be criticized. During this study the other 
rating factors are assumed to be fixed. But a higher value of the other rating factors will 
give a higher value of our risk volume. In particular, the measure of risk volume depends 
on inflation. This is clearly unfortunate since the measure of risk volume may increase 
even though the exposure volume has not. An advantage of our measure of risk volume is 
that by dividing Xkji by Wkji, Ykji becomes (to a great extent) independent of inflation. 
Further, wki· is increasing in Iki> and wki· depends on for how long car model k has been 
in the portfolio in year j (since Pkii is the earned premium), which are reasonable. We are 
therefore willing to use wkji as our measure of risk volume. 
4.3 Assumptions 
4.1. X 1j,i1 , ••• , XKixix are stochastically independent for all (jk, ik) 
(jk E 13k ; ik = 1, ... , Ik31.). 
4.2. xkji and xkj'i' are conditionally independent given ek for ( i, j') -:f. ( i'' j) 
(i= 1, ... ,hi; i' = 1, ... ,Iki'; j,j' E 13k; k = 1, ... ,K). 
4.3. The Xkii's depend on ek only through eki· 
4.4. 01, ... , @K are independent. 
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The consequence of both the first and last assumption is that one can not learn anything 
about the claims of one car model by observing the claims of another car model in the port-
folio. The second assumption indicates that the claims from one and the same car model 
depend on each other only because they are influenced by the same unobservable risk char-
acteristics ek. The third assumption says that all of the unobservable risk characteristics 
for car model k in year j are contained in ekj. 
Chapter 5 
Time-heterogeneous Model 
5.1 Introduction 
In this chapter we will present a model which allows the structural parameters to vary over 
time. The present author feels that this is a reasonable approach since the processes which 
develop the claims in motor insurance are likely to evolve as time passes. 
5.2 Assumptions 
The following assumptions will be specific for the present model: 
5.1. E(YkiiiE>ki) = mki(E>ki) 
5.2. JLki = E[mki(eki)] = t~/3i 
5.3. Var(YkjiiE>kj) = s}(E>kj)/vkji where, for the time being, vkji = wkii 
5.4. E[s}(E>ki)J = IPi 
5.5. Cov(mki(eki), mkJ(eki)) = >..ii , >..i = >..ii 
5.6. >..i+l,i = gi>..ii ( i 2: j) 
5.7. Corr(mki(eki),mki(eki))) = 1rii E [o, 1] 
We will call mkj(E>kj) the risk level of car model kin year j. 
tk~xl) is a known vector of the technical variables (including a constant term) of car 
model kin year j. In Storebrand we used tkj = (l,engine power, price/weight)' in vehicle 
damage and tkj = (l,engine power)' in liability insurance. The dependence of j in tkj 
indicates that the technical variables of the car model may change from year to year. The 
price is likely to change as time passes, but other technical variables may also change. This 
depends heavily on the definition of a car model. If a car model has changed considerably 
since it was introduced to the market, one might question whether it still is the same 
car model or not. The dependence of j in qi indicates that also the number of technical 
variables is allowed to vary over time. One could face the possibility that after a number 
of years one finds another set of technical variables which describes the expected risk level 
better than the "old" set, in some sense. We shall see that this is exactly the case in 
Chapter 7. 
5.3. LINEAR SUFFICIENT STATISTIC 
f3)qjxl) is an unknown regressor vector. 
The reason for introducing vkji will become clear in Section 11.2. 
From (A.7) and Assumption 5.1 we can write 
15 
Hence, the total variation of the Ykji's can be split up in two parts; the first part describes 
the pure random fluctuation of the Ykji 's and the second part describes the variation of the 
risk levels. 
It is Assumption 5.6 that makes it possible for us to derive a recursive procedure for 
the calculation of the credibility estimators. (A.13) gives ( i 2: j): 
(5.1) 
By comparing (5.1) with Assumption 5.6 we see that in the present model the correlation 
structure is the same as the covariance structure. Since (5.1) and Assumption 5.6 are 
equivalent expressions, (5.1) is also a sufficient condition for the credibility estimators to 
be recursive (Definition 2.3 explains what we mean by recursive credibility estimators). For 
i > j, (5.1) is both a sufficient and necessary condition ( cf. SUNDT(1981, pp. 5-6)). By 
repeated use of (5.1), we get 
i 
7ri+l,j = II 1rk+l,k· ( i 2: i) (5.2) 
k=j 
This means that we find the correlation between the risk levels in two distinct years by 
multiplying the in between correlations in risk levels from one year to the next. 
Let us assume that m < l ~ i. Then from (5.2) we have 
(5.3) 
From Assumption 5. 7 we have that 0 ~ 1rii ~ 1 V( i, j), implying that 0 ~ IJ~-:,~ 1rk+1 ,k ~ 1. 
(5.3) gives 
(5.4) 
This means that the correlation between the risk levels in two distinct years increases when 
the distance between the years decreases (in the weak sense). 
The reason for restricting ?rij to the interval [0, 1] in Assumption 5.7 should be obvious. 
The present author feels that it is unreasonable to allow the risk levels to be negatively 
correlated. 
5.3 Linear sufficient statistic 
Assume that we, at the end of yearn, want to estimate the risk levels (mk,n+l(0k,n+d)vkE.An+l 
using all the available observations n Y up to that point in time. From (2.6) we see that 
the credibility estimator of the vector ( mk,n+l( 0k,n+d )VkE.An+l based On n Y is the same as 
the vector of the credibility estimators of mk,n+l ( 0k,n+l) based on n Y for all k E An+l· We 
will therefore restrict our attention to finding the credibility estimator of ms,n+l ( 0 s,n+d 
based on n Y, with s E An+l fixed. 
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In practice the vector n Y will be extremely large, even for small n. For computational 
reasons it would be very helpful if we could reduce the dimension of the estimation problem 
described above. We shall see that we are in fact able to do this, as a consequence of our 
model specifications. 
Theorem 5.1 The statistic tYs~ ts linear sufficient for m,u(0su) based on tY (t,u E 
{b., b, + 1, ... } ). 
Proof. Let t, u E {b., b, + 1, ... } be fixed. Since the division of the observations is identical 
to the one in Section 3.2, it is sufficient to show that the conditions of Theorem 3.1 are 
satisfied in the present model. We have from (A.8) 
C (Y. Y. ) (' I + \ ( . l f3(t) . . - 1 I ) OV sj·> sli = Uj,ll.pj Vsj· /\jl ), E 8 , 't- , · · ·, sl 
and from (A.9) 
Cov(Y.i., Y,z.) = 8i,l<pijv,i· +.Ail· (j, l E l3~t)) 
So (3.1) is fulfilled. Further, from (A.10) and (A.ll), respectively, we have 
Cov(ms,u(0s,u), Y.!i) 
Cov(m,,u(0s,u), Y.z.) 
.Au,! (l E l3~t) ; i = 1, ... , I,,) 
.Au,! (l E l3~t)) 
and so (3.2) is also satisfied. Since we have assumed independence between car models, the 
theorem follows from Theorem 3 .1. D 
Theorem 5.1 allows us to base the credibility estimator of m, ,u ( 0 s ,u) on the summarized 
observations tY.~ (t,u E {b.,b, + 1, ... }) 
5.4 Recursive credibility estimators 
Assume that we are at the end of year t. In order to assess the premium for car model s 
in year t + 1, we want to estimate ms,t+1(0,,t+d based on the observations t Y,~. We will 
do this by deriving the credibility estimator of the risk level. As we will see, this estimator 
is easy to compute in our present model. 
Let ms,ili be the credibility estimator of m.i(0,i) based on i Y,~, and define 1/Js,ili 
E[(m,i(0,i)- ms,ili)2]. (We put (b,-1)Y,~ = 0). 
Theorem 5.2 We have (t =b., b,+ 1, ... ) 
m = J-L ·'· = >. s,b,lb,-1 sb, 'f's,b,lb,-1 b, 
.!. 2 [ 1/Js,t!t-1 l.pt \ ] \ 
'f's,t+1lt = f2t .!, + - /\t + /\t+1 Vst· 'f's,t!t-1 i.pt (5.5) 
- [ V,t.1/Js,t!t-1 Y. i.pt - ] (56) ms,t+1lt = f2t .!. + st· + .!. + ms,tlt-1- f..Lst + f..Ls,t+1· . Vst· 'f's,t!t-1 i.pt Vst· 'f's,t!t-1 i.pt 
Proof. Since sis fixed, the theorem follows from (11) in SuNDT(1981). D 
Since f..Lsl is the credibility estimator of m,1(0,z) based on no observations, we will call 
f..Lsl the prior estimator in year l (l =b., b.+ 1, ... ). 
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An interpretation of (5.5) and (5.6) by the aid of (5.10) and (5.11), is given below. 
Using Definition 2.3 we see that the credibility estimators in Theorem 5.2 are recursive 
credibility estimators. 
Theorem 5.2 presents estimators of the risk levels of the car model in a future time 
period. Therefore ms,tlt-1 (t =b., b.+ 1, ... ) are actually predictors. 
From (5.6) we see that m.,t+11t is a weighted sum of Y.t., ihs,tlt-1, J.Lst and J.Ls,t+ 1· That 
is, a weighted sum of the new observation, the old credibility estimator (which contains the 
past experience about the car model), the prior estimator from the last year, and the prior 
estimator of the next year for the car model. 
In order to interpret the expressions in Theorem 5.2 more easily we state the following 
corollary. The proof is an easy consequence of the normal equations and the fact that 
ihs,tlt-1 is a credibility estimator which was shown in Theorem 5.2. Corollary 5.1 will 
therefore not be proven here. An argument is given in Section 8.3 by use of the Kalman 
filter. 
Corollary 5.1 We have (t =b., b, + 1, ... ) 
where 
1/J s,tlt 
ihs,tlt 
{1 - (st)'l/Js,tlt-1 
(stY.t. + (1 - (st)ihs,tlt-1 
(5.7) 
(5.8) 
(5.9) 
From (5.8) we see that ihs,tlt is a weighted mean of the observation from year t and the 
credibility estimator of m,t(0.t) based on observations up to timet- 1. The numerator 
on the right hand side of (5.9) is simply the estimation error of ms,tlt-1. We shall take a 
closer look at the denominator. We first consider 
E(Y.t.- m,t(0,t)) 2 (9 E{E[(Y.t.- m,t(0.t))2 j0.t]} 
0 E[Var(Y.t.j0.t)] ~ J!!_ 
Vst· 
where we in (1) have used (A.15), in (2) we have used the definition of conditional variance, 
and in (3) we have used (A.6) together with Assumption 5.4. Therefore the denominator 
on the right hand side of ( 5. 9) is the sum of the estimation error of Yst· (considered as an 
estimator of m,t(0.t)) and of the estimation error of ms,tlt-1. So the weight (st given to Y.t. 
in (5.8) is the fraction between the estimation error of m.,tlt-1 and the sum of the estimation 
errors of both Y.t. and ms,tlt-1· On the other hand since 1-(.t = ( ~ptfv,t-)/ ( 1/Js,tlt-1 +~ptfv,t-), 
the weight given to ihs,tlt-1 is the fraction between the estimation error of Yst· and the sum 
of the estimation errors of both Y.t. and ms,tlt-1. This is very reasonable. Since ihs,tlt is a 
linear estimator of m,t(0.t) based on observations up to year t, it is sensible that ihs,tlt is 
a weighted sum of an estimator of m,t(0,t) based on observations from year t (Y,t-) and 
an estimator of m,t(0.t) based on observations up to year t- 1 (ms,tlt-1)· The weight 
given to Y.t. increases when its estimation error decreases (that is, Yst· becomes a better 
estimator) and the weight given to ms,tlt-1 increases when its estimation error decreases 
( ihs,tlt-1 becomes a better estimator). 
(5.7) implies that 1/Js,tit ~ 1/Js,tlt-1 (with equality if and only if Vst· = 0 or 1/Js,tlt-1 = 0; in 
the former case there are no observations from year t and in the latter ms,tlt-1 is a "perfect" 
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estimator and hence Y.t. does not give any further information) which is reasonable since 
rhs,tlt is based on more information than rhs,tlt-l and they estimate the same quantity. 
Using Corollary 5.1 we can rewrite (5.5) and (5.6) as 
'l,b.,t+llt 
rhs,t+llt 
g; ('¢s,tlt- At) + At+l 
gt (ms,tlt- JLst) + JLs,t+l, 
(5.10) 
(5.11) 
respectively. From (5.11) we see that rhs,t+llt equals the sum of the prior estimator in year 
t + 1 and a correction term. This correction term is the difference between the credibility 
estimator of m.t(E>.t) and the prior estimator in year t of the same quantity multiplied by 
a factor which is proportional to the correlation between m.t(E>.t) and m,,t+1 (0,,t+1 ). This 
is also reasonable. An analogous argument can be applied to '¢s,t+llt· 
We have from (5.10) that '¢s,t+llt not necessarily will be less than '¢s,tlt· This depends 
on the values of gt, At and At+1 in combination with the value of '¢s,tit· This may seem 
surprising at first glance since according to (5.11) ms,t+llt is apparently based on more 
information than ms,tit· However, this is only apparent. The point is that rhs,t+llt and 
rhs,tlt do not estimate the same quantity so that if JLs,t+l is not a better estimator of 
ms,t+l(E>s,t+l) than JLst is of fflst(E>.t), then '¢s,t+llt may exceed '¢s,tit· 
Chapter 6 
Time-homogeneous Model 
6.1 Introduction 
An interesting special case of the model in Chapter 5 is the time-homogeneous model. Here 
we assume the structural parameters to be constant over time. The present author feels 
that this is a more unrealistic assumption in motor insurance, than the one in Chapter 5. 
After all we live in a changing world. This is particularly true for the world of car models. 
But the present model possesses some interesting properties which are worth investigating 
more closely. 
Similar properties can be derived within the time-heterogeneous model as well, but only 
under restrictive assumptions which are difficult to interpret. 
Since the present model is a special case of the model in Chapter 5, all the results of 
Chapter 5 will still hold. In particular, Theorem 5.1 will hold in our present model. 
6.2 Definitions and assumptions 
These definitions are made in the present model: 
N 
w ... 
D(k),(nhXn~o) 
l::jE.B~o Wkji 
L:{;=l wk·· 
diag { (wki·/w ... )'v'jEBJ 
T(k),(n~oxq) 
T(Nxq) 
y(Nxl) 
~ 
D(NxN) 
We state the following assumptions for the present model: 
6.1. E(YkiiiE>ki) = mk(eki) 
6.2. JLk = E[mk(eki)l = t~,8 
6.4. E[s2 (0ki)l = cp 
6.5. Cov(mk(eki), mk(eki)) = eli-ii.A 
6.6. Corr(mk(eki), mk(eki))) = 1rij E [0, 1] 
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Assumption 6.1 indicates that the risk level varies from year to year only through the 
development of the latent risk parameter. 
Of course, in this model the dimension q of tk is independent of the year. {3(qx 1) is an 
unknown regressor vector. 
Further, in this model we have 1rij = gli-il, which depends on i and j only through 
li- jl. This implies that 7rj+1,j = e, independent of j, which again implies that o ~ e ~ 1. 
So 7rij is non-increasing in li- j I· 
6.3 Recursive credibility estimators 
Let ms,t+11t be the credibility estimator of m,(E>s,t+1) based on tY, 21 , and define 7f;.,t+11t = 
E(m,(E>,,t+1)- ms,t+1lt) 2 • 
In this model Theorem 5.2 becomes: 
Corollary 6.1 We have (t = b., b, + 1, ... ) 
m I = II. ·'· = >. s,b 8 biJ-1 rs o/s,b 8 lb 8 -l 
·'· - 2 7f;.,tlt-1'P + (1- 2) \ 
'f's,t+1lt - e ·'· e /\ Vst· 'f's,tlt-1 + 'P 
- [ Vst·'lj;s,tlt-1 Y. 'P - ] ( ) 
ms,t+1lt = e ·'· st· + ·'· ms,tlt-1 + 1 - e J.Ls. Vst· 'f's,tlt-1 + 'P Vst· 'f's,tlt-1 + 'P 
Proof. Substitute Assumptions 6.1-6.5 into Theorem 5.2. D 
(6.1) 
(6.2) 
(6.3) 
From (6.2) and (6.3) we see that for e = 0 we have 7f;.,t+1lt = ). and ms,t+1lt = J.Ls. 
Since Cov(m,(E>.,t+!), Y,j.) = gt+l-i). (j E l3~t)), we have in this case that m,(E>s,t+1) is 
uncorrelated with all previous observations. This means that there is no linear relationship 
between m, ( 0 s,t+1) and previous observations. Since we use a linear estimator, the previous 
observations shall not be included in the estimator of m,(E>s,t+d· Technically, we are in 
the same position when we have no data from the car model. This motivates the initial 
values (6.1) of the recursions. 
From (6.3) we have that ms,t+1lt is a weighted mean of Y.t., ms,tlt-1 and Jl,., that is, the 
new observation, the estimator from the last updating and prior information. The weight 
given to the new observation is increasing in the estimation error of ms,tlt-b the risk volume 
and the correlation between m,(E>.t) and m,(E>s,t+d· This is reasonable since if ms,tlt-1 
is a good estimator then the new observation Y.t. can give little additional information 
about m,(E>.t) and the weight given to Y.t. should be small. Moreover, if the risk volume 
in year t is large then Y.t. contains a lot of information and large weight should be given to 
it. Since Y.t. is an unbiased estimator of m,(E>.t) (and ms,t+llt is an unbiased estimator of 
m,( 0•,t+1)), larger weight should be given to Y.t. the larger the correlation between m,(E>.t) 
and m,(E>,,t+!) is. This last argument applies to ms,tlt-1 as well. In addition, the weight 
given to ms,tlt-1 is decreasing in the risk volume and its estimation error. Less weight is 
given to Y.t. the larger the pure random fluctuation 'f'/Vst· of Y.t. is and consequently more 
weight is given to ms,tlt-1. This is clearly reasonable. Finally, the weight given to the prior 
information Jl,s is decreasing in the correlation between m,(E>.t) and m,(E>s,t+1). This is 
rational since if the correlation is large, then Y.t. and ms,tlt-1 contains much information 
about m,(E>s,t+1)· In addition ms,tlt-1 already contains prior information so if e is close to 
1 prior information added to Yst· and m.,tlt-1 should be given little weight. . 
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Similar arguments can be given to justify the expression (6.2) for '1fs,t+1it· 
We see from (6.3) that observations from different years have different weights. In 
Theorem 6.1 we shall see that under an intuitively reasonable assumption, our recursive 
credibility estimators give less weight to older observations than to new ones. 
To keep things simple we will for the rest of this chapter assume that we have observa-
tions from car models for all the years b., ... , t; that is, Vsj· > 0 (j =b., ... , t). 
Let the coefficients aw, atb,, ... , att be defined by 
We then have the following: 
t 
m.,t+1it = aw + 2: atjY.j-· 
j=b, 
Theorem 6.1 Suppose that for j E {b., ... , t- 1} 
0 < (! < 1, A > 0 and cp > 0. 
Then 
0 < atj < at,j+1 < 1. 
(6.4) 
(6.5) 
Proof The proof is parallel to the one of Theorem 6.4 in SUNDT(1991b ). From (6.3) we 
see that for j = b, - 1, ... , t- 2 we have 
(6.6) 
'P 'P Vs,j+1-'1fs,j+1lj ( 6.7) at,H1 = (! • · · (! (! • 
Vst-'1fs,tit-1 + cp Vs,j+2-'1fs,j+2lj+1 + cp Vs,j+1·'1fs,j+1lj + cp 
These equations give that 
(6.8) 
with 
That is, 
_ (!V8 j .'l,b, ,jlj -1 'P 
/j- ) 
Vs,j+1,-'l,bs,j+1lj (v,j.'l,bs,jlj-1 + 'P 
and substitution of ( 6.2) gives 
(!Vsj·'l,b s,jlj-1 'P (6.9) 
From (6.2) we see that 
'1fs,jlj-1 > (1 - (! 2) A > 0 
where the last inequality is a result of (6.5). We are therefore allowed to divide both 
numerator and denominator in (6.9) by '1fs,jlj- 1, and get 
(6.10) 
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Since the credibility estimator ihs,ili- 1 is based on at least as much information as JL., 
ihs,ili- 1 is at least just as good an estimator of m,(0sj) as JLs is. Thus, 
'1/Js,jlj-1 = E (m,(0sj)- ihs,jlj-1) 2 ~ E(m,(0sj)- JL8 ) 2 =.X, 
and 
"{j < 
Vs,j+1,· [g2 <p + (1- g2 ) A (vsj· +!f)] 
Vsj· g<p (1) Vsj· (2) ( { ) 
--[ ( ) J<--1<1, jE b., ... ,t-1} 
Vs,j+1,· <p + 1 - [1 2 AVsj· Vs,j+1,· -
where (1) follows from (6.5), and (2) from (6.4). On the other hand we see from (6.10) that 
'Yi > 0 and therefore 0 < 'Yi < 1. (6.6) and (6.7) combined with (6.4) and (6.5) give 
0 < at,j+1 < 1. 
The result follows from (6.8). D 
Essentially Theorem 6.1 says that if the risk volume is non-decreasing from one year to 
another, then the weight given to the observations from these years, in the same credibility 
estimator, are strictly increasing. This is typically the case for e.g. car models recently 
introduced to the market. 
Repeated use of Theorem 6.1 gives that if Vsb,· ~ Vs,b,+ 1,. ~ · · · ~ V8 t., 0 < g < 1, .X> 0 
and <p > 0 then 0 < atb, < at,b,+1 < · · · < att < 1. This assumption is very strong, but it 
illustrates in which way the risk volumes influence on the weights given to the observations. 
Another property of the recursive credibility estimators is that the weight given to the 
observation from one particular year is non-increasing in the year of the risk level to be 
estimated: 
Theorem 6.2 We have for j E {b., ... , t- 1} 
Proof. From (6.3) we have atj = g ,p + at- 1 j ~ at- 1 j· D 
Vst· s,tlt-1 cp ' ' 
It would be interesting to find conditions under which the credibility estimator is a 
better predictor as time passes (meaning, the more observations we get). We shall see 
in the subsequent that in this respect it is the development of the risk volumes that is 
important. 
For the rest of this chapter we assume <p > 0. (This gives no loss of generality since 
<p = 0 is a degenerate case). 
Theorem 6.3 Let l E {b, + 1, b, + 2, ... } be fixed. The sequence { '1/Js,jjj- 1} ';:1_ 1 zs non-
increasing if 
Vs,l-1,· ~ V,z. ~ · · · (6.11) 
and 
'1/Js,l-111-2 ~ '1/Js,lll-1, (6.12) 
and non-decreasing if 
Vs,l-1,· ~ Vsl· ~ · · · (6.13) 
and 
(6.14) 
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Proof. From (6.2) we have (j = b, + 1, b, + 2, ... ) 
1/Js,jlj-1 - 1/Js,j+1lj = g
21/Js,j-1lj-2'P + (1 _ g2) A_ g21/Js,jlj-1'P _ (1 _ g2) A 
Vs,j-1,-1/Js,j-1lj-2 + 'P Vsj.'I/Js,jlj-1 + 'P 
giving 
2 [ 1/Js,j-1lj-2 1/Js,jlj-1 ] g<p -
Vs,j-1,.1/Js,j-1lj-2 + i.p V,j.'I/Js,jlj-1 + l.p 
g2<p [1/Js,j -1lj -2( Vsj· 1/Js,jlj-1 + 'P) - 1/Js,jlj-1( Vs,j-1,· 1/Js,j -1lj-2 + 'P )] 
(vs,j-1,.1/Js,j-1lj-2 + 'P)(vsj·'I/Js,jlj-1 + 'P) 
.!, .!, _ g2<p [1/Js,j-1lj-21/Js,jlj-1(Vsj·- Vs,j-1,.) + 'P('I/Js,j-1lj-2- 1/Js,jlj-1)] (6.15) 
'Ps,jlj-1- 'Ps,j+1lj - ( .t. )( .!, ) 
Vs,j-1,·'Ps,j-1lj-2 + 'P Vsj·'Ps,jlj-1 + 'P 
Inserting (6.11) and (6.12) into (6.15) with j = l yields 
which is equivalent to 
1/Js,lll-1 2 1/Js,l+lll· 
Repeated use of (6.15) and (6.11) with (j = l + 1,1 + 2, ... ) shows that {1/Js,ili-1};':1 is 
non-increasing and by including (6.12) we have that {1/J.,m-d;':1_ 1 is non-increasing. 
Analogously, by using (6.13) instead of (6.11) and (6.14) instead of (6.12) we have from 
(6.15) that {1/J,,m-1};':1_ 1 is non-decreasing if (6.13) and (6.14) hold. D 
(6.13) will typically hold for car models which are on their way out of the market. 
It seems reasonable that the estimation error increases for these car models since the 
estimation is based on less and less information in each year. Whether (6.14) holds or not 
for these car models must be checked in each particular situation and it depends on the 
parameter values and how the risk volume fluctuates from year l- 2 to year l- 1. The strict 
version of (6.14) will not hold if g = 1 because in that case (6.2) becomes (with t = l- 1) 
'P 
1/Js,lll-1 = 1/Js,l-11!-2 .!, + :S 1/Js,l-111-2 
Vs,l-1,· 'Ps,l-111-2 'P 
which contradicts 1/Js,l-lll- 2 < 1/Js,lll-1. That the strict version of (6.14) may be fulfilled in 
some situations if g < 1 is realized by putting t = l- 2 in (6.2) and letting v,,1_ 2,. -+ oo. 
Then 1/J,,1_ 111_ 2 -+ (1- g2 )A. Assume A> 0 and 0 < g < 1. By putting t = l- 1 in (6.2) 
we then get 
.!, 2 1/Js,I-111-2'P + (1 2) '\ (1 2) '\ li ./, 
'f/s,!l!-1 = g ./, - g A> - g A= m 'f/s,l-111-2· 
Vs,l-1,· 'Ps,!-111-2 + 'P '"•,t-2,.-+oo 
Hence, for a sufficiently large risk volume in year l - 2 we have 
1/Js,!ll-1 > 1/Js,l-111-2> 
which is exactly the strict version of (6.14). In other words if A> O, 0 < g < 1 and (6.13) is 
fulfilled then the sequence { 1/Js,iii-d ;':1_ 1 is non-decreasing if the risk volume of car model 
s in year l - 2 becomes sufficiently large. 
An interesting special case of Theorem 6.3 is the following corollary. 
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Corollary 6.2 The sequence { '1/Js,ili-d ~b, is non-increasing if 
(6.16) 
Proof. From (6.1) and (6.2) with t = b, we have 
'1/J -'1/J =A- 2A ip -(1 - 2).A= 2A Vsb,.A >O 
s,b,lb,-1 s,b,+llb, (! Vsb,.A + ip (! (! Vsb,.A + ip -
which is the same as 
(6.17) 
Now using Theorem 6.3 with l = b, + 1, (6.16) instead of (6.11), and (6.17) instead of (6.12) 
prove the corollary. D 
Car models recently introduced into the market typically have increasing risk volumes. 
Corollary 6.2 shows that these car models will have an improvement in estimation error as 
long as the risk volumes increase. This is reasonable since we then base our estimation on 
more and more information for each year. 
Chapter 7 
Time-heterogeneous Model for 
Two Portfolios 
7.1 Introduction 
From Theorem 5.2 and Assl.llllption 5.2 we see that in order to compute ms,u+l we have 
to know the technical variables t,i (j = b., ... , u + 1). In Storebrand we used, in vehicle 
damage insurance, the technical variables: engine power, price/weight and a constant term. 
A problem arises for car models that are no longer sold as new in Norway, since the price 
will be unknown. 
Sundt has proposed the following solutions to this problem: 
1. Make an adjustment for inflation of the last known price for a new car of car model 
s. (See SUNDT(1987a, p. 64) and SUNDT(1987b, p. 194)). 
2. Make a subjective assessment of the price for a new car of car model s, based on 
prices for new cars of similar car models still sold in Norway. (See SUNDT(1987b, p. 
194)). 
3. Replace the prior estimator in each year by an old credibility estimator. (See SUNDT 
(1987b )). 
All of the three proposals have disadvantages. The price of a car model is not influenced 
only by inflation. This is not taken into consideration in proposal 1. 
A disadvantage of the second proposal is that the method is very time-consuming and 
expensive, since it necessitates a manual investigation. 
The third proposal will not solve this problem satisfactorily in e.g. the model of Chap-
ter 5. Using his notation, SUNDT(1987b) wants to estimate a random variable m and 
assl.Ulles that E( ml 0) = a'b( 0) where a is a non-random q X 1 vector and b( 0) is a q X 1 
vector function of an unknown random variable E>. He then considers estimators of the 
form 
m* = a'[Zb* + (Iq - Z),B], (7.1) 
where f3 = E[b(E>)), Z is a non-random q X q matrix, and b* is a E>-unbiased estimator 
of b(E>) (as defined in Definition 10.1). In addition he assl.lllles that -he has got an old 
estimator b ofb(E>), and that b is conditionally independent ofm and b* given e. Finally 
he defines 
m = a'[Zb* + (Iq- Z)b], 
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and gives sufficient and necessary conditions for m to be a better estimator of m than m* 
IS. 
Unfortunately we can not use this result here. From (5.6) we see that ms,t+llt is not of 
the form (7.1). 
Even if we should insist on replacing the prior estimators in (5.6) by old estimators we 
get into trouble. To illustrate this we assume that h, is the last year we know the price of 
car model s. By substituting t = h, into (5.6) we have 
ms,h,+lJh, = t2h, [ (sh, Y,h,· + {1 - (,h.)ms,h,Jh, -1 - Jlsh.J + J.Ls,h,+l ( 7.2) 
with 
Assume now that the structural parameters are known (or at least are estimated). Since 
the price of car model s is unknown in year h, + 1, J.Ls,h,+l is unknown. This is the only 
unknown quantity on the right hand side of (7.2). Following the idea in SUNDT(1987b) we 
want to replace J.Ls,h,+l by an old estimator ofms,h,+1(0s,h,+d· The most recent estimator 
we are able to calculate is the credibility estimator of ms,h,+l ( 0,,h,+I) based on observations 
up to year h, - 1 inclusive. Substituting t = h, and v,h,· = 0 into (5.6) we have (putting 
Vsh,· = 0 is equivalent to having no observations from year h, of car model s, so in this 
particular case ms,h,+IJh, is equal to ms,h,+lJh,-l) 
ms,h,+lJh,-l = f2h, [ms,h,Jh,-l- Jlsh,] + Jls,h,+l· 
We see that this estimator depends on J.Ls,h,+l as well. Thus, replacing J.Ls,h,+l in (7.2) by 
ms,h,+lJh,-l does not solve our problem. 
The difficulty seems to arise from the fact that in Chapter 5 we are in a dynamic 
situation whereas in SUNDT(1987b) we are in a static situation (J.Lst independent of time). 
The present chapter will consider a new proposal to the solution of this problem. The 
idea here is that since the price for a new car of car model s is unknown, we will, for these 
car models only, incorporate the price into the unobservable risk characteristics 0,. We 
may then replace the price with other observable technical variables. 
7.2 The model 
We divide the portfolio of car models into two sub-portfolios A and B. They consist 
of car models still sold as new in Norway and car models no longer for sale in Norway, 
respectively. Car models may move from sub-portfolio A to sub-portfolio B, but not vice 
versa (see Figure 7.1). For the sake of simplicity we assume that a car model stays in 
sub-portfolio A for the whole year in which it is no longer for sale. The transition from 
sub-portfolio A to sub-portfolio B will then take place at the beginning of the year after. We 
also assume that the time car model k has spent in sub-portfolio A does not influence the 
risk characteristics 0kj prior to transition to sub-portfolio B (in particular this means that 
we assume the second order moments for car models in sub-portfolio A to be independent 
of the time the car model has been in sub-portfolio A). This is a bit unrealistic. It seems 
reasonable to assume that the risk characteristics from car models which has been taken 
out of the market shortly after it was introduced, follows another distribution than the risk 
characteristics of the car models which have stayed in sub-portfolio A for a longer period 
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Car models Car models 
still no longer 
sold as new Transition sold as new 
in Norway in Norway 
Sub-portfolio A Sub-portfolio B 
Figure 7.1: How the original portfolio is divided into two sub-portfolios. 
of time. It could very well be that the car model was on the market for only a short time, 
because it was not a good one. Perhaps it had some constructional errors? We introduce 
this assumption to simplify the estimation of parameters. 
The definitions in Section 4.2 are modified in the following way (see Figure 7.2 for a 
schematic illustration): 
A} set of indices from all car models still in sub-portfolio p in year j (p = A, B) 
A;i Af n A} (p = A, B) 
A~ A Af n Af ( i > j) 
rk last year we have observations from car model k in sub-portfolio A 
n number of years the two sub-portfolios have been under observation 
13(!) i.KP K'f.J n(l),p K(l),p i.yP. yP. i.T~ T~ and DP have the same definitions as in 
k ' J ' J' k ' ' J }Jp 1Jtl J J' J J 
Chapter 4, but are valid for sub-portfolio p only (p = A, B). (We put n: = 0 if car models 
starts in sub-portfolio B, that is, if s E Af.). The other definitions in Section 4.2 are kept 
unchanged. 
The assumptions of Section 4.3 are changed in a similar way to be valid for sub-port-
folio p (p =A, B). 
The assumptions of Section 5.2 for all k E Ai are replaced by (for all k E A} ; p = A, B) 
7.1. E(YkiiiE>ki) = mki(E>ki) 
7.2. J.Lki = E[mki( 0ki )] = t~/3} 
7.3. Var(Ykjil0kj) = [s}(0kj)J2/vkji 
7.4. E[s}(ekjW = rp} 
7.5. Cov(mk'i(0k'i),mk'i(0k'i)) = Afi (k' E Afi ; p = A,B) , A} 
Cov(mk'i(0k'i),mk'i(0k'i)) = A~?'),BA (k' E A~A; i > j) 
"\P p,p ( A B . ") ,(i),BA- BA"\A 7.6. -"i+l,j = {!i-"ij p = ' ; 't 2:: J -"i+l,j - {!i -"ij (i2::j) 
, (rk' ),BA _ B '(rk' ),BA (k' AB AA · ") 
-"i+l,j - ei -"ij E i+l,i n i ; t > J 
7.7. Corr(mk'i(ek'i),mk'i(ek'i)) = 1rfi E [0, 1] (k' E Afi; p =A, B) 
Corr(mk'i(0k'i),mk'i(0k'i)) = 7rtk'),BA E [0, 1] (k' E A~A; i > j) 
A}i (p = A, B) 
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Sub-portfolio A ~ Ykrk· 
Sub-portfolio B Yk,rk+l,· 
bk 
rk 
A B 
k k 
n 
1 n 
Figure 7.2: Observations and variables associated with car model k going from sub-portfolio 
A to sub-portfolio B during the observational period (to make the illustration more clear 
we assume that we have observations from car model k from every year bk, ... , rk + n: even 
though this is in general not necessary). 
Since the eki 's for fixed k contain different information in the two sub-portfolios it is 
natural that the moments do depend on the sub-portfolio. 
By thoroughly comparing the present model with the model in Chapter 5, we see that 
there are few differences between the two models. For car models starting in sub-portfolio 
B, the two models will be identical. Car models starting in sub-portfolio A will sooner 
or later be transferred to sub-portfolio B. Until this happens, the situation is identical to 
the one in Chapter 5. For a car model going from sub-portfolio A to sub-portfolio B, the 
definition and dimension of tkj, the vector of technical variables, is altered. Using an idea 
in HESSELAGER(1989) we can write (}kj = O(ck1 ) for given ekj = (}kj, ckj being the vector 
of the unobservable risk characteristics. When passing from sub-portfolio A to B the price, 
in our example, is transferred from tkj to ckj· Therefore we should select a new set of 
technical variables in tkj for k E Af. These variables must of course be observable. They 
should be selected in such a way that we lose as little prior information as possible. For 
criteria on how to select these variables, and other problems in finding reasonable technical 
variables, we refer to SUNDT(1987a, subsection 3.5). The consequence of this is that tkj and 
ckj have new definitions and dimensions for k E Af and that the eki 's for fixed k contain 
different information in the two sub-portfolios, but this does not cause any problems in the 
model of Chapter 5. In fact, for a specific car model s, the model of the present chapter 
can be formulated within the model of Chapter 5. 
7.3 Recursive credibility estimators 
In this model we get the recursive procedure: 
year 
Theorem 7.1 For (j = b,-1, b., ... ) letms,J+lli be the credibility estimator ofms,J+1(0,,J+l) 
based on ( (r. Y~TI)', (J Y~TI)')' (j 2:: r s) (r. Y~TI = 0 if n1 = 0 and j Y:TI = 0 if s rf_ Af) and 
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define 
'I/Js,i+1li = E[(ms,i+1(0s,i+d- ms,i+1li) 2]. 
To improve readability we introduce (s E A~; p =A, B; j =b., b.+ 1, ... ) 
Vsj-'1/Js,jlj-1 Y. cp~ -
nf, ',..,P sj· + nl, pms,jlj-1- Jlsj 
Vsj· 'f's,jlj-1 -f 'f'j Vsj· 'f's,jlj-1 + cpj 
'1/Js,jlj-1~ - \P 
p "'J. 
Vsj·'I/Js,Jij-1 + cpj 
Then we have 
Further, for s E At, we have 
'1/Js,r,+llr, 
ms,i+lli 
ms,r,+1lr, 
and for s E At (p = A, B) we have 
(j =b., ... ,r. -1) 
where (j = r s + 1, r s + 2, ... ) if s E At, and (j = b s, b s + 1, ... ) if s E A~ . 
Proof. Since sis fixed the theorem follows from Theorem 5.2. D 
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Chapter 8 
Connection with the Kalman Filter 
8.1 Introduction 
In the present chapter we are going to investigate the connection between the Kalman 
filter and the time-heterogeneous model of Chapter 5. An analogous connection with the 
Kalman filter can be found to exist for the models of Chapters 6 and 7 as well. 
The recursive credibility estimators and their estimation errors (Theorem 5.2) are 
strongly connected with the "one-step ahead" predictions and their prediction errors in 
the (linear) Kalman filter. This is not surprising. In our set-up we want to estimate an 
unobservable random vector by an optimal linear estimator using a quadratic loss function. 
In the Kalman filter set-up we want to estimate an unobservable random vector in a linear 
model by an optimal estimator using a quadratic loss function. To make this relation more 
clear we will prove Theorem 5.2 by the use of the Kalman filter. 
The connection between credibility theory and the Kalman filter has earlier been inves-
tigated by e.g. DEJONG & ZEHNWIRTH(1983). 
This chapter will closely follow NEUHAus(1989). But since it is sufficient for our use, 
we will restrict ourselves to the case of one-dimensional observations and state vectors. 
8.2 Kalman filter 
Let {Yt};:1 be a sequence of random elements. We assume that Yt is linearly regressed on 
an unobserved random state element Zt. Thus the observations are connected to the state 
vector through the observation equation 
Assume further that the state elements evolve in accordance with the system equation 
The sequence {ut};:1 is assumed to consist ofnon-randomknownmodelparameters; Ft and 
Gt are assumed to be non-random and known, Vt and Wt are assumed to be random, and all 
Vt and Wt are mutually independent with mean zero and known variances Var( vt) = Qt and 
Var(wt) = Rt· Assume that our objective is to estimate the state elements {zt}:,1 based 
on the observations {yt}:,1 , and that the prior mean J.Lo = E( z 0 ) and variance 1/Jo = Var( zo) 
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are both known. Let Xsit (Ysit) be the optimal linear estimator of a:. (y.) using a quadratic 
loss function, given (y1, ... , Yt)', and let 
be the estimation errors. The linear Kalman filter is defined by the following recursive 
formulae. 
Theorem 8.1 The Kalman filter is initialized by 
Fort= 1, 2, ... we have 
Ztlt-1 
L:lt-1 
Ytit-1 
Lilt-1 
X tit 
L:lt 
:Eo1o = JLo 
GtZt-1lt-1 + Ut 
Rt + G; L:-1lt-1 
Ft:i:tlt-1 
Qt + Ft2 L:lt-1 
Ztlt-1 + Kt (Yt - Ytlt-1) 
(1- KtFt)L:It- 1 
where we have defined the "Kalman gain" 
Proof. See e.g. NEUHAus(1989, Theorem 2.11). D 
8.3 Time-heterogeneous model in a Kalman filter setting 
We are now able to put the time-heterogeneous model into a Kalman filter framework. 
Consider the observation equation 
y,k .. - mk·(E>k·) + ek·· J• - 3 J J•' (8.1) 
and the system equation 
mk "+1(ek "+1) = n-mk·(E>k·) + 11k "+1- n-llk· + wk "+1· 
,J ,J <: J J J r- ,J <: 3 r- J ,J (8.2) 
Here Ckjb ... ' Ckjlkj are stochastically independent of ekj' wk,j+1 is independent of ekbk' ... ' 
eki (j = bk, ... ),andallthec:kii'sandthewk/saremutuallyindependent. WeletE(c:kii) = 
0, Var(c:kji) = 'Pi/vkji, E(wk,i+1) = 0, Var(wk,i+1) = .Ai+1-(!JAi and Cov(mki(eki),mkJ(eki)) 
=Aij· Then the model described by (8.1) and (8.2) has the same first and second order 
moments structure as the model in Chapter 5. From (2.6) we see that the credibility esti-
mator only depends on the first and second order moments of the model. Thus the optimal 
linear estimator in the two models must be the same. We have also shown (Theorem 5.1) 
that the optimal linear estimator based on all of the original observations t Y is identical to 
the optimal linear estimator based on the summarized observations t Ys:B from car models. 
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Therefore we can restrict ourselves to studying the sunrmarized observations, and replace 
(8.1) by the observation equation 
Yki· = mki(E>ki) + ekh 
where ekj are stochastically independent of E>kj, E(ekj) = 0, and Var(ekj) = 'Pi/vki·· In 
addition, we now assume that all the ekj 's and the wkj 's are mutually independent. 
Before continuing we are going to show an identity which we will use below. Consider 
E(Ykt·- mk,tlt-d 2 E(Ykt·- mkt(E>kt) + mkt(E>kt)- mk,tlt-1) 2 
E(Ykt·- mkt(E>kt)) 2 + E(mkt(E>kt)- mk,tlt-1) 2 
+ 2E(Ykt·- mkt(E>kt))(mkt(E>kt)- mk,tlt-1) 
(9 E{E[(Ykt·- mkt(E>kt))2 IE>kt]} + E(mkt(E>kt)- mk,tlt-1) 2 
+ 2E{E[(Ykt·- mkt(E>kt))(mkt(E>kt)- mk,tlt-1)1E>k]} 
0 E[Var(Ykt·IE>kt)] + 1f;k,tlt-1 + 0 
where we in (1) have used (A.15) and in (2) we have used the definition of conditional vari-
ance, the definition of 'lj;k,tlt-1, and that mk,tlt-1 is a linear combination of Ykb1o·, . .. , Yk,t- 1,. 
which are independent ofYkt· for given E>k (cf. Assumption 4.2). By substituting (A.6) and 
Assumption 5.4 we obtain 
Using the notation of Theorem 8.1 we see that we have 
Further, 
~tlt-1 
L~lt-1 
Lflt-1 
Yt = Ykt· 
Gt = {!t-1 
Ytlt-1 = mk,tlt-1 
E(xt- ~tlt-1) 2 = E(mkt(E>kt)- mk,tlt-d2 = 1f;k,tlt-1 
Qt = rptfvkt· 
Rt =At- e;_1At-1· 
E(Yt - Ytlt-1) 2 = E(Ykt· - mk,tlt-1) 2 ~ 1f;k,tlt-1 + rptfvkt· 
(8.3) 
Kt L~lt-1Ft[Lf1t-1t 1 = 1f;k,tlt-d(1f;k,tlt-1 + rptfvkt·) = vkt·1f;k,tlt-d(vkt·1f;k,tlt-1 + 'Pt) 
with (1) being a consequence of (8.3). From Theorem 8.1 we have that the Kalman filter 
("one-step ahead" prediction) is given by (bk- 1 corresponds to year 0 in Theorem 8.1): 
Initialization: 
mk,bklb"-1 
'lj;k,hlh-1 
For (t = bk, bk + 1, ... ): 
~b;.IO = {!b,.-1~010 + Jlkb~o - {!b,.-1/lk,b,.-1 = Jlkbk 
L~"1o = .\bk- eik-1.\h-1 + ei,.-1L~1o = .\h 
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which is Theorem 5.2. 
We see that recursive credibility estimation is the same method as Kalman-:filtering, but 
they are derived under different model assumptions. 
Corollary 5.1 is an easy consequence of the Kalman filter. This is realized by observing 
that xtit = mk,tit, Kt = (kt. L~it = 1/Jk,tit in addition to the quantities given above. Inserting 
these quantities into Theorem 8.1 yields Corollary 5.1. 
Chapter 9 
Connection with Other Related 
Models 
9.1 The Biihlmann-Straub model 
By putting Jlk = JL and 0kj = 0kh Vj (implying 12 = 1) in the model of Chapter 6 we get 
the model in BUHLMANN & STRAUB(1970). So Corollary 6.1 gives a recursive procedure 
for computing the credibility estimators and their estimation errors in this model as well. 
9.2 The generalized Biihlmann-Straub model of Sundt 
For each car model in the model of Chapter 6 we are in fact using the model in subsection 
4.2.3.2 in SuNDT(1981). In the model of Chapter 5 we are for each car model using a special 
case of the models in subsections 4.1 and 4.2.1.1 in the same paper. We can do this without 
losing any information that lies in the original observations, due to our model assumptions 
and the use of linear sufficiency. The time-heterogeneous model in SUNDT(1983) is again a 
special case of the model in subsection 4.2.1.1 in SUNDT(1981). 
9.3 The non-hierarchical model in Sundt(1987a) 
There are at least two ways of making a relationship between the model of Chapter 6 and 
the non-hierarchical model in SUNDT(1987a). 
First, by using observations from one year only in both models (letting n = 1), the two 
models coincide. 
In the model in SUNDT(1987a) the risk levels are independent of time. In the model 
of Chapter 6 the unobservable risk characteristics vary from year to year and therefore 
the risk levels vary. This is the only difference between the two models (strictly speaking 
SUNDT(1987a) assumes that the 0k/s are identically distributed for fixed j, using the 
notation of our models, but this assumption can be relaxed in the same way as we have 
done in our models). So letting 0kj = 0kbk be independent of j in the model of Chapter 6 
(this implies that 12 = 1), the two models coincide. 
The second approach clearly illustrates the difference between the models in the present 
paper and the model in SUNDT(1987a). He describes a static situation since he wants to 
estimate the same random variable (the risk level of a car model) from year to year. On 
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the other hand, we describe a dynamic situation in our models since we want to estimate 
a sequence of random variables (the risk levels of a car model) developing over time. 
Chapter 10 
Estimation of Parameters 
10.1 Introduction 
In practical applications the structural parameters will be unknown and have to be esti-
mated. 
For the models in Chapters 5 and 7 we see from Theorems 5.2 and 7.1 that we have 
to estimate parameters both from years from which we have observations and from which 
we do not have observations. These two cases will be handled separately. We shall call 
parameters from the first category (year :S: n) past parameters . . These parameters can be 
estimated using the available observations. Parameters from the last category (year = n+ 1) 
will be called future parameters. From year n + 1 we have not yet received any claim data. 
Thus, to be able to estimate the future parameters we must introduce more structure into 
the models. This will be done by using the theory of martingales. The reason for using 
this theory is that conditional unbiased estimators of the future parameters given the past 
parameters are easy to calculate and interpret. Estimation of future parameters is not 
necessary in the model in Chapter 6, since in that model the parameters are independent 
of time. 
Since /Lkj = t~jj3} ( k E A} ; j = 1, ... , n + 1) and the tkj 's are known, the problem 
of estimating /Lkj ( k E A} ; j = 1, ... , n + 1) is equivalent to that of estimating /3} (j = 
1, ... ,n+1). 
We will not try to find optimal estimators of all the parameters, but merely reasonable 
estimators which are feasible in practice. The estimators of J3} may be considered as 
optimal in some respect, whereas the estimators of <lj, .X} and g} may not. The method of 
estimating the two latter is the following. We will use the estimation of .X} as an example. 
g} will be estimated using the same idea. 
Assume that we want to base the estimation of .X} on the observations X. We start by 
finding an intuitively reasonable statistic f(X), say. We calculate E[f(X)]. This expecta-
tion will be a linear function of if!} and .X}, that is, E[f(X)] = a<lj + b.X} where a and b 
depend on the risk volumes and the technical variables of the car models. An estimator of 
.X} is therefore given by X}= (!(X)- ar.j!j)jb, which will be unbiased if cp} is. 
For the estimation of .X} we will also derive an alternative method. This method starts 
with a statistic which depends on the structural parameters .X} and If!}. We denote this 
statistic by f(X, .X}, If!}) and it will be called a pseudo-statistic (pseudo because the statistic 
depends on the unknown structural parameters). The expectation of this statistic will be 
on the form E[f(X, .X}, If!})]= a( .X}, <lj)<lj + .X}b(.X}, If!}). A pseudo-estimator of .X} is given 
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by 
(10.1) 
which is unbiased if cp~ is. A genuine estimator is obtained by replacing>..~ and clj in (10.1) 
by one of their estimators, that is, 
This estimator is usually biased. 
Finally, since ~~ may attain negative values whereas >..~ 2': 0 we estimate >..~ either by 
,X1? = max(O ~1?) 
J ' J 
or 
A { ~1? if ~1? > 0 p- J J 
>..i - ejK'l! if ~P < 0 
J J -
for e > 0 "small". 
The time-heterogeneous model and the time-heterogeneous model for two portfolios will 
be treated simultaneously, by using the notation from the latter. To obtain the estimators 
in the former model we put p = A in the latter and delete A from the expressions because 
of redundant notation. 
Throughout this chapter we assume that p E {A, B, BA} is fixed (p = BA for the 
estimation of efA only) and that all T~ have full rank q} ~ KJ. 
Although A} denotes the set of indices from all car models still in sub-portfolio pin year 
j we will in this chapter allow a relaxation of this definition. We may be interested in basing 
the estimation of the parameters on a sample of car models taken from the sub-portfolios. 
The reason for why we should want to do this will become clear in Chapter 12. 
10.2 Estimation of past parameters 
In this section we will propose estimators of the parameters 
10.2.1 Estimators of cp; 
In the present subsection we will make use of the concept 0-unbiasedness. Our definition 
is taken from SUNDT(1991b ). 
Definition 10.1 Let r(0) be a real-valued function of 0 and fan estimator of r(0). We 
say that f is a ®-unbiased estimator of r(0) if 
E(fl0) = r(0) a.s. 
Time-heterogeneous models 
In order to derive an estimator of cp~ (j = 1, ... , n) we will first find a E>krunbiased 
estimator of [s~(0kj)] 2 (k E A~; j = 1, ... ,n). Assumption 7.3 yields 
[s~(ekjW = vkjivar(Ykjilekj) = vkjiE[(Ykjilekj)- E(YkjilekjW 
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thus, it is natural to base an estimator of [ s}( 0 kj )J2 on the statistic 
for given eki ( i = 1, ... , Iki ; k E A~ ; j = 1, ... , n ). Therefore, we consider 
E[(Ykii- Yki·) 2 IE>ki] ~ Var(Ykii- Yki·IE>ki) 
Var(YkiiiE>ki) + Var(Yki·IE>ki)- 2Cov(Ykii• Yki·IE>ki) 
0 [s~(ekiW + [s~(ekj)] 2 _ 2 [s~(ekj)] 2 
Vkji Vkj· Vkj· 
where we in (1) have used the fact that E(YkjiiE>kj) = E(Yki·IE>kj), established by comparing 
(A.16) with Assumption 7.1. (2) is a consequence of Assumption 7.3, (A.6) and (A.5). This 
yields 
(10.2) 
We therefore have the following E>krunbiased estimator of [s}(E>kj)] 2 : 
(10.3) 
The E>krunbiasedness is checked by considering (use (10.2) and (10.3)) 
Since cp~ = E[s~(ekiW, we have that 
cfJ = 2:: uf.'/' ~L (10.4) 
kEAj 
where l:kEA~ ufo't = 1, is an unbiased estimator of cp~ (j = 1, ... , n). ~f,i is given by (10.3). 
J 
A reasonable choice of weights may e.g. be 
(10.5) 
BUHLMANN & STRAUB(1970) used the weight 1/ KJ in their analogous estimator. A dis-
cussion of both weights in (10.5) is given in SUNDT(1987a, p. 46). 
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Time-homogeneous model 
Since the time-homogeneous model is a special case of the time-heterogeneous model we 
can use the results from the previous subsection to find an estimator of <p. But since 
IPj = <p we should base our estimator of <p on observations from all previous years. Since 
<p = E[s2 (0kj)] we have that 
n 
rp = L L Uk/hj, (10.6) 
j=1 kEAj 
where ~j=1 ~kEAi Ukj = 1 and ipkj is given by (10.3), is an unbiased estimator of ip. 
10.2.2 Estimators of {3~ 
Time-heterogeneous models 
It is well known (see e.g. NoRBERG(1982, p. 76)) that the optimal (with respect to minimiz-
ing the variance of the estimator) linear unbiased estimator of f3} based on the observations 
Y~j is given by 
.a:·opt = { (T})' [cov(~j)r 1 T}} - 1 (T})' [cov(~j)r 1 ~j· (10. 7) 
We have from (A.9) 
implying 
[ Cov(Y~j) J - 1 = diag { ( cpt; Vkj·. )..P.) } . 
J + VkJ· J 'v'kEA~ 
J 
(10.8) 
By putting 
(10.9) 
with K} = IP}f>..}, we may rewrite (10.7) as 
(10.10) 
From (10.9) we see that (10.10) depends on the unknown parameters <p~ and >..~. To 
avoid this problem we replace <p~ and >..} by their estimators rp~ and 5..~, respectively. This 
leads to the estimator 
(10.11) 
with 
with k~ = rp~ j 5..}- rp} is given by (10.4) and 5..} is some estimator of>..}. 
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An unbiased estimator of /3} based on v;1, which does not depend on estimators of 
any of the other structural parameters, is 
(10.12) 
The unbiasedness is a consequence of 
··p 
We are going to show that among all estimators {31 of /3}, 
(10.13) 
is the one minimizing the function 
where w<KJxKJ) is a symmetric positive definite weighting matrix. 
Consider first 
( p p • p p • p p -;.P) I Y!l.- T.f3·w + T·f3·w- Tp,; W J J J, J J, J J 
( p p - p p - p p 00 p) 
. y!l.- T·f3·w + T.f3·w- T.f3. J J J, J J, J J 
( ·p )I ( •p ) v;.- T~f3·w W y;.- T~f3·w J J J, J J J, 
( • p •. p) I p I ( p p • p ) +2 f3·w-f3· (T.)W Y!l.-T.f3·w J, J J J J J, 
( •p ••p)l pI p (CJP ••p) + {31,w- {31 (T1 ) WT1 Pj,W- {31 . 
Now, we have 
(T})'W (y;1 - T},B~,w) (!) (T})'W (v;1 - T} ((T;)1WT}r1 (T})'WY;1) 
(T})'WY;1 - (T})'WT} ( (T})'WT}) - 1 (T})'Wy;1 = 0 
where we in (1) have inserted (10.13). This yields 
( p p ·p )I ( p ·p ) Y:!J.- T·f3·w W y;.- T.f3·w J J J, J J J, 
( •p -;.P)I pI p (CJP ··p) + f31,w- Pi (T1 ) WT1 Pj,W- {31 , 
and r~, w is minimized for {3~ = /i;, w. 
• P • • • • ··p -p,opt P 
From this we get that r. m·"' IS rmrurmzed for {31 = {31 , r. Dp,r< is minimized for J, :J J, j 
{3P = j3P, and rP DP is minimized for {3P = /3~. This motivates the use of the three estimators. 
J J J, j J J 
Putting .A} = 0 in (10.8) yields 
[ Cov(v;1) J - 1 = diag { (vk~·) } = v~. D} 
ipJ 'v'kEA~ ipJ 
J 
10.2. ESTIMATION OF PAST PARAMETERS 41 
and inserting this into (10. 7) we get 
-p,opt f3j = 
But this is exactly the right hand side of (10.12). Therefore we can conclude that if>..~ = 0 
then /3: = ,a:, opt, which means that /3: is optimal in this case, and there is reason to hope 
that /3: is a good estimator if >..~ is close to 0. (How good it is depends of course on how 
-p,opt 
stable f3i is around>..} = 0). 
Time-homogeneous model 
Analogous to (10.12) we have that an unbiased estimator of f3 based on Y ~ is given by 
(10.14) 
The unbiasedness is a result of 
E(Y~) = Tf3. 
By using (10.13) we can motivate the use of (10.14) in the same way as we did with (10.12). 
An unbiased estimator of f3 based on Y ~i is given by (10.12), that is, 
(10.15) 
It is interesting to study the relationship between (10.14) and (10.15). In fact, we are 
now going to show the identity 
(10.16) 
where 
U~,(qxq) = (T'DTt1 w·i·T'.D·T· (j = 1, ... ,n) 
J W... J J J 
(10.17) 
and 
n 
L:uf = Iq. 
j=l 
We begin by calculating 
K K 
T'DY ~ = L(T(k))'D(k) rk Yk~ = L L tk Wki·ykj· 
k=l k=l jEBn W ... 
(10.18) 
and 
and by changing the order of summation we have 
(10.19) 
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Comparing (10.19) with (10.18) we see that 
n 
"W.j. 1 D y 1DY L.J -Tj j Tij = T TI· j=1 w ... (10.20) 
Therefore we have from (10.17), (10.15) and (10.14) 
j=1 
n 
(T1DTt1 L W.j. T~Dj y Tij ~ (T1DT) - 1 T 1DY TI 
j=1 w ... 
{3 
where (1) is a consequence of (10.20) but this is exactly (10.16). 
Analogous to (10.11) we have that 
(3i = ((Ti)1D7Ti)-1(Ti)'D7Ynj (10.21) 
with 
n:·(KjXKj) = diag { ( Vkj· A) } 
Vkj· + K, 'v'kEAj 
and K, = <P j ~' is an estimator of {3 based on Y Tij. 
The optimal (with respect to minimizing the variance) linear unbiased estimator of {3 
based on the observations Y n is given by 
A opt { I [ ( )]-1 }-1 I [ ( )]-1 {3 = T Cov Y n T T Cov Y n Y n. (10.22) 
One could proceed as in the time-heterogeneous models by inserting the expression for 
Cov(Y n) into (10.22) and end up with the analogue to (10.11). The problem with this 
approach is that the dimension N of Y n could be very large in which one in practice 
would get serious problems when inverting the estimated matrix of Cov(Y n). To avoid this 
problem we will instead take as our starting point the optimal linear unbiased estimators 
of {3 based on the observations Y Tij for all the years (j = 1, ... , n) and use as our estimator 
of {3 a weighted mean of these estimators. Using (10.16) as a motivation, we end up with 
this estimator of {3 based on Y n: 
with (3j given by (10.21) and u~ by (10.17). 
10.2.3 Estimators of X~ 
Time-heterogeneous models 
From 
:X}= Var[mkj(0kj)] = E(mkj(0kj)- JLkj) 2 
we see that :X} measures how good JLkj is as an estimator of mkj(0kj)· Further 
:X} = E[E(Ykii l0ki) - ( t1i )' {3}] 2 
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so it is natural to base our estimator of.\} (j = 1, ... , n) on the class of pseudo-statistics 
Q~j"',(1x1) = ( y~i- T~,B~,opt)' U~,>. ( y~i- T~,B~,opt) ' (j = 1, ... 'n) (10.23) 
h Up,>.,(K~xK~) • k . h . . d {3, p,opt . . b ( ) h w ere i 3 3 IS a nown we1g tmg matnx an i IS given y 10.10 . T us, we 
want to calculate 
E( Q}'") (..!) 
@) 
E( tr { Q}•"}) ~ E( tr { ( ~j - T~,B~,opt) I u~·,\ ( ~j - T},B~,opt)}) 
E(tr { U}'>. ( Y~i- T},8:,opt) ( Y~i- T}t3;'opt) '}) 
~ tr { U}•>.E[( ~i- T},8:,opt) ( Y~i- T}f3:,opt) 1)} 
~ { p,>. ( P v·v,opt)} tr uj Cov y Ej- Tjf3j 
~ tr { U}'>.Cov(Y~i- T} [(T})'D}'"T}r1 (T})'D}·"~i)} 
tr {uv,>.Cov({I p - T~ [(T~)'D~·"T~] - 1 (TP)'D~·"} yv ·)} 1 · Kj 1 1 1 1 1 1 E1 · 
In (1) we have used the fact that a scalar equals its trace, in (2) we have inserted (10.23), in 
( 3) we have used ( 2.1), ( 4) is a consequence of the fact that the trace operator is linear, in 
(5) we have utilized that t3;,opt is unbiased and the definition of the covariance operator, 
and in (6) we have inserted (10.10). Hence we obtain 
with 
By comparing (10.8) with (10.9) we have 
Cov(Y~i) = .\} ( D}'") - 1 . 
Substituting (10.26) into (10.24) yields 
E( Q}'") = tr { U}'>. .\}A~·"(D~·"t 1 (A~·")'}. 
From (10.25) combined with elementary matrix manipulations, we have 
A~·"(D~·"t 1 (A~·")' = [1Kj- T~ ((T~)'D~·"T~) - 1 (T})'D}·"] (D~·"t 1 
· [1Kj - D}'"T~ ( (T~)'D}'"T}) - 1 (T})'] 
[ (D~·"t 1 - T~ ( (T~)'D~·"T~) - 1 (T~)'] 
· [1Kj- D~·"T~ ((T~)'D~·"T}) - 1 (T~)'J 
(10.24) 
(10.25) 
(10.26) 
(10.27) 
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(D~·"t 1 - T~ ((T~)'D~·"T~) - 1 (T~)'- T~ ((T~)'D~·"T~) - 1 (T~)' 
+ T~ ( (T~)'D~·"T~) - 1 (T~)'D~·"T~ ( (T~)'D~·"T~) - 1 (T~)' 
(D~·"t 1 - T~ ((T~)'D~·"T;) - 1 (T~)' 
(D~·"t 1 [ IKJ - D~·"T~ ( (T~)'D~·"T~) - 1 (T~)'J . 
Substituting (10.25) once again we get 
A~·"(D~·")- 1 (A~·")' = (D~·"t 1 (A~·")' (10.28) 
Inserting (10.28) into (10.27) we obtain 
E(Q~·") = tr{U~·"-X~(D~·"t 1 (A~·")'}. (10.29) 
From (10.9) we have 
,x~ (n~·") -1 = diag { ( IP~ + ,x~) } = ( ~) (n~r 1 + -X~IK~ 1 1 v · 1 vP. J J J 
kJ· \fkEA~ ·J· 
J 
(10.30) 
which inserted into (10.29) yields 
E(Q~·") = tr { u~·" [ ( ~.) (n~r 1 + -X~IKJ] (A~·")'} 
( ~.) tr { u~·"(n~t 1 ( A~·")'} + -X~tr { u~·"( A~·")'} . 
Thus, a class of unbiased pseudo-estimators of,\~ (j = 1, ... , n) is given by 
where <PLJ is given by (10.4). A class of genuine estimators of,\~ is therefore given by 
(10.31) 
• ·P opt ·P 
where Q~·" is given by (10.23) with f3/ replaced by f3j given by (10.11), <P~ is given by 
(10.4). We have defined 
(10.32) 
Since estimator (10.31) may take negative values, whereas,\~ 2': 0 Vj, we prefer the class 
5..V = max(O, ~~· ... ). (j = 1, ... , n) (10.33) 
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This means that if the observations do not support the hypothesis that mkj( ekj) -=ft J.lkj 
ahnost surely then we treat the observations as if they indicated that mkj(E>kj) = J.lkj 
ahnost surely. -
Instead of having to take special care of the case j_} = 0 we may replace (10.33) by 
A ' { j_1'·"' if j_1'·"' > 0 
,p,l'> - J J 
Aj - e:fKP if j_1'·"' < 0 
J J -
for e: > 0 "small". 
Reasonable weighting matrices may e.g. be 
up,>. = DP up,>. = D1'·"' or up,>. = diag { ( hj ) } 
J J' J J J '"" I· . 
L..irEAj rJ 'v'kEA~ 
J 
(10.34) 
j_}·"' given by (10.33) has less expected quadratic loss than 5..}·"' given by (10.31). This 
is shown by considering 
E(.\}- j_}•"')2 E [(.A}- j_}·"')2 J(j_}·"' 2: o)] + E [(.A}- j_}•"')2 J(j_}·"' < o)] 
< E [(.A}- j_}•"') 2J(j_}•"' 2: 0)] + E [(.\}- j_}•"') 2J(j_}·"' < o)] 
where the inequality follows from (10.33). This yields 
E(.\P - j_1'•"')2 < E(.\1' - j_P·"')Z J J J J • (10.35) 
Since we use expected quadratic loss as optimality criterion this implies that j_}·"' is a better 
estimator than j_}•"'. 
In the sequel alternative estimators of.\} (and of .\ in the time-homogeneous model) 
will be proposed. Th~se estimators can be adjusted in the same way as we did with j_}·"' in 
(10.33) and (10.34). In addition, (10.35) holds for these estimators as well. 
For the specific choice of weighting matrix U}'>. = D} we get 
tr { U}'>.(D}t 1 (A}•"')'} tr { D}(D}t 1(A}•"')'} = tr {(A}'"')'} 
(2) tr {1 • - D1'•"'T1' ((TP)'D1'•"'T1') - 1 (TP)'} Ki J J J J J J 
0 tr { IKJ} - tr { ( (T})'D}'"'T}) - 1 (T})'D}'"'T}} 
tr { IKJ} - tr { Iqj } 
where we in (1) have inserted (10.32), and in (2) we have utilized that the trace operator 
is linear and (2.1). Since the trace of an identity matrix is its dimension we get 
tr { U}'>.(D~t 1 (A~·"')'} = KJ- qJ. (10.36) 
Further, 
. tr { u~·>.(A~·"')'} tr { D}(A}'"')'} 
(2) tr { D~ [1Kj- D~·"'T~ ((T~)'D~·"'T~r 1 (T~)']} 
tr { D~} - tr { D~D}·"'T} ( (T})'D}'"'T}) - 1 (T})'} 
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where we in (1) have substituted (10.32). From the definition of D} and (2.1) we have 
tr { U}'"'( A}',.)'} = 1 - tr { ( (T})'D}',.T}) - 1 (T})'D}D}',.T}} . (10.37) 
Insertion of (10.36) and (10.37) into (10.31) gives 
X~,r. = Q}'r.- (rjfjjv~.) (KJ- qJ) . 
3 1 - tr { ( (T})'D}',.T}) - 1 (T})'D}D}',.T}} 
(10.38) 
A disadvantage of (10.31) is that it depends on an estimator of :A} through D}'r.. We 
may derive an estimator of :A} which does not depend on an estimator of :A} by basing our 
estimation on 
Q}'(1 x 1) = (Y;i- T},a:)' U}'"' (y;i- T},8:), (10.39) 
where ,a: is given by (10.12), instead of on (10.23). 
• P •p,opt 
By comparing (10.10) with (10.12) we see that we get {3i from {3i by replacing 
D}'" with D} in (10.10). The derivations made above can therefore be used to find the 
expectation of Q} and thereby an alternative estimator of :A} by just replacing D}'" with 
-p,opt D} in {3i . From (10.24) we then get 
(10.40) 
where we have defined 
(10.41) 
Inserting (10.26) and (10.30) into (10.40) we get 
E( Q}) = ( ~.) tr { U}'"' A}(D}t 1(A})'} + :A}tr { U}'"' A}(AJ)'}. (10.42) 
Like (10.28) we have 
A}(D}t 1(A})' = (D})- 1 (A})' 
and by insertion into (10.42) we obtain 
E( Q}) = ( ~.) tr { U}'"'(D}t1(A})'} + :A}tr { U}'"' A}(A})'}. (10.43) 
Thus, a class of unbiased estimators of :A} (j = 1, ... , n) is given by 
(10.44) 
where if!} is given by (10.4). 
From (10.36) we see that for the specific choice of weighting matrix U}'"' = D} we have 
(10.45) 
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Further, we have 
tr { n;A;(A;)'} 
tr { n; [ Ixj - T; ( (T;)'n;T;) -\T;)'n; J 
· [ lxj- n;T; ((T;}'D;T;) -1 (T;)']} 
tr { n;} - tr { D~T; ( (T;)'D;T;) -1 (T;)'n;} 
- tr { n;n;T; ((T~)'D;T;) -1 (T;)'} 
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+ tr { n;T; ((T;)'D;T;) -1 (T;)'D;n;T; ((T;)'D;T;) -1 (T;}'} 
tr { n;} - tr { ( (T;)'n;T;) -1 (T;)'n;n;T;} 
and we obtain 
tr { u;•>. A;(A;)'} = 1- tr { ((T;)'n;T;) -1 (T;)'(D;)2T;} . (10.46) 
We insert (10.45) and (10.46) into (10.44) and get 
.X~ = Q~ - (#} jv~.) (KJ - qJ) 
3 1- tr { ((T~)'D~T~) -1 (T;}'(D;)2T;}. (j=1, ... ,n) (10.4 7) 
Compare (10.47) with (10.38) and notice the analogy between them. 
Time-homogeneous model 
We base our estimation of A. on the class of statistics 
(10.48) 
where /3 is given by (10.14) and u>-,(NxN) is a known weighting matrix. By analogy, (10.44) 
gives us the estimator 
with B and Au given by 
B(NxN) 
A(_NxN) 
{! 
IN - T(T'DTt1T'D 
diag{ (A~1>, ... ,A~K))'} 
( ~.·: i ~:::.=~ ) . 
enk-1 enk-2 1 
(k = 1, ... , K) 
(10.49) 
(10.50) 
(10.51) 
(10.52) 
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Q(l) is given by (10.48), <Pis given by (10.6), and e is some estimator of e. 
From (10.51) and (10.52) we see that if e = 0 then Ao =IN and (10.49) becomes 
• . Q<1)- (<P/v ... )tr{u>-n- 1B'} 
Aa- --------~--~------~ 
- tr{u>-BB'} 
This estimator is the complete analogue to estimator (10.44). This is reasonable since 
e = 0 means that observations from different years are (unconditionally) uncorrelated and 
hence there is a symmetry between observations from different years and observations from 
different car models (from Assumption 4.1 we have that observations from different car 
models are uncorrelated). 
For the specific choice of weighting matrix u>- = D we have from (10.45), by analogy, 
tr { u>-n- 1B'} = N- q. 
Further, we have from (10.50) 
B'DB [IN- DT(T'DT)- 1T']D[IN- T(T'DTt1T'D] 
D - DT(T'DTt1 T'D - DT(T'DTt1T'D 
+ DT(T'DTt 1T'DT(T'DT)- 1T'D 
D - DT(T'DTt1T'D 
and using (10.50) once again we get 
B'DB =DB. 
Using (2.1) we get 
tr{u>-BA0B'} = tr{DBA0B'} = tr{A0B'DB}. 
Inserting (10.54) we obtain 
tr{u>-BA0B'} = tr{A0DB}. 
Inserting (10.53) and (10.55) into (10.49) yields 
.V = Q(l)- ( <P/v ... )(N- q) 
tr{A0DB} 
(10.53) 
(10.54) 
(10.55) 
(10.49) has the deficiency that it is dependent one (this is really a deficiency since, as 
we shall see in subsection 10.2.4, our estimator of e depends on an estimator of A). We will 
therefore try to derive a class of estimators of A which does not depend on any estimator 
of e. We begin by considering 
n 
Q(2) = 'L.uJQi (10.56) 
j=l 
with Qi given by (10.39) and uJ (j = 1, .. . ,n) are reasonable weights. This yields 
E( Q(2)) = t, uJE( Qi) = t, uJ { ( v:J tr { U~Dj 1 A;}+ Atr { U~ AiA;}} 
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where the latter equality is a consequence of (10.43). Ai is given by (10.41). Thus we have 
(10.57) 
A class of estimators of A which do not depend on any estimator of A or f2 is given by 
(10.58) 
Q(2), !{;and Ai are given by (10.56), (10.6) and (10.41), respectively. 
From (10.45) and (10.46) we see that for the specific choice u7 = v.i.fv ... and u; = Di 
(10.58) becomes 
.\ = Q(2)- (1{;/v ... ) ~j=l(Ki- q) 
~j=1 (v.i.fv ... ) (1- tr { (T~DiTi) -l T~D;Ti}) 
which is equivalent to 
.X= Q(2 )-(ij;fv ... )(N-n~1 • 
1- ~j=1 (v.i.fv ... )tr { (T~DiTi) T~D;Ti} 
We see that (10.58) does not depend on any unknown quantity, only on !{; and other 
observables. From (10.57) and (10.58) we have that since !{;is an unbiased estimator, so is 
.\. 
10.2.4 Estimators of g~ 
Suppose that we in practice are not willing to assume that Assumption 7.6 are fulfilled for 
all j. After all, this assumption is primarily made to be able to find a recursive procedure 
in order to calculate the credibility estimators and to secure that the correlations between 
years decrease as the distances between the years increase ( cf. (5.4)), and not because we 
feel that it is exactly true in practice. Then we consider Assumption 7.6 rather as a working 
hypothesis which we do not want to rest upon more than necessary. Thus we will, for the 
estimation purpose, consider Assumption 7.6 to be true for the latest d + 1 years, say, 
only. We could also argue that we, for various reasons, just want to base the estimation 
of gf (p = A, B, BA) on observations from the latest d + 1 years. We shall see that the 
implication on our estimator in the two ways of reasoning is the same. 
This does not involve any loss of generality. If we want to base the estimation on 
observations from all the previous years we may put d = n - 1. 
For notational convenience we define m( i, d) = i - min( i, d) + 1, that is, m( i, d) = 
max(i- d + 1, 1). 
Time-heterogeneous models 
We will now consider estimation of the parameters gf, gfA and gf. The idea is to find an 
unbiased estimator of the covariance ( Afi) and from this derive an estimator of gf. 
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A. Estimators of ef. From Assumption 7.6 we have 
,A A\A 
-"i+l,i = Ui -"ij· ( m( i, d) :5, j :5, i ; i = 1, ... , n - 1) 
Summation over j gives 
i 
L A.f+1,1= L ef.Aj. (i=1, ... ,n-1) 
j=m(i,d) j=m(i,d) 
Since ef does not depend on the summation index j we have 
A_ :L~=m(i,d) .Af+l,j _ :L~=m(i,d) Cov(mk,i+1(0k,i+l),mkj(0kj)) 
Ui - :L~=m(i,d) .Aj - :L~:!,(i,d) Cov(mk'i(0k'i), mk'i(ek'i )) + A.f (10.59) 
where k E Af.i+u k' E Aj and i = 1, ... , n-1. It is therefore natural to base our estimator 
of ef ( i = 1, ... , n - 1) on the class of statistics 
A _ (i A i A " A) 1 Q,A (i A i A " A) Q ··- .Y".-.T.a. U ... y".-.T.a. 
•J J "' J • f-J, •J J "1 J J f-JJ (i > j) (10.60) 
Q,A,(~KAx~KA) . . . . ·A . . . . 
where Uij J J lS a known we1ghtmg matnx and {3j (J = 1, ... ,t + 1) lS given by 
(10.12). We begin by calculating 
with 
This gives 
E(Qj) 
E(Qj) = tr { E[(}Y~i- ~Tf/3:)' U~A (}Y~1 - ~Tf/3:)J} 
tr { u~AcoveY~1 - ~Tf/3;, (}v~i- ~Tt/3:)')} 
t {ua,AC (iyA iAAYA (iyA iAAyA )')} r ij ov j Tij - j j Tij, j Tii - j i Tii 
tr{u~A [cov (~Y~1 , (~Y~i)')- Cov (}Y~1 , (Y~J) eAf)']} 
- tr { u~A [~AfCov (v~1 , (~Y~J') - ~AfCov (Y~1 , (Y~J') (~Af)']}. 
We have from (A.9) (i > j) 
where a (l),A,(}KAxKf) - (8 )'V!E.Af 
ij - k,! 'VkE.Af; 
where a (2),A,(Kfx}KA) - (8 )V'IE.Af; 
ij - k,l 'VkE.Af 
h A (3),A,(KfxKf) _ (, )V'IE.Af w ere .~....~. u ij - k,l 'VkE.Af 
giving 
E(Qj)=.Ajaj (i>j) (10.61) 
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where 
From (10.61) we have that 
(10.62) 
is a class of unbiased estimators of Aj ( i > j), and the estimation of Af+l,j ( m( i, d) ~ j ~ 
i; i = 1, ... , n- 1) is given by the following algorithm. 
Algorithm 10.1 
Fori= 1, ... , n- 1 do 
Decide upon an estimator of Af and compute jj = jf thereof. 
For j = i, ... , m( i, d) do 
Compute jf+l,j by (10.62); 
From (10.59) we have that 
"i· ('d) jA+l . 
·A _ L.-!J=m t, 't ,J (. 1 1) dl!i - i -A ' z = ' ... 'n -
2:j=m(i,d) Aij 
(10.63) 
with j~ (r = i, i + 1) given by Algorithm 10.1, is a reasonable estimator of ef. From 
(A.14) we have A A{fff 7ri+l,i = l!i , A 
"'i+l 
which gives the following reasonable estimator of 7rA-1,i: 
with dgf given by (10.63). Since 1rA-1,i E [0, 1] whereas d7i'A-1,i may attain a value beyond 
this interval, we prefer the estimator 
of 1rA-1,i. Finally, we estimate ef by 
with d*f+l,i given by (10.64). 
if d*A-l,i ~ 1 
if 0 < d1i'f+l,i < 1 
if d*A-l,i ~ 0 
(i=1, ... ,n-1) 
(5.2) will give us this estimator of 7rA-1,j (j = 1, ... , i) 
(j = 1, ... 'i) 
(10.64) 
(10.65) 
(10.66) 
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with dirf+1,k given by (10.64). 
As weighting matrices in (10.60) we make the following suggestions 
B. Estimators of efA. We now define ( i > j) 
ABA (i-1) ij 
iKBA j i-1 
iyBA 
j :EI 
iTBA 
j I 
i ABA,(jKf_-1 X KD 
j h 
. BA B A (1),BA,(jKi_ 1 xKi ) 
•J 
A (3),BA,(Kj xKf) 
•J 
Q _IJA 
•J 
A~. 1 nAA t.,t.- J 
number of elements in (i- 1)AZA 
(Ykz.)'v'kE(i- 1 )•-'t:~A (l = j,i) 
(tkz)'v'kE(i- 1)Af;A (l = j,i) 
;T~A ((T~)'D~T~r 1 (T~)'D~ ((h,p) = (i, B), (j,A)) 
( ) 'v'IEA~ 
bk,l 'v'kE(i,-1)Af;A 
(b )'v'IE(i-1)Af;A 
k,l 'v'kEAf 
( ) 'v'IEAf 
8k,l 'v'kEA~ 
J 
(i.y~A _ i.T~A /3B)' u~!BA (i.y~-:4- _ i.T~A a~) J .u• J • • •J J .uJ J J fJ J 
1 _ tr {u~~BA A\~),BA (i.A BA)'} _ t {u~~BA i.A BA A\~),BA} 
•J •J J i r •J J i •J 
+ t {ue~BA i.A BAA \3),BA (i.A BA)'} r •J J i •J J i 
q,BA,(}K~A xjK~A) . · p 
where Uij ,_ 1 ,_ 1 are known weightmg matrices and f3i (p = A,B; j = 2, .. . ,n) 
are given by (10.12). From Assumption 7.6 we have 
implying 
, (i),BA _ BA ,A 
/\i+1,j - Ui /\ii (m(i,d) ~ j ~ i; i = 1, ... ,n-1) 
"i A (i),BA 
BA L..Jj=m(i,d) i+1,j 
Ui = i A 
Lj=m(i,d) Aij 
Completely analogous to what we did in subsection A we may show that 
)._\i),BA = Q1JAja1JA (i > J') 
•J •J •J 
is a class of unbiased estimators of .A~?BA ( i > j). 
(10.67) 
(10.68) 
The estimation of .A~21~A ( m( i, d) ~ j ~ i ; i = 1, ... , n - 1) is given by the following 
algorithm. 
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Algorithm 10.2 
For i = 1, ... , n - 1 do 
Decide upon estimators of >.f and >.f+11 and compute .\j 
.\f+l,i+l = .\f+1 thereof. 
For j = i, ... , m( i, d) do 
Compute .\~2;_~A by (10.68); 
From (10.67) we have that 
"'i· , _\ ~i),B,A 
·BA _ 0J=m(•,d) •+l,J (. ) 
dt!i - i . A , t = 1, ... , n- 1 
Lj=m(i,d) \j 
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_\A and 
• 
(10.69) 
with.\~ (r = i,i + 1) given by Algorithm 10.1, is a reasonable estimator of ufA. From 
(A.14) we have 
BA BA[fft 7ri+l,i = f!i \ B 
""i+l 
which gives the following reasonable estimator of 7r~1,i: 
with dgfA given by (10.69). Since 7r~1,i E [0, 1] whereas d7i-~1,i may attain a value beyond 
this interval, we prefer the estimator 
{ 
1 
•BA · BA d7r'+l ' = d7r'+l ' ~ ,1 2 ,'lr 
0 
of 7r~1,i. Finally, we estimate ufA by 
d§fA ~ d;-~.1,.~ 1;' ( i ~ 1, ... , n- 1) 
with d*t+l,i given by (10. 70). 
(5.2) will give us this estimator of 7r~1,1 (j = 1, ... , i- 1) 
(j=1, ... ,i-1) 
with 71'~1,i given by (10.70) and d*f+l,k given by (10.64). 
Reasonable weighting matrices in Q~A may e.g. be 
(10.70) 
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C. Estimators of uf. From Assumption 7.6 we have 
A~+1. 
• ,J 
A (r~o),BA 
i+1,j 
ufA~ (m(i,d)S,jS,i; i=1, ... ,n-1) (10.71) 
ufA~?),BA. (k E Af+1,i n Af; m(i,d) -5: j < i; i = 2, .. . ,n -1l10.72) 
We base the estimation of uf on (10.71) and proceed in a completely analogous way as in 
subsection A by replacing A by B in all expressions. Then we get this estimator of uf: 
with airf+1,i given by (10.64) with A replaced by B. 
We may base the estimation on (10.72) as well. This will not be done in this paper. 
The author feels that deriving an estimator based on (10.72) is not worth the effort. We 
would have to introduce even more notation than we already have done. In addition, one 
may question whether (10.72) contributes significantly more information in addition to 
(10.71); we base the estimation of uf on observations from those car models k satisfying 
k E Af+1,i n Af. That is, k E A~1 ,i n A~+1 n A:~< n Af with rk E {j, ... , i -1}. IT one has 
problems in finding a sufficiently large number of car models satisfying this condition for 
each i, that is, if (10.72) does not contribute with significantly more information in addition 
to (10.71) then one can confine oneself to base the estimation on (10.71). By doing so we 
have to be aware of that we lose some information. 
IT one really suspects that there is a considerable amount of information in those car 
models satisfyng (10.72) one should of course utilize this information and base the estima-
tion of uf on car models satisfying(10.72) as well. 
When basing the estimation of uf on observations from e.g. only the two last years 
( d = 1) then we automatically base the estimation on only those car models satisfying 
(10.71). 
7r~ 1 ,j (j = 1, ... , i) may be computed using (10.66) with A replaced by B. 
Time-homogeneous model 
From Assumption 6.5 we see that in this model we have 
Ai+1,j = {!Aij· (m(i,d) -5, j -5, i; i = 1, ... ,n -1) 
Summing both sides of (10.73) over j and i yields 
n-1 i n-1 
L L Ai+1,j = L L {!Aij 
i=1 j=m(i,d) i=1 j=m(i,d) 
implying 
"n-1 "i A 
L...ti=1 L...tj=m(i,d) i+1,j 
{! = "n-1 "i A 
L...ti=1 L...tj=m(i,d) ij 
Hence, a reasonable estimator of{! is given by 
"n-1 "i ~ 
, L...ti=1 L...tj=m(i,d) i+1,j 
d{! = "n-1 "i ~ 
L...ti=1 L...tj=m(i,d) ij 
(10.73) 
(10.74) 
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where ~rj (j = m(i,d), .. . ,i; r = i,i+ 1) are given by Algorithm 10.1. We may rewrite 
(10.74) as 
with 
and dUi is given by (10.65). 
10.2.5 An iterative procedure for the estimation of 13; and >.; 
We have derived estimators of rp}, f3~, ).~ and t!j. Some of the estimators of f3~ and .\~ 
depend on each other. This is the case for the estimators (10.11) and (10.33). A problem 
occurs if one wants to use both these estimators, since it is impossible to obtain analytical 
expressions for both ofthem. The problem has to be solved numerically. DE VYLDER(1981) 
proposes an iterative procedure for handling such estimators. In the present subsection we 
will pursue this line of thought. 
In the lth iteration (l = 1, 2, ... ) we compute 
/3~,(1) = f (~~,f<,(l-1)) 
given by (10.11), and 
~~,f<,(l) = g (~,(!)' ~~,r<,(l-1)) 
given by (10.33). As starting values we use 
QP,(O) . p 
Pj = f3j 
where /3~ is given by (10.12), and 
~p,r<,(O) = ~~ 
J J 
where ~~ is given by (10.44) after a restriction of 5..~ to the interval [0, oo ). The iterative 
procedure should stop when 
~,8~,(1) _ ~,(1-1) I and ~~~,r<,(1) _ ~~,r<,(l-1) I 
become sufficiently small. 
10.3 Estimation of future parameters 
10.3.1 Introduction 
In this section we will propose estimators of the structural parameters /3~+ 1 , .\~+ 1 and ~. 
The ideas are based on SUNDT(1983). 
Since we have not yet received any claim data from yearn+ 1 we must introduce more 
structure into the time-heterogeneous models to be able to estimate the above-mentioned 
parameters. We assume the relevant parameters to be stochastic processes and independent 
of the ek's. Then all the expectations and covariances introduced in Chapters 5 and 7 will 
become their conditional analogues given the relevant parameters. 
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Proposal1 Proposal2 Proposal 3 
rp- P,* 1 
n -l'n+1- qP ~:-~rQ T .,I r~.Bn
~ l ~ l ~ l I T • + : ~ I 11 ~ I 
I 
:~ 
n 
I 
I f3P'* 
1 n+1 
1 year n+ 
: t I :ii'n 
n-1 n 
I 
I f3P'* 
1 n+1 
year 
n+1 
: t 
n-1 
1 r~ n-1 1 f3P•* 
I T I n+1 
I 
I /3p 
1 n 
n 1 year n+ 
Figure 10.1: Graphical representation of the three proposals of estimators of {3~'~ 1 
10.3.2 Martingale-assumptions 
Assume that both processes {gH~1 and {.\H~1 are martingales. The definition of mar-
tingales is ( cf. e.g. KARLIN & TAYLOR(1975, p. 238)) 
Hence g~·* = §~_ 1 and .\~'~ 1 = ~~ are natural estimators of g~ and .\~+ 1 , respectively. 
We assume that we use the same technical variables during the relevant years (of course, 
their values may change over these years, for instance because of increasing price of the car 
model if price is one of the variables). This implies that q} = qP (j = n, n + 1) in proposal 
1 below and (j = n- 1, n, n + 1) in proposal 2. This assumption does not give any loss of 
generality. If we have not used the same technical variables during the relevant years (from 
years n to n + 1 in proposal 1 and years ( n - 1) - ( n + 1) in proposals 2 and 3) then we 
can just estimate the f3rs over again using the same technical variables as in yearn+ 1 in 
all past relevant years. 
In order to estimate {3~+ 1 we have three proposals (see Figure 10.1): 
1. Assume that {f3H~1 are martingales. Then we have 
{3~·~ 1 = /3: is therefore a reasonable estimator of ,13~+ 1 . 
2. Let 11; = .B; - ,13;_ 1 and assume that { 11H~z are martingales. Then /3~'~ 1 = 2~ -/3:_ 1 is a reasonable estimator of ,13~+ 1 . 
P ~p,(qPx1) _ (f3P f3P )' w · L t 3. ut,._,i - 1i, ... , qj vJ. e 
-r;·(qPxqP) = diag {f3L/ f3L-1, ... , f3~Pj / f3~P,j-1} Vj. 
This gives /3; = -y}f3;_ 1 Vj. Assume that {-rH~2 are martingales. Then 
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This gives that 
p,* - 'P - di {f3'p j(3'p (3'p j(3'p } Tn+1- ln- ag 1n 1,n-1) ... ' qPn qP,n-1 
is a reasonable estimator of ~~+1 • Then 
f3P,* _ P,* f3. p _ ((f3'p )2j(3'p ((3'p )2j(3'p )' 
n+1 - ln+1 n - 1n 1,n-1' · · ·' qPn qP,n-1 
is a reasonable estimator of /3~+ 1 . 
Notice that proposals 2 and 3 presuppose that we have at hand observations from at least 
two years back. 
To estimate Jts,n+ 1 we use 
* - t' f3P'* 1Ls,n+1 - s,n+1 n+1' 
We have been able to find estimators of An+1 ,l?n and Jts,n+ 1 even though we have not 
yet received any claim data from year n + 1. To be able to do this we have made some 
quite strong assumptions. If we really have confidence in these assumptions then we should 
use these assumptions to estimate the past parameters as well. This has previously been 
pointed out by SUNDT(1983, p. 189). 
As we have seen, there are many ways to estimate the future structural parameters. As 
a guide for deciding upon which procedure to select in a given situation, one can compute 
RA ({ A,*}n-1 {.\A'*}n {f3A'*}n ) 
n l?j j=2' j j=3' j j=3 
RB ({ B,*}n-1 { BA,*}n-2 {.\B'*}n {f3B'*}n ) 
n l?j j=2' l?j j=1' j j=3' j j=3 
n 2 I: I: wkj· (Ykj·- m~,jlj- 1) 
j=3 kEAf 
n 2 I: I: wkj· (Ykj·- m~,jlj- 1) 
j=3kEA_f 
where m~,ili- 1 (j = 3, .. . ,n) are given by (10.76), (10.79), (10.80), (10.81) and (10.82), 
and use the procedure which gives the smallest R~-value. (We allow for different procedures 
in the two sub-portfolios A and B). 
10.4 Empirical recursive credibility estimators 
10.4.1 Time-heterogeneous models 
For the sake of simplicity we introduce (p =A, B; j = 1, ... , n) 
Theorem 10.1 By inserting the estimators of {f3Hj~f, { ~}j=1 , PH:i~f and {eHi=v 
developed in Sections 10.2 and 10.3, into the expressions of Theorem 1.1, we get the em-
pirical recursive credibility estimators. 
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For s E A{;, (p = A, B) we have: 
ms,b,lb.-1 = ftsb, .7. = ~p 'f's,b,lb,-1 b, (b, :::; n) 
- * * ms,n+1ln = f.Ls,n+1 .!,* - AP'* 'f's,n+1ln- n+1· (b, = n + 1) 
Further, for s E Af, we have 
~s,H1Ij 
~s,r,+1lr, 
1/J:,n+1ln 
1/J:,r,+1lr, 
1/J:,n+1ln 
ms,j+1ln 
ms,r,+1lr. 
- * ms,n+1ln 
- * 
ms,n+lln 
( &1) 2 w.j + ~1+1 
( BA)2 A A B Ur, w.r, + Ar,+1 
( ef) 2 w.j + ~:+1 
( B,*)2 WA + ,B,* f!n sn l\n+1 
(j = b., ... , min( r,, n) - 1) 
(if r, :::; n- 1) 
(if r, < n- 1 ; j = r, + 1, ... , n- 1) 
(nBA,*)2 W + AB,* C:r 8 srs r 8 +l 
(if r, :::; n- 1) 
(ifr,=n) 
(e1fW.1 +~1+1 (ifr, >n; j=b., ... ,n-1) 
( A,*)2 WA + ,A,* f!n sn l\n+1 (ifr.>n) 
u1Vsj + fts,J+l (j =b., ... ,min(r., n)- 1) 
U~AV.r, + fts,r,+1 (if T 8 :S; n- 1) 
efV.j +fts,j+1 (if r, < n-1; j = r, + 1, ... ,n-1) 
B,*V.A + * ('f < 1) l!n sn f.Ls,n+1 1 r, - n-
BA,*V:A + * ('f ) l!r, sr, f.Ls,r,+1 1 r. = n 
A,*V.A + * ('f > ) l!n sn f.Ls ,n+1 1 r s n 
and for s E Af. we have 
(j = b,, ... ,n- 1) 
(e~·*) 2 w.n + ..:\~+*1 
efV.j + fts,j+1 (j =b., ... ,n- 1) 
nB•*V.A + 11* 
e:n sn r-s,n+l · -* ms,n+1ln 
(10. 75) 
(10. 76) 
(10.77) 
(10. 78) 
(10.79) 
(10.80) 
(10.81) 
(10.82) 
If the system has been in force before, then we must begin by updating the estimators 
from the last year we have observations ("*-estimators" from year n + 1 in the previous 
updating replaced by "A -estimators" from yearn in this updating). fus,nln- 1 and ~s,nln-1 
are then computed using these new estimators. Most of the above recursions are in use 
only when we implement the system for the first time. 
10.4.2 Time-homogeneous model 
Substitute I{J1 = I{J, ~j = ~' §1 =§and [t,1 =ft. Vj into (10.75), (10.77) and (10.78). Then 
delete A from all the formulae. 
Chapter 11 
Practical Modifications 
11.1 Introduction 
The theory developed so far is not completely feasible in practice. The estimator of <FJ de-
rived in subsection 10.2.1 is not quite suitable for the data we had at hand in Storebrand. 
To amend for this problem we introduce a Poisson-assumption on the claim numbers and 
thus are able to derive an alternative estimator. The credibility estimator derived in Sec-
tion 10.4 can not be used as a candidate for the rating class; it has the wrong scaling. This 
is being amended for in Section 11.3. In Section 11.4 we give confidence intervals for the 
"correct" rating factor and class, under a normal assumption. Finally, in Section 11.5 we 
give algorithms to simplify the implementation of the system. 
For simplicity we are only going to consider the model of Chapter 5 in this chapter. 
Similar results and expressions can be derived in the models of Chapters 6 and 7 as well. 
11.2 Poisson-assumption 
As discussed in subsection 3.6 i SUNDT(1987a) there are practical problems associated with 
our estimator of IPi. In Storebrand, claim data are not coinciding with policy data . The 
file of claim data consists of reported claims during the calendar year, whereas the file of 
policy data originated in the middle of the same year. The registered premium is therefore 
the premium from the last day it was due prior to the middle of the year. This date may 
stretch from the middle of the preceding year to the middle of the present year. 
Analogously to SUNDT(1987a) we make some additional assumptions to reach at an 
alternative estimator of IPi. Let Nkji be the number of claims from unit i of car model k 
in year j and let Zkjim denote the claim amount of the mth of these. Then 
Nhji 
xkji = 2: zkjim· 
m=l 
We assume that the Zkjim's are conditionally independent and identically distributed given 
0kj and conditionally independent of the Nk1/s. Further, we assume that Nkji is condi-
tionally Poisson distributed with parameter Wkji1'kj( ekj) given ekj. 
From these assumptions we have 
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Nkji Nkji 
E[Var( L zkjimlekj, Nkji)IE>kj] + Var[E( L zkjimiE>kj, Nkji)IE>kj] 
m=l m=l 
Nkji Nkji 
(2) E[L Var(ZkiimiE>ki, Nkii)IE>ki] + Var[L E(ZkiimiE>ki, Nkii)IE>ki] 
where 
m=l m=l 
0 E(NkiiiE>ki)Var(ZkiimiE>ki) + [E(ZkiimiE>ki)] 2 Var(Nkiilek3) 
8 wkiirki(eki) { Var(ZkiimiE>ki) + [E(ZkiimiE>ki)l 2 } 
wk3irk3( ekj )qk3( ekj) 
qki(eki) = E(Ziiimleki)· 
(1) follows from the fact that the zkjim's are conditionally independent given ekj· (2) is 
a consequence of the Zkiim's being conditionally independent of the Nk3i's for given eki 
and identically distributed. (3) is due to the fact that the Nk3i's are conditionally Poisson 
distributed given ekj. 
On the other hand we have from the definition of Ykii that 
Var( xkji I ekj) 
where the last equality follows from vkii = wkji· This implies that 
(11.1) 
Then 
"'Ihj "'Nkji zz 
-::. L..i=l L..m=l kjim 
IPki = Wkj· 
is a e krunbiased estimator of s] ( e ki). To see this we consider 
Thus 
(11.2) 
is an unbiased estimator of IPi for all weights u'f3 such that LkEAi u'f3 = 1. 
From (11.1) we see that Tkj and qki depend on k, whereas the product is independent of 
k. On the other hand the technical data should influence on the number of claims. We must 
therefore make some modifications. Numerical studies in SUNDT(1987a) indicate that ;pki is 
correlated with the technical variables weight, engine power, cylinder volume and price. But 
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we have that (pki / eki, where eki =engine power for car model k in year j, is significantly 
less correlated with the same technical variables. We will therefore replace assumption 
Var(Ykiil0ki) = s](0ki)/wkii by Var(Ykiil0ki) = ekis](0ki)/wkii = s](0ki)/vkii, where 
vkii = wkii/eki· Under this assumption we replace (11.1) by 
We then get that 
is a 0krunbiased estimator of s] ( 0ki). Thus 
is an unbiased estimator of 'Pi. Finally we replace cpi by ij:Ji in all the expressions in the 
time-heterogeneous model. 
All of the derivations in the time-heterogeneous model are still valid under the modified 
assumptions introduced in this section. But we have to remember that s](0ki), 'Pi and vkii 
have different interpretations, while s](0ki)/vkii and 'Pi/vkii (and hence s](0ki)/vki· and 
'Pi/vki· as well) are unchanged. 
11.3 Estimated rating factor 
In Section 10.4 we have derived expressions for the empirical recursive credibility estimators 
{m; t+1lt}oo and their respective estimated estimation errors {'1/J\+llt}oo . But we 
' t=b,-1 s, t=b,-1 
can still not use m;,n+1ln as a candidate for the rating factor of car models in yearn+ 1. It 
has to be adjusted by a scaling factor. We will use the same arguments as in subsection 3.4 
of SUNDT(1987a). Here the scaling factor is calculated under the assumption that the total 
premium in yearn should be the same with the new rating factor as with the old one. If 
we let ~~+ 1 be our scaling factor then our new factor of car model s in year n + 1 will be 
J;,n+1 = ~~+1m;,n+1 in· The above-mentioned criterion gives that the scaling factor is given 
by 
h '\'Ikn w ere Pkn· = L..Ji=1Pkni· 
This leads to our proposition k;,n+1 for the rating class of car model s in year n + 1 for 
vehicle damage insurance: 
• The integer between 30 and 94 closest to 30 + log{f;,n+1)/ log(1.04). 
From Chapter 1 we remember that the factors for the 6 classes in liability insurance are 
0.75, 1.00, 1.07, 1.13, 1.33 and 1.50, respectively. It is natural to choose these factors as 
the approximate midpoints for the 6 classes when attaining a class to each factor proposed. 
Hence our proposition k;,n+l for the rating class of car model s in year n + 1 for liability 
insurance equals: 
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• 1 if J;,n+ 1 E ( -oo, 0.9], 2 if /,*,n+1 E (0.9, 1.04], 3 if J;,n+ 1 E (1.04, 1.1], 4 if J;,n+ 1 E 
(1.1, 1.25], 5 if J;,n+ 1 E (1.25, 1.4], and 6 if J:,n+ 1 E (1.4, 00 ). 
The final classification ks,n+1 is made by a person with a thorough knowledge about 
the different car models. This person compares k;,n+1 with the classification of the same 
car model from previous years (if it is not new), the classification of similar car models this 
year, the classification of the same car model in competing companies and so on. Thus, 
the final rating factor of car model s in year n + 1 is given by 
f -104k•,n+1-30 s,n+1 - · 
for vehicle damage and the obvious analogue for liability insurance. 
11.4 Confidence intervals for the "correct" rating factor and 
class 
In this section we are going to derive a confidence interval for the "correct" rating factor 
ln+1ms,n+1(0,,n+ 1), where ln+1 = E(/~+1 ). This confidence interval is supposed to be a 
guide for the person who is going to make the final classification of the car model. In this 
way he is able to decide to what extent he can rely on the proposed estimate. 
As in the previous section we will follow the same lines as the ones in subsection 3.4 of 
SUNDT(1987a). We assume that the conditional distribution of ms,n+1(0,,n+d given the 
observations is approximately normal with expectation m;,n+1ln and variance 'l/l;,n+1ln· This 
gives 
P _ < s,n+1 s,n+1 s,n+1ln < IY ,...._ 1 _ ( m (0 ) - m* ) r g1-e/2 - .J - g1-e/2 ,...._ e' 
'I/J;,n+1ln 
where g1-e;2 is the 1- e/2 fractile of the standard normal distribution. In other words 
Pr (m:,n+1ln- g1-e/2.J'I/I;,n+1ln :S ms,n+1(0,,n+1) :S m:,n+1ln + g1-e/2.J'I/I;,n+11n1Y) ~ 1- e. 
(11.3) 
Multiplying ln+1(;?: 0) through the inequalities of the left hand side of (11.3) gives 
Pr ( ln+1m;,n+1ln -ln+1g1-e/2V'I/J;,n+1ln :S ln+1ms,n+1(0,,n+d 
:S ln+1m:,n+1ln + ln+1g1-ef2V'¢1;,n+1ln1Y) ~ 1- e. 
In the end points of the interval we replace ln+1 by its unbiased estimator ~~+1 . This 
gives the following (1- e )100% estimated confidence interval for the "correct" rating factor 
ln+1ms,n+1(0,,n+1), as an approximation: 
J:,n+1 ± l:+1g1-e /2.J 'I/J;,n+1ln · 
An at least (1- e )100% estimated confidence interval for the rating class of car model 
s in year n + 1 is approximated by (vehicle damage): 
• Lower bound is given by the greatest integer between 30 and 94 less than or equal to 
30 + log(f;,n+1 -~~+1g1-e/2.J'I/J;,n+1ln)flog(1.04). 
• Upper bound is given by the lowest integer between 30 and 94 greater than or equal 
to 30 + log(f;,n+1 + ~~+1g1-ef2V'¢1;,n+ 1 1n)/ log(1.04) 
and the obvious analogues for liability insurance. 
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11.5 Preparations for the implementation of the system 
11.5.1 Introduction 
In this section we are going to determine which data from previous years we have to store 
from year to year to be able to estimate the structural parameters. We will give algorithms 
for the calculation of various statistics which leads to our proposed rating classes for the 
relevant car models. 
11.5.2 Implementation for the first time 
We denote the first year we observe the portfolio by year 1. We are going to update the 
rating structure for year n + 1. For this purpose we have received observations from n years 
(this quantity will increase by 1 from one updating to the next). 
For the updating procedure we need the following observables (j = 1, ... , n): 
(ii) Ikj, tki (\fk E Ai) 
(iii) Ai 
In addition we need to know 
(iv) which car models are included in the rating structure in year n + 1, tk,n+l 
from all the car models in the rating structure in year n + 1, and Pkni. ( i = 
1, ... ,Ikn; Vk E An) 
We use these basic observables to calculate the statistics (the notation 11.2.6 stands for 
step 6 of Algorithm 11.2 and so on) 
Algorithm 11.1 For(j = 1, ... ,n) calculate: 
1. Vkj., Ykj·, wkh ekj (\fk E Aj) and v.j. by (i), (ii} and (iii} 
2. rpi by (i}, (ii), (iii), 11.1.1 and uki (\fk E Ai) 
3. Dj by 11.1.1 and Tj by (ii} 
4. Gi = (TjDiTi)- 1TjDi by 11.1.3 
5. Y:Ej by (iii) and 11.1.1 
6. i3i by 11.1.4 and 11.1.5 
7. Qj by 11.1.3, 11.1.5, 11.1.6 and u; 
8. Ki by (iii} 
9 . ..Xi by (i}, (iii}, 11.1.1, 11.1.2, 11.1.3, 11.1.4, 11.1. 7 and 11.1.8 
10. K,j by 11.1.2 and 11.1.9 
11. n; by (iii}, 11.1.1 and 11.1.10 
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12. /3i by 11.1.3, 11.1.5 and 11.1.11 
Now, choose the number of years we want to base the estimation of {!j on. This number is 
defined to be d + 1. Then 
Algorithm11.2 For(i=1, ... ,n-1; j=m(i,d), ... ,i; r=j,i+1) calculate: 
1. ;+1Y}Jr by {iii} and 11.1.1 
2. ;+1T r by {ii) and (iii} 
3. Qi+1,j by 11.1.6, 11.2.1, 11.2.2 and Uf+1,i 
4. a~Z1,j (l = 1, 2, 3) by {iii} 
i+1 5. j Ar by 11.1.4 and 11.2.2 
6. ai+1,j by 11.2.4, 11.2.5 and Uf+1,i 
7. ~i+ 1,i by Algorithm 10.1 
We are now able to calculate our proposal for the estimators of the rating factor and class. 
Algorithm 11.3 Calculate for all car models k in the rating structure in yearn+ 1 
1 . .X~+ll ,8~+ 1 and{!~ by 11.1.9, 11.1.12 and 11.2.8, respectively 
2. 1Lk,n+1 by (iv) and 11.3.1 
3. 'I/J~,n+1ln and mk,n+1ln by (ii}, 11.1.1, 11.1.2, 11.1.9, 11.1.12, 11.2.8, 11.3.1 and 11.3.2 
4. ~~+1 by (ii), (iii}, (iv), 11.1.1 and 11.3.3 
5. f~,n+ 1 by 11.3.3 and 11.3.4 
6. k~,n+ 1 by 11.3.5 
7. estimated (1- e )100% confidence interval by 11.3.3, 11.3.4, 11.3.5 and g1-e;z 
11.5.3 Later updating 
We assume that the system has been used at least once before and is thus initiated. In 
addition we assume that we have stored the following observables from the last updating: 
11.5.3.1. Gn-1 
11.5.3.2. tk,n-1 (\fk E A,.) 
11.5.3.3. A..-1 
11.5.3.4. The weights from year n- 1 belonging to U! n- 1 , 
11.5.3.5. Y }J,n-1 
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11.503060 j,n-1,j 
11.503070 T\,n-1 
(Vk EA..) 
(j = m( n - 1, d), 0 0 0 , n - 1) 
A ..P~o,n-1!n-2<Pn-1 \ 11.503080 wk n-1 = ,[, +A - An-1 
' VJe,n-1,· .k,n-lln-2 t,On-1 
We need these observables from yearn: 
(II) hn, tkn (Vk E A..) 
(III) A.. 
In addition we need to know 
(Vk EA..) 
(IV) which car models are included in the rating structure in year n + 1, tk,n+1 
from all the car models in the rating structure in year n + 1, and Pkni 0 ( i = 
1,ooo,Ikn; Vk EA..) 
We now use Algorithm 11.1 with j 
Algorithm 11.2 with j = n - 1. 
n and replace (i)-(iv) by (I)-(IV)o Then we use 
Algorithm 11.4 For all k E A.. calculate 
10 fLkn by {II} and 1101012 
2° .fuk,nln-1 by 1105030 7, 110208 and 11...f_o1 
3° -rJ;k,nln-1 by 11050308, 110109 and 110208 
Finally we use Algorithm 11.3 with (i)-(iv) replaced by (I)-(IV)o 
Chapter 12 
Application on Real Data 
12.1 Introduction 
The time-heterogeneous model (Chapter 5) was implemented during the summer of 1990 
using data from Storebrand for the three year period 1987-1989. 
We assume that we are at the end of 1989 and want to make a classification of the 
car models for 1990. To simplify notation, 1987 will be denoted by year 1, 1988 year 2, 
and so on. To compute the credibility estimator of a car model we have to know the 
technical variables of that car model. Gathering information about the engine powers and 
the weights of all the car models in the portfolio would have been too expensive and time-
consuming for this project. Besides, the prices are not known for all the car models in the 
portfolio since many of them are no longer for sale. Thus we decided to take a sample of 
the car models in the portfolio and compute the credibility estimator for these car models. 
The engine power, weight and price of each of these car models was for 1987 taken from a 
list from November 1987 (0PPLYSNINGSRADET FOR VEITRAFIKKEN(1987)), for 1988 a list 
from February 1988 ( 0PPLYSNINGSRADET FOR VEITRAFIKKEN( 1988)), and for 1989 a list 
from May 1990 (0PPLYSNINGSRADET FOR VEITRAFIKKEN(1990)). We only included car 
models that were in these lists. 
We used the program package SAS (.S.tatistical Analysis .S.ystem) which was well-suited 
for arranging all the data we needed for our analysis. Most of the calculations were per-
formed using a module in SAS called IML (Interactive Matrix Language). This module 
is very easy to use and the program statements are written by almost copying the matrix 
algebra notation. But problems did occur during the parameter estimation process. The 
data system was not able to allocate sufficient memory to the main storage to be able to 
perform the most ponderous matrix manipulations. This problem was solved by storing 
the largest matrices on disk and load into the main storage only the matrices needed for 
each calculation. In the beginning we used version 5.18 of the SAS system. At the worst we 
did not have enough space in the main storage to perform a multiplication of two matrices 
with dimensions 388 X 370 and 370 X 344 using this version. The problem was not the mul-
tiplication procedure itself, but we were not able to keep both matrices in the main storage 
at the same time. We therefore had to do the multiplication by loading a row from the first 
matrix and a coloumn from the second matrix, one at a time. This made the programming 
bothersome, but it worked. I am not sure whether this is caused by SAS or not. This could 
very well be a consequence of the operating system which allocates a certain amount of 
memory to each user of the data system. At a later stage we changed from this version to 
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rpj >..i )..~ {3j /3j year J (11.2) (10.47) (10.31) (10.12) (10.11) 
-0.403245 -0.483031 
1 177 733.95 0.2753803 0.4940231 0.0142767 0.0155997 
0.004672 0.0046979 
-0.594316 -0.67992 
2 163 727.73 0.3917311 0.8368299 0.0123948 0.0135615 
0.0063159 0.0064326 
-0.387578 -0.488651 
3 209 187.45 0.2167995 0.4292325 0.0139309 0.0160878 
0.0021017 0.0017355 
Table 12.1: The original estimators of 'Ph Aj and f3i (vehicle damage). 
version 6.06 and all the computations presented in this chapter are made with the latter 
version. Then it was sufficient for us to make sure that the data system did not have more 
than three matrices in the main storage at the same time. 
12.2 Estimation of the structural parameters 
12.2.1 Estimators based on a sample of the car models 
We did not base the estimation on all the car models in the portfolio. As with the credibility 
estimator, for the estimation of {3i, >..i and {!j we need technical variables like price, weight 
and engine power from all the car models to be included in the estimation process. Therefore 
we decided to take a sample of car models from the portfolio in each year for the estimation 
of the parameters as well. In addition, we did not include car models introduced to the 
market in the second half of the year. From these car models we may have claims, but the 
risk volumes will be zero. From the estimation process we also excluded the most expensive 
cars (in excess of NOK 750 000) and car models with one or no policies associated with 
them. Hence, the estimation of 'Pi, {3i and Aj are based on observations from 368, 387 and 
298 car models in year 1, 2 and 3, respectively. The estimation of {!j is based on observations 
from the following number of car models: iK = 341 and ~K = 228. In addition we have 
~K = 201. 
We estimate 'Pi by (11.2) with weights uki = 1/ Ki. The correlation between ;pki and the 
variables weight, engine power, and price were not considerably higher than the correlation 
between ;pkj/ ekj and the same variables. The reductions were only approximately 50%. 
SUNDT(1987a) observed a much larger reduction. We therefore decided to put vkji = Wkji· 
{31 is estimated by (10.11) and (10.12), >..i by (10.31) with weights U~ = n; and (10.47). 
We estimate {!j with d = 1 (observations from years j + 1 and j only). 
Vehicle damage insurance 
The numerical values of these estimators are presented in Table 12.1. The regressors of 
the estimators of {31 are in the tables from the top and down: a constant, engine power 
and price/weight. The regressor price/weight is the one of the three that is the least 
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1 
1.1926901 
Table 12.2: The original estimators of ej, 1r21 and 1r32 (vehicle damage). 
stable. From year 1 to year 2 the increase is of 35% in {31. From year 2 to year 3 there 
is a reduction of nearly 67%! In {31 the fluctuation of the regressor price/weight is even 
more extreme. When the regressor price/weight increases the other two regressors decrease 
and vice versa. For ordinary car models the increase in the values of both the regressors 
constant and engine power is not enough to compensate for the reduction of the regressor 
price/weight from year 2 to year 3. This will give a lower prior estimate in year 3 than in 
year 2. Notice how stable the values of the regressor engine power are, compared to the 
other two regressors. It is only natural that the coefficient of engine power is more stable 
than that of price/weight, since the price is influenced by market conditions, inflation and 
so on. The engine power of a car model can vary because of technical adjustments of the 
engine. So the fluctuation of price/weight will have a totally different character than that 
of engine power. That the prices have been observed in November for 1987, in February 
for 1988 and in May 1990 for 1989 is clearly a disadvantage. The time-period between the 
prices in 1987 and 1988 is too short, and between 1988 and 1989 too long. This is probably 
one of the reasons that the regressor price/weight varies that much from 1988 to 1989; the 
prices used in 1989 are higher than they should be. We should of course use prices taken 
from the same month in each year. 
The large fluctuation of the estimates of the {31's could be amended for by incorporating 
an inflation assumption on the {31's. The inflation could be estimated from some sort of 
exogeneous price index of cars. This will not be done in this paper. 
There is a striking difference between the values of ~i and ~J. The reason for this 
difference is given later in this section in connection with the comments to Table 12.3. The 
values of the estimator of the e/s are presented in Table 12.2. In the same table are the 
values of the estimator {10.64) of 1r21 and 1r32 given. 
As we see, the other estimators also vary quite a lot over the three year period. For 
instance ~i has a reduction of nearly 45% from year 2 to year 3. This is not good. To the 
present author it does not seem reasonable that the portfolio should change to the extent 
that is reflected in the parameter estimates. We will therefore modify the estimators to be 
able to restrict their variation. This will be done with ;p1 first. 
From Assumptions 5.3 and 5.4 we see that IPi will be influenced by inflation since the 
vk1/s are. This is also reflected in the estimator (11.2). To reduce the fluctuation of the 
IPi 's we assume that they are influenced by inflation only and that the inflation is constant 
over the three year period. We are willing to make these rather unrealistic assumptions 
since the observational period is relatively short. 
In mathematical terms we can state our assumptions as 
IPJ+1 = a.IPi· (j = 1, 2) {12.1) 
We have to estimate the inflation or, equivalently, a from our data. Summing both sides 
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of (12.1) over j yields 
2 2 
:L<pj+1 =a :L<pj j=1 j=1 
or equivalently 
'2:~=1 <pj+1 
a= 2 
'2:1=1 <pi 
Thus, a reasonable estimator of a is given by 
2 '(. 
• '2:1=1 <pH1 
a= 2 '(. ' 
'2:1=1 <pi 
(12.2) 
with (p1 (j = 1, 2, 3) given by the first column of Table 12.1. The inflation rate i is estimated 
by 
i=a-1. 
Since the <pi's vary from year to year because of inflation only, the estimator of each <pi 
should depend on observations from all of the three years. This will be done by invoking 
the inflation assumption in the estimation procedure, which should lead to new estimators. 
From (12.1) we have that 
(12.3) 
is a reasonable relationship between our new estimators. (12.1) justifies the following scaling 
of the new estimators 
3 3 
:L'P1 = :La1- 1<P1· j=1 j=1 
Solving with respect to <P1 we obtain 
and using (12.3) we have the estimators 
(12.4) 
where (p1 (j = 1, 2, 3) are given by Table 12.1 and a by (12.2). We may rewrite (12.2) as 
which is a weighted mean of V.,2/ V.,1 and V.,3/ V.,2 with weights V., 1 /('L~= 1 (p1 ) and V.,2/('L:=1 (p1 ), 
respectively. From Table 12.1 and estimator (12.2) we get a = 1.092, that is, an estimated 
inflation rate during the observational period of 9.2%. 
We will now have new values of the estimators of the other structural parameters, since 
they all depend on the estimator of <p1. These new estimates together with <Pi defined by 
(12.4) are given in Table 12.3 and 12.4. 
The estimates of >..1 are now fairly stable, but ~i still has a considerable drop in year 3. 
The large difference between the estimates of ~i and ).J is worth investigating more closely. 
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<pj .\.i .\.~ {3j /3j year J (12.4) (10.47) (10.31) (10.12) (10.11) 
-0.403245 -0.493658 
1 167 634.09 0.3132175 0.5887911 0.0142767 0.0157644 
0.004672 0.0047051 
-0.594316 -0.667192 
2 183 075.58 0.329973 0.6560925 0.0123948 0.0132647 
0.0063159 0.0064708 
-0.387578 -0.503887 
3 199 939.46 0.249689 0.5180039 0.0139309 0.0163692 
0.0021017 0.0016989 
Table 12.3: Estimators of <pi, .\.i and {3i where the estimators of <pi are adjusted for inflation 
(vehicle damage). 
1 
1.0263989 
Table 12.4: Estimators of f!il 1r21 and 1r32 where the estimators of <pi are adjusted for 
inflation (vehicle damage). 
If we substitute n; by Di in the right hand side of (10.38) we get the right hand side of 
(10.47). Hence ).i and ).J are equal if n; = Di. 
In practice one has to decide which of the two estimators jj and ).J to use. Let us 
investigate the impact these estimators have on the empirical credibility estimator. For 
convenience we will look at the credibility estimator (5.6). We see that a higher value of the 
estimator of Aj will give more weight to the observation from the last year and less weight 
to the old credibility estimator. In this case the weight given to the past experience could 
be lower than is wanted. This effect is enforced by the estimator of f!i since from (10.63) 
we have that 1 ei is decreasing in the estimator of Aj (~i+l,j is independent of estimators of 
the structural parameters). So if one wants to estimate ms,t+1(E>s,t+ 1) and the estimators 
of the .\.i 's are higher, we would give relatively little weight to the information lying in the 
years b., ... , t (possibly with an exception of Y.t.) and the prior estimator in year t + 1 
will get a larger influence on the estimator of ms,t+l ( E> s,t+1) (this can be unfortunate since 
a higher value of the estimators of the Aj 's will give a higher estimate of the estimation 
error of the prior estimator). If this is wanted in practice then one should use ).J as the 
estimator of Aj· But if one believes that the .\.j's are over-estimated by the ).J's, then one 
should use ).j· We know that ).j is unbiased while ).J in general is not. Since the values of 
).J are consistently higher than the ones of ).i in our numerical computations, this could 
indicate that ).J over-estimates Aj· We shall therefore in Section 12.3 use the ).j's as our 
estimators of the Aj 's. 
There are only small changes in /3j from Table 12.1 to Table 12.3. Even if there are 
less variation in the estimates of the e/s now compared to in Table 12.2, the difference 
between year 1 and 2 is still considerable. In particular, §1 seems rather high. This high 
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rj;j .\j ·e /3j (3j year \ (11.2) (10.4 7) (10.31) (10.12) (10.11) 
1 36 864.319 0.0330767 0.0549988 0.4287238 0.4222943 0.0020669 0.0022794 
2 70 424.611 0.0253181 0.044204 0.4423509 0.4441854 0.0018885 0.0019285 
3 57 011.783 0.0380075 0.0533177 0.4325939 0.4501533 0.0026476 0.0026574 
Table 12.5: The original estimators of <p1, >..1 and {31 (liability). 
1 2 
0.2815284 0. 7929003 
Table 12.6: Estimators of Ui> 1r21 and 1r32 (liability). 
value gives an estimate of 1r21 of 1! This can be caused by the short time-period between 
the observations of the prices ofthe car models in year 1 and 2. The same situation occured 
in Table 12.2. We shall remove the variation in the estimates of the e1 's by assuming that 
e1 = e. We are willing to do this since the observation period of three years is short. Using 
(10.74) the value of this estimator is 1§ = 0.88044787. 
Liability insurance 
In this subsection we are going to estimate the parameters for (third party) liability insur-
ance. 
The estimates analogous to the ones in Table 12.1 are given in Table 12.5. Here the 
regressors of the estimators of {31 are from the top and down: a constant and engine power. 
The estimates of the f3/s are quite stable except for the regressor engine power which 
increases by 40% from year 2 to year 3. The estimates of the <pi's vary greatly over the 
three year period with almost a doubling from year 1 to year 2. This can be explained 
by the fact that from 1988 on, extra reserves were put on each claim in cases of bodily 
injuries, to cover future claims due to delayed injuries (e.g. whiplash). Thus, for liability 
insurance it is not reasonable to assume that the <pi's are influenced by inflation only and 
the original estimators will therefore be kept. In Table 12.6 estimates of e1, 1r21 and 1r32 are 
given. The estimate of e1 is very low. This will give little weight to the observation and 
the prior estimator from year 1 in the empirical recursive credibility estimators, which is 
unfortunate. The situation improves for the estimate of e2 • The estimate of the correlation 
?r21 is also very low. 
12.2.2 Estimator of 'Pi based on all common car models 
To make a comparison with the estimates given in subsection 12.2.1 we will in this subsec-
tion give estimates where the ones of <pi are based on all common car models in the portfolio 
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<pi A.i A_i< f3i f3i year J (11.2) (10.47) {10.31) {10.12) {10.11) 
-0.403245 -0.649292 
1 65 890.249 0.6943819 2.2245343 0.0142767 0.0176829 
0.004672 0.0049949 
-0.594316 -0.773039 
2 69 444.327 0.6926827 2.2184176 0.0123948 0.0153916 
0.0063159 0.0062919 
-0.387578 -0.923543 
3 52 601.357 0.7736816 3.8801143 0.0139309 0.0231861 
0.0021017 0.0009204 
Table 12.7: The estimators of 'Pi> A.i and f3 i, where the estimators of 'Pi are based on 
common car models from the whole portfolio (vehicle damage). 
and with weights u'f_i = (Iki- 1)/(l::rEAj Iri- Ki)· By common car models we here mean 
those car models for which we have a reasonable number of policies in the insurance portfo-
lio, and so on. Whether a car model is common or not is decided by a subjective judgment. 
In year 1 there were 1310 distinct car models, 1391 in year 2, and 1230 in year 3. Hence 
we base the estimators on more information than in subsection 12.2.1. The estimators of 
'Pi based on these weights turned out to be more stable than the ones based on the weights 
u'f_i = 1/ Ki (this was also the case for the estimates of 'Pi based on observations from a 
sample of car models, which we have not presented here). The reason for this is that car 
models with large values of ;pi had a relatively small number of policies associated with 
them. Car models with a large number of policies associated with them had small values 
of ;pi. By reasons mentioned in the beginning of subsection 12.2.1, it is difficult in practice 
to base the estimators of the other parameters on all common car models in the portfolio, 
hence the estimation of f3i, A.i and f!i will still be based on a sample of car models from 
the portfolio. 
As in subsection 12.2.1 we exclude car models with zero exposure volume and with one 
or no policies associated with them. 
Vehicle damage insurance 
The estimates are given in Table 12.7 and 12.8. We see from Table 12.7 that the estimates 
do not vary that much from year to year compared to the ones in Table 12.1 (except for 
5..J, /3 2 and /33). In this subsection we will not assume that the estimators of the r.p/s are 
influenced by inflation only. Hence the estimates given in Table 12.7 will not be changed 
in the way we did in subsection 12.2.1. Compared to Table 12.3 the estimators of the r.p/s 
in Table 12.7 are much lower. So in this case the pure random fluctuation of the Ykii's is 
estimated lower. In addition, the estimates of the A./s are considerably lower in Table 12.3 
than in Table 12.7. From {10.47) we see that for J..i this is a natural consequence of the 
estimator of 'Pi being lower in Table 12.7 than in Table 12.3. The situation is not that 
simple for 5..] since from (10.31) we have that this estimator depends on both 'Pi and J..i in 
a rather complicated way, but from the discussion of Table 12.3 we remember that it is not 
surprising that the difference between J..i and 5..] is larger in Table 12.7 than in Table 12.3 
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1 2 
0.5508715 0.3534225 
Table 12.8: Estimators of {}j, 1r21 and 1r32 where the estimator of IPj is based on common 
car models from the whole portfolio (vehicle damage). 
q,j ).j ).~ {3j /3j year J (11.2) (10.4 7) (10.31) (10.12) (10.11) 
1 30 774.715 0.051415 0.0993959 0.4287238 0.4174625 0.0020669 0.0023873 
2 44 694.201 0.0938426 0.2410204 0.4423509 0.4462326 0.0018885 0.0020389 
3 46 514.881 0.0697504 0.1179974 0.4325939 0.4565185 0.0026476 0.0026719 
Table 12.9: The estimators of IPh Aj and {3j, where the estimators of i{)j are based on 
common car models from the whole portfolio (liability). 
since kj = q,j / '5tj is much lower in Table 12.7. In the present situation the estimation error 
of the prior estimators are estimated higher than in Table 12.3. The estimates of the f}/S 
and the 'lrJ+l,j 's given by Table 12.8 are much lower than the corresponding values given by 
Table 12.4. This is because the values of '5tj are higher in the present situation while ~J+l,j 
is the same. It is therefore reason to question the goodness of the estimators of {}j and 
7rij. This large difference in the estimates of the parameters will certainly have an impact 
on the estimated credibility estimators. In the next section we will compare the estimated 
credibility estimators based on these two sets of estimates. 
Liability insurance 
The estimates are given in Table 12.9 and 12.10. From the estimators of the rpj's in 
Table 12.9 we see very clearly that year 1 is special compared to the other two years. The 
explanation for why this could be expected was given in subsection 12.2.1. We see the same 
tendency as in vehicle damage, namely that the i{)j 's are estimated lower and the Aj 's higher 
than in Table 12.5. The /3/s have only minor changes from Table 12.5 to Table 12.9. The 
estimates of the f}/s are small in Table 12.10. Compared to Table 12.6 1 §2 is much lower. 
This is because of the same reason as in vehicle damage, namely that \ is higher here 
Table 12.10: Estimators of {}j, 1r21 and 1r32 where the estimator of IPi is based on common 
car models from the whole portfolio (liability). 
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and .\i+l,j is the same. But the effect is even more extreme here than in vehicle damage. 
This will give little weight to the information lying in the past for the estimation of the 
credibility estimator of year 4 and thus relatively large weight to the prior estimator in 
year 4. 
12.3 Computing the empirical credibility estimators 
In this section we are going to compute the empirical recursive credibility estimators and 
their estimated estimation errors for a sample of the car models which were in the portfolio 
in 1989. We have selected every 15 car model of the 380 car models which were in the 
portfolio in this particular year. We will begin by presenting the technical specifications 
which we use in tkj, then give the risk volumes and the observations. We are then going to 
estimate the recursive credibility estimators and their estimation errors for both sets of es-
timators of parameters presented in Section 12.2. At the end ofthis section we will compare 
our estimated credibility estimators (5.8) with the corresponding estimators derived by us-
ing the idea behind SUNDT(1987b) on the credibility estimators from the non-hierarchical 
model in SUNDT(1987a). In order to reduce the number of tables we will only present the 
computations for vehicle damage covers and skip liability covers. 
The technical specifications needed in our computations are given in Table 12.11 for 
each car model. To save space we have only included specifications valid in 1989. The 
model code of each car model is grouped into three categories according to type of car: 
000-099 are reserved for vans, 100-699 for passenger cars and 700-999 for estate cars. 
The risk volumes and observations for the period 1987-1989 are presented in Ta-
ble 12.12. 
The values of the empirical recursive credibility estimators and their estimation errors 
are given in Table 12.13. In this table we have used the estimators of the structural 
parameters presented in Tables 12.3 and 12.4. For year 4 we have used e; = e2 , A.; = -'.3 , f3: = /33, and tk4 = h3· 
Even though Isuzu Gemini has an extreme value of Yk 3 . the value of m~,413 is close to 
JL~4 ( =0.878) since the volume is low. For Toyota Corolla Thk, 2 11 and Thk,312 are quite close 
to Ykl. and Yk 2 ., respectively. This is because the volume is large so the weight given to the 
observation from the last year is relatively large. In year 3 the volume is even larger, but 
nevertheless m~,413 is not so close to Yk 3 .• The reason for this is that Thk, 3 12 contains a lot 
of information so less weight is given to Yk 3 .. For many of the car models m~,413 is close to 
Thk, 3 12 • This is not surprising since we have used the same estimates in year 4 as in year 3. 
In addition, the weight given to the observation from the last year for all the car models is 
relatively small because k3 = r{;3/ ~3 is relatively large. 
All the car models except for Suzuki Swift and Mazda 929 have ,J;k,211 < ,J;k,liO· This is 
so because Thk, 2 11 does not base solely on prior information like Thk,liO does. The two car 
models this is not valid for are the ones having the lowest volume in year 1; that is, the 
information lying in the observations from year 1 is too trifling to be able to compensate for 
the higher estimate of Aj in year 2 than in year 1 (a higher value of Aj means that the prior 
estimator is less reliable in that year). ,J;k,312 is lower than ,J;k, 211 and for many car models 
significantly lower. The reason for this is that e~.\2 > -'.3 and hence -J;k,312 < e~(1- (2)-J;k,2ll· 
This difference is increasing in the risk volume. Most of the car models has 'l,b~, 413 < ,J;k,JI2• 
but the difference is not large. For our sample we have 'l,b~, 413 :::; ,J;k,b~<lh-1 with equality 
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Year 3 
Pnce 
Make Model Name H.P. Weight Price per kilo 
14 432 BMW 318 I 113 1100 246 000 223.636 
14 801 BMW 320 I Touring 129 1 250 313 000 250.400 
15 557 Citroen CX 2500 GTI 123 1 365 266 000 194.872 
16 536 Fiat Croma Turbo 150 1 265 291 000 230.040 
18 456 Ford Sierra 2.0I Ghia 120 1 075 269 000 250.233 
19 426 Suzuki Swift GTI, GXI 101 805 150 000 186.335 
25 505 Mercedes Benz 190 E 2.3-16 195 1 270 619 000 487.402 
25 602 Mercedes Benz 300 SE 180 1 525 640 000 419.672 
25 905 Mercedes Benz 230 TE 132 1 415 480 000 339.223 
31 377 Opel Kadett 1.6 I 75 885 138 000 155.932 
33 414 Peugeot 205 CT, CJ 80 880 180 000 204.545 
33 855 Peugeot 405 SRI Estate Car 122 1 080 238 000 220.370 
37 567 Saab 9000 T16 165 1 335 458 000 343.071 
45 413 VW Golf 1.8 CL 90 945 150 000 158.730 
46 341 Volvo 460 GL, GLE 102 1 030 206 000 200.000 
46 915 Volvo 740 GLT Estate Car 155 1 400 432 000 308.571 
51 509 Honda Prelude 2.0I-16 4WS 138 1 045 313 000 299.522 
53 815 Subaru 1.8 DL 4WD Estate Car 98 1120 179 000 159.821 
56 302 Isuzu Gemini 1.5 LT, LD 71 890 115 000 129.213 
76 403 Plymouth/ Chrysler 142 1 590 322 000 202.516 
92 552 Alfa Romeo GTV 2.0 130 1155 208 000 180.087 
96 315 Toyota Corolla 1.6 DX, XL 105 985 150 000 152.284 
97 345 Nissan Sunny 1.6 SLX 90 1 015 149 000 146.798 
98 212 Mazda 121 1.3 LX 66 800 120 000 150.000 
98 575 Mazda 929 3.0I GLX V6 170 1 560 350 000 224.359 
Table 12.11: The technical specifications in year 3 of each car model included in our study. 
H.P.=Horse Power (engine power). Weights are given in kilograms and prices in Norwegian 
kroner. 
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Make Model wkl· wk2· wk3· ykl· yk2· yk3· 
14 432 358 918 434 936 426 655 2.620 2.975 1.660 
14 801 0 819 2 743 1.408 0.186 
15 557 117 125 108 802 89 375 1.171 1.218 0.898 
16 536 53 537 101 076 84 621 5.867 5.509 3.087 
18 456 137 730 168 135 179 479 3.228 5.911 2.753 
19 426 24 210 33 783 37 254 0 3.580 7.608 
25 505 209 930 158 013 124 423 4.282 2.507 4.572 
25 602 53 072 81 077 87 848 0.454 3.622 5.664 
25 905 66 715 88 993 150 335 3.398 5.646 2.542 
31 377 0 0 45 731 0.996 
33 414 52 655 80 723 126 796 0.875 2.086 1.564 
33 855 0 0 13 420 1.530 
37 567 130 242 189 515 229 537 1.729 4.841 3.087 
45 413 784 315 993 737 1 225 766 1.306 1.527 1.195 
46 341 0 0 0 
46 915 0 0 0 
51 509 0 17 821 27 929 13.863 5.405 
53 815 72 041 97 534 121 372 0.722 0.966 1.044 
56 302 0 0 1154 13.867 
76 403 0 0 788 0 
92 552 42 933 40 553 40 248 4.718 6.583 4.116 
96 315 658 599 1 520 804 1 945 245 1.035 1.259 0.783 
97 345 67 106 138 770 178 703 0.958 1.879 1.069 
98 212 0 4 619 25 306 6.837 1.835 
98 575 3 238 27 932 30 740 0 1.456 9.439 
Table 12.12: The risk volumes and observations for each car model in the three year period. 
Missing values are denoted by a dot(·). 
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Make Model mk,11o mk,211 mk,3l2 m~ 413 ;jJk,ljO ;jJk,2jl ;jJk,3j2 1/JZ 413 
14 432 2.135 2.363 2.068 1.959 0.313 0.233 0.110 0.125 
14 801 2.562 2.032 2.026 0.330 0.249 0.249 
15 557 2.544 2.193 1.524 1.520 0.313 0.286 0.184 0.188 
16 536 2.883 2.780 2.902 2.847 0.313 0.308 0.198 0.198 
18 456 2.293 2.415 2.664 2.581 0.313 0.280 0.167 0.169 
19 426 1.911 1.759 1.491 1.707 0.313 0.319 0.228 0.226 
25 505 4.679 4.776 3.062 3.236 0.313 0.262 0.159 0.168 
25 602 4.346 4.108 2.832 3.076 0.313 0.308 0.204 0.201 
25 905 3.107 3.191 2.536 2.500 0.313 0.303 0.199 0.190 
31 377 0.989 0.989 0.250 0.239 
33 414 1.687 1.602 1.148 1.190 0.313 0.308 0.204 0.196 
33 855 1.868 1.863 0.250 0.247 
37 567 3.781 3.385 2.759 2.807 0.313 0.282 0.163 0.163 
45 413 1.630 1.357 1.165 1.181 0.313 0.186 0.066 0.092 
46 341 1.506 1.506 0.250 0.250 
46 915 2.558 2.558 0.250 0.250 
51 509 3.082 2.559 2.606 0.330 0.242 0.237 
53 815 1.588 1.427 1.236 1.234 0.313 0.301 0.195 0.191 
56 302 0.878 0.894 0.250 0.249 
76 403 2.165 2.163 0.250 0.250 
92 552 2.403 2.374 2.303 2.326 0.313 0.312 0.220 0.220 
96 315 1.489 1.187 1.318 1.179 0.313 0.196 0.052 0.083 
97 345 1.440 1.285 1.275 1.242 0.313 0.303 0.185 0.179 
98 212 0.831 0.858 0.250 0.244 
98 575 3.397 3.075 2.576 2.798 0.313 0.329 0.236 0.233 
Table 12.13: The empirical recursive credibility estimators and their estimation errors. The 
estimators of the structural parameters are based on a sample of the car models. (Missing 
values=·). 
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Make Model P,kl Pk2 Pk3 
14 432 2.135 2.192 1.726 
25 505 4.679 4.874 3.516 
33 414 1.687 1.666 1.153 
45 413 1.630 1.526 1.239 
96 315 1.489 1.408 1.474 
Table 12.14: The prior estimates in each year. 
if and only if wk3 . = 0. So our credibility estimators have been improved by including 
observations. 
To see what impact the varying values of the /3/s from Table 12.3 have on the estimates 
of the J.Lk/s, we have computed the values of Pki (j = 1, 2, 3) for 5 car models. These 
values are presented in Table 12.14. For all the five car models the changes from Pkl to 
P,k 2 are relatively small. Toyota Corolla is the only car with P,k 3 > P,k 2· This is due to a 
combination of a low price per kilo and a relatively large engine. This car is also the one 
having the smallest difference (in percentages) between P,k 2 and P,k3 caused by the same 
reason. Peugeot 205 has the largest difference between P,k 2 and P,k3 since it has a high price 
per kilo and a relatively small engine. For Mercedes Benz 190 this difference is also large 
since it has a high price per kilo. But also more "modest" cars like BMW 318 and VW 
Golf 1.8 have a considerable difference between P,k 2 and P,k3 • 
In Table 12.15 we have compared the credibility estimators ms,tlt (t = 1, 2, 3) defined by 
(5.8) with the estimators resulting from a combination of the non-hierarchical credibility 
estimators of SUNDT(1987a) and the idea of SUNDT(1987b). This idea is described in 
Section 7.1. In his numerical example SUNDT(1987a) uses the credibility estimator of 
mst(E>st) based on observations from year t only, that is, 
If we use the idea of SUNDT(1987b) on this estimator we shall replace f.Lst by an old esti-
mator. This leads to the estimators (which are no longer credibility estimators): 
From (5.8) and (5.11) we have that 
ms,tlt = (stY.t. + (1- (st) [t?t-1 (ms,t-1lt-1- J.Ls,t-1) + f.Lst] . 
Replacing the structural parameters by their estimators we get the empirical estimators 
which we have compared in Table 12.15. There is clearly larger variation in ~k,tlt compared 
to fuk,tlt· This is seen from I:k 2::::;=2( ~k,tlt - ~k,t-1lt-1) 2 = 6.49 while I:k 2::::;=2( fuk,tlt -
fuk,t- 1lt- 1) 2 = 1.95, where k is summed over the 16 car models which have risk volume 
greater than zero in all three years. The estimators of Sundt have higher credibility since 
-if;k,tlt- 1 ::; ~t (t = 1,2,3), but this does not lead to a larger fluctuation of fuk,tlt· Our 
example probably favours the estimators of Sundt since k3 is considerably larger than both 
k1 and k2 . This gives relatively small weight to Yk 3 . in fuk, 313 which moderates the possible 
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mk,lll 
Make Model mk,lll mk,212 mk,3l3 mk,212 mk,3l3 
14 432 2.330 2.613 2.282 2.581 1.991 
14 801 2.554 2.561 2.025 
15 557 2.298 2.121 1.998 2.052 1.477 
16 536 3.155 3.517 3.476 3.177 2.916 
18 456 2.484 3.281 3.184 3.131 2.675 
19 426 1.829 1.929 2.182 1.861 1.740 
25 505 4.567 4.111 4.173 4.358 3.198 
25 602 3.995 3.947 4.117 4.050 3.065 
25 905 3.139 3.486 3.336 3.506 2.537 
31 377 0.989 
33 414 1.615 1.674 1.659 1.660 1.195 
33 855 1.862 
37 567 3.379 3.751 3.603 3.714 2.811 
45 413 1.438 1.495 1.313 1.442 1.174 
46 341 1.506 
46 915 2.558 
51 509 3.160 3.418 2.652 
53 815 1.485 1.407 1.360 1.363 1.216 
56 302 0.897 
76 403 2.162 
92 552 2.575 2.848 2.908 2.646 2.380 
96 315 1.239 1.253 0.920 1.232 1.139 
97 345 1.386 1.485 1.409 1.396 1.245 
98 212 0.862 
98 575 3.377 3.285 3.512 2.998 2.817 
Table 12.15: Comparison between the estimators of Sundt and our credibility estimators. 
(Missing values=·). 
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Make Model mk,liO ihk,2ll mk,3l2 ih~ 413 ,J;k,liO ,J;k,2ll ,J;k,3l2 1/J~ 413 
14 432 2.241 2.434 2.107 1.840 0.694 0.526 0.702 0.690 
14 801 2.689 2.294 2.268 0.693 0.773 0.770 
15 557 2.707 2.096 1.795 1.822 0.694 0.576 0.725 0.718 
16 536 3.083 3.286 3.333 2.920 0.694 0.617 0.728 0.719 
18 456 2.418 2.611 2.858 2.334 0.694 0.568 0.717 0.703 
19 426 1.999 1.685 1.672 2.346 0.694 0.650 0.749 0.738 
25 505 5.017 4.798 3.499 4.091 0.694 0.548 0.718 0.710 
25 602 4.667 3.807 3.315 3.979 0.694 0.617 0.732 0.718 
25 905 3.302 3.312 2.818 2.514 0.694 0.606 0.730 0.707 
31 377 0.959 0.964 0.774 0.735 
33 414 1.742 1.525 1.142 1.223 0.694 0.617 0.732 0.710 
33 855 2.108 2.074 0.774 0.758 
37 567 4.054 3.206 3.308 3.191 0.694 0.571 0.715 0.699 
45 413 1.690 1.396 1.283 1.271 0.694 0.505 0.695 0.682 
46 341 1.626 1.626 0.774 0.774 
46 915 2.954 2.954 0.774 0.774 
51 509 3.214 3.120 2.985 0.693 0.761 0.745 
53 815 1.645 1.356 1.355 1.377 0.694 0.602 0.728 0.711 
56 302 0.842 0.918 0.774 0.772 
76 403 2.555 2.545 0.774 0.773 
92 552 2.549 2.733 2.753 2.607 0.694 0.627 0.744 0.736 
96 315 1.537 1.217 1.579 1.355 0.694 0.509 0.692 0.680 
97 345 1.483 1.261 1.375 1.249 0.694 0.605 0.721 0.703 
98 212 0.745 0.849 0.774 0.747 
98 575 3.661 3.291 3.061 3.856 0.694 0.686 0.754 0.742 
Table 12.16: The values of the empirical recursive credibility estimators and their estimation 
errors. The estimators of the 'Pi's are based on all common car models from the whole of 
the portfolio. (Missing values=·). 
large values of Yk 3 .• We must also remember that in SuNDT(1987a) the risk level of each 
car model is assumed to be independent of time. This is in contrast to our models which 
allow the risk levels to vary from year to year. Then it is perhaps not unreasonable that 
fuk,tlt fluctuates less than rhk,tlt· 
In Table 12.16 the same quantities are presented as in Table 12.13, but the estimates 
of the 'Pi's are based on all common car models from the whole portfolio. We will compare 
the values of this table with the values of Table 12.13. Since the values of Kt (t = 1, 2, 3) 
are much lower here than the corresponding estimates in Table 12.13, (kt will become much 
larger here. Even if the estimates of Ut is lower here than in Table 12.13 the weight given to 
the observation from the last year when computing rhk,tlt-l (t = 1, 2, 3) and mi, 413 is much 
larger here. The difference between the two tables is smallest for car models with the largest 
volume since Kt has less influence on (kt, and largest for the ones with little volume. The 
weight given to rhk,tlt-l when computing rhk,t+llt therefore becomes considerably lower here 
than in Table 12.13. The estimators of the structural parameters used in Table 12.16 yield 
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mk,lll 
Make Model mk,lll mk,212 mk,3l3 mk,212 mk,3l3 
14 432 2.541 2.893 1.829 2.849 1.726 
14 801 2.592 2.679 2.213 
15 557 1.858 1.525 1.169 1.679 1.300 
16 536 4.087 4.801 3.850 4.338 3.200 
18 456 2.897 4.785 3.311 4.522 2.783 
19 426 1.593 2.094 4.046 2.140 3.729 
25 505 4.511 3.285 4.117 3.527 4.174 
25 602 3.156 3.364 4.661 3.730 4.607 
25 905 3.341 4.425 3.128 4.332 2.631 
31 377 0.974 
33 414 1.432 1.724 1.620 1.759 1.412 
33 855 2.013 
37 567 2.709 4.104 3.319 4.202 3.141 
45 413 1.348 1.510 1.212 1.511 1.200 
46 341 1.626 
46 915 2.954 
51 509 3.852 4.821 3.777 
53 815 1.247 1.109 1.067 1.178 1.160 
56 302 1.059 
76 403 2.526 
92 552 3.224 4.192 4.164 3.765 3.248 
96 315 1.098 1.249 0.799 1.255 0.813 
97 345 1.265 1.621 1.221 1.599 1.157 
98 212 1.041 
98 575 3.541 3.086 5.064 2.894 5.012 
Table 12.17: Comparison between the estimators of Sundt and our credibility estimators. 
(Missing values=·). 
higher prior estimators in all years for nearly all car models. Much of the same analysis as 
in Table 12.13 applies to Table 12.16 as well. But the difference between m~,413 and ?hk,312 
is larger in Table 12.16. This is because the weight given to Yk3.when computing m~,413 is 
larger in Table 12.16 than in Table 12.13. ,J;k,3l2 is larger than both ,J;k,2ll and 'l/IZ,413 for 
all car models. ,J;k,211 is smaller than ,J;k,liO because ~2 < ~1 . The difference is largest for 
those car models with the largest volume in year 1. 'l/1~, 413 is larger than ,J;k,liO except for 
BMW 318, VW Golf and Toyota Corolla. These three car models have all a large risk 
volume throughout the observation period and two of them have an increasing risk volume. 
The other car models which are best off (that is, the ones with the smallest increase in 
estimation error from year 1 to year 4) are the ones with an increasing risk volume. We 
also notice that ,J;k,312 is close to .\3 for all the car models. 
Table 12.17 is the same as Table 12.15 but the estimates of the t.pt's are based on 
all common car model from the whole portfolio. In this case we have L:k L:;=2(7hk,tit-
?hk,t-llt-d2 = 27.43 and L:k L::=2( fuk,tit- fuk,t-llt- 1)2 = 27.84 where the sum still is taken 
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over the 16 car models which have wkt· > 0 (t = 1, 2, 3). So there is no significant difference 
between the two estimators with respect to fluctuation. This similarity can be explained 
by the fact that since '¢k,3 12 is close to ~3 for all car models, the weight given to Yk 3 . in 
,hk,313 and fuk, 313 is close to each other. The weight given to Yk2· in ,hk,212 and fuk, 212 is also 
quite similar. 
When comparing the estimator of Sundt with our credibility estimator we have to 
bear in mind that our estimator is the best among the linear estimators under our model 
assumptions (when using expected quadratic loss as optimality criterion). So if our model 
assumptions are completely satisfied in practice the estimator of Sundt can not be better 
than ours. However, if one feels that our model assumptions are not completely realistic the 
estimator of Sundt could be a better estimator than ours. This is perhaps in particular the 
case if one is apt to use another optimality criterion. The accuracy of the two estimators 
is difficult to compare since the estimation errors of mk,tit (t = 1, 2, 3) are not easy to 
calculate. 
Chapter 13 
Discussion 
When constructing a model we have to take two things into consideration: mathematical 
simplicity and realism. Unfortunately it seems that we are not able to fulfil both the 
requirements to their utmost extent. We have to compromise. The model should not make 
the computations too complicated and it should describe the main features of the process 
under consideration. This must be our starting point when criticizing a model. 
Assumptions 4.1-4.4, 5.2, 5.5, and the assumptions that the structural parameters are 
independent of the car model are mainly to ensure mathematical simplicity. In particular, 
Assumption 5.6 makes it easy to compute the credibility estimator. 
The object of Assumptions 5.1, 5.3 and 5.7 is mainly to make the models realistic. 
But assumptions chosen to make the computations simple were also chosen because 
they were not unrealistic, and vice versa. 
The realism of the assumption of independence between car models depends on the 
definition of a car model. For instance, it should be obvious that we can learn something 
about BMW 320 by observing BMW 325. Whereas observing a Lada will probably give 
us very limited information about a Mercedes Benz. We should therefore be careful when 
making a division of the portfolio into car models. In Chapter 12 we have defined each 
variant of a car model as a separate car model. This clearly violates the independence 
assumption. A natural way to compensate for this is to consider different variants of a car 
model as one car model. This is what we will do in Section 14.6. 
Since traffic intensity, road conditions, the properties of a car model etc. vary from 
year to year, it is desirable that the structural parameters are allowed to vary as well. In 
particular the correlation between risk levels (and claim data) should decrease when the 
distance between the years increases. That is, the importance of the claim data from a 
specific year should decrease the older it gets. But this is exactly what (5.4) expresses. 
In Section 6.3 we saw that the recursive credibility estimators derived under the time-
homogeneous model have some attractive properties. These properties may also be valid 
for the recursive credibility estimators in the models of Chapters 5 and 7, but this depends 
on the value of the parameters in each particular case. 
In Chapter 7 we have proposed a model which takes car models with unknown prices 
into consideration. It should be interesting to check how this model behaves in practice. 
This would have been a more elaborate project and was therefore not included in the 
present study. 
We showed in Chapter 8 that the credibility estimators in our models are nothing else 
than the Kalman filter. But we have done more than just using the Kalman filter. We 
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have stated models with desirable properties and under these models we could reduce the 
estimation problem considerably by a simple application of linear sufficiency. This made 
the calculation of the recursive credibility estimators much easier which is very important 
in practice; instead of having to store the claim data from all of the individual policies 
in the whole portfolio from each year, we only have to take a weighted average over the 
policies associated with the car model in question and store that quantity for each year. 
In our application of the model in Chapter 5 we used sports cars, cars with four-wheel 
drive, diesel cars and so on (we only excluded the most expensive cars in addition to cars 
with zero risk volume and the ones with one or no policies associated with them) for the 
estimation of f3i, Aj and Ui· This is dangerous to do because these rather extreme cars 
may influence too much on the estimates. This could also be a reason for the instability 
in our estimates. We included these cars to avoid having too few car models to base 
the estimation on. This was particularly a problem for 1989. In this year we based the 
estimation on only 298 car models since many of the car models in this year had volume 
equal to zero. If we had excluded the above-mentioned cars as well, we would have ended 
up with approximately 220 car models. This is a substantial reduction from the initial380 
distinct car models. 
As already mentioned the estimates presented in Chapter 12 were quite unstable. This 
instability could be originated from causes other than extreme car models. In fact there has 
been a considerable change in the composition of the risks in the portfolio during the period 
from 1987 to 1989. In 1987 the economy in Norway was tighter. This has affected peoples 
behaviour in the subsequent years. The number of passenger cars sold has decreased, the 
number of distinct car models to choose from has been reduced, people are buying smaller 
and less expensive cars, fewer new policies have been taken out, there is an increased 
tendency to drop the vehicle damage cover (liability cover is compulsory in Norway), the 
number of older cars has increased, and the mileage has decreased. This has undoubtedly 
had an influence on the structural parameters. This could be an argument against the 
way we tried to reduce the variation in the estimates by assuming constantness of the 
Ui 's and that the 'Pi's are influenced by inflation only. This was of course a simplification 
of reality, and we were only willing to make these rather strict assumptions because the 
observational period was relatively short. However, the fluctuation in the estimates seemed 
rather extreme and should be amended for in some way or other. There could of course 
exist alternatives to the way we tried to solve this problem. But there is an argument 
which supports the way we tried to eliminate the fluctuation in the 1 §j's. In Chapter 12 we 
used the technical variables of the car models in 1987 from a list dated November the same 
year, in 1988 from February 1988, but in 1989 we used a list dated May 1990. The period 
between the two first lists is only three months while the period between the second and 
the third list is 27 months! Then it is perhaps not surprising that the correlation between 
1987 and 1988 initially was estimated very high and the correlation between 1988 and 1989 
was estimated very low. So, some kind of an average between 1 §1 and 1 §2 as an estimator 
of the Ui 's in that time period is maybe not that unrealistic even if one feels that the Ui 's 
have not been constant during this period. The long time-period could also explain the 
considerable drop between the estimators of /32 and /33 • 
Before making a final conclusion about the performance of our model in Chapter 5 we 
should apply the model on real data where the prices for each car model are observed at 
equally spaced time intervals. 
On how many years of observations should we base the estimation of uP That is, how 
large should we choose d to be? Before making a decision about this we have to be aware 
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of the fact that the number of car models on which to base the computation of ~fj will 
roughly be decreasing in li- j I· Hence, it is not necessarily desirable to choose the number 
of years d as large as possible. One should in each particular situation investigate whether 
the amount of information gained when increasing d justifies the more elaborate task of 
handling observations from an increasing number of years. 
The estimation of parameters in our models is clearly a topic of further research. As 
mentioned before we have not tried to derive optimal estimators, merely reasonable estima-
tors which are not too complicated for practical purposes. One may question whether the 
estimators of u} proposed in this paper are sufficiently simple. They should be practicable 
for d small (as in our example where d = 1) but for a large d the estimation process becomes 
bothersome. If one feels that one ought to base the estimation on observations from a large 
number of years then one could think over whether one should seek alternative estimators 
of the u}'s. In Chapter 12 we saw that another drawback of the estimators of u} derived 
in this paper, is that their values decreased if the estimators of the .\}'s increased and one 
could perhaps argue that they are too sensitive towards this. One could perhaps amend 
for this by basing the estimator of Aij (i > j) on /3i and /3i instead of on /3i and /3i. 
As we remember from Section 11.2 we were not quite satisfied with the estimator (11.2) 
and we therefore modified it. As pointed out in subsection 12.2.1 it was not reasonable to 
apply this modification on our data material. We are therefore not quite happy with the 
Poisson-assumption and we should seek alternative ways to estimate the <pj's. 
We must be aware of the fact that our models have their limitations. They do not de-
scribe perfectly the processes under consideration. The estimate that our models produces 
should therefore be combined with an expert's opinion to reach a final estimate. This expert 
will use his knowledge of the different car models to correct the proposed estimates of the 
risk level given by the models. He may also take a glimpse at the rating of the car models 
in competing companies. In this way the estimate produced by our models will serve as a 
guideline for the expert to make a final classification. For a more thorough discussion on 
this subject we refer to SUNDT(1987a, subsection 3. 7) and SUNDT(1991b, Section 8.2). 
We have in this paper derived models for classification of cars, and at least one of the 
models turned out to be applicable in practice (after some modifications, see Chapter 12). 
However, the present author feels that there is still some work to be done concerning the 
estimation of parameters before we have a complete rating system at hand. If one wants 
to implement the system with the estimators derived in this paper, it should be used 
with care. The implementation and later updating should be controlled by a statistician 
(actuary) who should detect and try to modify estimators with unreasonable behaviour. 
Chapter 14 
Areas of Further Research 
14.1 Introduction 
During the present study many problems arose which demanded solutions. The work 
connected with finding solutions to these problems was rather time-consuming and the 
consequence was that topics which we initially wanted to treat had to be omitted. These 
topics will be discussed and ways to extend our models will be indicated in this chapter. 
We will only give suggestions and not try to give any final solutions to the problems. Hence 
this chapter will be of a summary nature. 
14.2 Choice of regressors 
In this study we have used the technical variables: a constant term, engine power, and price 
divided by weight in vehicle damage, and a constant term and engine power in liability 
insurance. Now and again one should examine whether the regressors currently in use still 
are able to give a sufficiently good prior estimator of the risk level in that particular year. 
This is particularly important for new car models for which we do not have any claim 
experience. IT there exists another set of technical variables yielding better prior estimators 
and possessing other desirable properties (for a discussion on how to select the regressors 
and which properties they should have, we refer to SUNDT(1987a, subsection 3.5); see also 
Section 14.3) one should use these variables instead of the set currently in use. 
In particular, if we are going to make use of the time-heterogeneous model for two 
portfolios we have to find a new set of regressors in vehicle damage for the car models in 
sub-portfolio B. 
14.3 Sports cars and other extreme cars 
It has been advocated by practitioners in UNI Storebrand that the technical variables we 
have used do not give an adequate prior estimator for the very expensive cars, sports cars, 
cars with four-wheel drive, and diesel cars. As proposed by SUNDT(1987a, subsection 3.5) 
for the two latter, one could include (0,1)-variables for these characteristics. But one has to 
be careful not to include too many regressors. The regressors should secure monotonocity 
in the prior estimator, that is, a sports car should be rated higher than an ordinary car, 
a car with a larger engine power should be rated higher than a car with a smaller engine 
and so on. 
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Another way to solve this problem is by dividing the portfolio into sub-portfolios. One 
sub-portfolio consists of very expensive cars, another of sports cars and so on. The whole 
analysis described in this paper should then be performed separately on each of the sub-
portfolios. A problem with this approach is that, of course, each sub-portfolio will contain 
a smaller number of car models than the original portfolio. This will make it even more 
difficult to obtain estimators of the parameters with an acceptable accuracy. 
In either case we have the problem on how to distinguish between sports cars and 
ordinary cars. On which criteria should we base this distinction? What do we mean by a 
sports car? lNGENBLEEK & LEMAIRE(1988) try to shed some light on these problems, but 
they do not base their analysis on claim data, only on technical characteristics. 
14.4 Risk parameter describing the whole portfolio 
In some years we may expect more claims and/or larger claims than in other years. This 
could be a result of varying weather conditions from year to year. If, for instance, the 
roads are very icy one winter we would expect more claims than is normal from all the car 
models in the portfolio. We have not taken this into consideration in our models; we have 
assumed the claim amounts from different car models in the same year to be independent. 
One way to make up for this deficiency is to modify our models in this paper by including 
a random risk characteristic for each year describing how this year differs from other years. 
We may denote these risk characteristics by Hi (capital Greek TJ) and assume that the Hi's 
are mutually independent and independent of the 0k 's. Assumptions 4.1 and 4.2 may now 
be modified by being valid when the Hi's are given. Assumptions 4.3 and 4.4 are kept 
unchanged. The assumptions given in Chapters 5-7 should be modified in a similar way. 
A more thorough discussion on this subject is given in SUNDT(1979). 
14.5 Hierarchical models 
In our application of the model in Chapter 5 we considered each variant as a separate car 
model. In our models we have assumed independence between car models. As pointed out 
in Chapter 13 this is not realistic for all the car models. We may modify our models to 
take this into consideration. As proposed by SUNDT(1987a, p. 64) this may be done by 
introducing hierarchical models on two or three levels. In a model with three levels one 
could have one level for make of car, one level for model and one level for variant. In a 
model with two levels we could have one level for make and one for model or one level for 
model and one for variant. 
Another approach to the solution of this problem is given in the next section. 
14.6 Joint car model 
Since different variants of a car model probably will be dependent of each other we could 
reduce the dependency between the variants by handling different variants as one car model. 
Variants which differ considerably from the other variants of the car model should not be 
pooled together with the other variants. The technical variables for this "car model" could 
be a weighted average of the technical variables of the variants which make up the car model 
(the weight being e.g. the risk volume). The technical variables for each of these variants 
will be incorporated into the (hidden) random risk characteristics of that car model. In 
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this way the total number of car models in the portfolio will be reduced considerably, but 
there will be more information to base the estimation of the risk level of each car model 
on. 
This approach has also been discussed by SuNDT(1987a, p. 64). 
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Appendix A 
Useful Identities 
For the sake of simplicity we will use the notation from the model of Chapter 5 in this 
appendix. The identities may be extended in the obvious way to be valid in the model of 
Chapter 7 as well. 
A.l Covariances 
In the present section we will derive some identities concerning unconditional and condi-
tional covariance between observations and risk levels. 
In Assumption 5.3 we defined vkji to be identical to wkji· In Section 11.2 we redefined 
Vkji to be vkji = wkji/ ekj, where ekj=engine power for car model k in year j. This redefi-
nition was performed in order to improve the realism of our models. In either case we can 
write 
(A.1) 
with hkj = 1 in the former case and hkj = 1/ ekj in the latter. Thus we have 
(A.2) 
Summing both sides of (A.1) over i, we get 
(A.3) 
These identities will be utilized in the expressions below. 
From Assumptions 4.2, 4.3 and 5.3 we get 
(A.4) 
We have 
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where ( 1) is a consequence of the definition of Yki·, ( 2) of ( A.4), and ( 3) is a result of ( A.1). 
Using (A.3) we get 
(A.5) 
Further, we have 
where (1) follows from the definition of Ykj'· and (2) is a consequence of (A.5). This yields 
(A.6) 
Before continuing we remind about the useful identity 
Cov(V, W') = E[Cov(V, W'IZ)] + Cov(E[VIZJ,E[W'IZJ) (A.7) 
valid for arbitrary random vectors V, Wand Z. 
We now consider 
where (1) follows from Assumption 4.1, (2) from (A. 7), and (3) from (A.4), Assumptions 4.3 
and 5.1. Using Assumptions 5.4 and 5.5 we have 
We have from Assumption 4.1 
(A.7) and (A.5) yield 
(A.8) 
Further from Assumption 4.1 we get 
and using (A.7) and (A.6) we obtain 
Cov(Yki·• Yk'i'·) = 8k,k' [81,1' :~ + >..i,i'] . 
kJ· 
(A.9) 
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We also have 
Cov( mki(eki ), Yk'i'i') (!) E[Cov(mkJ( eki ), Yk'i'i'jekj, ek'i' )] 
+ Cov(E[mkj(ekj )jekj, ek'j'], E[Yk'j'i'jekj, ek'j']) 
0 Cov(mki(eki ), mk'i'(ek'i')) Cil b'k,k'Cov(mki(eki), mki'(eki')) 
where (1) follows from (A.7), (2) from Assumptions 4.3 and 5.1 and the fact that mkj(ekj) 
is non-random when ekj is given, and (3) from Assumption 4.4. Using Assumption 5.5 we 
get 
(A.10) 
Finally, 
where (1) follows from the definition of Yk'i'· and (2) from (A.10). Thus 
(A.ll) 
A.2 Correlations 
We assume (i ~ j). The definition of correlation and Assumptions 5.5 and 5.7 yield 
1ri+l,j = 
Ai+l,j 
VAi+lAj. 
(A.12) 
Inserting Assumption 5.6 into (A.12) and using the definition of correlation and Assump-
tion 5. 7 once again gives 
(A.13) 
We have from (A.13) that the special case i = j yields (note that 1rii = 1 Vi) 
(A.14) 
A.3 Expectations 
In the present section we will derive some properties about conditional and unconditional 
expectations. First we note that 
E(V) = E[E(VjW)] (A.15) 
is valid for any pair of random variables V and W. 
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Consider 
where ( 1) follows from the definition of Ykj. and ( 2) from Assumption 5 .1. This yields 
(A.16) 
On the other hand using (A.l5) and (A.l6) we have 
and by Assumption 5.2 we obtain 
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