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1. INTRODUCTION 
Consider the following statistical thought-experiment. A series of trials, 
each yielding either success or failure, issuch that, when reproducibly 
carried out, the probability distribution fu ction for k successes inN trials 
is W(k, N). We do not insist that they are Bernoulli trials and allow for the 
fact that the success probability for a given trial may depend on the 
previous equence, in particular on the previous core of successes. A single 
sequence of trials governed by W(k, N) will be called a run. 
Without further restriction, we now define a second-order cumulative trial 
as the composition of two separate runs such that the net outcome is 
governed by the distribution fu ction W’*‘(i, N), where 
W’*‘(i, N)= i W(k, N) W(i-k, N-k), 
k=O 
(1.1) 
and so on, to higher orders by means of the iteration 
w(n)(i, NJ= i W(n-L’(k, N) W(i-k, N-k). 
k=O 
(1.2) 
The physical content of this idea is pervasive and relevant in practical 
statistics. Wc”)(i, N) clearly characterizes theresultant function for i SUC- 
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cesses out of a possible N when on n successive runs the failed trials are 
allowed to be repeated to enhance the total score of successes. In addition 
to the discovery of W (n) for different models, related quantities ofinterest 
include the waiting-time distribution to complete success, w,(n, N), in 
terms of the number of runs n. 
In an earlier paper [ 11, we explored the obvious special case of Bernoulli 
trials, with W(i, N) given by the binomial W(i, N) = b(i, N, a). This proved 
to be remarkably straightforward in that, for W(k, N) binomial, W(“)(k, N) 
is also binomial with an altered success probability 1 - (1 - cr)“, i.e., 
W’“‘(i, N, cx) = W(i, N, 1 - ( 1 - a)“). (1.3) 
From this it could be shown that the waiting-time distribution t  complete 
success is 
~v,(n, N cc)=[l-(l-a)“]N-[l-(l-~)n~l]N. (1.4) 
In the binomial case, njI as a function of n has a very long tail, reflecting 
the fact hat, for typical cumulative trials, itis increasingly difficult to pick 
up the last few successes needed to achieve the total N. 
It is interesting to consider what soluble models might exist which‘ are 
more general than the simple Bernoulli case. A natural candidate would be 
the case of Hypergeometric Trials (HGTs) since these lead to Bernoulli 
trials as a limiting case as well as to Negative-hypergeometric occupancy 
trials by a simple transformation. We investigated Cumulative Hyper- 
geometric Trials (CHGTs) in [ I] and obtained certain Markovian proper- 
ties, though without solving the fundamental problem of the function W’“‘. 
Here we return to the Hypergeometric ase and show that, while the 
problem is considerably more complicated than its Bernoulli analogue, an 
expression for W(“)(i) can nevertheless be obtained in the form of a finite, 
single summation. The result is an interesting a dpossibly unique example 
of statistical interpretation of a generalized hypergeometric function of the 
form ,,FP ~r, defined by 
PFPp, [z] E PFPm , ba’hn,:;..;a” ;z 1 (al)v~~~(a,)v y ...(b,-,),Z’ (1.5) 1, 23 7 p 1 v! (&I,, 
where Iz( < 1 if the series does not terminate and the parameters in the 
denominator are such that there are no zero factors in any of the terms. 
The shifted factorials used on the right side of (1.5) are defined by 
(“)‘=(l;a+ l)...(a+v- l), 
if v = 0, 
if v = 1, 2, . . . (1.6) 
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2. HYPERGEOMETRIC TRIALS 
The usual description of hypergeometric trials involves a capture 
process, for example, in the random sampling of different varieties of fish in 
a lake [2]. However, for present purposes it will be convenient to stick to a 
simple urn model along the following lines. Let there be two urns, one 
empty, the other containing a mixture of r red and b black balls. Let the 
prescribed number a of balls be drawn at random from the mixture and 
examined. By simple combinatorics the probability hat some id a of the 
sample are red is 
W(i,a,r,r+b)= 
(l)(ub-i) (T)(rT”Ya) 
(r;b) = (r;b) ’ (2’1) 
The red balls may be collected inthe empty urn and a score of i successes i
registered. Each drawing of a ball will be called a trial; each set of trials 
like the above, whether the balls are drawn sequentially or simultaneously, 
will be called a run. 
We shall first list a number of properties ofthe hypergeometric dis- 
tribution for use later. 
(a) The symmetry W(i, a, r, r + b) = W(i, r, a, r + b) is inherent, as 
written in the second form of Eq. (2.1) above. 
(b) An alternative formulation in terms of the shifted factorials, by 
use of the identity 
J-l)B(-4~ 
B! ’ 
(2.2) 
(2.3a) W(i,a,r,r+b)= 
r (-U)i(-r+U-b),pi 
0 i (-r-b), 
(2.3b) 
= (b-a+ l), (-r),(-a), 
(b+ l), ‘i!(b-a+ l)i’ 
(2.3~) 
(c) The normalization 
min(u,r) 
,Fo W(i,a,r,r+b)=l (2.4) 
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follows immediately from the expression (2.3~) by 
formula (Slater 111.4)’ 
virtue of Vandermonde’s 
(d) The transition to Bernoulli trials consists in taking the limit 
a + co, b + co, a = crb, with Win the form (2.3b). Since i and r are fixed, it 
follows immediately that 
lim W(i,a,r,r+b)= 1 cr’(l--a)‘-‘. 
0 
(2.6) 
[u-tm,b-m,o=ab] 
(e) The mean, pi, in our present notation becomes 
min(u,r) 
p, = c kW(k, . ..)=A. 
k=l (r+b) 
(2.7) 
3. CUMULATIVE HYPERGEOMETRIC TRIALS 
As in the simple Bernoulli case, the idea behind Cumulative 
Hypergeometric Trials (CHGT’s) is that of enhancing the score of 
successful trials by making supplementary runs in which failed trials are 
allowed to be repeated. This process can be regulated ina number of alter- 
native ways, depending on what is chosen as the final state of complete 
success. One possibility would be to attempt o capture all the red balls in 
the furst urn by repeated trials with a sufficiently large sample size a. 
Another is to select a sample size a and allow repeated attempts to achieve 
the state i= a, that is, to obtain an all-red selection fgiven size. It turns 
out that this alternative alone is mathematically tractable and so it is the 
one we shall develop here. 
Returning to the two-urn model introduced above, let the i red balls 
(successes) drawn in the first run be saved in the second urn while the a - i 
black balls drawn (failures) arereturned to the mixture. A second drawing 
is now made, this time of a - i balls, the number of failures inthe previous 
run. If the red balls are again separated and added to the score, the out- 
come will be distributed according to the function W@‘(i, a, r, r + b), where 
WC2’(i, a, r, r + 6) = c W(k, a,r,r+b) W(i-k,a-k,r-k,r+b-k). 
k=O 
This is the distribution fu ction for second-order CHGTs. 
’ All formulae cited in this form are referred to by equation numbers in Ref. [3, 
Appendix III]. 
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The procedure described can be repeated by successive runs to any order 
n with corresponding convolutions of the distribution functions as in 
Eq. (1.2). Our objective will be to find an explicit formula for the general 
distribution fu ction of order n in the above model. 
4. THE FUNCTION IV”’ 
Let us first investigate more closely the structure of the function 
W”‘(i, a, r, r + b). The terms in the convolution are 
W(k,a,r,r+b) W(i-k,a-k,r-k,r+b-k) 
(;)(afk) (:Ikk)(ari) 
= 
(r;b) ’ (ri--;k) ’ 
(4.1) 
Thus, on reverting tothe shifted factorial notation we get 
W”‘(i, a, r, r + b) 
Since the summation is now in the form of Vandermonde’s eries (2.5) we 
obtain the result 
It is interesting ow to observe the normalization of this function. 
Evidently 
i W’*‘(i, a, r, r + 6) 
i=o 
since the 3 F2 [ 1 ] function is balanced,2 the terminating hypergeometric 
series with argument 1 which, by the Pfaff-Saalschtitz formula (Slater 111.2) 
sums to precisely the reciprocal ofthe previous term. 
2A series PFP- 1[z] is called balanced or Saalschiitzian f the sum of the denominator 
parameters exceeds that of the numerator parameters by 1. 
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5. THE FUNCTIONS W3) AND WC4' 
Continuing to the third stage, we can form W3’ from (4.2) and (2.3) as 
lv3’(i, a, r, r + b) = [ (b;+&;L~ ‘,,-i);;;;: 
“,;, (i-k)!k!(b-a+ l)k(b+ l)r-k 
; (r+26-a+ l),(b-a+ 1 +k),-k (5,1) 
in which we have used simplifications of the type (-r); = 
(-r)k(-r+k),+k. Further use of (2.2) and the relation (b+ l),= 
(- I)“( -r - b),(b + l)+ k brings this into the form 
x i (-i),(-r-b),(r+26-a+ lh 
k!(b-a+ l),(b-a+ l)k 
. (5.2) 
k=O 
The summation is now expressible as
-i, -r-b,r+2b-a+ 1 
b-u+l,b-a+1 
;l . 1 (5.3) 
Here we may pause to note that the 3F, function just written is not 
explicitly summable since it lacks the balanced property required by the 
Pfaff-Saalschiitz formula (4.4). Nevertheless the summation to unity over i 
remains guaranteed, aswe may see by direct evaluation and reduction to a 
balanced 3F, expression cancelling the prefactor asin Eq. (4.4). 
Although some elements of a pattern are beginning to emerge, hopes 
that this is straightforward efrustrated when we evaluate Wc4) by similar 
methods and find 
x4F3 
-i, -r-b, r+2b-a+ 1 
b-u+I,b-u+1,u-2b-r-i’1 ’ 1 (5.4) 
no summation theorem being available for the 4F3. If further dis- 
couragement to this head-on approach is needed, IV(‘) provides it-the 
result is no longer in generalized hypergeometric form but appears as an 
apparently irreducible double series. 
CUMULATIVE HYPERGEOMETRIC PROCESSES 621 
6. THE GENERAL WC”) FUNCTION 
All indications are that the previous approach cannot lead to a general 
formula for WCn). A trick is needed. Returning to the case of WC3’ we con- 
sider replacing the 3F, function by a higher-order generalized 
hypergeometric series with a different structure. A possible candidate is the 
expression of a 3 F,[ 1 ] series as a very well poised 6 F,[ - 1 ] series. The 
hypergeometric series 
“P-1 
4, a,, . . . . a,. 
b,, . . . . b,_, ” 1 
iscalied weZlpoisedifa,+l=az+b,=a3+b2= . ..=a.+b,_,,anduery 
well poised if, in addition, a2 = 1 + fur. The formula that seems to be 
appropriate h re is Whipple’s transformation formula [ 3, Eq. (2.4.1.1)] 
[ 
-m, a, b, c 
4F3 d,e,a+b+c+l-d-e-mm;l 1 
(d+e-c-b),(d+e-c-a), 
=(d+e-c),(d+e-c-a-b), 
d+e-c- 1,l +f(d+e-c- l), 
x ,F6 
a,6,d-c,e-c, -m 
(6.1) 
e,d,d+e-c+m 
that expresses a balanced 4F3[ 1] series as a multiple of a very well poised 
7F6[ 1] series. Taking the limit a+ co above we obtain 
=(d+e-c-b), 
(d+e-c), 
x F d+e-c-l, l+$(d+e-c-l),b,d-c,e-c, -m 
6 5 
L f(d+e-c-l),d+e-c-b,e,d,d+e-c-m ‘-’ ’ 1
(6.2) 
Use of this formula in Eq. (5.3) leads to the result 
W’3’(i, a, r, r + b) 
x $5 
-r-a, l-:(~+a), -r-b, -r-b, -r-b, -i 
--f(r+a),b-a+l,b-a+l,b-a+l,l-r-n+i~-l ’ 1
(6.3) 
409:135!2-I7 
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Observe now what happens on using this expression 
After obvious cancellations 
Wc4’(i, a, r, r + b) 
1 x i (-i)k(-r--h)k F -r-a ,.,.,., -k 
k=O k!(l-r-a), 6 ’ 
- 1 
-i(r+a),.,.,.,l-r-a++ J 
, (6.4) 
to calculate W4’. 
the entries in the 6FS function copying those in the expression above with 
variable k. 
On isolating the crucial terms in the k-summation, we now find that 
these are reducible via Vandermonde’s formula. By now familiar moves we 
obtain successively 
1 ( - Qk( -r - bJk( -k), 
’ kl(l -r-a),Jl -r-a+k), 
k=O ’ 
=(-1)'(-i),(-r-b)j 
(1 -r--a),, zF1 1 -,-,++l 1 
j-i,j-r-b 
I 
(1 +b-a),(-r-b),(-i),(-1)’ 
=(l -r-a),(1 +b-a),(1 -r-a-ti), (6.5) 
and, on using this in (6.4), obtain the result 
W’“‘(i, a, r, r + b) 
-r-a, 1 -$(r+a), -r-h, 
F 
-r-b, -r-b, -r-b, -i 
‘7 6 -i(r-t-a), 1+b-a, 1 +b-a, 1 +b-a, 
;l ‘ 
I 
(6.6) 
l+b-a,l-r-a+i 
Now a pattern is indeed emerging which strongly suggests that W@) takes 
the form 
W(“‘(i, a, r, r i- b) 
X n+3 F 
-r-a, l-+(r+a), -r-b ,..., -r-b, -i 
n+2 -f(r+a), 1 +b-a ,..., 1 +b-a, 
.;(-1)” . 
l-r-a+2 1 n terms (6.7) 
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It remains to construct a proof by induction. This follows in a 
straightforward manner by composing WCn+‘) in the form (1.2) with IV(“) 
given by (6.7) and W (‘I by (2.3~) and using the summation (6.5). 
For completeness we may return to check that the formula (6.7) does 
correctly reproduce W”’ and Wc2’ (and indeed even W”‘(i) = ~3,~). For 
W(l) we have 
w”‘(i,u r r+b)= 
(b-a+ 1L (-r)i(--a); 
> 3 
(b + 11, ‘i!(l --r--a)i 
x ztF3 1 -r-u, l-$(r+u), -r-h, -i -$(r+u), 1 +b-a, 1 -r-u+i’ -’ 1 =(b-a+l)r.(-r)i(--a)i (b+ 1L(1 +b-a), (6.8) 
the summation being by a limiting case of Dougall’s formula (Slater 111.13). 
For WC*) it follows imilarly that 
Wc2’(i, a, r, r + b) 
x sF4 
-r-u, l-i(r+u), -r-b, -r-b, -i 
-$(r+u), 1 +b-a, 1 +b-a, 1-r-u+i’ ’ 1 
(-rM--ali 
i!( 1+ b - a),( 1+ b -a),’ (6.9) 
the summation by a special case of Dougall’s formula (Slater 111.13). 
Without detracting from the general result (6.7), we might choose to see 
these formulas as statistical realizations f Dougall’s formula in their own 
right. 
With the repetitions in the hypergeometric function and the property 
that (1 - A),/( -.4)k = (A - k)/A, some slight simplifications occur in the 
explicit form of the series. Thus we can write alternatively 
W(“)(i, a, r, r + b) = [ W---;l;)‘l’ C-“-W;;, 
x i (-r-a)Sk-r-a) (-l)“(-r-bJk n. (610) 
k=O k!(l -r-a)i+k c 1 (l+b-a), ’ 
We may note in passing that these formulas are equally valid for the two 
types of sampling experiment with r > a and r < u, respectively. There is no 
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particular distinction between these two cases in the form of the result and 
W@” vanishes appropriately for i > min(a, r). 
Having obtained the general formula for IV@‘, we may consider the dis- 
tribution of waiting times to complete success, w,(n). There are several 
interpretations f this, one in terms of the probability W’“‘(a, a, r, b) 
(whole sample is red when r > a), another in terms of PV)(r, a, Y, b) (all 
red balls captured when r <a). Unlike the case of cumulative Bernoulli 
trials, no great simplification is forthcoming when we take these limits, but 
the result for Wtn)(r, r, r, r + b) is perhaps worth quoting. We find 
(6.11) 
probability ofcomplete success on the nth run when sample size equals 
number of red balls present. Using this to illustrate the distribution of 
waiting times to complete success, wl(n) = IV@) - W’“- ‘), we find 
w,(r, r, r, r + 6) 
(1 +r+b-k),(b-r+ l)r ’ 
(1 +b-r),(b+ l), 1 
X 
i 
(b-r+ 1 +k),-,- 1 1 (b+lL-k . (6.12) 
Similar, though more complicated formulas can be written for the cases 
where a # r. 
In spite of these difficulties, it i  tempting to look for simplified formulas 
for the moments of the distributions WC”) and w,(n). We can easily show, 
however, that this is futile. Itsuffices tolook at the mean ,ni”) of the dis- 
tribution W(‘)(i). Using the formula (2.7) for the hypergeometric mean and 
taking the moment directly from the expression (3.1) we see that 
pi’)= 2 W(k,a,r,r+h) 5 iW(i-k,a-k,r-k,r+b-k) 
k=O i=k 
=k!o W(k,a,r,r+b) f (i+k) W(i,a-k,r-k,r+b-k) 
i=O 
with evident complications. 
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7. THE BERNOULLI LIMIT 
From the nature of the trial scheme it is clear that a suitable application 
of the limit (2.6) should reduce all our equations to the much simpler case 
of cumulative Bernoulli trials treated in Ref. [11. To demonstrate this it 
will be sufficient to consider the most general formula for W(“)(i). We 
therefore consider the limiting process a--, co, h + cc, a = crb applied to 
Eq. (6.7) (infinitely many black balls, infinitely large sample size in propor- 
tion a, number of red balls constant). Observing the effect ofthis, which we 
denote by LimcB,, on the hypergeometric function, we see immediately 
that 
’ (-ilk 
Lim,+3Fn+2C...I= C 
cw k=O 
~(l-~)~““=[l-(l-~)-“]i (7.1) 
with the arguments of r* + 3 F, + 2[ . . ] copied from Eq. (6.7). Similar 
operations on the pre-factor yield, after earrangement, 
I$ W’“‘(i,a,r,r+h)=(l-cc)” i [(l-cc) “-11’ 
0 
= 
0 
1 [l -(I -cc)r~]‘(l -‘ )n(r-i) 
=h(i,r, 1-(1-g)“) 
as found for CBTs in Ref. [l, Eq. (2.8)]. 
(7.2) 
8. CUMULATIVE NEGATIVE-HYPERGEOMETRIC TRIALS 
As is well known, the negatiue aspect of the hypergeometric distribution 
is obtained through the substitutions 
a++ -p 
rttN 
r+b++ -(p+q), 
(8.1) 
the effect of which is to convert W(i, a, r, r + h) into its counterpart 
W,,,(i, N), where 
w,,Ji, N) = 
T(p+q) (i+l),-,(N-i+ l),-, 
T(P) f(q)’ (N+ Q+q- I . 
(8.2) 
Now the negative hypergeometric distribution just written has a statistical 
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realization in terms of occupancy trials rather than the capture trials with 
which we have been concerned here. Specifically 
W,,,(i, N) = Pr 
1 
when N balls are cast randomly into p + q 
boxes, asubset of p boxes will contain iballs I 
This immediately suggests a scheme for cumulative negative-hypergeometric 
trials which closely parallels the case of CHGTs just developed. The 
modified occupancy trials would be construed as follows: 
(a) Let N balls be cast into p +q boxes such that k fall into the 
subset p. This constitutes a run. 
(b) Let the k .rz4ccexSeS be left in the p boxes and the remaining N-k 
failures be cast again into the p + q boxes. Let the number found in the p 
subset be i. 
The probability ofobtaining i successes intwo such runs is the convolution 
Wpiy(i, N)= $ W,,,(k, N) W,,,(i-k, N-k) (8.3) 
k=O 
and this can be iterated inthe manner of Eq. (1.2). To obtain the formula 
for WE$i, N) it suffices totranscribe (6.7) with the replacements (8.1). The 
result, suitably rearranged, is
(q).N I 1 n (-N)i(-P)i = (P+q)N i!( 1- N+ p), 
X F 
N+p, 1 +$(N+p), p+q, . . . . p+q, -i 
I?+3 n+2 -$(N+p), 1-q-N ,,.., .;(-1)” ’ l-q-N,l-N+p+r I 
n terms 
(8.4) 
A Bernoulli limit, identical toEq. (7.2), is obtained by this alternative 
route on letting p + co, q + cc with p/(p + q) = CX. Other limits, ofthe form 
N + co, i + co, x = i/N, lead to expressions for iterates of the beta 
distribution in the continuous variable x. These are of lesser statistical 
importance and exhibit no noteworthy simplifications. 
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