Abstract
Introduction
According to statistical data of the computer network emergency technology processing coordination center (CERT/CC) the security accidents have been increasing exponentially and most of them were caused by worms. In internet environment worms are spreading more and more quickly. A lot of losses have been caused by worms. For example, CodeRed infected 360,000 hosts in 14 hours in July, 2001 and the losses were more than $2.6 billion. The Sasser worm infected 500,000 hosts in 2 days in May, 2004 . And the losses caused by it were as high as tens of millions of dollars [1, 2] . At the same time a lot of research has been done in the field of worm propagation [3] [4] [5] [6] [7] [8] . Many propagation models have been introduced. Of them the epidemic models were accepted widely. In epidemic modeling there are a lot of mathematical and biological models, which are based on the SIR (Susceptible-Infected-Recovered) model [9] . Taking the reproduction number and the death number into consideration, SIRS (Susceptible-Infected-Recovered-Susceptible) fuzzy model and worm mitigation model based on vaccinations and dynamic quarantines SEIQV (Susceptible-Exposed-InfectedQuarantined-Vaccinated) are proposed [10, 11] . The common characteristic of these models is that worm propagation process was expressed by a set of differential equations. This paper presents the stochastic model of worm propagation based on the epidemic models. Just like epidemic models the susceptible hosts on the computer network are supposed to be constant. Because the SEIR (Susceptible-Exposed-Infected-Recovered) model presented in this paper is linear equations, the form of state equation can be written. The Markov chain can be given. By decomposing the state space of Markov chain the transition propobality to an absorbing state and expected transition time can be resolved. Experimental results show it can explain some problems and it is a great help to defend worm attacks. If the differential equations are not linear we can linearize at equilibrium points by the Jecobian matrix. If the Jecobian matrix is compartmental the corresponding stochastic model can be obtained.
The rest of the paper is organized as follows. Section 2 presents a linear SEIR model. Section 3 discusses state transition and computations for the Markov chain, including state property analysis, computation of transition probability and transition time from the nonrecurrent state to the absorbing state. Section 4 shows the simulation results of the proposed model and discussion about it. Finally, section 5 summarizes the paper with some future directions.
SEIR model
This section discusses the linear epidemic model which has four states. They are Susceptible(S), Exposed (E), Infected (I) and Removed (R). State S is susceptible and it can be infected by worms. State E is exposed, that is, the node has been infected but has no ability of infecting other nodes. State I is infected and can infect other nodes. State R is the recovered state, that is, the worm has been cleaned. This paper is based on three hypotheses: (1) The total number of hosts on the computer network is constant. (2) 
Where  is the infection rate. ,   are the removal rates of infected and exposed hosts,  is the separation constant. SEIR model are linear equations and they can be expressed by the following state space model.
Where, A= 0 0 0
is called state matrix.
The stochastic model is very useful in the research of worm propagation. We can compute transition probability and expected time from one state to another by a stochastic model. The one-step transition probability matrix can be expressed by the following equation [12] :
Where P is transition probability matrix and h is time interval between events. The following equation is obtained by substituting state matrix A into (4)
We can see from (5) that the sum of all elements in each row of matrix P is equal to 1, that is 
Similarly, state E and I are nonrecurrent.
For state R: Because
, so state R is recurrent. And since R is a closed set, so state R is an absorbing state.
Then state space can be divided into
T R    ， where, T S E I
   is the set of nonrecurrent state. R is the closed set of recurrent state. Supposed one-step transition probability matrix can be expressed by the following form
An 
Obviously in the finite state space Markov chain starts from some state in T, it will not be back to T after it comes into the recurrent closed set through a period of time. And jr U is the probability which state j firstly reaches state r in the recurrent closed set after it leaves from set T.
Computation of transition probability
This subsection calculates the transition probability in the case of transition from a nonrecurrent state to an absorbing state.
Generally the event is decomposed to compute transition probability
Now we compute B from two cases： 
Noted by ( , ) ij U u i T j T    , the corresponding expression in the form of the matrix is
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In fact the ith row and kth column element ik u in the matrix shows the transition probability from a nonrecurrent state to a recurrent state.
Computation of transition time
This subsection calculates the transition time in the case of transition from a nonrecurrent state to an absorbing state.
To w is computed by the method similar to above. We get
By the analysis similar to above we obtain ( )
Noted by ( , ) , ( ( ), )
.The corresponding expression in the form of matrix is
It is the needed expected time distribution starting from the state in T to leaving the set T.
Where, j e is the unit column vector which the jth component is 1 and other components are zero. So we get
It is the expected time distribution which is at state j in set T starting from the state in T to leaving T.
Experimental results and analysis
Transmission probability 1
( 1 ) 0
can be expressed in the form of a compartmental matrix
At first the absorbing probability is computed. We can obtain this from equation (10) 
It shows that the transition probability is 1 from state S, E and I to R, that is, every state will come to the recovered state at last. No matter the system starting from any nonrecurrent state there is a positive probability p reaching absorbing state and the probability of not reaching the absorbing state is 1-p. This probability will be 2 (1 ) p  after 2-step transition. This probability will be (1 )
When k→∞ the probability approaches zero. So when t→∞ the probability at any non-absorbing state will be zero. To verify our analysis, we have simulated with MATLAB 7.0. Figures.3-5 show the experimental results. The elements in wE show if the system starts respectively from state S, E and I the expected time which is at state E respectively is 999s，1000s and 0 before it comes to the recovered state R. The time is zero which means the system can not transit from state I to state E. we can see it from state transition figure.
Figure3.Transition Probability of State S
The elements in wI show if the system starts respectively from state S, E and I the expected time which is at state I respectively is 1s，0 and 1000s before it comes to the recovered state R. The time is zero which means the system can not transit from state E to state I. We can see it from state transition figure. Now if 0.2 h  and other parameters are unvaried then we get [1000,500,500]
T w   , that is, the needed expected time of transition from state S, E, I to R respectively is 1000s, 500s and 500s. While T w  . The reason for it is that with h increasing and 1 h  decreasing, namely the probability at state S is decreasing, so the expected time at state S will be decreasing. With 1 h  and 1 hv  decreasing the expected time at state E, I are decreasing and the probability of transition to state R is increasing, so the needed expected time of transition from state S to state R will be decreased. When other parameters vary we can give similar results.
Conclusions and Future Work
The propagation of worms and viruses on the computer network is a stochastic process. The Markov chain of state transition has been structured according to the worm linear SEIR model. According to its state properties the transition probability from S, E, I to R have been computed. And the expected time from every state to the recovered state has been computed. According to the various transition probabilities and expected time of state transition we can install the antivirus software or dispatch the hosts in time. The further extension of this work is to spread this method to the general epidemic model of worm propagation.
Our future work is to design the stochastic model for the epidemic model with control functions. If we get the influence of the network performance, such as bandwidth, link delay, on the parameters of worm propagation, then we can control the worm propagation behavior by adjusting the network performance parameters.
