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INTRODUCTION 
Deviations of gases from ideality led early workers to 
realize that an attractive force existed between molecules. 
This led Eucken (1) in 1914 to attempt to explain the phenome­
non of physical adsorption in terms of an attractive force 
between the gas molecules and the solid. He assumed that the 
gas in contact with a solid obeyed the Maxwell-Boltzman dis­
tribution law 
-«/HT (1, cx = %-e 
where Cx is the concentration a distance x from the solid, Q* 
is the concentration in the gas phase, £ is the potential, R 
is the gas constant and T is the absolute temperature. The 
number of moles adsorbed, v, is given by 
v = AQbXo 
x 
J (e"£/RT - 1) dx (2) 
where A is the surface area and x the distance of closest 
approach of a molecule the surface, taken to be the radius 
of an adsorbed molecule'. The potential was assumed to be of 
the form 
£ -
r° (3) 
Substitution of Equation 3 into Equation 2 results in 
2 
v 
- 
AC xo 2 s?(ms-l) (4) 
s=l 
In order to fit the data of nitrogen adsorbed on charcoal, 
Equation 4 was simplified by assuming a/BT to be large. The 
value of a was estimated from the combining law 
• « « 
a^  v ( ^2^ 2 
1 t 
where a^  and a^  are the boiling points of nitrogen and carbon 
t 
respectively and a is approximately 3a . A satisfactory fit 
to the data was obtained with values of m, a, and Ax_ of 4, 
o 
2200, and -0.805 respectively. In 1922 (2) he extended this 
treatment to include a potential of the form 
where m was chosen to be 4 and n to be 6. This model was 
more sucessful in fitting the experimental data. 
Unfortunately the nature of the forces between molecules 
was unknown at this time and hence the values of the para­
meters were considered somewhat empirical. 
Polanyi (3) on the other hand, avoided the necessity of 
choosing a specific form for the potential. His approach was 
to define the energy of adsorption of the ith phase, E^ , as 
the work necessary to remove a molecule from the ith phase to 
3 
the gas phase. Mathematically this is given by 
fi 
/ Ei = I VdP 
where f is the density of the gas and is the density of 
the ith phase. Since the equation of state of the adsorbed 
phase was unknown, it was assumed to be the same as the gas 
phase. A characteristic curve describing the dependence of 
the potential on the volume was calculated from experimental 
data and by assuming that the potential was independent of 
temperature, it was possible to determine the adsorption 
isotherm at any temperature. 
However, in 1930 the nature of the forces between mole­
cules possessing no permanent moment was understood. From 
second order perturbation theory, London (4) showed that the 
attractive potential due to dispersion forces was given by 
where r is the distance between molecules. Methods for the 
evaluation of the constants Ci from theory have been summa­
rized by Margenau (5)3 but none of these are in good agreement 
with ones obtained experimentally. However, they all predict 
V 
O 
that terms of order higher than CL/r are small and can be 
neglected with little error. 
4 
The advent of London* s theory led many workers to attempt 
to calculate the heat of adsorption from theory alone. The 
total energy of interaction of a gas with a solid due to dis­
persion forces can be found by summing the potential over all 
molecules. Using an exponential repulsive term in r, Orr (6) 
was able to calculate the heat of adsorption of argon on both 
potassium chloride and cesium iodide by this method. However, 
the calculated value was 25 percent lower than the experimental 
one. Recently, however, Kiselev (?) has performed similar 
r 
calculations with argon adsorbed on graphite. His agreement 
vith experiment is within ten percent. 
The above methods, however, are limited since the values 
of the constants must be known a priori and hence depend on -
formulae such as that developed by Kirkwood (8) and Millier (9). 
In addition, all of these calculations assume that there are 
no lateral interactions on the surface, but until 1954 most of 
the experimental data was obtained in a region below the 
critical temperature of the gas and at appreciable coverages 
and hence the comparison of the calculated with experimental 
values of the heat of adsorption is of questionable value. 
Steele and Halsey (10) on the other hand obtained very 
accurate data at low pressures and temperatures well above the 
critical temperature. In this case the principal contribution 
is the adsorption of single atoms on the surface. For their 
data they were able to show that 
5 
geo " / (e~ /kT * 1,dv 
V geo (5) 
where V is the apparent volume of the system and V 
geometric volume of the system. The Sutherland model was 
assumed for the potential and instead of summing the potential 
over all atoms, the distance of a gas molecule from the sur­
face was assumed to be large compared to the distance of 
nearest neighbors in the solid and hence the summation may be 
replaced by integration. The potential then became 
where f is the density of the solid and x is the distance of 
the gas molecule from the surface. Substitution of £(x) into 
Equation 5 yields 
2TT rr/2 
o o x 
cose (6)  
C£ o/kT) 
n! ( 3n-l) 
(7) n=0 
where D is the distance of the molecule from the surface at 
the potential minimum f and A is the surface area. They 
were able to obtain reasonable values of the parameters AD and 
6 
£ by fitting their data to Equation 7. There was no way to 
separate the parameters A and D within the framework of the 
theory and hence they chose to evaluate D and hence A by the 
Kirkwood-Muller formula. The surface area obtained in this 
way was smaller than by the BET method, but considering the 
simplicity of the model the agreement was good. For a given 
solid the calculated areas were less, the larger the adsorbate 
molecule. 
The success of this treatment led DeMarcus, Hopper and 
Allen (11) and Freeman (12) to extend this treatment to the 
more realistic Lennard-Jones 12-6 potential. This potential 
was integrated over the solid according to Equation 6 and 
substituted into Equation 5- The integration was performed 
numerically to obtain a theoretical curve of Va-Vge0)/Ax0 
as a function £Q/kT. They found that the experimental data 
fit this model better than the original model of Steele and 
Halsey (10). 
In 1959 Hansen (13) attacked the problem in a similar 
manner. He showed that Equation 5 is exact for the limiting 
case of zero pressure and evaluated it analytically for the 
Lennard-Jones 12-6 potential to obtain 
n=0 
where 0.3849n is equal to £q and (2/l5)ly/^ a is equal to xQ. 
7 
He also pointed out that the value of xQ may be found from 
the van der Waal s radii of the adsorbent and adsorbate and 
the combining laws of Hirschfelder, Curtiss and Bird (14). 
Since this time Halsey and coworkers have improved their 
experimental apparatus (15). More accurate data has been 
obtained for the rare gases on a graph!tized carbon (16) and 
with this they have tried to find the exact form of the 
potential. This has met with some success. They have also 
•tried to extend the treatment to account for lateral inter­
actions on the surface (17), but this has met with little 
success. 
Hanlan and Freeman (18) have interpreted data obtained 
from gas adsorption chromatography by the Halsey theory and 
the results looked promising. They measured the difference 
between the retention volume of a series of hydrocarbons and 
that of hydrogen as a function of temperature. By assuming 
both hydrogen and the carrier gas helium to be ideal, they 
were able to equate this difference to the quantity Vex 
defined by Halsey. The data fit this model quite well and 
the values of the parameters obtained seemed reasonable. 
Although the reproducibility of the parameters was not tested, 
their work indicates that chromatographic data may be used to 
study gas-solid interactions. 
8 
EXPERIMENTAL 
The chromâtograph used in these experiments was essen­
tially a Research Specialties Company 600 series gas chromato-
graph. It consisted of a Model 604 Main Control Unit, Model 
605-1 Katharometer Power Supply, Model 606 Flow Controller, 
Model 607-3 Proportional Temperature Controller and a Model 
608-1 Recorder Unit. The recorder was a Leeds and Northrup 
Speedomax H recorder with a nine inch chart and a one-half 
inch per minute chart speed. The remaining components were 
constructed at this laboratory. 
Since precise temperature was desired, a constant temper­
ature bath was constructed rather than an oven as is employed 
in most chromatographs. The bath was designed to operate in 
the temperature range of 25°C to 500°C with a temperature 
fluctuation of less than 0.05°C over the entire range. 
The bath consisted of a stainless steel tank, ten inches 
high by nine inches in diameter with a one inch transite top. 
The tank rested on a three-eighths inch copper plate heated 
by a 1500 watt ring heater controlled by a variable trans­
former. Surrounding this tank was another heater separated 
from the bath by one-fourth inch of insulation and controlled 
by a separate variable transformer. A third heater was 
inserted directly into the bath and controlled by the propor­
tional temperature controller which uses a platinum resistance 
thermometer as its sensing element. The heater and thermometer 
9 
were placed as close as possible to minimize fluctuations 
caused by a thermal lag. 
The bath was inserted into a metal box lined with fire 
brick and insulated with Zonolite. With this system it was 
possible to maintain the temperature to within 0.05°C over 
the period of one run. 
The temperature of the bath was measured with a platinum 
resistance thermometer and a Mueller Bridge calibrated by the 
National Bureau of Standards. The null point was determined 
with a Leeds and Northrup D.C..Guarded Null Detector (No. 9834). 
With this instrumentation a change in temperature of 0.001°C 
was easily observed. 
The flow type katharometer detector, shown in Figure 1, 
was constructed from a piece of stainless steel one and five-
eighths inch in length and two inches in diameter. It was 
designed to withstand immersion in a fused salt (sodium 
nitrite-potassium nitrate eutectic) bath up to a temperature 
of 500°C. The accuracy with which the dependence of the 
retention time on temperature was desired, necessitated the 
incorporation of certain features into the design of the 
detector. Three of these features were: 
1. A signal is recorded on both the reference and 
sensing sides of the detector. A large negative 
signal is generated on the reference side and a 
positive signal, the usual chromatographic peak, 
Figure 1. Katharometer Detector 
11 
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on the sensing side (Figure 2). The retention 
time, uncorrected for dead space, is then the 
distance between the two peak maxima multiplied 
by the recorder chart speed. 
2. The gas stream is split before it passes over 
the filaments into two equal streams, each of 
which passes over but one filament. This ensures 
that the peak maximum denotes the maximum con­
centration of gas. 
3. The electrical leads emerge from the top of the 
detector. This facilitates their insulation 
from an electrical conducting bath medium, such 
as a fused salt. 
The filaments employed in the detector were Type W 9225 
tungsten filaments obtained from Gow Mac Instrument Company. 
The gas-tight seal was accomplished by means of a double 
knife edge washer (19). One of these washers was placed in 
each of the filament wells. On top of these were placed one 
filament and a flared, one-quarter inch stainless steel tube. 
The seal was made by tightening with a box wrench a one-half 
inch hexagonal nut with a half-twenty thread. 
The flow meter was a 22 millimeter glass tube whose 
volume was calibrated with mercury. The flow rate was the 
time required for a film of sodium laurylsulfate to traverse 
Figure 2. Typical Chromatogram 
14 
15 
the known volume. 
The pressure gradient across the column was measured with 
a mercury manometer. 
The gas sampling device was a Gas Sample Valve (No. 154-
OO67) obtained from Perkin-Elmer Company. The sample volume 
used in all of the experiments was 0.10 cc. 
The bath medium in the temperature range 25°C to 150°C 
was mineral oil. In the temperature range 150°C to 500°C, it 
was replaced with a sodium nitrite-potassium nitrate eutectic 
mixture. The mixture was circulated by a stirrer with a 
three inch blade. 
A schematic diagram of the actual experiment is given in 
Figure 3« The carrier gas, helium, passes from a cylinder 
where the flow rate is adjusted. From here it enters the gas 
sampling valve where the sample can be introduced. The gas 
sample and/or carrier gas is split into two equal streams 
each of which passes over one filament on the reference side 
of the detector. This produces a sharp negative signal. The 
two streams are then rejoined and pass through the packed 
column. After passing through the column, the stream is 
again split into two equal streams each of which passes over 
one filament on the sensing side. This produces a positive 
signal which is the standard chromatographic peak. The gas 
then passes through the flow meter into the atmosphere. 
The substrate used in all of these experiments was 
Figure 3. Schematic Diagram of apparatus 
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"Columbia L" activated charcoal obtained from National Carbon 
Company. This was sieved to exclude particles larger than 20 
mesh and smaller than kO mesh. Before packing the column, it 
was heated at 500°C under a vacuum of 0.001 mm. of mercury for 
two days. This was then packed into a one-quarter inch stain­
less steel tube and coiled into a spiral of five inches in 
diameter. The substrate did not change weight from the begin­
ning of the experiment to its completion, a period of approxi­
mately two weeks. This indicates that little, if any, of the 
carbon was oxidized. 
Neon was chosen as the marker gas since it is closer to 
ideality than any other gas with the exception of helium which 
was used as the carrier gas. Hydrogen was also considered 
since it is close to ideality and has an added advantage of 
lower cost. However, it proved to be unsuitable in these 
experiments since concentrations greater than 12 mole percent 
gave complex peaks and resulted in large errors in the meas­
urement of the retention time. The explanation of these 
complex peaks is given in Appendix A. 
19 
THEORY 
The phenomenon of physical adsorption can be treated by 
the method of statistical mechanics in a manner analogous to 
the treatment of imperfect gases (20). The classical parti­
tion function, Z, of a gas consisting of N molecules in con­
tact with a surface of area A is given by 
z= Sl!i|T 3/2 ™ qN 1. j ... J e-WATdv..a?N ( g )  
where is the partition function for the internal degrees 
of freedom and W is the potential energy of the entire system. 
If at this point the simultaneous interaction of a molecule 
with more than one other is neglected, the W is given by 
"= I Z + Z 5(rks) 
i j>i k (9) 
where fXr^ ) is the potential between the ith and jth atoms 
in the gas phase separated by a distance r^  ^and £(rks) is 
the distance between the kth gas atom and the surface sepa­
rated by a distance rkg. If there are p pairs of molecules 
and m surface interactions, substitution of Equation 9 into 
Equation 8 and performing the integrations yields 
20 
N-m 
,V2 N N — (2B\V BA\m TmkTj  qM yN y  y  m: -\vJ ~ l v  I  
h2 1 1 ST m!p!(N-2p-m):2B (10) 
defining 
-B = 1/2 J" |e"£(rij^ kT - 1 drij 
(11) 
the second virial coefficient of the gas and 
J (e-»z'/kT _ 
-BA = A  e^ vv"y/- 1J dz 
o (12) 
where z is the distance of the gas molecule from the surface. 
For p and m small and hence for leading terms 
(N - 2p - m) l  = (N - m - p)! 
Furthermore if the series is sufficiently rapid in convergence $ 
it is immaterial whether the sum is carried to ^  ^ m or to 
N-m. With these approximations Equation 10 becomes 
„ _ /2TrmkT\3/2 N aN (V - NB - BA)N 
I h2 ) 9l H! (13) 
Equation 12 is exact only in the case of zero pressure. In 
this case B is zero and Equation 13 becomes exactly 
21 
Z = Z2TTmkT\3//2 N „N (V - 8A)N 
« (i4) 
If Qj Is assumed to be Independent of volume and use is made 
of the Sterling approximation and the relationship between 
the free energy and the partition function, then Equation 14 
becomes 
p"fo(¥ -v)--BA (15) 
Equation 15 is exact as it stands and hence is the equation 
of state for a gas in contact with a surface in the limiting 
case of zero pressure. In order to proceed further, the 
dependence of the potential on distance must be known. Since 
the Lennard-Jones potential is adequate for the explanation 
of gas-gas interactions, it seems reasonable to assume it 
will also be satisfactory for gas-solid interactions. The 
general form of this potential is 
(r) = 
' $ + £ 
In general this potential should be summed over all atoms in 
the solid, but in the case that the distance between the gas 
and the solid is large compared with the distance between 
closest neighbors in the solid, then the summation may be 
22 
replaced by integration to yield 
£(z) = i(z0) (-f) - 5^ ; (-#) ] S Q (16) 
where zQ is the distance of the gas molecule from the surface 
at the potential minimum E(Zq), n is p - 3> and m is q - 3* 
Substitution of Equation 16 into Equation 12 yields 
where t = -£(zQ)/kT. Equation 17 converges for all values of 
t > 0, but its convergence is slow for large t. Hence, this 
equation has been evaluated for the cases m = 9, n = 3 and 
m =OO, n = 3 (Appendix B). The In (-3A/AZq) has been graphed 
as a function of t for both of these models and is given in 
Figure 4. Examination of this graph reveals that the curve 
is almost linear for t> 4. This is the range of most experi­
mental data. Hence an asymptotic expansion valid for large t 
was developed for convenience in evaluating the data and for 
a more thorough understanding of the evaluation of the para­
meters. For this purpose, we assume that - £(z)/kT has a 
unique maximum at z = zQ and let 
f_sJ 5* Lir W mJ r(ajsa=q 
\m-nj L+ k! (nk-1) k=0 (17) 
- £(z) = t(l - h(x)) 
Figure 4. Theoretical curves for gas-solid interactions 
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where x = Z/Zq. Equation 12 then becomes 
-gA — Az^ t  ^ e G(t) (18) 
where 
G(t) = jt1/2 [je"th - e_t Jdx 
(19) 
It will be convenient to consider G(t) as a sum of terms as 
follows 
l+y l-y 
G(t) = j t1/2e-thdx - (l+y)e-t + j t1/2e_thdx 
l-y o 
+ j tl/2(e"th -e_t;  ~ "u) dx 
l+y (20) 
We shall expect to choose y in the range 0 < y <1, so that 
the first term on the right is the principal contribution to 
G(t). Let u = x - 1, then 
i+y y 
J t1/2 e"th(x)ax = j tl/2 e-th(u)au 
l-y -y (21) 
Now h(u) has a unique minimum at u = 0, and since f(z) has 
no singularities for z > 0, we have 
26 
,(n) 
h(u) = 2 ~sr1,11 
n=2 (22) 
where is the nth derivative of h with respect to u evalu­
ated at u = 0, and the series is absolutely convergent for 
|u| ^  y < 1. In this same range 
,(n) 
m 
e"th = e = 
- 1/2 th(2) u2 6 (-l)mtm 1 
m=0 
m! I 
n=3 
h 
i r«n  
(23) 
_ >,(n+3) Let an = h^ "'J /(n+3)!, then Equation 23 becomes 
-th _ - 1/2 thV u ( 2 )  , 2  ^  a?1 
= e 2 % t-Dmtmun+3m(nr) jiy 
m=0 n=0 (24) 
where the operator (ETf) denotes the sum of all products of 
terms a^ /n^ I such that Zn^  = m, Ein^  = n. Substitution of 
24 into 21 yields 
f t1/2 e"thdu =22 ("1)mtm + 1/2(irîr) ET 
J m=0 n=0  ^
-y 
/ un+3m e- 1/2 th<2) u2 du (25) 
27 
Now if n + 3m is odd, the integral on the right hand side of 
Equation 25 is zero. If n + 3m is even, then n + m is also 
even. Let n + m = 2p, n + Jm = 2(p + m), then 
/ 2p+2m - 1/2 th^ u2 u ^  e o du = r(p+m+ 1/2) - 2 ~|P+ni+ 1/2 m 
-y 
th. 
cerf [y(|th<2))1/2]-e- 1/2 tho2,y2£ 
k - 1/2 
k=0 r(k + 1/2) 
(26) 
or using an asymptotic form for erf x valid for large x, 
this becomes 
/ 
-y 
2p+2m - 1/2 th^ 2)u2 o du = r(p+m+ 1/2) 
- £ —|P+m+ 1/2 
m th 1 -
e- 1/2 tho2)y2 
p+m 
2 
k=l 
(K2V) 
k - 1/2 
r(k + 1/2) 
2  ( M 2 V )  
k=0 
-k - 1/2 
(27) 
where the second series may be terminated at its least term 
28 
or earlier if convenient. Substituting 27 into 25 and re­
arranging the series gives 
/ 
-y 
tl/2 e-th du = |_2^ . 
Ih 
1/2 
o 
CO 
I 
p=0 & 
2P I \m ani 
y (~l)m[—?TTl r(P+m+ 1/2) (Sff) — 
m=0 K V I" 
1-e" V2 th<2)y2 
J y M V )  
Ik=i r(k + 
k - 1/2 q 
. V r(l/2 - k) 
1/2) TT(1/2 h£2)y2)k + 1/2 
(28)  
n. 
where (ZF) denotes the sum of all products of terms a^ /n^ l 
such that Zn^  = m, Zin^  = 2p - m. 
Defining 
h (1+3) 
bl ^j2j ai 2 "o ( i  +  3 )1  h i 2 )  
gives 
<7 
/ 
-y 
tV2e-th 4u . 1/2 
29 
1- e- 1/2 tho2)y2 
fp+m fl (2) 2\k - 1/2 q . 
J V i2tho y ) y  rCl/2 - k) 1 1 
ij* r(k + 1/2) TT(lth(2)y2)k + 1/2J 
(29) 
It should be noted that from its derivation, the term invol-
l/2 th^ 2^ v2 
ving e~ o d for fixed p and m is positive and less 
( 2 )  2  
than one, and for th£ y large, p small this term must be 
( 2 ) 2 
small and of order (1/2 th£2^ y2) e~ ^ 2 tho y at most. 
Only such terms in the series will prove useful and it will 
be practical to choose y sufficiently close to one that it 
may be replaced by one in such terms with negligible physical 
error. 
The second term on the right hand side of Equation 20 
is small for large t and y~d and can be neglected. The third 
term can be bounded in the following manner. 
i-y 
j t1/2 e*th dx S (1 - y) t1/2 e~th(-y) 
0  (30)  
For common potentials h(-l)-»<*> and hence this term can be 
bni 
2 (-Dmr(p+m+ 1/2) (SUT) ' 
m=0  ^
30 
made arbitrarily small by choosing y sufficiently close to 
one. The last term is treated in the following manner. 
J t1/2(e"th-e-t)dx £(b-l-y) t1/2(e'th-e"t) + 
i+y 
f tl/2 e-t jet(l-h)ax 
(3D 
Hence for large t, a suitable representation for G(t) is given 
by 
G( t) 
- 2 (^ T2l)P 2 (-l)mr(p+m+ 1/2) (LJT)' 
p=0 o m=0 
1 • ° 
ft 
(2)\P+me- 1/2 th£2) 
t1/2 s'* et(1"h)-l) dx - 2 
(32) 
The error in this representation is of the order of the 
(n + 1)st term in the series. O(x) means a term of order of 
magnitude x. The integral can be evaluated approximately or 
bounded. If we denote Sn by 
31 
s» =(^r)1/21 (^NP|n(-1)mr(p+m+1/2Km)' b p=0 o m=0 (33) 
then 
£2 t» [0(t) 
" 
Sn] ~ 0 
and hence this series is an asymptotic representation of G(t) 
Now from Equations 18, 32 and 33» & representation of the 
problem is given by 
||- = t- 1/2e\ + B(t) 
(34) 
If the potential is given by 
6(x) _ 
kT -1 (=S= - h5E *'m) (35) 
then 
h(u) = l - ^  (1 + u)"n + (i + u)-m 
m-n m-n 
,(k) / , xk _mn_ 
o m-n 
(m+k-1)! _ (n+k-l)! 
ml ~ n! 
, _ 2Ç-1)1 
bi - - (1+3):(m-n) 
(m+i+2)! (n+i+2)! 
m! ~ nl 
For the case of m = 9, n = 3, Equation 34 becomes 
32a 
1 + M + mmZ + B'(t) 
93312t (36a) 
or to about the same approximation 
ln(-gAt1/Z2/Azo) = t + 1/2 ln(2n/h^ 2)) + + 
140105 
93312t: 2 -1 Mi ^ 
+ E" (36b) 
Comparison of Equation 36a with 17 has been performed and 
the difference between the logarithms of these equations 
neglecting B*(t) is given in Table 1. It can be seen that 
a fortuitous cancellation of errors is responsible for the 
fit to t = 3. If not for this cancellation of errors, the 
range of validity of Equation 36a would be t > 7. 
It is clear from Equations 33 and 34 that the curve of 
In (- t^ 2) as a function of t is linear for large t. 
o i /p 
Hence, if one plots In (-3AT" ' ) versus 1/T, the limiting 
slope for small T is £(zQ)/R. Clearly then, the depth of the 
potential well can be unambiguously determined. £(Zq) can 
be related to the energy of adsorption in a simple way. 
The excess energy of the gas due to interaction with 
the solid, in the limit as CQ-> 0, is 
32b 
oo 5® 
E = f C(z) £(z) dz = CQ f t(z)e~ ^ z^ kTdz 
o o (37) 
The surface excess in this limit is 
F
= 
Co I (e-£(z)/kl _ 1) dz (38) 
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Table 1. Comparison of Equations 17 and 36 for 9-3 potential 
Equation 17 Equation 36 
ln(-3A/AxQ) ln(-3A/AxQ) Difference 
0.76980 -3.21309 I.6949 -4.9080 
0.96225 -1.41799 1.4976 -2.9156 
1.15470 -0.63544 1.3929 -2.0283 
1.34715 -0.15351 1.3566 -I.5101 
1.53960 0.20911 1.3648 -1.1557 
1.73205 0.50810 1.4055 -0.8974 
1.92450 0.76810 1.4705 -0.7024 
2.11695 1.00214 1.5544 -O.5523 
2.30940 1.21810 1.6522 -0.4341 
3.07920 1.98086 2.1396 -0.1587 
3.84900 2.67194 2.7175 -0.0456 
4.61880 3.34344 3.3445 -0.0011 
5.38860 4.01520 4.0015 0.0137 
6.15840 4.69461 4.6936 0.0010 
6.92820 5.38367 5.3696 0.0141 
7.698OO 6.08209 6.0710 0.0111 
8.46780 6.78872 6.7810 0.0077 
9.23760 7.50229 7.4971 0.0052 
10.00740 8.22150 8.2183 0.0032 
10.77720 8.94566 8.9439 0.0018 
II.54700 9.67360 9.6730 0.0006 
Therefore the excess energy per mole surface excess is 
lim 
E = d ln(co->0 r/c0) d ln(-gA) 
r d(l/kT) d(l/kT) (39) 
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Combining this expression with Equation 36b yields 
f • «V gx .mm 
-Lot 933i2t (40) 
Clearly then, 6(Zq) is the excess energy when determined 
for large t. This is equivalent to the energy of adsorption 
at absolute zero, i.e. all molecules are in their ground 
state. 
If one extrapolates the limiting slope to t = 0, then 
the intercept will be given by 
is a function of the surface area, distance at the minimum 
and the potential. No one of these quantities can be deter­
mined from the intercept alone. The potential can, however, 
be found from the deviation of the data from a straight line. 
The data can be either fit to Equation 10 or 34 to find the 
values of m and n in Equation 35» This can only be achieved 
for accurate data obtained in the range of t< 5» The best 
region is t approximately one. Thus far this has not been 
achieved, except possibly for helium and neon (16). 
In any event there is no way within the framework of the 
theory to separate A and zQ, and hence one must resort to 
In 
Since 6(Zq) has been evaluated from the slope, the intercept 
35 
methods external to the theory. Thus far, two methods have 
"been advanced for the evaluation of zQ and hence, indirectly, 
the area. 
The first method determines the value of zQ as the 
arithmetic mean of the radii of the adsorbent and adsorbate. 
In order to find the radius of the adsorbate, a knowledge of 
its physical state is necessary. In the case of non-spherical 
molecules, the orientation with respect to the surface must 
also be known. These things are not known at the present 
time; therefore, the areas obtained in this way are of semi­
quantitative significance. 
The second method involves knowing the dependence of Zq 
on f(Zq). The best attempt in this regard was by Kirkwood 
(8) and Miller (9), but this also is only of semi-quantitative 
significance. It should be noted however, that the areas 
obtained in this way agree well with the first method when 
crystal radii are employed (16). 
All of these arguments apply to an equilibrium system. 
Despite the fact that chromatography data is obtained with a 
dynamic system, it can be shown that it is also an equilib­
rium system in the following way. 
Workers in the field of gas chromatography have observed 
that the retention volume, defined as the product of the 
retention time and the volume flow rate, is a constant with 
respect to flow rate over a wide range of flow rates. (The 
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retention time is the time it takes for a gas to pass through 
the packed column.) This implies that the gas is in equilib­
rium with the solid. Another way of saying this is that the 
rates of adsorption and desorption are fast compared with the 
flow rate. With this apparently justifiable assumption, 
chromatographic data can be related to data obtained with a 
static system. 
The retention volume of a gas G is just the apparent 
volume of the gas. If the gas is ideal, then the retention 
volume is the geometric volume of the system. The difference 
between these two quantities is simply -gA. However, it should 
be noted that one never passes just one gas through the 
column; it is always a mixture of the gas G and the carrier 
9 
gas. In this case the carrier gas must be ideal if the dif­
ference in the volumes measured is equated to -gA. 
One estimate of the ideality of a gas is its second 
virial coefficient. The second virial coefficients of helium, 
neon and hydrogen are small in comparison with gases such as 
nitrogen or the hydrocarbons. A second measure of the ideality 
of neon under the conditions of the experiment is its change 
in retention volume with temperature. It was found that neon 
obeyed the ideal gas law within experimental error over the 
temperature range, 300°K to ?00°K. Hence, to a good approxi­
mation, the difference between the retention volumes of gas 
G and neon with helium as the carrier gas is a measure of -gA. 
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The retention time is measured under column conditions 
while the flow rate is measured at room temperature and pres­
sure. In order to obtain the retention volume under column 
conditions, it is necessary to correct the flow rate to column 
conditions. Since the quantity of gas introduced is small, 
approximately 0.1 cc., it may be considered to be an ideal 
gas. In this case the retention volume is corrected 
according to 
VE - FtE(Tc/T0HP0/P0> 
where the subscripts c and o refer to column and output re­
spectively. F is the flow rate: t^  is the retention time; 
T is the absolute temperature and P is the pressure. 
Since a pressure gradient exists across the column, the 
meaning of PQ is not immediately obvious. It can be deter­
mined, however, if viscous flow through a capillary is assumed 
to represent the flow through the column. In this case the 
pressure at a point z along a column of length L is given by 
p2 _ p2 
P2 = P2 + —- z 
z o L 
where P^  and PQ are the inlet and outlet pressures respec­
tively. The ratio of pressures can then be shown to be given 
by 
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where P is the arithmetic mean pressure and AP is the 
m 
pressure gradient across the column. The retention volume 
corrected to column conditions is given by 
VB " PtB |^ j1 " è S)2 > 
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RESULTS AND DISCUSSION 
The interaction of the gases argon, nitrogen, carbon 
monoxide, methane, ethane, ethylene, propane and propylene 
was studied with a "Columbia L" activated charcoal surface 
by Gas Adsorption Chromatography. The particle size was 20 
to 40 mesh. The raw chromatographic data was processed on a 
computer (Appendix C) to give -3A (= - vj as a 
function of temperature. The results are shown graphically 
in Figures 5, 6, and ?• According to the empirical relation 
given by Hansen (13), In (-3A) should be a linear function of 
l/T and indeed, this is the case. 
Since the accuracy of the experimental data did not per­
mit unambiguous evaluation of the potential, the gases studied 
were assumed to obey the 9-3 potential. The data was analyzed 
in two ways. The first method consisted of finding the best 
straight line through the experimental points when 
In (-BAT- 1//r2) is plotted versus l/T. This treatment assumes 
that Equation 3^  with S^  approximately one and B(t) small 
represents the data. The slope is £(ZQ)/B and the intercept 
is related to In AZq. The results of this analysis are pre­
sented in Table 2. 
The second method involved fitting the experimental data 
to the exact theoretical curve, Equation 17. A value of 
E(ZQ)/B was assumed and In AZq calculated. £(ZQ)/B was then 
systematically varied until the sums of the squares of the 
Figure 5» Chromatographic Data Run No. 1 

Figure 6. Chromatographic Data Run No. 2 
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Table 2. Parameters evaluated from the limiting form of 
Equation 34 
Gas E_/R -ln(Az_) Standard 
deviation 
N2 
CO 
CH4 
% 
2^^ 6 
C3H8 
1882 
2018 
2089 
246] 
346? 
366? 
4715 
1.82 
2.07 
1.92 
1.86 
2.10 
2.16 
2.85 
0.04 
0.04 
0.04 
0.03 
0.01 
0 . 0 2  
0.006 
A 
N2 
CO 
CH, 
1885 
1950 
2062 
2414 
1.77 
1.85 
1.79 
I.69 
0.02  
0 . 03  
0 . 0 2  
0.007 
A 
N2 
CO 
% 
C3H6 
C3H8 
1794 
1926 
2039 
2510 
3448 
3689 
4709 
4781 
1.58 
1.85 
1.74 
1.95 
2.05 
2.21 
2.62 
2.61  
0.05 
0.05 
0.03 
0 . 0 2  
0.01 
0.01 
0.01 
0.01 
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deviations of the points from the curve was a minimum. This 
operation was carried out on a computer (Appendix C) and the 
results are given in Table 3-
The values of £(ZQ)/R presented in the tables are in 
agreement with those of Hanlan and Freeman (18) on the same 
type of charcoal. The agreement was within three percent in 
all cases where comparisons could be made. Their values for 
In AZq were smaller than those reported here. Since the par­
ticle size of the charcoal used in their experiments was 
larger (8 to 14 mesh), it is not unlikely that this result is 
due to their charcoal having a smaller surface area. The trend 
in In AZq was the same as that reported in Tables 1 and 2. 
The values of £(ZQ)/R contained in Tables 2 and 3 agree 
within experimental error. The observed trend in £(zQ) is to 
be expected since it is the same'trend that exists for gas-
gas interactions except for argon, -f(rQ) for the Lennard-
Jones 12-6 potential for argon is greater than the correspond­
ing values for nitrogen and carbon monoxide, while -£(Zq) for 
argon is less than either of these two gases. This exception 
can be attributed to orientation effects. 
The polarizability of a non-spherical molecule is aniso­
tropic. In the cases of nitrogen and carbon monoxide, the 
polarizability is greater parallel to the bond than perpen­
dicular to it. Since the polarizability is proportional to 
£(z ), £(z ) will depend on the orientation of the molecule 
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Table 3- Parameters evaluated from Equation 17. 
Gas ê /R -ln(Az ) Standard 
0 deviation 
CO 
CH4 
C2H4 
C3H8 
CH4 
CH4 
% 
C2%6 
C3H6 
C3H8 
1896 
2056 
2135 
2525 
3562 
3752 
4816 
1923 
1998 
2110 
2487 
1821 
1976 
2088 
2578 
3538 
3778 
4790 
4868 
2.06 
2.36 
2.22  
2.18 
2.43 
2.46 
2.77 
2.06 
2.16 
2.09 
2 .02  
1.86 
2.17 
2.05 
2.16 
2 .38  
2.51 
2.87 
2.87 
0.05 
0.05 
0.07 
0 .03  
0.01 
0 . 0 2  
0.01 
0.03 
0 .02  
0.01 
0.01 
0.04 
0.05 
0.03 
0.02 
0.01 
0.01 
0.01 
0.01 
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with respect to the surface. Since the magnitude of gas-gas 
interactions is much smaller than gas-solid interactions, 
f(rQ) will not reflect orientation effects to as great an 
extent. Hence, it is not unreasonable to expect the inter­
action of nitrogen and carbon monoxide with the surface to 
be stronger than that of argon. 
The agreement between the two methods is much less 
satisfactory for the parameter In AzQ. This parameter, as 
can be seen from Equation 36, is very sensitive to the slope 
and the deviation of the curve from linearity. Since much 
of the data was obtained in the region where the terms in 
l/t and 1/t were not small, the assumption that Sn is 
approximately one is not satisfactory. It is for this reason 
that the values of the parameter lnAzQ are"not in agreement 
and that Table 3 contains the more accurate values. There­
fore, the discussion will be limited to the parameters con­
t a i n e d  i n  T a b l e  3 .  
The first observation one makes is that the values of 
In AZq for the same gas, but from different runs, do not 
agree within the standard deviation listed. The standard 
deviation, however, reflects the error in the fit and not 
necessarily the error in In AZQ. AS a matter of fact, an 
analysis of the evaluation of In AzQ reveals that the stand­
ard deviation is not a measure of the accuracy of In AzQ. 
If it is assumed that In (-3AT" or In (-3A) is a 
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linear function of 1/T, then the effect of an error in 
£(ZQ)/B on the intercept can be found. This will give an 
idea as to the accuracy with which the intercept can be found 
'from experimental data. Any error in the intercept will con­
tribute to the uncertainty of In AzQ. 
For example, if one considers the temperature range over 
which data were obtained for the gases nitrogen,argon, carbon 
monoxide and methane, it is found that an uncertainty of 25° 
in £(ZQ)/R will result in an uncertainty of 0.06.in the inter­
cept. Similar results are found for the other gases. In the 
case of methane, this means that an error of one percent in 
£(ZQ)/R results in a six percent error in AzQ. If one 
accepts the reproducibility of £(ZQ)/R as a measure of its 
uncertainty, then the values cited above are underestimates, 
of the uncertainty in the intercept. These results reflect 
the accuracy with which In AZq can be determined by gas 
chromatography. 
A similar result is observed if one investigates the 
process by which the experimental data is fit to Equation 1?. 
However, a separate analysis must be made for each gas. For 
example, if one considers the data for nitrogen, carbon 
monoxide and methane in the first run, the standard devia­
tions of the data from theoretical curves are found to remain 
essentially unchanged as the parameters £(ZQ)/R and In AZQ 
are varied over the following ranges : for nitrogen, 20801 
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(ZQ)/B > 2000 and -2.25 2 In AzQ> -2.41; for carbon monoxide, 
2120 £6(ZQ)/H £ 2l60 and -2.20 > In AZq£ -2.26; for methane, 
2520 iC(z )/Bi 2540 and -2.08>In AzQ2 -2.20. 
Hence, quite apart from the theoretical ambiguities 
involved in the determination of the surface area from the 
intercept, there is also an experimental uncertainty of the 
order of six to ten percent which arises from the mechanics 
of curve fitting despite the fact that the raw data appear 
to be accurate within two percent. 
The evaluation of zQ has been discussed previously (page 
35) and will not be repeated here. In the following discus­
sion, z will be assumed to be the sum of the van der Waals 
o 
radii of the adsorbent and the adsorbate. The van der Waals 
radius of the adsorbent will be assumed to be one half of the 
interplanar spacing in graphite, while the van der Waals 
radius of the adsorbate is obtained from second virial coef­
ficient data. 
It may be first be noted from Table 3 that In AzQ is a 
constant for nitrogen, carbon monoxide and methane. Since 
the van der Waals radii of these gases are approximately 
o p 
constant at 1.88 A, the area calculated will be 330 m /gm. 
For the remaining gases used in these experiments, the area 
decreases with increasing size of the adsorbate molecule. 
This trend seems to appear in all methods for determining the 
surface area from adsorption data. The usual explanation is 
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that the surface is not smooth, but consists of a series of 
cracks, crevices and pores of varying size. A portion of the 
surface is inaccessible to the larger molecules and hence the 
calculated area should decrease with increasing size of the 
adsorbate molecule. This explanation is plausible for the 
substrate used in these experiments since it is known to be 
porous. Bough calculations indicate that the gas spends suf­
ficient time to diffuse into pores even if they run the 
entire length of the carbon particle. There are, however, a 
number of adsorbents that are believed to be smooth, yet the 
trend persists. 
In a series of experiments of the adsorption of the rare 
gases with a highly graphitized carbon black by Halsey and 
coworkers (16), the surface area calculated depended on the 
adsorbate molecule regardless of the method used to evaluate 
Zq. The most anomalous feature of their results was that, 
although the general trend of decreasing area with increasing 
size of the adsorbate molecule was present, krypton gave a 
lower area than either argon or xenon. This anomaly was 
present for the 9-3» 12-3 and«*>-3 potential models. These 
data are considered by Halsey to be among the most accurate 
data obtained in his group, and represent a trend in the 
opposite direction to that expected if there were pores, 
cracks or crevices. Another interesting aspect of their 
• results is that the normal trend of decreasing area with 
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increasing size of the adsorbate molecule is observed when 
the same data are analyzed in terms of the 10-4 potential 
model, but the standard deviation in the fit has increased 
slightly. 
It is apparent that there is some uncertainty in the 
area measured according to this theory. A six to ten percent 
error in the area results solely from intercept uncertainty 
in the curve-fitting process. Another error of about ten 
percent arises from ambiguity in zQ. This means that even 
if the force law for gas-solid interactions was the same for 
all gases, the relative areas would be uncertain to about 
20 percent. The next question to arise is the relation of 
the area calculated to the actual area of the surface. 
In order to answer this question, it is necessary to 
have an independent method for the evaluation of the area. 
As far as this author is concerned, there is no method that 
will give the actual area of the surface. The most widely 
used method, however, is the Brunauer-Emmett-Teller (BET) 
method for estimating surface area. 
The BET method provides a scheme for estimating, from 
the form of an adsorption isotherm, the number of molecules 
required to furnish a close-packed monomolecular film on the 
surface of an adsorbent. The area of the adsorbent is then 
obtained by multiplying this number by a van der Waals cross 
sectional area of the adsorbed molecule (estimated, for 
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example, from the liquid density or from the crystal structure 
of condensed phases of the adsorbed molecule). The theory 
behind this scheme, in the case of non-porous adsorbents, has 
been shown .by Halsey (23) to be based on untenable assump­
tions, and the estimation of monolayer coverage based on it 
must hence be considered to have at most an empirical justi­
fication at present. . Nevertheless, this method is the basis 
for the vast majority of reported surface areas. 
In the case of porous adsorbents, isotherms for the ad­
sorption of condensible vapors show generally sharp limiting 
values as pressure is increased. The BET treatment ascribes 
this limit to the formation of a complete monolayer, and 
claims that for such adsorbents further adsorption is prevent­
ed sterically. On this basis surface areas as great as 2500 
m /gm have been reported for some charcoals. Pierce, Wiley, 
and Smith (24) have pointed out that the apparent areas of 
such materials decrease markedly when estimated with molecules 
of increasing size, but that the product of the limiting num­
ber of moles adsorbed and the adsorbate (liquid) molar volume 
is nearly independent of molecular size. They have, there­
fore, claimed that this method measures the adsorbent pore 
volume rather than the surface area. 
The area of Columbia L charcoal was measured by the BET 
technique and found to be 1000 m /gm. In view of the fore­
going comments, it is believed that this value need not be 
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accepted as an absolute standard for the surface area in 
any sense. 
One must conclude that there is at present no method 
for obtaining absolute surface areas with which those obtained 
by means of the present theory can be compared. The method 
tested in this work appears theoretically sound, and there 
also appears to be good reason for expecting the potential 
energy for gas-solid interaction to be very nearly of the 
form ê(x) = - Ax"^  + Bx~^ . The principle uncertainties 
involved in area estimation are, therefore, a curve fitting 
error of the order of magnitude of ten percent, and an un­
certainty in zQ (distance of the molecule from the surface 
at the potential minimum) which is at least of similar magni­
tude. The latter error would be similar in character for a 
set of similar adsorbents, so that area ratios obtained by 
this method would be more reliable than the individual areas. 
56 
SUMMARY 
The determinât!or of the surface area of an adsorbent 
has been one of the foremost problems in surface chemistry. 
The BET method has been and still is the method most commonly 
used for the estimation of surface areas despite the fact 
that it is theoretically untenable. 
Halsey and coworkers introduced a method for the deter­
mination of surface areas based on a model quite analogous to 
the theory of the second virial coefficient. If p^ ojjp^ -^ J 
is measured as a function of temperature, it is theoretically 
possible to determine the energy of adsorption, the surface 
area and the force law for the gas-solid interaction. 
Since the retention volume in gas chromatography is a 
constant with respect to flow rate, the implication is that 
the gas is in equilibrium with the solid surface and hence, 
chromatographic data can be interpreted in terms of this 
theory. Gas chromatography being much more versatile than 
conventional adsorption techniques, seems to be an attractive 
method for these measurements. Although at the present time 
it is less accurate than static measurements, the ease with 
which data can be obtained and the wide temperature range 
available for experiments make it a useful tool for the sur­
face chemist. 
The chromatographic data obtained by this author was 
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interpreted in terms of this model. The energy of adsorption 
was found for a number of gases adsorbed on "Columbia L" 
activated charcoal. The surface area, although 20 to 30 per­
cent uncertain, was also found. The uncertainty in the area 
obtained led us to investigate the original theory of Halsey 
and coworkers. For this purpose an asymptotic expansion 
valid for low temperatures was developed. This enabled us 
to reinterpret the evaluation of the parameters and establish 
the limits with which the surface area could be obtained from 
chromatographic data. A less thorough analysis of the data 
considered by Halsey and coworkers to be their most accurate 
made it possible to establish the reliability of the surface 
areas determined from static measurements. 
The asymptotic expansion has been shown to be valid for 
E(ZQ)/BT ( £(Zq) is the depth of the potential well.) greater 
than five. Since it is much simpler to use, it should find 
wide spread applicability. 
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APPENDIX A; THERMAL CONDUCTIVITY OF HYDRO GEN-HELIUM MIXTURES 
In the process of obtaining chromatograms of hydrogen with 
helium as the carrier gas, complex peaks were sometimes 
observed. When small samples of hydrogen were used, the 
typical chromatogram was observed (Figure 2). As the sample 
size was increased, a twin peak was observed. The minimum 
became deeper with increasing sample size. If the concentra­
tion of hydrogen was very high, then the minimum was so large 
that the two maxima appeared insignificant. However, careful 
scrutiny revealed the existence of the two maxima. 
This phenomenon has been reported previously and attri­
buted to a minimum in the thermal conductivity of the mixture 
(21,22). This would explain the observed results, but no 
proof was offered for the existence of a minimum. Since there 
were no accurate data for the thermal conductivity of these 
mixtures, we calculated the curve according to Equations 8.2-
35» 8.2-36 and 8.2-40 given by Hirschfelder, Curtiss and Bird 
(14). The resulting curve is given in Figure 8. 
It is clear that a shallow minimum exists in the region 
of 12 mole percent hydrogen. Therefore, the twin peaks 
observed have a simple explanation. Since the response of 
the katharometer detector is proportional to the difference 
in thermal conductivities between helium and the mixture, 
concentrations of hydrogen less than 12 mole percent will pro­
duce the normal chromatogram. However, the peak is in the 
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opposite direction to that expected if the thermal conduc­
tivity was a monotone increasing function of the hydrogen 
concentration. If the maximum concentration is greater than 
12 mole percent, then a minimum will appear. If the distri-
tution of hydrogen is symmetric, for example a distribution 
due to diffusion, then the minimum will appear at the center 
of the curve. But even in cases where the distribution is 
unsymmetrical, the heights of the two maxima will be identical. 
If the concentration of hydrogen is large, then the depth of 
the minimum will be so great that the two maxima will appear 
insignificant. 
Hence, the calculated dependence of the thermal conduc­
tivity on concentration for this mixture explains the phenom­
enon. The exact position of the minimum has not been experi­
mentally verified, but chromatographic results indicate that 
it would be in the region calculated. 
Figure 8. Thermal conductivity of hydrogen-helium mixtures 
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Figure 9» co -3 potential model 
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Figure 10. 9-3 potential model 
Program nomenclature 
g1 is r((3i-l)/9)/i! 
n is the number of 
values of t 
6 is the accuracy of 
the computation 
s is ln(-3A/AzQ) 
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Input g0,g1,g2,g3,ti 
4 >n & 
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APPENDIX C: PROGRAMS FOR THE EVALUATION 
OF THE DATA 
Figure 11. Program for processing chromatographic 
data 
Program nomenclature 
P is barametrie pressure 
ÂP is the pressure gradient meassured 
p is the vapor pressure of water 
P^  is the inlet pressure 
PQ is the outlet pressure 
AP is the pressure gradient across 
the column 
P is the arithmetic mean pressure 
m 
R is the resistance of the platinum 
thermometer 
R is the resistance of the platinum 
° thermometer at 0°C 
a and 3 are constants 
Vg is the retention volume 
T is the temperature 
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0 >i 
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Pi ïVÉF m 
0 >i 
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Figure 11. (Continued) 
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100; 
no 
yes 
yes 
no 
yes 
no 
Output 
Output Vr,T 
no 
yes 
no 
Figure 12. Program for curve fitting to 
Equation 17 
Table nomenclature 
V is the retention volume 
V is the retention volume 
of neon 
S* is the slope of the 
theoretical curve 
r> 
is the calculated value of 
Equation 17 for a given t 
6 is the accuracy of £(ZQ)/R 
A is In Az_ 
o 
S is the sum of squares of the 
deviations from the curve 
\ 
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Calculate gamma table 
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Figure 12. (Continued) 
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Figure 12. (Continued) 
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APPENDIX D: SAMPLE CALCULATION OF DATA 
The quantities that are obtained, in a typical measurement 
of chromatographic retention time as performed in this thesis 
are: 
1. - the resistance of the platinum thermometer at 
the temperature of the column in absolute ohms. 
2. t - the temperature of the flow meter in degrees 
centigrade. 
3. f - the time it takes the film formed from the soap 
solution to traverse the volume of the flow 
meter in seconds. 
4. d the distance between the chromatographic peaks 
in cm. 
5. P - barometric pressure in mm of Hg. 
6. AP - the pressure gradient across the column in mm 
of Hg. 
7. p - the vapor pressure of the soap solution in the 
flow meter. 
From these data it is possible to obtain the volume flow 
rate, the temperature of both the column and the flow meter, 
the retention time and the inlet and outlet pressures in the 
following manner: 
Tq = tQ + 273-16 
F = (48.712)(60)/f 
tR = 2d/2.54 
Pi = P + ÂP 
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where all pressures are in mm of Hg, F is in cc/min., tg is 
in minutes and Tq is in degrees Kelvin. From these data, the 
retention volume of the gas VR is calculated as a function of 
temperature according to the equation 
VS=PtBT°P° 
, 1 AP 
The evaluation of this equation was performed on a computer 
according to the program given in Figure 11. A sample cal­
culation is given below. 
For example, a sample set of data is that of neon where 
P = 
ÂP = 
P = 
Bt = 
to = 
f = 
d = 
73^ .77 mm of Hg. 
45.0 mm of Hg. 
25.76 mm of Hg. 
32.97^ 2 absolute ohms. 
26.00 degrees centigrade. 
38.25 seconds. 
0.481 centimeters. 
Hence, 
VB " 
|8^212 (6o) (0.481^(2) ?46.84 (0.95)(1 . 0.OOO8) 
= 31*8 cc 
Since the pressure gradient across the column is small, between 
-I p 
30 and 60 mm of Hg, the term ^ -(AP/Pm) is always small, less 
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than 0.001, and therefore can be neglected with little error. 
The data plotted in Figures 5» 6 and 7 were processed in 
the same manner as the sample calculation given above to give 
the retention volume as a function of temperature. Vg and 
represent the retention volumes of the gases and neon respec­
tively. In Table 4, the difference between these two quan­
tities is given as a function of temperature. 
Table 4. -3A as a function of temperature 
Bun No. Gas T(°K) 
1 neon 32.00  
31.63 
31.39 
31.42 
31.50 
31.20 
31.24 
30.20 
30.76 
28.94 
30.44 
30.85 
346.83 
374.96 
400.75 
429.60 
439.04 
459.43 
482.63 
509.46 
537.80 
591.44 
651.10 
703.84 
2 neon 32.18 
32.25 
31.78 
31.72 
31.11 
303.75 
335.06 
362.70 
396.02 
427.55 
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Table 4. (Continued) 
Bun No. Gas Vcc) T(°K) 
31.44 481.34 
30.49 537.16 
31.48 321.79 
30.96 355.37 
26.73 389.05 
31,89 428.51 
31.71 468.96 
31.22 484.80 
27.96 516.20 
31.80 543.82 
32.58 578.78 
30.87 602.76 
Table 5» -SA as a function of temperature 
Bun No. Gas Vg-V^ (cc) T(°K) 
1 nitrogen 7.463 591.460 
9.251 537.794 
11.199 509.464 
13.521 482.651 
16.522 459.429 
19.116 439.022 
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Table 5• (Continued) 
Bun No. Gas Wcc) T( K) 
nitrogen 
argon 
carbon 
monoxide 
21.544 429.617 
31.727 400.753 
41.437 374.942 
58.722 346.839 
7.763 591.469 
8.912 537.789 
12.083 509.467 
13.687 482.672 
16.954 459.424 
19.575 439.016 
20.765 429.625 
29.019 400.753 
37.729 374.925 
52.786 346.852 
methane 
9.792 
11.314 
14.646 
17.920 
22.992 
27.063 
29.368 
41.366 
57.122 
81.952 
15.916 
23.905 
591.468 
537.773 
509.473 
482.683 
459.420 
439.004 
429.641 
400.753 
374.913 
346.873 
591.468 
537.758 
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Table 5• (Continued) 
Run No. Gas VR-VN(cc) T(°K) 
1 methane 30.816 509-476 
39.496 482.696 
50.031 459.412 
61.870 439.005 
68.745 429.652 
101.210 400.755 
149.010 374.902 
230.000 346.914 
1 ethane 45.924 651.140 
79-807 591-460 
137.570 537.735 
195.150 509.480 
282.800 482.732 
407.020 459.413 
579.030 439.034 
691.990 429.668 
1 ethylene 25.258 703-771 
37.146 651.130 
63.092 591.467 
104.220 537.745 
144.500 509.479 
202.820 482.713 
286.000 459.408 
399-680 439.016 
468.940 429.672 
1 propane 88.988 703-764 
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Table 5- (Continued) 
Run No. Gas VR"VN(cc) T(°K) 
propane 147.700 651.154 
294.861 591.451 
614.336 537.735 
nitrogen 11.450 537.166 
15.440 481.330 
25.600 427.545 
35.160 396.003 
52.320 362.702 
79.970 335.074 
135.730 303.774 
argon 10.750 537.171 
14.820 481.322 
25.220 427-541 
33.380 395.998 
49.200 362.709 
70.300 335.078 
118.880 303.798 
carbon 
monoxide 14.030 537.169 
21.230 481.321 
34.950 427.536 
47.800 395.992 
74.090 362.7H 
112.220 . 335.088 
205.900 303.830 
methane 45.260 481.320 
79.580 427.530 
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Table 5• (Continued) 
Run No. Gas VR"VN(cc) T(°K) 
methane 118.770 • 395-994 
201.670 362.723 
336.470 335-104 
argon 15.033 484.813 
22.856 428.489 
36.900 389.053 
48.564 355.363 
80.418 321.783 
nitrogen 15.417 484.815 
21.566 428.490 
36.743 389.061 
52.872 355.357 
91.182 321.769 
carbon 
monoxide 19*940 484.823 
32.642 428.496 
54.320 389.058 
78.913 355.344 
137.202 321.770 
methane 15 * 396 602.736 
38.861 484.830 
73.138 428.486 
126.687 389.051 
216.839 355.550 
426.522 321.782 
ethylene 57-600 602.728 
70.398 578.779 
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Table 5- (Continued) 
Run No. Gas Vg-VN(cc) T(°K) 
3 ethylene 101.737 543.791 
142.679 516.190 
205.973 484.847 
259.523 468.953 
494.301 428.495 
3 ethane 71.680 602.731 
89.411 578.774 
131.900 543.783 
189.140 516.175 
281.573 484.860 
360.686 468.935 
3 propylene 230.416 602.731 
304.517 578.766 
501.807 543.784 
786.787 516.158 
3 propane 257.944 602.724 
346.928 578.756 
577.854 543.782 
