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Abstract. Some new bounds for the ·Ceby·sev functional of a pair of vectors
in inner product spaces are pointed out. Reverses for the celebrated Jensen's
inequality for convex functions de¯ned on inner product spaces are given as
well.
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x1. Introduction
We consider n¡tuples of real numbers a = (a1; : : : ; an), b = (b1; : : : ; bn) and let
p = (p1; : : : ; pn) be an n¡tuple of nonnegative numbers with Pn :=
Pn
i=1 pi >
0: De¯ne the weighted ·Ceby·sev functional as










which, for the uniform weights pi = 1n ; i 2 f1; : : : ; ng, will be denoted by
Tn (a;b) :
The problem of obtaining sharp upper bounds for the quantity Tn (p;a;b)
or Tn (a;b) is well known in the literature, and we list further down some
classical and recent results related to this problem.
1. (1950) Biernacki-Pidek-Ryll-Nardzewski Inequality [2]:
If a = (a1; : : : ; an) and b = (b1; : : : ; bn) are such that there exists the
real numbers a;A; b;B with






















(A¡ a) (B ¡ b)
· 1
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(A¡ a) (B ¡ b) :
2. (1988) Andrica-Badea Inequality [1]:
Let a, b satisfy (1.1) and q = (q1; : : : ; qn) be an n¡tuple of nonnegative
















(A¡ a) (B ¡ b)Q2n(1.4)
· 1
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3. (2000) Dragomir-Booth [4]:
If a, b are real n¡tuples and p is nonnegative with Pn > 0; then




j¢bj jTn (p; e; e)
where e = (1; 2; : : : ; n) and ¢aj := aj+1 ¡ aj is the forward di®erence,
j = 1; : : : ; n¡ 1: In particular, we have
(1.6) jTn (a;b)j · 112
¡





The constant 112 is best possible.
For other similar results see [3], [5] and [6].
Motivated by the above results, it is natural to consider the same problem
for n-tuples of vectors in an inner product space.
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Let (H; h¢; ¢i) be an inner product over the real or complex number ¯eld K.
For p = (p1; : : : ; pn) 2 Rn and x = (x1; : : : ; xn) ; y = (y1; : : : ; yn) 2 Hn; de¯ne
the ·Ceby·sev functional by
(1.7) Tn (p;x;y) := Pn
nX
i=1













The following GrÄuss type inequality has been obtained in [7].
Theorem 1. Let H; x;y be as above and pi ¸ 0 (i 2 f1; : : : ; ng) withPn
i=1 pi = 1; i.e., p is a probability sequence. If x;X; y; Y 2 H are such
that
(1.8) Re hX ¡ xi; xi ¡ xi ¸ 0; Re hY ¡ yi; yi ¡ yi ¸ 0
for each i 2 f1; : : : ; ng ; or equivalently, (see [8])
(1.9)
°°°°xi ¡ x+X2
°°°° · 12 kX ¡ xk ;
°°°°yi ¡ y + Y2
°°°° · 12 kY ¡ yk
for each i 2 f1; : : : ; ng ; then we have the inequality
(1.10) jTn (p;x;y)j · 14 kX ¡ xk kY ¡ yk :
The constant 14 is best possible in the sense that it cannot be replaced by a
smaller constant.
In [9], the following GrÄuss type inequality for the forward di®erence of
vectors has been established.
Theorem 2. Let x = (x1; : : : ; xn) ; y = (y1; : : : ; yn) 2 Hn and p 2 Rn+ be a

















































The constants 1; 1 and 12 in the right hand side of inequality (1.11) are best in
the sense that they cannot be replaced by smaller constants.
14 S.S. DRAGOMIR
Another result is incorporated in the following theorem (see [8]).
Theorem 3. Let x;y and p be as in Theorem 2. If there exist x;X 2 H such
that




°°°° · 12 kX ¡ xk for each i 2 f1; : : : ; ng ;
then one has the inequality






















The constant 12 is best possible in the ¯rst and second inequalities in the sense
that it cannot be replaced by a smaller constant.
Remark 1. If x and y satisfy the assumptions of Theorem 1, then we have
the following sequence of inequalities improving the GrÄuss inequality (1.10):
























kX ¡ xk kY ¡ yk :




























then, with the assumptions of Theorem 1, we have
(1.16) jTn (x;y)j · 14 kX ¡ xk kY ¡ yk :
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Theorem 2 will provide the following inequalities










































where ¢xk := xk+1 ¡ xk; k 2 f1; : : : ; n ¡ 1g: Here the constants 112 ; 16 and 12
are best possible in the above sense.
Finally, from (1.15), we have

























kX ¡ xk kY ¡ yk :
It is the main aim of this paper to point out other bounds for the ·Ceby·sev
functionals Tn (p;x;y) and Tn (x;y) : Applications for Jensen's inequality for
convex functions de¯ned on inner product spaces are given as well.
x2. Identities for Inner Products









pkak; ¹Ai (p) = An (p)¡Ai (p)
for i 2 f1; : : : ; n¡ 1g :
The following result holds.
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Theorem 4. Let (H; h¢; ¢i) be an inner product space over K, p = (p1; : : : ; pn) 2




























(if Pi; ¹Pi 6= 0; i 2 f1; : : : ; n¡ 1g);
where ¢xi = xi+1 ¡ xi (i 2 f1; : : : ; n¡ 1g) is the forward di®erence.












where dl; vl are vectors in H; l = p; : : : ; q (q > p; p; q are natural numbers).
If we choose in (2.2), p = 1; q = n; di = PiAn (p) ¡ PnAi (p) and vi = bi
(i 2 f1; : : : ; n¡ 1g) ; then we get
n¡1X
i=1
hPiAn (p)¡ PnAi (p) ;¢bii






h¢(PiAn (p)¡ PnAi (p)) ; bi+1i




hPi+1An (p)¡ PnAi+1 (p)¡ PiAn (p) + PnAi (p) ; bi+1i























= Tn (p;a;b) ;
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proving the ¯rst identity in (2.1).
The second and third identities are obvious and we omit the details.
The following lemma is of interest in itself.
Lemma 5. Let p = (p1; : : : ; pn) 2 Rn and a = (a1; : : : ; an) 2 Hn: Then we
have the equality




for each i 2 f1; : : : ; n¡ 1g :



























Using the summation by parts formula, we have
iX
j=1






(Pj+1 ¡ Pj) aj+1(2.5)



















¡ ¹Pj+1 ¡ ¹Pj¢ aj+1
= ¹Pnan ¡ ¹Pi+1ai+1 ¡
n¡1X
j=i+1
(Pn ¡ Pj+1 ¡ Pn + Pj) aj+1






















































= Pi ¹Ai (p)¡ ¹PiAi (p)
= PiAn (p)¡ PnAi (p) ;
and the identity is proved.
We are able now to state and prove the second identity for the ·Ceby·sev
functional.
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Theorem 6. With the assumptions of Theorem 4, we have the identity





Pminfi;jg ¹Pmaxfi;jg ¢ h¢aj ;¢bii :
Proof. Follows by Theorem 4 and Lemma 5 and we omit the details.
x3. New Inequalities
The following result holds.
Theorem 7. Let (H; h¢; ¢i) be an inner product space over the real or complex
number ¯eld K; p = (p1; : : : ; pn) 2 Rn and a = (a1; : : : ; an) ;b = (b1; : : : ; bn) 2
Hn: Then we have the inequalities

























kPiAn (p)¡ PnAi (p)k ¢ max
1·j·n¡1
k¢bjk :
All the inequalities in (3.1) are sharp in the sense that the constants 1 cannot
be replaced by smaller constants.
Proof. Using the ¯rst identity in (2.1) and Schwarz's inequality in H; i.e.,








kPiAn (p)¡ PnAi (p)k k¢bik :
Using HÄolder's inequality, we deduce the desired result (3.1).
Let us prove, for instance, that the constant 1 in the second inequality is
best possible.
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Assume, for c > 0; we have that











for p > 1; 1p +
1
q = 1; n ¸ 2:
If we choose n = 2; then we get
T2 (p;a;b) = p1p2 ha2 ¡ a1; b2 ¡ b1i :
Also, for n = 2;Ã
n¡1X
i=1
kPiAn (p)¡ PnAi (p)kq
! 1
q




1A 1p = kb2 ¡ b1k ;
and then, from (3.2), for n = 2; we deduce
(3.3) jp1p2j jha2 ¡ a1; b2 ¡ b1ij · c jp1p2j ka2 ¡ a1k kb2 ¡ b1k :
If in (3.3) we choose a2 = b2; a2 = b1 and b2 6= b1; p1; p2 6= 0; we deduce c ¸ 1;
proving that 1 is the best possible constant in that inequality.
The following corollary for the uniform distribution of the probability p
holds.
Corollary 8. With the assumptions of Theorem 7 for a and b; we have the
inequalities













































°°°° ¢ max1·j·n¡1 k¢bjk :
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The following result may be stated as well.
Theorem 9. With the assumptions of Theorem 7 and if Pi 6= 0 (i = 1; : : : ; n) ;






























°°°° 1PnAn (p)¡ 1PiAi (p)
°°°° ¢ max1·i·n¡1 k¢bik :
All the inequalities in (3.5) are sharp in the sense that the constant 1 cannot
be replaced by a smaller constant.
Proof. Using the second equality in (2.1) and Schwarz's inequality, we have















°°°° 1PnAn (p)¡ 1PiAi (p)
°°°° k¢bik :
Using HÄolder's weighted inequality, we deduce (3.5).
The sharpness of the constant may be proven in a similar manner to the
one in Theorem 7. We omit the details.
The following corollary containing the unweighted inequalities holds.










































°°°° ¢ max1·i·n¡1 k¢bik :
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The inequalities (3.6) are sharp in the sense mentioned above.
Another type of inequality may be stated if ones used the third iden-
tity in (2.1) and HÄolder's weighted inequality with the weights: jPij
¯¯ ¹Pi¯¯ ;
i 2 f1; : : : ; n¡ 1g :
Theorem 11. With the assumptions in Theorem 7 and if Pi; ¹Pi 6= 0; i 2























¯¯ ¹Pi¯¯ k¢bikp¶ 1p






¯¯ ¹Pi¯¯ °°°° 1¹Pi ¹Ai (p)¡ 1PiAi (p)
°°°° ¢ max1·i·n¡1 k¢bik :



























i (n¡ i) k¢bikp
¶ 1
p










°°°°° ¢ max1·i·n¡1 k¢bik :
The inequalities in (3.7) and (3.8) are sharp in the above mentioned sense.
A di®erent approach may be considered if one uses the representation in
terms of double sums for the ·Ceby·sev functional provided by Theorem 6.
The following result holds.
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The inequalities are sharp in the sense mentioned above.
The proof follows by the identity (2.7) on using HÄolder's inequality for








1¡ max fi; jg
n
¶¾
; n ¸ 2:
Using the elementary inequality
ab · 1
4
(a+ b)2 ; a; b 2 R;
we deduce
min fi; jg (n¡max fi; jg) · 1
4
(n¡ ji¡ jj)2
for 1 · i; j · n¡ 1: Consequently, we have








We may now state the following corollary of Theorem 12.
Corollary 13. With the assumptions of Theorem 7 for a and b; we have the
inequality















The constant 14 cannot be replaced in general by a smaller constant.
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Remark 2. The inequality (3.10) is better than the third inequality in (1.17).








[min fi; jg (n¡max fi; jg)]q
1A 1q :












that may be computed exactly if q = 2 or another natural number.
Since, as above,
[min fi; jg (n¡max fi; jg)]q · 1
4q

















(n¡ 1) 2q :
Consequently, we may state the following corollary as well.
Corollary 14. With the assumptions of Theorem 7 for a and b; we have the
inequalities






























provided p > 1 , 1p +
1
q = 1: The constant
1
4 cannot be replaced in general by a
smaller constant.








[min fi; jg (n¡max fi; jg)] ;
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then we observe, for u =
¡
1




; e = (1; 2; : : : ; n) ; that

















n2 ¡ 1¢ ;
and by Theorem 12, we deduce the inequality
jTn (a;b)j · 112
¡





Note that, the above inequality has been discovered using a di®erent method
in [9]. The constant 112 is best possible.
x4. Reverses for Jensen's Inequality
Let (H; h¢; ¢i) be a real inner product space and F : H ! R a Fr¶echet di®er-
entiable convex function on H: If OF : H ! H denotes the gradient operator
associated to F; then we have the inequality
F (x)¡ F (y) ¸ hOF (y) ; x¡ yi
for each x; y 2 H:
The following result has been obtained in [9].
Theorem 15. Let F : H ! R be as above and zi 2 H; i 2 f1; : : : ; ng : If
qi ¸ 0 (i 2 f1; : : : ; ng) with
Pn






























































The unweighted case may useful in application and is incorporated in the
following corollary.
Corollary 16. Let F : H ! R be as above and zi 2 H; i 2 f1; : : : ; ng : Then















































By making use, of Theorem 12, we can state the following result as well:
Theorem 17. Let F : H ! R be as above and zi 2 H; i 2 f1; : : : ; ng : If
qi ¸ 0 (i 2 f1; : : : ; ng) with
Pn































































Proof. We know, see for example [7, Eq. (4.4)], that the following reverse of
























Now, if we apply Theorem 12 for the choices ai = OF (zi) ; bi = zi and
pi = qi (i = 1; :::; n) ; then we may state
nX
i=1

























































Finally, on making use of the inequalities (4.3) and (4.4), we deduce the desired
result (4.2).
The unweighted case may be useful in application and is incorporated in
the following corollary.
Corollary 18. Let F : H ! R be as above and zi 2 H; i 2 f1; : : : ; ng : Then
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Remark 3. If one applies the other GrÄuss' type inequalities obtained in the
previous section, then one can obtain other reverses for Jensen's discrete in-
equality for convex functions de¯ned on inner product spaces. We do not
present them here.
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