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Abstract—This paper presents a robust continuous-time model
predictive direct power control for doubly fed induction genera-
tor (DFIG). The proposed approach uses Taylor series expansion
to predict the stator current in the synchronous reference frame
over a finite time horizon. The predicted stator current is directly
used to compute the required rotor voltage in order to minimize
the difference between the actual stator currents and their refer-
ences over the predictive time. However, as the proposed strategy
is sensitive to parameter variations and external disturbances, a
disturbance observer is embedded into the control loop to remove
the steady-state error of the stator current. It turns out that the
steady-state and the transient performances can be identified
by simple design parameters. In this work, the reference of the
stator current is directly calculated from the desired stator active
and reactive powers without encompassing the parameters of the
machine itself. Hence, no extra power control loop is required in
the control structure to ensure smooth operation of the DFIG.
The feasibility of the proposed strategy is verified by experimental
results of grid-connected DFIG and satisfactory performances are
obtained.
Index Terms—Continuous-Time Model Predictive Control
(CTMPC), Direct Power Control (DPC), disturbance observer,
Doubly-Fed Induction Generator (DFIG), renewable energy.
I. INTRODUCTION
IN the last few years, wind energy has been identified as themajor contributor among all renewable energy resources,
which has resulted in a strong increase wind power penetration
into the electricity supply network. Wind Energy Conversion
System (WECS) employs different type of electrical machines
to produce electricity with zero emission. Among them, the
doubly fed induction generator has been gradually occupying
a larger market share due to several advantages, including
variable speed operation, full power control capacity, high
efficiency, low system cost, and decoupled active and reactive
power control. Generally, the DFIG-based wind energy conver-
sion technology uses back-to-back power-electronic converters
consisting of the rotor side converter (RSC) and the grid side
converter (GSC) [1]. The control of the RSC and GRC allow
both super-synchronous and sub-synchronous operations. Typ-
ically, the rating of the back-to-back converter is around 30%
Manuscript received December 17, 2015; revised March 19, 2016; accepted
April 19, 2016. This work was supported by "The Petroleum Institute Research
Center (PIRC)" Research Grant.
R. Errouissi, A. Al-Durra, S. M. Muyeen, and S. Leng are with the
Petroleum Institute, P.O. Box 2533, Abu Dhabi, United Arab Emirates
(e-mails: rerrouissi@pi.ac.ae, aaldurra@pi.ac.ae, smmuyeen@pi.ac.ae, and
sleng@pi.ac.ae).
F. Blaabjerg is with the Department of Energy Technology, Faculty of
Engineering and Science, Aalborg University, 9220 Aalborg, Denmark (e-
mail: fbl@et.aau.dk).
of the generator capacity, resulting in cost savings compared to
the full scale converter. Taking into account the limited voltage
of the back-to-back converter, the mechanical speed variation
is about ±30% of the synchronous speed.
Traditionally, the DFIG is controlled using three approaches,
namely, Vector Control (VC), Direct Torque Control (DTC),
and Direct Power Control (DPC). The VC scheme [2] is widely
used because of its design simplicity and it is formulated
based on either stator voltage or flux orientation. As a result,
the rotor current is decomposed into active and reactive
power components in the synchronously rotating reference
frame. Thus, the stator active and reactive powers can be
independently controlled by regulating the rotor current com-
ponents. Various rotor current controllers have been proposed,
e.g., Proportional-Integral (PI) controller [3], [4], predictive
control [5], sliding mode controller [6], etc. Generally, all
the above-mentioned methods offer a good performance in
terms of robustness and disturbance rejection. However, the
main drawback of the VC scheme is that the rotor current
references highly rely on the machine parameters and stator
flux. Such limitation implies the need for additional control
loops to generate the rotor current references [2], [7].
The direct torque control was first introduced in [8] for
controlling the squirrel-cage induction motor. The main idea
of DTC is to instantaneously control the torque and the stator
flux based on a predetermined voltage vector lookup table.
Such a strategy necessitates the knowledge of the stator flux
in magnitude and angle, as well as the electrical torque.
For DFIG, as the stator windings are directly connected
to the grid, the stator flux is constant in magnitude and
frequency, hence, the DTC can be applied by regulating the
rotor flux instead of the stator flux [9]. The DTC approach
has several advantages, including fast transient response and
low parameter dependence. Nonetheless, its implementation
requires a high sampling frequency and leads to high and
variable switching frequency, which may magnify the current
ripples. In an attempt to overcome such a drawback, the
hysteresis band, usually used in a DTC scheme, can be
replaced by a simple torque controller [10]. On the other
hand, Space Vector Pulse Width Modulation (SVPWM) can
also be combined with DTC approach to solve the problem of
variable switching frequency [11]. With these improvements in
DTC, good dynamic performance can be achieved; however,
for power regulation, an external loop is still required to ensure
good steady-state performance.
An alternative way to tackle the need for an extra loop
is to use a control scheme that directly generates the rotor
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voltage commands based on the difference between the stator
power and its reference signal. This has been addressed in
several research works and known as DPC [12]–[16]. Similarly
to DTC technique, the conventional DPC approach uses a
predefined switching table to control the active and reactive
power. An example of the implementation of this strategy
was presented in [12] and revealed that the performance of
such a method is mainly related to the stator flux position,
which strongly depends on the stator resistance. The newly
developed DPC approach avoids the use of switching tables
and employs robust controllers to achieve better power quality
with constant switching frequency. In [13], a nonlinear sliding
mode control approach has been applied to calculate the
required rotor voltage in the stator stationary frame. A simple
PI controller with feedforward compensator is used in [14]
to remove the steady-state error while, at the same time, a
resonant controller is embedded in the loop to compensate
for fifth and seventh current harmonics coming from the
distortion of the grid voltage. The stability analysis of the
entire closed-loop system is performed in [15] to come up with
a simple PI controller without involving flux measurement
and decoupling terms. Another variant of the DPC method
is described in [16], where the required rotor voltage is
calculated based on the estimated rotor flux. However, exact
knowledge of the machine parameters is required to generate
the reference of the rotor flux. Combined vector and direct
power control were presented in [17], and a complete overview
about the control of DFIG can be found in [18]. In the
majority of the aforementioned works, some challenges and
improvements of DPC in controlling DFIG are demonstrated
by simulation results, but, it is rarely that experimental tests
have been conducted to demonstrate the feasibility of the
proposed approaches, e.g., [12], [13], [15] and [17]–[22].
Recently, other controllers have been proposed to realize DPC,
such as Backstepping control [23], where the performances
of the controller are mainly based on the accuracy of the
model parameters. Hence, zero steady-state error cannot be
guaranteed under model uncertainties.
The Model Predictive Control (MPC) is widely used for
DPC scheme, and it can provide a good overall performance.
In MPC, the required rotor voltage is selected to optimize a
cost function whose form depends on the performance specifi-
cations such as the minimization of the difference between the
stator active and reactive powers, and their references [19]–
[22], [24], [25]. An example of MPC approach is to evaluate
at each sampling time, the power error for all possible voltage
vectors, and select the one which gives the lowest power error
value over a predictive time [19]. For such a strategy, the
predictive time is fixed to the sampling time, and the steady-
state performance is enhanced by either using a small sampling
time or/and arbitrarily adding an integral action, with a larger
time constant, in the controller [5], [24] and [25]. Such require-
ments raise concern about the design of these parameters. This
issue is handled alternatively in this paper. To guarantee a fast
transient response, while at the same time enhance the steady-
state performance of DFIGs, this paper proposes a continuous-
time model predictive direct power control approach with a
disturbance observer to compensate for the offset caused by
model uncertainties and external disturbances [26]. The aim of
this work is to achieve independent stator active and reactive
powers by means of stator current control. The idea behind
the proposed strategy is to use Taylor series expansion to
approximate a cost function minimizing the difference between
the stator currents and their references. Such a methodology
leads to a closed-form solution of the resulting optimization
problem [27]. More specifically, it turns out that the resultant
controller is almost equivalent to the existing model predictive
control of DFIGs [5]; however, the prominent difference is in
the predictive time being different from the sampling time.
More interestingly, an integral controller arises naturally in the
loop which is one of the salient features of this work. A similar
methodology is adopted in [28] to design an accurate control
of a Permanent Magnet Synchronous Motor (PMSM), where
a newly defined cost function is used to directly introduce
an integral action in the controller. The main advantage of
the proposed controller, in comparison to that developed for
a PMSM, is that the disturbance rejection performance can
be appropriately specified by an adequate design of a dis-
turbance observer. Synchronous, super-synchronous, and sub-
synchronous operations of a 2 kW DFIG are experimentally
examined under the proposed control scheme. Simulation
results are also provided based on the parameters of a realistic
WECS of 2 MW DFIG. It is worth to mention that the
active/reactive power reference required to work at a specified
operating point is mainly related to the dimensioning of the
whole system including the converters.
II. SYSTEM DESCRIPTION AND DFIG MODELING
The DFIG-based wind energy conversion system considered
in this paper is depicted in Fig. 1. Assuming that the machine
is balanced and using motor convention, the machine equations
in the dq reference frame are given by [29]{
dψsdq
dt = −Rsisdq − jωsψsdq + vsdq
dψrdq
dt = −Rrirdq − j (ωs − ωr)ψrdq + vrdq
(1)


































Here, (ψsd, ψsq), (isd, isq), and (vsd, vsq) are the components
of the stator flux ψs, current is, and voltage vs, respectively,
in the dq reference frame, while (ψrd, ψrq), (ird, irq), and
(vrd, vrq) represent the components of the rotor flux ψr,
current ir, and voltage vr, respectively, in the dq reference
frame. Rs, Rr, and ωs, are respectively, the stator and rotor








Fig. 1. DFIG-based wind energy conversion system using back-to-back
converters, with an L type filter and a DC-link capacitor C.
The rotor and stator fluxes are described in terms of rotor
and stator currents as








(ψsdq − σLsisdq) (5)




represents the leakage factor. Lm, Ls,
and Lr, represent the mutual inductance, the stator inductance
and the rotor inductance respectively. From (1)–(5), it follows
that{
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, ωsl = ωs − ωr
(7)
Here, ωr and ωsl represent the rotor and the slip angular
frequency respectively. The instantaneous active and reactive
powers, Ps and Qs, generated at the stator side, can be written









If the q-axis of the reference frame is aligned with the stator
voltage, i.e., vsq = Vs and vsd = 0, then, by neglecting the
stator resistance, we obtain
ψs = ψsd ≈
Vs
ωs
, ψsq ≈ 0 (9)









Thus, knowing the magnitude Vs of the grid voltage, the stator
active and reactive powers can be independently controlled by
regulating the stator current components separately. Using (9),
the equations describing these components become as{
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where δd and δq are additive terms that represent model uncer-
tainties and external disturbances. To simplify the controller
design, it is assumed that
lim
t→∞
δ̇d = 0, lim
t→∞
δ̇q = 0 (12)
III. CONTINUOUS-TIME MODEL PREDICTIVE CONTROL
(CTMPC)
Although, continuous-time model predictive control has
been successfully applied to electrical machines such as per-
manent magnet synchronous motors [28], it has not been
practically applied to DFIG. Recent advances in CTMPC have
resulted in improving the steady-state performance [30], [31],
and have made it to compete with other robust approaches. In
CTMPC, the control objective is reduced to an optimization
problem, where the performance requirement is formulated
in terms of a cost function. For DFIG, the performance
specifications can be achieved by the minimization of the












where Tr is the predictive time. The tracking errors ed and eq
are described in terms of the stator currents components and
their references isdref and isqref as follows{
ed (t+ τ) = isdref (t+ τ)− isd (t+ τ)
eq (t+ τ) = isqref (t+ τ)− isq (t+ τ) (14)
In CTMPC, the future behavior of each of the tracking errors
is predicted using Taylor series expansion up to the relative
degree with respect to the input. Here, the inputs are the rotor
voltage components. From (11), it is clear that the relative
degree corresponding to each output is equal to unity. By












Following [31], substituting (15) into (13), together with (11),
results in a quadratic cost function, dependent on the inputs























Ad = aisd − ωslisq − bVsωs
Aq = ωslisd + aisq − cωslVsωs
(17)
Now, substituting the control law (16)–(17) into (11), gives








Therefore, the predictive time Tr can be selected based on the
desired rise time. As the information about the disturbances is
not available for direct measurement, the lumped disturbance
δd,q is replaced by its estimate δ̂d,q in the control law. Such a
requirement reveals the need for a disturbance observer.
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IV. DISTURBANCE OBSERVER
A disturbance observer proposed in [26] can be considered
as an adequate candidate for estimating unmeasurable distur-
bances. For the DFIG, the disturbance observer is given by
˙̂















where ld and lq are the observer gains. By considering (11)
and (19), the dynamics of the estimation errors, eδd = δ̂d −δd




eδd + δ̇d, ėδq = −
Lmlq
σLsLr
eδq + δ̇q (20)
With the assumption (12), one can conclude that the distur-
bance estimation error system can be made asymptotically
stable by choosing the observer gains such that ld > 0 and lq >
0. More specifically, under a step disturbance, the estimate
tracks the actual disturbance within a time constant of σLsLrld,qLm .
Furthermore, with a view to avoid practical problems that
may arise because of the time derivative of the stator current
components, one can further simplify the proposed disturbance
observer. Indeed, assuming that δd,q(0) = 0, and substituting
the control law (16)–(17) into the disturbance observer (19)
yields
δ̂d = − 3ld2Tr
t∫
0
ed (τ) dτ − lded (t) + lded (0)
δ̂q = − 3lq2Tr
t∫
0
eq (τ) dτ − lqeq (t) + lqeq (0)
(21)
Hence, an integral action is naturally introduced in the con-
troller, rather than arbitrarily adding an integral term to the
rotor voltage command. Such a modification guarantees zero
steady-state error despite parameter variations and unknown
disturbances. The majority of the existing disturbance ob-
servers requires the integration of the system model to estimate
an external disturbance. In other words, the integration of
the error between the actual and the estimated measurement
is usually used to generate the disturbance estimation. In
our case, the estimate is driven by the tracking error ed,q ,
i.e. the error between the stator current components and
their references, which makes the composite controller more
convenient for a practical implementation.
V. STABILITY OF THE OVERALL CLOSED-LOOP SYSTEM
Neglecting the initial tracking error ed,q(0), the composite
controller consisting of the continuous-time model predictive







































The predictive terms Nd and Nq are given by{
Nd =
disdref
dt + aisd − ωslisq − bVsωs
Nq =
disqref
dt + ωslisd + aisq − cωslVsωs
(25)
For the closed-loop system analysis, substituting (22) into the








eq (τ) dτ +Kpqeq (t) + ėq (t) = −σLsLrLm δq
(26)
The poles associated with the above closed-loop error equa-




, s2d = −
Lmld
σLsLr




Since the predictive time and the observer gains are positives,
the closed-loop system is stable, indicating that the tracking
errors are bounded. Additionally, the assumption in (12)
guarantees that the system output tracks its reference with
an error, which eventually converges to zero as time tends
to infinity. More specifically, the reference-to-output transfer
























Remark 1: The parameters of the composite controller can be
chosen according to the desired pole locations (27). In fact, in
order to have a fast transient response, the predictive time Tr
should be chosen as small as possible to ensure a good tracking
performance, while the observer gain ld,q should be chosen
large enough to guarantee a fast disturbance rejection. From
a practical standpoint, either decreasing Tr and/or increasing
ld,q will eventually correspond to an amplification of the
measurement noise. Therefore, a tradeoff should be made
when designing the parameters of the composite controller to
prevent large magnification of the measurement noise.
Remark 2: The required rotor voltage is calculated based on
the predictive current model over the specified predictive time.
Unlike the conventional model predictive control of DFIG [5],
[24], the predictive time is not fixed to the sampling time,
and it can be chosen based on the desired settling time.
Moreover, the integral controller can be specified by setting
the observer gains to correspond to the desired disturbance
rejection performance, which is different from the existing
MPC for DFIG, where a relatively large time constant is
usually selected for the integral action.
Remark 3: As the initial tracking error ed,q(0) is not consid-
ered in the composite controller (22), the nominal transient
performance, defined by (18), may not be preserved when
dealing with a step input because of the introduction of the
integral action. More specifically, the transient performance,
in response to a step input, will be governed by the transfer
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function given by (28). To guarantee a good dynamic response,
the power reference can be realized using a first-order low pass
filter to have zero initial tracking error, i.e., ed,q(0) = 0. Such
a strategy allows exploring the capability of the controller to
achieve a good tracking performance, while at the same time,
to reduce the magnitude of the rotor voltage during transients.
VI. COMPUTER SIMULATIONS
A. Control Loop Diagram
Simulation studies have been carried out using Mat-
lab/Simulink software package to verify the performance of
the proposed controller compared to the conventional Vector
Control (VC) scheme. A block diagram for the implementation
of the proposed CTMPC based-DPC is depicted in Fig. 2. In
this configuration, a phase-locked-loop (PLL), as described
in [32], is used to compute the reference angle θs for the
synchronous reference frame. The stator currents are measured
and transformed to dq frame in which the controller is de-
signed. The stator current references are computed directly
from the desired active and reactive powers, and the magni-
tude Vs of the grid voltage, without involving the machine
parameters or the rotor currents. The required rotor voltage
is calculated based on the stator current error, and then,
transformed into the rotor reference frame. Finally, a PWM
technique is used to control the semiconductor switches of











































Fig. 2. Block diagram of the proposed controller for a DFIG-based WECS.
By controlling the current flowing through the line filter,
the DC link voltage is maintained constant and is regu-
lated at a desired voltage reference. The controller of the
GSC consists of a conventional cascaded scheme using two
PI controllers [7]. Such a control scheme is not described
here, as the main focus is given on the control of RSC of
DFIG. It is noticed that all simulation tests, given in this
section, were performed using 2 MW DFIG with the rotor
speed Ωr = 1200 r/min. In addition, sinusoidal PWM technique
is adopted to realize the rotor voltage commands. The system
parameters of 2 MW DFIG are listed in Table I in the
Appendix.
The sampling frequency is set to be equal to 6.25 kHz, while
the switching frequency is chosen equal to 3.125 kHz. A time
step of 5 µs was used to discretize the DFIG Model. The
predictive time can be selected based on the performance
specifications. Following the above remarks, the predictive
time Tr is set equal to 5 ms. The observer gains ld and lq
are both set to be 0.005, so that the time constant of the














































Fig. 3. Block diagram of the vector control scheme for a DFIG-based WECS.
B. Dynamic Performance Under Nominal Parameters
First test was performed to compare the proposed controller
CTMPC with the conventional vector control VC scheme,
which is given in Fig. 3, under nominal parameters. The
VC scheme uses a PI controller to regulate the stator active
and reactive powers through the control of the rotor current
components. To have a fair comparison, the parameters of
the PI controller are tuned using internal model control [33],
so that both controllers provide similar current closed-loop
bandwidth under nominal parameters.


















































(b) Current response under CTMPC.
Fig. 4. Response to a step change in active power under nominal model, and
with Ωr = 1200 r/min using 2 MW DFIG, where VC and CTMPC denote
vector control, and continuous-time model predictive control, respectively.
Figs. 4 and 5 compare the dynamic performance of both
controllers using the nominal parameters. In Fig. 4, the active
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power was suddenly stepped up from zero to 0.75 p.u, while
the reference of the reactive power was kept equal to zero. In
Fig. 5, the active power was maintained equal to zero, with
the reactive power stepped up from zero to 0.75 p.u. From the
results, it can be concluded that both controllers are capable
of producing a fast dynamic response, within the specified
settling time. However, it is clear that the use of a filtered
reference allows achieving a good dynamic performance under
the proposed controller, as mentioned in Remark 3.



















































(b) Current response under CTMPC.
Fig. 5. Response to a step change in reactive power under nominal model, and
with Ωr = 1200 r/min using 2 MW DFIG, where VC and CTMPC denote
vector control, and continuous-time model predictive control, respectively.
C. Steady-State Performance Under Model Uncertainty
This test was performed to compare the steady-state per-
formance of the proposed controller with that of the VC
scheme under model uncertainty. To this end, the mutual in-
ductance Lm and the stator self-inductance ls were incorrectly
set in both controllers, and their values were set to be equal
to 150%, and 50% of their nominal values, respectively.
Moreover, two simulation tests were performed to compare
the performances of both controllers. Firstly, the active power
was stepped up from zero to 0.75 p.u at t = 0.1 s, while the
reactive power was kept null, and the corresponding results
are given in Fig. 6(a). The second test consists of stepping up
the reactive power, while maintaining the active power equal to
zero as shown in Fig. 6(b). Fig. 7 represents the power tracking
error for both controllers. As seen, a larger steady-state error
is observed with VC scheme, especially, for the reactive power
control. This is because the VC scheme cannot guarantee
zero-steady state error under parameter variations. As shown
in Fig.3, the steady-state performance of the VC scheme can
be improved by adding an external loop to generate the rotor
current components based on the power error. However, such a
modification may impact the closed-loop bandwidth, and may
complicate the design process.















































Fig. 6. Response to a step change (0 → 0.75 p.u) in active and reactive
powers under model uncertainty, and with Ωr = 1200 r/min using 2 MW
DFIG, where VC and CTMPC denote vector control, and continuous-time
model predictive control, respectively.





















(a) Active power error.





















(b) Reactive power error.
Fig. 7. Tracking errors following a step change in active and reactive powers
under model uncertainty, and with Ωr = 1200 r/min using 2 MW DFIG,
where VC and CTMPC denote vector control, and continuous-time model
predictive control, respectively.
VII. EXPERIMENTAL RESULTS
Fig. 8 shows the test bed setup used to experimentally
verify the effectiveness of the proposed approach. The system
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comprises a 2 kW DFIG coupled to a controlled induction
motor that plays the role of a wind turbine emulator. The
system parameters of 2 kW DFIG are listed in Table II in the
Appendix. An incremental encoder is employed to measure
the rotor position/speed. The stator windings are directly
connected to the grid, whereas the GSC is supplied through a
line filter from the grid. Both RSC and GSC are controlled by
a dSPACE DS1103 DSP board, which is equipped with Power
PC 750GX (Master processor) running at 1 GHz, and a Texas
Instruments TMS320F240 DSP (slave processor) running at 20
MHz.
Fig. 8. Experimental setup for testing the 2 kW DFIG system.


















































Fig. 9. Response to a step change in active power under nominal model, and
with Ωr = 1200 r/min, is (2 A/div), ir (2 A/div), and Ps (0.5 p.u/div).
The sampling and the switching frequencies are chosen
similar to that used for the simulation of a 2 MW DFIG.
The observer gains ld and lq are chosen so that the time
constant of the observer gain is about 41 ms, while the
predictive time is set to be equal to 1 ms. Hence, follow-
ing (28), the active/reactive power will need about 2.3 ms
to reach its reference. The switching actions for both RSC
and GSC are generated using third harmonic injection PWM
technique [34]. Several tests were conducted to experimentally
verify the performance of the proposed controller. However,
only some simulation results with 2 kW DFIG are provided
to be compared with the experimental results, using the
same scaling, in order to show the consistency between the
simulation and the experimental results. Moreover, it is noticed
that only the CTMPC is tested experimentally, as it is clear
that the VC scheme given in Fig. 3 suffers from a lack of
robustness to parameter variation, although it can offer a good
dynamic performance.



















































Fig. 10. Response to a step change in reactive power under nominal model,
and with Ωr = 1200 r/min, is (2 A/div), ir (2 A/div), and Qs (0.5 p.u/div).
A. Dynamic Performance Under Nominal Model and Change
in Active and Reactive Powers
This experiment was performed to verify the dynamic
performance of the closed-loop system under the proposed
controller. Two experimental tests were conducted, separately,
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with a step change in active and reactive powers. In the
first test, a step change in the active power was applied as
Ps = 0 → 0.75 p.u, while the reactive power remained null,
and the corresponding results are given in Fig. 9. In the second
test, the active power was kept equal to zero, while the reactive
power Qs was stepped up from zero to 0.75 p.u, as shown in
Fig. 10. It can be observed from the experimental results that
the active and reactive powers took about 3 ms to reach their
references with zero steady-state error, which is consistent
with the theoretical analysis. Moreover, the current waveforms
confirmed the simulation results shown in Figs. 9(a) and 10(a).
B. Dynamic and Steady-State Performances Under Model
Uncertainty and Change in Active Power
Here, the dynamic performance of the system using the
proposed controller was tested in response to a step change
in active power at different DFIG operating speeds including
the synchronous speed. In this case, the d-axis stator current
reference was kept null, while the q-axis stator current ref-
erence was suddenly stepped down from zero to −3 A, i.e.,
Ps = 1.5 kW = 0.75 p.u. . In addition, to test the robustness
of the closed-loop system, the resistances and the inductances
of the DFIG model used in the controller, are set to be 75%
and 50% of their actual values, respectively.
Fig. 11. Response to a step change in active power under model uncertainty,
and with Ωr = 1200 r/min, is (4 A/div), ir (4 A/div), isq (3 A/div), and
isd (3 A/div).
As seen from Figs. 11, 12, and 13, the q-axis stator current
rapidly reaches its new steady-state value in response to a
step change. The stator current components are with neither
steady-state error nor overshoot. The settling time is within
a few milliseconds, which is consistent with the theoretical
analysis. Also, the results show that the d-axis stator current
is maintained equal to zero, meaning that the stator reactive
power is well controlled. More interestingly, it can be observed
from these plots that a decoupled control of active and reactive
power is outstandingly achieved. It is worth noting that, under
synchronous speed, the rotor current is constant, as the slip
frequency is null. However, a significant reduction in the rotor
current observed in Fig. 12, after applying a step change in
active power, is caused by an abrupt drop in rotor speed. Such
a transient behavior indicates that the active power is viewed
as a load torque that is suddenly applied on the wind emulator.
As a result, the speed of the wind turbine emulator decreases
and returns back to its steady-state condition. Furthermore,
Fig. 13 shows that the experimental results are almost similar
to that obtained with the simulation. It is noticed that the
fluctuation observed with the experimental results are due to
the measurement noise.
Fig. 12. Response to a step change in active power under model uncertainty,
and with Ωr = 1500 r/min, is (4 A/div), ir (4 A/div), isq (3 A/div), and
isd (3 A/div).




















































Fig. 13. Response to a step change in active power under model uncertainty,
and with Ωr = 1800 r/min, is (4 A/div), ir (4 A/div), isq (3 A/div), and
isd (3 A/div).
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C. Dynamic and Steady-state Performances Under Model
Uncertainty and Change in Reactive Power
Tests under changes in reactive power have also been
conducted with the active power maintained equal to zero
and Figs. 14, 15, and 16 show the corresponding results for
super-synchronous sub-synchronous and synchronous speed,
respectively. In this experiment, the resistances and the induc-
tance are set to be equal to 150% of their actual values. As
seen, the d-axis stator current reference was stepped from zero
to −3 A to regulate the stator reactive power at Qs = 1.5 kVar.
Obviously, the q-axis stator current is regulated to zero.
From the results, it can be seen that the active power is robust
to changes in reactive power, and clearly, the d-axis current
jumps suddenly from zero to the desired steady-state value,
meaning that the change in reactive power can be realized
almost instantaneously, which can be treated as an ancillary
service for a wind turbine. Similarly to the previous test, it is
clear that the proposed approach results in a decoupled active
and reactive power. Also, Fig. 16 illustrates the consistency
between the real-time implementation and the numerical sim-
ulation.
Fig. 14. Response to a step change in reactive power under model uncertainty,
and with Ωr = 1200 r/min, is (4 A/div), ir (4 A/div), isq (3 A/div), and
isd (3 A/div).
Fig. 15. Response to a step change in reactive power under model uncertainty,
and with Ωr = 1500 r/min, is (4 A/div), ir (4 A/div), isq (3 A/div), and
isd (3 A/div).




















































Fig. 16. Response to a step change in reactive power under model uncertainty,
and with Ωr = 1800 r/min, is (4 A/div), ir (4 A/div), isq (3 A/div), and
isd (3 A/div).
D. Performance Evaluation under Rotor Speed Variation
In this test, a step change in reactive power is examined with
a rotor speed variation, while at the same time, the DFIG keeps
supplying the grid with a constant active power of 1.5 kW. A
step change in reactive power was done at the instant when the
speed crosses the synchronous one. In fact, the d-axis stator
current is suddenly changed from 3 A to −2 A. This allows
testing the proposed approach for both inductive and capacitive
reactive power exchange with the grid, depending on whether
the DFIG operates at sub-synchronous or super-synchronous
speed. The rotor speed change takes place at t = 0.4 s,
and it reaches its new steady-state value at t = 1.6 s. Here,
the observer gain is taken equal to 0.05. From Fig.17, it is
clear that both steady-state and the transient performances are
satisfactory. The current behavior produced with the numerical
simulation is also closely matched with experimental results.
E. Disturbance Rejection Under Sudden Change in Rotor
Speed
This test was performed to investigate the influence of
the disturbance observer of the composite controller and its
behavior in response to an abrupt uncertainty in the speed
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measurement. In other words, the speed measurement was sud-
denly and incorrectly set in the controller to mimic an abrupt
disturbance, which allows evaluating the disturbance rejection
capability of the composite controller. This is because it is
not possible to realize practically a sudden change in the rotor
speed. In such a situation, the steady-state values of the rotor
voltage components, provided by the composite controller,
should be kept constant under speed measurement error to
guarantee accurate control of the active/reactive power. This
test permits also to investigate the transient response of the
disturbance observer and how it adapts to improve the steady-
state performance. Moreover, two values of ld,q are used to
illustrate the consistency between the experimental results and
the theoretical analysis. The experiment was performed under
a constant active power of 1.5 kW, i.e., isq = − 3 A, with
Ωr = 1200 r/min. The rotor speed value is suddenly increased
in the controller from 1200→ 1300 r/min.










































Fig. 17. Response to a step change in reactive power at synchronous speed
during rotor speed variation (from 1200 to 1800 r/min), ωr (200 [rad/s]/div),
ir (2.5 A/div), isq (3 A/div), and isd (3 A/div).
As shown in Fig. 18, a large steady-state error is observed in
the q-axis current response just after introducing an uncertainty
on the speed measurement due to the absence of a disturbance
observer. However, it can be seen from Figs. 19 and 20 that
the steady-state error is quickly eliminated. This is because the
estimated δd,q converges to a stable steady-state condition that
keeps the rotor voltage components constant by compensating
the effect of the speed measurement uncertainty.
Fig. 18. Response to a sudden change in the rotor speed in the controller
without the use of a disturbance observer, with Ωr = 1200 r/min, is (2.5
A/div), ir (2.5 A/div), and isq (3 A/div).
(a) dq rotor voltage and disturbance estimation, vrd (50 V/div), vrq (50
V/div), δd (10 V/div), and δq (10 V/div).
(b) current behavior, is (2.5 A/div), ir (2.5 A/div), and isq (3 A/div)
Fig. 19. Response to a sudden change in the rotor speed in the controller,
with Ωr = 1200 r/min, and ld,q = 0.5.
More interestingly, by considering the limited accuracy of
the model parameters, it can be observed that the estimate
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reaches its new steady-state status within a time constant that
is approximately equal to σLsLrld,qLm , which is consistent with the
design process of the disturbance observer.
(a) dq rotor voltage and disturbance estimation, vrd (50 V/div), vrq (50
V/div), δd (10 V/div), and δq (10 V/div).
(b) current behavior, is (2.5 A/div), ir (2.5 A/div), and isq (3 A/div).
Fig. 20. Response to a sudden change in the rotor speed in the controller,
with Ωr = 1200 r/min, and ld,q = 1
VIII. CONCLUSION
A robust continuous-time model predictive control
(RCTMPC) for DFIG has been presented. The proposed
approach directly calculates the rotor voltage commands
based on the predictive stator current in the synchronous
reference frame. The base line controller is derived based
on the minimization of a quadratic cost function consisting
of the error between the stator current components and their
references. The RCMPC has been combined with a disturbance
observer to enhance the steady-state performance in the
presence of model uncertainty and external perturbations.
The performance of the closed-loop system under the pro-
posed controller is experimentally validated using a grid-
connected DFIG. The proposed controller offers excellent
behavior under synchronous, sub-synchronous, and super-
synchronous modes and also works very well under model
uncertainties. Unlike the existing model predictive control
for DFIG, the predictive time is not fixed to the sampling
time, and it depends on the desired dynamic performance.
Moreover, an integral action arises naturally in the composite
controller, rather than directly introducing it into the control
loop. Under suitable design parameters, good transient and
steady-state performances can be obtained without having
additional current control loop as for VC scheme.
IX. APPENDIX
The parameters values of the tested DFIGs are given in the
following table.
TABLE I
PARAMETERS VALUES OF THE 2 MW DFIG
Rated power 2 MW
Stator voltage 690 V
stator/rotor turns ratio, m 3
Stator resistance, Rs 0.001518 Ω
Rotor resistance (referred to stator), Rr 0.002087 Ω
Stator self-inductance, ls 0.059906 mH
Rotor self-inductance (referred to stator), lr 0.082060 mH
Mutual inductance, Lm 2.4 mH
Pole pairs, p 2
Angular frequency, ωs 314.5 rad/s
Synchronous rotor speed, Ωr 1500 r/min
DC-link voltage, vdc 1200 V
TABLE II
PARAMETERS VALUES OF THE 2 KW DFIG
Rated power 2 kW
Stator voltage 415 V
stator/rotor turns ratio, m 3
Stator resistance, Rs 2.46 Ω
Rotor resistance (referred to stator), Rr 1.767 Ω
Stator self-inductance, ls 20 mH
Rotor self-inductance (referred to stator), lr 20 mH
Mutual inductance, Lm 325 mH
Pole pairs, p 2
Angular frequency, ωs 314.5 rad/s
Synchronous rotor speed, Ωr 1500 r/min
DC-link voltage, vdc 720 V
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