Abstract-Viswanath and Anantharam [1] characterize the sum capacity of multiaccess vector channels. For a given number of users, received powers, spreading gain, and noise covariance matrix in a code-division multiple-access (CDMA) system, the authors of [1] present a combinatorial algorithm to generate a set of signature sequences that achieves the maximum sum capacity. These sets also minimize a performance measure called generalized total square correlation (TSC ).
I. INTRODUCTION AND PREVIOUS WORK
W E consider the uplink of a symbol-synchronous code-division multiple-access (CDMA) system. An important performance measure of such a system is the sum capacity, the maximum sum of rates of the users at which reliable commu- nication can take place. If we fix the processing gain, number of users, and received user powers, we can regard the sum capacity as a function of the signature sequences assigned to the users. We will refer to such an assignment as a "configuration" of signature sequences. A signature sequence will be modeled as a unit-norm real vector of dimension equal to the spreading gain.
The capacity region of a symbol-synchronous CDMA channel was first obtained in [3] . Later, Rupf and Massey [4] characterized the maximum sum capacity of a CDMA channel with white noise and equal user received powers. In [5] , the case of different user received powers was solved using majorization theory. Viswanath and Anantharam [1] also consider the case of asymmetric received powers with colored noise, and give a recursive algorithm to construct an optimal configuration of signature sequences.
Another performance measure of the CDMA channel is the generalized total square correlation . An iterative procedure called minimum mean-square error (MMSE) iteration, in which at each step one signature sequence is modified in a way such that is nonincreasing, was proposed in [2] , [6] . Another iterative procedure with the same property is proposed in [7] . These algorithms are suitable for distributed implementation. The main idea is that the receiver for some user would periodically decide on an update for the signature sequence of that user and communicate it to the user through some feedback channel. The user transmitter would then switch to the new signature sequence. When these algorithms are applied, is nonincreasing, but there is no guarantee that the will converge to its minimum possible value. Nevertheless, simulations suggest that when the initial signature sequences are chosen at random, the iteration converges to the minimum of . A modification of the algorithm of [7] is proposed in [8] in order to guarantee convergence to the optimum value. However, the modified algorithm has increased complexity and is not suitable for distributed implementation.
We will define a modified version of the MMSE iteration adding noise and prove almost-sure convergence of the to the global minimum. A short version of the results herein was presented in [9] .
II. OUTLINE
The rest of this paper is organized as follows. In Section III, we present the CDMA channel model used and some notation. In Section IV, we define the majorization partial order on and state some results that will be used later. In Section V, the two performance measures used, sum capacity and , are defined and basic properties of these are listed. Section VI presents 0018-9448/03$17.00 © 2003 IEEE the MMSE iteration proposed in [2] , [6] . The fixed configurations of this iteration are characterized, and we prove that the MMSE iteration asymptotically approaches the set of fixed configurations. In Section VII, we state the recursive algorithm of [1] which obtains the maximum sum capacity and a configuration of signature sequences attaining it. We give a proof of the optimality of the algorithm which is different from the one in [1] . In the process, we provide a characterization of the optimal configurations which is useful later. In Section VIII, we observe and prove that has no minima other than the global minima. Motivated by this result, in Section IX, we define a modified version of the MMSE update adding noise. We prove that if the noise bound is chosen adequately, the noisy MMSE iteration converges to the optimum almost surely regardless of the initial configuration.
III. MODEL
Consider a symbol-synchronous CDMA system with users. Let be the duration of the symbol interval and let represent the signature waveform assigned to user , assumed to be of unit norm. The received signal at the base station in one symbol interval can then be expressed as (1) Here, is the power received from user . The information transmitted by user is modeled by the random variable having zero mean and unit variance, and independent of the information transmitted by other users. The noise is assumed to be a zero-mean Gaussian process independent of the user symbols . Let the processing gain be . The signature waveform of user can therefore be represented as an -dimensional vector . Let , , and . We can write (2) where and are -dimensional vectors representing received signal and noise, respectively. Because of our assumption on the noise, is a Gaussian distributed zero-mean -dimensional column vector independent of . We will denote the covariance of as , a symmetric positive-definite matrix. Usually, the noise process is assumed white. In that case, is a multiple of the identity matrix and is easily shown to be a sufficient statistic for estimating . Note that if the noise is not white, then not only the different components of , but also the vectors corresponding to different symbol intervals will be correlated. Moreover, in this case is not a sufficient statistic. Nevertheless, we will just consider the model (2) with an arbitrary symmetric positive-definite noise covariance matrix , and to compute the sum capacity, the noise vector will be assumed uncorrelated across different symbol intervals. The solution of this case of colored noise may provide insight for the consideration of a system with multiple base stations, where users communicating with one base station could be modeled as noise at the other base stations.
In the sequel, we assume , , , and are given and fixed. Thus, a configuration is determined by the signatures matrix where
with the unit-sphere in . We will denote the MMSE linear filter for user as , defined as the linear filter that minimizes the mean squared difference between the information transmitted by user and the output of the filter. The following formulas are well known [10] : (4) (5) where An important property of the filter is that it maximizes the output signal-to-interference ratio (SIR) of user over all linear receivers [10] .
IV. MAJORIZATION
In this section, we define the majorization partial order on . This order makes precise the notion that the components of a vector are "less spread out" or "more nearly equal" than those of another.
Given , the components of in decreasing order, called the order statistics of , will be denoted . In other words, is the permutation of such that . Given , we say that majorizes iff
As a trivial example, given any majorizes
The following theorem will be useful later. In the sequel, given a symmetric matrix we will denote by the vector whose components are the eigenvalues of in nonincreasing order.
The following lemma will be used later. is Schur-convex (Schur-concave) and is a Schur-minimum of , then attains a global minimum (maximum) at .
V. SUM CAPACITY AND
In this section, we define two important performance measures of a given configuration. Sum capacity is defined as the maximum sum of rates at which the users can transmit and be reliably decoded at the base station. All other parameters being thought fixed, we will regard as a function of the signature sequences,
. It can be shown that [1]
As is a concave function, Lemma 2 implies that is a Schur-concave function of . We define the generalized total square correlation as a function with [8] ( 7) a weighted sum of the interference-plus-noise power seen by the users. For the case of white noise and equal powers, use of as a performance measure is motivated by the work of Massey and Mittelholzer [14] showing that minimizing is equivalent to minimizing the worst case interference seen by any user.
As is a convex function, Lemma 2 implies that is a Schur-convex function of . From now on, we will focus on . It is known [1] , [13] that the set has a Schur-minimum element. Therefore, as is Schur-concave and is Schurconvex, the configurations attaining this Schur-minimum element will achieve the maximum and the minimum . Hence, the optimal configurations are the same whether we use or as performance measure.
VI. MMSE ITERATION
Ulukus and Yates [2] , [6] propose an iterative procedure that, starting with some initial configuration, modifies one of the signature sequences at each iteration in a way that reduces the . In what follows, we state this algorithm and summarize some known properties. Although the authors of [2] consider the case of white noise and equal received powers, the results hold for arbitrary noise covariance and received user powers.
For a given configuration , we will denote the normalized MMSE linear filter for user as . Define the MMSE user update function as (8) which replaces the signature sequence for user by the corresponding normalized linear MMSE filter. This update strictly decreases except when the signature sequence for user coincides with the MMSE filter.
Lemma 3:
( 9) with equality iff .
Consider the MMSE update dynamics in (10) where we define for setting . This corresponds to replacing each signature sequence using the MMSE update, one at a time. We remark that this iteration is amenable for a distributed 1 implementation. The linear MMSE filter for a user can be implemented blindly [15] , without needing knowledge of received powers or signature sequences of other users.
Given any initial configuration , the sequence defined by (10) converges because it is nonincreasing by Lemma 3 and bounded below.
The MMSE update function is defined as (11) Let be the set of fixed configurations of [6] .
The following lemma and theorem (proved in [2] for white noise and equal powers) provide a characterization of the fixed configurations. 
Equations (17), (19), and (20) are straightforward to obtain.
We remark that the characterization obtained in the proof of Theorem 2 may in general not be the only one satisfying (14) (14)- (20) is , , , , , . The characterization obtained in the proof of Theorem 2 is clearly the most economical one in the sense that is as small as possible (because all 's are distinct). However, we will find it convenient to use the characterization of the fixed configurations as in the following lemma. Given we can define the -limit set [17] with respect to the dynamics (10) as In words, is the set of all limit points of the trajectory . The following lemma shows that for any initial set of signature sequences, the MMSE iteration (10) converges to the set of fixed configurations. Let be the minimum of (27) As is a compact set and is continuous, the minimum is attained and we can define the set of optimal configurations (28) , the set has more than one element and we cannot conclude that as we would like. Simulations suggest that if the initial condition is chosen randomly, then converges to with probability one [2] , but no formal proof has been given.
VII. GLOBAL OPTIMAL CONFIGURATIONS
We have seen in the previous section that the global minimum of the over all configurations is attained for some fixed configuration of the MMSE update , that is, Any fixed configuration is associated with a partition of the set of users and a partition of the set of signal dimensions as shown in Theorem 2. Conversely, given such a pair of partitions, we could try to find a corresponding configuration . This is not always feasible, as the following simple example shows. Let , , , , and . Consider , , and . For this partition pair we should have according to Theorem 2 that has eigenvalue with multiplicity (which implies is times the identity matrix). But, being that and are symmetric and nonnegative definite, the maximum eigenvalue of has to be at least as large as the maximum eigenvalue of , . As , we see that it is not possible to find and such that and hence the proposed partition pair is not feasible. The following lemma characterizes the feasible partition pairs. Hence, the problem of minimizing over is equivalent to minimizing (20) over all partition pairs that satisfy (29), (30). Next we present an algorithm proposed in [5] , [12] that solves this optimization problem.
Without loss of generality, from now on we will assume and are ordered so that and . We first state some simple facts about the output of Algorithm 1.
Algorithm 1 ( ):
Syntax
Lemma 9: Let

Then
. Proof: See [1] or [12] .
As proved in the following lemma, the partitions output by Algorithm 1 satisfy conditions (29), (30) and, therefore, we can construct a configuration corresponding to this pair of partitions.
Lemma 10: Let
There exists such that (14)- (20) are satisfied. In particular Proof: See [1] , [18] .
The optimality of Algorithm 1 has been proved in [1] , [12] . The rest of this section presents an alternative proof. The results will be useful in the next section when we analyze the local minima of .
Definition 1:
We will say a characterization as in Lemma 6 is efficient if for all the following conditions are satisfied: Proof: Follows from Theorem 5 and Lemma 10 because is Schur-convex and is Schur-concave.
VIII. LOCAL MINIMA OF
In this section, we will prove an important property of the function: that it has no local minima other than the global minima. To state this formally, let us first define a metric on . Given , we define the distance between and as the maximum over the users of the angle between the two signatures assigned to the user (46) Note that the triangle inequality holds: given and, hence, is a metric. Given and , let be the closed ball of radius centered at (47) In order to state the main result of this section, we will proceed with some lemmas.
Lemma 13:
If has a local minimum at , then for all , is an eigenvector of associated with the minimum eigenvalue.
Proof: See [7] .
Corollary 2:
If has a local minimum at , then . Proof: Apply Lemmas 13 and 5.
By Corollary 2, all local minima of are fixed configurations of the MMSE update. Hence, in what follows, we can associate with each local minimum of the characterization of Lemma 6. The next three lemmas, which use the same ideas as in [8] , present necessary conditions on this characterization for a configuration to be a local minimum of . Given a sequence of angles , we define the MMSE noisy iteration as (50) where , are independent random variables, is uniform , and is a random unit-norm vector uniformly distributed orthogonal to the th column of . In words, the MMSE noisy update consists of applying the MMSE update (10) to all the signatures one at a time, and then adding a random bounded independent noise to each signature.
We now present an intuitive argument to be formalized in the next theorem. We have proved in Section VI that the (noiseless) MMSE iteration approaches the set of fixed configurations as . In Section VIII, we have seen that has no other local minima than the global ones. Hence, if we start with any configuration that does not attain the global minimum of and perturb it a little, there will be a nonzero probability of getting a new configuration with a lower . This observation suggests that if we fix a sufficiently small noise upper bound in the noisy iteration, can be made to converge to an arbitrary small neighborhood of the optimal set with probability one regardless of the initial configuration. , and (51) follows.
The next theorem shows that if is chosen suitably with as , then approaches the optimal set as with probability . X. CONCLUSION Given a symbol-synchronous CDMA system with fixed number of users, processing gain, received powers, and noise covariance, we considered the problem of assigning signature sequences to the users. Two performance measures were proposed, sum capacity and , and we observed that the optimal configurations for both are the same. The MMSE iteration is an iterative procedure amenable to distributed implementation that decreases the generalized total square correlation at each iteration. However, it does not guarantee convergence to the minimum . We have shown that has no local minima other than the global ones, and therefore the fixed configurations of the MMSE update that are not optimal are unstable. Using this fact, we have proved that a modified noisy version of the MMSE iteration asymptotically approaches the set of optimal configurations with probability one.
