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Box-and-Whisker plot in Figure 5 shows that extreme
concentrations existed every year in 2000 - 2012.
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Figure 5 Box-and-Whisker Plot for (o) Kiong end (b)
3.2 Parameter Estimates and Performanee Indleatdfs
Table 5 lists the values for the location parameter, //,
scale parameter, cr and shape parameter, X of the
distributions.
Based on performance indicators in Table 5, the
distributions were then ranked to represent the best
distribution to predict the PMio exceedonces with
concentrations more than ISOjig/m^. The best
distribution was the three parameters GEV as it has the
highest accuracy measures and the smallest error
measures.
3.2 PDF and CDF of the distribution
Figure 6 depicts the Probability Density Function
(PDF) of the concentrations in Klong and Shah Alam.
The GEV MLE fits the observations well in both
monitoring stations with long toils to the right - an
indication of existence of extreme concentrations in
both of the monitoring stations.
Cumulative distribution function (CDF) of the three-
parameter GEV for Klang and Shah Alam are
presented in Rgure 7. The probabilities of the
concentrations exceeding the levels of MAAQG of 150
^g/m3 were predicted in Klang and Shah Alam.
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Figure h Probability density function (PDF) for (a) Klong ond
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Figure 7 Cumulative Distribution Function (CDF) for (o) Klang
and (b) Shah Alam

















































Where:
J. AppliedSd. IB (2): 294-300,2013
;ij =e'*«*"erf(o/2) (6)
of(x)=- |^e"'*du=2f(xV2^-1 (7)
X=log \£\ -ilog(^+l) (16)
S=m (17)
An approximate solution for parameter estimates by
andF(.) is thenormal distribution function which canbe using probability weighted moment given by Hosking
evaluated using the following equations: (1990) is as follows:
o= 0.999281z-0.006118z^ + 0.0001272^(8)
Equation 5 and 6 can be solved for p and o by
replacing and Xi by the sample L-moments 1, and Ij to
give the following equations:
X=!og h
(f)
l, = x
I] = -Ij
2
(18)
(19)
(20)
(21)
(22)
(23)
(24)
(25)
o=2erf-'
•fr) (9)
(10)
Where:
For the three-parameter lognormal distribution, the
first two moments ofthe lognormal distribution are given
by Kite (1977) as follows:
|i3 =(c'*-l) ,W
(11)
(12)
the coefficient of variation of (x-a), Z2, is also given by
Kite (1977) as below:
l-y,^
where, w is defined by:
2
o=[l(}g(z^+l)]^
(13) \ is the r-th L-moment of the random variable X, 1,
and I2 are the first and second sample L-moment.
Performance indicator: Five performance indicators are
used to determine the best estimator. The root mean
(14) square error (RMSB) summarizes the difference between
the observed and imputed concentrations and is used to
provide the average error (Junninen et at, 2004). It is
where, Yi in Eq. 12 is the coefficient of skewness of the defined as:
original variable x. The values of the parameters after
replacing p',, pj and Yi by their sample estimatesm'„ mj,
and g, are given ly:
RMSE (26)
(15) where, N is the number of imputations, is the
observed data point and Pj is the imputeddata point.
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