Uniform bounds for rational points on hyperelliptic fibrations by Bonolis, Dante & Browning, Tim
ar
X
iv
:2
00
7.
14
18
2v
1 
 [m
ath
.N
T]
  2
8 J
ul 
20
20
UNIFORM BOUNDS FOR RATIONAL POINTS ON
HYPERELLIPTIC FIBRATIONS
DANTE BONOLIS AND TIM BROWNING
Abstract. We apply a variant of the square-sieve to produce a uniform upper
bound for the number of rational points of bounded height on a family of
surfaces that admit a fibration over P1 whose general fibre is a hyperelliptic
curve.
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1. Introduction
This paper is concerned with the density of rational points on surfaces S of the
shape
Y 2 = Xn +Xf(U1, U2) + g(U1, U2), (1.1)
for appropriate binary forms f, g ∈ Z[U1, U2], such that deg(f) = 2n − 2 and
deg(g) = 2n, and where n is an odd number. We shall view S as a degree 2n
surface in the weighted projective space P(n, 2, 1, 1), with variables (Y,X, U1, U2).
The goal of this paper is to study the counting function
N(S;B) = #
{
(x, y, u1, u2) ∈ Z4 : y
2 = xn + xf(u1, u2) + g(u1, u2)
|x| 6 B2, |y| 6 Bn, |u1|, |u2| 6 B
}
, (1.2)
which can be interpreted in terms of counting rational points of bounded height
in S(Q) with respect to the standard exponential height on P(n, 2, 1, 1)(Q).
We shall assume that the surface S is smooth, which means that g has no
repeated roots and, furthermore, there are no roots of the equation nngn−1 =
(n−1)n−1(−f)n, for which ∇f and ∇g are proportional. Under these assumptions
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S admits a fibration S → P1 whose general fibre is a hyperelliptic curve of genus
⌈n/2− 1⌉. The following is our main result.
Theorem 1.1. Let n > 3 be an odd number, and let S ⊂ P(n, 2, 1, 1) be a smooth
surface given by the equation (1.1). Then
N(S;B)≪ B3−1/20(logB)2,
where the implied constant is only allowed to depend on n.
One way to approach N(S;B) is through work of Bombieri and Pila [2]. For
any a, b ∈ Z and any choice of ε > 0, this yields
#{(x, y) ∈ (Z ∩ [−R,R])2 : y2 = xn + ax+ b} = Oε,n(R1/n+ε), (1.3)
for any R > 1, where the implied constant is only allowed to depend on the degree
n and the choice of ε. An application of this with R = Bn leads to the conclusion
that
N(S;B) = Oε,n(B
3+ε). (1.4)
Thus our main result saves 1/20 over this approach.
Theorem 1.1 appears to be new for n > 5, but a sharper exponent is available
when n = 3 by using better uniform bounds for counting integer points on elliptic
curves. Under a suitable hypothesis on the rank growth of elliptic curves, as
explained by Heath-Brown [6], it is possible to conclude that the number of x, y
contributing to N(S;B) is Oε(B
ε), for any ε > 0, with an implied constant that
only depends on ε. In this way one obtains a conditional upper bound
N(S;B) = Oε,S(B
2+ε),
when n = 3. While we we don’t yet have access to the desired conjecture on rank
growth, it has recently been shown by Bhargava, Shankar, Taniguchi, Thorne,
Tsimerman and Zhao [1, Thm. 1.2] that there exists an absolute constant c > 0
such that
rank(E) 6 (0.2785) log2(| disc(E)|) + c,
for any elliptic curve E in Weierstrass form with integral coefficients. For fixed
integers |u1|, |u2| 6 B the elliptic curve one gets in (1.1) has discriminant O(B12).
Once inserted into a bound of Helfgott and Venkatesh [10, Cor. 3.9] for the number
of integer points in a box that lie on an elliptic curve of given rank, this yields
the estimate
N(S;B) = OS(B
2.87),
when n = 3. This is sharper than Theorem 1.1 but has the defect that it depends
on the coefficients of S. Prior to this, Mendes Da Costa [14, §8] enacted a similar
strategy to achieve the estimate N(S;B) = O(B3−δ) for an unspecified δ > 0,
but with an absolute implied constant. As discussed by Helfgott [9, §3], it seems
difficult to extend this strategy to any instance of the surface (1.1) with n > 3,
since the required uniformity in the coefficients of the hyperelliptic curve is harder
to come by.
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The upper bound in Theorem 1.1 is expected to be very far from the truth. We
always have a lower bound N(S;B)≫ B coming from solutions with u1 = u2 = 0.
When n = 3 the surface S is a smooth del Pezzo surface of degree 1 over Q and
Manin’s conjecture [4] predicts an upper bound of the form
N(S;B) = OS(B
2).
This is best possible when one of the 240 exceptional curves that lie on S is defined
over Q, but we actually expect linear growth outside the set of such curves.
Our proof of Theorem 1.1 relies on a variant of the square sieve worked out by
Pierce [15], which allows for an application of Heath-Brown’s q-analogue of van
der Corput differencing. This approach was already put to use by Heath-Brown
and Pierce [8] to study cyclic covers of Pn and our proof is inspired by their work.
Ultimately, for suitable primes p, the proof of Theorem 1.1 is reduced to estimating
a certain 4-variable exponential sum Wp =Wp(λ,h,µ) defined over Fp. This sum
is found in (2.14). It is fairly easy to get some cancellation in the sum, getting
Wp = O(p
3). In order to improve (1.4) it is critical to get further cancellation, for
generic choices of parameters λ,h,µ. While the sum is amenable to an application
of work by Katz [13] on singular exponential sums, this doesn’t appear to yield
any direct improvement. Instead, by adopting a method of moments expounded
by Hooley [11], we can show that Wp = O(p
5/2) if λ 6= 0 and (h,µ) 6= (0, 0). It
would be very interesting to gauge whether the sum Wp in fact satisfies square-
root cancellation, for we would then arrive at a version of Theorem 1.1 in which
1/20 is replaced by 1/8, which would be the limit of our approach.
Acknowledgements. The authors are very grateful to Roger Heath-Brown for
suggesting the use of the q-analogue of van der Corput differencing, and to Harald
Helfgott, Emmanuel Kowalski, Pierre Le Boudec and Per Salberger for interest-
ing remarks. While working on this paper the second author was supported by
EPRSC grant EP/P026710/1 and FWF grant P 32428-N35.
2. The square sieve
2.1. Reducing the height of the coefficients. The implied constant in The-
orem 1.1 does not depend on the coefficients of f or g. In fact we shall follow
the convention that all of the implied constants in the remainder of our paper
are only allowed to depend on n, unless explicitly indicated otherwise with an
appropriate subscript. One important step in achieving uniformity arises through
an application of the following result, in which ‖h‖ is used to mean the maximum
of the absolute values of the coefficients of a form h ∈ Z[U1, U2].
Lemma 2.1. Let S ⊂ P(n, 2, 1, 1) be given by (1.1). Then either
max{‖f‖, ‖g‖} ≪ B8n2+4n
or N(S;B) = Oε(B
2+ε) for any ε > 0.
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Proof. This argument is a variant of one given by Heath-Brown [7, Thm. 4], but
we include full details for the sake of completeness. We shall be interested in
polynomials formed from linear combinations of monomials belonging to the set
E = {Y 2} ∪ {Xn} ∪ {XUe11 Ue22 : e1 + e2 = 2n− 2} ∪ {Ue11 Ue22 : e1 + e2 = 2n}.
We clearly have #E = 4n + 2. Let v = (y, x, u1, u2) and let {v1, . . . ,vN} be the
set of all points that are counted in N(S;B). We construct the N × (4n + 2)
matrix
C = (vei )16r6N
e∈E
,
whose ith row consists of the 4n + 2 possible monomials in E in the variables
xi, yi, u1,i, u2,i. The matrix C has rank at most 4n+1, since the vector a ∈ Z4n+2
whose entries correspond to the coefficients of (1.1) is such that Ca = 0. We
observe that a is a primitive vector since its first entry is ±1.
Since detC = 0, the equation Cb = 0 has a non-zero solution constructed from
the sub-determinants of C. In particular, |b| = O(B8n2+4n) since each entry of
C has modulus O(B2n). There are two cases to consider. Suppose first that b
and a are proportional. Then |a| 6 |b| ≪ B8n2+4n, since a is a primitive vector.
Alternatively, if b is not a multiple of a, we let T ⊂ P(n, 2, 1, 1) be the surface
B(Y,X, U1, U2) = 0, say, corresponding to the vector b. Then S∩T has dimension
1 and we claim that it has at most 4n2 irreducible components. To see this we
introduce the morphism P3 → P(n, 2, 1, 1), given by [z0, z1, z2, z3] 7→ [zn0 , z21 , z2, z3].
Then the number of irreducible components of S ∩ T is bounded by the number
of components of the intersection of
Z2n0 = Z
2n
1 + Z
2
1f(Z2, Z3) + g(Z2, Z3)
with B(Zn0 , Z
2
1 , Z2, Z3) = 0. But this has at most 4n
2 irreducible components, on
applying the version of Be´zout’s Theorem in Fulton [5, Example 8.4.6].
Let Y be an irreducible component of S ∩ T . Suppose there exists a primitive
vector (µ1, µ2) ∈ Z2 such that Y is contained in the plane µ2U1 = µ1U2. We fix
such a vector and then simply count how many vectors counted by N(S;B) also
satisfy µ2u1 = µ1u2. Assume that µ1 6= 0. Then this quantity is bounded by the
number of vectors (y, x, u1) ∈ Z3 with
µ2n1 y
2 = µ2n1 x
n + µ21xf(µ1, µ2)u
2n−2
1 + g(µ1, µ2)u
2n
1 .
For each u1, we may appeal to the Bombieri–Pila bound (1.3) to get Oε(B
1+ε)
possibilities for x, y, for any ε > 0. This case therefore gives an overall contribution
of Oε(B
2+ε). Next, we may suppose that Y 6⊂ P for every plane P ⊂ P(n, 2, 1, 1)
with equation µ2U1 = µ1U2, as (µ1, µ2) ∈ Z2 runs over primitive vectors. In
particular #(Y ∩ P ) = O(1) by Be´zout’s theorem. Since any non-zero vector
(u1, u2) ∈ Z2 with |u1|, |u2| 6 B satisfies the equation defining P for at least
one primitive vector (µ1, µ2) ∈ Z2 with norm at most B, we easily obtain a
contribution of O(B2) in this case. This completes the proof of the lemma. 
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We saw before that (1.1) fails to define a smooth surface in P(n, 2, 1, 1) precisely
when either g has repeated roots, or the equation nngn−1 = (n− 1)n−1(−f)n has
a root for which ∇f and ∇g are proportional. By elimination theory there exists
an integer ∆f,g, say, which is a polynomial in the coefficients of f and g, and
which vanishes precisely when the surface is singular. Our investigation concerns
smooth surfaces and so Lemma 2.1 allows us to proceed under the assumption
that ∆f,g is a positive integer such that
log∆f,g = O(logB). (2.1)
For any prime p the reduction of S modulo p is singular precisely when p | ∆f,g.
2.2. Application of the sieve. We shall prove Theorem 1.1 using the variant
of Heath-Brown’s square sieve introduced in [15]. This sieve offers a great deal of
flexibility in the sieving set of primes, which we shall take advantage of here. We
shall estimate N(S;B) by sieving for squares in the non-negative sequence
ω(m) = #
{
(x, u1, u2) ∈ Z3 : m = x
n + xf(u1, u2) + g(u1, u2)
|x| 6 B2, |u1|, |u2| 6 B
}
.
Let P,Q > 1 be parameters depending on B which are to be determined in due
course. For now we shall merely assume that
Q 6
√
B 6 P 6 B, PQ > B. (2.2)
It is now time to reveal the sieve. Let
P = {p prime : p ≡ 2 mod n, p ∤ ∆f,g and P 6 p 6 2P},
Q = {q prime : Q 6 q 6 2Q}
and
A = {p · q : (p, q) ∈ P ×Q}.
On assuming B > 4n2 we clearly have p ∤ 2n for any p ∈ P. According to Pierce
[15, Lemma 2.1], we have∑
m
ω(m2)≪ 1
#A
∑
m
ω(m) +
1
#A 2
∑
p,p′∈P
p 6=p′
∑
q,q′∈Q
q 6=q′
∣∣∣∣∣∑
m
ω(m)
(
m
pq
)(
m
p′q′
)∣∣∣∣∣
+
#Q
#A 2
∑
p,p′∈P
p 6=p′
∣∣∣∣∣∑
m
ω(m)
(
m
pp′
)∣∣∣∣∣ + 1#A 2 |E(P)|
+
#P
#A 2
∑
q,q′∈Q
q 6=q′
∣∣∣∣∣∑
m
ω(m)
(
m
qq′
)∣∣∣∣∣+ 1#A 2 |E(Q)|,
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where
E(P) =
∑
q∈Q
∑
p,p′∈P
p 6=p′
∑
m
q|m
ω(m)
(
m
pp′
)
, E(Q) =
∑
p∈P
∑
q,q′∈Q
q 6=q′
∑
m
p|m
ω(m)
(
m
qq′
)
.
(2.3)
For the first sum on the right hand side we trivially have
∑
m ω(m) ≪ B4.
Next, we clearly have
#P > #{p prime : p ≡ 2 mod n and P 6 p 6 2P} − ω(∆f,g)
≫ P
logB
,
since P 6 B2 and (2.1) ensures that ω(∆f,g) 6 log∆f,g ≪ logB. Moreover,
#Q ≫ Q/ logB, since Q 6 √B. Hence we have
N(S;B)≪ B
4(logB)2
PQ
+
1
#A 2
∑
p,p′∈P
p 6=p′
∑
q,q′∈Q
q 6=q′
|C(pp′qq′)|
+
logB
Q#P2
∑
p,p′∈P
p 6=p′
|C(pp′)|+ 1
#A 2
|E(P)|
+
logB
P#Q2
∑
q,q′∈Q
q 6=q′
|C(qq′)|+ 1
#A 2
|E(Q)|,
(2.4)
where
C(r) =
∑
m
ω(m)
(m
r
)
=
∑
|u1|,|u2|6B
|x|6B2
(
xn + xf(u1, u2) + g(u1, u2)
r
)
,
(2.5)
for any square-free r ∈ N.
2.3. The main oscillatory sum. This section is devoted to bounding the sum
C(r), as defined in (2.5), for various choices of square-free r ∈ N. We have
C(r) =
∑
|u1|,|u2|6B
∑
α mod r
(
αn + αf(u1, u2) + g(u1, u2)
r
)
×
∑
|x|6B2
1
r
r∑
c=1
er(c(α− x)),
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on using additive characters to detect the congruence. Define
S(r, c, u1, u2) =
∑
α mod r
(
αn + αf(u1, u2) + g(u1, u2)
r
)
er(cα) (2.6)
and
U(r, c, B) =
∑
|u1|,|u2|6B
S(r, c, u1, u2).
Then we deduce that
C(r)≪ 1
r
r∑
c=1
min
(
B2,
∥∥∥c
r
∥∥∥−1) |U(r, c, B)|. (2.7)
The exponential sum S(r, c, u1, u2) in (2.6) satisfies the following basic multiplica-
tivity property.
Lemma 2.2. Assume that r = r0r1 with gcd(r0, r1) = 1. Then
S(r, c, u1, u2) = S(r0, cr1, u1, u2)S(r1, cr0, u1, u2),
where r1r1 ≡ 1 mod r0 and r0r0 ≡ 1 mod r1.
Proof. This result follows easily on using the Chinese remainder theorem to note
that α1r0 + α0r1 runs through all residue classes modulo r as α0 runs through
residue classes modulo r0 and α1 runs through residue classes modulo r1. Thus
S(r, c, u1, u2) =
(
r0∑
α0=1
(
(α0r1)
n + (α0r1)f(u1, u2) + g(u1, u2)
r0
)
er0(cα0)
)
×
(
r1∑
α1=1
(
(α1r0)
n + (α1r0)f(u1, u2) + g(u1, u2)
r1
)
er1(cα1)
)
= S(r0, cr1, u1, u2)S(r1, cr0, u1, u2),
on making a change of variables. 
We shall need to bound the exponential sum S(r, c, u1, u2) in (2.6), for given
u ∈ Z2. Lemma 2.2 ensures that it suffices to look at prime values of r, in which
setting the following result demonstrates that square-root cancellation occurs.
Lemma 2.3. Let p be a prime and n an odd number. For any a, b, c ∈ Fp there
is a constant Cn > 0 such that∣∣∣∣∣∣
∑
x∈Fp
(
xn + ax+ b
p
)
ep(cx)
∣∣∣∣∣∣ 6 Cn√p.
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Proof. On adjusting Cn we can assume that p is an odd prime. We start by
observing that if θ ∈ Fp is a root T n + aT + b of multiplicity r, then
T n + aT + b = Φθ(T )
rΨ(T ),
where Φθ(T ) is the minimal polynomial of θ over Fp and Ψ(T ) ∈ Fp[T ] is such
that Ψ(θ) 6= 0. Thus, we conclude that there exist two polynomials h1, h2 ∈ Fp[T ]
such that T n + aT + b = h1h
2
2, with h1 separable. Moreover, h1 is non constant
since we are assuming n to be odd. For any x such that h2(x) 6= 0, we have(
xn + ax+ b
p
)
=
(
h1(x)h2(x)
2
p
)
=
(
h1(x)
p
)
.
Thus ∑
x∈Fp
(
xn + ax+ b
p
)
ep(cx) =
∑
x∈Fp
h2(x)6=0
(
h1(x)
p
)
ep(cx)
=
∑
x∈Fp
(
h1(x)
p
)
ep(cx) +O(1)
6 Cn
√
p,
thanks to Theorems 2B and 2G in Schmidt [16, Chapter II]. 
We are now ready to record our first result for U(r, c, B) for square-free r ∈ N.
Lemma 2.4. There exists a constant Cn > 0 depending only on n such that
U(r, c, B) 6 Cω(r)n B
2r1/2.
Proof. This is an easy consequence of Lemmas 2.2 and 2.3. 
The previous estimate will be enough to handle all but the second term in
(2.4). To handle the case r = pp′qq′ for distinct primes p, p′ ∈ P and q, q′ ∈ Q,
it will be convenient to set r0 = pp
′ and r1 = qq
′. We observe that r0 ≍ P 2
and r1 ≍ Q2. Since PQ 6 B3/2 in (2.2) we deduce that the range of summation
for x is B2 ≫ √r0r1. Hence it makes sense to complete the summation over x
to all the classes modulo r0r1, as we have done here. The following estimate for
U(r0r1, c, B) is obtained using the q-analogue of the van der Corput inequality.
Lemma 2.5. We have
U(r0r1, c, B)≪
{
Br
1/2
0 r
3/2
1 +Br
5/4
0 r
1/2
1 log r0 if gcd(c, r0) = 1,
B2(r0r1)
1/2 if gcd(c, r0) > 1.
The proof of this result will occupy the remainder of this subsection. We start
the proof by defining
A(u1, u2) =
{
S(r, c, u1, u2) if |u1|, |u2| 6 B,
0 otherwise,
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and
A0(u1, u2) =
{
S(r0, r1c, u1, u2) if |u1|, |u2| 6 B,
0 otherwise.
We define A1(u1, u2) similarly and we introduce the parameter
H =
[
4B
r1
]
.
Since r1 = qq
′ 6 4Q2 6 4B by (2.2), we see that H ∈ N. Applying the q-analogue
of the van der Corput method, we find that
H2U(r, c, B) =
∑
h∈[1,H]2
∑
u∈Z2
A(u+ hr1)
=
∑
u∈Z2
∑
h∈[1,H]2
A0(u+ hr1)A1(u+ hr1)
=
∑
u∈Z2
S(r1, r0c, u1, u2)
∑
h∈[1,H]2
A0(u+ hr1),
where u = (u1, u2) and h = (h1, h2). Let | · | be the sup norm on R2. By the
Cauchy–Schwartz inequality we get
H2|U(r, c, B)| 6
√
Σ1Σ2, (2.8)
where
Σ1 =
∑
u∈Z2
|u+hr1|6B
|S(r1, cr0, u1, u2)|2 (2.9)
and
Σ2 =
∑
u∈Z2
∣∣∣∣∣∣
∑
h∈[1,H]2
A0(u+ hr1)
∣∣∣∣∣∣
2
.
Moreover,
Σ2 =
∑
h∈[1,H]2
∑
j∈[1,H]2
∑
u∈Z2
A0(u+ hr1)A0(u+ jr1)
=
∑
h∈[1,H]2
∑
j∈[1,H]2
∑
u∈Z2
A0(u+ (h− j)r1)A0(u)
6 2H2
∑
h∈Z2
|h|6H
∣∣∣∣∣∑
u∈Z2
A0(u+ hr1)A0(u)
∣∣∣∣∣ .
We have
Σ2 6 2H
2(Σ2,A + Σ2,B), (2.10)
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where
Σ2,A =
∑
u∈Z2
|A0(u)|2 (2.11)
and
Σ2,B =
∑
h∈Z2
0<|h|6H
∣∣∣∣∣∑
u∈Z2
A0(u+ hr1)A0(u)
∣∣∣∣∣ . (2.12)
This estimate is enough to complete the treatment of Σ1 and Σ2,A in (2.9) and
(2.11), respectively.
Lemma 2.6. We have Σ1 = O(B
2r1) and Σ2,A = O(B
2r0).
Proof. Appealing to Lemma 2.3 and the multiplicativity property in Lemma 2.2,
we deduce that
Σ1 ≪ (B +Hr1)2r1 and Σ2,A ≪ B2r0.
The lemma follows on noting that Hr1 = [B/r1]r1 6 B. 
We now turn to the estimation of Σ2,B, as defined in (2.12). We may write
Σ2,B =
∑
h∈Z2
0<|h|6H
|T (r0,h)|, (2.13)
where
T (r0,h) =
∑
−B6u16B−h1r1
∑
−B6u26B−h2r1
S(r0, cr1,u+ hr1)S(r0, cr1,u)
=
∑
s1,s2 mod r0
S(r0, cr1, s + hr1)S(r0, cr1, s)
×
( ∑
−B6u16B−h1r1
1
r0
r0∑
k1=1
er0(k1(s1 − u1))
)
×
( ∑
−B6u26B−h2r1
1
r0
r0∑
k2=1
er0(k2(s2 − u2))
)
.
It follows that
T (r0,h) 6
1
r20
r0∑
k1,k2=1
min
(
B,
∥∥∥∥k1r0
∥∥∥∥−1
)
min
(
B,
∥∥∥∥k2r0
∥∥∥∥−1
)
|W (k)|,
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where k = (k1, k2) and
W (k) =
∑
α,β,s1,s2 mod r0
(
αn + αf(s+ hr1) + g(s+ hr1)
r0
)
×
(
βn + βf(s) + g(s)
r0
)
er0(cr1(α− β) + k · s).
Define the exponential sum
Wp(λ,h,µ) =
∑
α,β,s1,s2 mod p
(
αn + αf(s+ h) + g(s+ h)
p
)
×
(
βn + βf(s) + g(s)
p
)
ep(λ(α− β) + µ · s),
(2.14)
for λ ∈ Z and h,µ ∈ Z2. It now follows from the Chinese remainder theorem that
W (k) =Wp(cr1p′,hr1,kp′)Wp′(cr1p,hr1,kp),
since r0 = pp
′.
Thus our attention shifts to estimatingWp(λ,h,µ). The trivial bound is O(p
4).
The bound O(p3) follows rather easily from Lemma 2.3. Any non-trivial saving
over this bound will yield an improvement over the bound (1.4). Unfortunately we
are not able to achieve full square-root cancellation forWp(λ,h,µ). The following
result summarises our analysis and will be established in Section 3.
Proposition 2.7. Let p ≡ 2 mod n be a prime such that p ∤ ∆f,g. Let λ ∈ F×p .
Then
Wp(λ,h,µ)≪ p5/2 gcd(p, h1, h2, µ1, µ2)1/2,
where the implied constant depends at most on n.
We are now ready to produce our final estimate for Σ2,B, as defined in (2.13).
Lemma 2.8. Assume that gcd(c, r0) = 1. Then Σ2,B = O(H
2r
5/2
0 (log r0)
2).
Proof. The assumption gcd(c, r0) = 1 brings us in line for an application of Propo-
sition 2.7, since p, p′ ≡ 2 mod n for any p, p′ ∈ P. Hence
T (r0,h)≪r1/20
r0∑
k1,k2=1
min
(
B,
∥∥∥∥k1r0
∥∥∥∥−1
)
min
(
B,
∥∥∥∥k2r0
∥∥∥∥−1
)
gcd(r0, h1, h2, k1, k2)
1/2.
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Inserting this into (2.13), we obtain
Σ2,B ≪ B2r1/20
∑
h∈Z2
0<|h|6H
gcd(r0, h1, h2)
1/2
+Br
1/2
0
∑
h∈Z2
0<|h|6H
r0−1∑
k=1
∥∥∥∥ kr0
∥∥∥∥−1 gcd(r0, h1, h2, k)1/2
+ r
1/2
0
∑
h∈Z2
0<|h|6H
r0−1∑
k1,k2=1
∥∥∥∥k1r0
∥∥∥∥−1 ∥∥∥∥k2r0
∥∥∥∥−1 gcd(r0, h1, h2, k1, k2)1/2.
The third term is plainly
≪ r1/20
r0/2∑
k1,k2=1
r20
k1k2
∑
h∈Z2
0<|h|6H
gcd(r0, h1, h2, k1, k2)
1/2
≪
r0/2∑
k1,k2=1
r
5/2
0
k1k2
∑
d|gcd(r0,k1,k2)
d1/2#{h ∈ Z2 : 0 < |h| 6 H and d | h}
≪ H2r5/20 (log r0)2.
Using a similar argument for the remaining two terms, we deduce that
Σ2,B ≪ H2B2r1/20 +H2Br3/20 log r0 +H2r5/20 (log r0)2.
The lemma follows since r0 ≍ P 2 > B, by (2.2). 
We now have everything in place to estimate U(r0r1, c, B) and so complete the
proof of Lemma 2.5. If gcd(c, r0) > 1 we merely apply Lemma 2.4. On the other
hand, if gcd(c, r0) = 1 we return to (2.8) and (2.10), in order to deduce that
U(r, c, B)≪ H−1Σ1/21 (Σ2,A + Σ2,B)1/2.
Inserting the bounds for Σ1,Σ2,A and Σ2,B from Lemmas 2.6 and 2.8,
U(r, c, B)≪ H−1 · Br1/21 ·
(
Br
1/2
0 +Hr
5/4
0 log r0
)
≪ B
2(r0r1)
1/2
H
+Br
5/4
0 r
1/2
1 log r0.
This therefore completes the proof of Lemma 2.5, since H = [B/r1]≫ B/r1.
2.4. Completion of the proof of Theorem 1.1. It is now time to return to the
upper bound for N(S;B) in (2.4). The following lemmas are devoted to dealing
with the various terms that appear in this expression.
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Lemma 2.9. Assume that P,Q satisfy (2.2). Then
1
#A 2
∑
p,p′∈P
p 6=p′
∑
q,q′∈Q
q 6=q′
|C(pp′qq′)| ≪
(
BPQ3 +BP 5/2Q+
B4
PQ
)
(logB)2.
Proof. Applying Lemma 2.5 in (2.7), we obtain
C(r0r1)≪ 1
r0r1
r0r1∑
c=1
gcd(c,r0)=1
min
(
B2,
∥∥∥∥ cr0r1
∥∥∥∥−1
)(
Br
1/2
0 r
3/2
1 +Br
5/4
0 r
1/2
1 log r0
)
+
1
r0r1
r0r1∑
c=1
gcd(c,r0)>1
min
(
B2,
∥∥∥∥ cr0r1
∥∥∥∥−1
)
B2(r0r1)
1/2
The first term is
≪
r0r1−1∑
c=1
1
c0
(
Br
1/2
0 r
3/2
1 +Br
5/4
0 r
1/2
1 log r0
)
≪
(
r
1/2
0 r
3/2
1 + r
5/4
0 r
1/2
1
)
B(logB)2,
since PQ 6 B2 by (2.2). The second term is
≪ B
4
(r0r1)1/2
+B2(r0r1)
1/2
r0r1−1∑
c=1
gcd(c,r0)>1
1
c
.
But r0 = pp
′ and so
r0r1−1∑
c=1
gcd(c,r0)>1
1
c
6
1
p′
r1p−1∑
c′=1
1
c′
+
1
p
r1p′−1∑
c′′=1
1
c′′
≪ (log r0r1)
2
r
1/2
0
.
We conclude that
C(r0r1)≪
(
r
1/2
0 r
3/2
1 + r
5/4
0 r
1/2
1 +
B3
(r0r1)1/2
+Br
1/2
1
)
B(logB)2
We now recall that r0 ≍ P 2 and r1 ≍ Q2. This readily yields
C(r0r1)≪
(
BPQ3 +BP 5/2Q +
B4
PQ
+B2Q
)
(logB)2.
When P,Q are constrained to satisfy (2.2) it is clear that B2Q 6 BPQ3. The
statement of the lemma is now obvious. 
14 DANTE BONOLIS AND TIM BROWNING
Lemma 2.10. Assume that P,Q satisfy (2.2). Then
logB
Q#P2
∑
p,p′∈P
p 6=p′
|C(pp′)| ≪ B
4(logB)2
PQ
and
logB
P#Q2
∑
q,q′∈Q
q 6=q′
|C(qq′)| ≪ B
4(logB)2
PQ
.
Proof. We apply Lemma 2.4 in (2.7) to obtain
C(pp′)≪ B
2(pp′)1/2
pp′
(
B2 +
pp′−1∑
c=1
pp′
c
)
≪ B
4
P
+B2P logP,
since p, p′ ≍ P . Since P 6 B in (2.2) we see that the B2P logP ≪ (B4 logB)/P
and the first part of the lemma easily follows. The second part is similar. 
Lemma 2.11. Assume that P,Q satisfy (2.2). Then
1
#A 2
|E(P)| ≪ logB
Q
(
B4
PQ
+B2P 2
)
and
1
#A 2
|E(Q)| ≪ logB
P
(
B4
PQ
+B2Q2
)
.
Proof. We prove the first estimate, the second following by symmetry. Recall from
(2.3) that
E(P) =
∑
q∈Q
∑
p,p′∈P
p 6=p′
∑
m
q|m
ω(m)
(
m
pp′
)
=
∑
q∈Q
∑
p,p′∈P
p 6=p′
∑
|x|6B2,|u1|,|u2|6B
q|xn+xf(u1,u2)+g(u1,u2)
(
xn + xf(u1, u2) + g(u1, u2)
pp′
)
.
Since q is a prime, the equation T n+Tf(u1, u2)+ g(u1, u2) has at most n distinct
solutions for any fixed u1, u2. Thus
E(P) =
∑
q∈Q
∑
p,p′∈P
p 6=p′
∑
|u1|,|u2|6B
∑
α∈Fq
αn+αf(u1,u2)+g(u1,u2)=0 mod q
D(α,u),
where
D(α,u) =
∑
m6B2/q
(
(α +mq)n + (α +mq)f(u) + g(u)
pp′
)
.
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It follows from Lemma 2.3 that
D(α,u) =
pp′∑
β=1
(
(α + βq)n + (α + βq)f(u) + g(u)
pp′
)(
B2
pp′q
+O(1)
)
≪ B
2
(pp′)1/2q
+ pp′.
Since pp′ ≍ P 2 and q ≍ Q it now easily follows
E(P)≪
∑
q∈Q
∑
p,p′∈P
p 6=p′
(
B4
PQ
+B2P 2
)
.
The statement of the lemma is now obvious. 
It is finally time to combine Lemmas 2.9–2.11 in (2.4) and optimise our choice
of parameters P,Q, in order to complete the proof of Theorem 1.1. Recalling that
Q 6 P in (2.2), we deduce that
N(S;B)≪
(
B4
PQ
+
B2P 2
Q
+BPQ3 +BP 5/2Q
)
(logB)2.
The statement of Theorem 1.1 follows on taking P = B3/5 and Q = B9/20, and
noting that these values clearly satisfy the constraints outlined in (2.2).
3. Estimation of the key character sum
Let p be a prime such that p ∤ 2n∆f,g. For any λ ∈ Fp and h,µ ∈ F2p we recall
that the exponential sum in (2.14) is defined to be
Wp(λ,h,µ) =
∑
α,β,s1,s2 mod p
(
αn + αf(s+ h) + g(s+ h)
p
)
×
(
βn + βf(s) + g(s)
p
)
ep(λ(α− β) + µ · s).
Here f, g ∈ Z[S1, S2] are two homogeneous polynomials of degrees 2n− 2 and 2n
respectively, such that
Y 2 = Xn +Xf(S1, S2) + g(S1, S2)
defines a smooth surface in P(n, 2, 1, 1). Our assumption that p ∤ 2n∆f,g ensures
that the reduction modulo p is also smooth. Our task in this section is to establish
Proposition 2.7. The estimate
Wp(λ,h,µ) = O(p
3)
is an easy consequence of Lemma 2.3, which therefore handles the case h = µ = 0.
It remains to prove the following result.
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Proposition 3.1. Let p ≡ 2 mod n and let p ∤ 2n∆f,g. Assume that λ ∈ F×p and
h,µ ∈ F2p, with (h,µ) 6= (0, 0). Then there exists a constant Cn > 0 such that
|Wp(λ,h,µ)| 6 Cnp5/2.
The same estimate holds for Wp(λ,h,µ) for any prime p, but the restriction
p ≡ 2 mod n makes the proof notationally less cumbersome. We have not been
able to apply existing results in the literature to deduce Proposition 3.1. However,
after some preliminary manoeuvres we shall bring the sum into a form that can
be handled by work of Katz [13, Theorem 4]. Unfortunately, as we shall discuss
in Section 3.1, the relevant varieties are too singular to yield any improvement
over the bound O(p3).
Since λ 6= 0, our first move is to observe that
Wp(λ,h,µ) =
∑
x=(u,v,x,y,s1,s2)∈F6p
G1(x)=G2(x)=0
ep(λ(x− y) + µ · s),
for polynomials G1, G2 ∈ Fp[U, V,X, Y, S1, S2] given by
G1 = −U2 +Xn +Xf(S1, S2) + g(S1, S2),
G2 = −V 2 + Y n + Y f(S1 + h1, S2 + h2) + g(S1 + h1, S2 + h1).
It will be more convenient to transform Wp(λ,h,µ) into a sum in which the
monomials involving U, V,X, Y have degree 2n. This is achieved in the following
result.
Lemma 3.2. Assume that p ≡ 2 mod n and let γ ∈ F×p be a non-square. Then
we have
Wp(λ,h,µ) =
1
4
∑
i,j∈{0,1}
Wp,i,j(λ,h,µ),
where
Wp,i,j(λ,h,µ) =
∑
x∈F6p
G
(i)
1 (x)=G
(j)
2 (x)=0
ep(λ(γ
ix2 − γjy2) + µ · s),
for i, j ∈ {0, 1}, with
G
(i)
1 = −U2n + γniX2n + γiX2f(S1, S2) + g(S1, S2),
G
(j)
2 = −V 2n + γnjY 2n + γjY 2f(S1 + h1, S2 + h2) + g(S1 + h1, S2 + h1).
Proof. Since p ≡ 2 mod n we have that gcd(n, p− 1) = 1 and then every element
of Fp is a n-th power in Fp. Next, recall that F
×
p /F
×
p
2
= {±1} and let γ ∈ F×p
be a non-square. If α ∈ Fp, then there exists a ∈ Fp such that either α = a2 or
α = γa2. The statement of the lemma is now clear. 
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3.1. Comparison with work of Katz. In this short section we take a mo-
ment to check what comes out of applying general work by Katz [13] on singular
exponential sums. We can recognise our exponential sum Wp,i,j(λ,h,µ) as the
exponential sum considered in [13, Theorem 4]. Let X˜ ⊂ P6Fq be the geometrically
integral complete intersection{
0 = −U2n + γniX2n + γiX2f(S1, S2) + g(S1, S2),
0 = −V 2n + γnjY 2n + γjY 2f(S1 + h1T, S2 + h2T ) + g(S1 + h1T, S2 + h1T ).
Let L be the hyperplane T = 0 and let H be the hypersurface
λ(γiX2 − γjY 2) + (µ · S)T = 0.
ThenWp,i,j(λ,h,µ) precisely matches the exponential sum considered in [13, The-
orem 4], with V = X [1/T ] and f being given by the function(
λ(γiX2 − γjY 2) + (µ · S)T ) /T 2.
Let δ = dimSing(X ∩ L ∩ H). In the most favourable situation, when δ >
dimSing(X ∩ L), it follows from [13, Theorem 4(1)] that
Wp,i,j(λ,h,µ)≪ p(5+δ)/2.
But X ∩ L ∩H is cut out by the system
0 = −U2n +X2n +X2f(S1, S2) + g(S1, S2),
0 = −V 2n + Y 2n + Y 2f(S1, S2) + g(S1, S2),
0 = γiX2 − γjY 2,
0 = T.
The Jacobian matrix of this system is
−2nU2n−1 0 0 0
0 −2nV 2n−1 0 0
2nX2n−1 + 2Xf 0 2γiX 0
0 2nY 2n−1 + 2Y f −2γjY 0
∂g
∂S1
+X2 ∂f
∂S1
∂g
∂S1
+ Y 2 ∂f
∂S1
0 0
∂g
∂S2
+X2 ∂f
∂S2
∂g
∂S2
+ Y 2 ∂f
∂S2
0 0
0 0 0 1

.
The set of points such that the third column vanishes satisfies the system
U2n = g(S1, S2),
V 2n = g(S1, S2),
X = Y = T = 0,
which has dimension 1. Thus δ > 1 and [13, Theorem 4] will not yield an im-
provement over the bound O(p3).
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3.2. Strategy for proving Proposition 3.1. The goal of this section to prove
Proposition 3.1, subject to an estimate for the dimension of the singular locus of a
certain variety that will be examined in the next section. We shall always assume
that λ 6= 0 and (h,µ) 6= (0, 0). Our primary tool is extracted from the work of
Hooley [11], as previously recorded in [3, Lemma 3.5].
Lemma 3.3. Let F and G1, . . . , Gk be polynomials over Z of degree at most d
and let
S =
∑
x∈Fmp
G1(x)=···=Gk(x)=0
ep(F (x)),
For each j > 1 and τ ∈ Fpj , write
Nj(τ) = #
{
x ∈ Fmpj : G1(x) = · · · = Gk(x) = 0, F (x) = τ
}
.
If there exist Nj ∈ R such that∑
τ∈F
pj
|Nj(τ)−Nj |2 ≪d,k,m pkj,
where k ∈ Z is independent of j, then S ≪d,k,m pk/2.
From now on we put q = pj. We assume that p ≡ 2 mod n and p ∤ 2n∆f,g. Let
γ ∈ F×p be a non-square. Our first move is an application of Lemma 3.2, rendering
it sufficient to studyWp,i,j(λ,h,µ), for i, j ∈ {0, 1}. In order to apply Lemma 3.3,
we need to estimate
N(τ) = #
{
x ∈ F6q : G(i)1 (x) = G(j)2 (x) = 0, λ(γix2 − γjy2) + µ · s = τ
}
= #
{
y = (u, v, x, s1, s2) ∈ F5q : G(i)1 (y) = G(i)τ (y) = 0
}
,
where
G(i)τ = −V 2n + (γiX2 + λ(µ · S)− λτ)n
+ (γiX2 + λ(µ · S)− λτ)f(S1 + h1, S2 + h2) + g(S1 + h1, S2 + h1),
and λ is the inverse of λ in F×q . The polynomial G
(i)
1 is homogenous of degree 2n.
We shall need to homogenise the polynomial G
(i)
τ , which we do by introducing
a sum over t ∈ F×q and making an obvious change of variables. The resulting
polynomial H
(i)
τ ∈ Fq[V,X, S1, S2, T ] is given by
H(i)τ = −V 2n + (γiX2 + λT (µ · S)− λτT 2)n
+ (γiX2 + λT (µ · S)− λτT 2)f(S1 + h1T, S2 + h2T )
+ g(S1 + h1T, S2 + h1T ).
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To ease notation we henceforth suppress the index i from our notation, setting
G
(i)
1 = G and H
(i)
τ = Hτ . We are now led to the expression
N(τ) =
1
q − 1 (N1(τ)−N2(τ)) ,
where
N1(τ) = #
{
(y, t) ∈ F6q : G(y) = Hτ (y, t) = 0
}
,
and
N2(τ) = #
{
y ∈ F5q : G(y) = Hτ (y, 0) = 0
}
,
where y = (u, v, x, s1, s2), as before.
In order to estimate N1(τ) we shall need to know about the singular locus of
the complete intersection cut out by the two polynomials G and Hτ . This is
summarised in the following result.
Lemma 3.4. Assume that λ 6= 0 and (h,µ) 6= (0, 0). For all but at most 32n5
choices of τ ∈ Fq, the equations G = Hτ = 0 cut out a complete intersection of
codimension 2 in P5Fq , with isolated singularities.
Taking this result on faith for the moment, let us see how it suffices to complete
the proof of Proposition 3.1. Appealing to Theorem 1 in the appendix by Katz to
[12], it follows from Lemma 3.4 that there exists a set U ⊂ Fq, with #U 6 32n5,
such that
N1(τ)
q − 1 = q
3 +O(q2)
for all τ 6∈ U . When τ ∈ U we invoke the Lang–Weil estimate to deduce that
N1(τ)
q − 1 = q
3 +O(q5/2).
The implied constants in both of these estimates depend only on n. On the other
hand, the variety G = Hτ = T = 0 has codimension 3 in P
5
Fq
. Thus
N2(τ)
q − 1 = O(q
2),
by the Lang–Weil estimate, for a further implied constant that depends only on
n. Hence ∑
τ∈Fq
∣∣N(τ)− q3∣∣2 ≪∑
τ 6∈U
q4 +
∑
τ∈U
q5 ≪ q5,
for an implied constant depending only on n. Lemma 3.3 now yields
Wp,i,j(λ,h,µ)≪ p5/2,
for i, j ∈ {0, 1}. Once inserted into Lemma 3.2, this therefore completes the proof
of Proposition 3.1 subject to a verification of Lemma 3.4.
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4. The singular locus
This section is devoted to proving Lemma 3.4. Since we are working over Fp,
without loss of generality we may assume that i = 0. Thus
G = −U2n +X2n +X2f(S1, S2) + g(S1, S2)
and
Hτ = −V 2n + (X2 + λT (µ · S)− λτT 2)n
+ (X2 + λT (µ · S)− λτT 2)fh(S1, S2, T ) + gh(S1, S2, T ),
where
fh(S1, S2, T ) = f(S1 + h1T, S2 + h2T ),
and similarly for gh. Let us denote by Vτ ⊂ P5Fq the variety cut out by the
equations G = Hτ = 0. It is clearly a complete intersection of codimension 2.
Our task is to show that dimSing(Vτ ) = 0, for all but at most 32n
5 choices of
τ ∈ Fq.
The Jacobian Jτ of Vτ is given by the matrix(−2nU2n−1 0 2nX2n−1 + 2Xf X2 ∂f
∂S1
+ ∂g
∂S1
X2 ∂f
∂S2
+ ∂g
∂S2
0
0 −2nV 2n−1 ∂Hτ
∂X
∂Hτ
∂S1
∂Hτ
∂S2
∂Hτ
∂T
)
,
where
∂Hτ
∂T
= nλ(µ · S− 2τT )(X2 + λT (µ · S)− λτT 2)n−1 + λ(µ · S− 2τT )fh
+ (X2 + λT (µ · S)− λτT 2)∂fh
∂T
+
∂gh
∂T
.
A point [y, t] ∈ P5Fq belongs to Sing(Vτ ) if and only if [y, t] ∈ Vτ and the matrix
Jτ has rank at most 1 when evaluated at the vector (y, t). Note that any point
[y, t] ∈ P5Fq with u = x = s1 = s2 = 0 lies in Sing(Vτ ) if and only if
v2n = (−λnτn − λτf(h) + g(h))t2n.
Thus dimSing(Vτ ) > 0. We shall show that dimSing(Vτ ) 6 0 for all but at most
32n5 values of τ .
We proceed by splitting into various cases according to whether or not the rows
of Jτ vanish.
4.1. One of the rows vanishes. We start by considering the possibility that
the second row in Jτ vanishes. Then we are considering solutions to the system
of equations {
G = Hτ = 0
V = ∂Hτ
∂X
= ∂Hτ
∂S1
= ∂Hτ
∂S2
= ∂Hτ
∂T
= 0.
We denote by Kτ ⊂ P5Fq the projective variety cut out by these equations. We
wish to show that Kτ has dimension at most 0. To this end it is enough to show
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that it does not intersect the hyperplane T = 0. But the point [y, 0] lies on Kτ if
and only if
0 = v = t,
0 = −u2n + x2n + x2f(s1, s2) + g(s1, s2)
0 = x2n + x2f(s1, s2) + g(s1, s2),
0 = 2nx2n−1 + 2xf(s1, s2),
0 = x2 ∂f
∂S1
(s1, s2) +
∂g
∂S1
(s1, s2),
0 = x2 ∂f
∂S2
(s1, s1) +
∂g
∂S2
(s1, s2),
0 = nλ(µ · s)x2n−2 + λ(µ · s)fh(s1, s2, 0) + x2 ∂fh∂T (s1, s2, 0) + ∂gh∂T (s1, s2, 0).
Since p ∤ 2n∆f,g, it also follows that the plane curve
X2n +X2f(S1, S2) + g(S1, S2) = 0
in P2Fq is smooth. Hence the 3rd, 4th, 5th and 6th equation together imply that
x = s1 = s2 = 0. But then the 2nd equation implies that u = 0 and this proves
that the intersection of Kτ with the hyperplane T = 0 is empty.
Finally we note that the first row in Jτ vanishes at finitely many points, as one
sees by repeating the same argument and switching the role of u and v.
4.2. Neither row vanishes. We now turn to the points [y, t] ∈ Sing(Vτ ) for
which neither of the rows of Jτ vanish, but they are linearly dependent. Denote
by Lτ ⊂ P5Fq the set of such points. Thus Lτ is cut out by the equations
0 = G = Hτ ,
0 = ∂Hτ
∂T
,
0 = ∂G
∂S1
· ∂Hτ
∂S2
− ∂G
∂S2
· ∂Hτ
∂S1
,
0 = U = V.
(4.1)
We need to prove that this system has finitely many solutions.
To begin with we prove that it has finitely many solutions with t = 0. When
T = 0, the system (4.1) becomes
0 = X2n +X2f(S1, S2) + g(S1, S2),
0 = nλ(µ · S)X2n−2 + λ(µ · S)f +X2 ∂fh
∂T
(S1, S2, 0) +
∂gh
∂T
(S1, S2, 0),
0 = T = U = V.
Note that for any binary form F ∈ Fq[S1, S2] we have
∂G
∂T
(S1 + h1T, S2 + h2T ), =
∑
i=1,2
hi
∂G
∂Si
(S1 + h1T, S2 + h2T ),
= (h · ∇G)(S1 + h1T, S2 + h2T ).
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Thus the system becomes
0 = X2n +X2f(S1, S2) + g(S1, S2),
0 = nλ(µ · S)X2n−2 + λ(µ · S)f +X2(h · ∇f)(S1, S2) + (h · ∇g)(S1, S2),
0 = T = U = V.
If µ 6= 0 the monomial (µ · S)X2n−2 does not vanish identically. If µ = 0, then
h · ∇g does not vanish identically, since then h 6= 0. Thus the 2nd equation
involves a non zero polynomial of degree 2n− 1 in X,S1, S2. On the other hand,
the 1st equation defines an irreducible form of degree 2n, and so the system meets
in at most 4n2 − 2n points by Be´zout’s theorem.
Let us now count the solutions of system (4.1) with t 6= 0. We shall introduce
a further variable Z = λ(µ · S− τT ), leading us to study the system
0 = X2n +X2f(S1, S2) + g(S1, S2),
0 = (X2 + TZ)n + (X2 + TZ)fh + gh,
0 = n(2Z − λ(µ · S))(X2 + TZ)n−1 + (2Z − λ(µ · S))fh
+(X2 + TZ)∂fh
∂T
+ ∂gh
∂T
,
0 = (X2 ∂f
∂S1
+ ∂g
∂S1
)((X2 + TZ) ∂fh
∂S2
+ ∂gh
∂S2
)
−(X2 ∂f
∂S2
+ ∂g
∂S2
)((X2 + TZ) ∂fh
∂S1
+ ∂gh
∂S1
),
0 = Z − λ(µ · S− τT ).
(4.2)
Let V ⊂ P4Fq be the zero set of the first four equations. This variety does not
depend on τ . In the following section we shall calculate its dimension, with the
following outcome.
Lemma 4.1. We have dim(V ) = 1.
Taking this on faith for the moment, we let V1, . . . , Vk be the irreducible com-
ponents of V that are not contained in the hyperplane T = 0. Using the form of
Be´zout’s theorem found in Example 8.4.6 of Fulton [5] one can bound k by the
product of the degrees of the forms defining V in P4Fq . Thus
k 6 4n2(2n− 1)3 6 32n5.
For any i ∈ {1, . . . , k} let vi = [xi, zi, s1,i, s2,i, ti] ∈ Vi such that ti 6= 0. Then vi
lies on the hyperplane Z = λ(µ · S− τT )) if and only if
zi = λ(µ · si − τti).
This is true for at most a single value of τ , since ti 6= 0. Hence for all but at
most k 6 32n5 exceptional τ , we may conclude that Vi is not contained in the
hyperplane Z = λ(µ ·S− τT )), for i ∈ {1, . . . , k}. It follows that the system (4.2)
has finitely many solutions such that t 6= 0 for all but at most 32n5 values of τ .
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4.3. The dimension of V . Our remaining task is to prove Lemma 4.1. We can
assume that g is separable over Fq since p ∤ 2n∆f,g. We shall require the following
preliminary facts.
Lemma 4.2. Let F ∈ Fq[S1, S2] be a separable polynomial of degree d and let
P ⊂ P1Fq be its zero locus. Then
(i) For any [a, b], [c, d] ∈ P we have
∂F
∂S1
(a, b)
∂F
∂S2
(c, d)− ∂F
∂S2
(a, b)
∂F
∂S1
(c, d) = 0
if and only if [a, b] = [c, d].
(ii) For any h1, h2, s1, s2 ∈ Fq with [s1, s2] 6= [h1, h2], let
G(T ) = F (s1 + h1T, s2 + h2T ).
Then G is non-constant and separable, with
deg(G) =
{
d if [h1, h2] 6∈ P ,
d− 1 if [h1, h2] ∈ P .
Furthermore, if t, t′ are distinct roots of G then
[s1 + h1t, s2 + h2t] 6= [s1 + h1t′, s2 + h2t′].
Proof. Without loss of generality we may assume that P consists of points
[1, α1], . . . , [1, αd],
for distinct α1, . . . , αd ∈ Fq. It follows that F =
∏d
i=1(S1αi − S2), so that
∂F
∂S1
=
d∑
i=1
αi
∏
j 6=i
(S1αj − S2), ∂F
∂S2
= −
d∑
i=1
∏
j 6=i
(S1αj − S2).
If [1, αk], [1, αm] ∈ P then
0 =
∂F
∂S1
(1, αk)
∂F
∂S2
(1, αm)− ∂F
∂S2
(1, αk)
∂F
∂S1
(1, αm)
= (αk − αm)
(∏
j 6=k
(αj − αk)
)(∏
j 6=m
(αj − αm)
)
if and only if αk = αm. This establishes part (i).
Turning to part (ii), we first assume that [h1, h2] 6∈ P . Then t is a root of g if
and only if either s1 + h1t = s2 + h2t = 0 or [s1 + h1t, s2 + h2t] ∈ P . Hence t is a
root of g if and only if there exists [1, α] ∈ P and ν1, ν2 ∈ Fp such that{
s1 + h1t = ν1
s2 + h2t = ν2α.
(4.3)
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But then
t =
αs1 − s2
h2 − αh1 .
Moreover, for [1, α1], [1, α2] ∈ P we get that
(α1s1 − s2)(h2 − α2h1) = (α2s1 − s2)(h2 − α1h1)
if and only if (α1 − α2)(s1h2 − s2h1) = 0, which is if and only if α1 = α2, since
we are assuming [s1, s2] 6= [h1, h2]. The result follows since f is of degree d and
separable. Suppose next that [h1, h2] ∈ P . Then we repeat the same argument,
but observe that the system (4.3) is not solvable in the case [1, α] = [h1, h2]. The
final claim in part (iii) is a direct consequence of our argument. 
We can now prove Lemma 4.1. Recall from (4.2) that the variety V ⊂ P4Fq is
defined by the system
0 = X2n +X2f(S1, S2) + g(S1, S2),
0 = (X2 + TZ)n + (X2 + TZ)fh + gh,
0 = n(2Z − λ(µ · S))(X2 + TZ)n−1 + (2Z − λ(µ · S))fh
+(X2 + TZ)∂fh
∂T
+ ∂gh
∂T
,
0 = (X2 ∂f
∂S1
+ ∂g
∂S1
)((X2 + TZ) ∂fh
∂S2
+ ∂gh
∂S2
)
−(X2 ∂f
∂S2
+ ∂g
∂S2
)((X2 + TZ) ∂fh
∂S1
+ ∂gh
∂S1
).
(4.4)
We can rewrite the final equation as
(X2 + TZ)U1 = U2, (4.5)
where
U1 = X
2
(
∂fh
∂S2
∂f
∂S1
− ∂fh
∂S1
∂f
∂S2
)
+
(
∂fh
∂S2
∂g
∂S1
− ∂f4,h
∂S1
∂g
∂S2
)
,
U2 = X
2
(
∂gh
∂S2
∂f
∂S1
− ∂gh
∂S1
∂f
∂S2
)
+
(
∂gh
∂S2
∂g
∂S1
− ∂gh
∂S1
∂g
∂S2
)
.
(4.6)
We shall first prove Lemma 4.1 in the case where f is identically zero. Then
U1 = 0 and
U2 =
∂gh
∂S2
∂g
∂S1
− ∂gh
∂S1
∂g
∂S2
.
Thus, V is cut out by the system of equations
0 = X2n + g,
0 = (X2 + TZ)n + gh,
0 = n(2Z − λ(µ · S))(X2 + TZ)n−1 + ∂gh
∂T
,
0 = ∂gh
∂S2
∂g
∂S1
− ∂gh
∂S1
∂g
∂S2
.
Moreover, it is clear that the polynomial X2n + g does not divide the polynomial
in the last equation. Hence the 1st and 4th equation meet in a curve in P3Fq .
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On the other hand, the polynomial (x2 + tZ)n + gh(s1, s2, t) is not constant in
Z when t 6= 0. This implies that any component of V that is not contained in
the hyperplane T = 0 has dimension 1. Moreover, the intersection of V with the
hyperplane T = 0 cuts out the the system of equations
0 = X2n + g,
0 = X2n−2(2Z − λ(µ · S)) + h · ∇g(S1, S2) = 0,
0 = T,
which also has dimension 1. Hence dim(V ) = 1, as desired.
We now deal with the case where f does not vanish identically. In view of (4.5),
if we multiply the second equation of (4.4) by Un1 we obtain
0 = Un1
(
(X2 + TZ)n + (X2 + TZ)fh + gh
)
= Un2 + U2U
n−1
1 fh + U
n
1 gh.
It follows that the points of V are solutions to the system
0 = X2n +X2f(S1, S2) + g(S1, S2),
0 = Un2 + U2U
n−1
1 fh + U
n
1 gh,
0 = n(2Z − λ(µ · S))(X2 + TZ)n−1 + (2Z − λ(µ · S))fh
+(X2 + TZ)∂fh
∂T
+ ∂gh
∂T
,
U2 = (X
2 + TZ)U1,
where U1, U2 ∈ Fq[S1, S2, T,X ] are given by (4.6). We proceed by proving the
following fact.
Lemma 4.3. The polynomial X2n + X2f + g does not divide the polynomial
Un2 + U2U
n−1
1 fh + U
n
1 gh.
Proof. We argue by contradiction, by assuming that X2n +X2f + g divides the
polynomial Un2 +U2U
n−1
1 fh+U
n
1 gh. TakingX = 0, this implies that the polynomial
g divides
F = U2(S1, S2, T, 0)
n + U2(S1, S2, T, 0)U1(S1, S2, T, 0)
n−1fh(S1, S2, T )
+ U1(S1, S2, T, 0)
ngh(S1, S2, T ).
Choose [s1, s2] ∈ P1Fq such that g(s1, s2) = 0, with ∇g(s1, s2) not proportional to
∇g(h1, h2). This is possible by part (i) of Lemma 4.2, which shows that∇g(h1, h2)
can be proportional to at most one of the vectors ∇g(s1, s2). It also follows that
from part (i) of Lemma 4.2 that [h1, h2] 6= [s1, s2]. For this choice of s1, s2, the
polynomial U2(s1, s2, T, 0) has degree 2n− 1, with non-zero leading coefficient
∂g
∂S2
(h1, h2)
∂g
∂S1
(s1, s2)− ∂g
∂S1
(h1, h2)
∂g
∂S2
(s1, s2).
26 DANTE BONOLIS AND TIM BROWNING
Since g | F we get
0 ≡ U1(s1, s2, T, 0)ngh(s1, s2, T ) + U2(s1, s2, T, 0)n
+ U2(s1, s2, T, 0)U1(s1, s2, T, 0)
n−1fh(s1, s2, T ),
identically in T . In particular it follows that U1(s1, s2, T, 0) | U2(s1, s2, T, 0), so
that there exists W ∈ Fq[T ] such that
U2(s1, s2, T, 0) = U1(s1, s2, T, 0) ·W (T ).
Moreover, since U2(s1, s2, T, 0) has degree 2n−1 and U1(s1, s2, T, 0) has degree at
most 2n− 3, we conclude that degW > 2. Thus we have
gh(s1, s2, T ) = W (T )
n +W (T ) · fh(s1, s2, T ),
identically in T . This implies that W (T )|gh(s1, s2, T ). On the other hand,
gh(s1, s2, T ) = g(s1 + h1T, s2 + h2T ) is a separable polynomial by part (ii) of
Lemma 4.2, with degree at least 2n − 1. Thus W is a separable polynomial of
degree > 2. It follows that there exists t 6= 0 such that
U2(s1, s2, t, 0) = g(s1 + h1t, s2 + h2t) = 0.
If s1+h1t = s2+h2t = 0 then s1h2−s2h1 = 0, which implies that [h1, h2] = [s1, s2]
in P1Fq . This is impossible, by our construction of [s1, s2].
We now put s˜1 = s1 + h1t and s˜2 = s2 + h2t. We have already seen that
(s˜1, s˜2) 6= (0, 0). Moreover, by part (ii) of Lemma 4.2, [s1, s2] 6= [s˜1, s˜2], since
t 6= 0. Hence there exists [s˜1, s˜2] ∈ P1Fq , which is a root of g distinct from [s1, s2],
such that
∂g
∂S2
(s˜1, s˜2)
∂g
∂S1
(s1, s2)− ∂g
∂S1
(s˜1, s˜2)
∂g
∂S2
(s1, s2) = 0.
This contradicts part (i) of Lemma 4.2, which thereby completes the proof. 
It follows from Lemma 4.3 that the system{
0 = X2n +X2f + g,
0 = Un2 + U2U
n−1
1 fh + U
n
1 gh,
defines a variety of dimension 1 in P3Fq . On the other hand, for any s1, s2, x, t ∈ Fq,
the polynomial
n(2Z − λ(µ · s))(x2 + tZ)2 + (2Z − λ(µ · s))fh(s1, s2, t)
+ (x2 + tZ)
∂fh
∂T
(s1, s2, t) +
∂gh
∂T
(s1, s2, t)
has degree 0 in Z if and only if t = f(s1, s2) = 0. It follows that any components
of V that are not contained in the intersection of T = 0 with f(S1, S2) = 0
have dimension 1. On the other hand the intersection of V with the variety
T = f(S1, S2) = 0 has dimension 1, since X is constrained by the equation
X2n + g(S1, S2) = 0. This finally completes the proof of Lemma 4.1.
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