We consider the problem of learning how a person's face behaves in a long video sequence, with the aim of synthesising convincing sequences demonstrating the same behaviours. We describe a novel approach to segment a sequence into short sections, each representing a distinct action (or a part of an action). These sections are grouped and a model of the variability of the action learnt. A variable length Markov model is trained on the sequence of such actions to learn the temporal relationships. The result is a system that can generate realistic sequences of an individual face.
Introduction
We seek to develop a system which can model both the appearance and behaviour of a person's face. We would like to be able to present the system with a sufficiently long training sequence of an individual speaking, moving their head and changing expression, and have the system learn a model capable of simulating their behaviour. Such a system would be useful for many applications from computer games to the generation of believable avatars for human-computer interaction. This paper describes a prototype of such a system and demonstrates its performance at learning relatively simple facial behaviours.
In this paper we will concentrate on relatively low-level behaviour (how a person tends to shake their head or the particular way they smile) rather than more high-level behaviours (such as when they smile or the order in which they tend to perform actions). We assume these low-level behaviours are characterised by relatively short time scales and are repeated sufficiently often in a training sequence that we can recognise them and model their variability. Implicit in the work is the assumption that people do not repeat any action exactly (no-one smiles the same way twice), but that it is possible to learn a distribution representing the variations on a particular action that an individual tends to make.
We model the appearance of the individual using a statistical appearance model that combines shape and texture [5] , and assume that the input sequence can be tracked sufficiently accurately (in practice using an active appearance model [4] ). The sequence can then be represented as a series of points forming a trajectory through the parameter space of the appearance model. A challenging step is then to analyse this trajectory, automatically breaking it down into sub-units which correspond to distinct actions, and to model these actions. We present a novel approach to this, in which we locate nodes in space at points of high density and use these to split the trajectory into segments, which are then grouped and the groups modelled. A variable length Markov model is then trained to learn the relationships between the groups. This allows us to synthesise novel paths through the groups and thus novel sequences which capture the behaviour observed in the training set.
In the following we review related work, describe the system in more detail and show the results of experiments.
Related past work
Bregler, in [2] , uses a hierarchical framework to recognise human dynamics. His framework can be decomposed into four steps: the raw sequence, a model of movement using a mixture of Gaussians, a model of linear dynamics and a model of complex movements using a hidden Markov model. He highlighted the need of high level information for a correct model of behaviour.
Brand et al., in [1] , describes a model of interaction called coupled hidden Markov model. Different behaviours are encoded using separate states for two interlocutors. Each state depends on all the previous states, that is the previous states of both interlocutors. He develops an efficient learning algorithm and shows that this model outperforms classical models such as hidden Markov models.
In [8] , shapes are approximated by splines. The parameters controlling those splines as well as their speed are first clustered into prototype vectors using a competitive learning neural network. A compressed sequence derived from the prototype vector sequence is learnt using a Markov chain. A cubic Hermite interpolation is used along with the learnt Markov chain to recover the temporal structure of the sequence before compression and to extrapolate a behaviour. Furthermore, for generation purposes, a single hypothesis propagation and a maximum likelihood framework are described. During the generation, states of the Markov chain are chosen according to the state of the shape of a tracked person. This can allow generation of a shape of a virtual partner driven by a tracked real person. In [6] , Devin and Hogg added sound and appearance to the framework in order to demonstrate that producing a talking head is possible. [7] introduces the use of variable length Markov model with the prototype vectors to learn the structure of the sequence.
In [10] , Walter et al. model gestures by groups of trajectory segments. The trajectory segments are extracted by detecting discontinuities in the gesture trajectory. After normalising the trajectory segments, their dimensions are reduced using a principal component analysis. Clusters are then extracted from the component space using an iterative algorithm based on minimum description length. The clusters form atomic gesture components. There is a parallel between groups of trajectory segments and the actions or visual units we want to extract from the video sequence. However our segmentation and grouping algorithms are both different.
Finally, the experiments of Martin et al. [9] suggest that it is possible to recognise face expressions from their trajectories in the appearance parameter space we use in our model. Thus, our model should be able to generate different expressions.
3 Structure of the model
Introduction
In order to be able to generate video sequences of faces, we first need an underlying model that is able to synthesise a face for each frame. Thanks to its synthesis facility, the active appearance model of Cootes et al. [4] is a perfect candidate for this task.
In order to encode each frame from the training sequence, we use a full appearance model that combines shape and texture information. After having computed the mean shape from the training set, the number of parameters of the model is reduced by applying consecutive principal component analysis to both the shape and the texture part of the model. The details of the model are described in [5] . The shape and a shape-free texture are modelled by the set of linear equations: £ and represent the mean shape and mean shape-free texture computed from the training set.
Given a vector of appearance parameters , the shape £ can be computed. A shape-free texture can be warped to the shape to reconstruct the full appearance of a face. Each vector from the appearance parameter space represents a face while each facial image can be approximated by a vector in the appearance parameter space. A sequence of a face can be represented by a trajectory in the appearance parameter space. Visual units are therefore sub-trajectories within this trajectory. Figure 1 shows an overview of the model of facial behaviour. First, the face has to be tracked in the video sequence (1) . The active appearance model parameters have then to be deduced from the tracked face (1 2). The trajectory formed by those appearance parameter vectors is then broken into sub-trajectory groups (2 3) and the sequence is now a sequence of sub-trajectory groups (3). The sequence of sub-trajectory groups is learnt (3 4) by a variable length Markov model (4) . In order to generate new trajectories, a sequence of sub-trajectory groups has to be sampled from the variable length Markov model (4 3). A new sub-trajectory has to be sampled from each group in the sequence of sub-trajectory groups (3 2) to give a sequence of sub-trajectories, that is a trajectory (2) . Each point in that new trajectory in the appearance parameter space can then be synthesised (2 5) to give a video sequence of faces (5).
Extracting the sequence of parameters
The active appearance model is able to fit an appearance model onto a face image, by minimising the difference of texture between the synthesis of the model and the image of interest. As it is a local minimisation, it requires a good first approximation. For each training sequence, the first frame is marked up. In order to get a good approximation for each frame we use the state of the face (pose, scale, position and appearance) from the previous frame as the first approximation for the fitting procedure in the current frame. By comparing the synthesised face and the corresponding pixels in the current frame (using a mean square error on the grey-level pixel values), we can determine whether the fitting procedure has failed or not. If it has failed, a global search is performed. This semi automatic method has been used to represent an image sequence as a sequence of parameter vectors.
Segmenting into sub-trajectories
Given a long sequence of points in the parameter space, we want to divide it into subtrajectories. These sub-trajectories correspond to actions or visual units in the video sequence.
The aim of the segmentation is to extract some nodes that will split the trajectory into several sub-trajectories. The nodes will form the beginnings and ends of the subtrajectories. The sub-trajectories are computed in order to be grouped later in the process, so similar sub-trajectories should also have similar beginnings and ends respectively. Furthermore, we would like to find the points where different behaviours split or converge together. Finding points of high density in the appearance parameter space is a good way of meeting these requirements.
In order to find the high density points, we use the sample mean shift, described by Comaniciu and Meer [3] . We iteratively modify our current estimate of the local maxima of density by moving to the mean of the closest points of the current estimate. The process converges to the position of the local maximum density.
We initialise the mean shift algorithm at each point of the trajectory in turn. Running the algorithm to convergence finds all the nearly local maxima in the density estimate. The trajectory points nearest to each local maxima are defined to be the nodes splitting the full path into sub-trajectories. In practice, we only do this for each ! points from the training sequence. This improves efficiency with a negligible effect on the result. Figure  2 shows an example of nodes extracted from a hand drawn trajectory.
Grouping similar sub-trajectories

The model of a group of sub-trajectories
We model each sub-trajectory using a linear statistical model, assuming a Gaussian distribution. Each sub-trajectory is described by a vector, which is a simple concatenation of the sub-trajectory points. A sub-trajectory group is a set of vectors, on which we can apply a principal component analysis. Each sub-trajectory " is approximated by:
where " is a vector representing the mean sub-trajectory of the group, © $ # is a matrix computed by the principal component analysis and describing how the data varies, and %# is the vector of parameters for that particular sub-trajectory. The probability density function of the set of parameters %# is modelled by a Gaussian, by computing the mean and variance of %# for all sub-trajectories " in the group. In order to be able to perform the principal component analysis on a group of subtrajectories, it is required that all the sub-trajectories are encoded with the same number of points. Therefore, we interpolate all the sub-trajectories by cubic splines and homogeneously re-sample them to a given number of points.
The grouping algorithm
We experimented with two grouping algorithms. The first is a greedy algorithm. It first assumes that each sub-trajectory given by the segmentation initially forms a group by itself. Let ( be this initial set of groups. We want to know how to merge groups so that the resulting groups are sufficiently coherent that a Gaussian model is a good representation.
For every pair We iterate the process until we reach a given number of clusters. Unfortunately this algorithm becomes quite inefficient if we want to process a large number of sub-trajectories (several hundreds in practice). Its complexity is
is the total number of sub-trajectories. For larger training sets of sub-trajectories, we use the normalised cuts algorithm of Shi and Malik [12] . This computes groups by analysing the eigenvectors of a Q X W Q similarity matrix. The computation of this matrix is in
i s the complexity of the similarity measure. The complexity of the solution to the eigenvalue problem usually has a complexity of H IQ g fU but fortunately, for a sparse matrix, it can be reduced to a lower complexity, using the Lanczos algorithm.
We tried this algorithm with two similarity measures, one is the euclidian distance, and the other one is based on dynamic time warping. Both have a complexity of H h ) R Q a 8
which brings the complexity of the whole algorithm to H IQ g fU
. The results are slightly better for the euclidian distance because the dynamic time warping measure is invariant to transformations such as rotations or translations. The principal component analysis used to compute equation 1 performs poorly if we use a similarity measure which is not strict enough on the allowed transformations.
The results, even if still acceptable, are visually less effective than those from the greedy algorithm. However, the normalised cuts method scales better for a large number of sub-trajectories.
Learning temporal relationships between groups
We now want to learn the structure of the sequence of sub-trajectory groups. In order to do that, we use a variable length Markov model introduced by Ron et al. [11] in the context of learning a sequence of letters in English texts. The idea of this model is to use a memory of length varying with the context. In particular, when the trajectory splits into two trajectories, we need to know where the sub-trajectories are coming from, in order to decide what is the next sub-trajectory to infer. A memory of a long sequence of subtrajectory groups is needed in that case. On the other hand, if group i is always followed by group p , we need only a short memory (stating that if the current group is i , then p is next).
The probabilities of sequences of sub-trajectory groups are stored in a tree. Each branch of the tree corresponds to a sequence. The tree is constructed recursively by adding sequences. A sequence q i s added to the tree if and only if its probability is greater than a previously chosen threshold and adding the sequence q g ives a statistically different tree. Two trees are said statistically different if the probability distributions encoded by the trees, weighted by the probability of the sequence q , are different. Thus we need a measure of distance between probability distributions. The Kullback-Leibler measure is usually used with the variable length Markov model. However, by trying the model on the generation on English texts, we found that the Matusita measure gives better results on long texts (about 33% of letters were successfully predicted against 26% for the KullbackLeibler measure). The Matusita measure is given by:
is the probability of observing a group £ given the sequence
is the probability of observing a group £ given the subsequence of q t hat represents a shorter memory already encoded in the tree. The statistical difference tells us whether there is any advantage in using longer memory for the current context. The algorithm stops when every sequence of length less than a predefined threshold has been inspected.
Generating new sequences
A new video sequence of faces can be generated from the model as follows. First, given an history of generated sub-trajectory groups, one can find the longest memory encoded in the variable length Markov model tree. Thus the probability of generating a new group can be read directly from the tree, if it is encoded in the tree. The probabilities not encoded in the tree are small probabilities, that we can approximate by a uniform distribution. After having fetched the probabilities of generation of each sub-trajectory groups, we sample from this set of probabilities to generate the next sub-trajectory group. We then generate new parameters by sampling from a Gaussian distribution. The new sub-trajectory can then be generated given equation 1. All the sub-trajectories generated are then concatenated. This gives a sequence of appearance parameters. The video sequence can then be generated by synthesising those parameters into a face as described in section 3.1. The six groups obtained after the grouping of sub-trajectories. Groups 1 and 2 look similar because one group models trajectories that go from left to right while the other one models trajectories that go from right to left. The same applies for groups 3 and 4. The group 5 corresponds to several really small trajectories.
Experimental results
We have applied the algorithm to a sequence of a person repeatedly shaking their head. Frames extracted from the training sequence can be seen on figure 5(a) . Those frames are the synthesis of the appearance parameters sequence after tracking. The whole sequence has 317 frames. Each face is encoded using seven parameters including the scale, pose and position. The sequence of the two first components is represented on figure 3(a) along with the nodes extracted from the sequence. The nodes are extracted using ¥ 9
and ! ¥ . Figure 4 shows the result of the grouping algorithm if we ask for 6 clusters. Figure  3(b) shows an example of trajectory that can be generated using those 6 clusters and a variable length Markov model that has been trained with a threshold of T for both the probabilities stored and the statistical difference. The synthesis of a generated sequence can be found on figure 5(b).
Conclusions and future work
We have presented a generative model of visual facial behaviour that is based on the assumption that people repeat facial expressions over time. It has been shown that this model is able to reproduce simple behaviours.
A novel decomposition of sequences into visual units allows a higher level of abstraction than other models that are based on sequences of frames. The use of variable length Markov model allows us to efficiently encode history of visual units in long sequences. Generation of new sequences can be done thanks to the combination of the generative features of both the variable length Markov model and the appearance model. Furthermore, the use of variable length Markov model for learning helps us to better understand what is going on with the model. There are no hidden variables or hidden states.
However, the transition between visual units has to be smoothed. For the time being, some jumps are perceptible in the generated sequences. Another improvement that can be done is to modify the model so that it handles outliers and timings in a better way.
In our future work, we plan to use two active appearance models with the same framework in order to model interactions between two persons speaking together in an interview type scenario in a similar manner to [6] . 
