Background: In chest pain, physicians are confronted with numerous interrelationships between symptoms and with evidence for or against classifying a patient into different diagnostic categories. The aim of our study was to find natural groups of patients on the basis of risk factors, history and clinical examination data which should then be validated with patients' final diagnoses. Methods: We conducted a cross-sectional diagnostic study in 74 primary care practices to establish the validity of symptoms and findings for the diagnosis of coronary heart disease. A total of 1199 patients above age 35 presenting with chest pain were included in the study. General practitioners took a standardized history and performed a physical examination. They also recorded their preliminary diagnoses, investigations and management related to the patient's chest pain. We used multiple correspondence analysis (MCA) to examine associations on variable level, and multidimensional scaling (MDS), k-means and fuzzy cluster analyses to search for subgroups on patient level. We further used heatmaps to graphically illustrate the results. Results: A multiple correspondence analysis supported our data collection strategy on variable level. Six factors emerged from this analysis: "chest wall syndrome", "vital threat", "stomach and bowel pain", "angina pectoris", "chest infection syndrome", and " self-limiting chest pain". MDS, k-means and fuzzy cluster analysis on patient level were not able to find distinct groups. The resulting cluster solutions were not interpretable and had insufficient statistical quality criteria. Conclusions: Chest pain is a heterogeneous clinical category with no coherent associations between signs and symptoms on patient level.
Background
People rarely experience one symptom in isolation. Physicians are confronted with numerous interrelationships between symptoms and with evidence for or against classifying a patient into a diagnostic category. They categorize patients with regard to diagnosis, prognosis, and/ or further management. Therefore, finding groups in patient data is important in several respects. One might identify subgroups of patients who can benefit from different interventions. Certain symptom configurations might be a cue for further investigations [1] . Diagnostic categories have developed over time, by tradition or by gaining pathophysiological insights. Feedback about the adequacy of such categories often occurs on the individual patient level and is therefore non-systematic. We rarely found systematic studies which successfully applied multivariate models to information available to clinicians. Therefore, it might be worthwhile to model clinicians' decision making by multivariate techniques.
Coronary heart disease (CHD) is one of the main underlying aetiologies for chest pain in primary care [2] . Primary care practitioners start the diagnostic process with the history and physical examination [3] and order further examinations like as needed [4] . Physicians hereby combine the information gained from the above diagnostic tests [3, 5] .
Statistical measures for grouping variables or patients have rarely been applied to chest pain data, mostly in connection with finding subgroups in acute coronary heart disease. We only found one study in chest pain which performed a k-means cluster analysis on variable level to determine whether there are characteristic patterns in chest pain locations described by patients [6] . The grouping of four different chest pain locations on variable level were not helpful in differentiating between patients with an acute coronary syndrome (ACS) and patients with noncardiac chest pain. Studies with patients with confirmed cardiac diagnoses were also not able to find characteristic symptom patterns within these diagnostic groups by using cluster analytic techniques [1, [7] [8] [9] .
We intended to use statistical methods to identify natural groups of patients with chest pain on the basis of a larger, comprehensive data set with information on history, risk factors, and physical examination [10, 11] . These groups should then be validated with patients' diagnoses in order to see if they have predictive power. The applied multivariate techniques enable us to handle a large amount of data in order to unfold hidden patterns. This strategy was not followed previously in other studies.
Patients were enrolled consecutively in a primary care setting so that patient recruitment was not distorted by referral patterns. This could have been the case if we had included specialized physicians (e.g. cardiologists) who get a selection of patients referred to them by primary care doctors.
Methods
We conducted a cross-sectional diagnostic study in a primary care setting [12] with the primary aim to establish the validity of symptoms and findings for the diagnosis of coronary heart disease [10, 11] . The study protocol was approved by the ethics committee of the Faculty of Medicine, University of Marburg. The study complies with the Declaration of Helsinki. Here, we present a secondary analysis to find natural groups in our data.
Participating GPs and patients
We approached 209 general practitioners (GPs) in the Land of Hesse of whom 74 (35.4%) agreed to participate in the study. Participating practices had to recruit consecutively every attending patient who had chest pain. The recruitment period lasted 12 weeks for each practice.
Every patient above 35 years with chest pain was to be included. Patients were eligible irrespective of the acute or chronic nature of their complaint, or of previously known conditions including CHD or risk factors. Patients whose chest pain had subsided for more than one month, whose chest pain had been investigated already and/or who came for follow-up for chest pain were excluded. This resulted in a total of 1199 patients.
Data collection
The data collection strategy was based on the current literature on chest pain and on feedback by GPs [13] . The GPs took a standardized history and performed a physical examination. They also recorded their preliminary diagnoses, investigations and management related to the patient's chest pain. Patients were contacted by phone six weeks and six months after the index consultation. Study assistants blinded to clinical data already recorded asked about the course of their chest pain, treatments including hospitalisations and drugs. Discharge letters from specialists and hospitals were requested from GPs.
Random audits were performed searching routine documentation of participating practices to identify cases of chest pain not included in the study.
After 6 months a reference panel consisting of one cardiologist, one GP and one research staff of the department of General Practice/Family Medicine decided about the presumed diagnosis at the time of patient recruitment on the basis of the GP's documentation and follow up data.
Statistical Methods
For statistical grouping techniques like cluster analysis it is important that the underlying constructs are reliably measured and relevant variables are included in the analyses [14] . Consequently, we first examined whether the content of our case report form was capable of capturing relevant aspects associated with chest pain. A conventional factor analysis was not feasible because of the binary scaling of our data. Therefore, we performed a multiple correspondence analysis (MCA) on variable level with all variables of our case report form. We only excluded those variables with extremely skewed distributions. MCA is an exploratory method which performs cross tabulations of all included nonmetric variables [15] . A virtually unlimited number of variables can be included in this analysis. All variables in a data set can be related to each other without differentiation between descriptive and explanatory variables. In contrast to other multivariate measures, MCA does not require large sample sizes and can even be calculated with n = 10 [16] . Recently, MCA was considered being a useful tool to uncover the relationships among categorical variables [17] . We chose the factor analytic interpretation of MCA because of our high number of variables. Calculations were done using ALMO 12 (http:// www.almo-statistik.de).
Based on the results of MCA, we applied two visualization techniques in order to get a first idea of any specific structure in the data, notably in terms of a natural clustering into subgroups. We used multidimensional scaling (MDS) and hierarchical clustering combined with a so-called heat map representation. Both techniques are implemented in the R package stats (http:// www.R-project.org).
The first method, MDS, seeks to embed the original observations as vectors in a low-dimensional space, typically the two-dimensional Euclidean space, so as to preserve the pairwise distances between these observations as far as possible (formally, the problem is stated as minimizing the sum of squared differences between the original dissimilarities and the Euclidian distances in the low-dimensional space). Thus, MDS only requires dissimilarities between observations as input. If data are given as multidimensional vectors, the dissimilarities can be computed as Euclidean distances between these vectors. If natural clusters exist within the data, these clusters should also become visible in the low-dimensional representation of the data [18] .
A heat map represents the pairwise distance (similarity) matrix in terms of an image, with distance (similarity) degrees indicated by colours (similarities can be computed as reciprocals of the Euclidean distance between observations): The darker the colour, the more similar the observations are. Prior to printing the image, the sequence of observations is reordered in such a way that similar observations tend to be neighboured. More specifically, this reordering is determined by means of a hierarchical clustering of the data, and the corresponding dendrogram is added to the left and to the top side of the image. Since the similarity matrix is symmetric, both dendrograms are the same, and the image itself is symmetric, too. Clusters within the data become visible as "warm-shaded squares" along the diagonal of the heat map.
In a next step, we performed k-means cluster analyses on patient level, generalized to all scales of measurement with weighted squared euclidean distances [19, 20] . The kmeans procedure identifies relatively homogenous subgroups while maximizing the variability between clusters and is able to handle larger amounts of classification variables. Variables with mixed scaling can be handled in this approach [19, 21, 22] . Calculations were done with ALMO 12 which includes a k-means algorithm that is able to handle the different scaling of our variables and the large sample size. Schendera [21] states that a sample size of n = 250 is too large for some cluster analysis algorithms. This programme provides statistical measures to evaluate the appropriate number of clusters and the model fit. For this, an F value and eta 2 for each cluster solution is calculated that indicate the contribution of the classification variables to the separation of the clusters. One may then choose the solution with the highest F value and largest explained variance (eta 2 ). If this solution is not reasonably interpretable with regards to content, then it is admissible to choose another solution [19] .
To account for a possible fuzziness in our data, we additionally undertook fuzzy cluster analyses with the programme NCSS2007 (http://www.ncss.com) [14] . In common cluster analysis, each patient is assigned to only one cluster. In fuzzy clustering, a patient can be partially classified into more than one cluster. Goodness of fit of a fuzzy clustering solution can be assessed by the normalized Dunn partition coefficient Fc(U) that ranges from 0 (completely fuzzy) to 1 (hard clustering) and by the coefficient Dc(U) which ranges from 0 (hard clustering) to 1-(1/K) (completely fuzzy), where K is the number of clusters. The number of clusters should be chosen so that Fc(U) is large and Dc(U) is small [14, 23] . Another goodness of fit indicator is the average silhouette per cluster. It ranges from -1 to +1. An average silhouette from 0.71 to 1.00 denotes that a strong structure has been found, an average silhouette from 0.51 to 0.70 indicates a reasonable structure, a value from 0.26 to 0.50 means that the structure is weak and could be artificial, and a value from 0.25 to -1 refers to no substantial structure [23] .
Results

Multiple correspondence analysis (MCA) and Multidimensional scaling (MDS)
At first, by applying multiple correspondence analysis (MCA), we explored if the variables on our case report form capture relevant aspects of chest pain. We used the oblique quartimin rotation to enhance interpretability of the results. Six factors emerged from the analysis. The highest correlation between these factors is -.36 so that these factors can be regarded as being orthogonal. The eigenvalues of the six factors range from 2.08 to 3.72. The total explained variance is 24.8%. The explained variance gives a too pessimistic picture about model fit. Consequently, the fit index GFIR is recommended [19] which indicates, how many percent of the total χ 2 value is explained by the six factors. In our case, the GFIR shows that 57.5% of the total χ 2 value is explained by the six factors. This is a satisfactory result. Table 1 lists the main results of the loading matrix that resulted from quartimin rotation. Values larger than one can occur because numbers represent coordinate points and not correlations as known from factor analysis. There are no standards to classify these loadings. They have to be put in relation to the highest loadings on each factor in order to interpret their meaning.
Factor 1 can be interpreted as "chest wall syndrome", as it contains characteristic pain related items for this entity. Factor 2 can be named "vital threat". It contains items typical for a life-threatening symptomatology. Factor 3 can be characterized as "stomach and bowel pain". It consists of male patients with vomiting, radiation of pain into the upper abdomen, and with no risk factors. Factor 4 can be labelled "angina pectoris" because of the characteristic symptoms having highest loadings on this factor. Factor 5 is interpreted as "chest infection syndrome" and Factor 6 as "self-limiting chest pain". Figure 1 shows a visualization of the data points in two-dimensional space. First, we show data points in the coordinate system consisting of the first two factors obtained by MCA. Next, we show the result of a multidimensional scaling of the MCA factors to the twodimensional plane. We used 6 and 20 factors, respectively, to compute dissimilarities (Figures 2 and  3) . Obviously, a pronounced clustering structure within the data cannot be observed.
We also present heat maps based on the pairwise similarities between data points, using 6 and 20 factors from MCA (Figures 4 and 5) . Like in the case of MDS, we were not able to observe any natural cluster structure in the data.
Cluster analysis
A k-means cluster analysis on patient level with all variables of our case report form resulted in a three cluster solution with a small F value of 46.8 and an eta 2 of .073. This solution was not interpretable and had only 7.3% explained variance. Other cluster solutions were also not interpretable because of worse quality criteria.
Cluster analysis is an iterative process [19, 21] . Therefore we ran several analyses and excluded variables with no meaningful contribution. The criterion was an eta 2 smaller .10 as a contribution of a single variable to cluster formation [24] . Even after the exclusion of irrelevant variables with regards to content and to statistical characteristics, the best quality criteria were reached at a four cluster solution with a F value of 62.2 and an eta 2 of .135. This solution was not interpretable and had only 13.5% explained variance. Again, other cluster solutions were also not interpretable because of worse quality criteria. The kmeans approach was therefore not able to form meaningful patient groups in our data.
The best interpretable solution in fuzzy cluster analysis after excluding variables with no meaningful theoretical and numerical contribution consisted of four clusters. Cluster 1 (n = 221) can be characterized as "acute and/or threatening chest pain", Cluster 2 (n = 402) as "subacute chest pain", in Cluster 3 (n = 288), there are mainly women ≧ 65 years of age with no acute chest pain, and in Cluster 4 (n = 288), there are mainly men ≧ 55 years of age with no acute chest pain. The average silhouette of this solution was 0.54 which hardly denotes a reasonable structure in the data. The Fc(U) with .49 was low and the Dc(U) with .42 was relatively high and both indicated a high fuzziness in our data. We concluded that fuzzy clustering also was not able to partition patients into meaningful entities that have a statistical or clinical relevance.
We further cluster analyzed the factor scores on each of the six factors that resulted from our MCA. Each patient had a certain score on these six factors so that we ran a second order analysis with six variables. A kmeans cluster analysis resulted in a two cluster solution with a F value of 578.2 and an eta 2 of .326. This solution, although statistically acceptable, was clinically not interpretable. For example, patients with vital threat and chest infection syndrome were grouped into the same Figure 3 Graphical depiction of multidimensional scaling of a twenty factor solution in multiple correspondence analysis.
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cluster. Other cluster solutions with lower F values and higher number of clusters were also not clinically interpretable. The best statistical solution in fuzzy cluster analysis consisted of two clusters. The average silhouette of this solution was 0.25 which means that there was no substantial structure in the data. The Fc(U) with .50 was low and the Dc(U) with also .50 was relatively high and both again indicated a high fuzziness in our data. In this second order analysis, fuzzy clustering was not able to form patient groups that are interpretable on a statistical or clinical level.
Discussion
In our study, clinical data of patients with chest pain had an underlying structure on variable level but not on individual patient level. As a result, patients could not be grouped into clinically meaningful clusters by multivariate analyses and therefore no validation against patients' final diagnoses was possible.
A multiple correspondence analysis (MCA) supported our data collection strategy on variable level. It showed that relevant aspects were captured by the case report form. Six factors emerged from this analysis: "chest wall syndrome", "vital threat", "stomach and bowel pain", "angina pectoris", "chest infection syndrome", and "selflimiting chest pain". Therefore, the clinical category chest pain had a meaningful underlying structure. MCA supported our measurement strategy.
However, k-means and fuzzy cluster analysis on patient level were not able to find distinct groups. The resulting cluster solutions were not interpretable and had insufficient statistical quality criteria. The absence of any pronounced cluster structure was also confirmed by multidimensional scaling (MDS) and heat map representations of the data.
Strengths of this study are the prospective design, a large and representative consecutive sample in a primary care setting not distorted by referral patterns, and small drop out rates. Study procedures, including random audits, reduced the possibility of selection bias, and an interdisciplinary team provided a precise diagnosis as reference standard. Individual configurations of patients on our variables were widespread with no typical groupings. This conclusion is supported by Eslick [6] who performed a kmeans cluster analysis on variable level to determine whether there are characteristic patterns in chest pain locations described by patients. He found four different chest pain locations (upper chest, central retrosternal, central chest, left chest, and left arm). These groupings on variable level were not helpful in differentiating between patients with an acute coronary syndrome (ACS) and patients with non-cardiac chest pain. He concluded that chest pain is a heterogeneous category with no coherent associations between different signs and symptoms. An advantage of our study, compared to Eslick, is the larger number of variables we were able to enter in our analyses.
Other studies using multivariate techniques were done with patients already given a cardiac diagnosis. Crichton and Hinde used multiple correspondence analysis to classify patients with chest pain into those with high cardiac risk and those with low cardiac risk [25] . Correct classification rates were around 80%. In this study, the additional information on cardiac risk was used and therefore no natural groupings were examined. In their latent class cluster analysis, DeVon et al. [1] found four subgroups of patients diagnosed with acute coronary syndrome, but none of these groups contained all the classic symptoms of acute coronary syndrome. The frequency of chest pain did not differentiate between the four groups. Riegel et al. [7] also found four clusters in patients with a confirmed event of acute coronary syndrome. They selected eight symptoms to form groups in a two-step cluster analysis. They described a group with typical acute coronary syndrome, a group with pain symptoms, a group with stress symptoms, and a group with diffuse symptoms. The group with the diffuse symptoms had the highest mortality so that the validity of these results seem questionable. None of the five clusters found by Ryan et al. [8] in their latent class cluster analysis of data by 1073 patients with acute myocardial infarction contained the most prominent symptoms of acute myocardial infarction that are considered typical for this disease. Lindgren et al. [9] found three clusters in elderly patients with ischemic coronary heart disease: a typical group with severe ischemic pain, a weary group with fatigue, sleep disturbance, and shortness of breath, and a group with diffuse symptoms. The patients in the weary group were the most impaired. Except for the study of Eslick [6] , all other studies recruited patients with established cardiac diagnoses and used a limited number (up to 20) of classification variables. As was shown, studies with patients with established cardiac diagnoses did not find coherent symptom patterns. The study of Ryan et al. [8] has a comparable sample size to ours. They did not find a cluster of patients that included most of the typical symptoms for acute myocardial infarction. This finding corroborates our central finding in chest pain data that no typical patient clusters emerged. All the other mentioned studies have much smaller sample sizes so that the stability of their solutions might be reduced.
To our knowledge, ours is the first study to apply MCA and MDS to chest pain data and to use cluster analysis in such detail to search for patient groups in this area. We found an underlying structure of the construct chest pain on variable level but no structure on individual level. Perhaps we have not measured all relevant aspects but we consider this to be unlikely on the basis of previous studies. We even recorded subjective impressions of physicians and patients in addition to objective medical data.
Conclusions
Chest pain seems to be a heterogeneous and multifaceted clinical category that has no prototypical manifestations on patient level. This might be a disillusioning result because the physician is expected to construct a diagnosis on an individual level and to categorize whether the patient has a serious condition and needs special care or not. Nevertheless, it has to be emphasized that classification of patients into a diagnostic category is possible without finding natural groups in data [14] . This was demonstrated in another article of our research group [11] . Apart from a different statistical approach, several frameworks in human reasoning like case based reasoning [26] , fuzzy reasoning [27] , or fast and frugal heuristics [28] have been proposed to model the underlying cognitive processes in classification.
