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Abstract. Let Fpm be a finite field of cardinality pm and R = Fpm [u]/〈u2〉 =
Fpm + uFpm (u2 = 0), where p is a prime and m is a positive integer. For any
λ ∈ F×pm , an explicit representation for all distinct λ-constacyclic codes over R
of length nps is given by a canonical form decomposition for each code, where
s and n are arbitrary positive integers satisfying gcd(p, n) = 1. For any such
code, using its canonical form decomposition the representation for the dual
code of the code is provided. Moreover, representations for all distinct cyclic
codes, negacyclic codes and their dual codes of length nps over R are obtained,
and self-duality for these codes are determined. Finally, all distinct self-dual
negacyclic codes over F5 + uF5 of length 2 · 3t · 5s are listed for any positive
integer t.
1. Introduction.
Algebraic coding theory deals with the design of error-correcting and error-
detecting codes for the reliable transmission of information across noisy channel.
The class of constacyclic codes plays a very significant role in the theory of error-
correcting codes as they can be efficiently encoded with simple shift registers. This
family of codes is thus interesting for both theoretical and practical reasons.
Let Γ be a commutative finite ring with identity 1 6= 0, and Γ× be the multi-
plicative group of invertible elements of Γ. For any a ∈ Γ, we denote by 〈a〉Γ, or 〈a〉
for simplicity, the ideal of Γ generated by a, i.e., 〈a〉Γ = aΓ = {ab | b ∈ Γ}. For any
ideal I of Γ, we will identify the element a+ I of the residue class ring Γ/I with a
(mod I) for any a ∈ Γ in this paper.
A code over Γ of length N is a nonempty subset C of ΓN = {(a0, a1, . . ., aN−1) |
aj ∈ Γ, j = 0, 1, . . . , N − 1}. The code C is said to be linear if C is a Γ-submodule
of ΓN . All codes in this paper are assumed to be linear. The ambient space ΓN
is equipped with the usual Euclidian inner product, i.e. [a, b] =
∑N−1
j=0 ajbj, where
a = (a0, a1, . . . , aN−1), b = (b0, b1, . . . , bN−1) ∈ Γ
N . Then the dual code of C is
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defined by C⊥ = {a ∈ ΓN | [a, b] = 0, ∀b ∈ C}. If C⊥ = C, C is called a self-dual code
over Γ.
Let γ ∈ Γ×. Then a linear code C over Γ of length N is called a γ-constacyclic
code if (γcN−1, c0, c1, . . . , cN−2) ∈ C for all (c0, c1, . . . , cN−1) ∈ C. Particularly, C is
called a negacyclic code if γ = −1, and C is called a cyclic code if γ = 1. For any
a = (a0, a1, . . . , aN−1) ∈ Γ
N , let a(x) = a0+a1x+ . . .+aN−1x
N−1 ∈ Γ[x]/〈xN −γ〉.
We will identify a with a(x) in this paper. By [9] Propositions 2.2 and 2.4, we have
Lemma 1.1. Let γ ∈ Γ×. Then C is a γ-constacyclic code over Γ of length N if
and only if C is an ideal of the residue class ring Γ[x]/〈xN − γ〉.
Lemma 1.2. The dual code of a γ-constacyclic code over Γ of length N is a γ−1-
constacyclic code over Γ of length N , i.e., an ideal of Γ[x]/〈xN − γ−1〉.
In this paper, let Fpm be a finite field of cardinality p
m, where p is a prime and m
is a positive integer, and denote Fpm [u]/〈u
2〉 by Fpm + uFpm (u
2 = 0). There were
a lot of literatures on linear codes, cyclic codes and constacyclic codes of length
N over rings Fpm + uFpm (u
2 = 0) for various prime p and positive integers m
and some positive integer N . For example, [1], [2], [4], [7]–[14], [16], [17] and [20].
The classification of codes plays an important role in studying their structures and
encoders. However, it is a very difficult task in general, and only some codes of
special lengths over certain finite fields or finite chain rings are classified.
For example, all constacyclic codes of length 2s over the Galois extension rings
of F2 + uF2 was classified and their detailed structures was also established in [8].
Dinh [9] classified all constacyclic codes of length ps over Fpm + uFpm . Dinh et al.
[10] studied negacyclic codes of length 2ps over the ring Fpm + uFpm . Chen et al.
[7] investigated constacyclic codes of length 2ps over Fpm + uFpm . Recently, Dinh
et al. [11] [12] studied constacyclic codes of length 4ps over Fpm + uFpm . These
papers mainly used the methods in [8] and [9], and the main results and their proofs
depend heavily on the code lengths ps, 2ps and 4ps.
From now on, let n, s be arbitrary positive integers satisfying gcd(p, n) = 1, and
λ be an arbitrary nonzero element of Fpm . In this paper, by use of basic theory
for linear codes over finite chain rings of length 2, we provide a new way different
from the methods used in [7]–[13] to determine precisely the algebraic structures,
the generators and enumeration of λ-constacyclic codes over Fpm + uFpm of length
nps. Specifically, we will address the following questions:
♦ Give a precise representation for each λ-constacyclic code C over Fpm + uFpm
of length nps, and provide a simple and clear formula to count the number of
codewords in C.
♦ Give a clear formula to count the number of all λ-constacyclic codes over
Fpm + uFpm of length np
s.
♦ Give a precise representation for the dual code of each λ-constacyclic code C
over Fpm + uFpm of length np
s by use of the representation of C.
♦ Determine self-dual cyclic and negacyclic codes over Fpm+uFpm of length np
s.
Notation 1.3. In the rest of the paper, we denote
• R = Fpm [u]/〈u
2〉 = Fpm + uFpm (u
2 = 0);
• A = Fpm [x]/〈x
nps − λ〉 and A[u]/〈u2〉 = A+ uA (u2 = 0);
• Rλ = R[x]/〈x
nps − λ〉 and Rλ−1 = R[x]/〈x
nps − λ−1〉.
CONSTACYCLIC CODES OF LENGTH nps OVER Fpm + uFpm 3
The present paper is organized as follows. In Section 2, we provide a direct
sum decomposition for any λ-constacyclic code over R of length nps. Then we
determine each direct summand of such decomposition in Section 3. Hence we
obtain an explicit representation for each of these codes and give a formula to count
the number of codewords in each code from its representation. As a corollary, we
obtain a formula to enumerate all such codes. Then we determine the dual code
of each code in Section 4. In Section 5, we list all distinct cyclic codes, negacyclic
codes and their dual codes over R of length nps, and determine the self-duality
for such codes. Particularly, we present all distinct self-dual negacyclic codes over
F5+uF5 of length 2 ·3
t ·5s for any positive integer t in Section 6. Finally, in Section
7 we obtain conclusions for the special cases of n = 1, 2, 4 which are match known
results in [7]–[12].
2. Decomposition for λ-constacyclic codes over R of length nps.
In this section, we construct a specific ring isomorphism from A + uA (u2 =
0) onto Rλ. By use of this isomorphism, we obtain a one-to-one correspondence
between the set of ideals of A + uA and the set of ideals of Rλ, i.e., the set of
λ-constacyclic codes over R of length nps.
Let g(x) ∈ Rλ. Then g(x) can be uniquely expressed as
g(x) =
nps−1∑
j=0
gjx
j , gj ∈ R for j = 0, 1, . . . , np
s − 1,
where each element gj of R = Fpm + uFpm is uniquely expressed as
gj = gj,0 + ugj,1, gj,0, gj,1 ∈ Fpm , j = 0, 1, . . . , np
s − 1.
Hence g(x) = g0(x) + ug1(x) where gi(x) =
∑nps−1
j=0 gj,ix
j ∈ A for all i = 0, 1.
Moreover, we have the following lemma.
Lemma 2.1. For any ξ = a(x) + ub(x) ∈ A+ uA, where a(x) =
∑nps−1
j=0 ajx
j and
b(x) =
∑nps−1
j=0 bjx
j with aj , bj ∈ Fpm , we define
Ψ(ξ) = a(x) + ub(x) =
∑nps−1
j=0 (aj + ubj)x
j .
Then Ψ is a ring isomorphism from A+ uA onto Rλ.
Proof. It is clear that Ψ is bijection from A+ uA onto Rλ. Then by trivial calcu-
lations one can verify that Ψ(ξ + η) = Ψ(ξ) + Ψ(η) and Ψ(ξ · η) = Ψ(ξ) · Ψ(η) for
any ξ, η ∈ A+ uA.
In the rest of this paper, we will identify A + uA with Rλ under the ring iso-
morphism Ψ defined in Lemma 2.1. Then in order to determine all distinct λ-
constacyclic codes over R of length nps, it is sufficient to list all distinct ideals
of the ring A + uA. To do this, we need to investigate the structure of the ring
A = Fpm [x]/〈x
psn − λ〉 first.
Since λ ∈ F×pm and F
×
pm is a multiplicative cyclic group of order p
m− 1, there is a
unique element λ0 ∈ F
×
pm such that λ
ps
0 = λ. From this, we deduce that x
nps − λ =
(xn−λ0)
ps in Fpm [x]. As gcd(p, n) = 1, there are pairwise coprime monic irreducible
polynomials f1(x), . . . , fr(x) in Fpm [x] such that x
n − λ0 = f1(x) . . . fr(x). This
implies
xnp
s
− λ = (xn − λ0)
ps = f1(x)
ps . . . fr(x)
ps . (1)
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For any integer j, 1 ≤ j ≤ r, we assume deg(fj(x)) = dj and denote Fj(x) =
xn−λ0
fj(x)
.
Then Fj(x)
ps = x
nps−λ
fj(x)p
s and gcd(Fj(x), fj(x)) = 1. Hence there exist vj(x), wj(x) ∈
Fpm [x] such that deg(vj(x)) < deg(fj(x)) = dj and vj(x)Fj(x) + wj(x)fj(x) = 1.
This implies
vj(x)
psFj(x)
ps + wj(x)
psfj(x)
ps = (vj(x)Fj(x) + wj(x)fj(x))
ps = 1. (2)
In the rest of this paper, we adopt the following notations.
Notation 2.2. Let 1 ≤ j ≤ r. Using the notations above, we denote
Kj = Fpm [x]/〈fj(x)
ps〉, Kj [u]/〈u
2〉 = Kj + uKj (u
2 = 0)
and let εj(x) ∈ A satisfying
εj(x) = vj(x)
psFj(x)
ps = 1− wj(x)
psfj(x)
ps (mod xnp
s
− λ). (3)
Then by Equations (1)-(3), we deduce the following conclusions.
Lemma 2.3. Using the notations above, we have the following:
(i) ε1(x) + . . .+ εr(x) = 1, εj(x)
2 = εj(x) and εj(x)εl(x) = 0 in the ring A for
all 1 ≤ j 6= l ≤ r.
(ii) A = A1⊕ . . .⊕Ar where Aj = Aεj(x) with εj(x) as its multiplicative identity
and satisfies AjAl = {0} for all 1 ≤ j 6= l ≤ r.
(iii) For any integer j, 1 ≤ j ≤ r, for any a(x) ∈ Kj we define
ϕj : a(x) 7→ εj(x)a(x) (mod x
nps − λ).
Then ϕj is a ring isomorphism from Kj onto Aj .
(iv) For any aj(x) ∈ Kj for j = 1, . . . , r, define
ϕ(a1(x), . . . , ar(x)) =
∑r
j=1 ϕj(aj(x)) =
∑r
j=1 εj(x)aj(x) (mod x
nps − λ).
Then ϕ is a ring isomorphism from K1 × . . .×Kr onto A.
Proof. (i) By Equation (3) and fj(x)
psFj(x)
ps = xnp
s
− λ, we have εj(x)
2 ≡
(vj(x)
psFj(x)
ps)(1 − wj(x)
psfj(x)
ps) ≡ vj(x)
psFj(x)
ps ≡ εj(x) (mod x
nps − λ)
and εj(x)εl(x) ≡ (vj(x)
psFj(x)
ps)(vl(x)
psFl(x)
ps) ≡ 0 (mod xnp
s
− λ). Hence
εj(x)
2 = εj(x) and εj(x)εl(x) = 0 in the ring A = Fpm [x]/〈x
nps − λ〉 for all
1 ≤ j 6= l ≤ r. From these we deduce that
∏r
j=1(1 − εj(x)) = 1 −
∑r
j=1 εj(x) in
A. On the other hand, we have
∏r
j=1(1 − εj(x)) ≡
∏r
j=1 wj(x)
psfj(x)
ps ≡ 0 (mod
xnp
s
− λ). Therefore, we have
∑r
j=1 εj(x) = 1 in A.
(ii) By classical ring theory, it follows from (i) immediately.
(iii) By εj(x)
2 = εj(x) in A, we see that ϕj is a ring homomorphism from Kj
to Aj . Let b(x) ∈ Aj . Dividing b(x) by fj(x)
ps , we obtain b(x) = c(x)fj(x)
ps +
a(x) where a(x), c(x) ∈ Fpm [x] satisfying a(x) = 0 or deg(a(x)) < deg(fj(x)
ps).
Then a(x) ∈ Kj = Fpm [x]/〈fj(x)
ps〉, and by (ii) we have b(x) ≡ εj(x)b(x) ≡
vj(x)
psFj(x)
ps(c(x)fj(x)
ps + a(x)) ≡ vj(x)
psFj(x)
psa(x) ≡ εj(x)a(x) (mod x
nps −
λ). This implies b(x) = εj(x)a(x) in Aj . Hence ϕj is surjective.
Let a(x) ∈ Kj satisfying εj(x)a(x) = 0 in Aj . Then a(x)−a(x)wj(x)
psfj(x)
ps =
(1 − wj(x)
psfj(x)
ps)a(x) ≡ εj(x)a(x) ≡ 0 (mod x
nps − λ). This implies that
a(x) ≡ a(x) − a(x)wj(x)
psfj(x)
ps ≡ 0 (mod fj(x)
ps ), and hence a(x) = 0 in Kj .
Therefore, ϕj is a ring isomorphism from Kj onto Aj .
(iv) By the definition of direct product rings, it follows from (ii) and (iii).
Next, we investigate the structure of the ring A+ uA.
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Lemma 2.4. Using the notations in Lemma 2.3, for any ξj + uηj ∈ Kj + uKj with
ξj , ηj ∈ Kj , where j = 1, . . . , r, we define
Φ(ξ1 + uη1, . . . , ξr + uηr) =
r∑
j=1
(ϕj(ξj) + uϕj(ηj)) =
r∑
j=1
εj(x)(ξj + uηj). (4)
Then Φ is a ring isomorphism from (K1 + uK1)× . . .× (Kr + uKr) onto A+ uA.
Proof. By Lemma 2.3(iv), it is clear that the ring isomorphism ϕ : K1×. . .×Kr → A
can be extended to a polynomial ring isomorphism Φ0 from K1[u]× . . .×Kr[u] onto
A[u] by the rule that
Φ0
(∑
t
ξ1,tu
t, . . . ,
∑
t
ξr,tu
t
)
=
∑
t
 r∑
j=1
ϕj(ξj,t)
 ut (∀ξj,t ∈ Kj).
Then by classical ring theory, we see that Φ0 induces a ring isomorphism Φ from(
K1[u]/〈u
2〉
)
× . . .×
(
Kr[u]/〈u
2〉
)
onto A[u]/〈u2〉 define by (4). Now, the conclusion
follows from Notation 2.2 and A[u]/〈u2〉 = A+ uA (u2 = 0), immediately.
Finally, we give a direct sum decomposition for any λ-constacyclic code over R
of length nps.
Theorem 2.5. Using the notations above, let C ⊆ Rλ = R[x]/〈x
nps − λ〉. Then
the following statements are equivalent:
(i) C is a λ-constacyclic code over R of length nps, i.e. an ideal of Rλ;
(ii) C is an ideal of A+ uA;
(iii) For each integer j, 1 ≤ j ≤ r, there is a unique ideal Cj of Kj + uKj such
that C =
⊕r
j=1 εj(x)Cj (mod x
nps − λ).
Proof. (i)⇔(ii) It follows from that A+ uA = Rλ under a ring isomorphism.
(ii)⇔(iii) By Lemma 2.1 we know that C is an ideal of A+uA if and only if there
is a unique ideal I of the ring (K1 + uK1)× . . . × (Kr + uKr) such that Φ(I) = C.
Furthermore, by classical ring theory we see that I is an ideal of (K1+uK1)× . . .×
(Kr + uKr) if and only if for each integer j, 1 ≤ j ≤ r, there is a unique ideal Cj of
Kj + uKj such that
I = C1 × . . .× Cr = {(α1, . . . , αr) | αj ∈ Cj , j = 1, . . . , r}.
When this condition is satisfied, by Equation (4) we have
C = Φ(I) = {Φ(α1, . . . , αr) | αj ∈ Cj , j = 1, . . . , r}
= {
r∑
j=1
εj(x)αj | αj ∈ Cj , j = 1, . . . , r}.
Hence C =
⊕r
j=1 εj(x)Cj , since εj(x)Cj = {εj(x)αj | αj ∈ Cj} for all j.
Therefore, in order to determine all distinct λ-constacyclic codes over R of length
nps, by Theorem 2.5 it is sufficient to list all distinct ideals of the ring Kj + uKj
(u2 = 0) for all j = 1, . . . , r.
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3. Representation for ideals of Kj + uKj.
In this section, we determine all distinct ideals of Kj + uKj for all j = 1, . . . , r.
As Kj = Fpm [x]/〈fj(x)
ps〉 and fj(x) is a monic irreducible polynomial in Fpm [x] of
degree dj , we have the following conclusions.
Lemma 3.1. (cf. [5] Lemma 3.7 and [6] Example 2.1) Kj have the following
properties:
(i) Kj is a finite chain ring, fj(x) generates the unique maximal ideal 〈fj(x)〉
of Kj, p
s is the nilpotency index of fj(x) and the residue class field of Kj modulo
〈fj(x)〉 is Kj/〈fj(x)〉 ∼= Fpm [x]/〈fj(x)〉, where Fpm [x]/〈fj(x)〉 is an extension field
of Fpm with p
mdj elements.
(ii) Let Tj = {
∑dj−1
i=0 tix
i | t0, t1, . . . , tdj−1 ∈ Fpm}. Then |Tj | = p
mdj , and every
element ξ of Kj has a unique fj(x)-adic expansion:
ξ =
∑ps−1
k=0 bk(x)f(x)
k, where bk(x) ∈ Tj for all k = 0, 1, . . . , p
s − 1.
If ξ 6= 0, the fj(x)-degree of ξ is defined as the least index k for which bk(x) 6= 0
and denoted as ‖ξ‖fj(x) = k. If ξ = 0 we write ‖ξ‖fj(x) = p
s. Moreover, ξ ∈ K×j if
and only if b0(x) 6= 0, i.e. ‖ξ‖fj(x) = 0.
(iii) All distinct ideals of Kj are given by: 〈fj(x)
l〉 = fj(x)
lKj , l = 0, 1, . . . , p
s.
Moreover, |〈fj(x)
l〉| = pmdj(p
s−l) for l = 0, 1, . . . , ps.
(iv) Let 1 ≤ l ≤ ps. Then Kj/〈fj(x)
l〉 = {
∑l−1
k=0 bk(x)f(x)
k | bk(x) ∈ Tj , k =
0, 1, . . . , l − 1} and hence |Kj/〈fj(x)
l〉| = pmdj l.
(v) For any 0 ≤ l ≤ t ≤ ps − 1, we have
fj(x)
l(Kj/〈fj(x)
t〉) = {
∑t−1
k=l bk(x)f(x)
k | bk(x) ∈ Tj , k = l, . . . , t− 1}
and |fj(x)
l(Kj/〈fj(x)
t〉)| = pmdj(t−l), where we set fj(x)
l(Kj/〈fj(x)
l〉) = {0} for
convenience.
By Notation 2.2, the addition and multiplication on the ring Kj+uKj are defined
by: for any ξ0, ξ1, η0, η1 ∈ Kj ,
♦ (ξ0 + uξ1) + (η0 + uη1) = (ξ0 + η0) + u(ξ1 + η1);
♦ (ξ0 + uξ1)(η0 + uη1) = ξ0η0 + u(ξ0η1 + ξ1η0).
Hence Kj is a subring of Kj + uKj. Furthermore, Kj + uKj is a free Kj -module
with a Kj-basis {1, u}. Now, we define
ς : K2j → Kj + uKj via ς : (a0, a1) 7→ a0 + ua1 (∀a0, a1 ∈ Kj).
One can easily verify that ς is a Kj-module isomorphism from K
2
j onto Kj + uKj .
Using this Kj-module isomorphism ς , we can determine ideals of the ring Kj + uKj
from Kj-submodules of K
2
j satisfying certain conditions.
Lemma 3.2. Using the notations above, C is an ideal of the ring Kj + uKj if and
only if there is a unique Kj-submodule S of K
2
j satisfying the following condition:
(0, a0) ∈ S, ∀(a0, a1) ∈ S (5)
such that C = ς(S).
Proof. Let C be an ideal of Kj + uKj. Since Kj is a subring of Kj + uKj , we see
that C is a Kj-submodule of Kj + uKj satisfying uξ ∈ C for any ξ ∈ C. Now, let
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S = {(a0, a1) | a0 + ua1 ∈ C} = ς
−1(C). It is obvious that S is a Kj -submodule
of K2j satisfying C = ς(S). Moreover, for any (a0, a1) ∈ S, i.e. a0 + ua1 ∈ C, by
u2 = 0 it follows that ua0 = u(a0 + ua1) ∈ C. Hence (0, a0) ∈ S.
Conversely, let C = ς(S) and S be a Kj-submodule of K
2
j satisfying Condition
(5). For any b0, b1 ∈ Kj and a0 + ua1 ∈ C where (a0, a1) ∈ S, by (0, a0) ∈ S we
have b0(a0, a1) + b1(0, a0) ∈ S. On the other hand, we have (b0 + ub1)(a0 + ua1) =
b0a0+u(b0a1+b1a0) in Kj+uKj. This implies (b0+ub1)(a0+ua1) = ς(b0a0, b0a1+
b1a0) = ς(b0(a0, a1) + b1(0, a0)) ∈ ς(S) = C. Hence C is an ideal of Kj + uKj .
We notice that Kj-submodules of K
2
j are called linear codes over the finite chain
ring Kj of length 2. Let S be a linear code over Kj of length 2. By [18] Definition
3.1, a matrix G is called a generator matrix for S if every codeword in S is a Kj-
linear combination of the row vectors of G and any row vector of G can not be
written as a Kj-linear combination of the other row vectors of G. For linear codes
over Kj of length 2 and their generator matrices, we list the following lemmas.
Lemma 3.3. (cf. [6] Lemma 2.2) The number of linear codes over the finite
chain ring Kj of length 2 is equal to
∑ps
j=0(2j + 1)|Kj/〈fj(x)〉|
ps−j =
∑ps
j=0(2j +
1)pm(p
s−j)dj .
Lemma 3.4. (cf. [6] Example 2.5) Every linear code S over Kj of length 2 has one
and only one of the following matrices G as their generator matrices:
(i) G = (1, a(x)), a(x) ∈ Kj.
(ii) G = (fj(x)
k, fj(x)
ka(x)), a(x) ∈ Kj/〈fj(x)
ps−k〉 and 1 ≤ k ≤ ps − 1.
(iii) G = (fj(x)b(x), 1), b(x) ∈ Kj/〈fj(x)
ps−1〉.
(iv) G = (fj(x)
k+1b(x), fj(x)
k), b(x) ∈ Kj/〈fj(x)
ps−k−1〉 and 1 ≤ k ≤ ps − 1.
(v) G =
(
fj(x)
k 0
0 fj(x)
k
)
, 0 ≤ k ≤ ps.
(vi) G =
(
1 c(x)
0 fj(x)
t
)
, c(x) ∈ Kj/〈fj(x)
t〉 and 1 ≤ t ≤ ps − 1.
(vii) G =
(
fj(x)
k fj(x)
kc(x)
0 fj(x)
k+t
)
, c(x) ∈ Kj/〈fj(x)
t〉, 1 ≤ t ≤ ps − k − 1 and
1 ≤ k ≤ ps − 2.
(viii) G =
(
c(x) 1
fj(x)
t 0
)
, c(x) ∈ fj(x)(Kj/〈fj(x)
t〉) and 1 ≤ t ≤ ps − 1.
(ix) G =
(
fj(x)
kc(x) fj(x)
k
fj(x)
k+t 0
)
, c(x) ∈ fj(x)(Kj/〈fj(x)
t〉), 1 ≤ t ≤ ps− k− 1
and 1 ≤ k ≤ ps − 2.
For any vector (ξ0, ξ1) ∈ K
2
j , we define the fj(x)-degree of (ξ0, ξ1) by
‖(ξ0, ξ1)‖fj(x) = min{‖ξ0‖fj(x), ‖ξ1‖fj(x)}.
Lemma 3.5. (cf. [18] Proposition 3.2 and Theorem 3.5) Let S be a nonzero lin-
ear code over Kj of length 2, and G be a generator matrix of S with row vectors
G1, . . . , Gρ satisfying ‖Gj‖fj(x) = tj, where 0 ≤ t1 ≤ . . . ≤ tρ ≤ p
s − 1.
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(i) Every codeword in S can be uniquely expressed as
∑ρ
j=1 bj(x)Gj with bj(x) ∈
Kj/〈fj(x)
ps−tj 〉 for all j = 1, . . . , ρ.
(ii) The number of codewords in S is equal to
|S| = |Kj/〈fj(x)〉|
∑ρ
j=1
(ps−tj) = |Tj |
∑ρ
j=1
(ps−tj) = pmdj
∑ρ
j=1
(ps−tj).
The following lemma will be needed in the proof of Lemma 3.7.
Lemma 3.6. (cf. [19] Lemma 2.2 and Corollary 2.3]) Using the notations above,
we have the following conclusions.
(i) For any ξ ∈ Kj with ξ 6= 0, there is a unique integer k, 0 ≤ k ≤ p
s − 1, such
that ξ = fj(x)
kc(x) for some c(x) ∈ K×j . In this case, ‖Kj‖fj(x) = k and c(x) is
unique modulo fj(x)
ps−k, i.e. c(x) ∈ (Kj/〈fj(x)
ps−k〉)×.
(ii) Let 1 ≤ t ≤ l ≤ ps and ξ ∈ Kj. Then fj(x)
tξ ∈ fj(x)
lKj if and only if
‖ξ‖fj(x) ≥ l− t, i.e. ξ ∈ fj(x)
l−tKj.
Then we determine linear codes over Kj of length 2, i.e. Kj-submodules of K
2
j ,
satisfying Condition (5) in Lemma 3.2. For any rational number h, let ⌈h⌉ be the
lest integer greater than or equal to h, i.e. ⌈h⌉ = min{l ∈ Z | l ≥ h}. For example,
we have ⌈− 12⌉ = 0, ⌈
1
2⌉ = 1 and ⌈
5
2⌉ = 3.
Lemma 3.7. Using the notations above, every linear code S over Kj of length
2 satisfying Condition (5) in Lemma 3.2 has one and only one of the following
matrices G as their generator matrices:
(I) G = (fj(x)b(x), 1), b(x) ∈ fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉).
(II) G = (fj(x)
k+1b(x), fj(x)
k), b(x) ∈ fj(x)
⌈ p
s
−k
2
⌉−1(Kj/〈fj(x)
ps−k−1〉) and
1 ≤ k ≤ ps − 1.
(III) G =
(
fj(x)
k 0
0 fj(x)
k
)
, 0 ≤ k ≤ ps.
(IV) G =
(
c(x) 1
fj(x)
t 0
)
, c(x) ∈ fj(x)
⌈ t
2
⌉(Kj/〈fj(x)
t〉) and 1 ≤ t ≤ ps − 1.
(V) G =
(
fj(x)
kc(x) fj(x)
k
fj(x)
k+t 0
)
, c(x) ∈ fj(x)
⌈ t
2
⌉(Kj/〈fj(x)
t〉), 1 ≤ t ≤ ps −
k − 1 and 1 ≤ k ≤ ps − 2.
Proof. For notations simplicity, we denote π = fj(x) and use lowercase letters, say
a, b, c, . . ., to denote elements of the finite chain ring Kj . By Lemma 3.4 we only
need to consider the following nine cases.
(i) G = (1, a), where a ∈ Kj . Suppose that S satisfies Condition (5). Then
(0, 1) ∈ S. Since G is the generator matrix of S, there exists b ∈ Kj such that
(0, 1) = b(1, a) = (b, ba), i.e. 0 = b and 1 = ba, which is impossible. Hence S does
not satisfy Condition (5) in this case.
(ii) G = (πk, πka), where a ∈ Kj/〈π
ps−k〉 and 1 ≤ k ≤ ps − 1. Suppose that
S satisfies Condition (5). Then (0, πk) ∈ S. So there exists b ∈ Kj such that
(0, πk) = b(πk, πka) = (πkb, πkab), which implies 0 = πkb and πk = πkba. Hence
πk = 0. But 1 ≤ k ≤ ps − 1, we get a contradiction. Hence S does not satisfy
Condition (5) in this case.
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(iii) G = (πb, 1), where b ∈ Kj/〈π
ps−1〉. Then S satisfies Condition (5) if and
only if there exists a ∈ Kj such that (0, πb) = a(πb, 1) = (πba, a), i.e. 0 = πba
and πb = a, which are equivalent to that b satisfies π2b2 = 0. By Lemma 3.6(ii)
we see that b ∈ Kj/〈π
ps−1〉 satisfying π2b2 = 0 if and only if b2 ∈ πp
s−2A, i.e.,
2‖b‖π = ‖b
2‖π ≥ p
s − 2, and hence ‖b‖π ≥ ⌈
1
2 (p
s − 2)⌉ = ⌈p
s
2 ⌉ − 1. Therefore,
b ∈ π⌈
ps
2
⌉−1Kj ∩ (Kj/〈π
ps−1〉) = π⌈
ps
2
⌉−1(Kj/〈π
ps−1〉).
(iv) G = (πk+1b, πk), where b ∈ Kj/〈π
ps−k−1〉 and 1 ≤ k ≤ ps − 1. Then S
satisfies Condition (5) if and only if there exists a ∈ Kj such that (0, π
k+1b) =
a(πk+1b, πk) = (πk+1ab, πka), i.e., 0 = πk+1ab and πk+1b = πka, which are equiva-
lent to that b satisfies πk+2b2 = 0. Then by 3 ≤ k + 2 ≤ ps + 1, we have one of the
following two subcases:
(iv-1) When k + 2 ≥ ps, i.e., k = ps − 2 or ps − 1, then πk+2 = 0 and hence
πk+2b2 = 0 for every b ∈ Kj/〈π
ps−k−1〉.
(iv-2) When k+2 ≤ ps− 1, i.e., k ≤ ps− 3 (and ps ≥ 4), then b ∈ Kj/〈π
ps−k−1〉
satisfying πk+2b2 = 0 if and only if b2 ∈ πp
s−k−2Kj . From this and by Lemma
3.6(ii), we deduce that ‖b‖π ≥ ⌈
1
2 (p
s− k− 2)⌉. So b ∈ π⌈
1
2
(ps−k−2)⌉(Kj/〈π
ps−k−1〉).
(v) G =
(
πk 0
0 πk
)
, where 0 ≤ k ≤ ps. It is clear that S satisfies Condition
(5) for any k.
(vi) G =
(
1 c
0 πt
)
, where c ∈ Kj/〈π
t〉 and 1 ≤ t ≤ ps − 1. Suppose that
S satisfies Condition (5). Then there exist a, b ∈ Kj such that (0, 1) = a(1, c) +
b(0, πt) = (a, ac + πtb), i.e. 0 = a and 1 = ac+ πtb, which imply 1 = πtb, and we
get a contradiction. Hence S does not satisfy Condition (5) in this case.
(vii) G =
(
πk πkc
0 πk+t
)
, where c ∈ Kj/〈π
t〉, 1 ≤ t ≤ ps − k − 1 and 1 ≤ k ≤
ps − 2. Suppose that S satisfies Condition (5). Then there exist a, b ∈ Kj such
that (0, πk) = a(πk, πkc) + b(0, πk+t) = (πka, πkac + πk+tb), i.e. 0 = πka and
πk = πkac+ πk+tb, which imply πk = πk+tb, and we get a contradiction. Hence S
does not satisfy Condition (5) in this case.
(viii) G =
(
c 1
πt 0
)
, where c ∈ π(Kj/〈π
t〉) and 1 ≤ t ≤ ps − 1. It is clear that
(0, πt) = πt(c, 1)− c(πt, 0) ∈ S. Then S satisfies Condition (5) if and only if there
exist a, b ∈ Kj such that (0, c) = a(c, 1)+b(π
t, 0) = (ac+πtb, a), i.e. 0 = ac+πtb and
c = a, which are equivalent to that c2 = −πtb ∈ πtKj , i.e. 2‖c‖π ≥ t. Therefore,
c ∈ π⌈
t
2
⌉(Kj/〈π
t〉) by Lemma 3.6(ii).
(ix) G =
(
πkc πk
πk+t 0
)
, where c ∈ π(Kj/〈π
t〉), 1 ≤ t ≤ ps − k − 1 and 1 ≤
k ≤ ps − 2. Obviously, (0, πk+t) = πt(πkc, πk) − c(πk+t, 0) ∈ S. Then S satisfies
Condition (5) if and only if there exist a, b ∈ Kj such that (0, π
kc) = a(πkc, πk) +
b(πk+t, 0) = (πkac + πk+tb, πka), i.e. 0 = πkac+ πk+tb and πkc = πka, which are
equivalent to that πkc2 = −πk+tb ∈ πk+tKj . Then by Lemma 3.6(ii) we deduce
that c2 ∈ πtKj . Hence c ∈ π
⌈ t
2
⌉(Kj/〈π
t〉).
Now, we can list all distinct ideals of the ring Kj + uKj .
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Theorem 3.8. Using the notations above, all distinct ideals Cj of the ring Kj+uKj
(u2 = 0) are given by one of the following five cases:
(I) p
(
ps−⌈ p
s
2
⌉
)
mdj ideals:
Cj = 〈fj(x)b(x) + u〉 with |Cj | = p
mdjp
s
,
where b(x) ∈ fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉).
(II)
∑ps−1
k=1 p
(ps−k−⌈ 12 (p
s−k)⌉)mdj ideals:
Cj =
〈
fj(x)
k+1b(x) + ufj(x)
k
〉
with |Cj | = p
mdj(p
s−k),
where b(x) ∈ fj(x)
⌈ p
s
−k
2
⌉−1(Kj/〈fj(x)
ps−k−1〉) and 1 ≤ k ≤ ps − 1.
(III) ps + 1 ideals: Cj =
〈
fj(x)
k
〉
with |Cj | = p
2mdj(p
s−k), 0 ≤ k ≤ ps.
(IV)
∑ps−1
t=1 p
(t−⌈ t2 ⌉)mdj ideals:
Cj =
〈
fj(x)b(x) + u, fj(x)
t
〉
with |Cj | = p
mdj(2p
s−t),
where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉), 1 ≤ t ≤ ps − 1.
(V)
∑ps−2
k=1
∑ps−k−1
t=1 p
(t−⌈ t2 ⌉)mdj ideals:
Cj =
〈
fj(x)
k+1b(x) + ufj(x)
k, fj(x)
k+t
〉
with |Cj | = p
mdj(2p
s−2k−t),
where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉), 1 ≤ t ≤ ps − k − 1 and 1 ≤ k ≤ ps − 2.
Moreover, let N(pm,dj ,ps) be the number of ideals in Kj + uKj. Then
N(pm,dj ,ps) =

∑2s−1
i=0 (1 + 4i)2
(2s−1−i)mdj , if p = 2;
∑ ps−1
2
i=0 (3 + 4i)p
(p
s
−1
2
−i)mdj , if p is odd.
Proof. Let Cj be a nontrivial ideal of Kj + uKj . By Lemma 3.2, there is a unique
Kj-submodule Sj of K
2
j satisfying Condition (5): (0, a0) ∈ Sj for all (a0, a1) ∈ Sj ,
such that Cj = ς(Sj). By Lemma 3.7, we see that Sj has one and only one of the
following matrices Gj as their generator matrices:
(i) Gj = (fj(x)b(x), 1), b(x) ∈ fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉).
(ii) Gj = (fj(x)
k+1b(x), fj(x)
k), b(x) ∈ fj(x)
⌈ p
s
−k
2
⌉−1(Kj/〈fj(x)
ps−k−1〉) and
1 ≤ k ≤ ps − 1.
(iii) Gj =
(
fj(x)
k 0
0 fj(x)
k
)
, 0 ≤ k ≤ ps.
(iv) Gj =
(
c(x) 1
fj(x)
t 0
)
, c(x) ∈ fj(x)
⌈ t
2
⌉(Kj/〈fj(x)
t〉) and 1 ≤ t ≤ ps − 1.
(v) Gj =
(
fj(x)
kc(x) fj(x)
k
fj(x)
k+t 0
)
, c(x) ∈ fj(x)
⌈ t
2
⌉(Kj/〈fj(x)
t〉), 1 ≤ t ≤ ps −
k − 1 and 1 ≤ k ≤ ps − 2.
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(I) LetGj be given in (i). By Lemma 3.2 we haveCj = ς(Sj) = 〈ς(fj(x)b(x), 1)〉 =
〈fj(x)b(x) + u〉. As ‖(fj(x)b(x), 1)‖fj (x) = 0, by Lemma 3.5(ii) the number of ele-
ments in Sj is equal to |Sj | = p
mdj(p
s−0) = pmdjp
s
. Hence |Cj | = |Sj | = p
mdjp
s
by
Lemma 3.2.
In this case, by Lemma 3.1(v) and Lemma 3.1 we deduce that the number of
ideals is equal to |fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉| = pmdj(p
s−⌈ p
s
2
⌉).
Case (II) can be proved similarly as that of (I).
(III) Let Gj be given in (iii). By Lemma 3.2, it follows that
Cj = ς(Sj) = 〈ς(fj(x)
k, 0), ς(0, fj(x)
k)〉 = 〈fj(x)
k, ufj(x)
k〉 = 〈fj(x)
k〉.
As ‖(fj(x)
k, 0)‖fj(x) = ‖(0, fj(x)
k)‖fj(x) = k, by Lemmas 3.2 and 3.5 we deduce
that |Cj | = |Sj | = p
mdj((p
s−k)+(ps−k)) = p2mdj(p
s−k).
(IV) Let Gj be given in (iv). By Lemma 3.2 we have
Cj = ς(Sj) = 〈ς(c(x), 1), ς(fj(x)
t, 0)〉 = 〈c(x) + u, fj(x)
t〉. As ‖(c(x), 1)‖fj(x) = 0
and ‖(fj(x)
t, 0)‖fj(x) = t, by Lemmas 3.2 and 3.5 we deduce that |Cj | = |Sj | =
pmdj((p
s−0)+(ps−t)) = pmdj(2p
s−t).
In this case, by Lemma 3.1(v) and Lemma 3.2 we deduce that the number of
ideals is equal to |fj(x)
⌈ t
2
⌉(Kj/〈fj(x)
t〉)| = pmdj(t−⌈
t
2
⌉).
Furthermore, by ⌈ t2⌉ ≥ 1 we can write c(x) = fj(x)b(x) for any
c(x) ∈ fj(x)
⌈ t
2
⌉(Kj/〈fj(x)
t〉), where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉) and b(x) is
uniquely determined by c(x).
Case (V) can be proved similarly as that of (IV).
As stated above, we conclude that the number of ideals of Kj + uKj is equal to
N(pm,dj,ps) = 1 + p
s +
∑ps−1
k=0 p
(ps−k−⌈ 12 (p
s−k)⌉)mdj +
∑ps−2
k=0
∑ps−k−1
t=1 p
(t−⌈ t2 ⌉)mdj .
Therefore, by Theorems 2.5 and 3.8 we can determine all distinct λ-constacyclic
codes over R of length nps.
Corollary 3.9. Using the notations above, every λ-constacyclic code C over R of
length nps can be constructed by the following two steps:
(i) For each j = 1, . . . , r, choose an ideal Cj of Kj + uKj listed in Theorem 3.8.
(ii) Set C =
⊕r
j=1 εj(x)Cj (mod x
psn − λ).
The number of codewords in C is equal to |C| =
∏r
j=1 |Cj |.
Therefore, the number of λ-constacyclic codes over R of length nps is equal to∏r
j=1N(pm,dj,ps).
Using the notations of Corollary 3.9(ii), C =
⊕r
j=1 εj(x)Cj is called the canonical
form decomposition of the λ-constacyclic code C. As the end of this section, we
consider the special situation of r = 1, i.e. xn − λ0 is irreducible in Fpm [x].
Corollary 3.10. Let xn − λ0 be an irreducible polynomial in Fpm [x] and denote
A = Fpm [x]/〈x
nps −λp
s
0 〉. Then all distinct λ
ps
0 -constacyclic codes over Fpm +uFpm
of length nps, i.e. all ideals of the ring A+uA, are given by the following five cases:
(I) p
(
ps−⌈ p
s
2
⌉
)
mn
codes:
C = 〈(xn − λ0)b(x) + u〉 with |C| = p
mnps ,
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where b(x) ∈ (xn − λ0)
⌈ p
s
2
⌉−1(A/〈(xn − λ0)
ps−1〉).
(II)
∑ps−1
k=1 p
(ps−k−⌈ 12 (p
s−k)⌉)mn codes:
C = 〈(xn − λ0)
k+1b(x) + u(xn − λ0)
k〉 with |C| = pmn(p
s−k),
where b(x) ∈ (xn − λ0)
⌈ p
s
−k
2
⌉−1(A/〈(xn − λ0)
ps−k−1〉) and 1 ≤ k ≤ ps − 1.
(III) ps + 1 codes: C = 〈(xn − λ0)
k〉 with |C| = p2mn(p
s−k), 0 ≤ k ≤ ps.
(IV)
∑ps−1
t=1 p
(t−⌈ t2 ⌉)mn codes:
C = 〈(xn − λ0)b(x) + u, (x
n − λ0)
t〉 with |C| = pmn(2p
s−t),
where b(x) ∈ (xn − λ0)
⌈ t
2
⌉−1(A/〈(xn − λ0)
t−1〉), 1 ≤ t ≤ ps − 1.
(V)
∑ps−2
k=1
∑ps−k−1
t=1 p
(t−⌈ t2 ⌉)mn codes:
C = 〈(xn − λ0)
k+1b(x) + u(xn − λ0)
k, (xn − λ0)
k+t〉 with |C| = pmn(2p
s−2k−t),
where b(x) ∈ (xn−λ0)
⌈ t
2
⌉−1(A/〈(xn−λ0)
t−1〉), 1 ≤ t ≤ ps−k−1 and 1 ≤ k ≤ ps−2.
Moreover, the number of λp
s
0 -constacyclic codes over Fpm + uFpm of length np
s
is equal to N(pm,n,ps) =

∑2s−1
i=0 (1 + 4i)2
(2s−1−i)mn, if p = 2;
∑ ps−1
2
i=0 (3 + 4i)p
(p
s
−1
2
−i)mn, if p is odd.
Proof. The conclusions follows by substituting Kj , fj(x) and dj by A, x
n − λ0 and
n in Theorem 3.8, respectively.
4. Dual codes of λ-constacyclic codes over R of length nps.
In this section, we give the dual code of every λ-constacyclic code over R of
length nps.
For any polynomial f(x) =
∑d
i=0 cix
i ∈ Fpm [x] of degree d ≥ 1, the reciprocal
polynomial of f(x) is defined as f˜(x) = f˜(x) = xdf( 1
x
) =
∑d
i=0 cix
d−i. f(x) is said
to be self-reciprocal if f˜(x) = δf(x) for some δ ∈ F×pm . It is known that
˜˜
f(x) = f(x)
if f(0) 6= 0, and ˜f(x)g(x) = f˜(x)g˜(x) for any monic polynomials f(x), g(x) ∈ Fpm [x]
with positive degrees satisfying f(0), g(0) ∈ F×pm .
By λp
s
0 = λ, we have (λ
−1
0 )
ps = λ−1. Then using the notions and conclusions in
Section 2, we have
xn − λ−10 = −λ
−1
0
˜(xn − λ0) = −λ
−1
0 f˜1(x) . . . f˜r(x),
xnp
s
− λ−1 = −λ−1 ˜(xnps − λ) = −λ−1f˜1(x)
ps . . . f˜r(x)
ps , (6)
In the following, we adopt the following notations and definitions.
Notation 4.1. Let λ, λ0 ∈ F
×
pm satisfying λ
ps
0 = λ. For any 1 ≤ j ≤ r we denote
• Â = Fpm [x]/〈x
nps − λ−1〉, Â[u]/〈u2〉 = Â+ uÂ (u2 = 0);
• K̂j = Fpm [x]/〈f˜j(x)
ps〉, K̂j [u]/〈u
2〉 = K̂j + uK̂j (u
2 = 0);
• Ψ̂ : Â+ uÂ → R[x]/〈xnp
s
− λ−1〉 via
Ψ̂ : g0(x) + ug1(x) 7→
∑nps−1
i=0 (gi,0 + ugi,1)x
i
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(∀gk(x) =
∑nps−1
i=0 gi,kx
i ∈ Â with gi,k ∈ Fpm , 0 ≤ i ≤ np
s − 1 and k = 0, 1).
Similar to Lemma 2.1, it can be easily verified that Ψ̂ is a ring isomorphism from
Â+ uÂ onto Rλ−1 = R[x]/〈x
nps − λ−1〉. Then we will identify Â+ uÂ with Rλ−1
under Ψ̂ in the rest of the paper. As xnp
s
= λ−1 in the ring Â, we have
x−1 = λxnp
s−1 in Â ⊂ Rλ−1 .
Now, we define a map τ : A → Â via
τ : a(x) 7→ a(x−1) = a(λxnp
s−1) (mod xnp
s
− λ−1), for all a(x) ∈ A.
Then one can easily verify that τ is a ring isomorphism from A onto Â and can be
extended to a ring isomorphism from A+ uA onto Â+ uÂ in the natural way that
τ : ρ(x) 7→ ρ(x−1) = a(x−1) + ub(x−1) (∀ρ(x) = a(x) + ub(x), a(x), b(x) ∈ A).
Now, let 1 ≤ j ≤ r. By Equation (6), f˜j(x)
ps is a divisor of xnp
s
− λ−1 in Fpm [x].
This implies xnp
s
≡ λ−1 (mod f˜j(x)
ps ). Hence x−1 = λxnp
s−1 in the rings K̂j and
K̂j + uK̂j as well. Moreover, we define
• ε̂j(x) = τ(εj(x)) = εj(x
−1) = εj(λx
nps−1) (mod xnp
s
− λ−1);
• Φ̂ : (K̂1 + uK̂1)× . . .× (K̂r + uK̂r)→ Â+ uÂ via
Φ̂ : (ξ1 + uη1, . . . , ξr + uηr) 7→
∑r
j=1 ε̂j(x)(ξj + uηj) (mod x
nps − λ−1)
(∀ξj , ηj ∈ K̂j , j = 1, . . . , r);
• τj : Kj + uKj → K̂j + uK̂j via
τj : ξ 7→ a(x
−1) + ub(x−1) = a(λxnp
s−1) + ub(λxnp
s−1) (mod f˜j(x)
ps),
∀ξ = a(x) + ub(x) ∈ Kj + uKj with a(x), b(x) ∈ Kj .
Then similar to Lemma 2.4, we see that Φ̂ is a ring isomorphism from (K̂1+uK̂1)×
. . .× (K̂r + uK̂r) onto Â+ uÂ. Moreover, we have the following.
Lemma 4.2. Using the notations above, τj is a ring isomorphism from Kj + uKj
onto K̂j + uK̂j satisfying: τ(εj(x)ξ) = ε̂j(x)τj(ξ) for all ξ ∈ Kj + uKj.
Proof. Since x−1 = λxp
sn−1 in K̂j = Fpm [x]/〈f˜j(x)
ps〉, τj is well defined. By
fj(x
−1)p
s
= λxp
snfj(x
−1)p
s
= λxp
s(n−dj)(xdjfj(x
−1))p
s
= λxp
s(n−dj)f˜j(x)
ps
in K̂j and λx
ps(n−dj) ∈ K̂×j , we have 〈fj(x
−1)p
s
〉 = 〈f˜j(x)
ps〉. From this, one can
easily verify that τj is a ring isomorphism from Kj + uKj onto K̂j + uK̂j . Finally,
for any ξ = a(x) + ub(x) ∈ Kj + uKj , where a(x), b(x) ∈ Kj , by the definitions of τ
and τj we have that τ(εj(x)ξ) = εj(x
−1)(a(x−1) + ub(x−1)) = ε̂j(x)τj(ξ).
Lemma 4.3. Let a = (a0, a1, . . . , apsn−1), b = (b0, b1, . . . , bpsn−1) ∈ R
nps where
ai, bi ∈ R for all i = 0, 1, . . . , np
s − 1. We denote
a(x) =
nps−1∑
i=0
aix
i ∈ A+ uA, b(x) =
nps−1∑
i=0
bix
i ∈ Â+ uÂ.
Then [a, b] =
∑nps−1
i=0 aibi = 0, if τ(a(x)) · b(x) = 0 in Â+ uÂ.
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Proof. By xnp
s
= λ−1 and x−1 = λxnp
s−1 in Â+uÂ = R[x]/〈xnp
s
−λ−1〉, we have
x−i = (λxnp
s−1)i = λi(xnp
s
)i−1xnp
s−i = λxnp
s−i (∀1 ≤ i ≤ nps − 1),
and hence τ(a(x)) = a(x−1) = a0 + λ
∑nps−1
i=1 aix
nps−i. Therefore, τ(a(x)) · b(x) =
[a, b] +
∑psn−1
i=1 cix
i for some c1, . . . , cpsn−1 ∈ R. Hence [a, b] = 0 when τ(a(x)) ·
b(x) = 0 in Â+ uÂ.
Now, we can represent the dual code of each λ-constacyclic code over R of length
nps from its canonical form decomposition.
Theorem 4.4. Let C be a λ-constacyclic code over R of length nps with canonical
form decomposition C =
⊕r
j=1 εj(x)Cj (mod x
psn − λ), where Cj is an ideal of
Kj + uKj listed by Theorem 3.8. Then the dual code C
⊥ of C is a λ−1-constacyclic
code over R of length nps with canonical form decomposition
C⊥ =
⊕r
j=1 ε̂j(x)D̂j (mod x
nps − λ−1),
where D̂j is an ideal of R̂j + uR̂j given by one of the following five cases:
(I) D̂j =
〈
−λxp
sn−dj f˜j(x)b(x
−1) + u
〉
, if Cj = 〈fj(x)b(x) + u〉 where b(x) ∈
fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉).
(II) D̂j =
〈
−λxp
sn−dj f˜j(x)b(x
−1) + u, f˜j(x)
ps−k
〉
, if Cj = 〈fj(x)
k+1b(x) +
ufj(x)
k〉 where b(x) ∈ fj(x)
⌈ p
s
−k
2
⌉−1(Kj/〈fj(x)
ps−k−1〉) and 1 ≤ k ≤ ps − 1.
(III) D̂j =
〈
f˜j(x)
ps−k
〉
, if Cj = 〈fj(x)
k〉 where 0 ≤ k ≤ ps.
(IV) D̂j =
〈
−λxp
sn−dj f˜j(x)
ps−t+1b(x−1) + uf˜j(x)
ps−t
〉
, if Cj = 〈fj(x)b(x)
+u, fj(x)
t〉 where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉), 1 ≤ t ≤ ps − 1.
(V) D̂j =
〈
−λxp
sn−dj f˜j(x)
ps−k−t+1b(x−1) + uf˜j(x)
ps−k−t, f˜j(x)
ps−k
〉
, if Cj =
〈fj(x)
k+1b(x)+ufj(x)
k, fj(x)
k+t〉 where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉), 1 ≤ t ≤
ps − k − 1 and 1 ≤ k ≤ ps − 2.
Proof. For each integer j, 1 ≤ j ≤ r, let Bj be an ideal of Kj +Kj given by one of
the following five cases:
(i) Bj = 〈−fj(x)b(x) + u〉, if Cj = 〈fj(x)b(x) + u〉 is given by Theorem 3.8(I).
(ii) Bj = 〈−fj(x)b(x) + u, fj(x)
ps−k〉, if Cj = 〈fj(x)
k+1b(x) + ufj(x)
k〉 is given
by Theorem 3.8(II).
(iii) Bj = 〈fj(x)
ps−k〉, if Cj = 〈fj(x)
k〉 is given by Theorem 3.8(III).
(iv) Bj = 〈−fj(x)
ps−t+1b(x)+ufj(x)
ps−t〉, if Cj = 〈fj(x)b(x)+u, fj(x)
t〉 is given
by Theorem 3.8(IV).
(v) Bj = 〈−fj(x)
ps−k−t+1b(x) + ufj(x)
ps−k−t, fj(x)
ps−k〉, if Cj = 〈fj(x)
k+t,
fj(x)
k+1b(x) + ufj(x)
k〉 is given by Theorem 3.8(V).
By Theorem 3.8, one can easily verify that
Cj · Bj = {0} and |Cj ||Bj | = p
2mpsdj . (7)
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Now, we denote D̂j = τj(Bj) which is an ideal of the ring K̂j + uK̂j, and set
D =
∑r
j=1 ε̂j(x)D̂j = Φ̂(D̂1 × . . . × D̂r). Then D is an ideal of the ring Â + uÂ,
i.e. a λ−1-constacyclic code over R of length nps, and D =
∑r
j=1 τ(εj(x))τj(Bj) =∑r
j=1 τ(εj(x)Bj) = τ(
∑r
j=1 εj(x)Bj) by Lemma 4.2. From this, by Lemma 2.3(i)
and Equation (7) we deduce
τ(C) · D = τ
 r∑
j=1
εj(x)Cj
 · D = τ
 r∑
j=1
εj(x)Cj
 r∑
j=1
εj(x)Bj

= τ
 r∑
j=1
εj(x)(Cj · Bj)
 = {0}.
This implies that [ξ, η] = 0 for all ξ ∈ C and η ∈ D by Lemma 4.3. Hence D ⊆ C⊥.
Moreover, by Corollary 3.9 and Equation (7) it follows that
|C||D| = (
r∏
j=1
|Cj |)(
r∏
j=1
|Bj |) =
r∏
j=1
|Cj ||Bj | = p
2mps
∑
r
j=1
dj
= p2mp
sn = |Fpm + uFpm |
nps = |R|np
s
.
Since R is a Frobenius ring, we conclude that D = C⊥ (see [15]).
Finally, we give the explicit representation for each C⊥. By λxnp
s
= 1 in Rλ−1
and deg(fj(x)) = dj < n, for any integer l, 1 ≤ l ≤ p
s − 1, we have
τj(fj(x)
l) = fj(x
−1)l = λxnp
s−ldj(xdjfj(x
−1))l = λxnp
s−ldj f˜j(x)
l. (8)
⋄ When Bj is given in Case (i), by Equation (8) we have
D̂j = τj(Bj) = 〈τj(−fj(x)b(x) + u)〉 = 〈−τj(fj(x))τj(b(x)) + u〉
= 〈−λxnp
s−dj f˜j(x)b(x
−1) + u〉
⋄ When Bj is given in Case (ii), by Equation (8) we have
D̂j = τj(Bj) = 〈τj(−fj(x)b(x) + u), τj(fj(x)
ps−k)〉
= 〈−λxnp
s−dj f˜j(x)b(x
−1) + u, λxnp
s−(ps−k)dj f˜j(x)
ps−k〉
= 〈−λxnp
s−dj f˜j(x)b(x
−1) + u, f˜j(x)
ps−k〉.
⋄ When Bj is given in Case (iii), it can be proved similarly as that of Case (ii).
⋄ When Bj is given in Case (iv), by Equation (8) we have
D̂j = τj(Bj) = 〈τj(−fj(x)
ps−t+1b(x) + ufj(x)
ps−t)〉
= 〈−λxnp
s−(ps−t+1)dj f˜j(x)
ps−t+1b(x−1) + u · λxnp
s−(ps−t)dj f˜j(x)
ps−t〉
= 〈−x−dj f˜j(x)
ps−t+1b(x−1) + uf˜j(x)
ps−t〉,
where x−dj = λxnp
s−dj in K̂j = Fpm [x]/〈f˜j(x)
ps〉 as f˜j(x)
ps |(xnp
s
− λ−1).
⋄ When Bj is given in Case (v), it can be proved similarly as that of Cases (ii)
and (iv).
Example 4.5. By [21] Example 10.1, x2
i
− 3 is irreducible over F5 for any integer
i ≥ 0. It is clear that 35 = 3 and x2
i
− 3 = x2
i
+ 2 in F5[x]. Now, we consider the
special case of i = 2. By p = 5, s = 1 and n = 4, we have
♦ T = {
∑3
i=0 aix
i | a0, a1, a2, a3 ∈ F5} and |T | = 5
4;
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♦ A = F5[x]/〈(x
4 + 2)5〉 = {
∑4
j=0 bj(x)(x
4 + 2)j | bj(x) ∈ T , j = 0, 1, 2, 3, 4};
♦ (x4 +2)l(A/〈(x4 +2)t〉) = {
∑t−1
j=l bj(x)(x
4 +2)j | bj(x) ∈ T , j = l, . . . , t− 1} for
any 0 ≤ l ≤ t ≤ 4, where we set (x4 + 2)t(A/〈(x4 + 2)t〉) = {0}.
By Corollary 3.10, the number of 3-constacyclic codes over F5 + uF5 of length
4 · 5 = 20 is equal to N(5,4,5) = 3 · 5
8 + 7 · 54 + 11 = 1176261.
As λ = 3, ˜(x4 + 2) = 1+2x4 = 2(x4+3) and 2 · (−λ) = 4, by Corollary 3.10 and
Theorem 4.4 we see that all distinct 3-constacyclic codes over F5+uF5 of length 20
and their dual codes are given by one the following five cases:
(I) 54·2 = 390625 codes:
C = 〈(x4 + 2)b(x) + u〉 with |C| = 520
and C⊥ = 〈4x16(x4+3)b(x−1)+u〉 which is a 2-constacyclic codes over F5+ uF5 of
length 20, where
b(x) ∈ (x4 +2)2(A/〈(x4 +2)4〉) = {g(x)(x4 + 2)2 + h(x)(x4 + 2)3 | g(x), h(x) ∈ T }.
(II) 54·2 + 54·1 + 54·1 + 54·0 = 391876 codes:
C = 〈(x4 + 2)k+1b(x) + u(x4 + 2)k〉 with |C| = 54(5−k)
and C⊥ = 〈4x16(x4 + 3)b(x−1) + u, (x4 + 3)5−k〉, where
b(x) ∈ (x4 + 2)⌈
5−k
2
⌉−1(A/〈(x4 + 2)5−k−1〉) and 1 ≤ k ≤ 4.
(III) 6 codes: C = 〈(x4 + 2)k〉 with |C| = 58(5−k) and C⊥ = 〈(x4 + 3)5−k〉, where
0 ≤ k ≤ 5.
(IV) 54·0 + 54·1 + 54·1 + 54·2 = 391876 codes:
C = 〈(x4 + 2)b(x) + u, (x4 + 2)t〉 with |C| = 54(10−t)
and C⊥ = 〈4x16(x4 + 3)5−t+1b(x−1) + u(x4 + 3)5−t〉, where
b(x) ∈ (x4 + 2)⌈
t
2
⌉−1(A/〈(x4 + 2)t−1〉), 1 ≤ t ≤ 4.
(V) (54·0 + 54·1 + 54·1) + (54·0 + 54·1) + 54·0 = 1878 codes:
C = 〈(x4 + 2)k+1b(x) + u(x4 + 2)k, (x4 + 2)k+t〉 with |C| = 54(10−2k−t)
and C⊥ = 〈4x16(x4+3)5−k−t+1b(x−1)+u(x4+3)p
s−k−t, (x4+3)p
s−k〉, where b(x) ∈
(x4 + 2)⌈
t
2
⌉−1(A/〈(x4 + 2)t−1〉), 1 ≤ t ≤ 4− k and 1 ≤ k ≤ 3.
The only self-dual 3-constacyclic codes over F5 + uF5 of length 20 is 〈u〉 = uF
20
5
(corresponding to b(x) = 0 in Case (I)).
5. Self-dual cyclic codes and negacyclic codes of length nps over R.
In this section, we investigate self-dual cyclic codes and negacyclic codes of length
nps over R = Fpm + uFpm . Let ν ∈ {1,−1} and Rν = R[x]/〈x
nps − ν〉. Then C is
a cyclic code (resp. negacyclic code) if and only if C is an ideal of the ring Rν , i.e.
a ν-constacyclic code over R of length nps, where ν = 1 (resp. ν = −1).
Using the notations in Sections 1–4, by ν−1 = ν we have Rν = Rν−1 and
A = Â = Fpm [x]/〈x
psn − ν〉. Hence the map τ : A → A defined by τ(a(x)) =
a(x−1) = a(νxnp
s−1) (mod xnp
s
− ν) for all a(x) ∈ A is a ring automorphism on A
satisfying τ−1 = τ .
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By Equations (1) in Section 2 and (6) in Section 4, we have
xnp
s
− ν = f1(x)
ps . . . fr(x)
ps , xnp
s
− ν = −ν ˜(xpsn − ν) = −νf˜1(x)
ps . . . f˜r(x)
ps .
Since f1(x), . . . , fr(x) are pairwise coprime monic irreducible polynomials in Fpm [x],
for each 1 ≤ j ≤ r there is a unique integer j′, 1 ≤ j′ ≤ r, such that f˜j(x) = δjfj′ (x)
where δj = fj(0)
−1 ∈ F×pm . In the following, we still denote the bijection j 7→ j
′ on
{1, . . . , r} by τ , i.e.,
f˜j(x) = δjfτ(j)(x).
Whether τ denotes the automorphism ofA or this map on {1, 2, . . . , r} is determined
by context. The next lemma shows the compatibility of the two uses of τ .
Lemma 5.1. Using the notations above, we have the following conclusions.
(i) τ is a permutation on the set {1, . . . , r} satisfying τ−1 = τ .
(ii) After a suitable rearrangement of f1(x), . . . , fr(x), there are nonnegative in-
tegers ρ, ǫ such that ρ + 2ǫ = r, τ(j) = j for all j = 1, . . . , ρ, τ(ρ + i) = ρ + ǫ + i
and τ(ρ+ ǫ+ i) = ρ+ i for all i = 1, . . . , ǫ.
(iii) For any 1 ≤ j ≤ r, τ(εj(x)) = ε̂j(x) = εj(x
−1) = ετ(j)(x) in the ring A.
(iv) For any integer j, 1 ≤ j ≤ r, the map τj : Kj+uKj → Kτ(j)+uKτ(j) defined
by τj(a(x) + ub(x)) = a(x
−1) + ub(x−1) (∀a(x), b(x) ∈ Kj) is a ring isomorphism
from Kj + uKj onto Kτ(j) + uKτ(j) with inverse τ
−1
j = ττ(j).
Moreover, we have τ(εj(x)ξ) = ετ(j)(x)τj(ξ) for all ξ ∈ Kj + uKj.
Proof. (i) By f˜j(x) = δjfτ(j)(x) for all j, it follows that fτ(j)(x) = δ
−1
j f˜j(x). This
implies f˜τ(j)(x) = δ
−1
j
˜˜
fj(x) = δ
−1
j fj(x), and so δτ(j) = δ
−1
j . Hence fτ2(j)(x) =
fτ(τ(j))(x) = δ
−1
τ(j)f˜τ(j)(x) = δ
−1
τ(j)δ
−1
j
˜˜
fj(x) = fj(x). This implies τ
2(j) = j for all
j ∈ {1, . . . , r}. Therefore, τ−1 = τ .
(ii) It follows from (i) immediately.
(iii) From the equation vj(x)Fj(x) + wj(x)fj(x) = 1 in Section 2, we deduce
that vj(x
−1)Fj(x
−1)+wj(x
−1)fj(x
−1) = τ(vj(x)Fj(x)+wj(x)fj(x)) = 1 in A. By
Equation (8), we have fj(x
−1)p
s
= νxnp
s−psdj f˜j(x)
ps = νδp
s
j x
ps(n−dj)fτ(j)(x)
ps .
From this, by Fj(x) =
xn−ν
fj(x)
and νp
s
= ν we deduce that
(Fj(x
−1))p
s
=
(
x−n − ν
fj(x−1)
)ps
=
x−np
s
− ν
fj(x−1)p
s =
−νx−np
s
(xnp
s
− ν)
νδp
s
j x
ps(n−dj)fτ(j)(x)p
s
= −νδ−p
s
j x
ps(dj−n)Fτ(j)(x)
ps .
Hence
(
−νδ−p
s
j x
ps(dj−n)vj(x
−1)p
s
)
Fτ(j)(x)
ps +
(
νxnp
s−psdjw(x−1)p
s)
fτ(j)(x)
ps =(
vj(x
−1)Fj(x
−1) + wj(x
−1)fj(x
−1)
)ps
= 1. Then by Equation (3) we have
τ(εj(x)) = εj(x
−1) = vj(x
−1)p
s
Fj(x
−1)p
s
=
(
−νδ−p
s
j x
ps(dj−n)vj(x
−1)p
s
)
Fτ(j)(x)
ps
= 1−
(
νxnp
s−psdjw(x−1)p
s
)
fτ(j)(x)
ps
in A. This implies τ(εj(x)) = ετ(j)(x) by Notation 2.2.
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(iv) By Notation 4.1 and f˜j(x) = δjfτ(j)(x), we have
K̂j = Fpm [x]/〈f˜j(x)
ps〉 = Fpm [x]/〈δ
ps
j fτ(j)(x)
ps〉 = Fpm [x]/〈fτ(j)(x)
ps〉 = Kτ(j).
Then by Lemma 4.2 we deduce that τj is a ring isomorphism from Kj + uKj onto
Kτ(j) + uKτ(j) and τ(εj(x)ξ) = ετ(j)(x)τj(ξ) for all ξ ∈ Kj + uKj .
Then by Lemma 5.1 and Theorem 4.4, we have the following conclusion for dual
codes of cyclic and negacyclic codes over R of length nps.
Corollary 5.2. Let ν ∈ {1,−1} and C be a ν-constacyclic code over R of length
nps with canonical form decomposition C =
⊕r
j=1 εj(x)Cj (mod x
psn − ν), where
Cj is an ideal of Kj + uKj listed by Theorem 3.8. Then the dual code C
⊥ of C is a
ν-constacyclic code over R of length nps with canonical form decomposition
C⊥ =
⊕r
j=1 ετ(j)(x)Dτ(j) (mod x
nps − ν),
where Dτ(j) is an ideal of Kτ(j) + uKτ(j) given by one of the following five cases:
(I) If Cj = 〈fj(x)b(x) + u〉 where b(x) ∈ fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉),
Dτ(j) = 〈−νδjx
psn−djfτ(j)(x)b(x
−1) + u〉.
(II) If Cj = 〈fj(x)
k+1b(x) + ufj(x)
k〉 where 1 ≤ k ≤ ps − 1 and b(x) ∈
fj(x)
⌈ p
s
−k
2
⌉−1(Kj/〈fj(x)
ps−k−1〉),
Dτ(j) = 〈−νδjx
psn−djfτ(j)(x)b(x
−1) + u, fτ(j)(x)
ps−k〉.
(III) If Cj = 〈fj(x)
k〉 where 0 ≤ k ≤ ps, Dτ(j) = 〈fτ(j)(x)
ps−k〉.
(IV) If Cj = 〈fj(x)b(x) + u, fj(x)
t〉 where 1 ≤ t ≤ ps − 1
and b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉),
Dτ(j) = 〈−νδjx
psn−djfτ(j)(x)
ps−t+1b(x−1) + ufτ(j)(x)
ps−t〉.
(V) If Cj = 〈fj(x)
k+1b(x) + ufj(x)
k, fj(x)
k+t〉 where 1 ≤ t ≤ ps − k − 1, 1 ≤
k ≤ ps − 2, and b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉),
Dµ(j) = 〈−νδjx
psn−djfτ(j)(x)
ps−k−t+1b(x−1) + ufτ(j)(x)
ps−k−t, fτ(j)(x)
ps−k〉.
Now, we can determine self-dual cyclic and negacyclic codes of length psn over
R by the following theorem.
Theorem 5.3. Using the notations in Lemma 5.1(ii) and x−1 = νxnp
s−1, all dis-
tinct self-dual ν-constacyclic codes of length psn over R are given by
C =
r⊕
j=1
εj(x)Cj (mod x
nps − ν),
where Cj is an ideal of Kj + uKj given by one of the following two cases:
(i) If 1 ≤ j ≤ ρ, Cj is given by one of the following three subcases.
(i-1) Cj = 〈fj(x)b(x) + u〉, where b(x) ∈ fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉) satisfying
b(x) + νδjx
psn−djb(x−1) ≡ 0 (mod fj(x)
ps−1).
(i-2) Cj = 〈fj(x)
k〉 where k is an integer satisfying 2k = ps.
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(i-3) Cj = 〈fj(x)
k+1b(x) + ufj(x)
k, fj(x)
k+t〉, where 1 ≤ t ≤ ps − k − 1, 1 ≤
k ≤ ps − 2, and b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉) satisfying ps = 2k + t and
b(x) + νδjx
psn−djb(x−1) ≡ 0 (mod fj(x)
t−1).
(ii) If j = ρ+ i where 1 ≤ i ≤ ǫ, the pair (Cj , Cj+ǫ) of ideals is given by one of
the following five subcases.
(ii-1) Cj = 〈fj(x)b(x) + u〉 and Cj+ǫ = 〈−νδjx
psn−djfj+ǫ(x)b(x
−1) + u〉 where
b(x) ∈ fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉).
(ii-2) Cj = 〈fj(x)
k+1b(x) + ufj(x)
k〉 and
Cj+ǫ = 〈−νδjx
psn−djfj+ǫ(x)b(x
−1) + u, fj+ǫ(x)
ps−k〉,
where b(x) ∈ fj(x)
⌈ p
s
−k
2
⌉−1(Kj/〈fj(x)
ps−k−1〉) and 1 ≤ k ≤ ps − 1.
(ii-3) Cj = 〈fj(x)
k〉 and Cj+ǫ = 〈fj+ǫ(x)
ps−k〉, where 0 ≤ k ≤ ps.
(ii-4) Cj = 〈fj(x)b(x) + u, fj(x)
t〉 and
Cj+ǫ = 〈−νδjx
psn−djfj+ǫ(x)
ps−t+1b(x−1) + ufj+ǫ(x)
ps−t〉,
where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉) and 1 ≤ t ≤ ps − 1.
(ii-5) Cj = 〈fj(x)
k+1b(x) + ufj(x)
k, fj(x)
k+t〉 and
Cj+ǫ = 〈−νδjx
psn−djfj+ǫ(x)
ps−k−t+1b(x−1) + ufj+ǫ(x)
ps−k−t, fj+ǫ(x)
ps−k〉,
where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉), 1 ≤ t ≤ ps − k − 1 and 1 ≤ k ≤ ps − 2.
Proof. We have C⊥ =
⊕r
j=1 ετ(j)(x)Dτ(j), where Dτ(j) is an ideal of Kτ(j)+ uKτ(j)
given by Corollary 5.2 for j = 1, . . . , r. Since τ is a bijection on the set {1, . . . , r},
we have C =
⊕r
j=1 ετ(j)(x)Cτ(j). From this and by Theorem 2.5(iii), we deduce
that C is self-dual if and only if Cτ(j) = Dτ(j) for all j = 1, . . . , r. Then by Lemma
5.1(ii), we have one of the following two cases.
(i) Let 1 ≤ j ≤ ρ. Then τ(j) = j. By Corollary 5.2, Cj satisfies the condition
Cτ(j) = Dτ(j) if and only if Cj is given one of the following subcases:
(i-1) Cj = 〈fj(x)b(x) + u〉 = 〈−νδjx
psn−djfτ(j)(x)b(x
−1) + u〉, where b(x) ∈
fj(x)
⌈ p
s
2
⌉−1(Kj/〈fj(x)
ps−1〉) satisfying b(x)fj(x) = −νδjx
psn−djb(x−1)fj(x) in Kj ,
i.e. b(x) + νδjx
psn−djb(x−1) ≡ 0 (mod fj(x)
ps−1).
(i-2) Cj = 〈fj(x)
k〉 = 〈fτ(j)(x)
ps−k〉, where 0 ≤ k ≤ ps satisfying ps−k = k, i.e.,
2k = ps.
(i-3) Cj = 〈fj(x)
k+1b(x) + ufj(x)
k, fj(x)
k+t〉 and
Cj = 〈−νδjx
psn−djfτ(j)(x)
ps−k−t+1b(x−1) + ufτ(j)(x)
ps−k−t, fτ(j)(x)
ps−k〉,
where 1 ≤ t ≤ ps−k−1, 1 ≤ k ≤ ps−2, and b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉) satis-
fying k+t = ps−k, i.e. ps = 2k+t, and b(x)+νδjx
psn−djb(x−1) ≡ 0 (mod fj(x)
t−1).
(ii) Let j = ρ + i where 1 ≤ i ≤ ǫ. Then τ(j) = j + ǫ. In this case, we choose
an arbitrary ideal Cj of Kj + uKj listed in Theorem 3.8 and let Cj+ǫ = Cτ(j) =
Dτ(j) = τj(Bj), where Dτ(j) is given by Corollary 5.2 and Bj is given by the proof
of Theorem 4.4 with τ(j) = j+ ǫ, respectively. Then the condition Cτ(j) = Dτ(j) is
satisfied for for all j = ρ+ 1, . . . , ρ+ ǫ.
Moreover, by Equation (7) in the proof of Theorem 4.4 we have Cj ·Bj = {0} and
|Cj ||Bj | = p
2mpsdj , where Bj is an ideal of Kj+uKj . By Lemma 5.1(ii) and (iv), we
know that τj is a ring isomorphism formKj+uKj ontoKτ(j)+uKτ(j) = Kj+ǫ+uKj+ǫ
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with inverse τ−1j = ττ(j) = τj+ǫ. This implies that τj(Bj) and τj(Cj) are ideals of
Kj+ǫ + uKj+ǫ satisfying
τj(Bj) · τj(Cj) = {0} and |τj(Bj)||τj(Cj)| = |Bj ||Cj | = p
2mpsdj = p2mp
sdj+ǫ .
From this, by Cj+ǫ = τj(Bj) and the proof of Theorem 4.4 we deduce that Bj+ǫ =
τj(Cj). Hence Dτ(j+ǫ) = τj+ǫ(Bj+ǫ) = τj+ǫ(τj(Cj)) = Cj = Cτ(j+ǫ) for all j =
ρ+ 1, . . . , ρ+ ǫ.
As stated above, we conclude that the condition Cτ(j) = Dτ(j) is satisfied for all
j = ρ+ 1, . . . , ρ+ ǫ, ρ+ ǫ+ 1, . . . , ρ+ 2ǫ.
6. Negacyclic codes over F5 + uF5 of length n5
s where n = 2 · 3t.
In this section, let t be an arbitrary positive integer. We consider negacyclic
codes of length 2 ·3t ·5s over F5+uF5. In this case, we have p = 5, m = 1, n = 2 ·3
t
and λ = −1. By [3] Section 4, we know that
x2·3
t
+ 1 =
t+1∏
i=1
fi(x)ft+1+i(x)
is the factorization of x2·3
t
+ 1 into monic irreducible factors in F5[x], where
f1(x) = x+ 2 with degree d1 = deg(f1(x)) = 1, ft+2(x) = 3f˜1(x) = x+ 3;
fi(x) = x
2·3i−2 + 2x3
i−2
+ 4 with degree di = deg(fi(x)) = 2 · 3
i−2,
ft+1+i(x) = 4f˜i(x) = x
2·3i−2 + 3x3
i−2
+ 4, for i = 2, . . . , t+ 1.
Hence ρ = 0, ǫ = t + 1, f˜i(x) = δift+1+i(x) where δ1 = 3 and δi = 4 for all
i = 2, . . . , t+ 1. Then
x2·5
s·3t + 1 = (x2·3
t
+ 1)5
s
=
t+1∏
i=1
fi(x)
5sft+1+i(x)
5s .
For any integer i, 1 ≤ i ≤ t+ 1, we find polynomials ai(x), bi(x) ∈ F5[x] satisfying
ai(x)
x2·3
t
+1
fi(x)
+ bi(x)fi(x) = 1. Then set
εi(x) ≡ ai(x
5s)
x2·3
t·5s + 1
fi(x5
s)
= 1− bi(x
5s)fi(x
5s) (mod x2·3
t·5s + 1),
εt+1+i(x) = εi(x
−1) = εi(4x
2·3t·5s−1) (mod x2·3
t·5s + 1).
Denote Kj = F5[x]/〈fj(x)
5s〉 and Tj = {
∑dj−1
l=0 alx
l | a0, a1, . . . , adj−1 ∈ F5} for
all j = 1, 2, . . . , 2(t+1). By Theorem 3.8, Corollary 3.9 and Lemma 5.1, all distinct
negacyclic code over F5 + uF5 of length 2 · 3
t · 5s are given by:
C =
2(t+1)⊕
j=1
εj(x)Cj , (9)
where Cj is an ideal of the ring Kj + uKj (u
2 = 0), 1 ≤ j ≤ 2(t+ 1), given by one
of the following five cases:
(I-j) 5(5
s−⌈ 5
s
2
⌉)dj ideals:
Cj = 〈fj(x)b(x) + u〉 with |Cj | = p
5sdj ,
where b(x) ∈ fj(x)
⌈ 5
s
2
⌉−1(Kj/〈fj(x)
5s−1〉).
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(II-j)
∑5s−1
k=1 5
(5s−k−⌈ 12 (5
s−k)⌉)dj ideals:
Cj = 〈fj(x)
k+1b(x) + ufj(x)
k〉 with |Cj | = 5
(5s−k)dj ,
where b(x) ∈ fj(x)
⌈ 5
s
−k
2
⌉−1(Kj/〈fj(x)
5s−k−1〉) and 1 ≤ k ≤ 5s − 1.
(III-j) 5s + 1 ideals: Cj = 〈fj(x)
k〉 with |Cj | = p
2(5s−k)dj , 0 ≤ k ≤ 5s.
(IV-j)
∑5s−1
t=1 5
(t−⌈ t2 ⌉)dj ideals:
Cj = 〈fj(x)b(x) + u, fj(x)
t〉 with |Ci| = 5
(2·5s−t)dj ,
where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉), 1 ≤ t ≤ 5s − 1.
(V-j)
∑5s−2
k=1
∑5s−k−1
t=1 5
(t−⌈ t2 ⌉)dj ideals:
Cj = 〈fj(x)
k+1b(x) + ufj(x)
k, fj(x)
k+t〉 with |Cj | = 5
(2·5s−2k−t)dj ,
where b(x) ∈ fj(x)
⌈ t
2
⌉−1(Kj/〈fj(x)
t−1〉), 1 ≤ t ≤ 5s − k − 1 and 1 ≤ k ≤ 5s − 2.
Moreover, the number of codewords contained in the code C given by Equation
(9) is equal to
∏2(t+1)
i=1 |Cj |, and the number of all negacyclic codes of length 2 ·3
t ·5s
over F5 + uF5 is equal to
∏t+1
j=1N
2
(5,dj,5s)
where d1 = 1, dj = 2 · 3
j−2 and
N(5,dj,5s) =
5s−1
2∑
i=0
(3 + 4i)5(
5s−1
2
−i)dj , j = 1, 2, . . . , t+ 1.
By Theorem 5.3, the number of self-dual negacyclic codes over F5+uF5 of length
2 · 3t · 5s is equal to
∏t+1
j=1N(5,dj,5s) and all distinct self-dual negacyclic codes over
F5 + uF5 of length 2 · 3
t · 5s are given by the following:
C =
t+1⊕
j=1
(εj(x)Cj ⊕ εt+1+j(x)Ct+1+j) ,
where Cj is an ideal of the ring Kj + uKj (u
2 = 0) given by (I-j)–(V-j) above and
Ct+1+j is an ideal of the ring Kt+1+j + uKt+1+j (u
2 = 0), 1 ≤ j ≤ t, given by the
one of the following five cases:
(j-1) If Cj is given in Case (I-j), Ct+1+j = 〈δjx
2·3t·5s−djft+1+j(x)b(x
−1) + u〉.
(j-2) If Cj is given in Case (II-j), Ct+1+j = 〈δjx
2·3t·5s−djft+1+j(x)b(x
−1) +
u, ft+1+j(x)
5s−k〉.
(j-3) If Cj is given in Case (III-j), Ct+1+j = 〈ft+1+j(x)
5s−k〉.
(j-4) If Cj is given in Case (IV-j), Ct+1+j = 〈δjx
2·3t·5s−djft+1+j(x)
5s−t+1b(x−1)
+uft+1+j(x)
5s−t〉.
(j-5) If Cj is given in Case (V-j),
Ct+1+j = 〈δjx
2·3t·5s−djft+1+j(x)
5s−k−t+1b(x−1) + uft+1+j(x)
5s−k−t,
ft+1+j(x)
5s−k〉.
Especially, we consider negacyclic codes over F5 + uF5 of length 6 · 5 = 30
corresponding to the special case of s = t = 1. The number of all negacyclic codes
over F5+uF5 of length 30 is equal to N
2
(5,1,5)N
2
(5,2,5) = 121
2 · 20612 = 62190883161,
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and the number of self-dual negacyclic codes over F5 + uF5 of length 30 is equal to
N(5,1,5)N(5,2,5) = 121 · 2061 = 249381.
Obviously, x6+1 = f1(x)f2(x)f3(x)f4(x) is the factorization of x
6+1 into monic
irreducible factors in F5[x], where f1(x) = x+2, f2(x) = x
2+2x+4, f3(x) = x+3
and f4(x) = x
2+3x+4 satisfying f˜1(x) = δ1f3(x) and f˜2(x) = δ1f4(x) with δ1 = 3
and δ2 = 4. First, we obtain the following:
ε1(x) = 2x
25+x20+3x15+4x10+2x5+1; ε2(x) = 2x
25+4x20+4x15+x10+2x5+2;
ε3(x) = 3x
25+x20+2x15+4x10+3x5+1; ε4(x) = 3x
25+4x20+x15+x10+3x5+2.
Next, let Kj = F5[x]/〈fj(x)
5〉 for j = 1, 2, 3, 4. Then all distinct self-dual nega-
cyclic codes over F5 + uF5 of length 30 are given by:
C =
4∑
j=1
εj(x)Cj (mod x
30 + 1),
where Cj is an ideal of the ring Kj + uKj such that:
(i) the pair (C1, C3) of ideals is given by one of the following five cases.
(i-1) 52 = 25 pairs:
C1 = 〈(x+ 2)b(x) + u〉 and C3 = 〈3x
29(x+ 3)b(x−1) + u〉, where
b(x) ∈ (x+ 2)2(K1/〈(x+ 2)
4〉) = {g · (x+ 2)2 + h · (x+ 2)3 | g, h ∈ F5}.
(i-2) 52 + 51 + 51 + 50 = 36 pairs:
C1 = 〈(x+2)
k+1b(x) + u(x+2)k〉 and C3 = 〈3x
29(x+3)b(x−1) + u, (x+3)5−k〉,
where b(x) ∈ (x+ 2)⌈
5−k
2
⌉−1(K1/〈(x+ 2)
5−k−1〉) and 1 ≤ k ≤ 4.
(i-3) 6 pairs: C1 = 〈(x + 2)
k〉 and C3 = 〈(x+ 3)
5−k〉, where 0 ≤ k ≤ 5.
(i-4) 50 + 51 + 51 + 52 = 36 pairs:
C1 = 〈(x+2)b(x)+u, (x+2)
t〉 and C3 = 〈3x
29(x+3)5−t+1b(x−1)+u(x+3)5−t〉,
where b(x) ∈ (x+ 2)⌈
t
2
⌉−1(K1/〈(x+ 2)
t−1〉), 1 ≤ t ≤ 4.
(i-5) (50 + 51 + 51) + (50 + 51) + 50 = 18 pairs:
C1 = 〈(x+ 2)
k+1b(x) + u(x+ 2)k, (x+ 2)k+t〉 and
C3 = 〈3x
29(x+ 3)5−k−t+1b(x−1) + u(x+ 3)5−k−t, (x+ 3)5−k〉,
where b(x) ∈ (x+ 2)⌈
t
2
⌉−1(K1/〈(x+ 2)
t−1〉), 1 ≤ t ≤ 5− k − 1 and 1 ≤ k ≤ 3.
(ii) (C2, C4) is given by one of the following five cases.
(ii-1) 52·2 = 625 pairs:
C2 = 〈(x
2 + 2x + 4)b(x) + u〉 and C4 = 〈3x
28(x2 + 3x + 4)b(x−1) + u〉, where
b(x) ∈ (x2 + 2x+ 4)2(K2/〈(x
2 + 2x+ 4)4〉), i.e.,
b(x) ∈ {(g0+ g1x) · (x
2 +2x+4)2 +(h0 + h1x) · (x
2 +2x+4)3 | g0, g1, h0, h1 ∈ F5}.
(ii-2) 52·2 + 52·1 + 52·1 + 52·0 = 676 pairs:
C2 = 〈(x
2 + 2x+ 4)k+1b(x) + u(x2 + 2x+ 4)k〉 and
C4 = 〈3x
28(x2 + 3x+ 4)b(x−1) + u, (x2 + 3x+ 4)5−k〉,
where b(x) ∈ (x2 + 2x+ 4)⌈
5−k
2
⌉−1(K2/〈(x
2 + 2x+ 4)5−k−1〉) and 1 ≤ k ≤ 4.
(ii-3) 6 pairs: C2 = 〈(x
2+2x+4)k〉 and C4 = 〈(x
2+3x+4)5−k〉, where 0 ≤ k ≤ 5.
(ii-4) 52·0 + 52·1 + 52·1 + 52·2 = 676 pairs:
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C2 = 〈(x
2 + 2x+ 4)b(x) + u, (x2 + 2x+ 4)t〉 and
C4 = 〈3x
28(x2 + 3x+ 4)5−t+1b(x−1) + u(x2 + 3x+ 4)5−t〉,
where b(x) ∈ (x2 + 2x+ 4)⌈
t
2
⌉−1(K2/〈(x
2 + 2x+ 4)t−1〉), 1 ≤ t ≤ 4.
(ii-5) (52·0 + 52·1 + 52·1) + (52·0 + 52·1) + 52·0 = 78 pairs:
C2 = 〈(x
2 + 2x+ 4)k+1b(x) + u(x2 + 2x+ 4)k, (x2 + 2x+ 4)k+t〉 and
C4 = 〈3x
28(x2 + 3x+ 4)5−k−t+1b(x−1) + u(x2 + 3x+ 4)5−k−t, (x2 + 3x+ 4)5−k〉,
where b(x) ∈ (x2 + 2x + 4)⌈
t
2
⌉−1(K2/〈(x
2 + 2x + 4)t−1〉), 1 ≤ t ≤ 5 − k − 1 and
1 ≤ k ≤ 3.
Remark. Using conclusions in [3], one can determine all distinct negacyclic codes
over Fpm + uFpm of length 2p
slt and their dual codes, for any odd prime l coprime
to p and positive integer t.
7. λ-constacyclic codes over R of length nps for n = 1, 2, 4.
In this section, we give the representations for λ-constacyclic codes over R =
Fpm + uFpm of length np
s for n = 1, 2, 4 and arbitrary element λ ∈ F×pm . Let λ0 ∈
F×pm satisfying λ
ps
0 = λ. Then x
nps−λ = (xn−λ0)
ps and xnp
s
−λ−1 = (xn−λ−10 )
ps .
Case I: n = 1. In this case, x − λ0 is irreducible in Fpm [x]. Denote y = x − λ0.
Then A = Fpm [x]/〈x
ps − λ0〉 = Fpm + yFpm + . . . + y
ps−1Fpm (y
ps = 0). Hence
yα(A/〈yβ〉) = {
∑β−1
i=α aiy
i | ai ∈ Fpm , α ≤ i ≤ β − 1} and y
α(A/〈yα〉) = {0} for
all integers 0 ≤ α < β ≤ ps − 1. Denote z = x˜− λ0 = 1 − λ0x. Then by Corollary
3.10 and Theorem 4.4 we deduce the following conclusion.
Corollary 7.1. Denote y = x − λ0, z = 1 − λ0x and q = p
m. Then all distinct
λ-constacyclic codes over Fpm +uFpm of length p
s and their dual codes are given by
the following table:
N C (mod xp
s
− λ), C⊥ (mod xp
s
− λ−1) |C|
qp
s−⌈ p
s
2
⌉ • C = 〈yb(x) + u〉 qp
s
C⊥ = 〈zb(x) + u〉
b(x) ∈ y⌈
ps
2
⌉−1(A/〈yp
s−1〉)∑ps−1
k=1 q
ps−k−⌈ 1
2
(ps−k)⌉ • C = 〈yk+1b(x) + uyk〉 qp
s−k
C⊥ = 〈zb(x) + u, zp
s−k〉
b(x) ∈ y⌈
ps−k
2
⌉−1(A/〈yp
s−k−1〉),
1 ≤ k ≤ ps − 1
ps + 1 • C = 〈yk〉 q2(p
s−k)
C⊥ = 〈zp
s−k〉
0 ≤ k ≤ ps∑ps−1
t=1 q
t−⌈ t
2
⌉ • C = 〈yb(x) + u, yt〉 q2p
s−t
C⊥ = 〈zp
s−t+1b(x) + uzp
s−t〉
b(x) ∈ y⌈
t
2
⌉−1(A/〈yt−1〉), 1 ≤ t ≤ ps − 1∑ps−2
k=1
∑ps−k−1
t=1 q
t−⌈ t
2
⌉ • C = 〈yk+1b(x) + uyk, yk+t〉 q2p
s−2k−t
C⊥ = 〈zp
s−k−t+1b(x) + uzp
s−k−t, zp
s−k〉
b(x) ∈ y⌈
t
2
⌉−1(A/〈yt−1〉),
1 ≤ t ≤ ps − k − 1, 1 ≤ k ≤ ps − 2
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in which x−1 = λxp
s−1 and b(x) = −λxp
s−1b(x−1) (mod xp
s
− λ−1).
Moreover, the number of λ-constacyclic codes over Fpm + uFpm of length p
s is
equal to N(pm,1,ps) =

∑2s−1
i=0 (1 + 4i)2
(2s−1−i)m, if p = 2;
∑ ps−1
2
i=0 (3 + 4i)p
(p
s
−1
2
−i)m, if p is odd.
Case II: n = 2 (and p is odd). We have the following three subcases.
Case (II-1): λ0 is not a square, i.e. λ0 ∈ F
×
pm \ (F
×
pm)
2.
In this case, x2 − λ0 is irreducible in Fpm [x] and A = Fpm [x]/〈(x
2 − λ0)
ps〉. We
denote T (2) = {c0 + c1x | c0, c1 ∈ Fpm},
(x2 − λ0)
α(A/〈(x2 − λ0)
β〉) = {
β−1∑
i=α
ξi(x
2 − λ0)
i | ξα, . . . , ξβ−1 ∈ T
(2)}
and (x2−λ0)
α(A/〈(x2 −λ0)
α〉) = {0} for all integers 0 ≤ α < β ≤ ps− 1. Then by
Corollary 3.10 and Theorem 4.4 we deduce the following conclusion.
Corollary 7.2. Let p be odd and λ0 ∈ F
×
pm \ (F
×
pm)
2. Denote y = x2 − λ0, z =
x˜2 − λ0 = 1− λ0x
2 and q = pm. Then all distinct λ-constacyclic codes over Fpm +
uFpm of length 2p
s and their dual codes are given by the following table:
N C (mod x2p
s
− λ), C⊥ (mod x2p
s
− λ−1) |C|
q2(p
s−⌈ p
s
2
⌉) • C = 〈yb(x) + u〉 q2p
s
C⊥ = 〈zb(x) + u〉
b(x) ∈ y⌈
ps
2
⌉−1(A/〈yp
s−1〉)
∑ps−1
k=1 q
2(ps−k−⌈ 1
2
(ps−k)⌉) • C = 〈yk+1b(x) + uyk〉 q2(p
s−k)
C⊥ = 〈zb(x) + u, zp
s−k〉
b(x) ∈ y⌈
ps−k
2
⌉−1(A/〈yp
s−k−1〉),
1 ≤ k ≤ ps − 1
ps + 1 • C = 〈yk〉 q4(p
s−k)
C⊥ = 〈zp
s−k〉
0 ≤ k ≤ ps
∑ps−1
t=1 q
2(t−⌈ t
2
⌉) • C = 〈yb(x) + u, yt〉 q2(2p
s−t)
C⊥ = 〈zp
s−t+1b(x) + uzp
s−t〉
b(x) ∈ y⌈
t
2
⌉−1(A/〈yt−1〉), 1 ≤ t ≤ ps − 1
∑ps−2
k=1
∑ps−k−1
t=1 q
2(t−⌈ t
2
⌉) • C = 〈yk+1b(x) + uyk, yk+t〉 q2(2p
s−2k−t)
C⊥ = 〈zp
s−k−t+1b(x) + uzp
s−k−t, zp
s−k〉
b(x) ∈ y⌈
t
2
⌉−1(A/〈yt−1〉),
1 ≤ t ≤ ps − k − 1, 1 ≤ k ≤ ps − 2
in which x−1 = λx2p
s−1 and b(x) = −λx2p
s−2b(x−1) (mod x2p
s
− λ−1).
Moreover, the number of λ-constacyclic codes over Fpm + uFpm of length 2p
s is
equal to N(pm,2,ps) =
∑ ps−1
2
i=0 (3 + 4i)p
2(p
s
−1
2
−i)m.
Case (II-2): λ0 is a square, i.e. λ0 = γ
2 for some γ ∈ F×pm .
We have that x2 − λ0 = (x − γ)(x + γ), x
2s − λ = (xp
s
− γp
s
)(xp
s
+ γp
s
) and
1
2γ
−ps(xp
s
+ γp
s
)− 12γ
−ps(xp
s
− γp
s
) = 1. Denote
ε1(x) =
1
2
γ−p
s
(xp
s
+ γp
s
) and ε2(x) = −
1
2
γ−p
s
(xp
s
− γp
s
).
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By Corollary 3.9, all distinct λ-constacyclic codes over Fpm + uFpm of length 2p
s
are given by
C = ε1(x)C1 ⊕ ε2(x)C2,
where C1 is an ideal of the ring (Fpm+uFpm)[x]/〈x
ps−γp
s
〉 and C2 is an ideal of the
ring (Fpm + uFpm)[x]/〈x
ps − (−γ)p
s
〉. In particular, C1 is a γ
ps-constacyclic code
over Fpm +uFpm of length p
s and C2 is a (−γ)
ps-constacyclic code over Fpm +uFpm
of length ps. Hence
♦ C1 is listed by Corollary 7.1 substituted γ for λ0;
♦ C2 is listed by Corollary 7.1 substituted −γ for λ0.
Therefore, the number of λ-constacyclic codes over Fpm + uFpm of length 2p
s is
equal to N2(pm,1,ps) =
(∑ ps−1
2
i=0 (3 + 4i)p
(p
s
−1
2
−i)m
)2
.
Case III: n = 4 (and p is odd). We have one of the following four subcases.
Case (III-1): pm ≡ 1 (mod 4) and λ0 is not a square, i.e. λ0 ∈ F
×
pm \ (F
×
pm)
2.
In this case, x4 − λ0 is irreducible in Fpm [x] and A = Fpm [x]/〈(x
4 − λ0)
ps〉. We
denote T (4) = {c0 + c1x+ c2x
2 + c3x
3 | c0, c1, c2, c3 ∈ Fpm},
(x4 − λ0)
α(A/〈(x4 − λ0)
β〉) = {
β−1∑
i=α
ξi(x
4 − λ0)
i | ξα, . . . , ξβ−1 ∈ T
(4)}
and (x4−λ0)
α(A/〈(x4 −λ0)
α〉) = {0} for all integers 0 ≤ α < β ≤ ps− 1. Then by
Corollary 3.10 and Theorem 4.4 we deduce the following conclusion.
Corollary 7.3. Let p be odd, pm ≡ 1 (mod 4) and λ0 ∈ F
×
pm \ (F
×
pm)
2. Denote
y = x4 − λ0, z = x˜4 − λ0 = 1 − λ0x
4 and q = pm. Then all distinct λ-constacyclic
codes over Fpm + uFpm of length 4p
s and their dual codes are given by the following
table:
N C (mod xp
s
− λ), C⊥ (mod xp
s
− λ−1) |C|
q4(p
s−⌈ p
s
2
⌉) • C = 〈yb(x) + u〉 q4p
s
C⊥ = 〈zb(x) + u〉
b(x) ∈ y⌈
ps
2
⌉−1(A/〈yp
s−1〉)
∑ps−1
k=1 q
4(ps−k−⌈ 1
2
(ps−k)⌉) • C = 〈yk+1b(x) + uyk〉 q4(p
s−k)
C⊥ = 〈zb(x) + u, zp
s−k〉
b(x) ∈ y⌈
ps−k
2
⌉−1(A/〈yp
s−k−1〉),
1 ≤ k ≤ ps − 1
ps + 1 • C = 〈yk〉 q8(p
s−k)
C⊥ = 〈zp
s−k〉
0 ≤ k ≤ ps
∑ps−1
t=1 q
4(t−⌈ t
2
⌉) • C = 〈yb(x) + u, yt〉 q4(2p
s−t)
C⊥ = 〈zp
s−t+1b(x) + uzp
s−t〉
b(x) ∈ y⌈
t
2
⌉−1(A/〈yt−1〉), 1 ≤ t ≤ ps − 1
∑ps−2
k=1
∑ps−k−1
t=1 q
4(t−⌈ t
2
⌉) • C = 〈yk+1b(x) + uyk, yk+t〉 q4(2p
s−2k−t)
C⊥ = 〈zp
s−k−t+1b(x) + uzp
s−k−t, zp
s−k〉
b(x) ∈ y⌈
t
2
⌉−1(A/〈yt−1〉),
1 ≤ t ≤ ps − k − 1, 1 ≤ k ≤ ps − 2
in which x−1 = λx4p
s−1 and b(x) = −λx4p
s−4b(x−1) (mod x4p
s
− λ−1).
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Moreover, the number of λ-constacyclic codes over Fpm + uFpm of length 4p
s is
equal to N(pm,4,ps) =
∑ ps−1
2
i=0 (3 + 4i)p
4(p
s
−1
2
−i)m.
For example, we know that F×13 \ (F
×
13)
2 = {2, 5, 6, 7, 8, 11}. For any λ ∈ F×13 \
(F×13)
2, x4 − λ is irreducible in F13[x] and the number λ-constacyclic codes over
F13 + uF13 of length 4 · 13 = 52 is equal to N(13,4,13) =
∑6
i=0(3 + 4i)13
4(6−i) =
1628535353189467891702213785. Roughly, we have 16 ·1026 < N(13,4,13) < 17 ·10
26.
Case (III-2): pm ≡ 1 (mod 4) and λ0 is a square, i.e. λ0 ∈ (F
×
pm)
2.
In this case, let ζ be a primitive element of Fpm . Then ord(ζ) = p
m − 1, and
(F×pm)
2 = (F×pm)
4 ∪ ζ2(F×pm)
4. By pm ≡ 1 (mod 4), we know that 4 is a factor of
pm − 1. Denote ξ = ζ
pm−1
4 . Then ξ is a 4th primitive root of unity and ξ2 = −1.
Now, we have one of the following two cases:
Case (III-2-1): λ0 ∈ (F
×
pm)
4.
Let λ0 = w
4 where w ∈ F×pm . Then x
4 − λ0 =
∏3
j=0(x−wξ
j). This implies that
x4p
s
− λ =
∏3
j=0(x
ps − (wξj)p
s
). Set
θj(x) =
∏
0≤l≤3, l 6=j
xp
s
− (wξl)p
s
(wξj)ps − (wξl)ps
, j = 0, 1, 2, 3.
By Corollary 3.9, all distinct λ-constacyclic codes over Fpm + uFpm of length 4p
s
are given by
D = θ1(x)D1 ⊕ θ2(x)D2 ⊕ θ3(x)D3 ⊕ θ4(x)D4,
where Dj is an ideal of the ring (Fpm + uFpm)[x]/〈x
ps − (wξj)p
s
〉, i.e. Dj is a
(wξj)p
s
-constacyclic code over Fpm + uFpm of length p
s for all j. Therefore,
♦ Dj is given by Corollary 7.1 substituted wξ
j and (wξj)p
s
for λ0 and λ respec-
tively, j = 0, 1, 2, 3.
Hence the number of λ-constacyclic codes over Fpm +uFpm of length 4p
s is equal
to N4(pm,1,ps) =
(∑ ps−1
2
i=0 (3 + 4i)p
(p
s
−1
2
−i)m
)4
.
For example, we know that (F×13)
2 = {1, 3, 4, 9, 10, 12}, (F×13)
4 = {1, 3, 9}, x4 −
1 = (x + 1)(x + 5)(x + 12)(x + 8), x4 − 3 = (x + 10)(x + 3)(x + 2)(x + 11) and
x4 − 9 = (x + 7)(x + 6)(x + 9)(x + 4). Hence for any λ ∈ {1, 3, 9}, the number
λ-constacyclic codes over F13 + uF13 of length 4 · 13 = 52 is equal to N
4
(13,1,13) =
(
∑6
i=0(3 + 4i)13
6−i)4 = 92300403860395414742363374161. Roughly, we have that
923 · 1026 < N4(13,1,13) < 924 · 10
26.
Case (III-2-2): λ0 ∈ ζ
2(F×pm)
4.
Let λ0 = ζ
2w4 where w ∈ F×pm . Then x
4−λ0 = (x
2−w2ζ)(x2+w2ζ). This implies
x4p
s
−λ = (x2p
s
−(w2ζ)p
s
)(x2p
s
−(−w2ζ)p
s
). By −1 = ξ2, we see that both w2ζ and
−w2ζ are not squares in F×pm . This implies that x
2−w2ζ and x2+w2ζ are irreducible
in Fpm [x]. Obviously
1
2 (w
2ζ)−p
s
(x2p
s
+ (w2ζ)p
s
)− 12 (w
2ζ)−p
s
(x2p
s
− (w2ζ)p
s
) = 1.
Now, set
θ1(x) =
1
2
(w2ζ)−p
s
(x2p
s
+ (w2ζ)p
s
) and θ2(x) = −
1
2
(−w2ζ)−p
s
(x2p
s
− (w2ζ)p
s
).
By Corollary 3.9, all distinct λ-constacyclic codes over Fpm + uFpm of length 4p
s
are given by
D = θ1(x)D1 ⊕ θ2(x)D2,
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where D1 is an ideal of the ring (Fpm + uFpm)[x]/〈x
2ps − (w2ζ)p
s
〉 and D2 is an
ideal of the ring (Fpm + uFpm)[x]/〈x
2ps + (w2ζ)p
s
〉. Therefore,
♦ D1 is a (w
2ζ)p
s
-constacyclic code over Fpm +uFpm of length 2p
s which can be
given by Corollary 7.2 substituted w2ζ and (w2ζ)p
s
for λ0 and λ respectively.
♦ D2 is a −(w
2ζ)p
s
-constacyclic code over Fpm + uFpm of length 2p
s which can
be given by Corollary 7.2 substituted −w2ζ and −(w2ζ)p
s
for λ0 and λ respectively.
Hence the number of λ-constacyclic codes over Fpm +uFpm of length 4p
s is equal
to N2(pm,2,ps) =
(∑ ps−1
2
i=0 (3 + 4i)p
2(p
s
−1
2
−i)m
)2
.
For example, we have (F×13)
2 \ (F×13)
4 = {4, 10, 12}, x4 − 4 = (x2 + 11)(x2 + 2),
x4−10 = (x2+6)(x2+7) and x4−12 = (x2+8)(x2+5). Hence for any λ ∈ {4, 10, 12},
the number λ-constacyclic codes over F13 + uF13 of length 4 · 13 = 52 is equal to
N2(13,2,13) = (
∑6
i=0(3 + 4i)13
2(6−i))2 = 5022317475223730190748850625. Roughly,
we have 50 · 1026 < N2(13,2,13) < 51 · 10
26.
Case (III-3): pm ≡ 3 (mod 4) and λ0 is not a square, i.e. λ0 ∈ F
×
pm \ (F
×
pm)
2.
In this case, x4 − λ0 is reducible in Fpm [x] (cf. Wan [18] Theorem 10.7). It is
evident that x4 − λ0 has no divisors of degree 1 and 3. Suppose that x
2 − c is a
factor of x4 − λ0 for some c ∈ Fpm . Then we have λ0 = c
2, which contradicts that
λ0 is not a square. Hence there are elements a, b, c, d ∈ F
×
pm such that
x4 − λ0 = f1(x)f2(x) where f1(x) = x
2 + ax+ b and f2(x) = x
2 + bx+ d,
and that f1(x) and f2(x) are irreducible in Fpm [x] satisfying gcd(f1(x), f2(x)) = 1.
We find polynomials v(x), w(x) ∈ Fpm [x] satisfying v(x)f2(x)+w(x)f1(x) = 1. This
implies v(x)p
s
f2(x)
ps + w(x)p
s
f1(x)
ps = 1. Then set
θ1(x) = v(x)
psf2(x)
ps and θ2(x) = w(x)
psf1(x)
ps .
By Corollary 3.9, all distinct λ-constacyclic codes over Fpm + uFpm of length 4p
s
are given by
D = θ1(x)D1 ⊕ θ2(x)D2,
where Dj is an ideal of the ring (Fpm [x]/〈fj(x)
ps 〉) + u(Fpm [x]/〈fj(x)
ps〉) = (Fpm +
uFpm)[x]/〈fj(x)
ps〉 for j = 1, 2. From this and by Theorem 3.8, we deduce that
♦ Cj is given by Corollary 7.2 substituted fj(x), fj(x)
ps and f˜j(x)
ps for x2−λ0,
x2p
s
− λ and x2p
s
− λ−1 respectively.
Therefore, the number of λ-constacyclic codes over Fpm + uFpm of length 4p
s is
equal to N2(pm,2,ps) =
(∑ ps−1
2
i=0 (3 + 4i)p
2(p
s
−1
2
−i)m
)2
.
For example, we have F×19 \ (F
×
19)
2 = {2, 3, 8, 10, 12, 13, 14, 15, 18} and that
x4 − 2 = (x2 + 8x+ 13)(x2 + 11x+ 13), x4 − 3 = (x2 + 10x+ 12)(x2 + 9x+ 12),
x4 − 8 = (x2 + 12x+ 15)(x2 + 7x+ 15), x4 − 10 = (x2 + 5x+ 3)(x2 + 14x+ 3),
x4 − 12 = (x2 + 4x+ 8)(x2 + 15x+ 8), x4 − 13 = (x2 + 16x+ 14)(x2 + 3x+ 14),
x4 − 14 = (x2 + 18x+ 10)(x2 + x+ 10), x4 − 15 = (x2 + 17x+ 2)(x2 + 2x+ 2),
x4 − 18 = (x2 + 13x+ 18)(x2 + 6x+ 18).
Therefore, for any λ ∈ F×19 \ (F
×
19)
2, the number of λ-constacyclic codes over
F19 + uF19 of length 4 · 19 = 76 is equal to N
2
(19,2,19) = (
∑9
i=0(3 + 4i)19
2(9−i))2 =
98853624946129979125010756140470464728908752100. Roughly, we have 98·1045 <
N2(19,2,19) < 99 · 10
45.
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Case (III-4): pm ≡ 3 (mod 4) and λ0 is a square, i.e. λ0 ∈ (F
×
pm)
2.
In this case, there exists η ∈ F×pm such that λ0 = η
2. This implies λ = η2p
s
,
x4 − λ0 = (x
2 − η)(x2 + η) and x4p
s
− λ = (x2p
s
− ηp
s
)(x2p
s
+ ηp
s
). Obviously, we
have 12η
−ps(x2p
s
+ γp
s
)− 12η
−ps(x2p
s
− γp
s
) = 1. Now, set
θ1(x) =
1
2
η−p
s
(x2p
s
+ γp
s
) and θ2(x) = −
1
2
η−p
s
(x2p
s
− γp
s
).
Then θ1(x)
2 = θ1(x), θ2(x)
2 = θ2(x), θ1(x)θ2(x) = 0 and θ1(x) + θ2(x) = 1 in the
ring A = Fpm [x]/〈x
4ps − λ〉. Hence, all λ-constacyclic codes over Fpm + uFpm of
length 4ps, i.e. all ideals of the ring (Fpm + uFpm)[x]/〈x
4ps − η2p
s
〉, are given by:
D = θ1(x)D1 ⊕ θ2(x)D2,
whereD1 is an ideal of the ring (Fpm+uFpm)[x]/〈x
2ps−ηp
s
〉, i.e. an ηp
s
-constacyclic
code over Fpm + uFpm of length 2p
s, and D2 is an ideal of (Fpm + uFpm)[x]/〈x
2ps +
ηp
s
〉, i.e. an (−ηp
s
)-constacyclic code over Fpm + uFpm of length 2p
s.
As pm ≡ 3 (mod 4), −1 is not a square of F×pm . Hence we have one of the
following cases:
Case (III-4-1): η is a square of F×pm , i.e. η = δ
2 for some δ ∈ F×pm .
In this case, x2 − η = (x − δ)(x + δ) and x2 + η is irreducible in Fpm [x] since
−η = (−1)δ2 is not a square. Therefore,
⊲ D1 is a η
ps-constacyclic code over Fpm + uFpm of length 2p
s given by Case
(II-2) substituted η for λ0;
⊲ D2 is an (−η
ps)-constacyclic code over Fpm +uFpm of length 2p
s given by Case
(II-1) substituted −η for λ0.
Case (III-4-2): η is not a square of F×pm .
In this case, −η is a a square of F×pm . Hence
⊲ D1 is an η
ps -constacyclic code over Fpm + uFpm of length 2p
s given by Case
(II-1) substituted η for λ0.
⊲ D2 is a (−η
ps)-constacyclic code over Fpm + uFpm of length 2p
s given by Case
(II-2) substituted −η for λ0;
Therefore, the number of λ-constacyclic codes over Fpm + uFpm of length 4p
s is
equal to
N2(pm,1,ps)N(pm,2,ps) =
 ps−12∑
i=0
(3 + 4i)p(
ps−1
2
−i)m
2 ps−12∑
i=0
(3 + 4i)p2(
ps−1
2
−i)m
 .
For example, we have (F×19)
2 = {1, 4, 5, 6, 7, 9, 11, 16, 17} and that
x4 − 1 = (x+ 1)(x+ 18)(x2 + 1), x4 − 4 = (x + 13)(x+ 6)(x2 + 17),
x4 − 5 = (x+ 16)(x+ 3)(x2 + 9), x4 − 6 = (x + 9)(x+ 10)(x2 + 5),
x4 − 7 = (x+ 12)(x+ 7)(x2 + 11), x4 − 9 = (x+ 15)(x+ 4)(x2 + 16),
x4 − 11 = (x+ 11)(x+ 8)(x2 + 7), x4 − 16 = (x + 2)(x+ 17)(x2 + 4),
x4 − 17 = (x+ 14)(x+ 5)(x2 + 6).
Therefore, for any λ ∈ (F×19)
2, the number of λ-constacyclic codes over F19 + uF19
of length 4 · 19 = 76 is equal to
N2(19,1,19)N(19,2,19) =
(
9∑
i=0
(3 + 4i)199−i)
)2( 9∑
i=0
(3 + 4i)192(9−i)
)
= 378733991979096789784301581334490215632932864000.
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Roughly, we have 378 · 1045 < N2(19,1,19)N(19,2,19) < 379 · 10
45.
Remark. (i) The dual code of each code in Cases (II-2), (III-2-1), (III-2-2), (III-3)
(III-4-1) and (III-4-2) can be determined by Theorem 4.4. In particular, self-dual
cyclic codes and negacyclic codes over Fpm + uFpm of length np
s are given by
Theorem 5.3 for arbitrary positive integer n satisfying gcd(p, n) = 1.
(ii) Corollary 7.1 summarizes the known results for cyclic codes and α-constacyclic
codes over F2m+uF2m with length 2
s, where α ∈ F×2m , given by Theorem 4.4, Propo-
sition 4.5, Theorem 4.7, Theorem 4.9 and Theorems 5.3–5.5 in [8], and the known
results for cyclic codes over Fpm + uFpm with length p
s given by Theorems 5.4 and
5.7 in [9] for any prime p.
(iii) Corollary 7.2 summarizes the known results in [10] Theorem 4.2, Proposition
4.3, Theorem 4.4, Lemma 4.6 and Theorems 4.10–4.12 for negacyclic codes over
Fpm + uFpm of length 2p
s where pm ≡ 3 (mod 4), and the known results in [7]
Theorem 3.9, Proposition 3.10, Theorem 3.11, Lemma 3.13, Theorem 3.14, Lemma
3.17, Theorems 3.18 and 3.19 for γ-constacyclic codes over Fpm+uFpm of length 2p
s
where γ ∈ F×pm \ (F
×
pm)
2. Case (II-2) summarizes the known results in [10] Theorem
3.1 for negacyclic codes over Fpm + uFpm of length 2p
s where pm ≡ 1 (mod 4).
(iv) Corollary 7.3 summarizes the known results in [11] Theorem 5.3, Proposition
5.4, Lemma 5.6, Theorem 5.7 and Theorems 5.10–5.12 for γ-constacyclic codes over
Fpm + uFpm of length 4p
s where γ ∈ F×pm \ (F
×
pm)
2 and pm ≡ 1 (mod 4).
(v) The known results in [12] for cyclic codes and negacyclic codes over Fpm +
uFpm of length 4p
s can be regarded as corollaries of Corollary 5.2, Theorem 5.3,
Case (III-2) and Case (III-3).
(vi) For any any nonzero integer s, positive integer n satisfying gcd(p, n) = 1.
and λ ∈ F×pm . We know that (Fpm +uFpm)[x]/〈x
nps −1〉 is not a principal ideal ring
for any s > 0 by Theorems 2.5 and 3.8. When s = 0, (Fpm +uFpm)[x]/〈x
n− 1〉 and
(Fpm + uFpm)[x]/〈x
n +1〉 are principal ideal rings (cf. [13] Corollary 3.7, Corollary
5.8 and [18] Corollary 4.6, respectively). Hence the study of the paper does not
work for s = 0.
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