The regular model-checking approach is a set of techniques aimed at exploring symbolically infinite state spaces. These techniques proceed by representing sets of configurations of the system under analysis by regular languages, and the transition relation between these configurations by a transformation over such languages. The set of reachable configurations can then be computed by repeatedly applying the transition relation, starting from a representation of the initial set of configurations, until a fixed point is reached. In order for this computation to terminate, it is generally needed to introduce so-called acceleration operators, the purpose of which is to explore in one computation step infinitely many paths in the transition graph of the system. A simple form of acceleration operator is one that is associated to a cycle in the transition graph, computing the set of states that can be obtained by following this cycle arbitrarily many times. The computation of acceleration operators is strongly dependent on the type of the data values that are manipulated by the system, and on the symbolic representation chosen for handling sets of such values. In this survey, we describe acceleration operators suited for the regular state-space exploration of systems relying on FIFO communication channels, as well as those based on integer and real variables.
Introduction
This survey addresses verification of safety properties of infinite-state systems. We consider systems modeled by extended automata: a model is composed of a control part described by a finite graph, augmented by a data part represented by variables defined over a given, generally infinite, domain. The nodes and edges of the control graph, respectively, correspond to control locations and to the possible transitions between them. A configuration of the model is then obtained by combining a control location with a data value for the variables. One can move from one configuration to another by following an edge in the control graph, in which case the variable values are updated according to the data transformation that labels this edge. A control edge can also be labeled by a constraint over the variable values, that must be satisfied to follow the edge; this provides a way for the data part of the system to influence its flow of control. Finally, we also make it possible for a system configuration to evolve without changing the current control location, in order to cover formalisms such as hybrid automata [4, 5, 37] . This is achieved by associating each control location with an evolution law that describes the transformations undergone by the data values when the system spends some time at that location.
It is worth mentioning that the extended automaton modeling a given system does not necessarily need to be represented explicitly. If the system takes the form, for instance, of a combination of concurrent processes, then its model may be expressed as the product of separate control graphs, and be generated on-the-fly during the state-space exploration procedure. In such a setting, the variables extending the control part of the system may be employed as communication objects between the concurrent processes [27] .
It might be objected that infinite-state models do not correspond to physical reality, since all realizable computer systems are inherently restricted to processing only a finite amount of information, and are thus fundamentally finitestate. Infinite-state models are indeed an abstraction of real systems, but being able to analyze them is nonetheless useful for several reasons. First, we expect the techniques that will be developed for dealing with infinite-state models to be also applicable to those with a finite but very large state space. Second, some systems rely on variables that are bounded not by a constant, but by a parameter whose precise value is unknown. In order to analyze such a system regardless of this parameter, a natural strategy is to study an infinite-state model in which the value of the parameter is first selected nondeterministically, before running the original system with the chosen value. Third, some classes of systems admit variables that are bounded, but that can nevertheless take an infinite number of possible values. This is the case, for instance, for timed systems [3, 33] , in which some variables are used as timers for measuring delays between actions that are performed, or events that are observed. If a dense representation is preferred to a discretization of time, such delays can take uncountably many values in any interval of non-zero width, which leads to an infinite state space.
Our goal is to check whether a system modeled by an extended automaton satisfies a safety property. Such a property can be specified by associating to each control location a predicate that must be satisfied by the variable values at that location, at each step of every possible execution of the model. In other words, the problem is to check whether each reachable configuration of the model satisfies the stated property. We will also consider a stronger form of this problem, the reachability computation problem, whose aim is to compute the set of reachable configurations of a given model. Once this set has been computed, it can then be compared against the set of configurations that satisfy a given property. The advantage of this approach is that the result of the reachability computation contains enough information for deciding any safety property, without requiring a new computation when a new property needs to be investigated.
The main approach used for addressing the reachability computation problem is state-space exploration. The procedure starts from the initial configurations and propagates reachability information both by following control transitions and letting time elapse at control locations, which produces new reachable configurations. This operation is repeated until no new reachable configuration is discovered, i.e., a fixed point has been reached. This approach has successfully been applied to the analysis of finite-state systems, where it benefits from a theoretical guarantee of termination. 1 It is implemented in tools such as Spin [38] .
In the case of models that have infinitely many reachable configurations, state-space exploration algorithms need to be adapted. In order to be able to obtain infinite sets of configurations in a finite number of computation steps, one uses a symbolic procedure: instead of manipulating individual configurations, state-space exploration proceeds by handling sets of configurations represented with the help of a suitable symbolic formalism [46] . This approach is not restricted to infinite-state systems; symbolic representations such as binary decision diagrams (BDDs) [24] , suited for finite-state models, make it possible to carry out symbolic exploration of large state spaces [12] .
Using a symbolic representation for the configurations visited during state-space exploration would not be useful if each computation step yielded only a single new reachable configuration. Indeed, if the exploration of an infinite statespace starts from finitely many initial configurations and has to terminate in finite time, then clearly some computation steps will have to produce infinitely many new reachable configurations. It is thus essential to develop operators that are able to synthesize the largest possible sets of reachable configurations from an initial one. There are essentially two approaches to solving this problem. The first one is to apply widening operators, which guarantee termination of statespace exploration at the expense of producing only an overapproximation of the reachable set of configurations [25, 29] . Alternatively, acceleration operators make it possible to perform an exact computation of the reachable configurations, but without a guarantee of termination with most classes of systems [26] . These acceleration operators can either be generic, in the sense that they operate independently from any data domain [21, 44] , or specific to a particular domain.
This article gives a survey of acceleration methods that are specific to a few data domains among those that are relevant to actual applications. The main idea behind those methods is to iterate cycles in the control graph of the model under analysis: from an original set of reachable configurations, represented symbolically, one computes the set of configurations that can be reached by following a given control cycle an arbitrary number of times. This operation will generally not be feasible for every cycle, since it may produce a set of configurations that cannot be expressed in the symbolic representation that is employed. Thus, the algorithms developed for accelerating cycles will strongly depend on the expressive power of this symbolic representation.
In the regular model-checking framework, sets of configurations are represented by regular languages or, equivalently, by finite-state automata [7, 8] . Since we consider models that have a finite control part associated with unbounded data, it is actually sufficient to represent symbolically the sets of data values that need to be handled. In this survey, we introduce automata-based symbolic data structures suited for the data domains we consider, and present corresponding acceleration algorithms.
Modeling formalism
We introduce a formalism that combines features from extended finite-state machines as well as from hybrid automata.
Syntax
-D is a finite or infinite data domain. This domain can either be monolithic, or structured as the Cartesian prod-
In the former case, the data part of the EHA is composed of a single variable, usually denoted x, taking its values in D. In the latter case, the EHA has n variables
These variables can be grouped into a single vector x taking its values in D. -(C, E), with E ⊆ C × C, is a finite directed control graph, the nodes of which are the control locations.
ant that specifies the data values that are valid at that location. -T : C → 2 D×D associates to each control location an evolution law, which is a relation that describes the possible evolutions of the current data value when staying at that location for some amount of time. -G : E → 2 D associates to each edge of the control graph a guard, which is a predicate that must be satisfied by the current data value in order to be able to follow that control edge. -A : E → 2 D×D associates to each edge of the control graph a transformation that is applied to the current data value when that control edge is followed.
In order to be well formed, an EHA must satisfy some integrity constraints. First, the initial data values must satisfy the invariant at the initial control location: the function I must be such that V 0 ⊆ I (c 0 ). Second, we require evolution laws to be reflexive, in order to not force data values to systematically evolve at control locations. Formally, for each c ∈ C and v ∈ D, the function T must be such that (v, v) ∈ T (c). The reachability computation problem consists in computing the set of all reachable configurations of an EHA (D, C, E, c 0 , V 0 , I, T, G, A). Since this set is generally infinite, the result of this computation will have to be represented symbolically, by means of a suitable data structure. The set of control locations C is finite, hence it is actually sufficient to consider a symbolic representation system for subsets of the data domain D, and to represent a set S ⊆ C × D of configurations by associating one such subset S c ⊆ D to every control location c ∈ C; in other words, one has
Semantics
A procedure for carrying out state-space exploration is given in Fig. 1 . It proceeds by building successively larger sets of reachable configurations, starting from the initial ones, and adding iteratively those that are reachable in one step from the current set, until a fixed point is reached. This algorithm maintains two main variables U and S, for respectively storing the set of reachable configurations obtained so far, and the subset from which the exploration can continue. Each computation step consists of first applying the evolution laws at the locations reached by the states in S, and then attempting to follow a transition from the resulting configurations.
The algorithm in Fig. 1 is not guaranteed to terminate for most classes of EHA, since the reachability computation problem is undecidable for all Turing-capable models. It can be implemented symbolically, provided that the data structure chosen for representing data values is closed under the needed operations, in particular set union, set difference, test of emptiness, intersection with guards and invariants, and application of transformations and evolution laws.
Acceleration
In order to speed up state-space exploration of a model, or to help it terminate, one can augment its transition relation with acceleration operators, also known under the term metatransitions [22, 26] . 2 that is a subset of the relation → * . It thus has the property of preserving reachability; in other words, the relation m is such that for every q, q ∈ C × D, if q is reachable and (q, q ) ∈ m, which can be denoted q m → q , then the configuration q is reachable as well.
An algorithm that performs state-space exploration of an EHA by exploiting a finite set M of meta-transitions is described in Fig. 2 . In order to implement this algorithm, one needs a symbolic representation system that allows to compute the image of a symbolically represented set of configurations by a meta-transition.
This algorithm is only applicable if a method for synthesizing meta-transitions from an EHA is available. A simple approach is based on the iteration of control cycles. A control cycle is a sequence σ = e 1 e 2 . . . e m ∈ E + of edges such that for all i ∈ [1, m] , e i = (c i , c i+1 ), with c 1 , c 2 , . . . , c m+1 ∈ C and c m+1 = c 1 . Following the cycle σ from the configuration q ∈ C × D leads to the configurations q such that there exist Note that the configurations q and q share the same control location c 1 , hence following the cycle meta-transition associated to σ amounts to applying the data transformation
Abusing the notation, we will also denote this relation by σ * . Synthesizing cycle meta-transitions thus requires algorithms for computing the data transformations associated to given control sequences, as well as for computing the image of sets of data values by the transitive and reflexive closure of such transformations. For the latter operation, it is essential to take into account the limitations of the symbolic representation system used for handling sets of data values: given a representable set V ⊆ D and a cycle σ , the set σ * (V ) needs to be representable in order to be able to turn σ into a cycle meta-transition. One must also be able to compute a representation of σ * (V ) from a representation of V and a specification of σ . A natural solution is to provide an algorithm that checks, for a given sequence σ , whether it satisfies this property for all representable sets V . This decision procedure does not have to be perfect; a sufficient criterion is acceptable.
There are several possible ways of selecting the control cycles from which cycle meta-transitions will be created. A first approach is to require the user to provide those cycles together with the model specifications [22] . Another solution is to search exhaustively or heuristically for control cycles during state-space exploration, and to turn into metatransitions those that can be accelerated according to the criteria that have been discussed [13, 22] .
In the next sections, we will consider several classes of EHA motivated by actual applications. For each of them, we will describe a finite-state representation system suited for its data domain, as well as algorithms for synthesizing metatransitions and carrying out accelerated symbolic state-space exploration.
FIFO systems
We now describe a modeling formalism that is useful for reasoning about systems composed of concurrent processes communicating asynchronously.
Definition
A FIFO channel, or queue, is an object q whose possible values are the finite words defined over a finite set q of symbols called its channel alphabet. Two operations can be applied to FIFO channels: given a channel q and a symbol a ∈ q , the send operation q!a consists in appending that symbol to the content of q; formally, q!a(w) = wa for every w ∈ * q . The receive operation q?a is only defined if a is the leading symbol of the content of q, and consists in removing this symbol. Formally, q?a(aw) = w, and q?a(bw) is undefined for every w ∈ * q and b ∈ q \{a}. The value of q?a(ε) is undefined as well for every a ∈ q , where ε denotes the empty channel content.
, where n > 0 and q 1 , q 2 , . . . , q n are FIFO channels. For simplicity sake, we assume w.l.o.g. that the channel alphabets q 1 , q 2 , . . . , q n are pairwise disjoint. -Its control edges are labeled by send and receive operations, i.e., for each e ∈ E, A(e) ∈ i∈ [1,n] , a∈ q i {q i !a, q i ?a}. An operation of the form q i !a or q i ?a only affects the FIFO channel q i ; the contents of the channels q j such that j = i stay unchanged. -Its invariant, guard, and evolution law relations are trivial, i.e., for every c ∈ C and e ∈ E,
Symbolic representation of data sets
In order to be able to carry out symbolic state-space exploration, we need to introduce a symbolic data structure suited for representing subsets of the data domain D = *
. Since we have assumed the channel alphabets to be pairwise disjoint, a value v = (w 1 , w 2 , . . . , w n ) ∈ D is uniquely determined by the word w 1 w 2 · · · w n over the alphabet = q 1 ∪ q 2 ∪ . . . ∪ q n , where the order in which the channel contents are concatenated is fixed arbitrarily. We then say that the word w is an encoding of the data value v.
This encoding scheme maps every set V ⊆ D of data values onto a language L(V ) ⊆ * . If a set V is such that the language L(V ) is regular, then we say that V is representable, and that every finite-state automaton accepting L(V ) is a finite-state representation of V . In the case of FIFO EHA, finite-state representations are known as Queuecontent Decision Diagrams (QDDs) [14, 22] .
Representing sets of FIFO channel contents by finite-state automata presents several advantages. First, computing the intersection, union, or difference of represented sets, as well as checking whether such a set is empty, reduce to performing the same operations on the languages accepted by finite automata, which is algorithmically simple. Second, finite automata can be determinized and then minimized into a canonical form. This makes it possible to obtain a symbolic representation of a set that is independent from the history of its construction. This feature is useful in state-space exploration applications, which often produce sets with a simple structure, but only after long sequences of operations. The drawback is that determinizing automata may incur an exponential blowup, but this worst-case cost is seldom experienced in some specific application fields [53] . In situations where determinization is deemed to be a prohibitive operation, one can nevertheless apply transformations aimed at reducing the size of automata without altering their accepted language, such as quotienting their set of states by a simulation or bi-simulation relation.
Algorithms
In order to be able to carry out symbolic state-space exploration of FIFO EHA, one needs algorithms for computing the image by send and receive operations of sets of channels contents represented by QDDs The following result has been established in [14, 22] . Intuitively, a QDD representing V reads the contents of the FIFO channels q 1 , q 2 , . . . , q n sequentially, in that order. Performing an operation q i !a thus amounts to inserting additional transitions reading the symbol a between those reading symbols from the alphabets q i and q j with j > i (or between a transition reading a symbol from q i and an accepting state if i = n). Similarly, applying an operation q i ?a amounts to modifying the destinations of some transitions labeled by symbols from q j with j < i (or the initial states of the automaton if i = 1), so as to skip exactly one transition labeled by a before recognizing the content of q i . These operations can be performed with simple automata constructions. Alternatively, they can also be expressed as the application to QDDs of some carefully crafted transducers, i.e., finite automata with an input and an output tape.
We now study the possibility of extracting cycle metatransitions from FIFO EHA. Since invariant, guards, and evolution laws of these EHA are trivial, following a control cycle corresponds to applying to the channel contents a sequence σ = σ 1 σ 2 . . . σ m , where each σ i is either a send or a receive operation. The following result states that, in the particular case of a FIFO EHA with only one channel, every such sequence can be turned into a cycle meta-transition [14, 22] . In this case, QDDs degenerate into finite automata directly accepting the channel contents. The proof of Theorem 2 is technical, but based on a simple principle. When a sequence σ of send and receive operations is repeatedly applied to a one-channel QDD, the automata A 1 , A 2 , A 3 , . . . , that are obtained after each iteration acquire periodicity properties: There exists a constant p ∈ N >0 such that for every i ∈ N >0 , the automata A pi and A p(i+1) only differ by a constant "increment", which is an additional set of states and transitions that is present in A p(i+1) but not in A pi . By finite-state constructions, one can then build an automaton simulating the effect of an arbitrary number of repetitions of such an increment, from which an automaton accepting the union of the languages accepted by all the A i can easily be obtained. The complete construction is described in [22] . It is similar in principles to the mechanism proposed in [21] .
If a FIFO EHA contains more than one FIFO channel, extracting cycle meta-transitions becomes more difficult. Indeed, in this case, iterating a sequence of send and receive operations does not always preserve the representability of sets of channel contents. For instance, in the case of an EHA relying on two channels q 1 and q 2 with the respective channel alphabets q 1 = {a} and q 2 = {b}, iterating the sequence q 1 !a; q 2 !b from the initial set of contents {(ε, ε)} produces the channel contents {(a i , b i ) | i ∈ N}, encoded by the nonregular language {a i b i | i ∈ N}. The following definition and theorem fully characterize the sequences of send and receive operations that can be accelerated [14, 22] . Intuitively, a sequence σ i operating on a specific channel q i is counting for that channel if there exists an initial regular set V i of contents of q i such that, for every k > 0, the value of k can be inferred from the contents of σ k i (V i ). As a consequence, if a sequence σ is counting for at least two distinct channels, one can produce a representable set V of channel values such that σ * (V ) cannot be represented by a finite-state automaton. Reciprocally, if a sequence σ is counting for at most one channel, then a QDD representing σ * (V ) can be constructed from one representing V , using Theorem 2 and applying simple automata constructions. This leads to the following result [14, 22] . 
Extension to unreliable FIFO systems
The FIFO EHA that we have considered so far are based on perfect communication channels: a symbol placed in a FIFO channel by a send operation can always be reliably retrieved by a subsequent receive operation. In order to model more accurately some systems, it is also useful to consider lossy FIFO channels, in which symbols introduced by send operations can either be successfully delivered or be dropped by the channel [2, 6] . It is known that safety properties of systems modeled by finite-state machines extended with lossy FIFO channels are decidable [6] , but the set of reachable configurations of such systems is generally uncomputable [30] .
The results outlined in Sects. 4.1-4.3 can easily be adapted to lossy FIFO channels [1] . A simple way of modeling the loss of channel symbols consists in introducing evolution laws that allow to drop non-deterministically at each control location the symbols stored into the channels. We obtain the following definition. {((w 1 , . . . , w n ), (w 1 , . . . , w n ) 
The state-space exploration and acceleration algorithms discussed in Sect. 4.3 are also applicable to Lossy FIFO EHA. For state-space exploration, one additionally needs an algorithm for applying an evolution law to a set of channel contents represented to a QDD. This operation can be carried out thanks to the following theorem. Proof Let A be a QDD representing a set V of channel contents. In order to turn A into a QDD representing the set V obtained by non-deterministically removing symbols from the channels contents in V , it suffices to add for each transition (q, a, q ) of A, with a ∈ 1 ∪ 2 ∪ · · · ∪ n , another transition (q, ε, q ) labeled by the empty word. This models the fact that the symbol a transmitted by the channel can be either delivered or dropped.
In addition to lossy FIFO EHA, we can also consider systems in which the source of unreliability is the insertion of arbitrary symbols in the contents of the communication queues [30] . Such systems are defined as follows.
Definition 5 A FIFO EHA with insertion errors is an EHA (D, C, E, c 0 , V 0 , I, T, G, A) such that:
-Its data domain D and control graph (C, E) are identical to those of a FIFO EHA. -Its invariant and guard relations are trivial, i.e., for every c ∈ C and e ∈ E, I (c) = D and G(e) = D.
-At each location c ∈ C, the evolution law T (c) is the relation that maps each channels content v ∈ D onto the contents v that can be obtained by inserting any number of symbols at arbitrary positions in v. Formally, we have
Symbolic state-space exploration of FIFO EHA with insertion errors only differs from that of lossy FIFO EHA in the application of evolution laws. This operation is feasible thanks to the following theorem. 1 , q 2 , . . . , q n , with n > 0, be FIFO channels with insertion errors, over the respective alphabets
Theorem 6 Let q
q 1 , q 2 , . . . , q n . If a set V ⊆ * q 1 × * q 2 × · · · × * q n is QDD-representable, then the set V = {(w 1 , . . . , w n ) | ∃(w 1 , . . . , w n ) ∈ V : ∀i ∈ [1, n] : w i w i } is
representable as well. There exists an algorithm for constructing a QDD representing V from one representing V .
Proof Let A be a QDD representing a set V of channel contents. This QDD can be turned into one representing the set V obtained by non-deterministically inserting symbols at arbitrary positions in the channels contents by the following procedure. First, since A reads the contents of the channels in a fixed order, which we can assume w.l.o.g. to be q 1 ; q 2 ; . . . ; q n , it can be decomposed into a sequence A 1 ; A 2 ; …; A n of finite-state machines such that each A i operates on the channel alphabet q i . An automaton accepting the same language as A can then be reconstructed by linking, for each i ∈ [1, n − 1], some final states of A i to some initial states of of A i+1 by means of transitions labeled by the empty word. It then suffices to add, for each i ∈ [1, n], state q of A i , and symbol a ∈ i , a transition (q, a, q) to A i , in order to model the fact that arbitrary symbols can be inserted in the contents of q i .
Integer counter systems
In this section, we study systems modeled by finite-state machines extended with a fixed number of unbounded integer variables, on which linear operations are performed.
Definition

Definition 6 An Integer EHA is an EHA (D, C, E, c 0 , V 0 , I, T, G, A) such that:
-Its data domain is of the form D = Z n , with n > 0.
In other words, a data value is a vector with n components, and can be seen as the assignment of values to n unbounded integer variables x 1 , x 2 , . . . , x n .
-Its invariant and guards are conjunctions of linear constraints expressed over the vector of variables x = (x 1 , x 2 , . . . , x n ). Formally, for each c ∈ C and e ∈ E, the invariant I (c) and the guard G(e) are systems of constraints of the form Px < q, with P ∈ Z m×n , q ∈ Z m , and m > 0. -Each control edge e ∈ E is labeled by a linear assignment of the form A(e) = {(v, Pv + q | v ∈ Z n }, with P ∈ Z n×n and q ∈ Z. Such an assignment can alternatively be denoted x := Px + q. -Its evolution laws are trivial, i.e., for every c ∈ C, T (c) = {(v, v) | v ∈ Z n }.
Symbolic representation of data sets
In order to obtain a finite-state representation system suited for the data domain Z n , one needs to define an encoding relation mapping integer vectors onto words over a finite alphabet.
A natural solution is to use the positional notation that is usually employed for denoting integer numbers. The first step is to choose a numeration base r ∈ N >1 , which provides an alphabet of digits r = {0, This encoding technique generalizes to signed numbers thanks to the base complement method, which consists in encoding a signed number z ∈ Z such that −r p−1 ≤ z < r p−1 by the last p digits of the encodings of r p + z, for any p > 0. With this scheme, the leading digit of an encoding is always equal to r − 1 for negative numbers, and to 0 for nonnegative ones. This digit is thus referred to as the sign digit of encodings. The sign digit of an encoding can be repeated at will without influencing the value of the encoded number. Every number z ∈ Z admits an infinite number of distinct encodings, which only differ in the number of repetitions of their sign digit [52] .
The positional encoding of signed numbers can be generalized to vectors with a fixed dimension. A vector  (v 1 , v 2 , . . . , v n ) is encoded by first obtaining encodings w i of its individual components v i , in such a way that they share the same length p. This can always be achieved by repeating the sign digit of encodings the appropriate number of times. Then, the words w i are read synchronously from left to right, one symbol at a time, which yields a single word of length p over the alphabet n r , containing n-tuples of digits. The first symbol of a vector encoding necessarily belongs to the restricted alphabet {0, r − 1} n , and characterizes the sign of the vector components. This symbol is thus referred to as the sign symbol of encodings. Every vector in Z n thus admits infinitely many distinct encodings, that only differ in the number of times their sign symbol is repeated. This encoding relation is well suited for theoretical developments. However, in practical applications, the exponential size of the alphabet with respect to the data space dimension n becomes problematic. This problem can be mitigated by serializing the encodings of vectors, which consists in replacing a tuple (w 1 , w 2 , . . . , w n ) of same-length encodings w i ∈ p r of vector components by a single word w over the simpler alphabet r , obtained by reading one symbol from each w i repeatedly and in turn [20, 22] After choosing a numeration base and an either serialized or unserialized scheme, one obtains an encoding relation that maps a set V ⊆ Z n onto a language L(V ) that describes the contents of V without ambiguity. If L(V ) is regular, then any finite-state automaton accepting this language is called a Number Decision Diagram (NDD) representing V . The set V is then said to be representable [22, 52] . Note that, in order to be valid, a NDD representing V must accept all the encodings of the vectors that belong to V . This condition is introduced in order to be able to compute unions, intersections, and differences of sets represented by NDDs by simply applying the same operations to the languages accepted by the automata.
Whether a set of integer vectors is or is not representable does not depend on the choice of a serialized or unserialized encoding; an automaton recognizing the unserialized encodings of vectors can easily be converted into one reading serialized encodings, and vice-versa [20] . On the other hand, the representability of sets is influenced by the numeration base. We have the following results [18, 28] .
Theorem 7 Let n ∈ N >0 be a dimension and r ∈ N >1 be a numeration base. A subset of Z n is representable by an NDD in base r iff it is definable in the first-order theory Z, +, <, V r , where V r is a function that maps every nonzero integer to the largest integer power of r that divides it, for instance, V 2 (12) = 4.
The proof of this result is based on the following ideas. In order to establish that a set S definable in Z, +, <, V r is representable in base r , it suffices to provide base-r NDDs for the elementary relations
} of this theory, and then show how to combine them into one representing S. For the other direction of the proof, one starts from an arbitrary base-r NDD, and builds a formula ϕ of Z, +, <, V r that simulates the behavior of this NDD when it reads a word encoding the value of the free variables of ϕ.
The following result then characterizes the sets of integer vectors that can be represented by NDDs regardless of the numeration base [18, 32, 50] .
Theorem 8 Let n ∈ N >0 be a dimension. A subset of Z n is representable by an NDD in every base r ∈ N >1 iff it is definable in the first-order theory Z, +, < .
The first-order additive theory of integer numbers Z,+, < is also known as Presburger arithmetic [47] . Its expressive power is well suited for state-space exploration of Integer EHA: A Presburger set is essentially a combination of linear constraints, such as those found in the guards and invariants, and discrete periodicities, which appear as the result of iterating transformations such as x := x + b, with b ∈ Z n .
Algorithms
As discussed in the previous section, applying to NDDrepresented sets of vectors set-theory operators such as union, intersection and difference simply reduces to performing the same operations on the languages accepted by the automata, just like in the case of QDDs. This does not generalize to all operations over sets. Consider, in particular, the projection operator, used for reducing the spatial dimension of a set of vectors. Formally, given a set V ⊆ Z n , with n > 1, and a dimension i ∈ [1, n], its projection π =i (V ) over the vector components that differ from i is defined as the set
In other words, π =i (V ) is obtained by removing the i-th vector component from each vector in V .
One could be tempted to compute an NDD representing π =i (V ) from one representing V by simply removing the ith component from all the tuples labeling its transitions. While this procedure indeed yields an automaton that accept encodings of the vectors in π =i (V ), this automaton is, however, not a valid NDD because it generally does not accept all such encodings. For instance, all binary encodings of the vector (0, 8) are at least of length 5, since the shortest signed encoding of 8 is 01000. Applying the procedure that has been discussed to the computation of π =2 ({(0, 8)}) thus produces an automaton accepting the language 000000 * , which misses the shorter encodings of 0. In order to solve this problem, one needs an algorithm for adding to a regular language all the encodings of the vectors it represents. Such an algorithm is developed in [20] .
Performing symbolic state-space exploration of Integer EHA using NDDs requires algorithms for computing the image of a represented set of integer vectors by the model transitions. Formally, the problem consists in computing from an NDD representing a set V ⊆ Z n , with n > 0, an NDD representing the set {Av+b | v ∈ V ∧ Pv < q}, where A ∈ Z n×n , b ∈ Z n , P ∈ Z m×n , q ∈ Z m and m > 0. This set can be seen as the image θ(V ) of V by a guarded linear transformation θ composed of a guard Px < q followed by a linear assignment x := Ax+b. A representation of θ(V ) can be obtained thanks to the following theorem [11, 22, 40, 52] . This result can be proved as follows. A relation θ ⊆ Z n × Z n is uniquely described by its characteristic set Θ ⊆ Z 2n , such that (v 1 , . . . , v n , v 1 , . . . , v n ) ∈ Θ iff ((v 1 , . . . v n ), (v 1 , . . . , v n ) ) ∈ θ . As a consequence of Theorem 8, if θ is a Presburger transformation, then the set Θ is representable by a NDD in any base r ∈ N >1 . Such a NDD can be turned into a transducer, i.e., an automaton with an input and an output tape, that transforms any NDD representing a set V ⊆ Z n into an automaton accepting encodings of the elements of θ(V ). This automaton can become a valid NDD representing θ(V ) by adding to its accepted language all the encodings of the vectors it represents, which can be done by the algorithm developed in [20] .
We now discuss the creation of cycle meta-transitions. The guarded linear transformations are closed under sequential composition, hence the effect of following a control cycle σ in a Integer EHA is equivalent to applying a single guarded transformation θ σ : Px < q ; x := Ax + b to the vector of variables x. A cycle meta-transition can be created from σ if the closure θ * σ preserves the representability of sets of vectors, and if the image of such a set by this closure can effectively be computed. The following result precisely characterizes the guardless linear transformations whose closure preserves representability [22, 23] .
Theorem 10 Let θ be a linear transformation of the form
with n > 0, A ∈ Z n×n , b ∈ Z n . Its reflexive and transitive closure θ * is such that θ * (V ) is representable in a base r ∈ N >1 (resp. in every base r ∈ N >1 ) for every set V ⊆ Z n that is representable in the same base r (resp. in every base) iff there exist p ∈ N >0 and m ∈ N such that -the matrix A p is diagonalizable, and -its eigenvalues belong to the set {0, r m } (resp. {0, 1}).
The proof of this theorem is quite involved. Intuitively, a linear transformation θ such that θ * preserves the representable nature of sets can be expressed as a combination of transformations τ that apply a translation (τ : x := x + b), perform a scaling (τ : x := λx), or are ultimately periodic (τ p+q = τ p for some p ∈ N and q ∈ N >0 ). Additionally, the scaling factor λ has to be multiplicatively dependent with the chosen numeration base r , i.e., one must have λ p = r m for some p ∈ N >0 and m ∈ N. It is shown in [22, 23] that this scaling factor is related to the eigenvalues of the transformation matrix, and that the transformations θ that correspond to combinations of translations, scalings, and ultimately periodic mapping are precisely those for which some integer power of this matrix is diagonalizable.
Theorem 11
There exists an algorithm for deciding whether a transformation θ satisfies the criterion expressed by Theorem 10 using only integer arithmetic. Moreover, there exists an algorithm for computing a representation of θ * (V ) from a representation of any set V ⊆ Z n , for every transformation θ satisfying this criterion.
For transformations that include a guard, similar results are known, but they only provide a sufficient condition for deciding whether a cycle meta-transition can be created [22, 23] . 
Theorem 12 Let θ be a linear transformation of the form
{(v, Av + b) | v ∈ Z n ∧ Pv < q},with n > 0, A ∈ Z n×n , b ∈ Z n , P ∈ Z m×n , q ∈ Z m
Linear hybrid systems
The last modeling formalism that we consider in this survey is an extension of Integer EHA to real variables. Evolution laws are also added in order to allow the value of these variables to evolve continuously with time when the control location does not change, in order to cover formalisms such as linear hybrid systems [4, 5] . Like in the case of Integer EHA, the control edges are labeled by discrete transformations over the variable values.
Definition
-Its data domain is of the form D = R n , with n > 0, i.e., the data part of the model can be seen as being composed of n real variables x 1 , x 2 , . . . , x n . -Its invariant and guards are conjunctions of linear constraints over the variables x = (x 1 , x 2 , . . . , x n ). Formally, for each c ∈ C and e ∈ E, the invariant I (c) and the guard G(e) are systems of constraints of the form Px # q, with P ∈ Z m×n , q ∈ Z m , # ∈ {<, ≤} m and m > 0.
-Each control edge e ∈ E is labeled by a linear assignment of the form A(e) = {(v, Pv + q | v ∈ R n }, with P ∈ Z n×n and q ∈ Z. Such an assignment can alternatively be denoted x := Px + q. -Its evolution laws are characterized by lower and upper bounds on the rate of evolution of variables, with respect to the time spent at a control location. Formally, for each c ∈ C, the evolution law T (c) is of the form
with , u ∈ Z n .
Symbolic representation of data sets
The positional notation introduced in Sect. 5.2 for encoding integer values can be generalized so as to obtain a finitestate symbolic representation system suited for sets of real vectors [10] . Given a base r ∈ N >1 , a number y ∈ R is encoded by infinite words a p−1 a p−2 . . . a 0 a −1 a −2 . . ., with p > 0. The symbol " " is a separator added to the alphabet of digits r = {0, 1, . . . , r − 1} in order to distinguish the finite encoding a p−1 a p−2 . . . a 0 of the integer part y I ∈ Z from the infinite suffix a −1 a −2 . . . that encodes the fractional part y F ∈ [0, 1]. The decomposition y = y I + y F of y into an integer and a fractional part is not necessarily unique, e.g., y = 3 yields both y I = 3, y F = 0 and y I = 2, y F = 1. The integer part is encoded using the base complement method described in Sect. 5. Similarly to the integer case, the sign digit of an encoding can be repeated at will, which implies that every real number admits infinitely many encodings. Some real numbers also admit distinct encodings that share the same integer-part length, which are then called dual encodings. This happens for numbers that can be expressed as fractions p/q, with p ∈ Z and q ∈ Z >0 , such that the prime factors of q are also prime factors of the numeration base r . For instance, in the base r = 2, the encodings of the number −3/2 form the language 1 + 0 10 ω ∪ 1 + 0 01 ω .
This encoding scheme can be generalized to real vectors by the same method as in Sect. 5.2. In order to encode a vector y = (y 1 , y 2 , . . . , y n ) ∈ R n , with n > 0, one first obtains encodings w i of the individual components y i that share the same number of digits in their integer part. These encodings are then read synchronously one symbol at a time. Since the separator symbol is read at the same time in each vector component, it can be replaced by a single symbol.
One thus obtains an encoding of y as an infinite word over the alphabet n r ∪ { }. In practical implementations where a simpler alphabet is needed, such encodings can also be serialized using the method described in Sect. 5.2.
Having selected a numeration base, a serialized or unserialized encoding scheme maps a set V ⊆ R n onto an infinite-word language L(V ) that characterizes this set. If this language is ω-regular, then any infinite-word automaton that accepts L(V ) is called a Real-Vector Automaton (RVA) representing V [10] . As in the case of NDDs, in order to be valid, a RVA representing a set must accept all encodings of the vectors belonging to that set. Other choices are possible; in particular, it is shown in [34] that a careful selection of the encodings accepted by the automata leads to a more compact representation, at the expense of increasing the cost of some manipulation operations.
Working with infinite-word automata is more problematic than manipulating finite-word ones. A first difficulty is that some operations, such as language complementation, are substantially more costly to perform [39, 41, 48] . In addition, infinite-word automata do not have an easily computable canonical form, which makes the symbolic representations of sets of data values considered during state-space exploration dependent on the history of their construction.
These problems can be solved by working with a restricted class of infinite-word automata, provided that their expressive power remains sufficient for our intended application. Recall that a Büchi automaton is an infinite-word automaton whose accepting paths are those that visit infinitely many accepting states. We use the following definition [51] .
Definition 7
A weak infinite-word automaton is a Büchi automaton such that every strongly connected component of its transition graph contains either only accepting or only non-accepting states.
The advantage of working with weak automata is that they are essentially as easy to handle algorithmically as finiteword automata [55] . Moreover, weak deterministic automata can easily be minimized into a canonical form [43] . With respect to the positional encoding of real vectors, the expressive power of weak deterministic RVA is characterized by the following result [9, 19] .
Theorem 13
Let n ∈ N >0 be a dimension. A subset of R n is representable by a weak deterministic RVA in every base r ∈ N >1 iff it is definable in the first-order theory R, Z, +, < .
One direction of the proof of this theorem relies on topological characterizations of the sets that are definable in R, Z, +, < , and of the languages encoding such sets in a given base. More precisely, it is shown in [19] that every such language can be expressed both as a countable union of closed sets and as a countable intersection of open sets, and that all the languages that satisfy this property can be accepted by weak deterministic automata. The reverse direction of the proof is more technical, and provides a generalization of Cobham and Semenov's theorems to automata operating on real vectors [9] .
This result can be seen as a generalization to the mixed integer and real domain of Theorem 8. The first-order theory R, Z, +, < is a strict extension of Presburger arithmetic. In this theory, one can express combinations of linear constraints over either integer or real vectors, as well as discrete periodicities [54] . Every set of integer vectors that can be represented by an NDD is therefore representable as well by a weak deterministic RVA. In the rest of this section, we will only consider weak deterministic RVA, and say that a subset of R n is representable if it is representable by such RVA.
Algorithms
The manipulation of sets of real vectors represented by RVA follows the same principles as for NDD-represented sets of integer vectors. Set-theory operators are applied by performing the same operations on the languages accepted by RVA, which is algorithmically simple. Care must be taken to ensure that the automata that are constructed accept all the encodings of the vectors that they recognize. In particular, the projection operation is carried out by a method that is similar to the one described in Sect. 5.3.
To perform state-space exploration, one needs to compute the image of RVA-represented subsets of R n by the transformations that label control edges, as well as by the evolution laws associated to control locations. The following result generalizes Theorem 9 [19] .
Theorem 14
Let θ ⊆ R n × R n , with n > 0, be a relation definable in the first-order theory R, Z, +, < . There exists an algorithm for computing a weak deterministic RVA representing θ(V ) for any set V ⊆ Z n represented by such an RVA.
This theorem is proved in the same way as Theorem 9. It provides a computation method for the image of an RVArepresented set of data values by the guarded linear transformation labeling a control edge. It can also be applied for computing the effect of an evolution law at each control location, since every transformation
Let us now address the computation of cycle metatransitions of Linear Hybrid EHA. Following a control cycle σ amounts to applying to the current set of data values an alternation of guarded linear transformations and linear evolution laws. Formally, we have , v 1 , v 1 , v 2 [17] . For every control cycle σ of a Linear Hybrid EHA, one can compute a corresponding LHT (P σ , q σ ). The question is then to check whether the reflexive and transitive closure of such a relation preserves the representability of sets of real vectors by weak deterministic RVA.
This problem has been studied in [16, 17] , which provide a partial solution in the form of a sufficient criterion, expressed by the following definition and theorem.
Definition 8 An LHT (P, q) with P ∈ Z m×2n , q ∈ Z m and n, m > 0 is periodic if its underlying system of linear constraints P x x ≤ q, expressed over the vectors of variables x and x , is only composed of constraints of the form p.x ≤ q, p.x ≤ q and p.(x − x) ≤ q, with p ∈ Z n and q ∈ Z.
Theorem 15
Let θ = (P, q), with P ∈ Z m×2n , q ∈ Z m and n, m > 0, be a periodic LHT. The reflexive and transitive closure θ * of θ is such that for every set V ⊆ R n representable by a weak deterministic RVA, the set θ * (V ) is representable as well. There exists an algorithm that computes for any periodic LHT θ a weak deterministic RVA representing θ * (V ) from one representing V .
Intuitively, if θ is a periodic LHT, then the linear constraints defining the transformation θ k , for every k ∈ N, can be expressed as a function of k. A representation of θ * is then obtained by quantifying away this additional variable k over the natural numbers, which is feasible within R, Z, +, < .
Finally, in Linear Hybrid EHA, it is frequent to find control cycles whose equivalent LHT is not periodic, but whose closure nevertheless preserves the representability of sets of vectors by weak deterministic RVA. In some situations, computing the effect of iterating such LHT can be reduced to computing the closure of a simpler LHT which is itself periodic. A number of reduction rules for performing this operation are introduced in [16, 17] .
Conclusions
In this survey, we have presented a generic approach to computing the set of reachable configurations of an infinite-state system modeled by an extended automaton. This approach is based on a finite-state representation of the sets of data values that are handled during symbolic state-space exploration, and on acceleration operators that speed up exploration by potentially generating infinitely many reachable configurations in finite time.
In Sects. 4, 5 and 6, we have shown how this method can be applied to systems relying on asynchronous communication channels, as well as unbounded integer and real variables. These results have been implemented in tools such as LASH [42] , FAST [13] and LIRA [45] .
We have only studied acceleration algorithms that are specific to a given data domain, and that are obtained by iterating a single control cycle. Other techniques have been developed for accelerating transformations over finite-state representations of sets independently of the data domain [7, 8, 21, 44] . For some particular domains, algorithms have also been proposed for accelerating control structures that are more complex than simple loops [31, 35, 36] . Finally, the strategy that we have followed for creating cycle meta-transitions consists of first selecting control cycles and then checking whether their iteration preserves the representability of sets of data values. An alternative approach, proposed in [13] , consists in restricting the data transformation that label the edges of the control graph such that every path corresponds to a transformation that can be accelerated.
One of the limitations of finite-state representations of sets is that suitable encodings are only known for simple data domains. An interesting problem is to extend this approach to heterogeneous domains, in order to be able to analyze programs relying on variables with different types. Steps in this direction have already been made, in particular for combining FIFO communication channels with Presburger constraints on the exchanged symbols [15] .
