Abstract-During the last decade a considerable progress has been made in the design of stabilizing controllers for nonlinear systems with known and unknown constant parameters. New design tools such as adaptive feedback linearization, adaptive backstepping, control Lyapunov functions (CLFs) and robust control Lyapunov functions (RCLFs), nonlinear damping and switching adaptive control have been introduced. Most of the results developed are applicable to single-input feedback-linearizable systems and parametric-strict-feedback systems. These results, however, cannot be applied to multi-input feedback-linearizable systems, parametric-pure-feedback systems and systems that admit a linear-in-the-parameters CLF. In this paper, we develop a general procedure for designing robust adaptive controllers for a large class of multi-input nonlinear systems. This class of nonlinear systems includes as a special case multi-input feedback-linearizable systems, parametric-pure-feedback systems and systems that admit a linear-in-the-parameters CLF. The proposed approach uses tools from the theory of RCLF and the switching adaptive controllers proposed by the authors for overcoming the problem of computing the feedback control law when the estimation model becomes uncontrollable. The proposed control approach has also been shown to be robust with respect to exogenous bounded input disturbances.
I. INTRODUCTION

D
URING the last decade a considerable progress has been made in the design of stabilizing controllers for nonlinear systems with known and unknown constant parameters. New design tools such as adaptive feedback linearization [1] , [5] , [19] , adaptive backstepping [6] , [12] , [20] , control Lyapunov functions (CLFs) and robust control Lyapunov functions (RCLFs) [2] , [13] , [21] , [22] , nonlinear damping and swapping [11] , [12] and switching adaptive control [8] , [9] have been introduced. Using these new design tools, globally stabilizing controllers have been constructed for various classes of nonlinear systems such as single-input feedback-linearizable systems [1] , [5] , [9] and parametric-strict-feedback systems [6] , [12] , [20] . Despite the success of the aforementioned design tools to resolve a variety of adaptive control problems for nonlinear systems, the problem of adaptive control of nonlinear systems is still very much unexplored. For example, there exists no procedure for designing a globally stable feedback control system for multi-input feedback linearizable systems of the form
where , denote the state and control input vectors of the system, respectively, , , are constant unknown matrices and , are continuous matrix functions satisfying and is nonsingular for all . The existing adaptive control designs guarantee [1] , [5] , [19] closed-loop stability only for the case where the constant matrices and are known; an exception is the case where (i.e., the system (1.1) is single-input) and the pair is in a special canonical form [9] . Another example is the system of the form (parametric-purefeedback system) (1.2) where is a vector of unknown constant parameters, denotes the state vector of the system and , , are continuous functions. The procedures proposed in [6] , [11] , [20] are applicable to this system if both and , , where denotes the estimate of ; moreover, these procedures guarantee global stability only in the case where the input vector-field is independent of , i.e., in the case where and the functions are independent of . In this paper, we develop a general procedure for designing robust adaptive controllers for a large class of multi-input nonlinear systems with exogenous bounded input disturbances. The class of systems for which the proposed approach is applicable is characterized by the assumption that the function depends linearly on unknown constant parameters, where denotes the input vector field, is a CLF (RCLF) for the system and denotes the Lie derivative of with respect to . This class of nonlinear systems includes as a special case the systems (1.1) and (1.2). The proposed approach combines the theory of CLF (RCLF) and the switching adaptive controller proposed by the authors [9] for overcoming the problem of computing the control law in the case where the estimation model becomes uncontrollable.
Contrary to the classical adaptive approach where the control law depends on estimates of the system vector-fields, in our case, the control law depends on estimates of the "RCLF term"
0018-9286/02$17.00 © 2002 IEEE which depends both on the system vector-fields and the RCLF function . The advantage of such an approach is that the Lyapunov inequalities relating the parameter estimation errors and the time-derivative of the RCLF are easy to handle. The disadvantage is that the controllers that are designed based on the RCLF theory critically depend on the knowledge of . Adaptive versions of such controllers may fail due to the fact that the estimate of may have different sign, at certain times, than the sign of the actual . Even worse, we may have the case where the estimate of is close to zero and the actual value of is far from zero, which implies that the estimation model becomes uncontrollable while the actual model is not. This problem is overcome by using a switching adaptive control law. This control law is a modified version of the one originally proposed by the authors for overcoming the problem of computing the control law in the case where the estimation model becomes uncontrollable for the case of single-input feedback-linearizable systems in canonical form [9] . Such a control law appropriately switches between two adaptive controllers which have the following properties: (i) both controllers behave approximately the same in the nonadaptive case (i.e., in the case of known system parameters), and (ii) when the one of these controllers becomes nonimplementable, the other one is implementable.
The significance of the proposed approach is that it is the first to overcome the problem of constructing globally stabilizing controllers for systems of the form (1.1) and (1.2). In addition, the proposed approach can be used to solve control problems for a wider class of plants than those described by (1.1) and (1.2).
The paper is organized as follows. In Section II, we present the problem formulation and some results from the theory of Robust Control Lyapunov Functions. In Section III, we present and theoretically analyze the proposed approach. In Section IV, we present various classes of systems for which the proposed approach is applicable, and, finally, Section V is the conclusion section. We close this section by mentioning that in [23] an adaptive controller for muliple-input-multiple-output (MIMO) nonlinear systems is proposed where, similar to this paper, instead of linearly parameterizing the state equations the controller design is based on a linearly parameterized positive function. The class of systems dealt in [23] is not as broad as the ones dealt in this paper and more restrictive assumptions on the system dynamics are imposed. Also, in [3] , a switching controller is proposed for nonlinear systems with unknown parameters that obey a CLF that may also depend on the unknown parameters. The assumptions made in [3] are that the vector of unknown parameters belong to a finite set and that the controller for the case where the system parameters are known satisfies some robustness conditions.
A. Notation and Preliminaries
If is a vector, denotes the Euclidean norm. In this paper, we use the following version of the signum function:
We say a function is of class when is continuous, strictly increasing, and
. We say is of class [2] states that the existence of an RCLF for system (2.1) is a necessary and sufficient condition for robust stabilization of system (2.1).
Theorem 1: If system (2.1) is RAS or RPS or RS via a locally Lipschitz control law
, then there is a smooth RCLF for system (2.1). On the other hand, if there exists a RCLF for system (2.1), then (2.1) is RS. If furthermore , then (2.1) is RPS.
The proof of Theorem 1 can be found in [2] .
III. THE ADAPTIVE CONTROLLER
Our first assumption for system (2.1) is the following. A1) System (2.1) is RS (or RPS). Since system (2.1) is RS or RPS, from Theorem 1 we have that there exists a smooth RCLF for system (2.1). The time-derivative of this RCLF is given by
Let us assume that the function can be written as linear combination of known functions and unknown constant parameters. That is, we assume the following. A2) The function satisfies
where is a constant unknown matrix and the regressor vector is a known nonlinear vector function. In Section IV, we give examples of classes of systems that satisfy Assumption A2).
Let us define the sets where and is a compact subset. and will be defined explicitly later. Moreover, let be a positive design constant satisfying
Now, let , denote the following sets:
Obviously, for all . The following Lemma holds.
Lemma 1: There exists a scalar (that depends on the compact set ) such that for all the following holds:
Proof: Since and are continuous, we have that is continuous, too. Let be the set . Also, for each let be the largest number such that for all and let be defined as
From the continuity of and the fact that is compact we have that (a continuous function is uniformly continuous on a compact set, [18, Th. 4.19] ). Then, is given by where where denotes the boundary of . From the above definitions and the fact that is continuous, it is obvious that and that implies that , which concludes the proof.
We are now ready to present the proposed controller. The control input is chosen as follows: • denotes the estimate of the -th entry of the vector , generated as
where is the estimate of [ denotes the th column of the matrix defined in (3.2)];
• is a design function chosen to satisfy (3.8)
• is a continuous-switching signal which is used to continuously switch from control to control , and vice versa
The parameter estimates are updated using the following smooth projection update law [17] where (note that ). Using now the facts that is close to one and is bounded from above by we can see from the above inequality that both control laws and have approximately the same effect on the term . More precisely, the both have the effect of replacing the unknown term by the negative definite term , plus a term that depends on the estimation error . If the term was absent in the right-hand side (RHS) of (3.17) then, using standard arguments in adaptive control, we could show that the use of the parameter projection law term . However, although the term has smaller magnitude than , it may have destabilizing effects to the closed-loop system due to the fact that it depends on the unknown function .
In order to overcome the problem where the term may have a destabilizing effect, we proceed as follows: As it will be shown in the proof of Theorem 2, the following term appears in the RHS of the time-derivative of an appropriately defined Lyapunov-like function
The term appears in the Lyapunov equation due to the projection law (3.10 is a convex set which is defined explicitly in Theorem 2 later in this section. Therefore, using standard arguments from the theory of approximation of nonlinear functions (see, e.g., [7] , and the references therein) we can show that for any where 1 Note that, in general, " ! 0 as n ! 1.
2 For notational simplicity we assume that both approximators have the same regressor terms. 3 Such an assumption holds if we augment the regressor vector so that it contains both the entries (1) and 0 (1 . There are two issues regarding the design of such estimation laws. The first is the issue of keeping the parameter estimates bounded; such a problem can be easily addressed using projection laws similar to (3.10) and (3.11). The second issue has to do with the problem when, at certain time-instants, is very close to zero while is large positive. In such a case, the term may not be bounded by a small design constant.
To round this problem, we proceed as follows. First, observe that from the definitions of , , we have that 4 (3.24)
Therefore, using the properties and , we have that (3.25) where is the convex set defined as (3.26) where is a large positive constant such that . The first two inequalities define the constraint that the entries of are positive, the third one defines the constraint that and the last inequality defines the constraint that is bounded from above by . Relation (3.25) is a continuous signal, we have that the source of discontinuities in the closed-loop system dynamics are the hysteresis-switching variables and the parameter projection laws (3.10) and (3.27). Parameter projection laws guarantee the existence and uniqueness of solutions in the sense of Caratheodory [16] (the proof of [16] can be easily revised to include the case where the projection law is inactive when ). Therefore, using similar arguments as those in [15] (see also [24, . If the above claim is not true, we can always increase the value of to make 5 it true. Therefore, each time enters the term is smaller than the one during the previous visit of in which in turn, implies that eventually stays in foreover. This claim can be proven by contradiction: if would not stay in then we would have that converges to zero, which in turn implies that converges to , and thus, would be-at the limit-decreasing outside . 5 This can be done as follows: suppose that 2(t ) 2(t ) which in turn implies that 2(t) increased at t 2 [t ; t ) by an amount that is larger than 2(t ) 0 2(t ). In other words, we have the case where 2 has changed more during the trip of x(t) from the boundary of to the boundary of than it has changed while x(t) was outside . In that case, we can increase c (i.e., increase the size of ) so that x(t) never left . Note that the amount by which c has to be increased should be very small.
Remark 1:
As it is seen from (3.31) the reason we choose is to make , and thus , independent of the dimension of the nonlinear approximators. Remark 2: In the case where does not satisfy the linearin-the-parameters assumption A2), the proposed approach is still applicable, by assuming that the function can be approximated by linear-in-the-weights nonlinear functions. In [10] , we show how we can apply the proposed strategy in the case where does not satisfy assumption A2) or, for the case where the system dynamics are completely unknown.
IV. APPLICATION TO VARIOUS CLASSES OF SYSTEMS
In this section, we present some examples of classes of nonlinear systems which satisfy assumption A2). For simplicity, we consider the case where the external disturbance . The results can be easily extended to the case where external input disturbances are present.
A. Multi-Input Feedback-Linearizable Systems
One class of systems that satisfy assumption A2) is the class of multi-input feedback-linearizable systems. For this class there exists no general methodology for designing adaptive controllers that guarantee global stability for the closed-loop system.
Let us consider the class of multi-input feedback linearizable systems whose dynamics can be described as follows:
where are unknown constant matrices, are known nonlinear continuous vector functions and, moreover, the matrix pair is stabilizable and the functions are such that and is nonsingular for all . Let be a stabilizing gain matrix for the pair . Then, a RCLF for system (4.1) is the function [2] where is the symmetric positive-definite solution of the Lyapunov equation (4.2) where is a symmetric positive-definite matrix. Then, the functions and are given by It is not difficult to see that if is a vector whose entries are the elements and , is a vector whose entries are the elements , is a vector whose entries are the elements of and and is a matrix whose entries are the elements of , then, and can be written in the form (3.2) . In other words, systems of the form (4.1) satisfy assumption A2).
In a similar way, we can show that the feedback linearizable systems of the form By adding and subtracting the terms and in the RHS of (4.6) and using (4.2) we obtain after some algebraic manipulations Using (4.8), we have that implies where is a known compact set satisfying . From the above inequality, we have that could be set equal to the largest that satisfies . Note that an upper bound on is needed in order to solve the above problem. The constant can be then set equal to where is the minimum value of that satisfies , where is defined in the proof of Theorem 2. Finally, the proposed controller function can be chosen as follows:
where are positive constants satisfying . It is worth noticing that the existing adaptive control designs guarantee global stability only in the case where the matrix for the case of system (4.1) or the matrices and for the case of system (4.5) are known.
B. Linear-in-the-Parameters Nonlinear Systems With Linear-in-the-Parameters RCLF
Consider now the class of nonlinear systems of the form (2.1) whose vector-fields and are linear combinations of known functions and unknown constant parameters, i.e., and where are known nonlinear vector functions and are unknown constant matrices (vectors). Moreover, assume that an RCLF for the system can be written as a linear combination of known functions and unknown constant parameters, i.e., where is a known nonlinear vector function and is an unknown constant vector. Then, it can be easily seen that the above system satisfies assumption A2) where the entries of are the elements of , the entries of are the elements of , the entries of are the elements of , and the entries of are the elements of .
C. Parametric-Pure-Feedback Systems
Let us now try to apply the results of Section III to nonlinear systems that take the form (4.9) where , are smooth known functions and is the vector of constant but unknown system parameters. Let us rewrite (4.9) as (4.10) where . Systems of the form (4.10) are called parametric-pure-feedback (PPF) systems [6] , [12] , [20] . Although the problem of constructing globally stable adaptive controllers for the simplest case of parametric-strict-feedback (PSF) systems 6 has been completely solved [6] , [12] , [20] , the problem of constructing globally stable adaptive controllers for PPF systems remains an open problem and is the subject of this subsection.
Although the results developed in Sections I-III are for state stabilization, for the particular case of PPF systems, they can be readily extended to the case of asymptotic tracking as well. The control objective is to force the system output to asymptotically track a reference signal . We assume that the first time derivatives of are known. Also it is assumed that as well as its first time derivatives are bounded and smooth signals. Before we design the feedback law, we will transform the system (4.9) into a suitable form. The procedure we follow is that of [6] and [12] , and it is based on the backstepping integrator principle [22] .
Step 0): Let . Let also be positive constants to be chosen later.
Step 1): Using the "chain of integrators" method, we see that, if was the control input in the -part of (4.10) and was known, then the "control law"
would result in a globally asymptotically stable tracking, since such a control law would transform the -part of (4.10) as follows However, the state is not the control. Therefore, we define to be the difference between the actual and its desired expression (4.11):
Using the above definition of , the definition of and the -part of (4.10), we found that (4.13)
Step 2): Using the above definitions of , we have that (4.14) where is a -dimensional vector that consists of all elements that are either of the form or of the form where by we denote the -th entry of the vector . In the system (4.14), we will think of as our control input. Therefore, as in Step 1), we define the new state as Step 3): Using the above definitions of , we have that after some algebraic manipulations (4.17) where is a vector that consists of all elements that are either of the form or of the form or of the form . In the system (4.17), we will think of as our control input. Therefore, as in Step 2), we define the new state as Step : Using the definitions of and working as in the previous steps we may express the derivative of as (4.20) where the vector contains all the terms of the form with . Defining now as follows:
(4. 21) we obtain that (4.22) Step : Using the definitions of and working as in the previous steps we may express the derivative of as follows:
where the vector contains all the terms of the form with , and is given by (4.24) Using the definitions of , and by rearranging terms, we may rewrite (4.23) as follows: (4.25) Therefore, using the aforementioned methodology, we have transformed system (4.10) where . Let us define the output of the previous system as where . Obviously, the above system is feedback-linearizable, if the following assumption holds.
A1') for all . Note that the variables are not available for the control design since they depend on the unknown vector .
We will show that, if the constants are chosen so that for all , then the function is an RCLF for system (4.9) and, moreover, that the resulting functions and satisfy assumption A2). By differentiating with respect to time, we obtain that From the assumption A1'), it can be easily seen that . The quantity is negative definite provided that for all , and thus, is an RCLF for system (4.9) and moreover . Note now that using the definitions of we can rewrite 's as follows:
where and are appropriately defined known functions (note that ) Therefore, we have that and From the above two equations, it can be easily seen that the functions and satisfy assumption A2), by defining the vectors and as the vectors whose entries are the elements and defining the functions and appropriately. The proposed controller parameters can be chosen as follows: since the constant , the constant can be chosen to be any arbitrarily small positive number. Working similar to the case of feedback linearizable systems in Section IV-A we can show that can be set equal to the largest that satisfies where is defined as follows where is a positive constant satisfying and is a known compact set satisfying . The constant must be chosen so that and where is defined in the proof of Theorem 2 . Regarding the design of the function , one possible way is to choose as follows:
where is a positive constant satisfying . Remark 3: Theorem 2 is not directly applicable to the class of PPF systems (4.9), since the terms and in (4.29) and (4.30) are explicit functions of . However, Theorem 2 can be easily modified to be applicable to such a case. The only modification needed is that the function as well as the regressor terms in the adaptive laws should be explicit functions of (thus, for instance the regressor terms of the nonlinear approximators should be replaced by . If we carry out the same analysis as in the proof of Theorem 2, by incorporating the above modifications, it can be seen that results of Theorem 2 are applicable to the class of systems (4.9).
V. CONCLUSION
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