Introduction
The objective of this chapter is to examine the impact of the geographical distribution of a country's banking system on the diffusion of process and product innovations across firms.
Innovation is the first pillar of the Lisbon strategy for boosting the competitiveness of the European Union and achieving the target of full employment. In a globalized and fastchanging economy, it is argued, European companies must increase R&D spending in order to ride competition successfully and they have to speed up the diffusion of new technologies and the introduction of new products. To this end, the removal of all impediments to the creation and adoption of innovation is a key policy issue.
A frequently mentioned hindrance to the diffusion of innovation is access to external financial resources. As argued, investments aimed at changing the firm's production process, introducing a new technology or launching a new product are typically riskier than investments in the established activity of the firm. Moreover, they are characterized by a great content of proprietary information on future profitability, are firm-specific and contain a large part of intangible assets which can hardly be pledged as collateral to secure loans. All such features make the information gap to banks (as non-specialized financiers) wider, dissuading them from funding innovative projects on fair terms.
The empirical literature is largely supportive of the importance of financial constraints for the adoption of innovation by firms 1 . A number of recent studies have considered the financeinnovation nexus by using the first, second and third "Community Innovation Survey" carried out by the European Union and Eurostat on firms in EU area countries. From these studies it emerges that the decision of a firm to introduce and complete an innovation is positively correlated with its cash-flow and negatively correlated with the lack of appropriate sources of finance as perceived by firms (Canepa and Stoneman 2002 , Mohnen and Roller 2005 , Savignac 2006 , Mohnen et al. 2008 . Moreover, insufficient finance shows a high degree of complementarity with other hampering factors like the perceived risk by firms, innovation costs (Galia and Legros 2004) or insufficient skilled personnel, lack of cooperation with other firms and regulatory obstacles (Mohnen and Roller 2005) .
However, by focusing on the effects of financial constraints on the firm's choice of innovating, such studies do not tell us whether the difficulties of funding innovative projects are demand-or supply-driven and, consequently, do not provide insights on how to remove financial impediments to innovation.
Closely related to our research question, three major contributions by Ferri and Rotondi (2006) , Herrera and Minetti (2007) and Benfratello et al. (2008) attempt to sort out to what extent the supply of finance affects the adoption of innovation by a representative sample of Italian manufacturing firms. Since these studies identify local banking development and relationship lending as possible determinants of firms' propensity to innovate and extract the firm-level information from the same source we use -the surveys run every three years by the Observatory of Small and Medium Enterprises affiliated to the Italian banking group Unicredit -, their findings are directly comparable with ours. Benfratello et al. (2008) measure the degree of development of the local banking system with the number of branches divided by population at the provincial level and find that, over the period 1992-2000, the probability of introducing an innovation is significantly higher for firms headquartered in provinces where the branch density is higher. Such a positive effect of branch density proves to be more robust for process than for product innovation and greater for small, financially dependent, high-tech firms. Moreover, it maintains its statistical significance once the endogeneity of branch density is addressed by using instrumental variable estimations.
However, Benfratello et al. (2008) do not control for any other characteristics of the local banking system (e.g., the degree of market concentration) or for other aspects of the bank-firm relationship. The latter is the focus of the study conducted by Herrera and Minetti (2007) . The authors consider only the 8th Unicredit survey covering the period 1998-2000 and document that, once instrumented, the length in years of the credit relationship with the main bank is positively correlated with the probability of a firm introducing innovation. Unlike Benfratello et al. (2008) , Herrera and Minetti find that it is the likelihood of product innovation which is more sensitive to relationship banking. Moreover, they find that the branch density and degree of credit market concentration in the province, as well as regional financial development, do not significantly affect the decision to innovate 2 . Ferri and Rotondi (2006) extend the study by Herrera and Minetti by adding data from the most recent Unicredit survey (covering the period [2001] [2002] [2003] , augmenting the model with the firm's financial structure and other control variables and distinguishing between firms operating in or outside industrial districts. On the whole, their findings confirm results obtained by Herrera and Minetti (2007) , suggesting in addition that the duration of the bank relationship also strongly affects the likelihood of process innovation. They also find that branch density is slightly positively correlated with process innovation, while the Herfindahl-Hirschman index computed on bank loans reduces the probability of introducing product innovation.
Summing up, after controlling for the specific bank-firm relationship, empirical evidence gives limited support to the positive effect of the size and performance of the local banking system on the diffusion of innovation across local firms in Italy.
In this chapter we further investigate the role of the geographical distribution of banks and argue that what matters for boosting innovation is not the number of branches working in the province but their organizational structure and distance from banks' decisional centres. In particular, our contribution with respect to the existing literature is twofold.
First, we estimate the likelihood of a firm introducing an innovation by controlling for the functional distance of the local banking system in addition to the provincial branch density and the length of the bank relationship. In our approach, we define "functional distance" as the distance between local branches and headquarters of their parent banks (Alessandrini et al. 2005) 3 . Our hypothesis is that such a distance internal to a bank matters for firms wishing to fund informationally opaque projects as is the introduction of an innovation. The larger the number of small firms in the economy and the greater the heterogeneity across local productive systems, the greater this adverse effect is expected to be. On this ground, the empirical evidence of the Italian bank-firm relationship presented in this chapter can be viewed as a representative case-study.
Our second contribution concerns the issue of causality. Although Ferri and Rotondi (2006) , Herrera and Minetti (2007) and Benfratello et al. (2008) already addressed this issue by using instrumental variable estimation methods, they only instrumented their own key explanatory variable, that is either the size of the local banking system or the length of the bank relationship, and not the other financial variables. Since both the size and the distance of the local banking system, as well as the duration of the ties with the main bank, are all potentially endogenous to the innovation propensity of firms, in this chapter we estimate a model in which the three financial variables are jointly instrumented.
These are the main results we obtain. While branch density and the length of the credit relationship have the positive causal effect on innovation found by Herrera and Minetti (2007) and Benfratello et al. (2008) when considered singularly, after controlling for functional distance they lose statistical significance in favour of the former. This is especially true when we focus on the adoption of new technologies which typically entails fixed investments and a large amount of external finance, and attributes great importance to secrecy. Product innovations, which require a lower degree of secrecy and expose firms to hold-up problems to a lesser extent than process innovations, are also driven by a long relationship with the main bank.
The rest of the paper proceeds as follows. Section 2 provides a selective review of the literature on geographical distribution of banks and lending policies. Section 3 illustrates the recent evolution of the geography of the Italian banking system. Section 4 presents the data set and the variables employed in the empirical analysis. In Section 5 we discuss our results and draw conclusions in Section 6.
2 Why should the geographical distribution of banks' decisional centers matter? Theory and evidence.
Consolidation and globalization of banking industry experienced all over the world in the last decades has conducted to the agglomeration of main banks' decisional centers in few large metropolitan areas within each country. There are two kind of network externalities that lean towards clustering decisional centers of large, global enterprises: the exchange of formal and informal information on market opportunities and the availability of high-quality human, firm and transport services (Henderson and Davis 2004 , Strauss-Kahn and Vives 2005 , Bel and Fageda 2008 . The intense debate that preceded and accompanied the process of financial integration of the European and U.S. banking industry in the 1990s mostly emphasized the benefits of strengthened competition in credit markets, greater efficiency and expanded lending capacity of banks. By contrast, the costs of the predictable geographical concentration of decisional centers that came with the wave of bank mergers and acquisitions were greatly neglected. In fully integrated markets, it was typically claimed, the geographical reach of banking groups through affiliated banks and branches, as well as the mobility of financial flows would have assured an adequate response to the needs of local economies, leaving no room for the location of bank decisional centers. Admittedly, there could have been episodes in which liberalization and consolidation of banking structures negatively should have impacted on small firms operating far from financial centres. However, these episodes would have been limited in size and temporary, almost completely offset by the reaction of other local banks increasing the supply of relationship lending to small firms and the entry of de novo banks tapping market segments given up by consolidated banks. The distance between the lending office and the "thinking head" of its own parent bank should not have had any appreciable adverse consequence on credit allocation and the development of local economies 4 .
The current view of the effects of bank consolidation is less clear-cut and optimistic than it was at the beginning of the '90s. A growing body of research emphasizes the importance of banking organizational form for lending policies (Berger and Udell (2002) and Udell, chapter 2 in this volume). What drives credit allocation, it is typically claimed, is not only the availability of effective information technologies or the possibility of personal face-to-face contacts with borrowers by dislocating branches in the same borrowers' area, but also the organizational complexity of the institution to which the loan office belongs. Put differently, the local branch of a large, nationwide bank competes and allocates resources differently from the branch of a small, local bank.
Underlying this hypothesis are the assumptions that information is widely dispersed throughout the bank organization and that communicating it is a costly and imperfect process. A crucial part of information on local borrowers is non-codified and recoverable only by loan officers of local branches with detailed knowledge of the particular environment within which they operate. It is the loan officer who has personal contacts with the borrower, lives in the same community, knows people and firms who do business with the latter, shares a common set of cultural values, social norms and business language. The capacity of selecting worthy projects depends on the officer's effort to combine hard with soft information. However, the amount of resources a loan officer devotes to acquiring soft information is not observable (Milbourn et al. 2001, Novaes and and, once collected, the available soft information cannot be inexpensively and unambiguously passed on to the upper layers of the parent bank (Garicano 2000 , Stein 2002 , Liberti and Mian 2006 . Unobservability of information investments and shortfalls in communication channels within the bank generate incentive problems and agency costs (Berger and Udell 2002 , Stein 2002 , Takáts 2004 ) which make local branches of hierarchical banks shy away from allocating resources to activities absorbing a lot of soft information, such as small business lending or innovation financing.
Recently, a number of studies have suggested that much organizational friction stems from the geographical dispersion of the bank organization from branches and subsidiaries, and that communication and incentive problems increase with the distance between hierarchical levels 5 .
Functional distance reflects different physical and cultural factors. For example, it is reasonable to believe that the costs of monitoring loan officers per visit increase with geographical distance from the bank's headquarters where loan reviewers are employed. Similarly, reliability of communication and trust between managers at the parent bank and local loan officers decrease with the physical distance between the bank head office and the local branch, but also with the socio-cultural distance between the geographical areas where the staff of the bank's decisional center and operational peripheries work and live (Ichino and Maggi 2000) .
Indications of the existence of agency and communication costs related to the functional 4 Notable exceptions were Chick and Dow (1988) , Martin (1989 Martin ( , 1994 , Dow (1994 Dow ( , 1999 and Alessandrini and Zazzaro (1999) who forcefully argued that the costs of bank consolidation and agglomeration of decisional centers would have been not at all temporary and could trigger vicious circles entrapping peripheral areas and local firms in low growth equilibria.
5 Complementary reviews of this literature are presented in this volume by Udell (chapter 2) and by Cerqueiro et al. (chapter 4) distance between the parent bank and its lending offices can be gained from several different pieces of research. A number of studies, for example, have provided evidence that both foreign and out-of-market owned banks have a disadvantage in screening small businesses and allocate fewer resources to such companies than domestic and in-market owned banks (Keeton 1995 , Cole et al. 2004 , Carter et al. 2004 , Alessandrini et al. 2005 , Carter and McNulty 2005 , Mian 2006 ).
Other studies, consistent with the presence of incentive problems in geographically dispersed banks, found that: (i) the average time spent by a loan officer of nationwide banks in a specific branch is significantly lower (Ferri 1997) ; (ii) empowering loan officers increases the effort they devote to screening and monitoring borrowers, and improves the performance of the bank (Liberti 2003) ; (iii) the resources that the parent bank spends on loan reviewing activities is positively correlated with the organizational complexity of the bank and the degree of autonomy of local loan officers (Udell 1989) .
More direct indications of the importance of distance-related bank organizational frictions were made available by a number of recent studies concerning different countries at different levels of financial and economic development. Looking at the U.S. multi-bank holdings, Berger and DeYoung (2006) found that cost and profit efficiency of affiliated banks are negatively correlated with the kilometric distance from the parent bank suggesting that geographic dispersion reduces the capacity of the bank holding to keep the resource allocation of each component of the bank group under control, even if advances in information and communication technologies seem to have reduced this deficiency over time. Liberti and Mian (2006) analyzed a large multinational bank operating in Argentina and documented that the sensitivity of the amount of credit facility granted to soft (hard) information is lower (greater) for credit lines approved at a distant hierarchical level, consistent with the idea that communication frictions increase with distance between the communicating parties of the bank.
Using loan-level data from Pakistan, Mian (2006) found that the degree of engagement in relational contracts and lending to informationally opaque firms is greatest for branches of domestic banks, next greatest for branches of Asian banks and least for branches of non-Asian foreign banks. By contrast, he could find no significant effect of bank size on credit allocation and relational lending.
Consistent with the hypothesis that functionally distant banks specialize in lending to more transparent borrowers, Jimenez et al. (2007) showed that, for Spanish banks, the likelihood of the usage of collateral decreases with the distance between the province where the bank is headquartered and the province of the borrower, irrespective of the level of experience accumulated by the bank in the local market.
Working on Italian data, Alessandrini, Presbitero and Zazzaro (2008) found that small firms are relatively more financially constrained if they are located in provinces where a greater percentage of branches belong to banks headquartered in distant provinces and in provinces with different social and economic environments. Furthermore, Alessandrini, Calcagnini and Zazzaro (2008) found that in Italian bank acquisitions, the greater the cultural distance between the provinces where the dealing partners are headquartered, the greater are the changes in acquired banks' asset allocation in favor of large borrowers and transaction-based financial activities, at the expense of small, opaque borrowers. 3 The changing geography of the Italian banking system
Branch diffusion and bank consolidation
Two contrasting spatial trends emerge from the evolution of the banking system over the last two decades in Italy. On the one hand, the number of branches has increased steadily over time, the 2007 total being twice that of 1990. Moreover, the birth and success of new distributional channels contributed to boost the spatial diffusion of the banking system 6 . On the other hand, the banking industry has been affected by a tough process of consolidation which ended up with a dramatic reduction in the number of banks and with the creation of large banking groups. The total number of banks gradually decreased, dropping from 1,156 in 1990 to the low of 780 at the end of 2004, then slightly increasing in recent years up to 808 banks in 2007. Moreover, the pace of decline in the number of banks was particularly fast for independent banks, especially in the South. This trend was partially contrasted by the rise in the foreign presence in the Italian banking market and by a growing number of banks affiliated to large banking groups (Table 1) . The first wave of mergers and acquisitions was strictly connected with the crisis of the major banks operating in southern Italian regions (Mattesini and Messori 2004, Zazzaro 2006) . Since the mid-nineties, instead, most of the M&As in the Italian banking industry have been market-driven, aimed at reaching the economies of scale and scope required to combat the growing national and international competition in a globalized banking market (Messori and Zazzaro 2003) . The peak of the consolidation process happened in the early years of the new millennium, when a number of major operations created nationwide distribution networks able to offer a full range of products. Subsequently, the banking industry underwent a process of reorganization, through the rationalization of distribution channels, branches, networks of sales staff and the introduction of new organizational models (Bank of Italy 2004) 7 .
6 According to the data drawn from the statistical database (BIP on-line) of the Bank of Italy, available at http://www.bancaditalia.it/statistiche, the number of ATMs in operation augmented from 25,546 in 1997 to 43,809 at the end of 2007 and, over the same time period, the number of the online retail (corporate) costumers increased from 65 (251) thousand to almost 12 (1.8) million and the number of phone banking costumers passed from one to 11 million 7 In 2007, the consolidation process experienced another acceleration. The two largest operations gave birth to two big players, Intesa-San Paolo and Unicredit Group, with a national market share equal, respectively, to 20.2% and 17.3 and with a significant presence in Europe (Bank of Italy 2008). However, consolidation interested also affected the world of cooperative banks (Banche Popolari), with the creation of two very large mutual bank groups, Banco Popolare and UBI Banca, both with a large geographical spread with a network of 2,000 branches
The consequence of this twin process of geographical diffusion of branches and consolidation of bank organizations has produced an increase both in the size of the local banking systems and in their functional distance from the local economies. As shown in panel (a) of Figure 1 , branch density has steadily grown all over the country during the period 1990-2007, but in southern regions at a lower pace than in the Centre-North. In fact, the number of branches per capita almost doubled during the observed period in the Centre-North, reaching almost 6.8 branches per 10,000 inhabitants, while the slower increase in southern provinces resulted in around 3.4 branches per 10,000 inhabitants in 2007. This has widened the gap between the two areas making the banking systems of almost all the provinces of the South still more undersized with respect to the served population (panel (b)).
More importantly, the number of branches working in the south of Italy and belonging to independent southern banks underwent a dramatic reduction from around 3,500 in the mid1990s to about 1,000 in the new century. This has been the consequence of the acquisition of all the major southern banks by banking groups headquartered in the Centre-North that has caused the virtual disappearance of banking decisional centers from the South by greatly increasing the functional distance of the local banking systems 8 . Branches per 10,000 inhabitants 1 9 9 0 1 9 9 1 1 9 9 2 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8 1 9 9 9 2 0 0 0 2 0 0 1 2 0 0 2 2 0 0 3 2 0 0 4 2 0 0 5 2 0 0 6 2 0 0 7
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Functional distance
As discussed in Section 1, functional distance concerns the distance between the local branch, where face-to-face dealings with borrowers take place, and the bank's decisional center (typeach.
8 At the end of 2005, the number of banks in the South was equal to 147, of which 110 were mutual banks and 21 were affiliated to banking groups headquartered in the Centre-North (Table 1) .
ically the registered office), where lending policies are fixed and the loan officer's work has to be reviewed. At the aggregate level, the functional distance of a banking system from a certain area (in our case defined according to the Italian administrative provinces) could be measured by the average physical or cultural distance separating local branches from their headquarters. More formally, F -DIST AN CE in province j can be calculated as:
where B j is the number of banks operating in province j and D j,z b is, alternatively, the kilometric and cultural distance separating the the branches belonging to the bank b (Branches b ) from the headquarter of its own parent bank located in province z (with D j,j b = 0) 9 . In particular, kilometric distances are calculated with a Jenness (2005) Figure 2 illustrates, respectively, the evolution of functional distance weighting branches with kilometric distance (F -DIST AN CE KM ) and with social capital differences (F -DIST AN CE SC), in the Centre-North and in the South over the period 1990-2007. Even if functional distance has increased almost in all provinces during the last twenty years, it reveals a large geographic heterogeneity. On average, F -DIST AN CE is much greater in the South that in the Centre-North, especially when measured in terms of social capital, and this regional disparity generally grew throughout the period 11 . In particular, the functional distance of the banking system from the South augmented significantly in the years before and after 2000, when the last medium-sized banks headquartered in the South were acquired by banks headquartered in the Centre-North, and then remained almost stable.
Finally, panels (b) and (d) point out the great degree of spatial heterogeneity of functional distance across Italian provinces, especially when considering differences in social capital. Notwithstanding the clear North-South divide, there are provinces in the North where local banking systems are as functionally distant as in the South. Besides, even in the "Mezzogiorno", the picture is not homogeneous, with some provinces exhibiting values of the functional distance indicators much lower than the regional average 12 . Functional distance, kilometers 1 9 9 0 1 9 9 1 1 9 9 2 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8 1 9 9 9 2 0 0 0 2 0 0 1 2 0 0 2 2 0 0 3 2 0 0 4 2 0 0 5 2 0 0 6 2 0 0 7
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Centre−North South 4 Data,variables and descriptive statistics
The dataset
We draw information on innovation adoption, bank-firm relationship and other firm characteristics from the widely used Survey of Manufacturing Firms ("Indagine sulle Imprese Manifatturiere") published every three years by the Italian banking group Unicredit (and formerly by Capitalia and Mediocredito Centrale). The survey collects a large set of information on a representative sample (stratified by firm size, industry sector and firm location) of Italian firms with more than ten employees.
In our empirical analysis, we merge the last three waves of the survey covering the period 1995-2003. The pooling sample has information on 13,004 firms, largely concentrated in the north of Italy and with a predominance of small businesses, in accordance with the structure of Italian manufacturing industries. Due to missing data, misreporting and a trimming procedure that excludes extreme values of all firm-level variables, we are left with 9,806 observations. Data on the location of bank headquarters, bank holding composition and the provincial distribution of branches by bank come from the Bank of Italy, for the sample period as well as for 1936 and 1971. These two years will serve as benchmarks for our instrumental variable estimation (see below, section 5.1). Finally, data on population and value-added at provincial level are taken from the National Institute of Statistics (ISTAT).
Innovation variables
Our dependent variables are self-reporting answers to survey questions. With regard to the adoption of innovation, firms had to answer the question: "During the three survey years, did the firm make any product and/or process innovations?". Starting from this question we build three dummy variables: (1) IN N OV AT ION , which is equal to 1 if the firm adopted a product and/or a process innovation and 0 otherwise, (2) P ROCESS, which is equal to 1 if the firm adopted a process innovation and 0 otherwise, and (3) P RODU CT , which is equal to 1 if the firm adopted a product innovation and 0 otherwise.
As shown in Table 2 , 47.5% of the firms in our sample stated they had adopted process innovation, while product innovation was adopted by only 27% of firms. In both cases, the likelihood of introducing innovations increases with firm size and is higher for firms that make expenditure on R&D.
Financial variables
Our key explanatory financial variables are: (i) the duration of the bank-firm relationship, RELAT ION SHIP ; (ii) the size of the local banking system, BRAN CHES; (iii) the functional distance of the local banking system, F -DIST AN CE.
RELAT ION SHIP is computed as the natural logarithm of one plus the length in years of a relationship between the firm and its main bank. The length of the main relationship is drawn from firms' responses to a survey question which asks for how many years the bank that holds the largest share of the firm's debt in the last year of the survey has been its main bank. Since the questions on innovation adoption refer to the whole three-year survey period, we antedate the length of the bank relationship to the first year of the survey by subtracting 3 from the years reported by firms and set at zero the negative values (i.e., bank ties lasting for less than three years) 13 . Specifically: from the second one and 3,106 from the last wave.
RELAT ION SHIP
BRAN CHES is computed as the ratio of bank branches operating in the province to resident population, while F -DIST AN CE is computed as indicated in equation (1), by weighing, alternatively, each local branch by the kilometric and cultural distance with respect to the headquarter of its own parent. Table 2 reports the summary statistics of the financial variables for the pooled sample and shows that the average firm has a relationship with its main bank lasting more that thirteen years and operates in a province where there are 5.7 branches per ten thousand inhabitants and the functional distance of the average branch from its headquarter is approximately 155 kilometers.
Control variables
In our regression analysis we control for a number of firm characteristics that are expected to affect innovation adoption and, for the sake of comparison, have been already considered by the previous literature on finance and innovation (Ferri and Rotondi 2006 , Herrera and Minetti 2007 , Benfratello et al. 2008 14 .
To the extent that innovation projects entail fixed costs and high level competencies, large firms should be better equipped than small firms to introduce new technologies and products.
firms.
14 A detailed description of these and all other variables used in the empirical analysis is reported in Appendix A.
Moreover, large firms are more transparent and less likely to be rationed than small firms. Hence, we control for firm size, measured as number of employees (EM P LOY EES). To allow for possible non-linearities, we construct six dummy variables for the classes of employees: 11-20, 21-50, 51-100, 101-250, 251-500, and more than 500, where the first class is taken as reference category. In our sample, the average (median) firm has 90 (32) workers, but there is a predominance of small and medium enterprises, since 67 (82) per cent of the sample has less than 50 (100) employees.
Then we control for firms' age, AGE. In this case the expected association with innovation is ambiguous. Old firms are typically informationally more transparent and can therefore fund innovation projects easier. However, old firms are also in the mature phase of their life cycle when the introduction of innovations, especially of new products, proceeds slowly. Hence we introduce into the regression also the square of age.
As an additional control for firms' transparency we introduce a dummy variable CORP ORAT ION that takes the value 1 if the firm is a corporation and 0 otherwise. Corporations are required, and are inclined, to disclose a great amount of information on their activity and have a wider access to other sources of external finance alternative to bank credit.
Fourth, we control for the firms' propensity to innovate and export, both expected to affect innovation positively. The former, R&D, is measured by the expenditure on research and development per employee deflated by the ISTAT's price index by industrial sector; the latter, EXP ORT , is proxied by a dichotomic variable that takes the value of 1 for firms exporting a share of their sales and 0 otherwise.
Finally, as proxies for firm's efficiency and for networking we introduce two dummies. The former, ISO9000, takes the value of 1 for firms whose production process and product qualities have been certified by the European Union. The latter, CON SORT IU M , takes the value of 1 if the firm belongs to one or more credit, export and/or research consortia and 0 otherwise.
We also add controls for the logarithm of the real value-added at the provincial level (V ALU E ADDED) and for unobserved geographic, technological and cyclical specificities by introducing 17 regional dummies 15 , 21 industrial sector dummies (following Ateco2000 2 digit classification) and 3 wave dummies.
5 The evidence
An empirical model of innovation diffusion
We estimate a pooled probit model for the probability of a firm i located in province j adopting an innovation I during the survey period t as a function of financial variables and the other control variables described in the previous section:
where the dependent variable is, alternatively, IN N OV AT ION , P ROCESS and P RODU CT and Φ is the normal distribution function. All our three financial variables can be endogenous to innovation and can be jointly affected by unobserved factors. For example, both BRAN CHES and F -DIST AN CE could be driven by the level of local economic development, such that they cannot be considered exogenous with respect to firms' innovative capacity: more innovative firms will grow faster, fostering local development and promoting the opening of new branches and the acquisition of local banks.
Similarly, the length of the bank relationship could be jointly determined with the innovation choice. For example, a firm that is planning the introduction of a new technology during the research period can construct stable and exclusive ties with a bank to give it the opportunity to know the firm and correctly evaluate the innovative projects. Conversely, if a long-lasting tie with the main bank gives it the power to extract rents from innovation projects, when planning innovation the firm can decide to interrupt the relationship. Finally, both financial variables and innovation decision may be jointly driven by another omitted variable.
To address endogeneity and omitted variable problems we estimate equation 3 by instrumenting F -DIST AN CE, BRAN CHES, and RELAT ION SHIP with factors that are likely to be correlated with such variables, but not with innovation decisions. We follow Guiso et al. (2004) and impose the regulatory structure of the Italian banking system of 1936 and 1971 as the true exogenous factor. The geographical distribution of banks and branches in 1936 came about as a response to the 1930-1931 banking crisis and did not follow the strict logic of profit. Guiso et al. (2004) show that the number of branches per inhabitant and their distribution by size in 1936 were unrelated to the regional economic development of the time and can therefore be considered strictly exogenous with respect to innovation decisions in subsequent years. Moreover, the geographical distribution of branches in 1936 was significantly correlated with the local banking development in the 1990s.
In this spirit, we construct seven instrumental variables at the provincial level: (1) (7) the average annual number of branches opened by entrants in a province over the eight-year period preceding the wave. The choice of 1971 was dictated by the fact that data on the branch distribution by bank were not published before this year. However, since the structure of the Italian banking system remained substantially unaltered until the end of the 1970s (Ciocca 2001) , we take the functional distance indicator at 1971 as a valid instrument. Table 3 shows that, in our sample, the financial variables and the proposed instruments are generally significantly correlated. Notes: * significant at 5%. Correlations refer to the pooled sample of 9,806 observations, made up by 3,194 observation from the first wave, 3,506 from the second one and 3,106 from the last wave. Table 4 presents the results of probit estimates of equation 3 regarding the determinants of the likelihood of firms introducing innovation, while the IV estimates are reported in Table 5 . At the bottom of that Table, we report the Conditional Likelihood Ratio (CLR) test proposed by Rivers and Vuong (1988) , which assesses the joint statistical significance of the residuals from the first-stage OLS regression in the structural probit equation (Wooldridge 2002) . The test generally rejects the null hypothesis of exogeneity of the financial variables, both when they are added in the model one by one (columns 1 to 4, except for F -DIST AN CE SC) and all together, suggesting the need for an IV approach. Instrumental variable estimation is known to rely on (1) a significant correlation between the instruments and the endogenous variables, and (2) the absence of correlation between the excluded instruments and the error term of the structural equation. We verify the validity of the first assumption from the estimates of the first stage regressions. In particular, referring to specifications in columns 5 and 6 of Table 5 , we observe that all the instruments exhibit a significant (at 1 per cent level of confidence) partial correlation with F -DIST AN CE indicators and BRAN CHES, while the length of the relationship is significantly correlated only with the Herfindahl-Hirschman index of concentration of banks branches in 1971 and with the share of branches owned by large banks in 1936 17 . In any case, for all the first stage regressions, the F-test rejects the null hypothesis that the instruments are jointly insignificant. Concerning the second assumption, the Sargan overidentification does not reject the null of non correlation between the excluded instruments and the error term of the structural equation. The only exception is for F -DIST AN CE SC (column 4), but in this case the CLR test fails to reject the null hypothesis of exogeneity.
Results

Financial variables
When considered one by one, financial variables are all significantly correlated to innovation and have the expected signs (Table 5 columns 1-4). Like in Ferri and Rotondi (2006) and Herrera and Minetti (2007) , RELAT ION SHIP has a negative impact on the probability of introducing an innovation, but its effect proves to be positive once the variable is instrumented. Similarly, branch density in the province boosts innovation adoption by local firms confirming the findings of Benfratello et al. (2008) . The signs of F -DIST AN CE KM and F -DIST AN CE SC coefficients are negative both in the probit and IV probit estimates even if, after instrumenting, their magnitude is more than doubled.
To assess the economic significance of our findings, we calculate the average impact that a change from the first to the third quartile of each financial variable distribution has on the predicted propensity to innovate instead of the more traditional marginal effects Referring to the first four columns of Table 5 , we find that the length of the credit relationship has the largest impact: a firm that has operated with a bank for 19 years has a probability of introducing innovation equal to 70.6 per cent, compared with 45.8 per cent for a firm with a credit relationship five years long. The economic impacts of a change in branch density and functional distance are smaller. The former raises the likelihood of innovation adoption by 5 percentage points, while the latter reduces that probability by 6 percentage points (3.4% when functional distance is measured in terms of social capital).
Nevertheless, to really understand the channel through which the financial system boosts innovation, one should compare the effects of the financial variables when they enter simultaneously in equation (3). In this case (columns 5 and 6), only the functional indicators preserve their statistical and economic significance. Although this finding proves valid regardless of the use of the distance indicator, the effect of these two measures has a different magnitude. In fact, the likelihood of introducing an innovation is reduced by 5.7 percentage points when F -DIST AN CE KM increases from the first to the third quartile of its distribution (column 5), while the same change causes a drop in the probability to innovate of four percentage points with F -DIST AN CE SC (column 6). Finally, the estimated effect of BRAN CHES on the probability of firms introducing innovations becomes much smaller and statistically not significant, consistent with the findings of Herrera and Minetti (2007) who, however, do not instrument branch density. Unlike Herrera and Minetti, instead, we do not obtain significant effects even for the length of bank-firm relationship whose coefficient in the IV estimates 5 and 6 appears to be statistically not different from zero and even smaller in modulus.
As a second step, we analyze process and product innovations separately 18 . As suggested by the literature, the former typically aims to reduce production costs and entails new machinery requiring large fixed investments and external finance, while the latter is targeted at improving product characteristics and requires a lower amount of fixed costs, but also need for lower secrecy reducing the risk of informational capture by the main bank.
Consistent with the importance of finance for process innovations, we find that the impact of the financial variables in stimulating the diffusion of this type of innovation is statistically more significant (Table 6 ). However, once again it is the geographical organization of banking systems that seem to be the main financial factor driving the adoption of new technologies, as testified by the estimates in columns 5 and 6, where only F -DIST AN CE preserves its statistical significance.
As regards product innovations, on the whole the coefficients on functional distance and branch density are less significant than for process innovation (Table 7) . When financial variables are included separately (columns 1-4), they are significantly correlated to the decision of introducing new products, with the exception of F -DIST AN CE SC.
With regard to the economic impact of financial variables on the two types of innovation, functional distance is more important for process than for product innovation. By contrast, BRAN CHES and RELAT ION SHIP exert a greater effect on the adoption of new products. More precisely, replicating the exercise on the changes from the first to the third quartile of the financial variable distributions we described above, we can observe that a change in F -DIST AN CE KM and F -DIST AN CE SC reduces the probability of introducing a product (process) innovation by 4.3 (7.8) and by 1.1 (5.0) percentage points respectively. A similar change in BRAN CHES raises that probability by 3.7 (7.5) percentage points, while when RELAT ION SHIP is at the third quartile of its distribution the likelihood of observing a product (process) innovation is 26.7 (27.5) percentage points higher than when RELAT ION SHIP is at the first quartile
In the full specification (column 5), both RELAT ION SHIP and F -DIST AN CE KM are slightly significant at the 10 percent level, while BRAN CHES does not show any significant effect. In this case, the usual back-of-the-envelope calculations point out that the length of the credit relationship is much more important than functional distance for the decision of introducing new products. Increasing from 5 to 19 years the length of the relationship raises the likelihood of introducing a product innovation by 30 percentage points, while the negative effect due to a comparable change in functional distance is about one sixth of that.
Thus, looking at the effects of the financial variables in the full specification, we find evidence of a differentiated effect on innovation adoption. Functional distance is a major impediment to the introduction of process innovations, but it is a less significant constraint to projects aimed Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. Probit regressions report coefficients and the associated robust standard errors in brackets. The baseline for EM P LOY EES is the size class 11-20 employees. Each regression includes (3) wave, (21) sector and (17) regional dummies and a constant, not shown for reasons of space. As diagnostic, the Table reports the Wald χ 2 statistic for the likelihood ratio test of the goodness of fit of the regression and the Pseudo-R 2 . AGE 2 is divided by 100.
at introducing product innovations, especially when the distance is measured in terms of social capital. By contrast, the length of the credit relationship is negatively associated with the probability of introducing product innovations, while it has no significant effect on the likelihood of adopting process innovations. The survival of a positive correlation of RELAT ION SHIP for product and not for process innovation in the full specification and its greater economic impact on the former confirm previous findings of Herrera and Minetti (2007) , who suggest that the lower need for secrecy for product innovation makes relationship lending more effective for financing Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. IV probit regressions are estimated with Newey's two-step estimator (IVPROBIT using Stata 10 SE package). Additional instruments include CCB 1936 , SB 1936 , BIG 1936 , HHI 1971 , EN T RAN T S, F -DIST AN CE KM 1971 (excluding column 2) and BRAN CHES 1936 (excluding columns 3-4). The baseline for EM P LOY EES is the class 11-20 employees. Each regression includes (3) wave, (21) sector and (17) regional dummies and a constant, not shown for reasons of space. As diagnostic, the Table reports the Wald χ 2 statistic for the likelihood ratio test of the goodness of fit of the regression, the p-value of the conditional likelihood ratio (CLR) test of exogeneity of the endogenous regressors and the p-value of the Sargan test for over-identifying restrictions (the null is the validity of the instrument set). AGE 2 is divided by 100.
product than process innovations 19 . Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. IV probit regressions are estimated with Newey's two-step estimator (IVPROBIT using Stata 10 SE package). Additional instruments include CCB 1936 , SB 1936 , BIG 1936 , HHI 1971 , EN T RAN T S, F -DIST AN CE KM 1971 (excluding column 2) and BRAN CHES 1936 (excluding columns 3-4). The reference category for EM P LOY EES is 11-20 employees. Each regression includes (3) wave, (21) sector and (17) regional dummies and a constant, not shown for reasons of space. As diagnostic, the Table reports the Wald χ 2 statistic for the likelihood ratio test of the goodness of fit of the regression, the p-value of the conditional likelihood ratio (CLR) test of exogeneity of the endogenous regressors and the p-value of the Sargan test for over-identifying restrictions (the null is the validity of the instrument set). AGE 2 is divided by 100.
Control variables
Firm-specific control variables are broadly significant and with the signs consistent with the previous studies of Ferri and Rotondi (2006) , Herrera and Minetti (2007) and Benfratello et al. (2008). The dummies for size are all positive and increasing in modulus, suggesting that larger firms are more likely to adopt innovations. The coefficients on age and age squared are not always significant, but generally AGE has a U effect, suggesting that the transparency benefit of age allows firms to easily fund the introduction of new technologies, overcoming the negative effect on innovation capacity due to the shift towards the mature phase of the firms' life cycle. Only for product innovations, when the length of the relationship is excluded, does AGE exhibits an inverted U effect on product innovations, as found also by Benfratello et al. (2008) , indicating that being in the mature phase of the life cycle hampers the introduction of new products by old firms. Corporations, firms that are more efficient (ISO9000 = 1), invest more heavily in R&D, export part of their production abroad and are members of a credit, export or research consortium, are more likely to introduce innovations. More specifically, the positive effect of being international competitors, engaged in R&D and part of a consortium boosts both process and product innovations. On the other hand, in contrast with Herrera and Minetti (2007) , CORP ORAT ION is slightly significant at 10 percent level for product innovation, while it does not affect process innovation 20 .
Conclusions
This chapter investigated the channels through which the supply of finance could help spur innovation by firms. The existing literature focuses mainly on the importance of strong ties between the firm and its main bank and on the aggregate size of the local banking system. Relationship lending, measured by the length of the credit relationship, represents a way in which the bank can extract soft information about a firm's innovative projects (Herrera and Minetti 2007) . The number of local bank branches serving the resident population, instead, is a measure of the availability of external finance for local firms: where information problems make credit markets geographically segmented, a more developed local banking system improves the selection, assessment and monitoring of opaque investment projects like the introduction of new technologies and products (Benfratello et al. 2008) .
In this chapter we argued that the effectiveness of a local banking system in acquiring and processing soft information on local innovative firms depends on the geographical distribution of banks' decisional centres. Since transmitting information across the distant hierarchical levels of a bank is an imperfect and costly activity, a banking system which is functionally close to local firms can be expected to be better suited to overcome information asymmetries and fostering innovation adoption.
We validate this hypothesis by evaluating the relative importance of relationship lending, branch density and functional distance on the propensity to innovate by a large and representative sample of Italian manufacturing firms. Once the endogeneity of these financial variables have been taken into account, we are able to confirm that, considered one by one, the length of the credit relationship and branch density spur innovation, while functional distance represents a hindrance. However, when we include the three variables together, we find that, generally, only functional distance remains statistically significant. Yet, when we distinguish between process and product innovation, the results point to a stronger effect of functional distance on the former, which typically requires a larger amount of lumpy investment in new machinery, and an additional impact of relationship lending on the latter, consistent with the reduced importance of secrecy and the related hold-up problems for product innovation.
Concluding, our results testify to the relevance of external finance for innovation adoption. A well developed banking system can reduce financing constraints and improve resource allocation. However, despite improvements in information and communication technologies, the time elapsed from the beginning of bank consolidation process and the progress in the regulatory integration of credit markets, the geographical organization of banking systems and the spatial distribution of banks' decisional centres still represent key variables for the effectiveness of finance in spurring innovation diffusion across a country and the development of local economies. All this suggests that to appraise the changes in the geography of banking industry occurred in the last decades and, mostly, the future prospects of financial integration it is needed to caring mediate the benefits banks' efficiency and competition with the costs of increasing centralization of banking system and the risks of decline in the economic and financial power of peripheral regions 21 .
A List of variables
IN N OV AT ION , by firm, is a dichotomous variable which is equal to one if the firm introduced a process and/or product innovation in the three-year period covered by each survey. Source: Unicredit's Surveys.
P ROCESS, by firm, is a dichotomous variable which is equal to one if the firm introduced a process innovation in the three-.year period covered by each survey. Source: Unicredit's Surveys.
P RODU CT , by firm, is a dichotomous variable which is equal to one if the firm introduced a product innovation in the three-year period covered by each survey. Source: Unicredit's Surveys.
F -DIST AN CE KM , by province, is a measure of functional distance, computed as the ratio of branches weighted by the logarithm of 1 plus the kilometric distance between the province of the branch and that where the parent bank is headquartered, over total branches in province j (see Section 4 for details). Source: authors' calculations on Bank of Italy data. V ALU E ADDED, by province, is the logarithm of the real value-added. Source: ISTAT.
EM P LOY EES, by firm, is the number of workers, divided into six categories: 11-20, 21-50, 51-100, 101-250, 251-500, and more than 500, where the first class is taken as reference category. Source: Unicredit's Surveys.
AGE, by firm, is the age, in years since the foundation of the firm. Source: Unicredit's Surveys.
CORP ORAT ION , by firm, is a dummy equal to one if the firm is a corporation. Source: Unicredit's Surveys.
R&D, by firm, is the ratio between the expenditures in research and development peremployee, deflated by the ISTAT's price index by industrial sectors. Source: authors' calculations on ISTAT data and Unicredit's Surveys.
EXP ORT , by firm, is a dummy equal to one if the firm exports a share of its sales. Source: Unicredit's Surveys.
ISO9000, by firm, is a dummy equal to one if the firm is ISO9000 certified. Source: Unicredit's Surveys.
