I shall assume an acquaintance with the notation and general spirit of [1] . Our object is to prove the following two complementary results. The proof of Theorem 1.1 uses the same ideas as the proof in [1] and the extra complications are of a technical nature. On the other hand the proof of Theorem 1.2 is easy and quite instructive. We shall therefore begin with it.
The Counter Example.
There is no extra difficulty in proving the following slightly stronger result. 
but if S is a non zero distribution with | S(n) \ = 0(^(\n |)) as \ n \ -> oo then the support of S is the whole circle T .
This follows by simple manipulations ; once we have the following lemma : Proof.
-(I should like to thank Yves Meyer for turning a long, old fashioned proof into a modem short one.) Suppose the result is false for some particular N > 1 , 6,77 > 0 . Choose closed intervals J(l), J(2), . . . ,J(w) each of length less than 5/4 such that w U J (k) = T. We know that for each m > 1 we can find a distri- Now there must exist a 1 < ^o < w such that fc(m) takes the value ko infinitely often. We choose w(l) < m(2) < . . . such that k(m(j)) = A:o and so
By inspection there must be a weakly convergent subsequencê i(r) -> T say, and we have then
Conditions (i) and (ii) means that T is a non zero trigonometric polynomial and can thus have only a finite number of zeros. This contradicts condition (iii) and so the result is proved by reductio ad absurdum. o
Proof of Theorem 1.2'. -We first construct integers N(r) and real numbers e(r) > 0 by the following inductive procedure.
Set N(O) = 0 and e(0) = 1 . When N(5) and e(s) have been constructed for all r > s > 0 with e(r) < e(r -!)<...< e(0), proceed as follows. Choose N(r + 1) so that 
By Lemma 2.1 we can now find an e(r) > e(r + 1) > 0 such that, if S is a distribution with 
Now suppose S is a non zero distribution with |S(^)| = 0(^p(\n\)).
Then conditions (3\ and (4)y will be automatically satisfied for large r . Thus (5)y will be true for all large r and so supp S = T (since supp S is closed).
Remark. 
then the conclusion of that theorem still holds.
Preliminary Remarks.
There is no loss of generality in taking ^ to be a decreasing continuous positive function [ 1 , °°) -^ R such that
(The argument is not difficult, but details can be found in [1].)
All we need to obtain Theorem 1.1 is the following lemma.
LEMMA 3.1.
-Given e , 17 > 0 we can find an /E C(T) such that In order to construct / we need, just as in [1] a function h whose derivative is never close to any particular value for very long. To simplify our later computations, we make h piecewise linear. 
Proof -We construct a function h^ (which will turn out to be, essentially, h) in a series of inductive steps. To be more precise, once we have defined a^ > 0 and h on the interval [0,a^] we then define an a^^ > a^ and construct h on the interval [^,a^J . The details follow. Observe first that condition (2) implies the existence of an N(O) such that, if n > N(O), then
implies that (^(u)) 2 > u-^^ for all 2" +l > u > 2" and that 2"(j3^(2")) > 10 20 , and also
Now suppose a,n > 0 and AQ :
/2 ) we set a^+i=a^ and complete the inductive step at once.
If (<3^(2"'))
2 > 2-'" o+a / 2) , we choose some integer N^ with (III) 1 000 N^ > 2"' i3^(2'") > 100 Nâ nd choose /"". with
in such a way that, writing 
On the other hand, if m > N(l) and ((3^(2 W )) 2 < 2 -w(l+a/2) , then, by (I') and (II), <^(r) =0 for T 1 -!-1 < r < 2 W+1 and sô
required.
As we said above, h^ will be essentially our h but there is one trivial technical modification that we make, simply to ensure that h (27r) = 0 mod 27T. It is not central to the proof and the reader may ignore it. Observe first that by suitable choices of the N^ (subject to condition (III)) we can ensure that for some m(0)> N(l) and some r(0) we have 2 < r(0) < N^) -2 ,
We write h(y) = h^y) for 0 < y < a^ + ^ /^^ and r-i and h t (x)> 2" > 2 W+1 > h\y) . Property (6) is thus proved.
We observe also that if27r>;c>0, x^B, then a^^ > x > aŵ here (^(2 W )) 2 > 2- w(l+^2) and so by (I) and the fact tha^t
and property (8) 
) and ^p(u) > 10^(2^). Thus looking at (V) and (III), and at (VII), we see that y G B , | h'(y) -u \ < (C^(u))~1
implies a^ ^ a^^ and a^ < y < a^^ , so that using (V), (III) and (VII) again we have
< 3 max {/^ : 1 <r< N(w)} = c^d,).
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(Note that to simplify the computations we have taken C much larger than it need be.) Property (7) follows and the proof is complete.
a Although the proof above is quite long, the reader should see that the underlying idea is very simple and the details not very important.
The Construction.
Let h be as in Lemma 3.2. Choose g E C(T) such that (9) g is infinitely differentiable 
ZTT '
We set / = g o h and make the following claim. We note at once that, writing B = {&o ,6^ , . . . , b^} with 0 = &o < &i < . . . < b^ = 2?r, we have h linear on [b^_ ^ , &J with h(b^_^== h(b^) = 0 mod 2ir [1 < t < u] so that conditions (9), (10), (11) and (12) If we can prove this, then Theorem 1.1 will follow. The rest of the paper will thus be devoted to estimating | f(r) \.
We note first that, since / is real values, we need only consider the case r > 1 . We choose some 1/10 > 6 > 0 and set X = [0,&J , Y = [bj,, 27r] where 0 < k < u is chosen so that h'(x) < r 1 -6 for x G X\B and h 1 (x) > r 1 -6 for x G Y . Before starting this, we remind ourselves of which quantities are fixed and which are free.
(16) The function g and the number M, K (and consequently C) will be taken as fixed once and for all. 
The second form of Van der Corpufs Lemma (Lemma 3.2(ii) [ 1 ]) has been absorbed into the estimates that follow.
The Estimates.
From condition (3) near the beginning of § 3 it is clear that if § is small enough depending on a or, more formally, (22) 0<5<6o(a) for some 6o(a) depending on a then (23) For any A>1 the condition (<^(r)) 2 > A r^0 for some r l~f) <t<4r implies that ((^Q?)) 2 > As-^3^2 for all r l -6 <s<4r.
Specialising, we draw two conclusions. Firstly (24) (^(r)) 2 > r^0 for some r 1 -6 < t < 4r implies that <^(5) > 5~ ! for all r 1 -6 < 5 < 4r .
(25) (P^p(t)) 2 > r^0 for some r 1 -6 < r < 4r implies that (^M) 2 >/--(^+3)/2
Let us make the further condition Proof. -By the definition of Y we have, using condition (8) of Lemma 3.2
There are 2 cases to consider according as UQ <s r or KQ > r .
If ^o < r , then (25) shows us that (j8^(r)) 2 > r-^3^2 and so, using (2), we have
which is the desired result.
On the other hand, if UQ > r , then by continuity (^(^o)) 2 -u-^-l and so u^ = (^(^o))" 2^4 ' 0 > (^(^o))~1 (since 1 > ^(u^) > 0 and 2 > a 4-1 > 1) . But ^ is decreasing, so \Q > UQ > (j3(^(r))~1 in this case also. We move on to the second case. Proof -Pick an integer P > (5~1 + 1) (M + 1) + 10 . Since g is infinitely differentiable, we have i^KBo^.P)ŵ here B()(^,P) depends on g and P only. Thus, since ^(q,r)< 1 (trivially) we have Casediia) : Suppose (^(r)) 2 < r^0 for all r 1 -6 < r < 4r . Then, using the notation and some of the arguments of Lemma 5. 
C^(r/q) 2q C^(r/q) 2q
Further (provided that r 6 > q > 1 and so r > r/^ > r 1 " 6 ) we have from (33) that | Y(2) | < C^(r/q) and so 
F -\ exp(i(qh(x) -rx))dx

