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1. Introduction and preliminaries
Let K denote the field of real or complex numbers. An absolute valued algebra over K is a nonzero algebra A over K,
endowed with a norm | · | satisfying |xy| = |x||y| for all x, y ∈ A. The most natural examples of absolute valued algebras
are R, C, H (the algebra of Hamilton quaternions), and O (the algebra of Cayley numbers), with norms equal to their usual
absolute values. Since the early paper of Albert [1] where it is proved that the only finite-dimensional absolute valued
algebra is C in the complex case and R,C,H and O in the real one, absolute valued algebras have been intensively studied
by many authors [1–9], in most cases, the results arising in the literature reduce to settling the conditions on an absolute
valued algebra assuring that such an algebra is finite dimensional. All such results rely more or less deeply on the famous
Urbanik–Wright theorem [10] asserting that R,C,H and O are the unique absolute valued real algebras with a unit.
Clearly, any finite-dimensional absolute valued algebra is a division algebra, conversely, absolute valued division algebras
are finite dimensional [11]. It is easy to see that if two norms on a finite-dimensional algebra convert it into an absolute
valued algebra, then they must coincide (see for instance the survey paper [9]). From here, it is also clear that any
isomorphism between two finite-dimensional absolute valued algebras f : A → A′ is isometric. Indeed, we can define a
new norm on A by |x|′A := |f (x)|A′ that makes A an absolute valued algebra, finally the uniqueness of the absolute value gives
us |x|A = |x|′A = |f (x)|A′ . We note that homotopical techniques in the study of absolute valued algebras were introduced
in [12, Section 3], becoming the results in this reference, a motivation for the present paper.
A two-graded algebra A is aK-algebrawhich splits into the direct sumA = A0⊕A1 ofK-subspaces, (called the even and the
oddpart respectively), satisfyingAαAβ ⊂ Aα+β for allα,β inZ2. IfA is a two-graded algebra, its underlying algebra (forgetting
the grading) will be denoted by Un(A). A homomorphism f between two-graded algebras A and B is a homomorphism from
Un(A) to Un(B)which preserves gradings i.e.:
f (Aα) ⊂ Bα
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for all α ∈ Z2. The definitions of epimorphism, monomorphism and isomorphism of two-graded algebras are the obvious
ones. A two-graded absolute valued algebra is defined as follows:
Definition 1.1. A two-graded absolute valued algebra, (two-graded a.v.a.), is a nonzero two-graded algebra A = A0⊕A1 over
K, K = R or C, endowed with two norms | · | : Ai → K, i = 0, 1, such that
|xixj| = |xi||xj|
for any xi, xj ∈ A0 ∪ A1.
Let us note that the absolute value condition on the product only holds for the homogeneous elements in A.
Clearly, if we fix xi ∈ Ai, i = 0, 1 with |xi| = 1, then the restrictions to the homogeneous parts Aj of the left and right
product operators L(xi), R(xi) : A→ A, defined by L(xi)(y) := xiy and R(xi)(y) = yxi, are isometric. Two-graded a.v. algebras
has been introduced and studied in [13] in order to give a unifying viewpoint of the absolute valued structures.
Let T be a vector space over K. We say that T is a triple systemif it is endowed with a trilinear map
〈 〉 : T × T × T → T ,
called the triple product of T . Triple systems appear in the literature as the natural ternary extension of algebras and have
been studied by many authors in different contexts. In the absolute valued setting we have the following definition:
Definition 1.2. An absolute valued triple system, (a.v. triple system), is a nonzero triple system T overK,K = RorC, endowed
with a norm | · | that satisfies |〈xyz〉| = |x||y||z| for any x, y, z ∈ T .
An isomorphism f between a.v. triple systems (T , 〈 〉) and (T ′, 〈 〉′) is a bijective linearmapping from T onto T ′ satisfying
f (〈xyz〉) = 〈f (x)f (y)f (z)〉′
for any x, y, z ∈ T .
Any absolute valued algebra A can be seen as an a.v.triple system, with the same norm, by defining for instance the triple
product as 〈xyz〉 := (xy)z. Thenwe have that the class of absolute valued algebras is related to the class of a.v. triple systems.
Moreover, givenu ∈ T with |u| = 1,we can consider the absolute valued algebra T u as the euclidean space T with theproduct
xy := 〈xuy〉. We will say that T u is the u-associated absolute valued algebra of T . Since dim(T ) = dim(T u), |u| = 1, Albert’s
result gives us that any finite-dimensional a.v. triple system has dimension 1 in the complex case and 1, 2, 4 or 8 in the real
one, and that the absolute values are the usual euclidean norms. So, the Ref. [14] gives the first approach to the classification
of finite-dimensional a.v. triple systems. By considering T u, |u| = 1, and taking into account the above observations on
absolute valued algebras, we also obtain that if we have two norms on T converting it into an a.v. triple system, then they
must coincide; and that any isomorphism between two finite-dimensional a.v. triple systems is isometric. Absolute valued
triple systems has been introduced and studied in [15], [13, Section 4], [16] and [17].
We will use the degree of a continuous spherical map f : Sn → Sn, deg(f ), Sn := {x ∈ Rn+1 : |x| = 1}, as usual (see for
instance [18, Definition 4.1, Chapter IV, p. 64]).
We will also make use of the triality property for A ∈ {R,C,H,O}: Denote by O(n), n ∈ {1, 2, 4, 8}, the group of linear
isometries of Rn and by SO(n) = {α ∈ O(n) : det(α) = 1}. Given α ∈ SO(n), n = 1, 2, 4, 8, there exist β, γ ∈ SO(n) such
that
α(xy) = β(x)γ (y)
for all x, y ∈ A, where the juxtaposition means the standard product in A. This triality property is easy to establish for
A ∈ {R,C,H}. ForO, it is a direct application of the triality principle for similitudes (see for instance [19] or [20]), asserting
that for any α ∈ SO(8) there are β, γ ∈ SO(8) such that α(xy) = β(x)γ (y) for all x, y ∈ R8 being β and γ unique up to the
sign. Taking also into account the fact that linear isometries which are not proper, (belong to O(n) \ SO(n)), are composition
of proper ones, (belong to SO(n)), with the standard involution we get that given δ ∈ O(n)\ SO(n), n = 1, 2, 4, 8, there exist
, µ ∈ SO(n) such that
δ(xy) = (y) µ(x)
for all x, y ∈ A, where — denotes the standard involution in A, and the juxtaposition means the standard product in A.
The paper is organized as follows. To introduce homotopical methods in the frameworks of two-graded a.v.a. and a.v.
triple systems, we need to refine and improve the previous known description of two-graded a.v.a. and a.v. triple systems.
Sections 2 and 4 are devoted to this topic. In Section 3 we introduce a homotopy notion for two-graded a.v.a. so as to give
a homotopical classification theorem. In Section 5 we do the same for a.v. triple systems. In Section 6 we study the relation
between two-graded a.v. algebras and a.v. triple systems by characterizing the fact that an a.v. triple system is the odd
part of a two-graded a.v.a. and by given a useful homotopical result about this fact. Finally, in Section 7 we note that the
homotopical classifications of two-graded a.v.a. and a.v. triple systems given in Sections 3 and 5 respectively, as well as the
homotopical result in Section 6 open a door to new tools in the study of these absolute valued structures.
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2. On two-graded absolute valued algebras
Taking into account the comments in Section 1, that two-graded a.v. algebras with trivial odd parts are nothing but
absolute valued algebras and that one-dimensional absolute valued algebras are well known, from now on the finite-
dimensional two-graded a.v. algebras B = A× Awill be supposed to have Rdim(A), with dim A = {2, 4, 8}, as the underlying
euclidean space of A ∈ {C,H,O}.
In order to develop the homotopical techniques for two-graded a.v. algebras in the next section, we firstly need to refine
the following description of two-graded a.v. algebras and the isomorphism condition given in [13, Theorems 2.1 and 2.2].
Theorem 2.1 (5, Theorem 2.1). Any finite-dimensional two-graded a.v.a., with nonzero odd part, B is of the form= A× A with
the product
(x, y)(z, t) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z)), x, y, z, t ∈ A,
where any αi : A× A→ A (i = 1, 2, 3, 4) takes one of the possible forms:
(a) (x, y) 7→ βi(x)γi(y), or
(b) (x, y) 7→ βi(y)γi(x)
for some linear isometries βi and γi of A.
By denoting as (A× A)α1,α2,α3,α4 the above two-graded a.v. algebras.
Theorem 2.2 (5, Theorem 2.2). A couple of two-graded a.v. algebras
(A× A)α1,α2,α3,α4 , (A× A)α′1,α′2,α′3,α′4
are isomorphic if and only if there exist linear isometries f , g : A → A such that f α1 = α′1(f × f ), f α2 = α′2(g × g),
gα3 = α′3(f × g) and gα4 = α′4(g× f ), where the meaning of f × f is the map A×A→ A×A such that (a, b) 7→ (f (a), f (b)).
First, we observe that the two possibilities for the αi’s in Theorem 2.1 are excluding as the following Lemma shows:
Lemma 2.1. Let A be a non-commutative, (real), finite-dimensional absolute valued algebra. Then, there are no linear
automorphisms α, β, γ , δ : A→ A such that α(x)β(y) = γ (y)δ(x) for all x, y ∈ A.
Proof. If α(x)β(y) = γ (y)δ(x) for all x, y ∈ A, we can easily prove that there are linear automorphisms f , g : A → A
such that xf (y) = yg(x) for all x, y ∈ A. Then g(x) = xf (1) and xf (y) = y(xf (1)) hence x = f −1(1)(xf (1)). Thus
f −1(1)−1x = xf (1) for all x. Therefore f −1(1)−1 = f (1) = λ1 where λ ∈ R. So g(x) = λx for all x ∈ A and we have
xf (y) = λyx for any x, y ∈ A. Making x = 1we get f (y) = λy for all y. Hence xy = yx for all x, y ∈ Awhich is impossible. 
Taking also into account the fact that linear isometries which are not proper are composition of proper ones with the
standard involution, the product of any αi in Theorem 2.1 can be written in any of these eight forms:
(x, y) 7→ βi(x)γi(y4),
(x, y) 7→ βi(y4)γi(x) (1)
with βi, γi ∈ SO(n), n ∈ {2, 4, 8}, and ,4 either the identity or the standard involution in A.
In the theory of absolute valued algebras A, it is usual to describe them up to conjugation, (standard involution in A). That
is, taking into account that the standard involution A gives us an involutive isomorphism between (x, y) 7→ βi(x)γi(y4)
and (x, y) 7→ γ ′i (y4)β ′i (x) being
β ′i (a) := βi(a) and γ ′i (a) := γi(a) (2)
for any a ∈ A, the set of absolute valued algebras is then divided in two isomorphic classes. Hence, it is comfortable
to fix one on them and work in it. Usually it is fixed the one formed by the absolute valued algebras with products
(x, y) 7→ βi(x)γi(y4).
For our purposes, it is also enough to consider the class of two-graded a.v. algebrasmodule conjugation. That is, taking into
account Theorem 2.2, we can consider the involutive conjugation isomorphisms between two-graded a.v. algebras by taking
f , g either the identity or the standard involution. Given now any two-graded a.v. algebras B = A× Awith product
(x, y)(z, t) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z))
where
(i) αi(a, b) = βi(ai)γi(b4i) or (ii) αi(a, b) = βi(bi)γi(a4i),
the isomorphism determined by f = g = −, (in Theorem 2.2), where− denotes the standard involution in A, gives us B is
isomorphic to B′ = A× A, with product
(x, y)(z, t) = (α′1(x, z)+ α′2(y, t), α′3(x, t)+ α′4(y, z)),
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being
α′i(a, b) = γ ′i (b4i)β ′i (ai) if (i), or γ ′i (a4i)β ′i (bi)if (ii)
with β ′i , γ
′
i as in Eq. (2); and the isomorphism determined by f = id and g = − gives us B is isomorphic to B′ = A× A, the
product of B′ being determined in this case by
α′1(a, b) = β1(a1)γ1(b41) if (i), or β1(b1)γ1(a41) if (ii),
α′2(a, b) = β2(a2)γ2(b42) if (i), or β2(b2)γ2(a42) if (ii),
α′3(a, b) = γ ′3(b43)β ′3(a3) if (i), or γ ′3(a43)β ′3(b3) if (ii)
and
α′4(a, b) = γ ′4(b44)β ′4(a4) if (i), or γ ′4(a44)β ′4(b4) if (ii),
with β ′j , γ
′
j , j = 3, 4, as in Eq. (2).
Taking into account the involutive character of the above conjugation isomorphism, the product in B′, (once B is fixed),
and Lemma 2.1, the set of two-graded a.v. algebras can be divided in two isomorphic classes by means of (f , g) = (−,−)
and then in four isomorphic classes by means of (f , g) = (id,−). Therefore, there is not loss of generality in fixing one of
them to give a comfortable description of two-graded a.v. algebras (module conjugation) as follows:
Theorem 2.3. Any finite-dimensional two-graded a.v.a., with nonzero odd part, B is (module conjugation) of the form B = A×A
with the product
(x, y)(z, t) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z)), x, y, z, t ∈ A,
where
α1(a, b) =
{
β1(a)γ1(b4)(type1).
β1(b)γ1(a4)(type2).
α2(a, b) = β2(a)γ2(b4).
α3(a, b) = β3(a)γ3(b4).
α4(a, b) =
{
β4(a)γ4(b4)(type1).
β4(b)γ4(a4)(type2).
With any βi, γi ∈ SO(n), i = 1, 2, 3, 4, and ,4 the identity or the standard involution in A.
Let us study the isomorphism condition among the two-graded a.v. algebras in Theorem 2.3.
Lemma 2.2. Let φ : Aα,β → Aα′,β ′ be an isomorphism of absolute valued algebras, where the products in Aα,β and Aα′,β ′ are
respectively (a, b) 7→ α(a)β(b) and (a, b) 7→ α′(a)β ′(b), with α, β, α′, β ′ ∈ O(n).
(i) If dim Aα,β ∈ {4, 8}, then φ ∈ SO(n).
(ii) If dim Aα,β = 2 and φ ∈ O(2) \ SO(2), then there exists another isomorphism η ∈ SO(2) from Aα,β onto Aα′,β ′ .
Proof. (i). For all x, y ∈ Rn, n = 4, 8, we have φ(α(x)β(y)) = α′(φ(x))β ′(φ(y)). Hence, if φ ∈ O(n) \ SO(n), taking
into account that φ is then the composition of an element in SO(n) with the standard involution, the triality property
ensures the existence of φi ∈ O(n) (i = 1, 2) such that φ(uv) = φ1(v)φ2(u) for all u, v. Thus we have φ1(g(y))φ2(f (x)) =
α′(φ(x))β ′(φ(y))which is impossible according to Lemma 2.1.
(ii). It is well known that any linear isometry of C is either of the form La if it belongs to SO(2) or La ◦ σC if it belongs to
O(2)\SO(2), where a is a norm-one complex, La the left product by a operator andσC denotes the standard involution ofC. So
φ = La◦σC. Fromhere, it is easy to verify that La is an isomorphism from Aα,β onto AσCα′σC,σCβ ′σC . Moreover it is easy to check
that for any two linear isometries h, k : C → C, the algebra Ch,k is isomorphic to CσChσC,σCkσC by an isomorphism of type
Lc for some norm-one complex c. Since for any u ∈ C, with |u| = 1, we have that Lu ∈ SO(2) the result follows clearly. 
Let us consider a couple of isomorphic two-graded a.v. algebras B = A× A and B′ = A× A, with products
(x, y)(z, t) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z))
and
(x, y)(z, t) = (α′1(x, z)+ α′2(y, t), α′3(x, t)+ α′4(y, z))
respectively, being αi(a, b) = βi(ai)γi(b4i) or αi(a, b) = βi(bi)γi(a4i) and under the restrictions given in Theorem 2.3;
and α′i(a, b) = β ′i (a
′
i )γ ′i (b
4′i ) or α′i(a, b) = β ′i (b
′
i )γ ′i (a
4′i ) also under the restrictions given in Theorem 2.3.
First, observe that the condition f α1 = α′1(f × f ) in Theorem 2.2 is just the assertion that f is an isomorphism between
the absolute valued algebras (A, α1) and (A, α′1). So Lemma 2.2 and Theorem 2.2 let us deduce that we can suppose
f ∈ SO(n).
Let us show that necessarily αj and α′j are of a same type for j = 1, 4, i = ′i ,4i = 4′i for i = 1, 2, 3, 4, and g ∈ SO(n).
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Given α1, α′1, it is easy to see that both products are of a same type. Indeed, if for instance α1(a, b) = β1(a1)γ1(b41) and
α′1(a, b) = β ′1(b′1)γ ′1(a4′1), by Theorem 2.2
f (β1(a1)γ1(b41)) = β ′1(f (b)
′
1)γ ′1(f (a)
4′1)
being f ∈ SO(n). By triality,
f1(β1(a1))f2(γ1(b41)) = β ′1(f (b)
′
1)γ ′1(f (a)
4′1)
with f1, f2 ∈ SO(n) and any a, b ∈ A, which contradicts Lemma 2.1. Hence, α1 and α′1 are of a same type.
Now, let us show that g ∈ SO(n) and ′3 = , 4′3 = 43. Consider α3(a, b) = β3(a3)γ3(b43) and α′3(a, b) =
β ′3(a
′3)γ ′3(b
4′3). By Theorem 2.2
g(β3(a3)γ3(b43)) = β ′3(f (a)
′
3)γ ′3(g(b)
4′3) (3)
with f ∈ SO(n) and g ∈ O(n). Suppose g ∈ O(n) \ SO(n). By triality, we obtain as above that
f1(γ3(b43))f2(β3(a3)) = β ′3(f (a)
′
3)γ ′3(g(b)
4′3)
with f1, f2 ∈ SO(n) and any a, b ∈ A, which contradicts Lemma 2.1. So
g ∈ SO(n).
From here, we obtain by Eq. (3) and triality,
g1(β3(a3))g2(γ3(b43)) = β ′3(f (a)
′
3)γ ′3(g(b)
4′3),
with g1, g2, f , g ∈ SO(n) and any a, b ∈ A. Then we have
g2(γ3(b43)) = Lu2Lu1γ ′3(g(b)4
′
3),
where Luj denotes the left product operator by the norm-one element uj. From here, g2(γ3(b
43)) and γ ′3(g(b)
4′3) have the
same degree by themultiplicative behavior of the degree (take into account that any Luj with |uj| = 1 has degree one because
spheres are connected and the map Sn−1 → R, u 7→ det(Luj) is continuous). Thus g2(γ3(b43)) and γ ′3(g(b)4
′
3) are in the
same connected component of O(n). As g2, γ3, γ ′3, g ∈ SO(n) we conclude 4′3 = 43. In a similar way we get g1(β3(a3))
and β ′3(f (a)
′3) are in the same connected component of O(n), being g1, β3, β ′3, f ∈ SO(n), and so ′3 = 3.
By arguing as above, we get that α4 and α′4 are of a same type and that 
′
k = k,4′k = 4k for k = 1, 2, 4. So, taking into
account Theorem 2.2, we can assert.
Theorem 2.4. A couple of two-graded a.v. algebras, B = A × A with the product denoted as in Theorem 2.3, and B′ with the
product denoted by
(x, y)(z, t) = (α′1(x, z)+ α′2(y, t), α′3(x, t)+ α′4(y, z)),
being αi(a, b) = βi(ai)γi(b4i) or αi(a, b) = βi(bi)γi(a4i) and satisfying the conditions given in Theorem 2.3, are isomorphic
if and only if any αj and α′j , j = 1, 4, are of a same type, i = ′i ,4i = 4′i for i = 1, 2, 3, 4 and there exist f , g ∈ SO(n) such
that f α1 = α′1(f × f ), f α2 = α′2(g × g), gα3 = α′3(f × g) and gα4 = α′4(g × f ).
3. Two-graded absolute valued algebras and homotopy
Let B = Rn×Rn be a two-graded algebrawith product (x, y)(z, t) = (µ1(x, z)+µ2(y, t), µ3(x, t)+µ4(y, z)), x, y, z, t ∈
Rn. We say that the product of B is absolute valued when B becomes a two-graded a.v.a. with this product, (Rn considered
with its standard euclidean space).
We also recall that an algebra product λ : Rn×Rn → Rn in the standard euclidean space Rn is said to be absolute valued
when (Rn, λ) is an absolute valued algebra.
Definition 3.1. Let B = A× A and B′ = A′ × A′ be two-graded a.v. algebras with products
(x, y)(z, t) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z)), x, y, z, t ∈ A,
and
(x′, y′)(z ′, t ′) = (α′1(x′, z ′)+ α′2(y′, t ′), α′3(x′, t ′)+ α′4(y′, z ′)), x′, y′, z ′, t ′ ∈ A′,
as in Theorem 2.3 respectively. We say that B and B′ are homotopic if there exists a continuous map
H : (Rn × Rn)× (Rn × Rn)× [0, 1] → Rn × Rn
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satisfying that for each p ∈ [0, 1], the product Hi((·, ·), (·, ·), p) is a two-graded absolute valued product on Rn × Rn, and
such that
H0((x, y), (z, t), 0) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z))
and
H1((x′, y′), (z ′, t ′), 1) = (α′1(x′, z ′)+ α′2(y′, t ′), α′3(x′, t ′)+ α′4(y′, z ′)),
for all x, y, z, t, x′, y′, z ′, t ′ ∈ Rn. The fact that the two-graded a.v. algebras B and B′ are homotopic will be denoted by B ' B′
in the sequel.
We can construct an example of a couple of homotopic two-graded a.v. algebras as follows. Take four couples of absolute
valued products, {αi : i = 1, 2, 3, 4} and {α′i : i = 1, 2, 3, 4} in the standard euclidean space Rn in such a way that any
(Rn, αi) is homotopic to (Rn, α′i). That is, there exist continuous mappings
Hi : Rn × Rn × [0, 1] → Rn, i = 1, 2, 3, 4
satisfying that for each p ∈ [0, 1], the product Hi(·, ·, p) is absolute valued on Rn, Hi(a, b, 0) = αi(a, b) and Hi(a, b, 1) =
α′i(a, b) for all a, b ∈ Rn. Then it is easy to verify that the two-graded a.v. algebrasB = Rn×Rn andB′ = Rn×Rnwithproducts
(x, y)(z, t) = (α1(x, z) + α2(y, t), α3(x, t) + α4(y, z)) and (x′, y′)(z ′, t ′) = (α′1(x′, z ′) + α′2(y′, t ′), α′3(x′, t ′) + α′4(y′, z ′))
respectively, are homotopic two-graded a.v. algebras (just take
H : (Rn × Rn)× (Rn × Rn)× [0, 1] → Rn × Rn
defined by
H((x, y), (z, t), p) = (H1(x, z, p)+ H2(y, t, p),H3(x, t, p)+ H4(y, z, p))).
Conversely, if B = A × A and B′ = A′ × A′ are a couple of homotopic two-graded a.v. algebras, (with their products
denoted as in Theorem 2.3), through a homotopy H : (Rn × Rn)× (Rn × Rn)× [0, 1] → Rn × Rn. Then, by defining
H1 : Rn × Rn × [0, 1] → Rn by (x, z, p) 7→ H((x, 0), (0, z), p);
H2 : Rn × Rn × [0, 1] → Rn by (y, t, p) 7→ H((0, y), (0, t), p);
H3 : Rn × Rn × [0, 1] → Rn by (x, t, p) 7→ H((x, 0), (0, t), p)
and
H4 : Rn × Rn × [0, 1] → Rn by (y, z, p) 7→ H((0, y), (z, 0), p)
we get that any Hi is a homotopy between the absolute valued algebras (Rn, αi) and (Rn, α′i) for any i = 1, 2, 3, 4. Hence,
we can assert.
Proposition 3.1. Let B = A× A and B′ = A′ × A′ be two-graded a.v. algebras with products
(x, y)(z, t) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z)), x, y, z, t ∈ A,
and
(x′, y′)(z ′, t ′) = (α′1(x′, z ′)+ α′2(y′, t ′), α′3(x′, t ′)+ α′4(y′, z ′)), x′, y′, z ′, t ′ ∈ A′,
as in Theorem 2.3 respectively. Then B and B′ are homotopic if and only if any (A, αi) is homotopic to (A′, α′i) for i = 1, 2, 3, 4.
Let us see that a couple of two-graded a.v. algebras B = A × A and B′ = A′ × A′ which are isomorphic, (B ∼= B′),
are homotopic, (B ' B′). Indeed, by writing n = dim(A), Theorem 2.4 gives us that there exist f , g ∈ SO(n) such that
f α1 = α′1(f × f ), f α2 = α′2(g × g), gα3 = α′3(f × g) and gα4 = α′4(g × f ).
Since the group SO(n) is connected there is a couple of paths γf : [0, 1] → SO(n), p 7→ (γf )p and γg : [0, 1] → SO(n),
p 7→ (γg)p, in SO(n) joining f and g with id respectively. That is, (γf )0 = f , (γf )1 = id and (γg)0 = g , (γg)1 = id. In this way
we can construct four homotopies
Hf ,f ,Hg,g ,Hf ,g ,Hg,f : Rn × Rn × [0, 1] → Rn
given by
Hf ,f (x, y, p) = (γf )−1p α′1((γf )p(x), (γf )p(y)),
Hg,g(x, y, p) = (γf )−1p α′2((γg)p(x), (γg)p(y)),
Hf ,g(x, y, p) = (γg)−1p α′3((γf )p(x), (γg)p(y))
and
Hg,f (x, y, p) = (γg)−1p α′4((γg)p(x), (γf )p(y)).
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We have that Hf ,f (·, ·, p), Hg,g(·, ·, p), Hf ,g(·, ·, p) and Hg,f (·, ·, p) are absolute valued products on Rn for any p ∈ [0, 1],
and for p = 0 we get
Hf ,f (x, y, 0) = f −1α′1(f (x), f (y)) = α1(x, y),
Hg,g(x, y, 0) = f −1α′2(g(x), g(y)) = α2(x, y), Hf ,g(x, y, 0) = g−1α′3(f (x), g(y)) = α3(x, y) and Hg,f (x, y, 0) =
g−1α′4(g(x), f (y)) = α4(x, y), while for t = 1 one has Hf ,f (x, y, 1) = α′1(x, y), Hg,g(x, y, 1) = α′2(x, y), Hf ,g(x, y, 1) =
α′3(x, y) and Hg,f (x, y, 1) = α′4(x, y). Proposition 3.1 let us conclude B ' B′.
It is not difficult to find homotopic two-graded a.v. algebras which are not isomorphic. Thus, it can be said that the
homotopy relation is weaker than the isomorphism one. It seems interesting to give a classification of two-graded a.v.
algebras up to homotopy. First, let us introduce some standard representatives two-graded a.v. algebras. For n = 2, 4, 8,
we will denoted by
(Rn × Rn)(β1,γ1,r1),(β2,γ2),(β3,γ3),(β4,γ4,r4)
the two-graded a.v.a. B = Rn × Rn with the product as in Theorem 2.3, and where βi, γi, i = 1, 2, 3, 4, is the identity or the
standard involution in A and rk ∈ {1, 2}, k = 1, 4, denotes the type of the product, (see Theorem 2.3).
Next, we are going to introduce an interesting homotopical invariant notion. The homotopical index of a two-graded a.v.a.
B = A× A.
Consider the product in B,
(x, y)(z, t) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z))
as in Theorem 2.3. We can consider the bidegree of the mapping αi : A × A → A in a similar way that in [12, Section 5].
That is, restrict αi to Sn−1 × Sn−1, Sn−1 := {x ∈ A : |x| = 1} so that we have Sn−1 × Sn−1 → Sn−1 and calculate the bidegree
of the map αi : Sn−1 × Sn−1 → Sn−1 (see [18, Definition 4.5, Chapter IV, p. 64]). The bidegree of αi will be denoted by
bideg(αi) = (d1, d2). If (d1, d2) is the bidegree of αi : Sn × Sn → Sn and f1, f2 : Sn → Sn are continuous maps, then the
degree of the composition αi ◦ (f1, f2), where (f1, f2) : Sn → Sn × Sn denotes the map x 7→ (f1(x), f2(x)), is given by
deg(αi(f1, f2)) = d1 · deg(f1)+ d2 · deg(f2). (4)
If bideg(αi) = (d1, d2), taking into account deg(id) = 1 and deg(1) = 0, (being 1 the constant map on A, x 7→ 1),
Eq. (4) gives us d1 = deg(αi(id, 1)) and d2 = deg(αi(1, id)). As we also have deg(−) = −1, where− denotes as always the
standard involution on A, deg(Lu) = deg(Ru) = 1,where Lu and Ru denote the left and right product operators by a norm-one
element u, because of spheres are connected and themaps Sn−1 → R, u 7→ det(Lu) and u 7→ det(Ru) are continuous, we get
that if αi(x, y) = xy4 or αi(x, y) = y4x, with ,4 the identity or the standard involution in A, then bideg(αi) = (d1, d2)
with d1 = 1 if = id, d1 = −1 if = −, d2 = 1 if4 = id and d2 = −1 if4 = −. As the bidegree of amap is invariant under
homotopies, it is clear that in case (A, αi) is homotopic to an absolute valued algebra (A′, α′i) then bideg(αi) = bideg(α′i).
Finally, we note that an standard continuity argument joint with Lemma 2.1 gives us that two non-commutative absolute
valued algebras with products αi(x, y) = xy4 and αi(x, y) = y4x are not homotopic. Hence, Proposition 3.1 let us assert
that if we define the homotopical index of a two-graded a.v.a. B = A × A with the product as in Theorem 2.3 as the 4 × 3
matrix
homind(B) :=
bideg(α1) r1bideg(α2) 1bideg(α3) 1
bideg(α4) r4

where rj ∈ {1, 2} is the type of the product αj, j = 1, 4, (see Theorem 2.3). This is a homotopical invariant for two-graded
a.v. algebras. We note that by commutativity, rj = 1 if n = 2.
Theorem 3.1 (Classification Up To Homotopy). Let B = A× A be a two-graded a.v.a. Then A is homotopic to one and only one of
the standard representatives two-graded a.v. algebras
(Rn × Rn)(β1,γ1,r1),(β2,γ2),(β3,γ3),(β4,γ4,r4).
Proof. Let us write the product of B by
(x, y)(z, t) = (α1(x, z)+ α2(y, t), α3(x, t)+ α4(y, z)), x, y, z, t ∈ A,
as in Theorem 2.3. We know that either αi(x, y) = βi(x)γi(y4) or αi(x, y) = βi(y4)γi(x) with ,4 the identity or the
standard involution in A and βi, γi ∈ SO(n). As the group SO(n) is connected, there are paths σi, τi : [0, 1] → SO(n),
p 7→ (σi)p, p 7→ (τi)p connecting each of the maps βi and γi with the identity map id ∈ SO(n). In other words (σi)0 = βi,
(σi)1 = id, (τi)0 = γi and (τi)1 = id. Thus the map Hi : Rn × Rn × [0, 1] → Rn given by Hi(x, y, p) = (σi)p(x)(τi)p(y4),
(respectively Hi(x, y, p) = (σi)p(y4)(τi)p(x)), is a homotopy satisfying that Hi(·, ·, p) is an absolute valued product on
Rn for any p ∈ [0, 1], that Hi(x, y, 0) = αi(x, y), and that Hi(x, y, 1) = xy4 if αi(x, y) = βi(x)γi(y4), (resp. Hi(·, ·, p)
is an absolute valued product on Rn for any p ∈ [0, 1] such that Hi(x, y, 0) = αi(x, y), and that Hi(x, y, 1) = y4x if
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αi(x, y) = βi(y4)γi(x)). Thus Proposition 3.1 gives us B is homotopic to some of the standard representatives two-graded
a.v. algebras
(Rn × Rn)(β1,γ1,r1),(β2,γ2),(β3,γ3),(β4,γ4,r4).
Finally, as two different standard representatives two-graded a.v. algebras clearly have different homotopical indexes, being
this one a homotopical invariant, we get B is homotopic to one and only one of these algebras. 
4. On absolute valued triple systems
We are going to develop an analogous program for absolute valued triple systems to the one for two-graded a.v. algebras
in sections 2 and 3.We begin by refining the previous description of absolute valued triple systems given in [15], [13, Section
4] and [17].
As the one-dimensional case is easy to establish, (In the complex case T ∼= (C, 〈 〉)with 〈x, y, z〉 = xyz for all x, y, z ∈ C;
and in the real case T ∼= (R, 〈 〉) or T ∼= (R,−〈 〉)with 〈x, y, z〉 = xyz for any x, y, z ∈ R, these two triple systems being
not isomorphic), from now on a.v. triple systems will be real and of dim(T ) ∈ {2, 4, 8}.
Taking into account [14] and the triality property, (see also [13, Section 4] and [17, Section 2.2]), we can prove that the
triple product in T = Rn as euclidean space, n ∈ {2, 4, 8}, can adopt one of the following twelve forms
〈x1x2x3〉 = (α1(xσ(1))α2(xσ(2)))α3(xσ(3))
or
〈x1x2x3〉 = α1(xσ(1))(α2(xσ(2))α3(xσ(3))),
with σ ∈ S3 a permutation of the set {1, 2, 3}, any αi ∈ O(n), n ∈ {2, 4, 8}, and where the juxtaposition means the standard
product in A ∈ {C,H,O}.
Taking also into account the fact that linear isometries which are not proper are composition of proper ones with the
standard involution, the product in T can be written in any of these forms:
〈x1x2x3〉 = (α1(x1σ(1))α2(x2σ(2)))α3(x3σ(3))
or
〈x1x2x3〉 = α1(x1σ(1))(α2(x2σ(2))α3(x3σ(3))),
(5)
with σ ∈ S3 a permutation of the set {1, 2, 3}, anyi the identity or the standard involution in A ∈ {C,H,O}, anyαi ∈ SO(n),
n ∈ {2, 4, 8}, and where the juxtaposition means the standard product in A.
As usual, it is enough for our purposes to describe a.v. triple systems up to conjugations. So, taking into account that the
map φ : A→ A, φ(x) := −x, where — denotes the standard involution in A, is an involutive isomorphism between T with
the triple product as in Eq. (5) and T ′ := (A, 〈 〉′)with the product
〈x1x2x3〉′ = α′3(x3σ(3))(α′2(x2σ(2))α′1(x1σ(1)))
or
〈x1x2x3〉′ = (α′3(x3σ(3))α′2(x2σ(2)))α′1(x1σ(1))
respectively, where α′i(x) := αi(x), i ∈ {1, 2, 3}, the set of a.v. triple systems is divided in two isomorphic classes. Hence, we
will fix one on them and work in it.
Theorem 4.1. Any finite dimensional a.v. triple system T agrees with A ∈ {C,H,O} as euclidean space, and its triple product is,
(module conjugation), one of the followings
〈x1x2x3〉 = (α1(x1σ(1))α2(x2σ(2)))α3(x3σ(3))
with σ ∈ S3 a permutation of the set {1, 2, 3}, with i ∈ {id,−}, i = 1, 2, 3, (where − denotes the standard involution in A),
any αi ∈ SO(n), n ∈ {2, 4, 8}, and where the juxtaposition means the standard product in A.
5. Absolute valued triple systems and homotopy
We are going to introduce a concept of homotopy among a.v. triple systems following the ideas for two-graded a.v.
algebras in Section 3.
Let (Rn, 〈 〉), n ∈ {2, 4, 8}, be a triple system, (Rn considered with its standard euclidean structure). We say that the
triple product 〈 〉 of Rn is absolute valuedwhen Rn becomes an a.v. triple system with this product.
Definition 5.1. Let (T , 〈 〉) and (T ′, 〈 〉′) be a.v. triple systems. We say that T and T ′ are homotopic if there exists a
continuous map
H : Rn × Rn × Rn × [0, 1] → Rn × Rn × Rn
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satisfying that for each p ∈ [0, 1], the triple product 〈 〉p := H(·, ·, ·, p) is an absolute valued triple product onRn, and such
that
H(x, y, z, 0) = 〈xyz〉
and
H(x, y, z, 1) = 〈xyz〉′
for all x, y, z ∈ Rn. The fact that the a.v. triple systems T and T ′ are homotopic will be denoted by T ' T ′.
In a similarway to the case of two-graded a.v. algebraswe can prove that if two a.v. triple systems T and T ′ are isomorphic
then are homotopic. Indeed, if φ : T → T ′ denotes the isomorphism, it can be taken such that φ ∈ SO(n), (consider
some u-associated absolute valued algebra of T , the φ(u)-associated absolute valued algebra of T ′ and apply Lemma 2.2).
Then there exists a continuous path γ : I → SO(n) such that γ (0) = φ and γ (1) = id. Then the continuous map
H(x, y, z, p) := γ (p)−1(〈γ (p)(x), γ (p)(y), γ (p)(z)〉′) gives us that T and T ′ are homotopic.
In order to give a homotopical classification theorem for a.v. triple systems, we define the standard representatives a.v.
triple systems as those in Theorem 4.1 with any αi = id, i = 1, 2, 3. That is, those of the form
〈x1x2x3〉 = (x1σ(1)x2σ(2))x3σ(3)
with σ ∈ S3 a permutation of the set {1, 2, 3} and i ∈ {id,−}, i = 1, 2, 3.
Let us introduce now the homotopical index of an a.v. triple system (T , 〈 〉).
We define the tridegree of a continuous mapping f : Sn × Sn × Sn → Sn, n > 0, in a similar way that the bidegree of a
continuous map g : Sn × Sn → Sn in [18, Section IV.4]. That is, f induces a groups homomorphism f∗ : Z × Z × Z → Z,
f (x1, x2, x3) = d1x1+d2x2+d3x3 where d1, d2, d3 are uniquely determined integers.We call the tridegree of f to (d1, d2, d3).
We also have as in [18, Section IV.4] that if fi : Sn → Sn, i = 1, 2, 3 are continuous maps then
deg(f ◦ (f1, f2, f3)) = d1 · deg(f1)+ d2 · deg(f2)+ d3 · deg(f3) (6)
where deg(fi) denotes de degree of the sphericalmap fi and (f1, f2, f3) : Sn → Sn×Sn×Sn is themap x 7→ (f1(x), f2(x), f3(x)).
If we consider now the restriction to Sn−1×Sn−1×Sn−1, (being Sn−1 := {x ∈ T : |x| = 1}), of the triple product 〈 〉 in T , and
calculate its tridegree (d1, d2, d3), we will say that (d1, d2, d3) is the tridegree of T and denote it trideg(T ) = (d1, d2, d3).
Taking into account Eq. (6), deg(id) = 1, deg(−) = −1 and deg(1) = 0, being 1 the constant map x 7→ 1 on T , we have
as in Section 3 that if 〈 〉 corresponds to the triple product of some standard representative a.v. triple system T :
〈x1x2x3〉 = (x1σ(1)x2σ(2))x3σ(3), (7)
with σ ∈ S3 a permutation of the set {1, 2, 3} and i ∈ {id,−}, i = 1, 2, 3. Then trideg(T ) = (d1, d2, d3)with d1 = 1 if the
superscript i of x1 in Eq. (7) is id, d1 = −1 if i is −, d2 = 1 if the superscript j of x2 is id, d2 = −1 if j is −, d3 = 1 if
the superscript k of x3 is id and d3 = −1 if k is−. As the tridegree of a map is invariant under homotopies, it is clear that
in case T is homotopic to an a.v. triple system T ′ then trideg(T ) = trideg(T ′). We also note that if we have two standard
representative a.v. triple systems T and T ′ with different permutations σ , σ ′ ∈ S3 of the set {1, 2, 3} in their triple products
described in Eq. (7), then T and T ′ are not homotopic. To see that, it is enough to consider adequate u-associated absolute
valued algebras of both a.v. triple systems and take into account that in case T and T ′ are homotopic, these u-associated
absolute valued algebras are also homotopic. However, two absolute valued algebras with products (x, y) 7→ x1y2 and
(x, y) 7→ y41x42 are not homotopic (see Section 3). Hence, two homotopic a.v. triple systems have necessarily to share the
same tridegree and permutation σ ∈ S3 in their triple products described in Eq. (7).
> From the above, if we define the homotopical index of an a.v. triple system T as
homind(T ) := ((d1, d2, d3), σ )
where (d1, d2, d3) = trideg(T ) and σ ∈ S3 the permutation of the set {1, 2, 3} in the triple product of T , Eq. (7), this is a
homotopical invariant for a.v. triple systems.
Theorem 5.1 (Classification up to Homotopy). Let T be an a.v. triple system. Then T is homotopic to one and only one of the
standard representatives a.v. triple systems
〈x1x2x3〉 = (x1σ(1)x2σ(2))x3σ(3)
with σ ∈ S3 a permutation of the set {1, 2, 3} and i ∈ {id,−}, i = 1, 2, 3.
Proof. Taking into account that any αi ∈ SO(n), i = 1, 2, 3, and that SO(n) is a connected group, we can argue as in
Theorem3.1 to prove that T is homotopic to some of the standard representatives a.v. triple systems. Finally, as two different
standard representatives a.v. triple systems have different homotopical indexes, being this one a homotopical invariant, we
conclude T is homotopic to one and only one standard representative a.v. triple system. 
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6. Absolute valued triple systems, two-graded absolute valued algebras and homotopy
It is well-known that any a.v. triple system T is the odd part of a two-graded a.v.a. B = A × A, (see [13, Theorem 4.3]), in
the sense that the product of T is of the form 〈x1x2x3〉 = (x1x2)x3, 〈x1x2x3〉 = (x1x3)x2 or 〈x1x2x3〉 = (x2x3)x1, where the
juxtaposition means the product in B. Taking into account that any element in SO(2) is of the form x 7→ uxwith u ∈ S1 and
any element in SO(4) of the form x 7→ vqxqwith v, q ∈ S3, Theorem 2.3 and Theorem 4.1 let us obtain, in a straightforward
way, a characterization of the fact that a fixed a.v. triple system T is the odd part of a given two-graded a.v.a. B, for the cases
dim(T ) ∈ {2, 4}. However, we do not have a comfortable description of the elements in SO(8) and so the study of the case
dim(T ) = 8 is not straightforward. Hence, we confine ourselves to characterize the fact that a fixed T is the odd part of a
given B in the case dim(T ) = 8.
Theorem 6.1. Let T be any eight-dimensional a.v. triple system with triple product
〈x1x2x3〉 = (α1(x1σ(1))α2(x2σ(2)))α3(x3σ(3)),
as in Theorem 4.1. Then T is the odd part of the below two-graded a.v. algebras B, being these ones the only two-graded a.v.
algebras which admit T as their odd parts.
(i) If σ(1) < σ(2), then B = A× A with product
(x, y)(z, t) = (δ1(x, z)+ β2(y1)γ2(t2), qβ3(x)α3(t3)+ δ4(y, z)),
where β2, γ2, β3 ∈ SO(n) satisfy β3(ab) = qα1β−12 (a)α2γ−12 (b) for any a, b ∈ A and q ∈ ±1, (e.g. β3 = id and β2 = qα1,
γ2 = α2), any δj(a, b) = βj(aj)γj(b4j) or δj(a, b) = βj(b4j)γj(aj)with βj, γj ∈ SO(n) and j,4j ∈ {id,−}, j = 1, 4, and
where the juxtaposition means the standard product in A.
The triple product of T respect to the one of B is
〈x1x2x3〉 = (xσ(1)xσ(2))xσ(3).
(ii) If σ(1) > σ(2), then B = A× A with product
(x, y)(z, t) = (δ1(x, z)+ β2(y2)γ2(t1), qβ3(x)α3(t3)+ δ4(y, z)),
where β2, γ2, β3 ∈ SO(n) satisfy β3(ab) = qα1(γ2−1(a))α2(β−12 (b)) for any a, b ∈ A and q ∈ ±1, (e.g. β3 = id,
γ2(a) := qα1(a) and β2(b) := α2(b)), any δj, j = 1, 4, as in the first case and where the juxtaposition also means the
standard product in A.
The triple product of T respect to the one of B is
〈x1x2x3〉 = (xσ(2)xσ(1))xσ(3).
Proof. The fact that the two-graded a.v. algebras in the theorem admit the a.v. triple system T as their odd parts is just an
easy verification. Therefore, let us show that any other two-graded a.v.a. such that admits T as its odd part is necessarily of
the form given in the theorem. Consider then any two-graded a.v.a. B = A × A in Theorem 2.3 and compute the products
((0, x1)(0, x2))(0, x3), ((0, x1)(0, x3))(0, x2) and ((0, x2)(0, x3))(0, x1). We obtain as result that any of these products is of
the form
β3(β2(x
41
µ(1))γ2(x
42
µ(2)))γ3(x
43
µ(3))
or
β3(β2(x
41
µ(1))γ2(x
42
µ(2)))γ3(x
43
µ(3))
(8)
with βi, γi ∈ SO(n), i = 2, 3, where µ ∈ S3 is a permutation of the set {1, 2, 3}, µ(1) < µ(2), any4j ∈ {id,−}, j = 1, 2, 3,
and where the juxtaposition means the standard product in A. By triality, (β3(ab) = η1(a)η2(b), ηi unique up to the sign),
we get the products in Eq. (8) can be written as
(η1β2(x
41
µ(1))η2γ2(x
42
µ(2)))γ3(x
43
µ(3))
or
(η1(γ2(x
42
µ(2)))η2(β2(x
41
µ(1))))γ3(x
43
µ(3))
with ηi ∈ SO(n), i = 1, 2. Hence, in case B admits T as its odd part, the following equations have to hold
(α1(x
1
σ(1))α2(x
2
σ(2)))α3(x
3
σ(3)) = (η1β2(x41µ(1))η2γ2(x42µ(2)))γ3(x43µ(3)) (9)
or
(α1(x
1
σ(1))α2(x
2
σ(2)))α3(x
3
σ(3)) = (η1(γ2(x42µ(2)))η2(β2(x41µ(1))))γ3(x43µ(3)) = (η1γ˜2(x42µ(2))η2β˜2(x41µ(1)))γ3(x43µ(3)) (10)
for any x1, x2, x3 ∈ A, where γ˜2(a) := γ2(a) and β˜2(a) := β2(a).
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If σ 6= µ in Eq. (9) or (σ (1), σ (2), σ (3)) 6= (µ(2), µ(1), µ(3)) in Eq. (10), by fixing an adequate xi = 1, i ∈ {1, 2, 3}, we
obtain a contradiction with Lemma 2.1. Hence,
σ = µ (11)
in Eq. (9) being then σ(1) < σ(2) (because µ(1) < µ(2)), and
(σ (1), σ (2), σ (3)) = (µ(2), µ(1), µ(3)) (12)
in Eq. (10) being then σ(1) > σ(2).
If we had i 6= 4i, i = 1, 2, 3 in Eq. (9), (resp. (1,2,3) 6= (42,41,43) in Eq. (10)), then the tridegree of both triple
products in the equality would be different, (take into account σ = µ), and so Eq. (9) would not hold, (resp. Eq. (10) would
not hold). From here
i = 4i, i = 1, 2, 3, (13)
in Eq. (9) and
(1,2,3) = (42,41,43) (14)
in Eq. (10). Therefore Eqs. (9) and (10) are respectively
(α1(x
1
σ(1))α2(x
2
σ(2)))α3(x
3
σ(3)) = (η1β2(x1σ(1))η2γ2(x2σ(2)))γ3(x3σ(3)) (15)
with σ(1) < σ(2), and
(α1(x
1
σ(1))α2(x
2
σ(2)))α3(x
3
σ(3)) = (η1γ˜2(x1σ(1))η2β˜2(x2σ(2)))γ3(x3σ(3)) (16)
with σ(1) > σ(2), for any x1, x2, x3 ∈ A.
Finally, we note that Eq. (15), (resp. Eq. (16)), gives us some restrictions on the isometries in the equations. In fact, it is
well known, (see [21]), that any equality α(a)β(b) = γ (a)δ(b) for any a, b ∈ O and α, β, γ , δ ∈ O(8) implies α = qγ
and β = qδ with q ∈ ±1. From here, by fixing xσ(1) in Eq. (15) such that α1(x1σ(1)) = 1, (resp. in Eq. (16)), the above
observation gives us α3 = qγ3 with q ∈ ±1. Fixing now xσ(3) such that α3(x3σ(3)) = 1 we similarly get that either (i)
α1 = kη1β2 and α2 = kη2γ2 with k ∈ ±1 if q = 1, or (ii) α1 = kη1β2 and α2 = −kη2γ2 with k ∈ ±1 if q = −1, (resp.
(i) α1 = kη1γ˜2 and α2 = kη2β˜2 with k ∈ ±1 if q = 1, or (ii) α1 = kη1γ˜2 and α2 = −kη2β˜2 with k ∈ ±1 if q = −1).
Hence, (taking into account that η1, η2 come from the triality in β3), we have that either (i) α3 = γ3 and β3, α1, β2, α2, γ2
necessarily satisfy β3(ab) = α1β−12 (a)α2γ−12 (b) for any a, b ∈ A, (resp. α3 = γ3 and β3(ab) = α1(γ˜2)−1(a)α2(β˜2)−1(b)), or
(ii) α3 = −γ3 and β3, α1, β2, α2, γ2 necessarily satisfy β3(ab) = −α1β−12 (a)α2γ−12 (b) for any a, b ∈ A, (resp. α3 = −γ3 and
β3(ab) = −α1(γ˜2)−1(a)α2(β˜2)−1(b)). We conclude that
γ3 = qβ3, and β3(ab) = qα1β−12 (a)α2γ−12 (b) for any a, b ∈ A and q ∈ ±1
if σ(1) < σ(2)
or
γ3 = qβ3, and β3(ab) = qα1(γ2−1(a))α2(β−12 (b)) for any a, b ∈ A and q ∈ ±1
if σ(1) > σ(2).
(17)
From Eqs. (11), (13) and (17), we conclude that the product in B is necessarily of the form (i) in the theorem if σ(1) < σ(2),
and from Eqs. (12), (14) and (17), that the product in B is necessarily of the form (ii) in the theorem if σ(1) > σ(2). 
By taking into account the homotopical results in Sections 3 and 5 we can give an easy necessary condition for a fixed
two-graded a.v.a. B = A×A admits a given eight-dimensional a.v. triple system T as its odd part. This consists in calculating
the homotopical indexes of B and T , which is immediate from the products of both structures, and applying the below result
which proof is consequence of Theorem 6.1 and the observations in Sections 3 and 5.
Theorem 6.2. Let T be an eight-dimensional a.v. triple system with
homind(T ) = ((d1, d2, d3), σ ).
Then any two-graded a.v.a. such that admits T as its odd part satisfies
(i) homind(B) =
(
1 2 q1
d1 d2 1
1 d3 1
3 4 q4
)
if σ(1) < σ(2), being the triple product 〈x1x2x3〉 = (xσ(1)xσ(2))xσ(3) where the juxtaposition
means the product in B.
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(ii) homind(B) =
(
1 2 q1−d2 −d1 1−1 d3 1
3 4 q4
)
if σ(1) > σ(2), being the triple product 〈x1x2x3〉 = (xσ(2)xσ(1))xσ(3) where the
juxtaposition means the product in B.
In both cases i ∈ ±1, i = 1, 2, 3, 4, and qj ∈ {1, 2}, j = 1, 4.
7. Final remarks
We note that the homotopical classifications of two-graded a.v. algebras and a.v. triple systems given in Sections 3 and
5 respectively, as well as the homotopical result in Theorem 6.2 open a door to new tools in the study of these absolute
valued structures. In fact, absolute valued structures in the same homotopy class share algebraic properties. So, it is enough
to study this algebraic property in the standard representative absolute valued structure in the homotopy class, which has a
very simple product, to extend the obtained result to all of the absolute valued structures in the homotopy class, instead of
doing the study in an arbitrary absolute valued structure with a very much complicate product. For instance, the Lefschetz
number, (see [22, p. 194–195]), of the restriction of the product of an absolute valued structure to Sn−1 is a homotopical
invariant, which gives us information about the existence of idempotents and tripotents elements in the structure. The
number of idempotents in an absolute valued structure could be also studied via the module two degree (see [23, p.179])
and by applying Nielsen fixed point theory, (see [24]), which is also a homotopical invariant. The existence of a nonzero
center in an absolute valued structure is also related to the degree of certain sphericalmappings associatedwith the absolute
valued structure. As the degree of a spherical map is a homotopical invariant, the homotopical methods developed apply to
the study of the center of an absolute valued structure. These ideas will be the topic of a future research of the authors.
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