Abstract-Many routing protocols for ad-hoc networks and sensor networks have been designed, but none of them are based on groups. We propose to divide the network into several groups of sensors. When a sensor send data to other groups, the data has to arrive just to one sensor from each group, then they propagate it to the rest of sensors in their groups. We have simulated our proposal for different types of sensor topologies to know which type of topology is the best depending on the number of sensors in the whole network or depending on the number of interior sensors. We have also simulated how much time is needed to propagate information between groups. The application areas for our proposal could be rural and agricultural environments to detect plagues and to propagate it to neighbouring areas, or for military purposes to propagate information between neighbouring squads.
INTRODUCTION
There are many routing protocols that can be applied to sensor networks. They can be classified into two groups [1] [2] . One group is formed by protocols based on the network topology and the other group the ones that do not take it into account. First group can be broken down into three subgroups: 1-Plane routing. All nodes in the network have the same role and perform the same tasks. Because of the number of nodes in these networks, the use of a global identifier, for every node, is not feasible. It uses a data-centric routing where the base station sends requests to some regions and the nodes from that regions reply. Some of the algorithms in this group are SPIN, Direct diffusion, Rumour routing, MCFA, GBR, IDSQ, CADR, COUGAR, ADQUIRE, and so on. 2-Hierarchical routing. It is very scalable and has an efficient communication. It has been designed for energy saving purposes, because central nodes have unlimited energy, while leaf sensors have limited energy. When the sensor network topology is formed, data can be routed. Some algorithms such as LEACH, PEGASIS, TEEN, APTEEN, MECN, Virtual grid architecture routing and TTDD are hierarchical routing algorithms. 3-Position-based routing. All data is routed through the sensors depending on their position. Distances between sensors are known because of neighbouring sensors signals. There are other protocols that base node's situation on GPS and, using that information, route the data to the most adequate sensor. These algorithms consume more energy than others because of the need of GPS signal. Some of those algorithms sleep sensors when the network has not any activity. Some examples are GAF, GEAR, GOAFR and SPAN.
Second group does not have into account the structure of the network. It can be broken into five subgroups:
1-Multipath Routing Protocols. The information could reach the destination through different paths. Because sensors have to calculate several paths, they use a main route when they have enough energy; otherwise, they use an alternative path. 2-Query-Based Routing protocols. They are based on a central node that sends a query about an event to the specific area. When the query arrives to that area, it is routed to the destination sensor, and then it will reply. A sensor from an area could be sleeping, saving energy, while there is not any query to that area. 3-Negotiation-Based Routing Protocols. Before data transmission, the sensor has to negotiate the data it has to send, so redundant data could be deleted, and resources will be available while data exchange. SPIN protocols use this type of routing, but they take into account the network structure. 4-QoS protocols. The information is routed to the sensors taking into account quality parameters such as delay, energy, bandwidth and so on. SAR and SPEED protocols are based on quality of service algorithms. 5-Data coherent/incoherent processing based protocols. These algorithms use several routing techniques taking into account the data processing of a coherent or incoherent result.
None of the routing protocols aforementioned are groupbased. We propose to divide the network of sensors into several groups and if a sensor has to send data to other groups, when this data arrives to one sensor from a group, it propagates it to the rest of sensors in its group.
The paper is structured as follows. Section 2 examines some works related with our proposal such as neighbour selection and architectures based on groups, and explains our motivation. There is a description of our architecture proposal in section 3. Analytical model for some types of topologies of sensors are shown in section 4. The propagation time to reach a sensor from other group is analyzed in section 5. Finally, section 6 gives our conclusions and future works.
II. PREVIOUS WORKS AND MOTIVATION
Throughout the years, different types of strategies for neighbors' selection have been developed. On one hand, there are the ones used for transfer coordination to increase content availability. They can be applied for P2P networks [3] , [4] and [5] , for content delivery systems [6] or for distributing systems [7] . Many other systems locate nodes in the topology based on mathematical structures such as CAN, Chord, Pastry and Tapestry, but these systems do not take care of the underlying network, so a neighbor of a node could be very far (in terms of round-trip time -RTT-) or it could not have enough capacity available to perform its necessities. There are proposals where nodes' connections are based on the underlying network, such as Plethora [8] or on their geographic location such as the one described in [9] . Other systems locate new nodes in the topology taking into account that they are possibly close to a given node, and then, perform RTT measurements to identify the actual closest node such as the one presented in [10] , and others use a proximity neighbor selection (PNS) using heuristics approximations such as the one presented in [11] . There are also some researches for wireless networks, where connections are established only if they are closed, because of their coverage area ( [12] and [13] ).
But none of the neighbor selection strategies shown consider to group nodes and structure connections between nodes from different groups. On the other hand, none of them take into account the capacity of the nodes to select the neighbor to have a connection with.
There are several works in the literature where nodes are grouped into groups and connections are established between nodes from different groups, but all of them have been developed to solve specific issues. Rhubarb [14] organizes nodes in a virtual network, allowing connections across firewalls/NAT, and efficient broadcasting. The nodes can be active, if they establish connections, or passive, if they don't. Rhubarb system has only one coordinator per group and coordinators could be grouped in groups in a hierarchy. The system uses a proxy coordinator, an active node outside the network, and all nodes inside the network make a permanent TCP connection with the proxy coordinator, which is renewed if it is broken by the firewall or NAT. If a node from outside the network wishes to communicate with a node that is inside, it sends a connection request to the proxy coordinator, who forwards the request to the node inside the network. Rhubarb has a three-level group's hierarchy. It may be sufficient to support a million nodes but when there are several millions of nodes in the network it could not be enough, so it suffers from scalability problems. On the other hand, all nodes need to know the IPs of the proxy coordinator nodes to establish connections with nodes from other virtual networks. A Peer-to-Peer Based Multimedia Distribution Service has been presented in [15] . That paper proposes a topology-aware overlay in which nearby hosts or peers self-organize into application groups. End hosts within the same group have similar network conditions and can easily collaborate with each other to achieve QoS awareness. When a node in this architecture wants to communicate with a node from other group, the information is routed through several groups until it arrives to the destination but this solution only can be applied to logical networks because of neighboring nodes could be so far. There are other architectures based on super-peer models such as Gnutella 2 and FastTrack networks. Each super-peer in these networks creates a group of leaf nodes. Superpeers perform query processing on behalf of their leaf nodes. A leaf node sends the query to its superpeer that floods it to its superpeer neighbors up to a limited number of hops. The main drawback of this architecture is that all information has to be routed through the superpeer logical network. Finally, there are some hierarchical architectures were nodes are structured hierarchically and some parts of the tree are grouped into groups such as the ones presented in [16] and in [17] . In some cases, some nodes have connections with nodes from other groups although they are in different layers of the tree, but in all cases, the information has to be routed through the hierarchy to achieve nodes from other groups, so all layers of the hierarchy could be overloaded in case of having many data to be transferred.
Let's suppose we need to divide the network into groups or areas because of the physical implementation of the sensor network or for scalability purposes. All architectures previously shown don't solve that problem efficiently, because in the case of centralized architectures, the server will have many wireless connections at the same time, so it will need many resources. On the other hand, there is a central point of failure and a bottleneck. In the case of fully distributed architectures, it is very difficult to control the system and it needs much time to process tasks, because of the time needed to reach far nodes, decreasing the performance of the whole system. III. ARCHITECTURE DESCRIPTION Our proposal is based on the creation of groups of sensors with the same functionality in the network. There is a central sensor that limits the zone where the sensors from the same group will be placed, but its functionality will be the same that the rest of the sensors. A sensor knows in which group is because it is given manually or by GPS.
When there is an event in one sensor, this event is sent to all sensors in its group. All nodes in a group know all information of their group. Border sensors are those sensors of the border of the group, and they have connections with border sensors from other groups as it is shown in figure 1.
Border sensors are used to send information to other groups or to receive information from other groups and distribute it inside. When a sensor has to send some information to its group and to neighboring groups, the information is forwarded using Reverse Path Forwarding (RPF) Algorithm [18] (each group has one RPF database), but when the information has to be sent to other groups only, the information is routed directly to the border sensor closest to that group. When the sensor from the neighbor group receives that information, it routes it to all nodes in its group. Because the system is based on groups, the information is forwarded very fast to other groups (the information is routed through the shortest path to the border area sensor). Connections between border sensors from different groups are established as a function of their available processing capacity, their available number of connections, their available power or because a neighbor sensor failure. Figure 2 shows a logical view of the proposed architecture. Now we can describe the whole network as the sum of all these sensors from all groups as it is shown in equation 3. 
A. Tree topology
Tree topologies have a sensor acting as a trunk and from this sensor leaves several branches. There are two types of tree topologies: N-nary trees (every sensor has the same number of leaf nodes, binary, ternary and so on) and backbone trees, where there is a trunk and there are sensors that branch from it. In both cases the information flows hierarchically. We are going to study the first case only, because it could be easily implemented by limiting the number of incoming connections in a sensor. The backbone tree is a special case of the partially centralised P2P Networks with superpeers and it will be discussed later.
In a tree topology, the number of sensors n is equal to M k -1, where M=2 in case of a binary tree, M=3 in a ternary tree and so on, and k is the number of levels of the tree). The number of links is n-1 and the diameter of the network is 2•k-2. We suppose balanced trees where all branches have the same number of levels, so the number of intermediate sensors is given by expression 4. Where grade is the number of leaf sensors for each sensor. Using expressions 2 and 4, we obtain expression 5. It gives the number of border sensors related with the number of intermediate sensors.
Tree topologies have been implemented in several sensor networks such as the one shown in [19] .
B. Grid topology
We are going to consider 2-dimensional Grid and 3-dimensional Grid with all its sides equals. To make easy the mathematical development, in a 2D Grid we will use a square matrix where n=m for n 3 and in a 3D Grid we will use a cube matrix where n=m=l for n 3. In both cases, the case of n=3 has one central sensor, but there is not any intermediate sensor.
The number of sensors in a 2D Grid, with all sides equals, sensor network is n 2 (n = 3, 4...). The number of neighbours of an intermediate sensor is 4, the border sensor has 3 neighbours and the vertex sensor has 2 neighbours. The number of connections in the topology is given by expression 6.
Expression 7 gives the diameter of a 2D Grid topology.
We have observed that the number of border sensors in a 2D Grid topology follows the expression 8.
Using expression 2, we obtain expression 9. It gives the number of intermediate sensors. Using expressions 8 and 9, we obtain expression 10 that relates the number of border sensors related with the number of intermediate sensors. 1 
· 4
int ermediate border n n (10) 2D Grid topologies have been implemented in several sensor works such as the one shown in [20] .
The number of sensors in a 3D Grid, with all sides equals, sensor network is n 3 (n = 3, 4...). The number of neighbours of an intermediate or central sensor is 6, border sensors have 5 neighbours and the vertex sensors have 4 neighbours. Expression 11 gives the number of connections in the topology. 3 2 · 3 n n l (11) Expression 12 gives the diameter of a 3D Grid topology.
The number of border sensors in a 3D Grid topology can be measured by expression 13. (15) 3D Grid topology is used in networks that need many paths to reach the same destination.
C. Power Law
In [21] , M. Faloutsos et al. show that the nodes of a distribution network can be modelled using mathematical laws. This paper states that power law fits real measurements with correlation coefficients of 96%. Power law states that the grade of a node (d v ) is proportional to its range (r v ) to the power of a constant called R as it is shown in expression 16.
Where R varies depending on it is applied. Applying Lemma 1, from paper [21] , the grade of a node is given by expression 17.
Where n is the number of sensors in the network, d v and r v are the grade and the range of the v sensor respectively.
From the power law appears the Zipf's law. It states that some nodes have many links while many nodes have one or two links. Zipf's law has been proposed by B. A. Huberman et al. to model Internet in [22] , and by Z. Ge et al. to model Gnutella and Napster Networks in [23] .
Zipf 's function states that the range of r nodes follows the proportionality shown in expression 18.
Where varies depending on the type of distribution of the nodes. It is also known as the Zipf coefficient. C is a constant that varies depending on the type of network.
Taking into account expressions 17 and 18, we can assume that R=-. Applying Zipf's law to our sensor architecture, we obtain expression 19. As Internet topology has varied along the years, because of the growth of the number of computers connected to it, value has varied from 0.74 to 3 in last measures, as it can be seen in [21] and [24] .
D. Logarithmic law
Logarithmic law was introduced by György Hermann in [25] . This law proposes that the border nodes, or the nodes with higher roles in the network, are the responsible of the stability of the network. It also proposes that the border nodes are the responsible of the security of the network because they are the ones that communicate with exterior nodes. This proposal follows the model developed by D. J. Watts et al. in [26] , where connections are established based on efficiency, stability and security features.
This law states that the distance between two border sensors is given by expression 22. figure 6 , we can observe that if a group with few border sensors is needed, if there are less than 24 intermediate sensors, the best election is the minimum value of the logarithmic law, but if we have more than 24 intermediate sensors the best one is 2D Grid. What is desirable is to have many border sensors in order to have many connections with sensors from other groups, so there will be higher probability to contact with more neighbouring groups. We have checked that for less than 770 intermediate sensors the best topology is the partially centralized P2P networks with superpeer model, but if the number of intermediate sensors is equal or higher that 770, the best topology is Zipf's law with R=-2.45. Figure 4 shows the number of border sensors in the group as a function of the number of sensors in the group. We have used numerical methods to know the number of border sensors as a function of the number of sensors in the group for the logarithmic model and for Zipf's law. In figure 4 , we can observe that, when many border sensors are needed versus the number of sensors in the group, for less than 40 sensors the best election is 3D Grid, but for 40 sensors or more, the best election is the partially centralized network with superpeers model. When we need few border sensors versus the number of sensors in the group, for less than 110 sensors the best topology is the ternary tree, but for more than 110 sensors the best topology is 2D Grid.
V. PROPAGATION TIME Every time a sensor has to send information to a specific group, first it has to send the information to the border sensor closest to that group, and then, the information has to be sent through the groups till the information arrives to the destination group. Expression 27 formulates it mathematically. 
Where t to_border is the time needed to reach the border sensor closest to that group, n is the number of intermediate groups through that path, t max_intragroup_i is the time needed to cross the ith group and t border_i-border_i+1 is the time needed to transmit the information from one border sensor to another border sensor from other group.
Let's suppose that t p is the mean value of the propagation time for all transmissions between 2 sensors in the architecture. So, we can assume that t border_i-border_i+1 = t p and, given d 1 hops to reach from a source sensor to the border sensor closest to the destination group, we can assume t to_border =d 1 ·t p . We can define the time needed to cross the i Let's consider four groups along a path to a group destination. Figure 5 shows two simulations. The first one (source group) shows the time needed when the mean value of the number of hops to cross the groups involved in the path is 10 and the number of hops from the source sensor to the border sensor closest to the destination group vary from 1 to 32. The second one (mean value of groups) shows the time needed when the number of hops from the source sensor to the border sensor closest to the destination group is 10 and the mean value of the number of hops to cross the groups involved in the path vary from 1 to 32. In figure 5 , we can observe that the delay is higher when the mean value of the number of hops in the groups increases, but it is less significant when the number of hops from the source sensor to the border sensor closest to the destination group increases.
VI. CONCLUSIONS
To the extent of our knowledge, there is not any previous interconnection system to structure connections between groups of nodes like the one presented in this paper. This paper demonstrates that it is a feasible option and it is independent of the structure of the sensors of the group, but some group architectures perform better than others. It could be applied to specific environments such as rural environments or for military purposes. We are now designing its fault-tolerance. 
