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In this paper, we consider a jump-diffusion risk process with the threshold dividend
strategy. Both the distributions of the inter-arrival times and the claims are assumed to
be in the class of phase-type distributions. The expected discounted dividend function and
the Laplace transform of the ruin time are discussed. Motivated by Asmussen [S. Asmussen,
Stationary distributions for fluid flow models with or without Brownian noise, Stochastic
Models 11 (1) (1995) 21–49], instead of studying the original process, we study the
constructed fluid flow process and their closed-form formulas are obtained in terms of
matrix expression. Finally, numerical results are provided to illustrate the computation.
Crown Copyright© 2008 Published by Elsevier B.V. All rights reserved.
1. Introduction
We consider the following jump-diffusion process
U(t) = u+ ct + σB(t)−
N(t)∑
i=1
Xi, t ≥ 0, (1.1)
where {ct + σB(t), t ≥ 0} is a diffusion process with drift parameter c and dispersion parameter σ > 0 denoting the
aggregate premiums received up to time t . The aggregate claim process S(t) = ∑N(t)i=1 Xi is a compound renewal process
with representation PH(α,A) of orderm for the inter-arrival time distribution, and claim sizes have a PH(β, B) distribution
of order n. We assume that {B(t)}, {N(t)} and {Xi} are independent. The risk process of (1.1) is usually called the perturbed
Sparre Andersen Model.
Recently, there have been several studies on the renewal riskmodel. Useful functions and variousmethods are introduced
and studied for these models, such as in [1–5] and the references therein. Compared to those results, [6–9] use completely
different approaches, based on fluid flow models. Asmussen [10] studied the case of the Markov additive processes with
Brownian motion, and gave a phase-type solution of the random variables studied therein, which also gives the basic idea
of this paper.
Dividend strategies for insurance risk model were first proposed in [11] to reflect more realistically the surplus cash
flows in an insurance portfolio. The threshold strategy is one of particular interest, under which no dividends are paid if the
surplus is below a constant barrier and are paid continuously at a rate less than the premium rate when the surplus is above
the barrier, see [12–14] for example.
This paper extends the model studied in [13] by taking Brownian motion into consideration. We studied model (1.1)
with a threshold dividend strategy by probabilistic arguments. Compared to the work of Gao and Yin [14] who studied
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Fig. 1. Path comparison of U(t)with R(t).
the dividend function and other interesting accurate variables for the perturbed Erlang risk model by integro-differential
equations, we generalized the inter-claim times to be phase-type distributed, and focused on the Markovian of the
contracted fluid flows. Under the threshold strategy with dividend barrier level b and dividend rate d, the modified surplus
process {Ub(t); t ≥ 0} can be expressed as:
dUb(t) =
{
c1 dt + σdB(t)− dS(t), if Ub(t) > b,
c2 dt + σdB(t)− dS(t), if Ub(t) ≤ b, (1.2)
where c1 = c − d and c2 = c. Define τ0 = inf{t > 0,Ub(t) ≤ 0} (τ0 = ∞ if the set is empty) to be the time of ruin. Let us
denote D(t) to be the cumulative amount of dividends paid out up to time t , then we have
D(t) = d
∫ t
0
1(Ub(s)>b) ds, (1.3)
where 1A is the index function, the expected discounted dividend function
V (u, b) = E
[∫ τ0
0
e−δs dD(s)|Ub(0) = u
]
, for δ > 0, u ∈ [0,∞). (1.4)
We aim at finding the expression of V (u, b) and the Laplace transform of the ruin time defined later.
1.1. Risk process analyzed as fluid flow
A distribution is of phase type with representation PH(pi, T) (also PH(pi, T,Ξ)), if it is the distribution of the time to
absorption of a Markov chain, which moves on a finite state space Ξ ∪ {∆}, such that ∆ is absorbing and the states in Ξ
are transient. Such a Markov chain has initial distribution (pi, 0) and the intensity matrix has corresponding partitioned
structure
(
T t
0 0
)
. The exit rate vector is t = −Te where e is the column vector of 1’s. More details about the phase-type
distributions can be found in Asmussen [15] and his works. A natural idea of dealing with the phase-type relatedmodel is to
make it consistent with a fluid model, that is a process model relevant for performance evaluation in connection with a pair
process. As far as the original surplus process (1.1) is concerned we define the pair processes (J(t), R(t)) in the following
way.
Suppose Ξ1,Ξ2 are the sets of the non-absorbing states that the underlying Markov processes of the inter-claim times
and the claims move on, with dimensionsm and n respectively. We define a Markov chain {J(t)} having initial distribution
(α, 0), state space Ξ = Ξ1⋃Ξ2 and the intensity matrix ( A aβbα B ) , where α is an m dimensional row vector and 0 is
an n dimensional row vector of 0’s, a = −Ae, b = −Be. R(t), the Markov-modulated process, starting from U(0) satisfies
equation dR(t) = c dt+σdB(t)when J(t) = i ∈ Ξ1 and decreases at rate−1when J(t) = i ∈ Ξ2, see Fig. 1 for a comparison
of U(t)with R(t).
Rb(t) can be defined similarly as follows:
dRb(t) =
{c1 dt + σdB(t), if Rb(t) > b and J(t) ∈ Ξ1,
c2 dt + σdB(t), if Rb(t) ≤ b and J(t) ∈ Ξ1,
−dt, if J(t) ∈ Ξ2.
(1.5)
Obviously, {R(t), Rb(t)} gives almost the same performance as {U(t),Ub(t)}, except for different time scaling and they
produce some similar accurate qualities, such as{
inf
t>0
Ub(t) < 0
}
=
{
inf
t>0
Rb(t) < 0
}
,
known as the set of ruin. Moreover, since {R(t), Rb(t)}’s sample paths are continuous, they are more convenient to study
than {U(t),Ub(t)}. In the rest of our paper, instead of discussing Ub(t), we focus on the processes (J(t), Rb(t)).
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It is easy to find that the model we studied admits the following general features:
• We impose no other restrictions on {J(t)} than being Markovian with a finite state spaceΞ = Ξ1⋃Ξ2 and irreducible.
• State-dependent diffusion components are allowed, that is, the gross component (c, σ 2) can be replaced by variances σ 2i
and drifts ci when J(t) = i ∈ Ξ1.
We define the hitting time and the occupation time of (J(t), Rb(t)) by
Tx = inf{t > 0, Rb(t) = x}, e(t) =
∫ t
0
1(J(s)∈E1) ds, (1.6)
then e(t) is exactly the time spent by Ub(s) in the original time system, and{
inf
0<s≤t Rb(s) < 0
}
=
{
inf
0<s≤e(t)
Ub(s) < 0
}
,
thus we have e(T0) = τ0.
Notations. • Throughout this paper, we use boldface letters to indicate matrices. Especially, we use In to denote an n× n
identity matrix or simply I if without ambiguity. Let e be a column vector of 1’s and ei = coliI. For a p× qmatrixM, its
entry at the (i, j)-position is denoted bymij or entijM, we may writeM = (mij) andM′ for its transpose. For given vectors
s = (si),1s denotes the diagonal matrix with si on the diagonal. Similarly,
1σ 2/2 = (σ 2i /2)diag, 1c = (ci)diag, 1A = (−aii)diag, 1B = (−bii)diag etc.
The notations1A,1B can be understood as the stay-intensity matrix of J(t) inΞ1 andΞ2 respectively, and
A˜ = 1−1A A+ I, B˜ = 1−1B B+ I, a˜ = 1−1A a, b˜ = 1−1B b
are the corresponding transition probabilities given the transient taking place.
• Given a stopping time S with respect to the filtration {Ft} generated by {J(t), Rb(t)} and ξ ∈ FS , we define Ex[ξ] to be a
|Ξ | × |Ξ |matrix with the initial and terminal states of J(t) at each entry on the set {S < ∞}, while a |Ξ | dimensional
vector with the initial state of J(t) at each entry on the set {S = ∞}. For example, let Tx be defined in (1.6). We have the
following definitions with the understanding that e−∞ = 0.
– Ex[e−δe(Ty); Ty < Tz] =
(
Exij[e−δe(Ty); Ty < Tz]
)
is defined to be a matrix function taking value
E(x,i)[e−δe(Ty); Ty < Tz, J(Ty) = j] = E[e−δe(Ty); Ty < Tz, J(Ty) = j|Rb(0) = x, J(0) = i]
at its (i, j)-position. Similarly,
Px[T0 <∞], Ex[e−δe(Ty); Tz < Ty], Ex[e−δe(Ty)], etc.
– Px[T0 = ∞] =
(
Pxi [T0 = ∞]
)
is defined to be a vector function taking value
P[T0 = ∞|Rb(0) = x, J(0) = i]
at its i-position.
Obviously
Ex[e−δe(Ty); Tz < Ty] + Ex[e−δe(Ty); Ty < Tz] = Ex[e−δe(Ty)],
and Px[Ty = ∞] + Px[Ty <∞]e = e.
To find the expression ofV (u, b) in (1.4),we introduce a sequence of auxiliary functions {Vi(u, b), i ∈ Ξ}, for u > 0, δ > 0
Vi(u, b)
def= E
[∫ T0
0
e−δe(s)1(Ub(s)>b) de(s)|Ub(0) = u, J(0) = i
]
. (1.7)
Remark 1.1. It is easy to know that, using the notation V(u, b) = (V1(u, b), V2(u, b), . . . , Vm+n(u, b))′, then
V (u, b) = d (α, 0)V(u, b). (1.8)
Therefore our attention may be focused on the calculation of Vi(u, b)(also V(u, b)).
The outline of the paper is as follows. Section 2 gives some preliminary results. The auxiliary vector functions are
discussed in Section 3.Main results are presented in Section 4. The Laplace transform of ruin time is also studied in Section 5.
Numerical results are provided in Section 6 to illustrate the computation, and it seems that there is an optimal barrier
dividend strategy giving higher value of V (u, b) than any threshold dividend strategy.
2. Preliminary results
In this section,we study the processes (J(t), R(t)) and (J(t), Rb(t)), and give somepreliminary results, the proofs ofwhich
can also be derived from Theorems 6.1 and 6.2 in [10].
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2.1. Fundamental quantities of (J(t), R(t))
Let T x = inf{t > 0, R(t) = x}, Z = maxt∈(0,∞){R(t)}, ξx = J(T x), for x > R(0), ξx is well defined for x < Z and terminated
at time Z on the trivial set {Z < ∞}. From the discussion in Section 2 of [10], in the case of {Z < ∞}, Z has a phase-type
distribution and ξx is a Markov chain with transient states Ξ1 and an absorbing state 4, while in the case of {Z = ∞},
ξx is a Markov chain with recurrent state space Ξ1. Similarly, for y < R(0), ζy = J(T y) can also be defined and the above
conclusions hold withΞ1 substituted byΞ1
⋃
Ξ2. Thus there should be an (m+n)× (m+n)matrixD and anm×mmatrix
U to be the sub-intensity matrix of corresponding Markov process with time value taken into consideration, and another
n×mmatrix Tr indicating the transition fromΞ2 toΞ1,
entijTr = lim
x↓0 E
(0,i)[e−δe(T x); J(T x) = j, T x <∞], for i ∈ Ξ2, j ∈ Ξ1, (2.1)
gives the following conclusions for x > 0,
Ex[e−δe(T0)] = Ex[e−δe(T0); T0 <∞] = exp(Dx), (2.2)
E0[e−δe(Tx)] = E0[e−δe(Tx); Tx <∞] =
(
exp(Ux) 0
Tr exp(Ux) 0
)
. (2.3)
It should be noticed here that, from the definitions of E0[e−δe(Tx)], E0[e−δe(Tx)]|x=0 =
(
Im 0
Tr 0
)
6= Im+n which is caused by
the performance of R(0)when J(0) ∈ Ξ2.
Theorem 2.1. D satisfies the matrix equation(
1σ 2/2 0
0 0
)
D2 +
(
1c 0
0 −I
)
D+
(
A− δI aβ
bα B
)
= 0. (2.4)
Let Q be a partitioned matrix with structure
(
U 0
Tr 0
)
, then we have:
Theorem 2.2. Q satisfies the matrix equation(
1σ 2/2 0
0 I
)
Q2 +
(
1−c aβ
0 B
)
Q+
(
A− δI 0
bα 0
)
= 0. (2.5)
Proof of Theorem 2.1. Let Fij[x] = Exij[e−δe(T0)] = entij exp(Dx) for x > 0, then we have for i ∈ Ξ1, j ∈ Ξ ,
Fij[x] = (1− (1A)iit)e−δtFij[x+ ct+ σBt] + t(1A)ii rowi(˜A, a˜β)F·j[x] + o(t),
σ 2
2
F′′ij[x] + cF′ij[x] + rowi(A− δI, aβ)F·j[x] = 0,
rowi D2 + c rowi D+ rowi(A− δI, aβ) = 0,
for i ∈ Ξ2, j ∈ Ξ ,
Fij[x] = (1− (1B)iit)Fij[x− t] + t(1B)ii rowi(˜bα, B˜)F·j[x] + o(t),
−F′ij[x] + rowi(bα, B)F·j[x] = 0,
−rowi D+ rowi(bα, B) = 0,
and this gives (2.4). #
Proof of Theorem 2.2. Let Gij[x] = E0ij[e−δe(Tx)] for x > 0, because R(t) goes down when J(t) is in the set Ξ2, we have
Gij[x] = 0 for j ∈ Ξ2, but still
Gij[x] = entij exp(Ux), if i, j ∈ Ξ1,
Gij[x] = rowi Tr · colj exp(Ux), if i ∈ Ξ2, j ∈ Ξ1. (2.6)
For i ∈ Ξ1, j ∈ Ξ ,
Gij[x] = (1− (1A)iit)e−δtGij[x− ct− σBt] + t(1A)iirowi(˜A, a˜β)G·j[x] + o(t),
and for i ∈ Ξ2, j ∈ Ξ1,
Gij[x] = (1− (1B)iit)Gij[x+ t] + t(1B)iirowi(˜bα, B˜)G·j[x] + o(t),
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which can be reduced to{
1σ 2/2U
2 −1cU+ A− δI+ aβTr = 0,
TrU+ bα+ BTr = 0. (2.7)
This gives (2.5) and finishes the proof. #
Assumption 2.3. For δ > 0, assume that Eq. (2.4) produces the same number of the algebraicmultiplicity and the geometric
multiplicity for each of the zeros that has negative real part and so does Eq. (2.5).
That is, if λ0 with Re(λ0) < 0 is the r-multiple root of the equation
Det
((
1σ 2/2 0
0 0
)
λ20 +
(
1c 0
0 −I
)
λ0 +
(
A− δI aβ
bα B
))
= 0,
then there are r linear independent vectors {lj} such that((
1σ 2/2 0
0 0
)
λ20 +
(
1c 0
0 −I
)
λ0 +
(
A− δI aβ
bα B
))
lj = 0.
Theorem 2.4. For δ > 0, D and Q are the unique solutions to Eqs. (2.4) and (2.5), respectively, that only have eigenvalues with
non-positive real part. They can be solved by way of the Jordan decomposition under Assumption 2.3.
Theuniqueness of the solutions is proved inAppendixA, andour assumption is reasonable as can be found from the examples
and the proofs of the uniqueness. To get the explicit expressions to the matrices under Assumption 2.3, take D for example,
if we have found the right set of its eigensystem from (2.4), {(si, coliJ), i = 1, 2, . . . ,m+ n}, then
D = J1s J−1. (2.8)
2.2. Other fundamental quantities
Consider a diffusion process satisfying
dWb(t) =
{
c1dt + σdB(t), ifWb(t) > 0,
c2dt + σdB(t), ifWb(t) ≤ 0, (2.9)
withWb(0) = 0. We may just write dWb(t) = cidt + σdB(t) for simplicity. Define f (x, t) = g(x)e−δt for any δ > 0, where
g(x) =
{
d1eζ1x + d2eζ2x, if x > 0,
d3eζ3x + d4eζ4x, if x ≤ 0, (2.10)
ζ1, ζ2 are the roots of σ
2
2 ζ
2 + c1ζ − δ = 0, ζ3, ζ4 are the roots of σ 22 ζ 2 + c2ζ − δ = 0, and d1, d2, d3, d4 satisfy{
d1 + d2 = d3 + d4,
ζ1d1 + ζ2d2 = ζ3d3 + ζ4d4, (2.11)
which makes g(x) differentiable at 0, and then g ′(x) is continuous at 0.
Define hitting time T bx = inf{t > 0,Wb(t) = x} (T bx = ∞ if the set is empty) for x ∈ R, which is well defined from the
continuity ofWb(t). Then for any given N > 0 we have the following theorem, whose prolix proof is given in Appendix B.
Theorem 2.5. M(t) = f (Wb(t ∧ T bN ∧ T b−N), t ∧ T bN ∧ T b−N) is a bounded martingale.
Corollary 2.6. For any ε > 0,
E
[
e−δT
b−ε ; T b−ε < T bε
]
+ E
[
e−δT
b−ε ; T b−ε > T bε
]
= 1+ o(ε),
and lim
ε→0 E[e
−δTb−ε ; T b−ε < T bε ] = 1/2.
Proof of Corollary 2.6. For any N > α, β > 0, from the continuity of Wb(t) and Wb(0) = 0, we have max{T b−α, T bβ} <
T bN ∧ T b−N . Apply optional sampling theorem toM(t) to get E[M(T b−α ∧ T bβ)] = E[M(0)], which is equal to
g(−α)E[e−δTb−α ; T b−α < T bβ ] + g(β)E[e−δT
b
β ; T b−α > T bβ ] = g(0). (2.12)
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Recall (2.11) to find some g(x) to solve the above equation. Setting d1 = 0, we have
g1(x) =
{
(ζ3 − ζ4)eζ2x, if x > 0,
(ζ2 − ζ4)eζ3x + (ζ3 − ζ2)eζ4x, if x ≤ 0.
Setting d2 = 0, we have
g2(x) =
{
(ζ3 − ζ4)eζ1x, if x > 0,
(ζ1 − ζ4)eζ3x + (ζ3 − ζ1)eζ4x, if x ≤ 0.
Substituting g1, g2 in (2.12), gives the following equations(ζ3 − ζ4) = E
[
e−δT
b−α ; T b−α < T bβ
] [
(ζ2 − ζ4)e−ζ3α + (ζ3 − ζ2)e−ζ4α
]+ E [e−δTbβ ; T b−α > T bβ] (ζ3 − ζ4)eζ2β ,
(ζ3 − ζ4) = E
[
e−δT
b−α ; T b−α < T bβ
] [
(ζ1 − ζ4)e−ζ3α + (ζ3 − ζ1)e−ζ4α
]+ E [e−δTbβ ; T b−α > T bβ] (ζ3 − ζ4)eζ1β . (2.13)
This allows obtaining the values of E[e−δTbβ ; T b−α > T bβ ] and E[e−δTb−α ; T b−α < T bβ ], setting α = β = ε to finish the proof. #
3. The auxiliary vector V(u, b)
In this section, we are ready to find the expression of V(u, b), from the Markovian of (J(t), Rb(t)). We have the following
equationsif u > b V(u, b) =
1
δ
Pu[Tb = ∞] + Eu
[∫ Tb
0
e−δe(s) de(s); Tb <∞
]
e + Eu [e−δe(Tb); Tb <∞]V(b, b),
if u ≤ b V(u, b) = Eu[e−δe(Tb); Tb < T0]V(b, b).
(3.1)
For u > b,
δEu
[∫ Tb
0
e−δe(s) de(s); Tb <∞
]
= Pu [Tb <∞]− Eu
[
e−δe(Tb)
]
, (3.2)
then V(u, b) is reduced to
V(u, b) = 1
δ
(
I− Eu [e−δe(Tb)]) e+ Eu [e−δe(Tb)]V(b, b), if u > b.
For 0 < u < b, the Markovian of {J(t), Rb(t)} gives
Eu
[
e−δe(Tb); Tb < T0
] = Eu [e−δe(Tb); Tb <∞]− Eu [e−δe(Tb); T0 < Tb <∞]
Eu
[
e−δe(Tb); T0 < Tb <∞
] = Eu [e−δe(T0); T0 < Tb] E0 [e−δe(Tb); Tb <∞]
Eu
[
e−δe(T0); T0 < Tb
] = Eu [e−δe(T0); T0 <∞]− Eu [e−δe(T0); Tb < T0 <∞]
Eu
[
e−δe(T0); Tb < T0 <∞
] = Eu [e−δe(Tb); Tb < T0] Eb [e−δe(T0); T0 <∞] .
(3.3)
Then from Section 2.1 and D, U, Tr there, the value of Eu[e−δe(Tb); Tb < T0] and Eu[e−δe(T0); T0 < Tb] for u ∈ (0, b) is
obtained.
3.1. The differentiability of V(u, b) at b with respect to u
In this subsection, we aim at finding the expression of V(b, b) in (3.1), and successively get it by the differentiability of
V(u, b) at bwith respect to u.
Theorem 3.1. V(u, b) is differentiable at b with respect to u.
Proof of Theorem 3.1. Consider Rb(t)with Rb(0) = b, J(0) = i ∈ Ξ1. The initial performance of Rb(t) is a diffusion process
starting from the barrier. The elapsed time κ before J(t)’s transition is exponentially distributed with parameter (−aii).
According to the conclusion from Section 2.2, the probability of the set {κ < Tb+ε ∧ Tb−ε} is of o(x). Thus in the following
equation Tb+ε and Tb−ε can be understood as the hitting time of that diffusion process. The Markovian of (J(t), Rb(t)) gives
Vi·(b, b) = Eb[e−δTb+ε ; Tb+ε < Tb−ε, Tb+ε < κ]Vi·(b+ ε)+ Eb[e−δTb−ε ; Tb−ε < Tb+ε, Tb−ε < κ]Vi·(b− ε)
+ Eb
[∫ (Tb+ε∧Tb−ε)
0
e−δs1(Ub(s)>b) ds; Tb+ε ∧ Tb−ε < κ
]
e′ + o(ε).
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Meanwhile,
δEb
[∫ (Tb+ε∧Tb−ε)
0
e−δs1(Ub(s)>b) ds; Tb+ε ∧ Tb−ε < κ
]
≤ Eb[(1− e−δ(Tb+ε∧Tb−ε)); (Tb+ε ∧ Tb−ε) < κ]
= Eb[eaii(Tb+ε∧Tb−ε)] − Eb[e(aii−δ)(Tb+ε∧Tb−ε)] = o(ε).
Thus we have
lim
ε↓0
Vi·(b+ ε, b)− Vi·(b, b)
ε
= lim
ε↓0
Vi·(b, b)− Vi·(b− ε, b)
ε
for i ∈ Ξ1,
and for i ∈ Ξ2
Vi·(b, b) = (1+ biiε)Vi·(b− ε, b)− biiε rowi(˜bα, B˜)V(b, b)+ o(ε),
Vi·(b+ ε, b) = (1+ biiε)Vi·(b, b)− biiε rowi(˜bα, B˜)V(b, b)+ o(ε),
give
lim
ε↓0
Vi·(b+ ε, b)− Vi·(b, b)
ε
= lim
ε↓0
Vi·(b, b)− Vi·(b− ε, b)
ε
= rowi (bα, B)V(b, b) for i ∈ Ξ2.
This finishes the proof. #
4. Main results
For the integrality of the paper, we give the main results of this paper and the steps in obtaining the value of V (u, b). To
simplify the consideration, 1c1 = (c1)diag = c1 I, 1c2 = (c2)diag = c2 I in this paper. Let D˜, D, Q =
(
U 0
Tr 0
)
be the unique
solutions for the following three equations respectively,(
1σ 2/2 0
0 0
)
D˜2 +
(
1c1 0
0 −I
)
D˜+
(
A− δI aβ
bα B
)
= 0; (4.1)(
1σ 2/2 0
0 0
)
D2 +
(
1c2 0
0 −I
)
D+
(
A− δI aβ
bα B
)
= 0; (4.2)(
1σ 2/2 0
0 I
)
Q2 +
(−1c2 aβ
0 B
)
Q+
(
A− δI 0
bα 0
)
= 0. (4.3)
Let Eu
[
e−δe(Tb); Tb < T0
]
(for 0 < u < b) be the solution ofEu
[
e−δe(Tb); Tb < T0
] = ( exp(U(b− u)) 0Tr exp(U(b− u)) 0
)
− Eu [e−δe(T0); T0 < Tb] ( exp(Ub) 0Tr exp(Ub) 0
)
Eu
[
e−δe(T0); T0 < Tb
] = exp(Du)− Eu [e−δe(Tb); Tb < T0] exp(Db), (4.4)
then the auxiliary (vector) functions V(u, b) can be expressed as
V(u, b) =

1
δ
(
I− exp(˜D(u− b))) e + exp(˜D(u− b))V(b, b), if u > b,
Eu
[
e−δe(Tb); Tb < T0
]
V(b, b), if 0 < u ≤ b,
(4.5)
where, according to Theorem 3.1, V(b, b) satisfies
−1
δ
D˜e + D˜V(b, b) = K(b)V(b, b), (4.6)
K(b) = lim
u↑b
∂
∂u
Eu
[
e−δe(Tb); Tb < T0
]
= −
((
U 0
TrU 0
)
+ D exp(Db)
(
exp(Ub) 0
Tr exp(Ub) 0
))(
I− exp(Db)
(
exp(Ub) 0
Tr exp(Ub) 0
))−1
. (4.7)
Theorem 4.1. The expected discounted dividend function V (u, b) defined in (1.4) is
V (u, b) = d (α, 0)V(u, b). (4.8)
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5. The Laplace transform of the ruin time
Let φ(u, b) = Eu[e−δe(T0)], φij(u, b) = E(u,i)[e−δe(T0); J(T0) = j, T0 <∞]. Then we are next going to find the expression
to the function φ(u, b) = E[e−δτ0 |Rb(0) = u], which is the Laplace transform of the ruin time.
It is easy to find that{
φ(u, b) = Eu[e−δe(Tb)]φ(b, b), if u > b,
φ(u, b) = Eu[e−δe(Tb); Tb < T0]φ(b, b)+ Eu[e−δe(T0); T0 < Tb], if 0 < u ≤ b. (5.1)
Similarly to the proof of Theorem 3.1, we have:
Theorem 5.1. φ(u, b) is differentiable at b with respect to u.
Let Eu[e−δe(T0); T0 < Tb] for 0 < u < b be the solution of (4.4), and
L(b) = lim
u↑b
∂
∂u
Eu[e−δe(T0); T0 < Tb]
=
(
D exp(Db)+
(
U 0
TrU 0
)
exp(Db)
)(
I−
(
exp(Ub) 0
Tr exp(Ub) 0
)
exp(Db)
)−1
, (5.2)
then φ(b, b) is the solution of the equation
D˜φ(b, b) = K(b)φ(b, b)+ L(b), (5.3)
then we have{
φ(u, b) = exp(˜D(u− b))φ(b, b), if u > b,
φ(u, b) = Eu[e−δe(Tb); Tb < T0]φ(b, b)+ Eu[e−δe(T0); T0 < Tb], if 0 < u ≤ b. (5.4)
Theorem 5.2. Let φ(u, b) be as defined above, then the Laplace transform of ruin time is
φ(u, b) = (α, 0)φ(u, b) e. (5.5)
6. Examples
We are now taking some numerical examples of the model to illustrate how the previous results can be applied and
calculated.
6.1. Example and illustrations
Example 6.1. Suppose the inter-claim times Vi ∼ PH(α,A), the claim sizes Xi ∼ PH(β, B), σ = 0.3, c = 3, b = 8, d = 1,
δ = 0.05, α = (1, 0), β = (0.1, 0.4, 0.5), A =
(−0.5 0.5
0 −0.3
)
, B =
(−1/10 1/10 0
0 −1/6 1/6
0 0 −1/3
)
.
Then we have the E[Vi] = 5.33333 and E[Xi] = 7, the positive safety loading (c1E[Vi] − E[Xi]) > 0 makes Ub(t) going to
∞ as t going to infinity.
To find the expression for D, we denote
H(s) =
(
1σ 2/2 0
0 0
)
s2 +
(
1c 0
0 −I
)
s+
(
A− δI aβ
bα B
)
.
Solving the equation
Det[H(s)] = 0,
gives the roots {−66.8489,−66.7838,−0.33001,−0.15236,−0.0820223} and {0.0267245, 0.236965}. As can be found
from the collection, Assumption 2.3 is reasonable and wemay even assume that the equation gives different zeros. We pick
up those with negative real part – they are the eigenvalues of D – and denote them as
s = {s1, s2, s3, s4, s5}.
Next we collect the vectors such that H(si) Ji = 0 for each si, and put them in terms of
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Fig. 2. Graph of V (u, b).
Fig. 3. Graph of φ(u, b).
J = {J1, J2, J3, J4, J5} =
−0.99998 −0.929677 0.00666274 0.0215748 0.0669416
−0.00378678 −0.368347 0.0204564 0.0434101 0.10654
1.87647× 10−8 1.74967× 10−8 0.296469 −0.884164 0.972481
−0.0000125252 −0.0000116675 −0.68191 0.462952 0.174829
0.00501126 0.00466351 0.668313 0.0397386 0.0887899
 ,
then we have
D = J1sJ−1 =

−66.8141 0.16601 2.59177 7.43221 7.09141
0.0651088 −66.783 3.86226 12.4989 13.0733
0 0 −0.1 0.1 0
0 0 0 −0.166667 0.166667
0.333333 0 0 0 −0.333333
 .
The same method is applied to get
D˜ =

−44.6631 0.247812 2.48426 7.46601 7.3119
0.0837444 −44.6183 3.19408 10.6053 11.2645
0 0 −0.1 0.1 0
0 0 0 −0.166667 0.166667
0.333333 0 0 0 −0.333333
 ,
Q =

−0.182706 0.16601 0 0 0
0.0509819 −0.0809843 0 0 0
0.215625 0.440581 0 0 0
0.384969 0.439422 0 0 0
0.67257 0.269487 0 0 0
 ,
and V(b, b)′ = (15.7031, 13.937, 1.94431, 7.11734, 13.3234) , see Figs. 2 and 3 for graphs of these V (u, b) and
φ(u, b).
It is well known that the optimal dividend strategy in the classical risk models is the barrier dividend strategy, and
the optimal dividend barrier is independent of the initial surplus. Given the barrier level, the barrier dividend strategy is
the limiting case of threshold dividend strategy by letting the dividend rate going to∞. This motivates us to consider the
following example, but the proposition is hard to be discussed.
Example 6.2. Following the model Ub(t) in Example 6.1, we consider the function of V (u, b) as a function of b and d, and
denote it as V (b, d) temporarily.
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Fig. B.1. Graph of V (b, d) for b ∈ [2, 30], d ∈ [15, 200], with u = 1, 2, 20, 50.
Fig. B.2. Graph of V (b, d) for b ∈ [2, 30], d ∈ [1, 15], with u = 1, 5, 20, 50.
B. Li et al. / Journal of Computational and Applied Mathematics 228 (2009) 41–55 51
Fig. 4. V (b, d) as a function of d.
Fig. 5. V (b, d) as a function of b.
We illustrate V (b, d) with different initial surplus, u = 1, 5, 20, 50, at the end of this paper. An interesting feature
observed from the figures (Figs. B.1 and B.2) is that themaximumvalue of V (b, d) seems to be taken at (b, d) around (12,∞),
and this optimal barrier level b∗ is independent of the surplus u. Unluckily, V (b, d) is not an increasing function with respect
to either b or d as can be found from Figs. 4 and 5.
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Appendix A. The uniqueness of the solutions to the matrix equations
We are now proving the uniqueness of the solutions for each of the following two equations. The basic idea of our proof
is based on the fact that, the intensity matrix M only produces eigenvalues with non-positive real part. Its determinant is
not zero ifMe 6= 0, and we call it the substochastic matrix.(
1σ 2/2 0
0 0
)
D2 +
(
1c 0
0 −I
)
D+
(
A− δI aβ
bα B
)
= 0, (A.1)
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1σ 2/2 0
0 I
)
Q2 +
(
1−c aβ
0 B
)
Q+
(
A− δI 0
bα 0
)
= 0. (A.2)
Denote
H(s) =
(
1σ 2/2 0
0 0
)
s2 +
(
1c 0
0 −I
)
s+
(
A− δI aβ
bα B
)
.
Let (s, l) belong to the right-side eigensystem of D, Dl = sl, l 6= 0, it is easy to find that H(s)l = 0 and Det[H(s)] = 0 for
this s. Moreover, H(0) =
(
A− δI aβ
bα B
)
being a substochastic matrix gives that 0 is not the eigenvalue of D and Det[D] 6= 0.
By (A.1),
H(s) =
(
1σ 2/2 0
0 0
) (
s2I− D2)+ (1c 00 −I
)
(sI− D)
=
((
1σ 2/2 0
0 0
)
(sI+ D)+
(
1c 0
0 −I
))
(sI− D) . (A.3)
Thus all the eigenvalues of D are contained in the zeros of Det[H(s)], counted according to their multiplicities, since the
characteristic polynomial of D is a sub-polynomial of Det[H(s)].
If we rewrite D in a partitioned structure
(
D11 D12
D21 D22
)
, then
(−1)nDet[H(s)] = Det[1σ 2/2(D11 + sI)+1c] Det[sI− D].
The uniqueness of the solution is the consequence of following lemma.
Lemma A.1. Det[1σ 2/2(D11 + λI)+1c] 6= 0 for λ with Re(λ) < 0.
Proof of Lemma A.1. Case 1. For λ ∈ R, λ ≤ 0, (A.1) gives
−
((
1σ 2/2 0
0 0
)
(D+ λI)+
(
1c 0
0 −I
))
D =
(
A− δI aβ
bα B
)
− λ
(
1σ 2/2 0
0 0
)
D
the right side of the above equation is a substochastic matrix and its determinant is not equal to zero, then the determinant
of its left side gives
(−1)mDet[1σ 2/2(D11 + λI)+1c]Det[D] 6= 0,
and also
Det[1σ 2/2(D11 + λI)+1c] 6= 0, for λ ≤ 0.
Case 2. Let C be the complex plane, for λ ∈ C \ Rwith Re(λ) < 0, (A.1) gives
−
((
1σ 2/2 0
0 0
)
(D+ λI)+
(
1c 0
0 −I
))
(D− εI)
=
(
A− δI aβ
bα B
)
+
(
1σ 2/2 0
0 0
)
D(ε − λ)+ ε
(
λ1σ 2/2 +1c 0
0 −I
)
(A.4)
and we may take ε = Im(λ) to complete the proof. #
To prove the uniqueness of the solution to (A.2), we follow almost the same method, denote
L(s) =
(
1σ 2/2 0
0 I
)
s2 +
(
1−c aβ
0 B
)
s+
(
A− δI 0
bα 0
)
=
((
1σ 2/2 0
0 I
)
(sI+ Q)+
(
1−c aβ
0 B
))
(sI− Q) . (A.5)
Observe that
(
A− δI 0
bα 0
)
has 0 as its eigenvalue of multiplicity n, and Q =
(
U 0
Tr 0
)
. Thus Det[L(s)] = 0 only gives roots 0
of multiplicity n, {(0, ei)}i=m+1,m+2,...,m+n belongs to the eigensystem of Q and Det[U] 6= 0 is a defective intensity matrix.
Moreover, from the definition of Tr, we should have that Tr e < 1 holds which means Q +
(
0 0
0 −I
)
=
(
U 0
Tr −I
)
is a
substochastic matrix.
Similarly to Lemma A.1, we have the following Lemma A.2 which is the sufficient condition to ensure the uniqueness of
the solution of (A.2).
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Lemma A.2. Det
[((
1
σ2/2 0
0 I
)
(λI+ Q)+
(
1−c aβ
0 B
))]
6= 0, for λ with Re(λ) < 0.
Proof of Lemma A.2. Case 1. For λ < 0, (A.2) says
−
((
1σ 2/2 0
0 I
)
(λI+ Q)+
(
1−c aβ
0 B
))(
U 0
Tr −I
)
=
(
A− δI 0
bα 0
)
− λ
(
1σ 2/2 0
0 I
)(
U 0
Tr 0
)
+
(
0 aβ
0 B
)
+ λ
(
0 0
0 I
)
=
(
A− δI aβ
bα B
)
− λ
(
1σ 2/2U 0
Tr −I
)
, (A.6)
the right side of the above equation is a substochastic matrix, thus it gives
Det
[((
1σ 2/2 0
0 I
)
(λI+ Q)+
(
1−c aβ
0 B
))]
6= 0, for λ < 0.
Case 2. For λ ∈ C \ Rwith Re(λ) < 0
−
((
1σ 2/2 0
0 I
)
(λI+ Q)+
(
1−c aβ
0 B
))((
U 0
Tr −I
)
−
(
ε3I 0
0 0
))
=
(
A− δI aβ
bα B
)
− λ
(
1σ 2/2U 0
Tr −I
)
+ ε3
(
1σ 2/2(λI+ U)+1−c 0
Tr 0
)
=
(
A− δI aβ
bα B
)
+ (ε3 − λ)
(
1σ 2/2U 0
Tr −I
)
+ ε3
(
λ1σ 2/2 +1−c 0
0 I
)
. (A.7)
By letting ε3 = Im(λ), we may find that the right side of the above equation is an intensity matrix plus a diagonal matrix
with pure imaginary numbers on the diagonal, and it is of course inversive. Thus
Det
[((
1σ 2/2 0
0 I
)
(λI+ Q)+
(
1−c aβ
0 B
))]
6= 0, for λ ∈ C \ Rwith Re(λ) < 0.
This finishes the proof. #
Remark A.3. (1) If we have found the eigenvalues with non-positive real part and corresponding eigenvectors from
Eq. (A.2), {si, li}i=1,...,m, and note1 =
(
1s 0
0 0
)
, L = (l1, l2, . . . , lm, em+1, . . . , em+n), then
Q = L1L−1.
(2) It should be noted here that, for the case that δ = 0 and positive safety loading holds, c1E[Vi] > E[Xi], there is a 0 with
geometric multiplicity 2 with respect to Q, and the corresponding null space is spanned by {e, em+1, . . . , em+n}.
Appendix B. Proof of Theorem 2.5
Recall that f (x, t) = g(x)e−δt for any δ > 0, where
g(x) =
{
d1eζ1x + d2eζ2x, if x > 0,
d3eζ3x + d4eζ4x, if x ≤ 0, (B.1)
ζ1, ζ2 are the roots of σ
2
2 ζ
2 + c1ζ − δ = 0, ζ3, ζ4 are the roots of σ 22 ζ 2 + c2ζ − δ = 0, and d1, d2, d3, d4 satisfy{
d1 + d2 = d3 + d4
ζ1d1 + ζ2d2 = ζ3d3 + ζ4d4, (B.2)
which makes g(x) differentiable at 0, and g ′(x) continuous at 0.
First we state some properties of g(x), for any given constant N > 0:
(1) g(x) and g ′(x) are both bounded on [−N,N];
(2) g ′′(x) exists, is continuous and is bounded on [−N,N] \ {0};
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(3) g ′(x) has both a right derivative and a left derivative at 0 which are equal to the right limit and the left limit of
g ′′(x) at 0 respectively, i.e. D−(g ′)(0) and D+(g ′)(0) exist and moreover, D−(g ′)(0) = g ′′(0−) = limx→0− g ′′(x) and
D+(g ′)(0) = g ′′(0+) = limx→0+ g ′′(x);
(4) σ
2
2 g
′′(x)+ cig ′(x)− δg(x) = 0 for x 6= 0, and σ 22 D−g ′(0)+ c2g ′(0)− δg(0) = 0 for x = 0.
Motivated by the idea of ‘A Generalized Ito Rule for Convex Functions’mentioned in [16, pp. 214], we introduce an infinite
differentiable function(C∞(R)),
Γ (x) =
γ exp
[
1
(x− 1)2 − 1
]
, 0 < x < 2 ;
0, otherwise,
which satisfies
∫∞
−∞ Γ (x)dx = 1 by appropriate choices of the constant γ , and employ the mollifiers {Γn(x) def= nΓ (nx)}, as
well as
gn(x)
def=
∫ ∞
−∞
g(y)Γn(x− y)dy =
∫ ∞
−∞
g(x− y/n)Γ (y)dy, x ∈ R, n ≥ 1,
then we have that gn(x) also belongs to C∞(R).
Combining with the properties of g(x), we have the following conclusions, as n→∞:{
gn(x)→ g(x), g ′n(x)→ g ′(x), g ′′n (x)→ g ′′(x), if x 6= 0,
gn(0)→ g(0), g ′n(0)→ g ′(0), if x = 0, (B.3)
σ 2
2
g ′′n (x)+ cig ′n(x)− δgn(x)→ 0, if x 6= 0,
and g ′n(x) =
∫ 2
0
g ′(x− y/n)Γ (y) dy holds for any x ∈ R. (B.4)
Then
g ′n(y)− g ′n(0)
y
=
∫ 2
0
g ′(y− z/n)− g ′(−z/n)
y
Γ (z) dz
=
∫ 2
0
g ′(y− z/n)− g ′(−z/n)
y
I(z ≥ ny)Γ (z) dz
+
∫ 2
0
g ′(y− z/n)− g ′(−z/n)
y
I(z < ny)Γ (z) dz, (B.5)
according to properties 2 and 3 of g(x) and Lebesgue’s dominated convergence theorem. As y → 0, the above equation
gives g ′′n (0) =
∫ 2
0 g
′′(−z/n)ζ (z) dz. Also, thanks to the third property of g(x), limn→∞ g ′′n (0) = D−g ′(0). This gives us the
following lemma.
Lemma B.1.
σ 2
2
g ′′n (x)+ cig ′n(x)− δgn(x)→ 0, n→∞, for all x ∈ R. (B.6)
Proof of Theorem 2.5. DenoteMn(t) = gn(Wb(t ∧ T bN ∧ T b−N))e−δ(t∧T
b
N∧Tb−N ), and apply the Itoˆ expansion toMn(t), for t > 0
Mn(t)−Mn(0) =
∫ t∧TbN∧Tb−N
0
e−δr
[
σ 2
2
g ′′n (Wb(r))+ cig ′n(Wb(r))− δgn(Wb(r))
]
dr
+
∫ t∧TbN∧Tb−N
0
σe−δrg ′n(Wb(r))dω(r). (B.7)
When n goes to∞, from the definition of T bN∧T b−N , each function in the above equations can be looked upon as functionswith
compact support, and are uniformly bounded, so that the left-hand side of (B.7) converges almost surely to M(t) − M(0).
Also, for the right side of (B.7), from (B.6) and also the uniform boundedness, we have
lim
n→∞
∫ t∧TbN∧Tb−N
0
e−δr
[
σ 2
2
g ′′n (Wb(r))+ cig ′n(Wb(r))− δgn(Wb(r))
]
dr = 0 a.s. P,
and the stochastic integral converges in L2 to
∫ t∧TbN∧Tb−N
0 σe
−δrg ′(Wb(r))dω(r) also because of (B.3) and the uniform
boundedness of the functions involved, and it will be a bounded martingale.
This finishes the proof. #
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