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Recently the independent multinomial selections model (IMS) with the
multinomial logit link has been suggested as an analysis tool for radio-telemetry
habitat selection data. This model assumes independence between animals,
independence between sightings within an animal, and identical multinomial habitat
selection probabilities for all animals.
We propose two generalizations to the IMS model. The first generalization is to
allow a Markov chain dependence between consecutive sightings of the same animal.
This generalization allows for both positive correlation (individuals persisting in the
same habitat class in which they were previously sighted) and negative correlation
(individual vacating the habitat class in which they were previously sighted). The
second generalization is to allow for heterogeneity. Here, a hierarchical Dirichlet-
multinomial distribution is used to allow for variability in selection probabilities
between animals. This generalization accounts for over-dispersion of selection
probabilities and allows for inference to the population of animals, assuming that the
animals studied constitute a random sample from that population..
Both generalizations are one parameter extensions to the multinomial logit
model and allow for testing the assumptions of identical multinomial selection
probabilities and independence. These tests are performed using the score, Wald, and
asymptotic likelihood ratio statistics. Estimates of model parameters are obtained
using maximum likelihood techniques, and habitat characteristics are tested using
drop-in-deviance statistics.
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and Robert Paul. Peace.PERSISTENCE AND HETEROGENEITY IN HABITAT SELECTION STUDIES
CHAPTER 1
INTRODUCTION
Radio telemetry is increasingly used in studies to track animals through time.
Studies incorporate this technology for many different purposes, suchas estimating
migratory paths (Mate et al., 1997 and Mate et al., 1998) and determining habitat
selection (Vander Heyden and Meslow, 1999) of animals. In habitat selection studies,
individual animals are located (sighted) using signals thatare sent from radio
transmitters (affixed to the animals) to receivers, which have three main forms: hand
held, stationary tower, and satellite. After sighting the animals, the habitat type for
each sighting location is determined either from maps or from visitations, and
measurements of habitat characteristics are made. The objective of habitat selection
studies is to determine habitat characteristics which influence the animal population's
selection.
Data from these studies consist of two matrices. The first matrix, X, isa
sighting history matrix with rows for individual animals, columns for sighting times,
and entries identifying the habitat type the animal was sighted in at the given time.
The second matrix, Z, is the design matrix, with rows corresponding to habitat types
and columns to habitat characteristics. The entries in the design matrixare
measurements of each characteristic within each habitat type. An example of the X
and Z data matrices might look like:
Time 123 %OldClay
GrowthSoil
Animal 1
X
ri
1 1321
zHabitat 1[54 11
Animal 222 1 1 1 Habitat 2 38 0
Animal 3[1 1332] Habitat 3
[87 1j2
X will denote the sighting history for animal t, andZ1will denote the habitat
characteristic measurements for habitat i.
Logistic regression is regularly used to analyze habitat selection study data
(Ramsey et al., 1994 and Manly et al., 1993). This method is most appropriate when
animals leave signs of habitat usage such as nesting. Measurements of habitat
characteristics are then made at used sites as well as randomly selected unused sites.
Logistic regression is performed to determine if the odds of usage is associated with
the characteristics measured. This analysis assumes independence between animals,
independence between repeat sightings of the same animal, and identical selection
structure between animals.
When animals do not leave signs of habitat usage or a census of the study area is
not obtainable, randomly selecting unused sites is not possible. Instead, random sites
are selected among those that are available, and an analysis of use versus availability
is performed. In discussing the application of logistic regression to resource selection
studies, Manly et al. (1993) suggest that this technique "has much to recommend it
when census data are available...," implying that there may be some limitations to the
technique when census data are not available. Indeed, logistic regression applied to
use versus availability data yields estimates of use versus nonuse selection parameters
that are biased toward zero, where the bias increases with the extent of the habitat that
is used (Appendix A.1).
The independent multinomial selections (IMS) model, which uses the
multinomial logit, has recently been suggested as an analysis tool for habitat selection
studies (McCracken et al., 1998). The method allows for estimation of habitat
selection probabilities using habitat characteristics such as the proportion of the study
area covered by each habitat type as explanatory variables. The independent
multinomial selections model assumes identical multinomial habitat selection
probabilities for all animals, independence between animals and independence of
repeat sightings of the same animal. The IMS model is presented briefly in Chapter 2.The assumption of independence between repeat sightings of the same animal is
a concern when the time interval between sightings of the same animal is relatively
short (Thomas and Taylor, 1990). The time interval giving approximate independence
between sightings of the same animal could depend on the speed of the species and the
sizes of the habitats. For example, a time interval that gives approximate
independence for one species may be too short for another slower species, which
could result in dependence between sightings of the same animal. Specifically,
relatively short intervals can result in positive correlation between consecutive
sightings of an animal. Correlation between consecutive sightings is addressed in
Chapter 3 using a persistence model.
The assumption that every animal selects its habitats according to the same
multinomial selection probabilities leads to a very specific structure for the variances
of these probabilities, namely multinomial variance. Often there is more variability in
nature than is allotted for by the multinomial variance. Allowing for heterogeneity of
multinomial habitat selection probabilities is addressed in Chapter 4.CHAPTER 2
INDEPENDENT MULTINOMIAL SELECTIONS (IMS) MODEL
Consider T animals the tth of which is sighted nt times, t = 1,...,T. Further,
consider that each of these sightings is in one of K possible habitats. Let
= [ir,...,AK]'be the population selection probabilities for habitats 1 through K
respectively. Assume that animals act independently of each other and that repeat
sightings of the same animal are independent. Let Y = [Y YK }be the number
of sightings in each of the K habitats for animal t. Then conditioning on flt,
- Multinomial (ni,it).Similarly, conditioning on the sighting numbers for all T
animals, Y = ...,Y']the likelihood ofitis:.
T( K
L(irl[n1, ...,nTI,y) =1-il n!I[J (2.1)
1=1 i=1 Y1)
Hence, conditional on[n1,.. , nT], the sighting history matrix, X, can be reduced to
the sufficient statistic: T(y) ".,1tK]whereT(y) registers the total
numbers of sightings in each of the habitat types.
2.1 Multinomial Logit
The multinomial logit function (2.2) expresses the log selection probability ratio
(SPR) of habitat i to a reference habitat as a linear function of habitat characteristics.
Without loss of generality theKth habitat is usedas the reference.ln(7r/7tK)=0(A,AK)+(ZIZK)13 (2.2)
where ,J3.,]is the vector of habitat characteristic coefficients, A1is the log
of the total study area covered by habitat i, andis the coefficient for A. Let
II= r'].Equation (2.2) can be rewritten to give it. as a function of habitat
characteristics:
eoA+Z13
K (2.3)
j=i
2.2 Maximization of,rParameterization
The maximum likelihood estimates (MLE) ofirare obtained by the usual
y1 YtK
multinomial estimators:1r0 ,where n is the total number
n n n
of sightings over all the animalsn = Estimates of the standard errors for
are obtained using the inverse of the observed information matrix.
2.3 Maximization Under i Parameterization
Substituting equation (2.3) forit1into the likelihood equation (2.1) allows for
estimation of habitat selection probabilities in terms of habitat characteristics. Themaximum number of habitat characteristic variables is K- 1. This limitation results
from the multinomial distribution with K classes having only K-i independent
parameters 7t1 =iJ.Maximum likelihood estimates ofare obtained using a
maximization routine, for example Newton-Raphson techniques. Initial estimates of
are obtained by first updatingthrough projection onto the Z-space giving:
*Onew= Z'(ZZ')' Z*0. The initial estimates of
fare then found by solving the
multinomial logit, equation (2.2), for Ji usingItOnewApproximate standard errors for
i are obtained using the inverse of the observed information matrix. Approximate
standard errors of the habitat selection probabilities, ñ, and selection probability
ratios,/K, areobtained using the delta approximation method (Appendix A.6).7
CHAPTER 3
PERSISTENCE MODEL
If positive correlation is present in data but the modeling technique assumes
independence, the estimates of variance from the model will underestimate the true
variance in the parameter estimates. Furthermore, the assumption of independence,
when it does not exist, leads to an overestimation of degrees of freedom. Both of
these estimation errors result in liberal tests of hypotheses for the parameters of
interest. If negative correlation is present but not modeled, then estimates of variance
overestimate the true variance, which results in conservative tests of hypotheses.
Manly et al. (1993) recognize the possibility of correlation between sightings of the
same animal and suggest analyzing each animal separatelyafter which tests of
parameters can be made using the mean parameter value across animals and its sample
standard error. Swihart and Slade (1985a) show that estimates of home-range derived
from correlated observations have negative bias compared to estimates derived from
independent observations. Swihart and Slade (1 985b) also present tests of
independence of animal locations, using sighting coordinates, and introduce a
technique to estimate the sampling interval needed to attain approximate
independence.
In this paper, we introduce a persistence model, which is a one-parameter
generalization of the independent multinomial selections model, to account for
correlation between sightings of the same animal. Its use yields more accurate tests of
hypotheses than the IMS model when correlation exists. Furthermore, this model
allows for estimation of a time interval between sightings to give approximate
independence. Independence between animals and identical multinomial habitat
selection probabilities for all animals are assumed.8
3.1 Markov Chain Transition Probability Matrix
Consider that there is temporal dependence between sightings of the same
animal and that this dependence follows a Markov chain. The probability of being
sighted in habitat i at time q+1 depends only on the sighting at time q. These
probabilities can be described with a transition probability matrix. The form of the
transition probability matrix considered in this paper,
lilt'
= 11t1
lilt'
lilt2 liltKl
1-li(1-lt2)
lilt2
1-fl(1-ltK_,)
lilt2 liltKl
lutK
liltK
hiCK
1li(1ltK)
incorporates one additional parameter, i, to the IMS model. The persistence
parameter, i is bounded between 0 and the minimum of : Vi(Appendix
(lt1it1 j
A.2), where theit1's are the stationary probabilities of being sighted in each of the
habitat types. The stationarity is straightforward using equations (3.1) or (3.6) below.
Note that at i = 1,
it1 it2 ltK_l ltK
lt it2 itK_I ltK
it1 it2...
ltK_I 7CK
it1 it2 it1 ltKwhich is the probability transition matrix assuming independence between sightings
(IMS model). Moreover, as ii decreases from 1 to 0, the probabilities on the main
diagonal increase over that obtained under the IMS model; thereby increasing the
probability that the animals will persist in the habitat in which they were previously
sighted. The off-diagonals decrease proportionately to their probabilities under the
IMS model. As r increases from 1 to mm1
1
: Vi,the probabilities on the
L_lri1_7t J
main diagonal decrease from that obtained under the IMS model; thereby increasing
the probability that the animals will vacate the habitat in which they were previously
sighted. The off-diagonals increase proportionately.
3.2 Spectral Decomposition
The form of the probability transition matrix, 111(n), given above has a simple
spectral decomposition. The eigenvalues of 1J() are= 1 and
£2 = £3 = = 6K =1n. The vectors 1 and ir are the right and left eigenvectors
associated with c. This results in the following spectral decomposition of 111(i): If
A(n)diag(1,1n, ...,1i),then
n(ii)=RA()L'
=R[A(1)+(1n)(IKA(1))]L' (3.1)
=fl(1)+(1-1)[IK_1T(1)]
Here, '-'-''Kby orthogonality of eigenvectors. This representation of 11(n) will
be used later to determine sighting times to give approximate independence.3.3 Correlation
10
The correlation between consecutive sightings of the same animal under the
persistence model is 1i (Appendix A.3) Hence, fl E (0,1) leads to positive
correlation between sightings, and i E1, mm
1
:Vi1leads to negative
7t1-7tJ)
correlation between sightings.
3.4 Likelihood
Letbe an indicator of the initial sighting in habitat i for animal t:
Jianimal t initially sighted in habitat i
ti
1.0animal t initially sighted in habitat ji
Letbe the number of transitions from habitat j to habitat i for animal t and vt1 be the
number of transitions to habitat i from habitats other than i for animal t, v=n.
ji
Then the probability of an observed sighting history for a given animal t under the
persistence model is:
K
I P(X1Iir,ii)ccfJit(iiir1,(i_n(1_ir))hlU
iI
(3.2)
K
fJ
f1+v (11(1r,11
where Vt v .Assuming independence between animals, the likelihood for the
persistence model parameters is:
T[ K 1
L(lr,rlIX)ocfJI1vhJ]itt(1_ii(1_iti,,
t=i L i=t J
lltvt (1 i(1
))fin (3.3)
= Vfl
f.,+v.(i
,
))fl.0
Hence the sighting history matrix can be reduced to the sufficient statistic:
T(X)=[V., n.11:i=1,...,K].
3.5 Maximization
3.5.1 r,itParameterization
The Newton-Raphson algorithm provides a convenient method for obtaining
maximum likelihood estimators (MLE) for the t's and i The convergence of this
technique is improved using the equality:
lilt =
Eu
(K-1)n.11+B(1-1)
(3.4)where
12
B
2
J_(f+v.i)YJ+V. (3.5)
The notationfis used to indicate the MLE of ii under the,itparameterization.
See Appendix A.4 for inductive proof. Initial estimates ofitare ito, the maximum
likelihood estimates under the IMS model.
3.5.2,Parameterization
Substituting the multinomial logit equation (2.3) into equation (3.3) gives the
likelihood in terms of
13'l,log area, and the habitat characteristics Z. A
similar relationship to equation (3.4) between the parameter estimates,f1andwas
not foundunless the number of13'sis equal to K-i. Therefore, in these casesf1had
to be found through the Newton-Raphson algorithm as well asf.However, usingf
as the initial value of r in the maximization routine under the multinomial logit
representation accelerated convergence. Initial estimates ofare obtained using the
same algorithm discussed under the IMS model.
The first and second derivatives of the loglikelihood,£(i,Ji I x),are given in
Appendix A.5. Approximate standard errors offand iare obtained from the
inverse of the observed information matrix. Approximate standard errors of the
habitat selection probabilities, it, and selection probability ratios, , areobtained
using the delta method (Appendix A.6).13
3.6 Tests
3.6.1 Independent Multinomial Selections Model
Tests of the null hypothesis of independent multinomial selections between
sightings within an animal versus the alternative hypothesis of persistence are
conducted by testing H0=1 vs H1 :11. The score, Wald, and asymptotic
likelihood ratio chi-squared statistics were constructed to test for independence
(Appendix A.7). These tests are calculated under the full (saturated) model, where
there are K-i parameters.
3.6.2 Habitat Characteristics
The test of no effect of habitat characteristic j, H0 :=0 vs H, :0 is
completed through the usual Type III drop-in-deviance chi-squared test statistic. The
test of the coefficient for log area equal to one, H0 :=1, vs H, : I31 is also
constructed. This test determines if log area can be offsetthereby accounting for
random selection of habitat classes giving selection probabilities proportional to area.
Rejecting H0 :=1 could be the result of missing a necessary habitat characteristic in
the model, or it could be the result of some other random selection procedure by the
animal, such as randomly picking an initial point and walking a straight line in some
direction.
Consider the case where the habitat characteristics are indicator variables for the
habitat classes, habitat class K is the reference class, and area is offset. Here, the test
of H0 :=0 tests if the log selection probability ratio (SPR) of habitat j to habitat K
is equal to the ratio of the areas of habitat j to habitat K. Positivegives a SPR of14
habitat j to habitat K that is greater than expected given the respective areas. Negative
gives a SPR of habitat j to habitat K that is less than expected given the respective
areas.
3.7 Time Between Sightings to Give Approximate Independence
While the persistence model incorporates a time dependence structure and
therefore can be used to more accurately model data with time dependence, an
investigator might be interested in the length of time between sightings that is
necessary to give approximate independence. For example, in almost all studies there
are time or cost constraints to the amount of sampling that can be done or the number
of experimental units that can be treated. One way to reduce costs in habitat selection
studies is to make fewer sightings of an individual animal. An efficient way of
approaching this reduction in sightings is to determine the length of time between
sightings that gives approximate independence. When the sightings of an individual
animal are independent, the investigator obtains more information per unit cost than if
there is dependence.
The persistence model allows for easy estimation of the necessary time between
sightings to give approximate independence. Consider that data from a particular
study, with A time units between sightings, show persistence model type dependence
with estimate f. Therefore, the Markov transition probability matrix has the form
[1(i). and the transition probability matrix for sightings Aq time units apart has the
form Nowby(3.1),15
=[rT(1)+(1'q)(Ik(0)]
U(1)(1(Ik 1))
j=oJ (3.6)
_'-i(i))]
_11(1)),
because 11(1) and'k11(1)are idempotent projection operators on orthogonal
spaces. Here, 1 (1 rir is the persistence parameter for sightings Aq time units
apart. The multiplier used to calculate the length of time between sightings necessary
to obtain the desired persistence, c, is found by solving 1 (1 =c for q, giving:
ln(1c)
ln(1i)
(3.7)
For approximate independence between sightings, we suggest that c be between
0.90 and 1.00. This stems from simulation results, which show that both the size of
the test of habitat selection characteristics, H0 :=0 vs H1 :130, and the percent of
model lack of fit under the IMS model are close to those obtained under the
persistence model when11 E[.90, 1] (Tables 3.7 and 3.8). The entries in Table 3.1 are
the multipliers necessary to obtain persistence parameter c given f1.16
Table 3.1 Multipliers for sighting times to give approximate independence
c
0.90 0.95 0.99
0.4 4.51 5.86 9.02
0.5 3.32 4.32 6.64
0.6 2.51 3.27 5.03
0.7 1.91 2.49 3.82
0.8 1.43 1.86 2.86
For example, if a given study sights animals every A time units, and the estimated
persistence parameter for the study is f = 0.4, then 4.51 A time units between
sightings are needed to obtain a persistence parameter of 0.90,.and 9.02 A time units
between sightings are needed to obtain a persistence parameter of 0.99. Note that for a
given ithe higher the c, the longer the time interval necessary between sightings.
Therefore, the investigator must strike a compromise between the suggested time
interval and the lifespan of the transmitter.
3.8 Example
As part of a study to determine home range and habitat selection by female
black bears (Ursus americanus) in central Oregon Cascades, female black bears were
captured and radiocollared in the springs of 1993-1995 (Vander Heyden and Meslow,
1999). The bears were then radio-tracked, on average, every other day, with attempts
to sight at three different times of the day (morning, afternoon, and evening) (Vander
1-leyden and Meslow, 1999). The study area was divided into six habitat classes:
grass-forb, shrub, open-canopy sapling/pole, closed-canopy sapling/pole, closed-
canopy mature timber, and open-canopy mature timber (exact definitions are given in
Vander Heyden and Meslow, 1999).17
Throughout 1993 to 1995 a total of twelve bears were collared and sighted.
Home ranges were determined each year for each bear using adaptive kernel and
minimum convex polygon algorithms (Vander Heyden and Meslow, 1999). Within
these home ranges random samples of locations were made to determine availability
of habitat. The size, in hectares, of the habitat patch surrounding each of the random
locations was determined using a LAND SAT Thematic Mapper image (Vander
Heyden and Meslow, 1999). We estimate habitat class availability by the sum of the
areas of unique habitat patches of a given class.
The twelfth bear, analyzed herein, was collared in 1995 and sighted 64 times.
The bear was never sighted in the Shrub habitat; therefore, this habitat was removed
from the habitat selection analyses discussed below. For the five remaining habitat
classes the estimated areas, proportions of home range coverage, and area availability
ratios with respect to open-canopy mature timber habitat are given in Table 3.2.
Table 3.2 Home-range: area, proportion of area available and availability ratio
Habitat Class
Grass
Forb
Open
Sapling
Closed
Sapling
Closed
Mature
Open
Mature
Area 1291.5 82.4 387.8 1693.1 620.2
Proportion Available0.3169 0.0202 0.0952 0.4155 0.1522
Availability Ratio 2.0824 0.1329 0.6253 2.7299 1.0000
Habitat selections for this bear were analyzed employing log area and indicator
variables for grass-forb, sapling/pole, and closed-canopy as explanatory variables.
Both the persistence and independent multinomial selections models were fit to the
data using open-canopy mature timber as the reference habitat to calculate the
selection probability ratios (SPR).18
3.8.1 Independent Multinomial Selection Analysis
The IMS model shows that the coefficient for log area, 1.3633 (1.1812), is not
significantly different from one with drop-in-deviance statistic 0.0950 on one degree
of freedom, giving p-value = 0.75 79. The model offsetting area shows that the
selection probability ratios of grass-forbs and closed-canopy are significantly smaller
than there respective availability ratios with both p-values <0.0001, and the SPR of
sapling/pole is marginally significantly larger than its availability ratio with p-value =
0.0714. The estimated SPR of grass-forbs ise'815460.1628 times its availability
ratio with 90% WaId CI = (0.0874, 0.303 1), the estimated SPR of closed-canopy is
e5413' = 0.2 141 times its availability ratio with 90% Wald CI = (0.1363, 0.3363), and
the estimated SPR of sapling/pole ise°60677= 1.8345 times its availability ratio with
90% WaId CI(1.0893, 3.0894). Table 3.3 gives the estimated habitat selection
probabilities and SPR's with approximate standard errors for each habitat.
Table 3.3 Independent multinomial selections model estimates of habitat
selection probabilities and selection probability ratios
IMS
Habitat Class
Grass
Forb
Open
Sapling
Closed
Sapling
Closed
Mature
Open
Mature
Prob.of Use0.1405 0.1011 0.1018 0.2422 0.4145
SE 0.043 1 0.0285 0.0286 0.0473 0.0560
SPR 0.3389 0.2438 0.2456 0.5845 1.0000
SE 0.1281 0.0773 0.0969 0.1605
Comparing Table 3.3 with Table 3.2 shows the probabilities of use for grass-
forb and closed-canopy mature timber are smaller than their respective proportions of
area available. The probabilities of use for open-canopy sapling/pole and open-
canopy mature timber are larger than their respective proportions of area available.19
3.8.2 Persistence Analysis
The persistence model estimated ii as 0.6749 with standard error: 0.0876. The
asymptotic likelihood ratio statistic for testing H0:=1 (IMS model) vs H0: ii 1
(persistence model) was 18.1267 with 1 df, for a p-value <0.0001. Therefore, there is
substantial evidence of persistence. Appendix A.8 contains the sighting history matrix
for this bear, which shows the tendency of the bear to remain in the habitat in which it
was previously sighted.
Furthermore, this model shows that the coefficient for log area, 0.8943 (1.4520),
is not significantly different from one with drop-in-deviance statistic 0.0054 on one
degree of freedom, giving p-value=0.9415. The model offsetting area shows that the
selection probability ratios of grass-forbs and closed-canopy are significantly smaller
than available with p-values: 0.0002 and 0.0009 respectively. Here, sapling/pole does
not have a statistically significant effect on SPR, p-value=0.1098. After removing
the indicator for sapling/pole, the estimated SPR of grass-forbs is e2°635°=0.1270
times its availability ratio with 90% Wald CI(0.0489, 0.3296), and the estimated
SPR of closed-canopy is e26044=0.2835 times its availability ratio with 90% Wald
CI=(0.1531, 0.5251). Table 3.4 gives the estimated selection probabilities and SPR's
with approximated standard errors for each habitat.
Table 3.4 Persistence model estimates of habitat selection probabilities and
selection probability ratios
Persistence
Habitat Class
Grass
Forb
Open
Sapling
Closed
Sapling
Closed
Mature
Open
Mature
Prob. of Use0.1126 0.0566 0.0755 0.3296 0.4258
SE 0.0547 0.0104 0.0159 0.0694 0.0783
SPR 0.2645 0.1329 0.1773 0.7740 1.0000
SE 0.1533 0.0664 0.290020
Comparing Table 3.4 with Table 3.2 shows the probabilities of use for grass-
forb, closed-canopy sapling/pole, and closed-canopy mature timber are smaller than
their respective proportions of area available, and the probabilities of use for open-
canopy sapling/pole and open-canopy mature timber are larger than their respective
proportions of area available for each. Note that there is no standard error for the
selection probability ratio of open-canopy sapling/pole because the specified model
forces this SPR to be identical to its availability ratio.
This analysis, using the persistence model, showed the effect of sapling/pole to
be non-significant. However, analysis of the data assuming independence between
sightings results in a significant effect of sapling/pole, where the selection probability
ratio is higher than the available ratio for habitats categorized as sapling/pole.
Therefore, not only does this bear's data show substantial evidence of persistence, but
it also shows that analysis assuming independence gives different results from analysis
incorporating correlation.
As further illustration of persistence, we randomly ordered the sighting history
(Appendix A.8), which should produce a history that has approximate independence
between sightings. Analysis of the randomized history under the persistence model
gives persistence parameter estimate of 1.0320 with standard error: 0.0639. The
asymptotic likelihood ratio statistic was 0.2285 with p-value = 0.6326. Therefore, the
persistence parameter of this random ordering does not test different from 1, as
expected.
The sightings for these data were made approximately every 48 hours, which
would seem long enough to give independence between sightings. However, the final
model shows persistence between sightings with f1 = 0.6756. Using (3.7) to
calculate the amount of time necessary between sightings to obtain a persistence
in(1 0.90)
parameter of 0.90 gives: 48 98 hours or four days instead of two.
in (1 0.6756)
The amount of time necessary to obtain a persistence parameter of 0.95 is:
48 128 hours or five and one-third days.
in(10.675 6)21
3.9Simulation Results
3.9.1Test Size for IMS vs Persistence
The sizes of the score, Wald, and asymptotic LR tests for independence between
sightings of an animal, H0 :ul=1 vs H1 : r1, were calculated in a saturated model
using 5000 simulations with level a=0.10, 0.05, and 0.01 tests. Table 3.5 shows
results for level a=0.05 tests with K=4 habitats andit =[.25, .25, .25, .25].
Appendix A.9 gives further results for K=4 habitats. The size of the test is generally
close to the expected level, ranging between 8.5 to 11.0, 4.0 to 6.0, and 0.8 to 1.2 for
a=0.10, 0.05, and 0.01 respectively. Size does not appear to be affected by the
number of animals, T; the number of sightings per animal, nt; or the habitat selection
probabilities,it.The results for K=3 and 5 habitats are similar. With few sightings,
ten per animal, the size ranges increase, and in certain simulations, convergence
difficulties arose; this happened when at least one habitat had a small probability of
selection, 0.10, and the number of animals and sightings were small.
Table3.5 SizeofH0:i=1 vs H1:11
Sizex 100
T it SS Score Wald LRT
50 50 .25, .25, .25, .25 5000 4.94 4.82 4.92
50 30 .25, .25, .25, .25 5000 4.96 4.86 4.92
50 10 .25, .25, .25, .255000 4.70 4.10 4.54
30 50 .25, .25, .25, .255000 5.26 5.26 5.34
30 30 .25,.25,.25,.255000 5.14 5.16 5.06
30 10 .25, .25, .25, .255000 5.20 4.38 5.04
10 50 .25, .25, .25, .255000 5.14 5.18 5.20
10 30 .25, .25, .25, .255000 5.04 5.10 5.02
10 10 .25, .25, .25, .254942 6.07 4.69 5.8322
3.9.2 Test Power for IMS vs Persistence
The power of the score, Wald, and asymptotic LR tests for H0 :r =1 vs
H1 :r1 were calculated in a saturated model using 1000 simulations with level
=0.05 tests. Power was calculated for various r. Table 3.6 shows results for K=4
habitats,it =[.25, .25, .25, .25], and r=0.8 & 0.9. Further results are given in
Appendix A. 10. These tables show that power to detect a difference fromi =1
increases rapidly asiimoves away from one in either direction. At 1=0.8, the
power is close to 1 in all cases except T=n=10. Power also increases with
increasing T, n1, and K. At r=0.90, T50, andflt =50 the power is 1.00, dropping
to around 0.32 with T=10 and nt=10. When1 <1 the Wald test gives the highest
power, with the LRT test giving the next highest power. Wheni >i the Score test
gives the highest power, with the LRT test giving the next highestpower. The power
of these tests do not appear to depend on habitat selection probabilities used to
generate the data; hence, results for only oneitper K are shown.23
Table3.6 PowerofH0:i=1 vs H1:11
Powerx 100
T nt it Ti Score Wald LRT
50 50 .25, .25, .25, .25 0.8 100.00100.00100.00
50 30 .25, .25, .25, .25 0.8 100.00100.00100.00
50 10 .25, .25, .25, .25 0.8 100.00100.00100.00
30 50 .25, .25, .25, .25 0.8 100.00100.00100.00
30 30 .25, .25, .25, .25 0.8 100.00100.00100.00
30 10 .25, .25, .25, .25 0.8 99.90100.0099.90
10 50 .25, .25, .25, .25 0.8 100.00100.00100.00
10 30 .25, .25, .25, .25 0.8 100.00100.00100.00
10 10 .25, .25, .25, .25 0.8 76.65 85.97 81.26
50 50 .25, .25, .25, .25 0.9 100.00100.00100.00
50 30 .25, .25, .25, .25 0.9 100.00100.00100.00
50 10 .25, .25, .25, .25 0.9 91.90 94.70 93.10
30 50 .25, .25, .25, .25 0.9 100.00100.00100.00
30 30 .25, .25, .25, .25 0.9 99.70 99.90 99.70
30 10 .25, .25, .25, .25 0.9 72.50 79.70 75.40
10 50 .25, .25, .25, .25 0.9 95.10 96.90 95.90
10 30 .25, .25, .25, .25 0.9 74.40 82.60 77.50
10 10 .25, .25, .25, .25 0.9 24.47 39.58 30.72
3.9.3 Habitat Characteristic Test Size
The size of the asymptotic likelihood ratio (drop-in-deviance) test for habitat
characteristics, H0 :=0 vs H1 :130, was calculated using 2000 simulations with
level a0.05 tests. Results are given in Table 3.7 for K=3, T=50, and variousflt
and .The entry under Z is the indicator variable tested (all indicator variables gave
similar results, the results for [1, 0, 0] is presented); "Pers." entries are 100 times the
size of the test under the persistence model; and "IMS" entries are 100 times the size
of the test under the IMS model. At=0.4, the persistence model appropriately
shows a size of about 0.05. However, the IMS model shows liberal tests of
significance with sizes between 0.28 and 0.33. The size obtained under the
persistence model does not appear to24
depend on r. However, the size decreases under the IMS modelas r -+ 1.0, until it
reaches about 0.05 at r = 1.0. Moreover,as r increases past 1.0 the size continues to
decrease.
Table3.7SizeofH0:1=0 vs
Sizex 100
T nt IV 11 Z Pers.IMS
50 50 1/3, 1/3, 1/3 .4 1, 0, 0 5.5533.35
50 30 1/3, 1/3, 1/3 .4 1, 0, 0 4.8531.55
50 10 1/3, 1/3, 1/3 .4 1, 0, 0 5.1027.90
50 50 1/3, 1/3, 1/3 .6 1, 0, 0 4.8019.40
50 30 1/3, 1/3, 1/3 .6 1,0,0 5.2520.05
50 10 1/3, 1/3, 1/3 .6 1, 0, 0 4.65 17.75
50 50 1/3, 1/3, 1/3 .8 1, 0, 0 4.9010.85
50 30 1/3, 1/3, 1/3 .8 1, 0,0 5.4511.20
50 10 1/3, 1/3, 1/3 .8 1,0,0 4.25 9.75
50 50 1/3, 1/3, 1/3 .9 1,0,0 4.65 7.40
50 30 1/3, 1/3, 1/3 .9 1, 0, 0 4.55 7.40
50 10 1/3, 1/3, 1/3 .9 1,0, 0 5.60 8.00
50 50 1/3, 1/3, 1/3 .95 1,0,0 4.65 6.10
50 30 1/3, 1/3, 1/3 .95 1, 0,0 4.50 6.05
50 10 1/3, 1/3, 1/3 .95 1,0, 0 5.85 7.05
50 50 1/3,1/3,1/3 1.0 1,0,0 5.55 5.65
50 30 1/3, 1/3, 1/3 1.0 1,0,0 4.75 5.10
50 10 1/3,1/3,1/3 1.0 1,0,0 5.50 5.70
50 50 1/3, 1/3, 1/3 1.2 1,0,0 4.90 1.65
50 30 1/3,1/3,1/3 1.2 1,0,0 5.20 1.95
50 10 1/3, 1/3, 1/3 1.2 1,0,0 4.55 1.80
The reduction in size under the IMS model asii increases is to be expected. As
-* 1.0, the positive correlation between consecutive sightings of the same animal
(Appendix A.3) decreases, until the independence model is obtainedat i = 1.0. As r
increases past 1.0, the consecutive sightings withinan animal become negatively25
correlated. Therefore, failing to adjust for persistence type dependence leads to liberal
tests whenii<1 and conservative tests when i>1. Appendix A. 11 gives similar
tables for T=30 and 10. Size does not appear to depend on T or nt under either
model. Similar results are seen using K=4 and5.
3.9.4 Habitat Characteristic Test Power and Model Lack of Fit (LOF)
The power of the asymptotic likelihood ratio (drop-in-deviance) test for habitat
characteristics, H0 :=0 vs H1 : 0, was calculated using 2000 simulations with a
level a=0.05 test. Sighting history matrices were generated using various non-
uniform selection probabilities. The logs of the selection probabilities were used as
habitat characteristic variables in the models. Model lack of fit was tested between the
fitted model with one explanatory variable and the saturated model with K-i
explanatory variables. The percent of model lack of fit using a level a=0.05 test was
recorded.
Table 3.8 gives results for selection probabilities,it =[.20, .23, .27, .30]. This
table shows that the power to detect a difference from uniform habitat selection
probabilities decreases asi,T, and nt decrease. While these results hold for both
models, there is a greater effect seen under the persistence model. The percent of
LOF is between 1.5 and 2.8 under the persistence model and does not appear to
depend onT, or nt. Under the IMS model, the percent of LOF is between 0.5 to
37.4, increasing as i decreases. There does not appear to be a clear effect of T or nt
on LOF under the IMS model. Similar effects on power and LOF are seen for K=3
and5habitats.26
Table 3.8. Power and lack of fit of H0:i3=0 vs H1:130
T nt
Powerx 100 LOF
Pers. IMS Pers.IMS
50 50 .20, .23, .27, .30 .4 98.9099.90 1.9537.35
50 30.20, .23, .27, .30 .4 92.1098.052.2035.10
50 10 .20, .23, .27, .30 .4 55.7578.902.1530.65
50 50 .20, .23, .27, .30 .6 99.95100.001.8518.60
50 30 .20, .23, .27, .30 .6 98.8099.702.1515.85
50 10 .20, .23, .27, .30 .6 71.9584.20 1.6015.90
50 50 .20, .23, .27, .30 .8100.00100.001.85 7.55
50 30 .20, .23, .27, .30 .8 99.90100.002.45 8.20
50 10 .20, .23, .27, .30 .8 84.2589.652.60 7.05
50 50 .20, .23, .27, .30 .9100.00100.001.30 3.15
50 30 .20, .23, .27, .30 .9100.00100.002.00 3.65
50 10 .20, .23, .27, .30 .9 88.0090.302.20 3.80
50 50 .20, .23, .27, .30 1.0100.00100.002.05 2.10
50 30 .20, .23, .27, .30 1.0100.00100.001.65 1.65
50 10 .20, .23, .27, .30 1.092.6592.102.10 2.00
50 50 .20, .23, .27, .30 1.1100.00100.001.65 0.55
50 30 .20, .23, .27, .30 1.1100.00100.001.75 0.80
50 10 .20, .23, .27, .30 1.196.5594.852.25 1.00
30 50 .20, .23, .27, .30 .4 92.5098.352.7536.20
30 30 .20, .23, .27, .30 .4 74.9091.25 1.6534.70
30 10 .20, .23, .27, .30 .4 36.8565.652.4030.50
30 50 .20, .23, .27, .30 .6 98.6599.552.3018.00
30 30 .20, .23, .27, .30 .6 89.9094.902.2519.05
30 10 .20, .23, .27, .30 .6 48.0066.152.4016.45
30 50 .20, .23, .27, .30 .8100.0099.952.05 7.25
30 30 .20, .23, .27, .30 .8 97.3598.752.10 7.85
30 10 .20, .23, .27, .30 .8 60.3071.10 2.35 7.25
30 50 .20, .23, .27, .30 .9 99.9999.902.30 4.25
30 30 .20, .23, .27, .30 .9 98.7099.10 1.55 2.95
30 10 .20, .23, .27, .30 .9 68.2573.202.25 4.40
30 50 .20, .23, .27, .30 1.0100.00100.002.65 2.55
30 30 .20, .23, .27, .30 1.099.4599.602.60 2.45
30 10 .20, .23, .27, .30 1.075.5075.45 1.80 1.75
30 50 .20, .23, .27, .30 1.1100.00100.002.05 0.95
30 30 .20, .23, .27, .30 1.199.9099.75 2.05 0.80
30 10 .20, .23, .27, .30 1.1 83.5576.75 1.40 0.6027
3.10Discussion
The assumption of independence underlies many statistical analyses. Analyzing
correlated data under the assumption of independence is known to result in biased
estimates of variance and incorrect test size. The assumption of independence
between sightings of the same animal in habitat association studies has been
questioned by Thomas and Taylor (1990) and Manly et al. (1993). Swihart and Slade
(1985) discuss the effects of correlated data on estimates of home-range. The
persistence model accounts for correlation between sightings withinan animal and
gives more accurate tests of habitat characteristic parameters than the IMS model
when correlation exists.
Analyzing positively correlated persistence data under the independent
multinomial selections model shows high percentages of lack of fit. The IMS model
compensates for this lack of fit through the inclusion of erroneously significant habitat
characteristic coefficients, as shown by the large sizes of the habitat characteristic
tests. An opposite phenomenon is realized when analyzing negatively correlated
persistence data under the IMS model. The bear data from Vander Heyden and
Meslow (1999) demonstrate that persistence data does exist in habitat selection data
and that different conclusions could be drawn if the data is analyzed assuming
independence.
Testing the assumption of independence between sightings, H0:i =1 vs
H1 r1, shows that the score, Wald, and asymptotic likelihood ratio test perform
equally well with respect to size. However, these tests do not perform similarly with
respect to power. The Wald test has greater power for11<1 and the score has greater
power for11 >1. We recommend performing the score, Wald, and asymptotic
likelihood ratio tests. If the results do not agree, use the Wald test fori <i and the
score test for r>1.
The power of the test of independence between sightings increases quicklyas
moves away from one for all T and nt. However, the power of the test of habitat28
characteristics under the persistence model decreases asi decreases, especially with
= 10. Hence, though there might be enough power to detect persistence with ten
sightings of each animal for low i the power to detect habitat selection
characteristics is low. The power to detect habitat selection characteristics is
substantially greater for thirty sightings.
The persistence model was designed specifically to model the correlation that
materializes through short time intervals between sightings. However, a similar
correlation structure could emerge by sighting the animal at the same time of the day
for a few consecutive days and then switching the time of the sightings to a different
time. Correlation could also emerge through differential seasonal preferences by an
animal.
We are presently working on estimates of the effective sample size for
persistence data. The ability to estimate effective sample size would allow for a more
straightforward characterization of power and for investigators to choose between
different combinations of T and nt to obtain the desired power.29
CHAPTER 4
HETEROGENEITY MODEL
Individual animals having different multinomial selection probabilities results in
population selection probabilities with larger variances than are accounted for by the
multinomial model. Failure to account for this over-dispersion leads to estimates of
variance that underestimate the true variance in the data. Manly et al. (1993)
recognize the possibility of heterogeneity of habitat selection probabilities between
animals, saying: "An interesting question would then be whether a model that allows
each animal to have a different resource selection probability function gives a
significantly better fit to the data than a model that assumes all animals have the same
function."
In this paper, we introduce a heterogeneity model, which is a one-parameter
generalization of the independent multinomial selections (IMS) model to account for
varying multinomial selection probabilities between animals. Its use yields more
accurate tests of hypotheses than the IMS model when heterogeneity exists.
4.1 Hierarchical Dirichlet-Multinomial Distribution
Assume that each animal in the population chooses its multinomial habitat
selection probabilities independently from a Dirichiet (y, ir; y > 0) distribution, where
ICK Jis the vector of population average multinomial habitat selection
probabilities and y is an over-dispersion parameter. Let the multinomial selection
probabilities for animal t be given by: w[ü,.w]. This parameterization of the
Dirichlet distribution has density function:where
30
f(w) = D(iri')'D1
K
D(iry) J... J[J''dw doK
r(y')
(4.1)
Subsequently, the population habitat selection probabilities can be modeled using a
hierarchical Dirichlet-multinomial distribution, giving the heterogeneity model.
Assuming independence between sightings within an animal reduces the
sighting history, X,to: Y = [Y,...,tK]' where Y is the number of times animal
t was sighted in habitat i. The conditional distribution of Y given w is multinomial,
- multinomial (n ,we),wherentis the number of times animal t was sighted.
The unconditional distribution ofY1(Appendix A.12) is:
where,
i' K (ny'+y 1 f(y) +n
n JR L1JR
(y' +n 1 (+n_i)...(y'+n -Ly'j-nt)
n1 JR n!(y' 1)..
.(y1
[v-'])31
and[y1]is defined as the integer part of y'. The expected value and covariances of
are:
E[Y1]=n17t1 Var(Ytj)=nt7rj(1_7)l+nt1
l+.y
Cov(Y11,Y1)=n17r7c
l+y
(Appendix A. 13). Hence, the expected number of sightings in habitat i for animal t is
equal to that obtained under the IMS model. The variance and covariance, however,
are a multiple of those obtained under the IMS model. As y *the factor,
1+n1y
1+,y
goes to flt, and as y0 the factor goes to one, which reduces the variance and
covariance to that obtained under the IMS model. Hence, over-dispersion increases as
y increases. Moreover, testingH0: y = 0 versusH1 : y >0 tests the adequacy of the
IMS model to the heterogeneity model.
4.2 Likelihood
Consider that there are T animals; let= ... be the matrix of
sighting numbers for all T animals. Then assuming that the tth animal is sighted on n
occasions and that different animals contribute independent sightings, the likelihood
for the heterogeneity model parameters is:
T -1
L(,yIy)=fli
+n1-ii' +yti1 1 (4.2)
n JR iY' 1Li32
and the loglikelihood, calculated in Appendix A.14, is:
T n1 TKy
£(y,irly) +[ji]) (4.3)
t=1j=1 t=Ii=1j=I
4.3 Maximization
4.3.1y, ir Parameterization
Maximum likelihood estimates (MLE's) of it and y are obtained using the
Newton-Raphson (N-R) algorithm. Initial estimates of It areIto,the maximum
likelihood estimates under the IMS model, and the initial estimate of? is (Appendix
A. 15):
where
Q-1
nQ
(Itti _It01)2
Q
(T-1)It01(1It0)
Here,It1is the MLE of irfor animal t under IMS model assumptions andIt01is
MLE ofitoverall animals under the IMS model; i = 1,...,K. nis a measure of
centraln, t=1,.. .,T; we use n= mean(n).33
4.3.2y,fParamelerization
Substituting the multinomial logit equation (2.3) into equation (4.3) gives the
loglikelihood in terms of[,a']',log area, and the habitat characteristics Z.
Again, the N-R algorithm is used to obtain the MLE's forand y. Initial estimates
of l are obtained using the same algorithm discussed under the IMS model. The
initial estimate of? is calculated, as described above, after projecting onto Z-
space.
The Newton-Raphson algorithm is based on the maximum being in the interior
of the parameter space. However, it is possible that ?= 0. Therefore, to circumvent
convergence difficulties in using the N-R algorithm, the first derivative of the
loglikelihood with respect toy is computed at y = 0 and .If the first derivative is
less than 0, showing that the likelihood is decreasingas y increases, then ? is set to
zero and ñ is set to(Appendix A.16).
The first and second derivatives of the loglikelihood,(y,py) are given in
Appendix A. 17. Approximate standard errors of JEand' are obtained from the
inverse of the observed information matrix, and approximate standarderrors of the
habitat selection probabilities, ,and selection probability ratios, , areobtained
using the delta method (Appendix A.6).
4.4 Tests
4.4.1 Independent Multinomial Selections Model
Tests of the null hypothesis of homogeneity versus the alternative hypothesis of
heterogeneity are conducted by testingH0: y = 0 vsH1 y >0. The score, Wald, and
asymptotic likelihood ratio chi-squared statistics were constructed to test for34
independence (Appendix A. 18). These tests are calculated under the full (saturated)
model, where there are K-i parameters.
The score test is valid when the MLE,',is in the interior of the parameter
space, y>0. When the MLE is on the boundary,' =0, the score statistic could be
extremely negative; thereby, rejecting H0 :=0, even though' =0. H0 :=0
should not be rejected when' =0, regardless of the test outcome.
4.4.2Habitat Characteristics
The test of no effect of habitat characteristicj, H0 :=0 vs H1 :0 is
completed through the usual Type III drop-in-deviance chi-squared test statistic. The
test of the coefficient for log area equal to one, H0 :=1, vs H1 : 1 is also
constructed. This test determines if log area can be offsetthereby accounting for
random selection of habitat classes giving selection probabilities proportional to area.
Rejecting H0 :=i could be the result of missing a necessary habitat characteristic in
the model, or it could be the result of some other random selection procedure by the
animal, such as randomly picking an initial point and walking a straight line in some
direction.
Consider the case where the habitat characteristics are indicator variables for the
habitat classes, habitat class K is the reference class, and area is offset. Here, the test
of H0=0 tests if the log selection probability ratio (SPR) of habitat j to habitat K
is equal to the ratio of the areas ofhabitatj to habitat K. Positivegives a SPR of
habitat j to habitat K that is greater than expected given the respective areas. Negative
gives a SPR of habitat j to habitat K that is less than expected given the respective
areas.35
4.5 Example
As part of a study to determine home range and habitat selection by female
black bears (Ursus americanus) in central Oregon Cascades, female black bearswere
captured and radiocollared in the springs of 1993-1995 (Vander Heyden and Meslow,
1999). The bears were then radio-tracked, on average, everyother day, with attempts
to sight at three different times of the day (morning, afternoon, and evening) (Vander
Heyden and Meslow, 1999). The study area was divided into six habitat classes:
grass-forb, shrub, open-canopy sapling/pole, closed-canopy sapling/pole, closed-
canopy mature timber, and open-canopy mature timber (exact definitions are given in
Vander Heyden and Meslow, 1999).
Throughout 1993 to 1995 a total of twelve bears were collared and sighted.
Home ranges were determined each year for each bear using adaptive kernel and
minimum convex polygon algorithms (Vander Heyden and Meslow, 1999). Within
these home ranges random samples of locations were made to determine availability
of habitat. The size, in hectares, of the habitat patch surrounding each of the random
locations was determined using a LANDSAT Thematic Mapper image (Vander
Heyden and Meslow, 1999).
The 1995 data, analyzed herein, contained between 38 and 69 sightingson eight
different female black bears. The analyses use the proportion of each habitat in the
entire study area to adjust for availability. The proportion of study area (Vander
Heyden and Meslow, 1999) and area availability ratio with respect to open-canopy
mature timber habitat are given for each of the six habitat classes in Table 4.1.
Table 4.1 Study Area: proportion of area available and availability ratio
Habitat Class
Grass
ForbShrub
Open
Sapling
Closed
Sapling
Closed
Mature
Open
Mature
Proportion Available0.17 0.10 0.10 0.13 0.32 0.18
Availability Ratio0.94440.55560.55560.72221.77781.000036
Habitat selections for this year were analyzed employing log area and indicator
variables for grass-forb, shrub, sapling/pole, and closed-canopy as explanatory
variables. Both the heterogeneity and independent multinomial selections models
were fit to the data using open-canopy mature timber as the reference habitat to
calculate the selection probability ratios (SPR).
4.5.1 Independent Multinomial Selection Analysis
The IMS model shows that the coefficient for log area, 1.4256 (0.6988), is not
significantly different from one with drop-in-deviance 0.3723 on 1 df, giving p-value
= 0.5418. Therefore, area is offset. The indicator for sapling/pole is then removed
from the model with drop-in-deviance statistic 0.0044 on 1 df, giving p-value =
0.947 1. The resulting model shows that the SPR's of grass-forbs, shrubs, and closed-
canopy are significantly smaller than their respective available area ratios with 1 df
drop-in-deviance p-values: <0.0001, <0.0001, and 0.0087 respectively. Table 4.2
gives the estimated selection probabilities and SPR's with standard errors for each
habitat.
Table 4.2 Independent multinomial selections model estimates of habitat
selection probabilities and selection probability ratios
IMS
Habitat Class
Grass
ForbShrubs
Open
Sapling
Closed
Sapling
Closed
Mature
Open
Mature
Prob. of Use0.09690.04630.13720.13660.33620.2470
SE 0.01400.01000.00820.00680.01680.0148
SPR 0.39240.18730.55560.55301.36121.0000
SE 0.06680.0437 0.05690.140137
Comparing Table 4.2 with Table 4.1 shows the SPR for grass-forb, shrubs,
closed-canopy sapling/pole, and closed-canopy mature timber are smaller than their
respective availability ratios. The specified model forces the open-canopy
sapling/pole SPR to be identical to its availability ratio and hence has no standard
error.
4.5.2Heterogeneity Analysis
The heterogeneity model estimated y as 0.0746 with standard error: 0.0223.
The asymptotic likelihood ratio statistic for testing H0:y=0 (IMS model) vs
H0: y0 (heterogeneity model) was 73.5209 with 1 df, for a p-value <0.0001.
Therefore, there is substantial evidence of heterogeneity. This model shows that the
coefficient for log area, 1.5937 (1.5076), is not significantly different from one with
drop-in-deviance statistic 0.1559 on 1 df, giving p-value=0.6930. Therefore, area is
offset. The indicator for sapling/pole is removed from the model with drop-in-
deviance statistic 0.0086 on 1 df, giving p-value=0.9261. The resulting model shows
that the SPR' s of grass-forbs, and shrubs are significantly smaller than their respective
availability ratios with 1 df drop-in-deviance p-values: 0.0483 and 0.0378
respectively. The SPR's for habitats classified as closed canopy are not significantly
different from their availability ratios, 1 dfchi-squared p-value=0.5976. Table 4.3
gives the estimated selection probabilities and SPR's with standard errors for each
habitat using the model including the closed canopy term in order to make
comparisons with the IMS model results.38
Table 4.3 Heterogeneity model estimates of habitat selection probabilities and
selection probability ratios
Heterogeneity
Habitat Class
Grass
ForbShrubs
Open
Sapling
Closed
Sapling
Closed
Mature
Open
Mature
Prob.of Use0.11020.05450.12290.14190.34920.2213
SE 0.03020.02060.01740.01470.03630.0314
SPR 0.49830.24630.55560.64131.57851.0000
SE 0.16860.1050 - 0.14730.3626
Comparing Table 4.3 with Table 4.2 shows the probabilities of use and SPR's are
similar between the IMS and heterogeneity models. However, the standard errors for
the probabilities of use and SPR's in the heterogeneity model are more than twice as
large as those obtained from the IMS model. This increase in standard error is due to
heterogeneity model's ability to account for extra multinomial variation.
Proceeding with the heterogeneity model, the non-significant closed-canopy
term was removed from the model, leaving significant indicators for grass-forb and
shrub, 1 df chi-squared p-values: 0.0482 and 0.0405 respectively. The estimated SPR
of grass-forbs is e°566' = 0.5678 times the area ratio with 90% Wald CI = (0.3461,
0.9314) and the estimated SPR of shrub ise°7394= 0.4774 times the area ratio with
90% Wald CI = (0.2500, 0.9117). Table 4.4 gives the estimated selection probabilities
and SPR's with approximated standard errors for each habitat.
Table 4.4 Reduced heterogeneity model estimates of habitat selection probabilities
and selection probability ratios
Heterogeneity
Habitat Class
Grass
ForbShrubs
Open
Sapling
Closed
Sapling
Closed
Mature
Open
Mature
Prob.of Use0.11040.05460.11440.14870.36600.2059
SE 0.02930.02020.00480.00620.01530.0086
SPR 0.53620.26520.55560.72221.77781.0000
SE 0.16140.1043 - - -39
The estimates of selection probability ratios for open-canopy sapling/pole,
closed-canopy sapling/pole, and closed-canopy mature timber are forced to be
identical to their respective availability ratios due to the explanatory variables
remaining in the model. Therefore, there are no model based estimates of standard
errors for these estimates. However, there are model based estimates of standard
errors for the estimates of probability of use for all habitats. Note that the estimates of
probability of use in this reduced model are very similar to those in the previous
model, Table 4.3. The estimated standard errors for grass-forbs and shrubs are also
similar to the previous model, but the estimated SE's for the remaining habitat types
are substantially smaller.
Analyzing this habitat selection data assuming identical selection probabilities
for all bears (IMS model) results in estimates of selection probability ratios for habitat
types with closed-canopy that are significantly smaller than their availability ratios.
Allowing for heterogeneous selection probabilities results in estimates of selection
probability ratios for habitat types with closed-canopy that are not significantly
different from their availability ratios. Hence, analysis results depend on the
assumption of identical selection probabilities between animals; therefore, this
assumption should be checked.
4.6 Simulation Results
4.6.1 Test Size for IMS vs Heterogeneity
The sizes of the score, Wald, and asymptotic LR tests for homogeneity of
selection probabilities,H0: y = 0 vsH0 : y >0, were calculated within a saturated
model using 2000 simulations with level a = 0.10, 0.05, and 0.01 tests. Table 4.5
shows results for level a = 0.05 tests with K = 4 habitats and ir = [.25, .25, .25, .251.
Appendix A. 19 gives further results for K = 4 habitats.40
Table4.5 SizeofH0:y=0 vs H1:y>O
Sizex 100
T nt SS score Wald LRT
50 50 .25, .25, .25, .252000 0.55 4.05 1.45
50 30 .25, .25, .25, .252000 0.80 3.60 1.65
50 10 .25, .25, .25, .252000 0.50 4.20 1.60
30 50 .25, .25, .25, .252000 0.40 4.05 1.30
30 30 .25, .25, .25, .252000 0.55 3.75 1.60
30 10 .25,.25,.25,.252000 0.15 4.10 1.35
10 50 .25, .25, .25, .252000 0.15 4.50 0.80
10 30 .25,.25,.25,.252000 0.15 4.40 1.00
10 10 .25, .25, .25, .252000 0.30 4.25 0.70
The score and LRT test are both very conservative, rejectingH0about 0.5 and 1.5
percent of the time respectively using level a = 0.05 tests. This conservative testing
using score and LRT is also seen with the level a = 0.10 and a = 0.01 tests. The Wald
test works fairly well for level a = 0.05 tests, rejecting H about 4.25 percent of the
time. However, this test is more conservative for level a = 0.10 tests and liberal for
level a = 0.01 rejecting approximately 6.5 and 2.0 percent of the time respectively.
4.6.2 Test Power for IMS vs Heterogeneity
The power of the score, Wald, and asymptotic LR tests forH0:= 0 vs
> 0 were calculated within a saturated model using 1000 simulations with level
a = 0.05 tests. Power was calculated for various y. Table 4.6 shows results for K = 4
habitats,it =[.25, .25, .25, .25], and y = 0.25 & 0.05. Further results are given in
Appendix A.20. These tables show that power to detect a difference from= 0
increases as y increases. At y = 0.25, the power is 1.00 for all cases except T = nt =
10. Power also increases with increasing T and nt. The Wald test gives the highest41
power for all combinations of T, n, and y. For example, at y=0.05, T=10, and nt
30 the power of the score, Wald, and asymptotic LR tests are: 67.90, 93.30, and 83.70
respectively. The power of these tests do not appear to depend on habitat selection
probabilities used to generate the data; hence, results for only one ir per K are shown.
Table 4.6 Power of H0 :=0 vs H1 : y>0
Powerx 100
T ir "I Score Wald LRT
50 50 .25, .25, .25, .25 1/4 100.00100.00100.00
50 30 .25, .25, .25, .25 1/4 100.00100.00100.00
50 10 .25, .25, .25, .25 1/4 100.00100.00100.00
30 50 .25, .25, .25, .25 1/4 100.00100.00100.00
30 30 .25, .25, .25, .25 1/4 100.00100.00100.00
30 10 .25, .25, .25, .25 1/4 100.00100.00100.00
10 50 .25, .25, .25, .25 1/4 100.00100.00100.00
10 30 .25, .25, .25, .25 1/4 100.00100.00100.00
10 10 .25, .25, .25, .25 1/4 91.50 99.20 96.50
50 50 .25, .25, .25, .25 1/20100.00100.00100.00
50 30 .25, .25, .25, .25 1/20100.00100.00100.00
50 10 .25, .25, .25, .25 1/20 78.30 92.60 86.20
30 50 .25, .25, .25, .25 1/20100.00100.00100.00
30 30 .25,.25,.25,.25 1/20100.00100.00100.00
30 10 .25, .25, .25, .25 1/20 50.50 81.50 66.30
10 50 .25, .25, .25, .25 1/20 95.80 99.50 98.20
10 30 .25, .25, .25, .25 1/20 67.90 93.30 83.70
10 10 .25, .25, .25, .25 1/20 6.30 41.60 20.70
4.6.3Habitat Characteristic Test Size
The size of the asymptotic likelihood ratio (drop-in-deviance) test for habitat
characteristics, H0 :=0 vs H1 : 0, was calculated using 2000 simulations with
level a=0.05 tests. Results are given in Table 4.7 for K4, T 30, and various nt
and y. The entry under Z is the indicator variable tested (all indicator variables gave42
similar results, only one is presented); "Het." entries are 100 times the size of the test
under the heterogeneity model; and "IMS" entries are 100 times the size of the test
under the IMS model. At' =1/8, the heterogeneity model shows a size of about 0.05.
However, the IMS model shows liberal tests of significance with sizes between 0.16
and 0.45, increasing with nt.
Table 4.7 Size of H0 :I3 =0 vs H10
Sizex 100
T nt Z Het. IMS
30 50 .25, .25, .25, .25 1/8 1, 0, 0, 0 5.5444.54
30 30 .25, .25, .25, .25 1/8 1, 0, 0, 0 4.9635.90
30 10 .25, .25, .25, .25 1/8 1, 0, 0, 0 5.53 16.33
30 50 .25, .25, .25, .25 1/20 1, 0, 0, 0 4.4028.05
30 30 .25, .25, .25, .25 1/20 1, 0, 0, 0 5.2120.77
30 10 .25, .25, .25, .25 1/20 1, 0, 0, 0 4.26 8.47
30 50 .25, .25, .25, .25 1/40 1, 0, 0, 0 4.75 18.75
30 30 .25, .25, .25, .25 1/40 1, 0, 0, 0 4.45 12.55
30 10 .25, .25, .25, .25 1/40 1, 0, 0, 0 5.42 7.60
30 50 .25, .25, .25, .25 1/100 1, 0, 0, 0 5.55 10.95
30 30 .25, .25, .25, .25 1/100 1, 0, 0, 0 5.25 8.65
30 10 .25, .25, .25, .25 1/100 1, 0, 0, 0 4.90 6.36
As y decreases toward zero, the size under the IMS model decreases to the level of
the test. This reduction in the size is expected since at' =0, the heterogeneity model
is equivalent to the IMS model. The size obtained under the heterogeneity model does
not appear to depend on K, y, T, or n.43
4.6.4 Habitat Characteristic Test Power and Model Lack of Fit (LOF)
The power of the asymptotic likelihood ratio (drop-in-deviance) test for habitat
characteristics, H0 :=0 vs H1 : 0, was calculated using 2000 simulations with a
level a=0.05 test. Sighting history matrices were generated using various non-
uniform selection probabilities. The logs of the selection probabilities were used as
habitat characteristic variables in the models. Model lack of fit was tested between the
fitted model with one explanatory variable and the saturated model with K-i
explanatory variables. The percent of model lack of fit using a level a=0.05 test was
recorded.
Table 4.8 gives results for selection probabilities,t =[.278 .33 3, .389]. This
table shows that the power to detect a difference from uniform habitat selection
probabilities decreases asyincreases and T and nt decrease. While these results hold
for both models, there is a greater effect seen under the heterogeneity model. The
percent of LOF is between 0.0 and 0.5 under the heterogeneity model and does not
appear to depend on y, T, or nt. Under the IMS model, the percent of LOF is between
0.5 to 37.7, increasing with y and nt. There does not appear to be effect of T on LOF
under the IMS model.44
Table 4.8 Power and lack of fit of H0 :=0 vs H1 : 0
T nt Y
Powerx 100 LOFx 100
Het. IMS Het. IMS
50 50 .278, .333, .389 10/3656.7592.550.2037.65
50 30 .278, .333, .389 10/3654.7589.850.2525.75
50 10 .278,.333,.389 10/3646.0075.750.15 7.95
50 50 .278, .333, .389 1/1895.1099.700.0010.80
50 30 .278, .333, .389 1/18 91.5597.800.15 5.15
50 10 .278, .333, .389 1/18 70.3082.250.15 1.40
50 50 .278, .333, .389 1/36 99.3599.900.40 5.90
50 30 .278, .333, .389 1/36 97.1599.250.30 2.35
50 10 .278, .333, .389 1/36 77.3583.950.300.50
30 50 .278, .333, .389 10/3638.3586.600.1035.95
30 30 .278, .333, .389 10/3635.9579.050.2526.10
30 10 .278,.333,.389 10/3631.2061.200.15 8.00
30 50 .278, .333, .389 1/18 81.1096.650.3010.90
30 30 .278, .333, .389 1/1876.1091.800.454.80
30 10 .278, .333, .389 1/18 50.5562.550.20 1.20
30 50 .278, .333, .389 1/3693.8598.800.35 4.05
30 30 .278, .333, .389 1/36 86.0594.050.15 1.20
30 10 .278, .333, .389 1/36 55.6063.600.35 0.65
Similar effects on power and LOF are seen for K =4 and 5 habitats, given in
Appendix A.21. These tables show similar results as Table 4.8 above. Moreover,
these tables show that power and LOF, under both the heterogeneity and IMS models,
increase as the number of habitats, K, increases.
4.7 Discussion
The question of heterogeneity or over-dispersion arises often in statistical
analyses, specifically in generalized linear models. Analyzing heterogeneous data
under the assumption of homogeneity is known to result in biased estimates of
variance and incorrect test size. The assumption of identical multinomial habitat45
selection probabilities between animals has been questioned by Manly et al. (1993).
The heterogeneity model accounts for valying habitat selection probabilities between
animals and gives more accurate tests of habitat characteristic parameters than the
IMS model when heterogeneity.
Analyzing heterogeneous data under the independent multinomial selections
model shows high percentages of lack of fit. The IMS model compensates for this
lack of fit through the inclusion of erroneously significant habitat characteristic
coefficients, as shown by the large sizes of the habitat characteristic tests. The bear
data from Vander Heyden and Meslow (1999) demonstrate that heterogeneous data
does exist in habitat selection data and that different conclusions could be drawn if the
data is analyzed assuming independence.
Testing the assumption of homogeneity,H0= 0 vsH3: y > 0, shows that the
score and asymptotic likelihood ratio test are extremely conservative. The Wald test,
while being somewhat conservative attains a size that is closest to the expected level,
with a size of about 4.25 under a level a = 0.05 test.Moreover, the Wald test
consistently attains the highest power of the three tests followed by the asymptotic LR
and score test. We recommend performing the score, Wald, and asymptotic likelihood
ratio tests, noting that the Wald test performs best for both size andpower.
The power of the test of independence between sightings increases quickly as
increases from zero for all T and nt. However, the power of the test of habitat
characteristics under the persistence model decreases asy increases. Hence, though
there might be enough power to detect persistence with ten sightings of each animal
for low y, the power to detect habitat selection characteristics is low. The power to
detect habitat selection characteristics increases substantially with increased sightings
when 'y is small (little heterogeneity). However, when y is not small (greater
heterogeneity), there is more of a benefit to increase the number of animals in the
study than to increase the number of sightings of a given animal.
The heterogeneity model was designed specifically to model heterogeneity
habitat selection probabilities between animals. Therefore, while this model has the
ability to account for over-dispersion, it does not have the ability to handle under-46
dispersion. Were the habitat selection probabilities under-dispersed, the heterogeneity
model would estimate 'y = 0, and therefore, revert back to the independent
multinomial selections model.47
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APPENDICESAPPENDIX A.!
LOGISTIC REGRESSION PARAMETER BIAS
Consider a study area with two habitat classes and the use versus habitat contingency
table given below.
Population
Habitat Class
A B Total
Used YN-YNu
UnusedNNA NNBNN
AvailableNA NBN
N sites are known to be used, with Y being the number in habitat A. Let ? be the
probability of a site being in habitat A given the site was used. Further, consider a
simple random sample of size M from sites known to be unused, with X being the
number of sampled sites in habitat A. Lettbe the probability of a site being in
habitat A given the site is unused. Then the joint distribution of Y and X is:
P(Y,X) = (1X)NUY[MJx
(1 with maximum likelihood estimates:
y x = and.t =
N M
Let
1denote the log-odds ratio of use for habitat A versus B. Then
P(Used A)/P(Unused
IA)
and, via Bayes theorem,= ml
P(Used
IB)/P(Unusedj B)
Now consider that the randomly sampled sites are from those available, not just
those unused. Let H be the number of sites sampled, Z be the number in habitat A, and
0 be the overall probability of a site being in habitat A. Then, the joint distribution of
Y and Z is: P(Y,Z) (1x)[HJoz(le)Hz
with:50
[ = and 0 =and estimated log-odds ratio Pb = ln
)J.
N H
However, 0 does not measure the probability of being sighted in habitat A for unused
sites. Instead, 0 measures the overall probability of being in habitat A. Therefore,
Pb=P+ln
1a/(1_a)
o/(i0)
does not estimate the log-odds ratio of usage for habitat A versus habitat B.
Consider that 0 can be rewritten in terms of ? andtdefined above:
0 = + t 1 ,where N is the total number of habitats. Then N) N)
I
Pb=P+1n[N)
L(+{LJ
J. N)
From this equation it can be seen that as the proportion of used sites, goes to 0,
N
the estimate of Pb 3. However, as __!goes to 1,
Pb+in[J _in_L1iJ0.
1it ?. 1X jt51
APPENDIX A.2
PERSISTENCE PARAMETER,1,BOUNDARIES
Consider that each entry in 11(i) must be between 0 and 1 since 11(q) is a probability
transition matrix. Hence,
1) 1(1-1)OVi11Vi
2) 1it1lVi
ltj
and 3) 1irOViq0Vi52
APPENDIX A.3
CORRELATION BETWEEN CONSECUTIVE SIGHTINGS
Let W be the habitat the animal was sighted in at time t.
Let U be the habitat the animal was sighted in at time t+ 1.
Calculate variances of W and U.
Hence,
E[W]=E[U]=iit1
E[W21 =E[U21 =i2t,
Var(W)Var(U) =(1,t)-2ijrc1t,
1=1 i<j
and jVar(W)Var(U) =Var(W) =Var(U).
Calculate covariance of W and U.
E[WU] i2ic (i i(1ir ))+ 2ijrpt17t
i<j
=[i2,i217t+i2irc12]+2ij1tj7r
1=1 i<j53
where the first term results from the animal being sighted in the same habitat at time t
and t+ 1, and the second term results from the animal being sighted in different
habitats. Hence,
Cov(W,U) =[i2,i27r1+j2fl21+2ijTpt11r -iir12 2ijir1ir
i<j 1=1 i<j
=[(1_1)i2,
1=1 I<J
= (l_1){i27tI(l_7t1)_2ii7r7r}
1=1
Corr(W,U) 1APPENDIX A.4
PROOF OF FUNCTIONAL EQUALITY BETWEEN i ANDit
Consider the loglikelihood for the persistence model parameters given the sighting
history matrix:
£(ir,iiIX)= +v.)lnir1 +(f.1 +v.1)1n7t1 +V.lni+
where
54
B
(K-1)n1 +B(1ft1)
(1.1)
B=(f+v.j)[1J-(f11 +v.i)YJ+V (1.2)
First derivatives of £(XI it,r)font andi
f. + v.f1 + v.1
+ Vj 1
ôit it1li(lir) 1(1ir1)
n.(1ir1)n.11(1ir1)
1i=21i(17t1)1i(1it1)Solve 0 forin.22
1-i(1-7t2)
n11(1ir1)n11(1't1)=0 a1 i21ri(lir)1i(1-7c1)
n.2(1t2)V.',- n.(lit1)n.11(1t1)
1i(1-7r2)'1i(1t)1i(1ic1)
i'.22 V ((1) in.11
1-1(1-2)(1-2) i=31i(1)(l_m2)J 1-1(1-l)(1-2)J
Now use mathematical induction to show that
q-1 '\
in.qq V. f., +.,(i , + .,(q 2) K
i=2 Tfl((1 m.) "
1i(1_q)(1_q)i21q jJ1
J
i=q+11i(1_j)(1_q)J
(1.3)
q-1
I(q-1)-7t1 I
1=1
I
1i(1-7r1) 17tq
J
U)
U)1) in.22above is of this form.
1-i(1-7t2)
2) Show that given is of the above form, then is also.
111(11tqi) 111(17tq)
.q-lq-1 in.11 Substitute
1V1.q-1q-1 . + v.q1 + v1in
of the above form into- + 0.
1T1(1_7tq_i) 7tq_1 1T1(17tq_i)1q(1ir1)
Giving:
q-1q-1f.1+v1
+
v.++v.j11_f.i+v.i in.(1)
q-1 (1ltq_i)i21 L
r1)
1ltq_ 1q1 7t.)(\(1tq_i)
q-2
(q 2)
in.11 i=1 i.II=0 lii(lit,) 1_7tq_i 1i(1it1)
(1.4)++v.i11__i+v.i
(q-2)-1
nn. (1-) in.11(q-1)-1
O. (1.5)
(l_1tq_)i21_ltq.1 7t) l7tq_1 i=q11(lj)((l_7tq_i))1i(1)ltq_
ifl.qq Solve (1.5) for
111(17tq)
q-1
I 1=2 Ilfl.qq q-1 V f. +V.1(1_
J -
'
L
_
q-1
J
1i(1q)
=
1q
4(1 _ q-i)i2 qI
q-1 'C]
in.1((1-) in.11
(q_1)_m
i=q+ili(1i)(1 _q-1)
Jl_1(l_I)L
1 _
q-1
Jjq-1'\ I q-I'\
v
q-If. + v 1 f, +.,2)
I K
1=2 in.11((1) in.11(q-1)ic1
_ _____ 1 1i(1q) 1q121q
L
1q
J
i=q+i1 1q J1_n1_1)L1q
J
(1.6)
Equation (1.6) is of the form of equation (1.3). Hence, by mathematical induction equation (1.3) is true for 2qK. Setting q K
gives:
K-I'\ ( K-I
I (K-1)ir1 I
ln.KK yKlf+Vi_1 2
I 1=1 + I
I
11(1K) 1K2 1K ) I
L
1KJ1_1(1_I)L1K
J
f.K +v.Kf1 +V1
+ln.KK in.11 Substitutel.KKequality into = 11(lltK) 1i(1't1)
00K-i\ I K-I "
f1+v1V f.+v. 1n.f+v(K-2)
I I (K-1)
I
+ + I i
.1 i=2 1 1=1 11I
= 0
[ ,
[ J
1_1(1_l)L'K
J
K \ / K
I Kir1 K f.+v.1a.
='I=o +I
.1 I
1=2 'K iJ I J1_(1_i)1K
J
Now, =1ic1 and =1 giving:
V ,f.+v(1it1" f.i+v.i1K_2+7ci rn11 K-1
1icK icK Jl_l(l_ic1)l_icj0K 1n.11(K-1) . r1n.11(Kl)=V +(f.+v.i)[h7t1J_(f.i Solving for gives 1K-2+7r
J 1i(lit1) 1i(l-1t1) 1=2
B
qn.11(Kl)=Bi=
li(1-7r1) (K-1)n.11 +B(1t1)
as desired.APPENDIX A.5
FIRST AND SECOND DERIVATIVES OF£(T I x)
£(i,pIx)c (f.1+v.1)lnir1 +(f.K+v.K)Ifl[1-1tIJ+V. 1nii+n.11ln(1-1(1-7r1))+n.KK in[i_iiriJ
Where 17ti=7tK and
e0A
+Z,D
Considerit =
K
z,=[A1, z11, ,
=
Kwhere j = [,, are the unknown parameters for the habitat characteristicsThen the first derivativeof £(ri, Ix)with respect tomis:
K-I K-I
- =(f.+v.i)7cTI- -(f.K+v.K) _ia13m+
n.jj[1_1l(1_1cj)]1I1LIJ_
.KK K-I
I I m
1
7t1
' m
1
where
zime IeZjP -
xjmeZJfI
(K
] e[K j=I j=I )
aI3m (K \2
j=I)
e
(Zim_zjm)eZJ -
ez
(1.7)The second derivative of £ (,X) with respect to1mand Ir is:
1K-i a (ôi. ______ -(f + v )Iit
Ir(f.' + VK)
1=1 r 11apm)
irK
a1ram
-
rm
-
m
where
-i(a '\1 K-i[
n.iiI(1_i(1_ir1))_212
i=I [ (i_i(iir))
1aI3ra1IrnJj
-
K-Ila2ir '\1 (K-I air
.KK[(i - 1(1 irK ))2 12JL
i=IôPm)
I i-'- 1+ (1-1(1ICK))
i1rô13mJi
K
(zirn_zjm)eZiPKK
a ait,
(Zim_Zjm)(Zjr -zhr)e
h1 jI -I I
(k
z
2
"i-I
2 7ti(Zim-Zjm)(Zir2Zhr+zjr)e(ZJ+Zh)
a 7t1 h=1j=1
7KIe)
The first and second derivatives of £(T,IIx)with respect to 11 are:
V. n.11(1it1)
Kn11(1ir)2
(1.8)The second derivative of £(i fI x)with respect toPmand q is:
hIaPm
-
2
i=1[li(ln)]
L
'
ô13m - _____________
[1-1(1--irK)]2
The observed information matrix is constructed using the negative of the second partial derivatives asper usual.
cJAPPENDIX A.6
DELTA METHOD ESTIMATES OF VARIANCE FOR Ir AND
If area is not offset then log area is included in the Z's andftis included in 13
below.
Z13e- Var(1)Var[
z
Cov()
eZj
where
e
is given in appendix A.5 equation (1.7), andCov(13)is the
3f3
inverse of the observed information matrix.
Var[ln[4LJJ=Var((ZIZK))=(ZIZK)Cov()(ZIZK)'
var(J=var[i] []Cov(I%)67
Here,
Z1eeZKee (z1 ZK)e
= --(z. z
813 e e2 e
I K
giving,
var1 (-2(z
ZK) Cov() (Z -ZK)'
KJ K) K) K))68
APPENDIX A.7
ASYMPTOTIC TESTS OF H :1=1 vs H3 : r 1
A.7.1 Asymptotic Likelihood Ratio Statistic and Test (LRT)
H0:=1 vs H1:i1
The loglikelihood under the saturated persistence model is:
e(,itpX)cic(f.1 +v.)1nir1 +V.1n+n.11 1n(ii(iir)),
where ICK = 1 ic.Under H0, this loglikelihood becomes:
£ (11 =1, itI x)oc(f.1 + v. + n11 )ln it1,
which is identical to loglikelihood under the IMS model. The MLE's are obtained
under both H0 and H1, and the usual asymptotic LRT chi-squared statistic:
LRTstat= 2(e0(T]=1,0IX)(fi,*IX))
is calculated. Under H0, LRTstat is distributed as a chi-squared statistic on one degree
of freedom, LRTtatA.7.2 Score Statistic and Test
H0:1=1 vs H1:i1
The loglikelihood of the persistence model is:
lX)(f+v.1)Inr+V. Ini+n11 ln(1ii(1_ir1))
The first partial derivatives of £(i,irI x)at r=1 are:
I x)=f.1+v1+n.1 QK+v.(+
=1,...,K 1
8ir. It1 ltK
I 111
aqrrIx)
=
111
1=170
The negative second partial derivatives of £(i, rx)at i=1 are:
f.+v.1+n.11+K+v.K+n.KK
2 2 2
111=1
a2(iIx)J
2 'Vij
air irK J 111=1
a2t(1,Ix)22'i=1, ,K-1
air1&
11=1
it1
K n.11(1_7t1)2
-v.+ 2 2
i=1 itI
111=1
i=1,,K-1
inx)
The score, U (ii=1,) = and the observed information matrix,
Iii=1,it=*o
J(i=i,mr0)=
12 IK-111,() arr1a
a2 a2
:
=1,,r air2 a712ar1
a2 82 52t
1K-1 a7K_l2 K-1
aa 21=i aThKlal
where in0 is the MLE for in under H0.71
The score statistic, Scorestat = U (i =1, *J1K,Khas a chi-squared distribution on
one degree of freedom underH0,.Scorestatx.J'K.Kis theKthdiagonal entry of
the inverse of
A.7.3 Wald Statistic and Test
Waldstat
1)
has a chi-squared distribution on one degree of freedom underH0,
JK,K
Waldstaty. Here fj is the MLE for r under the persistence model.72
APPENDIX A.8
SIGHTING HISTORY MATRIX
X=[1 1 1 1 1 14 546666666 366
6616666666656666444
5516465545565353533
3 56 5 5 1 5]
Random ordering gives:
X={544 5 5 54 5 54 5 54 5 1 544
2555345535144325515
4432235515531413421
54 5 5 52 1]73
APPENDIX A.9
TABLES OF SIZE FOR H0:r=1 VS H1 :il
Level ci.=0.10 test. Size x 100
T n SS score Wald LRT
50 50 .25, .25, .25, .255000 9.60 9.64 9.54
50 30 .25, .25, .25, .25 5000 9.92 10.14 9.96
50 10 .25, .25, .25, .255000 9.60 9.30 9.68
30 50 .25, .25, .25, .25 5000 10.38 10.20 10.30
30 30 .25, .25, .25, .255000 10.42 10.02 10.46
30 10 .25, .25, .25, .25 5000 10.72 9.18 10.38
10 50 .25, .25, .25, .255000 10.78 9.90 10.70
10 30 .25, .25, .25, .255000 10.62 9.72 9.98
10 10 .25,.25,.25,.25 4942 11.19 9.57 10.56
50 50 .1,.2,.3,.4 5000 10.96 10.42 10.82
50 30 .1,.2,.3,.4 5000 10.60 10.10 10.32
50 10 .1, .2, .3, .4 4833 10.49 9.37 10.47
30 50 .1, .2, .3,.4 5000 9.66 8.86 9.40
30 30 .1,.2,.3,.4 4997 10.13 9.39 9.99
30 10 .1, .2, .3, .4 4434 9.22 7.89 8.77
10 50 .1,.2,.3,.4 4944 10.28 8.84 9.79
10 30 .1, .2, .3, .4 4621 9.35 8.35 8.59
10 10 .1, .2, .3, .4 2731 6.59 8.90 6.81
50 50 .15,.15,.35,.35 5000 10.18 10.10 9.98
50 30 .15, .15, .35, .35 5000 10.12 9.70 10.00
50 10 .15, .15, .35, .35 4998 10.64 9.58 10.32
30 50 .15, .15, .35, .35 5000 9.72 9.80 9.96
30 30 .15,.15,.35,.35 5000 10.28 10.02 10.18
30 10 .15,.15,.35,.35 4961 10.91 9.55 10.40
10 50 .15, .15, .35, .35 4998 10.12 9.32 10.00
10 30 .15,.15,.35,.35 4987 11.55 9.36 10.87
10 10 .15,.15,.35,.35 4122 9.75 8.61 9.15
50 50 .2, .2, .2, .4 5000 10.70 10.44 10.54
50 30 .2, .2, .2, .4 5000 9.92 10.12 9.88
50 10 .2, .2, .2, .4 5000 10.38 9.76 10.58
30 50 .2, .2, .2, .4 5000 9.42 9.68 9.58
30 30 .2, .2, .2, .4 5000 10.06 9.36 10.04
30 10 .2, .2, .2, .4 5000 10.48 8.96 10.08
10 50 .2, .2, .2, .4 5000 9.64 9.38 9.48
10 30 .2, .2, .2, .4 500010.92 9.96 10.54
10 10 .2, .2, .2, .4 4748 10.09 7.65 9.1474
Level a=0.05 test. Size x 100
T fl IT SS Score Wald LRT
50 50 .25, .25, .25, .255000 4.94 4.82 4.92
50 30 .25, .25, .25, .255000 4.96 4.86 4.92
50 10 .25, .25, .25, .255000 4.70 4.10 4.54
30 50 .25, .25, .25, .255000 5.26 5.26 5.34
30 30 .25,.25,.25,.255000 5.14 5.16 5.06
30 10 .25, .25, .25, .255000 5.20 4.38 5.04
10 50 .25,.25,.25,.255000 5.14 5.18 5.20
10 30 .25,.25,.25,.255000 5.04 5.10 5.02
10 10 .25, .25, .25, .254942 6.07 4.69 5.83
50 50 .1,.2,.3,.4 5000 5.44 5.18 5.36
50 30 .1, .2, .3, .4 5000 5.50 5.22 5.34
50 10 .1,.2,.3,.4 4833 5.63 4.82 5.40
30 50 .1, .2, .3, .4 5000 4.64 4.36 4.58
30 30 .1, .2, .3, .4 4997 5.26 4.36 4.98
30 10 .1,.2,.3,.4 4434 4.71 3.81 4.31
10 50 .1,.2,.3,.4 4944 5.34 4.59 4.92
10 30 .1,.2,.3,.4 4621 4.37 4.13 4.18
10 10 .1, .2, .3, .4 2731 2.71 5.71 3.15
50 50 .15, .15, .35, .355000 5.04 4.76 4.88
50 30 .15,.15,.35,.355000 5.12 5.16 5.12
50 10 .15, .15, .35, .354998 5.32 4.84 5.10
30 50 .15,.15,.35,.355000 4.76 4.44 4.70
30 30 .15,.15,.35,.355000 5.30 5.02 5.00
30 10 .15, .15, .35, .354961 5.70 4.92 5.36
10 50 .15,.15,.35,.354998 5.26 4.44 4.94
10 30 .15, .15, .35, .354987 6.30 4.91 5.59
10 10 .15,.15,.35,.354122 4.76 4.88 4.54
50 50 .2, .2, .2, .4 5000 5.02 5.06 5.06
50 30 .2, .2, .2, .4 5000 5.24 4.96 5.14
50 10 .2, .2, .2, .4 5000 5.34 5.00 5.10
30 50 .2, .2, .2, .4 5000 4.88 4.82 4.62
30 30 .2, .2, .2, .4 5000 4.72 4.34 4.52
30 10 .2, .2, .2, .4 5000 5.16 3.98 4.64
10 50 .2, .2, .2, .4 5000 5.20 4.66 5.14
10 30 .2, .2, .2, .4 5000 5.76 4.80 5.28
10 10 .2, .2, .2, .4 4748 5.33 3.92 4.2575
Level a=0.01 test. Size x 100
T flt SS score Wald LRT
50 50 .25, .25, .25, .255000 1.04 1.02 0.96
50 30 .25, .25, .25, .255000 1.20 1.16 1.18
50 10 .25, .25, .25, .255000 1.04 0.74 0.82
30 50 .25, .25, .25, .255000 1.08 1.00 1.04
30 30 .25, .25, .25, .255000 1.00 1.00 0.98
30 10 .25,.25,.25,.255000 1.26 1.04 1.00
10 50 .25, .25, .25, .255000 1.30 1.02 1.28
10 30 .25, .25, .25, .255000 1.22 1.02 1.08
10 10 .25,.25,.25,.254942 1.76 1.03 1.40
50 50 .1, .2, .3, .4 5000 0.88 0.94 0.86
50 30 .1,.2,.3,.4 5000 1.14 1.08 1.06
50 10 .1, .2, .3, .4 4833 1.28 1.08 0.97
30 50 .1, .2, .3, .4 5000 0.98 0.82 0.80
30 30 .1,.2,.3,.4 4997 1.02 0.90 0.84
30 10 .1,.2,.3,.4 4434 1.04 1.17 0.70
10 50 .1,.2,.3,.4 4944 1.42 1.15 1.15
10 30 .1,.2,.3,.4 4621 0.91 1.28 0.78
10 10 .1, .2, .3, .4 2731 0.51 2.31 0.55
50 50 .15, .15, .35, .355000 0.92 1.12 0.90
50 30 .15,.15,.35,.35 5000 1.20 1.10 1.16
50 10 .15,.15,.35,.354998 1.32 1.12 1.20
30 50 .15,.15,.35,.355000 0.86 0.92 0.72
30 30 .15, .15, .35, .355000 0.88 1.04 0.84
30 10 .15, .15, .35, .354961 1.59 1.27 1.25
10 50 .15,.15,.35,.354998 1.12 0.88 0.92
10 30 .15,.15,.35,.354987 1.60 1.18 1.14
10 10 .15,.15,.35,.354122 1.12 2.01 0.75
50 50 .2, .2, .2, .4 5000 0.98 0.92 1.04
50 30 .2,.2,.2,.4 5000 1.18 1.08 1.10
50 10 .2, .2, .2, .4 5000 1.04 0.96 1.06
30 50 .2, .2, .2, .4 5000 0.92 1.02 0.94
30 30 .2, .2, .2, .4 5000 1.08 0.98 0.94
30 10 .2, .2, .2, .4 5000 1.18 0.68 0.92
10 50 .2,.2,.2,.4 5000 1.14 1.22 1.12
10 30 .2, .2, .2, .4 5000 1.42 0.80 1.26
10 10 .2,.2,.2,.4 4748 1.58 1.10 1.1676
APPENDIX A.1O
TABLES OF POWER FOR H0 :1=1 VS H :r 1
K=3
T flt n 1
______Powerxl00______
Score Wald LRT
50 50 1/3, 1/3, 1/3 0.8 100.00100.00100.00
50 30 1/3, 1/3, 1/3 0.8 100.00100.00100.00
50 10 1/3, 1/3, 1/3 0.8 100.00100.00100.00
30 50 1/3, 1/3, 1/3 0.8 100.00100.00100.00
30 30 1/3, 1/3, 1/3 0.8 100.00100.00100.00
30 10 1/3, 1/3, 1/3 0.8 98.80 99.30 99.20
10 50 1/3, 1/3, 1/3 0.8 100.00100.00100.00
10 30 1/3, 1/3, 1/3 0.8 99.00 99.30 99.10
10 10 1/3, 1/3, 1/3 0.8 65.10 73.80 68.60
50 50 1/3, 1/3, 1/3 0.9 100.00100.00100.00
50 30 1/3, 1/3, 1/3 0.9 100.00100.00100.00
50 10 1/3, 1/3, 1/3 0.9 79.50 81.70 80.50
30 50 1/3, 1/3, 1/3 0.9 100.00100.00100.00
30 30 1/3, 1/3, 1/3 0.9 98.00 98.60 98.20
30 10 1/3, 1/3, 1/3 0.9 58.30 65.40 60.80
10 50 1/3, 1/3, 1/3 0.9 84.70 86.50 85.50
10 30 1/3, 1/3, 1/3 0.9 60.30 65.50 62.70
10 10 1/3, 1/3, 1/3 0.9 17.80 24.40 19.70
50 50 1/3, 1/3, 1/3 0.95 92.00 93.40 92.40
50 30 1/3, 1/3, 1/3 0.95 75.00 77.60 75.80
50 10 1/3, 1/3, 1/3 0.95 28.80 33.50 30.80
30 50 1/3, 1/3, 1/3 0.95 72.50 75.20 73.90
30 30 1/3, 1/3, 1/3 0.95 53.70 56.60 54.60
30 10 1/3, 1/3, 1/3 0.95 17.70 22.70 19.80
10 50 1/3, 1/3, 1/3 0.95 32.50 35.80 34.10
10 30 1/3, 1/3, 1/3 0.95 18.50 24.40 20.90
10 10 1/3, 1/3, 1/3 0.95 6.80 9.90 7.90
50 50 1/3, 1/3, 1/3 1.20100.00100.00100.00
50 30 1/3, 1/3, 1/3 1.20100.00100.00100.00
50 10 1/3, 1/3, 1/3 1.20100.00100.00100.00
30 50 1/3, 1/3, 1/3 1.20100.00100.00100.00
30 30 1/3, 1/3, 1/3 1.20100.00100.00100.00
30 10 1/3, 1/3, 1/3 1.2099.90 99.80 99.90
10 50 1/3, 1/3, 1/3 1.20100.00100.00100.00
10 30 1/3, 1/3, 1/3 1.2099.90 99.90 99.90
10 10 1/3, 1/3, 1/3 1.20 86.99 77.64 85.5777
K4 Powerx 100
T flt 1 Score Wald LRT
50 50 .25, .25, .25, .25 0.8 100.00 100.00 100.00
50 30 .25, .25, .25, .25 0.8 100.00 100.00 100.00
50 10 .25, .25, .25, .25 0.8 100.00 100.00 100.00
30 50 .25, .25, .25, .25 0.8 100.00 100.00 100.00
30 30 .25,.25,.25,.25 0.8 100.00 100.00 100.00
30 10 .25, .25, .25, .25 0.8 99.90 100.00 99.90
10 50 .25, .25, .25, .25 0.8 100.00 100.00 100.00
10 30 .25, .25, .25, .25 0.8 100.00 100.00 100.00
10 10 .25, .25, .25, .25 0.8 76.65 85.97 81.26
50 50 .25, .25, .25, .25 0.9 100.00 100.00 100.00
50 30 .25, .25, .25, .25 0.9 100.00 100.00 100.00
50 10 .25, .25, .25, .25 0.9 91.90 94.70 93.10
30 50 .25, .25, .25, .25 0.9 100.00 100.00 100.00
30 30 .25, .25, .25, .25 0.9 99.70 99.90 99.70
30 10 .25, .25, .25, .25 0.9 72.50 79.70 75.40
10 50 .25, .25, .25, .25 0.9 95.10 96.90 95.90
10 30 .25, .25, .25, .25 0.9 74.40 82.60 77.50
10 10 .25, .25, .25, .25 0.9 24.47 39.58 30.72
50 50 .25, .25, .25, .25 0.95 98.30 98.60 98.50
50 30 .25, .25, .25, .25 0.95 87.60 89.60 88.30
50 10 .25, .25, .25, .25 0.95 38.80 46.40 41.30
30 50 .25, .25, .25, .25 0.95 87.20 89.20 87.50
30 30 .25, .25, .25, .25 0.95 67.60 72.30 69.80
30 10 .25, .25, .25, .25 0.95 20.10 28.40 23.00
10 50 .25, .25, .25, .25 0.95 41.70 48.90 44.30.
10 30 .25, .25, .25, .25 0.95 24.00 31.70 26.90
10 10 .25, .25, .25, .25 0.95 7.83 13.86 9.54
50 50 .25, .25, .25, .25 1.20 100.00 100.00 100.00
50 30 .25, .25, .25, .25 1.20 100.00 100.00 100.00
50 10 .25, .25, .25, .25 1.20 100.00 100.00 100.00
30 50 .25, .25, .25, .25 1.20 100.00 100.00 100.00
30 30 .25, .25, .25, .25 1.20 100.00 100.00 100.00
30 10 .25, .25, .25, .25 1.20 100.00 100.00 100.00
10 50 .25, .25, .25, .25 1.20 100.00 100.00 100.00
10 30 .25, .25, .25, .25 1.20 100.00 100.00 100.00
10 10 .25, .25, .25, .25 1.20 97.84 89.88 96.9078
K=5
T flt it 11
______PowerxlOO_____
Score Wald LRT
50 50 .2,.2,.2,.2,. 2 0.8 100.00100.00100.00
50 30 .2 ,.2,.2,.2,. 2 0.8 100.00100.00100.00
50 10 .2 ,.2,.2,.2,. 2 0.8 100.00100.00100.00
30 50 .2 ,.2,.2,.2,. 2 0.8 100.00100.00100.00
30 30 .2,.2,.2,.2,. 2 0.8 100.00100.00100.00
30 10 .2,.2,.2,.2,.2 0.8 100.00100.00100.00
10 50 .2,.2,.2,.2,.2 0.8 100.00100.00100.00
10 30 .2 ,.2,.2,.2,. 2 0.8 100.00100.00100.00
10 10 .2,.2,.2,.2,.2 0.8 85.25 93.08 88.81
50 50 .2,.2,.2,.2,.2 0.9 100.00100.00100.00
50 30 .2,.2,.2,.2,.2 0.9 100.00100.00100.00
50 10 .2,.2,.2,.2,.2 0.9 96.00 97.80 96.60
30 50 .2,.2,.2,.2,.2 0.9 100.00100.00100.00
30 30 .2 ,.2,.2,.2,.2 0.9 100.00100.00100.00
30 10 .2 ,.2,.2,.2,.2 0.9 81.80 89.10 85.70
10 50 .2 ,.2,.2,.2,. 2 0.9 97.60 98.80 98.40
10 30 .2,.2,.2,.2,.2 0.9 84.80 89.70 86.70
10 10 .2,.2,.2,.2,.2 0.9 25.79 44.01 33.27
50 50 .2,.2,.2,.2,.2 0.9599.60 99.80 99.60
50 30 .2 ,.2,.2,.2,.2 0.9595.20 95.80 95.50
50 10 .2 ,.2,.2,.2,. 2 0.9545.80 55.30 49.10
30 50 .2,.2,.2,.2,. 2 0.95 95.30 96.10 95.70
30 30 .2,.2,.2,.2,.2 0.95 78.10 83.40 79.90
30 10 .2,.2,.2,.2,. 2 0.9526.10 38.70 30.40
10 50 .2,.2,.2,.2,. 2 0.95 50.00 58.70 53.40
10 30 .2 ,.2,.2,.2,.2 0.9527.10 38.70 31.30
10 10 .2,.2,.2,.2,.2 0.95 7.33 18.39 12.19
50 50 .2,.2,.2,.2,.2 1.10100.00100.00100.00
50 30 .2 ,.2,.2,.2,.2 1.10100.00100.00100.00
50 10 .2 ,.2,.2,.2,.2 1.1099.80 99.20 99.60
30 50 .2 ,.2,.2,.2,.2 1.10100.00100.00100.00
30 30 .2,.2,.2,.2,.2 1.10100.00100.00100.00
30 10 .2,.2,.2,.2,.2 1.1096.58 91.04 95.77
10 50 .2,.2,.2,.2,.2 1.10100.0099.70100.00
10 30 .2,.2,.2,.2,.2 1.1098.19 94.26 97.78
10 10 .2,.2,.2,.2,.2 1.1063.18 26.10 55.9979
APPENDIX A.11
TABLES OF SIZE FOR H0 :=0 VS H1 : 0
T=30 SizexlOO
T nt it 11 Z Pers.IMS
30 50 1/3, 1/3, 1/3 .4 1,0,0 5.4532.25
30 30 1/3, 1/3, 1/3 .4 1,0,0 5.8032.70
30 10 1/3, 1/3, 1/3 .4 1,0,0 5.1528.25
30 50 1/3, 1/3, 1/3 .9 1,0,0 5.55 7.85
30 30 1/3, 1/3, 1/3 .9 1,0,0 4.807.80
30 10 1/3, 1/3, 1/3 .9 1, 0, 0 6.15 7.65
30 50 1/3, 1/3, 1/3 1.2 1,0,0 5.35 1.85
30 30 1/3, 1/3, 1/3 1.2 1,0,0 4.70 1.85
30 10 1/3, 1/3, 1/3 1.2 1,0,0 4.60 1.65
T10 SizexlOO
T nt It 11 Z Pers.IMS
10 50 1/3, 1/3, 1/3 .4 1, 0, 0 5.2532.50
10 30 1/3, 1/3, 1/3 .4 1,0,0 4.9032.25
10 10 1/3, 1/3, 1/3 .4 1, 0, 0 4.8028.65
10 50 1/3, 1/3, 1/3 .9 1, 0, 0 4.50 7.00
10 30 1/3, 1/3, 1/3 .9 1, 0, 0 4.50 6.75
10 10 1/3, 1/3, 1/3 .9 1, 0, 0 5.25 7.80
10 50 1/3,1/3,1/3 1.2 1,0,0 5.35 1.65
10 30 1/3, 1/3, 1/3 1.2 1,0,0 4.30 1.50
10 10 1/3, 1/3, 1/3 1.2 1,0,0 5.30 1.8080
APPENDIX A.12
UNCONDITIONAL DISTRIBUTIONOF Y
f(y) = f...JP(Y=y1 Io)f(o)t1"tK
D((')U "tK
J]Iy!
D(lry_1)S
JI
(1)ltY '
n1! 1
D(-'+y1) by (2.4)
K
flyt!D(r[')
1=1
n!F(y')
F(y' +n)r(1y')yti
Now,
n1!F(y) n!(y_i)...(y'
-H-'])F('H'i)
F(y' +n,)(v-' +nt _i)...(' +n, L']-n)r(y'I n[v'] n)
1Y1+nt-11'
nt
where ['('j is defined as the integer part of y'. Further,81
F(irr' +y1) (7ty+y1_1)...(r1+y -[t]-y1) F(iry'[1])
!(y' _1)...(y1 -[y]) F(' H-'])
=(I7-1 +Yt -1
-'-i)
'-1
Giving f(y)
[-1+nt-1 K (7çy+ytj
-lj nt i=I 7tjY' -1
R82
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MOMENTS OF Y
E[Y1]= [E ['Y1
I = [nw1] = fl7t1
Var(Y) = [Var I w )1 + Var17 (E [Y1 I o])
1 + ny (1 7r)
1+,Y
Cov(Y11,Y) = E17 I o)1+cov(E I I
1+n y
=-nit.7t.
I J
1+'yAPPENDIX A.14
CALCULATION AND REDUCTION OF THE LOGLIKELIH00D, £(y,ir I y)
Calculating the log-likelihood is simplified by first writing out the likelihood in a longer form:
T[n!(y' _l)...(y'-[y]) K(ic1r'+y +y_L1]_yt)1 L(y,irly)fl1 I-I
t=L(+n_i)('n-[]n)1=1 y!(ir1y_i)...(7t1y'_[icr1j)
]
then
T K 7ry'-I
£(y,irIy)= 1n(n!)+ Inj lnj+ lnj lnj 1n(y!)
-Lw'] i=w' -[wj =1i=;w-L;w'i i=w' -Nw]
Removing factors not involving ir ory and reducing within the summations gives:
00T 1[ y+n-1 1K
£(y,irly)
ci: Ini+ lnj
t=i W i= i'' L i=;
Tn T Ky
=
t=1 j=I t=1 1=1j=1
Tfl T KY
= +[h_1]y)_lny)
1=1 j=1 t=Ii=1j=I
Tfl TKY, Tn TKy
=
t1 j1 t1 i1 j1 t1 j1 t1 i1 j1
* = ±nt1n-y_yti1nY =
t=I t=11=1
Therefore,
nt1n,Ynt1nY = 0
Isince nt=yt1J
Tn TK Yti
£(y,irjy)
ci
t=Ij=I t11=1j=I
0085
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INITIAL ESTIMATEOF
ir(lir) 1+ny
Consider: Var(7r1) = ,where nis some measure of central
n*l+y
Oi(1 Oi)1 + nj'
n:t=1,-.,T,givingVar(ir1)=
1+?
T
However, Oi) =T1
T
(1-01)2n. Q-1
Let Q
t1 Then the initial estimate ofisnQ[1iJ
APPENDIX A.16
CHECK FOR DECREASING LOGLIKELIHOOD AT y =0
Calculate to determine if likelihood is decreasing at y = 0; in which case, set
MLEitto that under the assumption of homogeneityi.e. under the IMS model
ae Tn T KY
1
_y=o=
t=1 j1 t1 1=1j=I
(11.1)
t1 j=I 1=1i=1 j=1
±"'
1)
±Yti(Yti1)
since
n(n1+1)
tI 2 i= 2
If this is negative atit0then the likelihood is decreasing at' = 0, hence set= 0 and
it it0.APPENDIX A.17
HETEROGENEITY MULTINOMIAL LOGIT MODEL DERIVATIVES
Tn TKY,
£('y,itly) +[j-1]y)
t=ij=i t=1 iI j=l
is given in equation (1.7) and
rm
is given in equation (1.8).
The first partial derivative of (y,r
Iy) with respect to' and1mare given below.
ae T Ki Yn I YK a = _________ _________
T n1 TKy,
-
_t=i[1+(j_1)y]
ti 1=1j=1+(j_i)]
00The second partial derivatives of £(y, ir y) are:
1a7t (a2it (Ki
a2 _
I K-I
J
TyiIrmJ
Ty T K-Iy
1=1 r)L
mr t=I1=1j=I[+(ji)y]2 =1i=[+(j-1)y]2 =i j=I[+(ji)y]t=i +(j_1)y]
T K-I Yt(j-1) a7t.
TYJ((j-1)
m t1 ij=1[+(j_1)]2 m t=ii= [K+(j-1)y]2 1=1m)
= _L
Tn(j-1)2 TKy(ii)2
2(11.2)
t=Ij=I [i+ (ji)] i=I[it,+ (j1) y]
00
0089
APPENDIXA.18
ASYMPTOTIC TESTS OF H0 :=0 vsH1 : y >0
A.18.1 Asymptotic Likelihood Ratio Statistic and Test (LRT)
H0:y=O vs H1:y>O
The loglikelihood under the saturated heterogeneity model is:
I n1 TKy,
£(y,irly)cc +[j_1]y),
t=1j=l 1=1=1j=1
whereltK=1 .Under H0, this loglikelihood becomes:
£(y=O,irly)cc
t=11=1
which is identical to loglikelihood under the IMS model. The MLE's are obtained
under bothH0and H1, and the usual asymptotic LRT chi-squared statistic:
LRTstat =2(0(y=O,0Iy)(jIy))
is calculated. Under H0,LRTSIis distributed as a chi-squared statistic on one degree
of freedom, LRTstatA.18.2 Score Statistic and Test
H0:y=O vs H1:y>O
The first partial derivative of£(y,irly) with respect to y at 'y=0 is:
T Kyv1(y1-1)
byequation(II.1) n(n-1)
ôy 2 t=I= 2ir1
The negative second partial derivatives of £(y, ir y) aty=0 are:
-2 -2 = It31.+ItY.K
-2
aIr.a,t
ItKY.KVij
J y=o
a2 T (1 1)y1 1)ytK
a7ti&y 1=1 2ic12tI 21cK2
a2
2
(n 1) n (2n1 (y1)y (2y,1)
by equation (11.2)
6 1=1 y=o91
Consider the score, U (y = 1, ir) I and the observed information
matrix J (y0,)
12 7tIô7tKIy=O,IrQ
at1ay
=0,o
5it2ôyy0
lK-1 KI y KI yQ,ñ()
ÔIt1y
yO, K-I5Y
whereis the MLE for ir underH0.
The score statistic, Scorestat = U ('y = 0, *J1K,Khas a chi-squared distribution on
one degree of freedom under H0, Scorestat .J1K,Kis theKthdiagonal entry of
the inverse of J (y = 0,).
A.18.3 Wald Statistic and Test
Waldstat(i0)has a chi-squared distribution on one degree of freedom underH0,
Waldstat .Here' is the MLE for y under the heterogeneity model.APPENDIX A.19
TABLES OF SIZE FOR H0:y=O VS H :y>0
Level cx =0.10 test. Sizex 100
T flt Pj SS score Wald LRT
50 50 .25, .25, .25, .252000 1.85 6.55 3.20
50 30 .25, .25, .25, .252000 2.00 5.45 2.95
50 10 .25, .25, .25, .252000 1.75 6.80 2.95
30 50 .25, .25, .25, .252000 1.40 5.95 3.00
30 30 .25, .25, .25, .252000 1.65 5.95 2.90
30 10 .25, .25, .25, .252000 1.35 6.30 2.65
10 50 .25, .25, .25, .252000 0.65 6.25 2.15
10 30 .25, .25, .25, .252000 0.70 6.35 1.90
10 10 .25, .25, .25, .252000 0.40 5.95 1.65
50 50 .1, .2, .3, .4 2000 2.10 6.70 3.85
50 30 .1,.2,.3,.4 2000 2.15 6.60 3.55
50 10 .1, .2, .3, .4 2000 2.05 6.70 3.55
30 50 .1, .2, .3, .4 2000 1.35 6.20 2.85
30 30 .1,.2,.3,.4 2000 1.40 7.10 3.35
30 10 .1, .2, .3, .4 2000 1.00 6.25 2.50
10 50 .1, .2, .3, .4 2000 0.45 5.55 1.75
10 30 .1, .2, .3, .4 2000 0.90 5.65 2.25
10 10 .1, .2, .3, .4 2000 0.35 6.95 2.05
50 50 .15, .15, .35, .352000 2.45 7.00 3.75
50 30 .15,.15,.35,.352000 1.85 6.15 3.35
50 10 .15, .15, .35, .352000 1.80 6.50 3.35
30 50 .15, .15, .35, .352000 1.70 7.15 3.50
30 30 .15,.15,.35,.352000 1.75 6.35 3.10
30 10 .15,.15,.35,.352000 1.20 6.85 2.75
10 50 .15, .15, .35, .352000 0.75 6.20 2.35
10 30 .15,.15,.35,.352000 0.45 6.00 1.70
10 10 .15, .15, .35, .352000 0.55 6.05 2.00
50 50 .2, .2, .2, .4 2000 1.50 5.95 2.65
50 30 .2, .2, .2, .4 2000 2.25 5.45 3.50
50 10 .2, .2, .2, .4 2000 1.90 6.90 3.10
30 50 .2, .2, .2, .4 2000 1.70 6.60 3.10
30 30 .2, .2, .2, .4 2000 1.05 6.10 2.20
30 10 .2, .2, .2, .4 2000 1.50 7.30 3.05
10 50 .2, .2, .2, .4 2000 0.45 5.10 1.55
10 30 .2, .2, .2, .4 2000 0.45 6.00 1.80
10 10 .2, .2, .2, .4 2000 0.85 6.75 2.9093
Level a = 0.05 test. Size x 100
T flt Pi SS score Wald LRT
50 50 .25, .25, .25, .25 2000 0.55 4.05 1.45
50 30 .25, .25, .25, .25 2000 0.80 3.60 1.65
50 10 .25, .25, .25, .25 2000 0.50 4.20 1.60
30 50 .25, .25, .25, .25 2000 0.40 4.05 1.30
30 30 .25, .25, .25, .25 2000 0.55 3.75 1.60
30 10 .25,.25,.25,.25 2000 0.15 4.10 1.35
10 50 .25, .25, .25, .25 2000 0.15 4.50 0.80
10 30 .25, .25, .25, .25 2000 0.15 4.40 1.00
10 10 .25, .25, .25, .25 2000 0.30 4.25 0.70
50 50 .1, .2, .3, .4 2000 0.65 4.70 1.65
50 30 .1, .2, .3, .4 2000 0.45 4.50 1.65
50 10 .1, .2, .3, .4 2000 0.65 4.40 1.85
30 50 .1, .2, .3, .4 2000 0.45 3.95 1.30
30 30 .1, .2, .3, .4 2000 0.35 4.40 1.30
30 10 .1,.2,.3,.4 2000 0.30 3.85 1.10
10 50 .1,.2,.3,.4 2000 0.15 3.85 0.70
10 30 .1,.2,.3,.4 2000 0.20 4.30 1.10
10 10 .1,.2,.3,.4 2000 0.05 5.10 0.80
50 50 .15, .15, .35, .35 2000 1.00 4.35 1.95
50 30 .15, .15, .35, .35 2000 0.60 4.00 1.35
50 10 .15,.15,.35,.35 2000 0.60 4.20 1.30
30 50 .15, .15, .35, .35 2000 0.55 4.80 1.60
30 30 .15, .15, .35, .35 2000 0.45 4.20 1.55
30 10 .15,.15,.35,.35 2000 0.40 4.45 1.15
10 50 .15,.15,.35,.35 2000 0.25 4.85 1.15
10 30 .15,.15,.35,.35 2000 0.15 4.20 0.75
10 10 .15, .15, .35, .35 2000 0.15 4.65 0.85
50 50 .2, .2, .2, .4 2000 0.50 3.30 1.20
50 30 .2, .2, .2, .4 2000 0.85 4.00 1.75
50 10 .2, .2, .2, .4 2000 0.60 4.05 1.45
30 50 .2, .2, .2, .4 2000 0.60 4.30 1.45
30 30 .2, .2, .2, .4 2000 0.60 3.95 1.00
30 10 .2, .2, .2, .4 2000 0.35 4.65 1.50
10 50 .2, .2, .2, .4 2000 0.15 3.50 0.80
10 30 .2, .2, .2, .4 2000 0.05 4.05 0.60
10 10 .2, .2, .2, .4 2000 0.15 5.30 1.4594
Level a = 0.01 test. Size x 100
T flt Pi SS score Wald LRT
50 50 .25, .25, .25, .25 2000 0.00 1.55 0.25
50 30 .25, .25, .25, .25 2000 0.05 1.70 0.25
50 10 .25, .25, .25, .25 2000 0.00 1.65 0.20
30 50 .25, .25, .25, .25 2000 0.00 1.75 0.25
30 30 .25, .25, .25, .25 2000 0.05 2.00 0.25
30 10 .25, .25, .25, .25 2000 0.00 1.75 0.00
10 50 .25, .25, .25, .25 2000 0.00 2.75 0.15
10 30 .25,.25,.25,.25 2000 0.00 2.15 0.15
10 10 .25, .25, .25, .25 2000 0.00 2.25 0.30
50 50 .1, .2, .3, .4 2000 0.05 1.90 0.25
50 30 .1,.2,.3,.4 2000 0.10 1.90 0.30
50 10 .1,.2,.3,.4 2000 0.05 2.10 0.35
30 50 .1, .2, .3, .4 2000 0.05 1.70 0.15
30 30 .1, .2, .3, .4 2000 0.00 2.25 0.25
30 10 .1, .2, .3, .4 2000 0.05 1.95 0.25
10 50 .1, .2, .3, .4 2000 0.00 2.05 0.15
10 30 .1, .2, .3, .4 2000 0.00 2.40 0.25
10 10 .1, .2, .3, .4 2000 0.00 2.85 0.05
50 50 .15,.15,.35,.35 2000 0.00 1.95 0.50
50 30 .15,.15,.35,.35 2000 0.00 1.45 0.20
50 10 .15, .15, .35, .35 2000 0.05 1.75 0.25
30 50 .15, .15, .35, .35 2000 0.05 2.30 0.30
30 30 .15,.15,.35,.35 2000 0.05 2.00 0.25
30 10 .15, .15, .35, .35 2000 0.00 2.00 0.30
10 50 .15, .15, .35, .35 2000 0.00 2.45 0.35
10 30 .15, .15, .35, .35 2000 0.00 2.05 0.15
10 10 .15, .15, .35, .35 2000 0.00 2.60 0.15
50 50 .2, .2, .2, .4 2000 0.00 1.20 0.10
50 30 .2, .2, .2, .4 2000 0.15 1.80 0.30
50 10 .2, .2, .2, .4 2000 0.10 1.80 0.35
30 50 .2, .2, .2, .4 2000 0.00 2.20 0.45
30 30 .2, .2, .2, .4 2000 0.05 1.25 0.50
30 10 .2, .2, .2, .4 2000 0.00 2.15 0.35
10 50 .2, .2, .2, .4 2000 0.05 1.90 0.15
10 30 .2, .2, .2, .4 2000 0.00 2.05 0.15
10 10 .2, .2, .2, .4 2000 0.00 3.40 0.25APPENDIX A.20
TABLES OF POWER FORH0 :=0 vS H1 : y>0
K=3 _____PowerxlOO_____
T flt ir Score Wald LRT
50 50 1/3, 1/3, 1/3 1/3 100.00100.00100.00
50 30 1/3, 1/3, 1/3 1/3 100.00100.00100.00
50 10 1/3, 1/3, 1/3 1/3 100.00100.00100.00
30 50 1/3, 1/3, 1/3 1/3 100.00100.00100.00
30 30 1/3, 1/3, 1/3 1/3 100.00100.00100.00
30 10 1/3, 1/3, 1/3 1/3 100.00100.00100.00
10 50 1/3, 1/3, 1/3 1/3 100.00100.00100.00
10 30 1/3, 1/3, 1/3 1/3 100.00100.0099.90
10 10 1/3, 1/3, 1/3 1/3 87.89 98.90 95.30
50 50 1/3, 1/3, 1/3 1/15100.00100.00100.00
50 30 1/3, 1/3, 1/3 1/15100.00100.00100.00
50 10 1/3, 1/3, 1/3 1/15 82.90 95.20 89.70
30 50 1/3, 1/3, 1/3 1/15100.00100.00100.00
30 30 1/3, 1/3, 1/3 1/15100.00100.00100.00
30 10 1/3, 1/3, 1/3 1/15 54.40 84.10 71.30
10 50 1/3, 1/3, 1/3 1/15 92.40 99.00 97.00
10 30 1/3, 1/3, 1/3 1/1569.30 93.00 83.90
10 10 1/3, 1/3, 1/3 1/15 8.40 47.80 26.10
50 50 1/3, 1/3, 1/3 1/30100.00100.00100.00
50 30 1/3, 1/3, 1/3 1/3098.40 99.70 99.10
50 10 1/3, 1/3, 1/3 1/3031.10 62.60 45.3
30 50 1/3, 1/3, 1/3 1/3099.50 100.0099.90
30 30 1/3, 1/3, 1/3 1/30 87.70 97.50 93.80
30 10 1/3, 1/3, 1/3 1/30 14.30 46.6028.80
10 50 1/3, 1/3, 1/3 1/30 58.70 88.00 76.90
10 30 1/3, 1/3, 1/3 1/3026.00 66.70 44.40
10 10 1/3, 1/3, 1/3 1/30 1.50 24.00 10.40
50 50 1/3, 1/3, 1/3 1/7585.60 95.10 90.70
50 30 1/3, 1/3, 1/3 1/7546.50 74.80 59.70
50 10 1/3, 1/3, 1/3 1/75 5.10 21.20 10.30
30 50 1/3, 1/3, 1/3 1/75 64.30 87.60 76.80
30 30 1/3, 1/3, 1/3 1/75 25.20 56.60 37.60
30 10 1/3, 1/3, 1/3 1/75 2.60 16.20 7.40
10 50 1/3, 1/3, 1/3 1/75 9.90 50.80 28.00
10 30 1/3, 1/3, 1/3 1/75 4.20 31.40 13.70
10 10 1/3, 1/3, 1/3 1/75 0.30 12.50 3.80K=4
T flt it '/
_____Powerxl0O______
Score Wald LRT
50 50 .25, .25, .25, .25 1/4 100.00100.00100.00
50 30 .25, .25, .25, .25 1/4 100.00100.00100.00
50 10 .25,.25,.25,.25 1/4 100.00100.00100.00
30 50 .25, .25, .25, .25 1/4 100.00100.00100.00
30 30 .25, .25, .25, .25 1/4 100.00100.00100.00
30 10 .25, .25, .25, .25 1/4 100.00100.00100.00
10 50 .25,.25,.25,.25 1/4 100.00100.00100.00
10 30 .25, .25, .25, .25 1/4 100.00100.00100.00
10 10 .25, .25, .25, .25 1/4 91.50 99.20 96.50
50 50 .25, .25, .25, .25 1/20100.00100.00100.00
50 30 .25, .25, .25, .25 1/20100.00100.00100.00
50 10 .25, .25, .25, .25 1/20 78.30 92.60 86.20
30 50 .25, .25, .25, .25 1/20100.00100.00100.00
30 30 .25, .25, .25, .25 1/20100.00100.00100.00
30 10 .25, .25, .25, .25 1/20 50.50 81.50 66.30
10 50 .25, .25, .25, .25 1/2095.80 99.50 98.20
10 30 .25, .25, .25, .25 1/2067.90 93.30 83.70
10 10 .25, .25, .25, .25 1/20 6.30 41.60 20.70
50 50 .25, .25, .25, .25 1/40100.00100.00100.00
50 30 .25, .25, .25, .25 1/4099.20 99.70 99.60
50 10 .25, .25, .25, .25 1/40 26.80 56.20 39.60
30 50 .25, .25, .25, .25 1/4099.90100.00100.00
30 30 .25, .25, .25, .25 1/40 86.60 96.90 91.60
30 10 .25,.25,.25,.25 1/40 13.20 38.80 24.10
10 50 .25, .25, .25, .25 1/40 58.00 88.60 76.70
10 30 .25, .25, .25, .25 1/4020.80 62.70 40.30
10 10 .25, .25, .25, .25 1/40 1.40 18.90 6.70
50 50 .25, .25, .25, .25 1/10086.30 96.40 91.70
50 30 .25,.25,.25,.25 1/10045.10 67.10 53.40
50 10 .25, .25, .25, .25 1/1005.40 19.40 8.70
30 50 .25, .25, .25, .25 1/10059.10 82.40 69.90
30 30 .25, .25, .25, .25 1/10022.20 49.50 35.00
30 10 .25, .25, .25, .25 1/1002.40 16.10 6.00
10 50 .25, .25, .25, .25 1/100 9.90 45.90 23.50
10 30 .25, .25, .25, .25 1/1003.20 23.20 9.30
10 10 .25, .25, .25, .25 1/1000.10 8.30 2.2097
K=5
T fl it '1
_____PowerxlOO_____
Score Wald LRT
50 50 .2,.2,.2,.2,. 2 1/5 100.00100.00100.00
50 30 .2,.2,.2,.2,.2 1/5 100.00100.00100.00
50 10 .2,.2,.2,.2,.2 1/5 100.00100.00100.00
30 50 .2,.2,.2,.2,.2 1/5 100.00100.00100.00
30 30 .2,.2,.2,.2,.2 1/5 100.00100.00100.00
30 10 .2,.2,.2,.2,.2 1/5 100.00100.00100.00
10 50 .2 ,.2,.2,.2,. 2 1/5 100.00100.00100.00
10 30 .2,.2,.2,.2,.2 1/5 100.00100.00100.00
10 10 .2,.2,.2,.2,.2 1/5 89.70 98.80 95.60
50 50 .2,.2,.2,.2,.2 1/25100.00100.00100.00
50 30 .2,.2,.2,.2,.2 1/25100.00100.00100.00
50 10 .2 ,.2,.2,.2,.2 1/25 75.80 90.70 84.30
30 50 .2,.2,.2,.2,.2 1/25100.00100.00100.00
30 30 .2,.2,.2,.2,.2 1/25100.00100.00100.00
30 10 .2,.2,.2,.2,.2 1/25 7.80 76.00 61.40
10 50 .2,.2,.2,.2,.2 1/25 95.70 99.70 98.60
10 30 .2,.2,.2,.2,.2 1/25 69.20 92.90 84.70
10 10 .2,.2,.2,.2,.2 1/25 7.70 35.20 18.50
50 50 .2,.2,.2,.2,.2 1/50100.00100.00100.00
50 30 .2 ,.2,.2,.2,. 2 1/50 98.50 99.30 98.90
50 10 .2 ,.2,.2,.2,.2 1/5026.70 47.70 35.70
30 50 .2,.2,.2,.2,.2 1/5099.50 99.90 99.70
30 30 .2,.2,.2,.2,.2 1/50 83.80 94.80 89.90
30 10 .2,.2,.2,.2,.2 1/50 9.10 33.20 18.20
10 50 .2 ,.2,.2,.2,.2 1/5056.60 87.30 73.80
10 30 .2,.2,.2,.2,.2 1/50 20.40 59.80 37.70
10 10 .2,.2,.2,.2,.2 1/50 0.80 13.70 4.50
50 50 .2,.2,.2,.2,. 2 1/12583.20 94.40 88.50
50 30 .2,.2,.2,.2,. 2 1/12539.30 64.80 50.30
50 10 .2 ,.2,.2,.2,.2 1/125 3.80 14.50 6.80
30 50 .2,.2,.2,.2,.2 1/12551.90 79.30 65.60
30 30 .2,.2,.2,.2,.2 1/12518.3044.60 28.70
30 10 .2,.2,.2,.2,. 2 1/125 1.60 10.50 4.00
10 50 .2 ,.2,.2,.2,.2 1/125 8.20 36.80 21.00
10 30 .2,.2,.2,.2,.2 1/125 3.10 19.70 8.70
10 10 .2,.2,.2,.2,.2 1/125 0.10 5.80 1.5098
APPENDIX A.21
TABLES OF POWER AND LOF FOR H0 :=0 VS H1 : 0
T nt '1
Powerx 100 LOF
Het. IMS Het. IMS
50 50.192, .23 1, .269, .30810/5288.2598.800.8559.00
50 30.192, .23 1, .269, .30810/5285.2597.600.65
50 10.192,.231,.269,.30810/5272.0088.101.25
_43.25
13.65
50 50 .192, .23,.269, .3081/26100.00100.001.0517.90
50 30 .192, .23 1, .269, .3081/2699.8099.950.6010.35
50 10.192,.23 ,.269,.3081/2691.5095.001.152.60
50 50.192,.231,.269,.3081/52100.00100.001.45 8.60
50 30.192, .231, .269, .3081/52100.00100.000.954.50
50 10.192, .23,.269, .3081/5293.9595.350.45 1.20
30 50.192, .23,.269, .30810/5268.5594.350.9059.45
30 30.192,.23 ,.269,.30810/5263.4090.600.8545.50
30 10 .192, .23,.269, .30810/5252.5575.200.6513.60
30 50.192,.23 ,.269,.3081/2698.7099.850.8518.05
30 30.192, .23,.269, .3081/2696.2099.251.3510.70
30 10 .192, .23,.269, .3081/2672.2581.200.75 2.45
30 50.192, .23,.269, .3081/5299.8099.900.65 8.40
30 30.192,.231,.269,.3081/5298.3599.751.204.50
30 10 .192, .231, .269, .3081/5278.3083.001.15 1.75T nt IV Y
Powerx 100 LOF
Het. IMS Het.IMS
5050.143,.171,.200,.229,.25710/7098.50 99.85 2.45 73.65
5030.143,.171,.200,.229,.25710/7097.65 99.80 2.55 57.45
50 10.143,.171,.200,.229,.25710/7089.85 95.95 2.85 22.15
5050.143,.171,.200,.229,.257 1/35100.00100.002.60 26.05
5030.143,.171,.200,.229,.257 1/35 99.80 99.95 2.80 15.40
50 10.143,.171,.200,.229,.257 1/35 98.60 99.20 2.60 6.20
5050.143,.171,.200,.229,.257 1/70100.00100.00 1.80 12.30
5030.143,.171,.200,.229,.257 1/70100.00100.002.10 7.60
50 10 .143, .17 1, .200, .229, .257 1/70 99.15 99.30 3.05 4.65
3050.143,.171,.200,.229,.25710/7089.05 98.40 3.25 72.30
3030 .143, .171, .200, .229, .25710/7086.75 97.45 2.30 57.90
3050 .143,.171,.200,.229,.257 1/70100.00100.002.50 12.20
3030 .143, .171, .200, .229, .257 1/70100.00100.002.25 7.45
3050.143,.171,.200,.229,.257 1/35 99.95100.002.95 26.65
3030.143,.171,.200,.229,.257 1/35 99.65100.002.45 14.65