Erasure correcting codes are widely used to ensure data persistence in distributed storage systems. This paper addresses the simultaneous repair of multiple failure in such codes. We go beyond existing work (i.e., regenerating codes by Dimakis et al.) and propose coordinated regenerating codes allowing devices to coordinate during simultaneous repairs thus further reducing the costs. We define optimal coordinated regenerating codes outperforming existing codes for simultaneous repairs with respect to both storage and repair costs. We prove that deliberately delaying repairs does not bring additional gains (i.e., regenerating codes are optimal as long as each failure can be repaired before a second one occurs). Finally, we propose adaptive regenerating codes that self-adapt to the system state and prove they are optimal.
I. INTRODUCTION
Over the last decade, digital information to be stored, be it scientific data, photos, videos, etc., has grown exponentially. Meanwhile, the widespread access to the Internet has changed behaviors: users now expect reliable storage and seamless access to their data. The combination of these factors dramatically increases the demand for large-scale distributed storage systems for backuping or sharing data. This is traditionally achieved by aggregating numerous physical devices to provide large and resilient storage [1] , [2] . In such systems, which are prone to disk and network failures, redundancy is the natural solution to prevent permanent data losses. However, as failures occur, the level of redundancy decreases, potentially jeopardizing the ability to recover the original data. This requires the storage system to self-repair to go back to its healthy state (i.e., keep redundancy above a minimum level).
Repairing lost redundancy from remaining one is paramount for distributed storage systems and this is precisely what this paper addresses. Redundancy in storage systems has been extensively implemented using erasure correcting codes [2] - [4] for they enable tolerance to failures with low storage overheads. However codes came at the price of a large communication overhead, because repairing required to download and decode the whole file. Dimakis et al. recently showed [5] , [6] that the repair cost can be significantly reduced by avoiding decoding using regenerating codes. Yet, they assume a static setting and do not support simultaneous coordinated repairs.
In this paper, we go beyond existing regenerating codes by considering simultaneous repairs. We propose coordinated regenerating codes allowing devices to leverage simultaneous repairs: each of the t devices being repaired contacts d live (i.e., non-failed) devices and then coordinates with the t − 1 other devices being repaired. Our contribution is threefold:
• We define coordinated regenerating codes and derive closed form expressions of the optimal quantities of information to transfer when t > 1 devices must be repaired simultaneously from d live devices (Section III-D). • We prove that, when relying on regenerating-like codes (MSR or MBR) [6] , deliberately delaying repairs does not bring further savings, contrary to what is observed for traditional erasure correcting codes [2] (Section III-E). • We design adaptive regenerating codes achieving optimal repairs in a dynamic environment where t and d change over time. (Section IV). Two recent pieces of work focus on similar problems: MCR codes [7] define MSR-like codes that support multiple repairs and MFR [8] codes turn MSR codes into adaptive codes. Yet, MCR codes only consider the MSR point and assume that all transfers are equal without proving it (i.e., β = β ′ ); MFR [8] codes are not optimal when repairing more than one failure.
II. BACKGROUND
We consider a n device system storing a file of M bits split into k blocks of size B = M k . To cope with device failures, blocks are stored with some redundancy so that a small number of failures cannot cause permanent data losses. We use a codebased redundancy scheme as it has been acknowledged as more efficient than replication with respect to both storage and repair costs [3] . We focus on self-healing systems as they do not gradually lose their ability to recover the initial file. In the rest of this section, we describe the main code-based approaches for redundancy. Table I gives some values of the storage α and repair γ costs for these approaches.
A. Erasure correcting codes (immediate/eager repairs)
Erasure correcting codes have been widely used to provide redundancy in distributed storage systems [3] , [4] . Devices store n encoded blocks of size B, which are generated from the k original blocks. The whole file can be recovered, in spite of failures, by decoding from any k encoded blocks. Yet, repairing a single lost encoded block is very expensive since the device must download k encoded blocks and decode the file to regenerate any single lost block ( Fig. 1a ). 
B. Erasure correcting codes (delayed/lazy repairs)
A first approach to limiting the repair cost of erasure correcting codes is to delay repairs so as to factor downloading costs [2] : instead of immediately repairing every single failure, one deliberately waits until t failures are detected, then one of the new devices downloads k blocks, regenerates t blocks and dispatches them to the t − 1 other devices ( Fig. 1b ).
C. Network coding and regenerating codes
A second approach to increasing the efficiency of repairs relies on linear network coding [9] - [11] . Dimakis et al. successfully applied network coding to distributed storage by defining regenerating codes. Regenerating codes achieve an optimal trade-off between the storage α and the repair cost γ = dβ with β bits being downloaded from d ≥ k devices as shown on Figure 1c . Two specific codes are of interest: MSR (Minimum Storage Regenerating codes) which offer optimal repair costs γ = M 
III. COORDINATED REGENERATING CODES
Regenerating codes by Dimakis et al. perform all repairs independently. Hence, the repair cost increases linearly with t. In this work, we investigate repairing simultaneous failures through coordination in an attempt to reduce the cost, along the lines of delayed erasure codes. We consider that t devices fail and that t repairs are performed simultaneously.
A. Repair algorithm
Contrary to erasure correcting codes delayed repair ( Fig. 1b ), our algorithm ( Fig. 1d ) is fully distributed: repairing does not require a single device to gather all the information since no decoding is performed. A device being repaired performs the three following tasks as depicted on Figure 2 : Interestingly, coordinated regenerating codes evenly balance the load on all devices, thus avoiding the bottleneck existing in erasure correcting codes delayed repairs (i.e., the device gathering and decoding all the information (Fig. 1b) ).
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Coordinate Store In the sequel of the article, we focus on the amounts (α, β, β ′ ) of information exchanged. We define the achievable tradeoffs between the storage cost α and the repair cost γ.
Due to space limitations some proofs are only sketched. Details can be found in our research report [15] . Overall, our main proof (of Theorem 1) follows the same methodology as the seminal article by Dimakis et al. [6] : the system is represented as an information flow graph, we determine inequalities on the amount of information that can flow through the graph and, applying network coding theory, we show that the recovery of a file is possible if and only if some constraints are satisfied. Costs shown in plots are normalized by M k . The following table summarizes the notations used. 
B. Information flow graphs
Information flow graphs describe the amounts of information transferred, processed and stored. Contrary to the graph defined in [6] , ours captures the coordination by adding edges between nodes being repaired. The information flow graph G is a directed acyclic graph consisting of a source S , intermediary nodes, and data collectors DC i which contact k devices to recover the file. A device x i,j is represented by 3 nodes of the graph (x i,j in , x i,j coor and x i,j out ) corresponding to its repair states (i corresponds to a time step while j corresponds to a device introduced at time step i). Figure 3 depicts the graph of t devices being repaired (assuming t divides k.). First, devices being repaired perform a collecting step represented by d edges
Devices keep everything they obtained during the first step justifying the infinite capacities of edges x i,j in → x i,j coor . Third, they store α as shown on edges x i,j coor → x i,j out . Figure 4 depicts the information flow graph of successive repairs.
The graph G evolves as repairs are performed. When a repair is performed, a set of nodes is added to the graph and the nodes corresponding to failed devices become inactive (i.e., data collectors and subsequently added nodes cannot connect to these nodes). The rest of the analysis relies on the concept of maxflow, which is the maximum amount of information that can flow from the source S to some destination DC , through the study of the minimum cut. Network coding [9] - [11] allows achieving the maximum flow for multiple destinations.
C. Achievable codes
We define two important properties on codes: Correctness A code (n, k, d, t, α, γ) is correct iff, for any succession of repairs, a data collector can recover the file by connecting to any k devices. Optimality A code (n, k, d, t, α, γ) is optimal iff it is correct and any code (n, k, d, t,ᾱ,γ) with (ᾱ,γ) < (α, γ) is not correct 1 .
Theorem 1. A coordinated regenerating code (n, k, d, t, α, γ) is correct 2 if and only f there exists β and β ′ such that the constraints of (1) and (2) are satisfied. A code minimizing the repair cost γ (1), along constraints of (2) is optimal.
These constraints mean that for any scenario u = (u i ) 0≤i<g (u i is the number of devices contacted in each repair group of size t during the recovery and g is the number of such groups), the sum of the amounts of information that can be downloaded from each of the k devices contacted by a data collector must be greater than the file size. We now give the proof of this theorem. We study all possible graphs given some d, k and t. Finally, it is shown that (2) must be satisfied to allow decoding at any time thus preventing data losses.
Lemma 2. For any information flow graph G, no data collector DC can recover the initial file if the minimum cut in G between S and DC is smaller than the initial file size M.
Proof: Similarly to the proof in [6] , since each edge in the information flow graph can be used at most once, and since source to data collector capacity is less than the file size M, the recovery of the file is impossible.
Lemma 3. For any finite information flow graph G, if the minimum of the min-cuts separating the source and each data collector is larger than or equal to the file size M, then there exists a linear network code such that all data collectors can recover the file.
Proof: Similarly to the proof in [6] , since the repair reduces to multicasting on all possible data collectors, the result follows from network coding theory.
Lemma 4. For any information flow graph G consisting of initial devices that obtain α bits directly from the source S and of additional devices that join the graph in groups of t devices obtaining β from d existing devices and β ′ from each of the other t − 1 joining devices, any data collector DC that connects to a subset of k out-nodes of G satisfies:
Proof: Let us consider some graph G (see an example in Figure 4 ) formed by adding devices according to the repair process described above. Consider a recovery scenario u ∈ P in which, a data collector DC connects to a subset of k nodes {x i,j out : (i, j) ∈ I}, where I is the set of contacted devices. As all incoming edges of DC have infinite capacity, we only examine cuts (U,Ū ) with S ∈ U and {x i,j out : (i, j) ∈ I} ⊂Ū . Moreover some additional cases cannot happen since there is an order between x i,j in , x i,j coor and x i,j out (e.g., x i,j in ∈Ū and x i,j coor ∈ U needs not be considered). Therefore, we only need to examine three cases detailed in the rest of this proof.
Let C denote the edges in the cut (i.e., the set of edges going from U toŪ ). Every directed acyclic graph has a topological sorting, which is an ordering of its vertices such that the existence of an edge x → y implies x < y. In the rest of the analysis, we group nodes that were repaired simultaneously. Since nodes are sorted, nodes considered at the i-th step cannot depend on nodes considered at j-th steps with j > i.
Consider the i-th group. Let J i be the set of indexes such that {x i,j out : j ∈ J i } are the topologically i-th output nodes inŪ corresponding to the i-th (same) repair. The set contains #{x i,j out : j ∈ J i } = u i nodes. Consider a subset M ⊂ J i of size m such that {x i,j in : j ∈ M } ⊂ U and {x i,j in : j ∈ J i − M } ⊂Ū . m can take any value between 0 and u i .
First, consider the m nodes {x i,j in : j ∈ M }. For each node, x i,j in ∈ U . We consider the two cases.
in , x i,j coor and x i,j out all belong toŪ ). For each node, the contribution comes from multiple sources.
• The cut contains at least d − ∑ i−1 j=0 u j edges carrying β: since x i,j out are the topologically i-th output nodes inŪ , at most ∑ i−1 j=0 u j edges come from output nodes inŪ , other edges come from U . • The cut contains t−u i +m edges carrying β ′ thanks to the coordination step. The node x i,j coor has t incoming edges
Therefore, the total contribution of these nodes is
Since the function c i is concave on the interval [0 : u i ], the contribution can be bounded thanks to Jensen's inequality.
Summing these contributions for all i, and considering the worst case for u ∈ P leads to (4) .
Proof of Theorem 1: From Lemmas 3 and 4, a code is correct if it satisfies (2) . From Lemma 2, a code is correct only if mincut(S , DC ) ≥ M. Moreover, for any set of parameter (n, k, d, t, α, β, β ′ ) and any scenario u, we can find a graph
The graph G u is built using the following process (for u = [2, 1, 3] the graph of Figure 4 is built):
• The data collector gets all bits from a set U of k devices. • The contacted devices repaired simultaneously are grouped in subsets
Hence, a code is correct iff (1) and (2) are satisfied. A code minimizing (α, γ) under constraints of (1) and (2) is optimal as any code with (ᾱ,γ) < (α, γ) would not satisfy at least one constraint and hence would not be correct.
D. Optimal tradeoffs
Determining the optimal tradeoffs boils down to minimizing storage cost α and repair cost γ, under constraints of (1) and (2). 1) MBCR codes: Minimum Bandwidth Coordinated Regenerating Codes correspond to optimal codes that provide the lowest possible repair cost (bandwidth consumption) γ while minimizing the storage cost α. Figure 6 compares MBCR codes to both Dimakis et al. 's MBR [6] and erasure correcting codes with delayed repairs (ECC).
We determine these values in two steps. We study two particular cuts to find the minimum values required to ensure that the max flow is at least equal to the file size, thus proving the optimality of the solution if correct. We then prove that these quantities are sufficient for all possible cuts.
Proof of MBCR (Optimality): Let us consider two specific successions of repairs (u = [1, 1, . . . ] and u = [t, t, . . . ]). The corresponding repairs are described in the Proof of Theorem 1. As we seek to minimize γ before α, we assume α ≥ γ.
When ∀i, u i = t, it is required that
, the associated repair cost is γ = M k + k−1 2 β. This implies that the repair cost grows linearly with β, we therefore seek to minimize β. The minimum value for β is M k 2 2d−k+t .
Proof of MBCR (Correctness):
We have proved that the aforementioned values are required for two specific scenarios. We now prove that such values ensure that enough information flows through every cut for any scenario thus proving correctness. According to Theorem 1, the following condition is sufficient for correctness. We show that the values of α, β and β ′ for MBCR codes satisfy this condition:
Since α (the stored part) is always larger than dβ + (t − 1)β ′ (the received part), replacing α, β and β ′ by their values, gives
which is equivalent to
which is always true. Hence, MBCR codes are correct. 2) MSCR codes: Minimum Storage Coordinated Regenerating Codes correspond to optimal codes that provide the lowest possible storage cost α while minimizing the repair cost γ. This point has been independently characterized by Hu et al. in [7] . Similarly to the MBCR case, Theorem 1 allows a simple characterization of MSCR by assuming α = M k . Figure 6 compares MSCR codes to both Dimakis et al.'s MSR [6] and erasure correcting codes with delayed repairs (ECC).
The principle is similar to the proof for MBCR. For a complete proof, the reader may refer to [15] . Figure 7 shows the optimal tradeoffs (α, γ): coordinated regenerating codes (t > 1) can go beyond the optimal tradeoffs for independent repairs (t = 1) defined by regenerating codes by Dimakis et al. [6] . 
E. Optimal threshold
On one side, the higher the number of devices being contacted d, the lower the repair cost γ. On the other side, the higher the number of devices being repaired t, the lower the repair cost γ. In a system of constant size n = d+t, these two objectives are contradictory: the longer the delay, the lower the number of live devices d. An interesting question is what is the optimal threshold t for triggering repairs assuming that d + t is constant, or "is it useful to deliberately delay repairs?".
Theorem 5. If we consider a system of size n = d + t where t can be freely chosen (i.e., it is not constrained by the system), both MSR and MBR regenerating codes [6] are optimal: deliberately delaying repairs to force high values for t does not bring additional savings.
Proof (Sketch):
We differentiate γ to find out how it changes as t changes : for MBCR codes, the optimal value is t = 1 while for MSCR codes any value t ∈ {1 . . . n − k} is optimal. The complete proof is available in [15] .
IV. ADAPTIVE REGENERATING CODES
So far we assumed t and d to remain constant across repairs, similarly to [6] where d is assumed to remain constant. It may not be realistic in real systems that are dynamic.
In the particular case of Minimum Storage (α = M k ), such strong assumptions are not needed as repairs are independent (i.e., each term of the sum in (2) can be treated independently). We propose to adapt the quantities to transfer β and β ′ to the system state, which is defined by the number t of devices being repaired and the number d of live devices. The resulting adaptive regenerating codes simplify the system design as only the parameter k needs to be decided during the conception: adaptive regenerating codes decide, at runtime for each repair, the best (d, t) to offer the lowest repair cost γ. Theorem 6. Adaptive regenerating codes (k, Γ) are both correct and optimal. Γ is a function (t, d) → (β t,d , β ′ t,d ) that maps a particular repair setting to the amounts of information to be transferred during a repair.
Proof (Sketch): We prove their correctness by showing that these parameters ensures that the flow that can go through the network is at least M for any succession of repairs: this correctness proof is rather similar to the proof of correctness of MBCR codes. We prove their optimality by showing that if they were not optimal, it would lead to a contradiction with the optimality of coordinated regenerating codes defined in the previous section. The complete proof is available in [15] .
We compare our approach to MFR codes [8] (an adaptive version of MSR codes) in the particular case where d + t = n. Their coding scheme can be described as (k, Γ ′ ) where Γ ′ is a function d → β d = M k 1 d−k+1 . The t repairs needed are performed independently. As shown in Figure 8 , the performance of our adaptive regenerating codes does not degrade as the number of failures increases, as opposed to the MFR codes constructed upon Dimakis et al. 's codes.
V. CONCLUSION
We have proposed coordinated regenerating codes by considering simultaneous repairs in regenerating codes. We provided closed forms for both minimum storage and minimum bandwidth points, and we proved that deliberately delaying repairs cannot provide further gain in term of communication costs. We proposed adaptive regenerating codes, specifically tailored for practical systems, that adapt the repair strategy to the state of the system so that repairs are always optimal.
So far, we focused on functional repairs, which guarantee that the information gets preserved without requiring the regenerated information to be strictly identical to the lost one. A natural extension of our work would be to study the open problem of exact repair [13] , which guarantee that the regenerated information is strictly equal to the lost one, for coordinated and adaptive regenerating codes.
