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Introduction
Les cellules vivantes utilisent de l’e´nergie pour produire de la matie`re a`
partir d’un support d’information appele´ code ge´ne´tique contenu dans le
noyau. A l’e´chelle mole´culaire, les briques e´le´mentaires d’information sont les
ge`nes compose´s d’ADN, et les unite´s de matie`re sont les prote´ines compose´es
d’acides amine´s.
La synthe`se des prote´ines a` partir de l’ADN est un processus en deux temps :
d’abord l’ADN est transcrit sur une mole´cule d’ARN messager au niveau du
noyau, puis ce dernier est traduit par l’interme´diaire d’ARN non messager
(ARN de transfert et ARN ribosomique) en prote´ine au niveau du ribosome ;
l’usine a` prote´ines de la cellule. Bien que ADN et ARN soient tous les deux des
acides nucle´iques, l’ADN est une mole´cule beaucoup plus stable que l’ARN
versatile et de dure´e de vie temporaire.
Pendant longtemps, on a assimile´ le roˆle de l’ARN a` celui d’un simple“drone”
qui ve´hicule l’information ge´ne´tique depuis le noyau vers le ribosome puis la
convertit en prote´ines, mais depuis environ trois de´cennies, de nouveaux types
d’ARN non messager ont e´te´ de´couverts (ARN catalytique, ARN interfe´rent,
etc.) dont les fonctions biologiques se sont re´ve´le´es aussi diverses qu’indis-
pensables a` la re´gulation des diffe´rentes e´tapes de la vie cellulaire [17, 23].
Structure de l’ARN
L’ARN pre´sente trois niveaux hie´rarchiques appele´s structure primaire, struc-
ture secondaire et structure tertiaire. La structure primaire est une se´quence
de nucle´otides (A, C, G et U) qui se replie dans un premier temps en une
structure interme´diaire -la structure secondaire- par la formation d’he´lices
Watson-Crick comple´mentaires. Dans cette structure secondaire jouant le
roˆle d’ossature de la mole´cule, beaucoup de nucle´otides restent non apparie´s
et forment des re´gions en boucles qui peuvent eˆtre vues comme les articu-
lations de l’ossature de la structure secondaire. Les re´gions en boucles sont
1
2 Introduction
appele´es e´le´ments de structure secondaire. Enfin, des liaisons de type non-
Watson-Crick se forment entre diffe´rents e´le´ments de la structure secondaire
et ame`nent la mole´cule a` se replier en 3D. C’est ce dernier niveau de re-
pliement tridimensionnel, appele´ structure tertiaire, qui est l’objet de notre
e´tude.
Les motifs tertiaires de l’ARN
L’ARN est une mole´cule ubiquitaire qui n’est biologiquement active qu’une
fois replie´e dans l’espace. Chaque type d’ARN adopte une forme tridimen-
sionnelle pre´-requise a` l’activation de son roˆle biochimique. La compre´hen-
sion des me´canismes qui pre´sident a` ce repliement est encore partielle mais
les recherches portant sur la structure de l’ARN ont re´ve´le´ que les ARN
replie´s adoptent des architectures complexes pouvant eˆtre vues comme des
patchworks de modules conserve´s appele´s motifs tertiaires ou encore motifs
structuraux [25, 29]. Ces motifs sont pre´sents de manie`re re´currente dans
les structures d’ARN et jouent un roˆle qui est habituellement classe´ comme
architectural, stabilisateur de structure, catalytique ou site d’ancrage pour
prote´ines et ligands [56]. Cette re´currence des motifs d’ARN de´montre une
autonomie fonctionnelle qui fait que leur architecture 3D globale ne de´pend
pas du contexte structural dans lequel ils sont observe´s [56]. En fait, le replie-
ment 3D du motif d’ARN est dicte´ essentiellement par les liaisons hydroge`ne
entre bases et empilement des bases [49].
Inte´reˆt d’analyser les motifs tertiaires
Le fait que la mole´cule d’ARN puisse eˆtre vue comme un assemblage de
motifs dont la structure tridimensionnelle de´pend de leur se´quence s’ave`re
d’une grande utilite´. Un inte´reˆt imme´diat consiste a` pre´dire la structure 3D
a` partir de la se´quence uniquement. En effet, et contrairement aux se´quences
ge´nomiques faciles a` obtenir, la technique d’obtention de structures cristal-
lographiques est laborieuse (une description de cette technique est donne´e
dans [55]). De´couvrir le moyen de pre´dire la structure 3D d’un ARN a` partir
de sa se´quence uniquement permet de re´aliser une double e´conomie en temps
et en couˆt. Un autre inte´reˆt d’analyser les motifs d’ARN est le trace´ de leur
conservation phyloge´ne´tique : plus un motif est conserve´ a` travers les espe`ces,
plus primordiale est sa fonction dans le processus de vie cellulaire. Enfin, les
motifs ainsi identifie´s peuvent servir de briques e´le´mentaires dans l’inge´nie-
rie d’ARN artificiels aux proprie´te´s spe´cifiques [72]. Cette technique n’a pas
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encore de´voile´ toutes ses promesses mais, de´ja`, des applications potentielles
en me´decine suscitent de grands espoirs.
Il apparait donc clair que plus riche est notre connaissance des proprie´te´s
structurales des motifs tertiaires, leur nombre, leurs variantes et leur fre´-
quence d’apparition dans les structures d’ARN, meilleure sera notre compre´-
hension du phe´nome`ne de repliement des ARN fonctionnels et plus maˆıtrise´s
seront les applications et les proce´de´s d’inge´nie´rie qui en re´sulteront.
De´finition de motif tertiaire
L’identification des motifs structuraux ne´cessite une de´finition non-ambigue¨
de´crivant a` la fois leur se´quence et leur structure 3D.
En raison de la pre´valence des appariements non-Watson-Crick dans les in-
teractions tertiaires et les motifs qu’ils forment, Leontis et Westhof ont pro-
pose´ une nomenclature pour l’annotation et la classification syste´matique des
paires de bases d’ARN base´e sur leur ge´ome´trie 3D [42, 41]. Cette nomen-
clature, connue sous le nom de nomenclature Leontis-Westhof, posse`de de
multiples avantages. Elle permet (i) de de´composer un motif d’ARN en ses
briques e´le´mentaires : les paires de bases non-Watson-Crick, (ii) de de´gager
les re`gles de substitutions de bases dans les se´quences d’ARN qui conservent
la structure 3D des motifs, (iii) de re´sumer une partie essentielle de l’infor-
mation de structure tridimensionnelle d’une mole´cule d’ARN sur un sche´ma
bidimensionnel graˆce a` des symboles d’annotation faciles a` me´moriser et a`
traiter par des programmes informatiques.
S’appuyant sur cette nomenclature, une e´tude mene´e par Lescoute et al. [45]
a montre´ que les occurrences des motifs re´currents se partagent un noyau
commun de bases et de paires de bases ayant une structure 3D similaire.
Toutefois, ces occurrences diffe`rent les unes des autres par l’identite´ des bases
implique´es dans les paires de bases qui composent le motif ainsi que le nombre
de bases libres ou de paires de bases qui sont inse´re´es dans le motif sans de´-
former sa structure 3D globale.
Une proprie´te´ importante semble donc inhe´rente aux motifs tertiaires : des
bases et paires de bases peuvent s’intercaler entre les paires de bases compo-
sant le motif sans en perturber significativement la structure globale.
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Proble`me d’extraction des motifs
Les structuralistes identifient les motifs en scrutant a` l’oeil nu les structures
cristallographiques des mole´cules (“gold standard”). Malheureusement, avec
la re´solution continue de nouvelles mole´cules dont la taille peut atteindre
plusieurs milliers de nucle´otides comme dans l’ARN ribosomique, cette me´-
thode manuelle atteint vite ses limites. C’est pourquoi, mettre au point des
me´thodes automatisant la recherche de motifs tertiaires devient un impe´ratif
auquel la bioinformatique structurale tente de re´pondre.
Une me´thode automatique est une me´thode destine´e a` eˆtre re´alise´e par un
calculateur, ce qui suppose que, a` la fois les objets manipule´s et les actions
conduites sur eux sont de´crits dans un langage algorithmique compre´hensible
par un processeur.
Concernant l’objet d’e´tude, ici la structure tertiaire, plusieurs repre´sentations
en ont e´te´ propose´es. Certaines utilisent a` l’e´tat brut les informations conte-
nues dans les structures cristallographiques telles que angles de torsion du
squelette [19, 68, 26] ou coordonne´es carte´siennes des atomes [24, 31, 58, 61].
Les me´thodes qui utilisent les angles de torsion du squelette ne sont pas
tole´rantes a` l’insertion de bases, or l’insertion de bases ou de paires de bases
entre diffe´rentes occurrences est, comme nous l’avons vu, une proprie´te´ im-
portante dans la de´finition de motif structural. Les me´thodes qui se basent
sur les coordonne´es carte´siennes des atomes sont appele´es dans la litte´rature
“me´thodes ge´ome´triques” et font appel a` des ope´rations de rotations ge´ome´-
triques et des calculs de me´triques ou de distances intensifs. Dans l’espoir de
s’affranchir de ces calculs, d’autres travaux ont eu recours a` des repre´senta-
tions de la structure tertiaire issues de la the´orie des graphes [24, 2, 37, 69]
puisque le mode`le de graphe est celui qui s’est ave´re´ le mieux a` meˆme de re-
pre´senter de manie`re naturelle la structure tertiaire et cela a` des niveaux de
granularite´ et d’abstraction diffe´rents. Toutefois, et bien que ces travaux uti-
lisent des repre´sentations symboliques, le processus d’identification de motifs
reste hybride puisque les distances utilise´es pour e´valuer le degre´ de res-
semblance entre deux occurrences sont calcule´es a` partir des coordonne´es
carte´siennes des atomes.
Les me´thodes hybrides d’identification de motifs appartiennent a` l’une ou
l’autre de deux cate´gories : la premie`re cherche dans de nouvelles structures
des occurrences d’un motif connu [24, 2], la seconde tente d’identifier de
nouveaux motifs re´currents [37]. Dans cette dernie`re cate´gorie, le proble`me est
rendu plus difficile puisque l’on n’a aucune ide´e du motif (pattern) recherche´.
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He´las, un inconve´nient de la de´marche dans les deux cate´gories est que la
re´currence du motif est de´montre´e lorsque les occurrences trouve´es posse`dent
des mode`les de graphe identiques. Or, dans la re´alite´, les motifs re´currents
sont souvent similaires plutoˆt que strictement identiques.
Motivation de la the`se
Ma the`se est une contribution bioinformatique a` l’identification et l’extrac-
tion automatise´e de motifs tertiaires d’ARN re´currents et a priori inconnus.
Afin de “capturer” et restituer l’information topologique contenue dans une
description de structure tertiaire utilisant la nomenclature Leontis-Westhof,
la me´thode mise au point utilise exclusivement un mode`le de graphe de la
structure tertiaire dans laquelle les sommets repre´sentent les nucle´otides e´ti-
quete´s par leur nom et leur nume´ro de se´quence, et les areˆtes repre´sentent
les interactions entre les nucle´otides e´tiquete´es par leurs diffe´rents types.
Transpose´ en the´orie des graphes, le proble`me de recherche d’occurrences
similaires appartenant a` une famille de motifs re´currents (de pattern connu ou
non) devient un proble`me d’identification de deux ou plusieurs sous-graphes
similaires. Ce type de recherche fait appel au proble`me de calcul d’un sous-
graphe commun maximum bien connu dans la litte´rature de la complexite´
algorithmique pour eˆtre NP-difficile (NP-Hard), inapproximable (APX-Hard)
et ne posse´dant pas d’algorithme parame´tre´ (non FPT) [32].
Me situant dans ce contexte, et en exploitant les particularite´s structurales
des motifs tertiaires, je propose une mesure de similarite´ de graphe base´e sur
le calcul d’un sous-graphe commun maximun dont le pattern est inconnu au
de´part. Cette mesure de similarite´ permet de se´parer par groupes (“clusters”)
les familles d’occurrences similaires repre´sentant les motifs tertiaires poten-
tiels. Chaque famille sera donne´e par sa se´quence et sa structure 3D.
Structure du document
Le manuscrit comporte quatre chapitres. Dans le chapitre 1, j’introduirai
quelques notions de biologie qui permettront de se familiariser avec la termi-
nologie relative au proble`me de recherche des motifs tertiaires. Le chapitre 2
sera consacre´ a` la formulation informatique de ce proble`me. J’y pre´senterai
le mode`le de graphe choisi pour repre´senter a` la fois la structure et les mo-
tifs tertiaires d’une mole´cule d’ARN puis je rappellerai le proble`me de calcul
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du sous-graphe commun maximum et exposerai sa complexite´ algorithmique.
Dans mon travail, je m’inte´resse a` deux types de motifs :
1. les motifs locaux : ce sont des motifs inse´re´s dans les e´le´ments de
structure secondaire. Le terme “local” veut dire “local a` la structure
secondaire”. La plupart des motifs identifie´s dans la litte´rature tels que
le Kink-turn ou la boucle Sarcin-ricin appartiennent a` cette classe de
motifs. Le chapitre 3 pre´sentera ma me´thode d’identification et d’ex-
traction automatique des motifs locaux dont les re´sultats ont fait l’objet
d’une publication commune avec A. Denise [16].
2. les motifs d’interaction : ce sont des motifs longue-distance qui mettent
en interaction deux ou plusieurs e´le´ments de structure secondaire dis-
tants pour induire un repliement spatial d’une partie de la mole´cule.
Ces motifs n’ont pas encore fait l’objet d’une recherche automatise´e et
le seul motif connu a` ce jour appartenant a` ce type est le riboze-zipper
plus re´cemment de´signe´ sous le nom de motif en A-mineur [57, 47]. Le
chapitre 4 traitera de l’identification et classification automatiques de
cette classe de motifs, ainsi que des re´sultats obtenus.
Chapitre 1
Les motifs tertiaires
La diversite´ des fonctions biologiques des ARN structure´s provient de leur
capacite´ a` adopter des formes tridimensionnelles complexes. L’examen de ces
structures par les experts a re´ve´le´ la pre´sence de modules conserve´s appele´s
motifs structuraux assemble´s ou combine´s de manie`re a` mener a` des archi-
tectures globulaires [4].
Le recensement de ces motifs est donc devenu une e´tape incontournable dans
la compre´hension de cette relation structure-fonction. Les nombreux travaux
qui s’y sont consacre´ ont montre´ que les structures 3D de ces motifs de´pendent
fortement de leur se´quence et forment un noyau de nucle´otides caracte´ristique
ayant des proprie´te´s structurales distinctives.
Pour mieux comprendre le vocabulaire propre aux motifs structuraux et le
proble`me de leur identification, commenc¸ons par voir de quoi est compose´ un
ARN.
1.1 Structure de l’ARN
A l’e´chelle de la se´quence, les modules unitaires d’un ARN sont les nucle´o-
tides relie´s par des liens phosphodiester et oriente´s de l’extre´mite´ 5’ vers
l’extre´mite´ 3’. Chaque nucle´otide est compose´ de trois entite´s chimiques : la
base (Ade´nine, Cytosine, Guanine ou Uracile), le sucre (ribose) et un groupe
phosphate (Figure 1.1). L’ensemble forme´ par la base et le sucre s’appelle nu-
cle´oside. Le nucle´oside et le lien phosphodiester forment un nucle´otide [70].
Les bases, et par extension les nucle´otides dont elles font partie, sont, par
convention, repre´sente´es par leur premie`re lettre A, C, G et U.
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Cette chaˆıne de nucle´otides forme le squelette sucre-phosphate (en anglais
“backbone”) de la mole´cule et est appele´e structure primaire.
Fig. 1.1 – Composition chimique de l’ARN. Source : Pearson Education, Benjamin
Cummings, Resources online, 2003.
Les polynucle´otides d’ARN se replient dans le plan pour que des segments de
se´quences de bases comple´mentaires puissent se faire face et s’apparier en des
paires Watson-Crick AU, UA, CG, et GC, ainsi que des paires “wobble”GU
et UG. Deux segments d’ARN comple´mentaires peuvent donc s’apparier de
manie`re antiparalle`le pour former une re´gion en duplex appele´e he´lice. La re´-
gion entre les deux segments forme alors une boucle reliant les deux brins du
duplex et est appele´e boucle en e´pingle a` cheveux ou encore boucle terminale.
Cet ensemble d’appariements compose´ de re´gions en he´lices Watson-Crick
(tiges) et de re´gions en simple brin non-apparie´es (boucles) induit une topo-
logie particulie`re qui s’appelle la structure secondaire.
Unite´ de mesure : La longueur des he´lices d’ARN est compte´e en paires
de bases Watson-Crick. Cette unite´ est note´e pb (en anglais “base-pairs bp”).
Pour les ARN simple brin, on compte la longueur en nucle´otides. Cette unite´
est note´e nt.
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Les he´lices sont de courte longueur (10-15 pb) et sont les modules unitaires
de la structure secondaire qui s’empilent de manie`re re´gulie`re les uns sur
les autres. Les he´lices elles-meˆmes sont compose´es de briques e´le´mentaires :
les paires Watson-Crick. Les boucles reliant les he´lices jouent le roˆle d’ar-
ticulations et portent les noms de renflements (en anglais “bulge”), boucles
internes, boucles terminales et boucles multiples appele´es aussi jonctions (Fi-
gure 1.2). Ces re´gions en boucles sont plus ge´ne´ralement appele´es e´le´ments de
structure secondaire. Les nucle´otides appartenant aux boucles sont montre´s
sur les repre´sentations bidimensionnelles des structures secondaires comme
n’e´tant pas apparie´s [56].
(c)
(b)
(a)
(e)
(d)
Fig. 1.2 – Repre´sentation 2D d’un ARN. (a) : Triple jonction. (b) : boucle in-
terne.(c) et (e) : boucles terminales. (d) : renflement. Figure extraite de [1] avec
adaptation.
Pendant longtemps, le type d’appariement Watson-Crick (dit aussi cano-
nique) entre deux bases est reste´ le mieux connu, mais la re´solution de struc-
tures cristallographiques d’ARN au cours des deux dernie`res de´cennies a in-
troduit dans la sce`ne des masses d’informations structurales dont la taille et
la richesse lancent de nouveaux de´fis aux chercheurs. Plus particulie`rement,
ces nouvelles donne´es ont montre´ que les nucle´otides composant les simples
brins des boucles e´taient souvent implique´s dans des interactions de type
non-Watson-Crick (appele´ aussi non-canonique) ou de type empilement (en
anglais “stacking”) formant ainsi des motifs tertiaires re´currents. Parmi les
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mieux connus de ces motifs, on trouve la boucle E, la boucle Sarcin-ricin et,
plus re´cemment, le motif Kink-turn ou encore le motif C-loop 1. Les appa-
riements non-Watson-Crick sont e´galement observe´s dans les boucles termi-
nales aux extre´mite´s des he´lices, a` l’interface entre l’he´lice et la boucle. Ils
interviennent de fac¸on tre`s importante dans les interactions longue-distance
comme dans le motif en A-mineur [49].
Historiquement, deux manie`res de de´finir un motif tertiaire ont vu le jour
selon que l’on se place du point de vue du squelette sucre-phosphate ou de
l’appariement des bases.
Dans la premie`re vue, un motif est de´fini comme une “conformation re´cur-
rente du squelette”. Toutefois, les re´sultats des travaux qui ont extrait des
motifs en se basant sur cette de´finition (voir par exemple [26, 19, 68]) ont
montre´ que ces derniers ne pre´sentaient pas de signature caracte´ristique qui
les relierait a` la se´quence. Cette limitation les rend insuffisants pour la pre´-
diction de la structure a` partir de la se´quence uniquement.
La seconde vue est celle qui prend en compte les appariements de bases afin
de relier la structure a` la se´quence. Ainsi, Leontis et Westhof de´finissent un
motif tertiaire d’ARN comme :
“Un ensemble de paires de bases non-Watson-Crick
isoste´riques ordonne´es et oriente´es qui me`nent a`
un repliement caracte´ristique du squelette sucre-
phosphate.”[44]
Dans ce qui suit, j’introduis les notions permettant de comprendre cette de´-
finition.
La diffe´rence entre une interaction Watson-Crick et une interaction non-
Watson-Crick se situe dans l’identite´ des coˆte´s d’une base qui interviennent
dans l’interaction chimique et dont l’analyse de´taille´e est au coeur de la
classification ge´ome´trique des paires de bases d’ARN appele´e nomenclature
Leontis-Westhof.
1Pour plus d’informations sur les motifs sus-cite´s, le lecteur inte´resse´ est invite´ a` consul-
ter les re´fe´rences bibliographiques fournies dans [49]
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1.2 Nomenclature Leontis-Westhof
Deux nucle´otides d’ARN peuvent s’apparier de diffe´rentes manie`res selon
l’entite´ chimique (base, sucre ou phosphate) intervenant de chaque coˆte´. Le
type d’interaction le mieux connu implique les bases : base-base, base-sucre
et base-phosphate. Les interactions base-base comportent l’appariement coˆte´-
coˆte´ et l’empilement face-face. D’autres interactions, plus rares, sont du type
perpendiculaire coˆte´-face [56]. En raison de la pre´dominance de leurs roˆle et
nombre dans l’architecture des ARN, seuls l’appariement de bases coˆte´-coˆte´
et l’empilement seront pre´sente´s dans la suite.
1.2.1 Appariement de bases coˆte´-coˆte´
(en anglais “edge-to-edge base pairing”)
Les bases d’ARN purines (A, G) et pyrimidines (C, U) pre´sentent trois coˆte´s
pour former des liaisons hydroge`ne avec d’autres bases. Ces coˆte´s portent les
noms de Watson-Crick (WC), Hoogsteen (H) et Sucre (S) comme de´taille´
dans la figure 1.3 (panneau de gauche, haut) pour une purine : l’Ade´no-
sine [42]. Chaque base peut donc eˆtre sche´matiquement repre´sente´e par un
triangle dont les coˆte´s sont e´tiquete´s par les noms qu’ils portent (figure 1.3,
panneau de gauche, bas). Une croix ou un cercle dessine´s dans le coin ou` le
coˆte´ Hoogsteen croise le coˆte´ Sucre indique l’orientation du squelette sucre-
phosphate par rapport au plan de la page (5’ vers 3’ pour la croix et 3’ vers
5’ pour le cercle).
Les bases peuvent s’apparier suivant les six combinaisons des trois coˆte´s, par
exemple le coˆte´ Hoogsteen d’une base avec le coˆte´ Watson-Crick, Hoogsteen
ou Sucre de l’autre base. De plus, pour chaque combinaison de coˆte´s, les
bases peuvent se positionner l’une par rapport a` l’autre selon deux orienta-
tions appele´es cis et trans. Dans une orientation cis, les liens glyscosidiques
qui relient les bases a` leur sucre (ribose) correspondant se trouvent du meˆme
coˆte´ de l’axe horizontal paralle`le aux ponts hydroge`ne reliant les deux bases.
Dans une orientation trans, les liens glyscosidiques sont situe´s sur des coˆte´s
oppose´s de cet axe (Figure 1.3, panneau de droite).
Ainsi, les six combinaisons de coˆte´s et les deux orientations cis et trans
donnent 12 familles ge´ome´triques de paires de bases (Figure 1.4).
Les paires de bases Watson-Crick canoniques appartiennent a` la famille cis
WC/WC. Les coˆte´s Watson-Crick des bases formant des appariements non-
Watson-Crick deviennent disponibles pour former des liaisons tertiaires qui
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Fig. 1.3 – (Gauche) Repre´sentation d’un nucle´otide par un triangle dont les trois
coˆte´s (Watson-Crick, Hoogsteen et Sucre) peuvent former des ponts hydroge`ne.
(Droite) Ge´ome´tries cis et trans de deux bases en interaction via leurs coˆte´s
Watson-Crick [42].
stabiliseront le repliement de la structure. De plus, les bases non-apparie´es
peuvent sortir du motif (en anglais “extrude”) et s’intercaler entre d’autres
bases pour former des liaisons non-canoniques ou d’empilement (voir sous-
section suivante) qui ont pour roˆle de stabiliser des interactions tertiaires
avec d’autres re´gions distantes dans la structure secondaire [61].
1.2.2 Empilement face-face
(en anglais “face-to-face stacking”)
L’empilement des nucle´otides dans les he´lices joue un roˆle cle´ dans la stabi-
lisation des ARN replie´s. Il peut eˆtre de type meˆme-brin (en anglais “intras-
trand”) ou de type brins-croise´s (en anglais “cross-strand” ou “interstrand”).
Lorsque l’empilement fait intervenir des nucle´otides non-apparie´s dans des
boucles internes ou plus fre´quemment des jonctions, il provoque une cour-
bure entre les he´lices [66]. Quand l’angle de cette courbure est de 15 ± 15˚ ,
l’empilement est dit co-axial ou presque-co-axial [30].
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Fig. 1.4 – Douze ge´ome´tries possibles de paires de bases : six cis (Haut) et six
trans (Bas). Figure extraite de [43].
L’empilement dans les he´lices qui implique des paires de bases Watson-Crick
canoniques est une caracte´ristique commune de la structure secondaire et
peut eˆtre pre´dit, de manie`re approximative juge´e satisfaisante, par minimi-
sation d’e´nergie libre [66]. En revanche, l’empilement dans les re´gions non-
apparie´es est fortement influence´ par la se´quence [71, 53] et est notamment
observe´ dans des motifs structuraux connus tels que le motif Sarcin-ricin (Fi-
gure 1.6).
Comme il a e´te´ proce´de´ pour l’appariement des bases, l’empilement des bases
a fait l’objet d’une classification ge´ome´trique par Sarver et collaborateurs
[61]. Les faces de chaque base sont nomme´es selon leur orientation dans l’he´-
lice : la face qui voit l’extre´mite´ 3’ est appele´e Face 3’ tandis que l’autre
face est appele´e Face 5’. Deux nucle´otides sont conside´re´s comme empile´s
s’ils sont positionne´s dans des plans a` peu pre`s paralle`les avec, entre autres
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crite`res, leurs centres ge´ome´triques distants de 3 a` 4.5 A˚ [61].
Les interactions d’empilement sont nomme´es selon les faces qui interagissent.
Par exemple, dans une he´lice re´gulie`re, chaque brin a un empilement meˆme-
brin 35, tandis qu’un empilement brins-croise´s est un empilement 55 typique
[61].
1.2.3 Diagrammes 2D et re´seaux d’interactions
Pour faciliter l’annotation des diffe´rents types d’interactions sur des dia-
grammes bidimensionnels, Leontis et Westhof ont propose´ d’associer a` chaque
type d’interaction un symbole spe´cifique [42]. Les nucle´otides sont indique´s
par leur premie`re lettre (A, C, G et U). Aux paires Watson-Crick canoniques
sont associe´s trois symboles diffe´rents :— pour les paires AU, = pour les paires
GC, • pour les paires wobble GU. Quant aux douze familles ge´ome´triques de
paires non-Watson-Crick, un ensemble de symboles noirs et blancs sont asso-
cie´s a` chaque coˆte´ des bases apparie´es : un cercle pour le coˆte´ Watson-Crick,
un carre´ pour le coˆte´ Hoogsteen et un triangle pour le coˆte´ Sucre. Quand
l’orientation est cis, le symbole est noir, sinon, il est blanc (Figure 1.5).
La figure 1.6 montre le diagramme 2D d’un motif structural connu, la boucle
Sarcin-ricin, utilisant les symboles de la nomenclature LW (ou` LW veut dire
Leontis-Westhof).
Lescoute et Westhof [46] proposent d’exploiter la nomenclature LW pour
repre´senter sur un dessin bidimensionnel l’information tridimensionnelle re-
lative aux structures d’ARN. Cette nouvelle repre´sentation est appele´e dia-
gramme des re´seaux d’interactions (Figure 1.7). Tous les appariements Watson-
Crick et non-Watson-Crick sont repre´sente´s a` l’aide des symboles de la no-
menclature LW [49].
Les diagrammes des re´seaux d’interactions permettent de faciliter la“lecture”
visuelle d’une structure cristallographique et notamment d’y repe´rer les motifs
tertiaires en tant que petits modules similaires et re´currents (Figure 1.7).
1.3 Concept d’isoste´rie et se´quence signature
Les structures 3D des he´lices d’ARN sont re´gulie`res inde´pendamment de leur
se´quence graˆce a` l’isoste´rie des paires de bases Watson-Crick canoniques.
“Isoste´riques” veut dire “occupant le meˆme espace”. Deux paires de bases ca-
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Fig. 1.5 – Symboles pour annoter les 12 familles ge´ome´triques de paires de bases
non-Watson-Crick. Figure extraite de [43]. Des symboles supple´mentaires pour
d’autres types d’interaction, dont l’empilement, peuvent eˆtre trouve´s dans [42] et
[56].
Fig. 1.6 – Diagramme 2D du motif Sarcin-ricin. Source : FR3D RNA motif library
(http ://rna.bgsu.edu/FR3D/MotifLibrary/index.html)
noniques e´tant isoste´riques, elles peuvent se substituer l’une a` l’autre dans
une he´lice sans perturber sa structure 3D. Ceci est duˆ au fait que l’he´lice
d’ARN est de´finie par le type d’interaction entre nucle´otides et non pas l’iden-
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Kink−turn
Fig. 1.7 – Diagramme du re´seau d’interactions du SAM riboswitch. Un motif
tertiaire, Kink-turn, est encadre´ en rouge. Figure extraite de [46] avec adaptation.
tite´ de leurs bases. Cette observation cle´ est a` la base de l’ide´e de substitutions
isoste´riques structuralement neutres. Elle s’est ave´re´e assez fe´conde pour eˆtre
applique´e avec succe`s aux paires de bases non-Watson-Crick, autrement dit,
les briques e´le´mentaires des motifs tertiaires [56].
Deux paires de bases sont dites isoste´riques si trois conditions sont ve´ri-
fie´es :(i) les distances C1’-C1’ sont presque identiques, (ii) les bases corres-
pondantes forment des ponts hydroge`ne entre atomes e´quivalents et (iii) les
bases dans chaque paire sont relie´es par des matrices de rotation presque
identiques [64]. Pour quantifier ces trois crite`res, une mesure appele´e IsoDis-
crepancy Index (IDI) a e´te´ propose´e par Stombaugh et al.[64]. Graˆce a` cette
mesure, deux paires de bases sont conside´re´es isoste´riques si elles posse`dent
un faible IDI (typiquement ≤ 3.3 A˚).
Au sein d’une famille ge´ome´trique, une ou plusieurs sous-familles d’isoste´-
rie peuvent eˆtre distingue´es ; chacune caracte´rise´e par un IDI spe´cifique. Les
paires appartenant a` une sous-famille d’isoste´rie note´e Ii,j (ou` i et j repre´-
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sentent respectivement les index de la famille et la sous-famille d’isoste´rie)
peuvent se substituer les unes aux autres sans perturber la structure tridi-
mensionnelle de la paire de base.
A chacune des 12 familles ge´ome´triques, correspond une matrice d’isoste´rie
(Figure 1.8). Chaque entre´e de la matrice (ligne ou colonne) correspond a` une
base (A, C, G, U). Chaque intersection d’une ligne et d’une colonne corres-
pond a` une combinaison de bases. Si la paire de bases correspondant a` cette
combinaison a e´te´ observe´e dans les structures re´solues, l’identifiant Ii,j de
la sous-famille d’isoste´rie a` laquelle la paire conside´re´e appartient est indique´
dans l’intersection de la ligne et la colonne correspondantes.
Fig. 1.8 – Matrice d’isoste´rie de la famille ge´ome´trique trans Watson-
Crick/Hoogsteen. Les paires de bases AA, AG et GU appartiennent a` la meˆme
sous-famille d’isoste´rie I4,3. La paire AG appartient a` deux sous-familles I4,2 et
I4,3. Les cellules de la matrices colore´es en gris correspondent a` des combinaisons
de bases non observe´es dans cette famillle. Figure extraite de [64].
L’isoste´rie des sous-familles ge´ome´triques fait que plusieurs combinaisons de
se´quences conduisent a` un meˆme repliement 3D du motif d’ARN. L’ensemble
de ces se´quences de bases qui se replient en une structure 3D similaire porte le
nom de se´quence signature du motif [44, 45, 56]. The´oriquement, la se´quence
signature d’un motif peut eˆtre ge´ne´re´e de manie`re combinatoire a` partir de
toutes les paires de bases isoste´riques a` chaque paire de base non-Watson-
Crick formant le motif, mais il semblerait que d’autres contraintes structu-
rales limitent ce nombre a` quelques combinaisons uniquement [45].
La se´quence signature d’un motif permet d’identifier les substitutions de bases
qui conservent la structure 3D des motifs dans un alignement structural.
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Cette information est d’une importance cruciale puisqu’elle facilite la pre´dic-
tion de la structure tertiaire de mole´cules homologues sur la base de leurs
se´quences ge´nomiques uniquement [45].
1.4 Le proble`me de recherche des motifs
Obtenir la se´quence signature d’un motif re´current ne´cessite d’identifier toutes
ses occurrences dans les structures connues. Les biologistes le font en scrutant
a` l’oeil nu les structures cristallographiques. Une e´tude mene´e par Lescoute et
al. [45] a montre´ que les occurrences des motifs re´currents sont similaires en
termes de structure globale 3D mais pas ne´cessairement identiques a` l’e´chelle
des bases et paires de bases qui les composent. En effet, les occurrences de ces
motifs ont en commun un noyau de paires de bases non-Watson-Crick isoste´-
riques empile´es et ordonne´es de manie`re a` induire une structure 3D similaire,
mais ces occurrences diffe`rent les unes des autres par l’identite´ des bases for-
mant chaque paire de base ainsi que le nombre de bases libres ou de paires
de bases dont l’insertion dans le motif n’alte`re pas sa forme globale [61]. Ce
noyau de paires de bases non-Watson-Crick isoste´riques commun a` toutes les
occurrences d’un motif re´current et pouvant eˆtre e´tendu a` des paires de bases
Watson-Crick flanquant le motif est appele´ structure consensus du motif.
La figure 1.9 montre quelques instances du motif Kink-turn identifie´es par
Lescoute et al. et repre´sente´es avec les symboles de la nomenclature LW [45].
Fig. 1.9 – Quatre occurrences du motif Kink-turn identifie´es a` l’oeil nu dans
l’ARNr 23S et 16S et similaires a` celui montre´ dans la figure 1.7. Le consensus du
motif est forme´ des paires de bases encadre´es en couleur. Figure extraite de [45]
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Dans sa version biologique, le proble`me de recherche de motifs tertiaires peut
donc se formuler ainsi :
Etant donne´ une ou plusieurs structures
tertiaires d’ARN, identifier les sous-structures
re´currentes similaires (motifs) ayant un noyau
commun de paires de bases non-Watson-Crick
isoste´riques.
Les experts identifient les motifs a` l’oeil nu. L’automatisation de cette e´tape
non seulement trouvera les motifs de manie`re exhaustive, mais accordera plus
de temps aux experts pour se consacrer a` des taˆches exigeant une expertise
exclusivement humaine.
Une me´thode automatique destine´e a` eˆtre exe´cute´e par un calculateur tra-
vaille sur un mode`le de la structure 3D. Justement, il existe un mode`le qui
s’est ave´re´ ide´al pour repre´senter la topologie d’une structure tertiaire de´crite
selon la nomenclature LW. Ce mode`le est celui de graphe.
Dans le chapitre suivant, je pre´sente le mode`le de graphe choisi pour repre´sen-
ter une structure tertiaire et ses motifs puis j’expose le pendant informatique
du proble`me de recherche des motifs tertiaires.

Chapitre 2
Mode´lisation informatique
La section 1 donne les notions the´oriques qui permettront de comprendre
le vocabulaire informatique employe´ dans ce chapitre. Dans la section 2,
je reviens a` notre domaine d’application en de´finissant notre objet d’e´tude
le mode`le de graphe d’ARN puis, je formule le pendant informatique du
proble`me de recherche de motifs similaires. La re´solution de ce proble`me
fait appel au calcul d’un sous-graphe commun maximum. Aussi, je consacre
la section 3 a` un e´tat de l’art des principales approches utilise´es dans les
algorithmes exacts de calcul du sous-graphe commun maximum.
2.1 Cadre the´orique
2.1.1 Quelques e´le´ments de la the´orie des graphes
Tout syste`me qui consiste en un ensemble discret d’e´tats ou de sites appele´s
noeuds ou sommets entre lesquels des liens appele´s areˆtes ou arcs traduisent
une certaine relation, peut eˆtre mode´lise´ par un graphe.
Un graphe G = (V,E) est donne´ par un ensemble V de sommets (“vertices”)
et un ensemble d’areˆtes (“edges”) E ⊆ V × V . L’ordre d’un graphe est le
nombre de ses sommets, et sa taille est le nombre de ses areˆtes. Deux som-
mets relie´s par une areˆte sont dits voisins, et une areˆte reliant deux sommets
v et w est dite incidente a` v et w et est note´e (v, w).
Les areˆtes peuvent eˆtre oriente´es ou non. Une areˆte oriente´e s’appelle un
arc. Une areˆte non oriente´e est dite syme´trique. Dans la suite, j’utiliserai
les termes d’areˆte oriente´e et areˆte syme´trique.
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Un graphe e´tiquete´ est un graphe ou` les sommets et/ou les areˆtes ont des
attributs supple´mentaires comme un nom, une couleur ou un poids.
Un graphe complet, dit aussi clique, est un graphe ou` tous les sommets
sont relie´s deux a` deux.
Un graphe H = (W,F ) est un sous-graphe d’un graphe G = (V,E) si
W ⊆ V et F ⊆ E. Si de plus F contient toutes les areˆtes de E reliant deux
quelconques des sommmets de W alors H est appele´ sous-graphe induit
par W (Figure 2.1).
(a) (b) (c)
Fig. 2.1 – (a) Un graphe oriente´ d’ordre 5 et de taille 8. (b) En vert, un sous-
graphe d’ordre 3 et de taille 2. (c) En rouge, un sous-graphe induit d’ordre 3 et de
taille 3.
2.1.2 Quelques e´le´ments de la the´orie de la complexite´
L’optimisation combinatoire dans les graphes est un domaine qui s’inte´resse
a` la recherche dans de tels syste`mes de structures optimales e´tant donne´ un
ensemble de parame`tres a` optimiser. Des “casse-teˆte” ce´le`bres comme le pro-
ble`me du voyageur de commerce ou le proble`me de planification des emplois
du temps ont suscite´ beaucoup de passions des chercheurs. Il ne s’agit pas
simplement de trouver mais de trouver efficacement. A lui seul, ce mot peut
re´sumer l’ide´e qui pre´side les fondements de la the´orie de la complexite´.
Depuis que Alan M. Turing a de´fini la notion d’algorithme il y a plus d’un
demi-sie`cle, on a pu s’accorder sur ce qu’on appelle temps de calcul d’un
algorithme et, par conse´quence, un algorithme efficace. Une caracte´risation
importante des proble`mes de de´cision a vu le jour : la NP-comple´tude. Un
proble`me de de´cision est un proble`me pour lequel on veut savoir si la re´-
ponse est “oui” ou “non”. Par exemple, e´tant donne´s un graphe et un entier
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k, existe-t-il une clique dont le nombre de sommets serait ≥ k ?
Un codage de donne´es est dit raisonnable si l’encombrement me´moire ne´-
cessaire pour stocker un nombre positif N est e´gal a` ⌈log(N)⌉ ou` ⌈x⌉ de´signe
le plus petit entier supe´rieur ou e´gal a` x. Ceci, quelle que soit la base choisie
pour le logarithme (habituellement, on prend le logarithme en base 2 ; base
de fonctionnement des ordinateurs).
Un algorithme est dit (de temps) polynomial si le nombre d’ope´rations e´le´-
mentaires utilise´es par l’algorithme sur une donne´e dont le codage raisonnable
est de taille n, est une fonction polynomiale en n. Un algorithme est consi-
de´re´ comme efficace si l’ordre de son nombre d’ope´rations est au plus celui
de l’ordre d’un polynoˆme en n.
Habituellement, on se satisfait dans le calcul de la complexite´ algorithmique
d’une approximation asymptotique de l’encombrement me´moire. Ainsi, pour
stocker un nombre N , on se contentera de dire que l’espace requis est en
O(logN). Pour d’autres de´finitions, voir par exemple [73].
Un proble`me est dit polynomial s’il existe un algorithme polynomial pour
le re´soudre, c’est a` dire un algorithme polynomial en la taille d’une instance
du proble`me.
Remarque : La complexite´ des temps d’exe´cution est souvent donne´e au
pire. Elle correspond au temps maximal au bout duquel on est certain que
l’algorithme se termine et cela quelle que soit la taille du proble`me entre´e.
Un proble`me de de´cision est dans la classe NP (Non deterministic Poly-
nomial) s’il admet un algorithme qui, lorsqu’on lui fournit une instance du
proble`me et une solution pour cette instance (appele´e certificat), il peut tes-
ter en un temps polynomial en la taille des donne´es, si la re´ponse pour cette
instance est “oui”.
Une caracte´ristique notable des proble`mes de NP est que leur solution est
difficile a` trouver, mais si elle est trouve´e, elle est facile a` ve´rifier.
La classe NP contient la classe P des proble`mes polynomiaux. En effet, e´tant
donne´ que le proble`me lui meˆme peut eˆtre re´solu en temps polynomial, il n’y
a plus besoin de ve´rifier, pour une solution donne´e, si la re´ponse est “oui”.
La question la plus ce´le`bre de la the´orie de la complexite´ et qui re´siste a` tous
24 Chapitre 2. Mode´lisation informatique
les chercheurs est : “est-ce que P et NP sont diffe´rents ?” En effet, si pour un
proble`me dans NP on ne trouve pas actuellement un algorithme polynomial
qui le re´sout, qu’en est-il dans l’avenir ? Autrement dit, on ne peut affirmer
que P et NP sont diffe´rents que si, pour au moins un proble`me de NP on
arrive a` un moyen de prouver qu’il n’existera jamais d’algorithme polynomial
pour le re´soudre.
Notons C la classe des proble`mes de NP pour lesquels on ne connaˆıt pas
encore d’algorithme polynomial. Un proble`me π de C est NP-complet si,
pour tout autre proble`me de C, il existe une re´duction polynomiale qui le
“rame`ne” a` π. La NP-comple´tude apparaˆıt ainsi comme une mise en e´vidence,
parmi les proble`mes de C, de ceux qui sont les plus difficiles a` traiter. Plus
pre´cise´ment, l’ide´e de la re´duction polynomiale “re´duit” la recherche d’algo-
rithme polynomial a` un seul (au choix) des proble`mes montre´s comme e´tant
NP-complets. Si un jour on trouve un algorithme polynomial pour un seul
proble`me NP-complet, alors on aura prouve´ que P=NP.
Un proble`me H est NP-difficile si et seulement si il existe un proble`me D de
de´cision qui se re´duit en temps polynomial a` H. Ainsi, si un jour on de´couvre
un algorithme polynomial qui re´sout D, alors H peut aussi eˆtre re´solu en
temps polynomial par ajout d’une simple e´tape : le temps d’exe´cution de la
re´duction. Un proble`me NP-difficile est donc un proble`me qui est au moins
aussi difficile qu’un proble`me NP-complet (Figure 2.2).
P
NP
NP−difficile
NP−complet
Fig. 2.2 – Classes P, NP, NP-complet et NP-difficile.
On e´tend cette de´finition en disant qu’un proble`me d’optimisation est
NP-difficile si le proble`me de de´cision correspondant est NP-complet. Par
exemple, l’e´nonce´ : “Trouver une clique ayant un nombre maximum de som-
mets” est la version proble`me d’optimisation du proble`me de de´cision dont
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l’e´nonce´ est : “e´tant donne´s un graphe et un entier k, existe-t-il une clique
dont le nombre de sommets serait ≥ k ?”
Un exemple de re´duction de ce proble`me de de´cision a` son proble`me d’opti-
misation serait le suivant. Supposons que notre graphe ait 1000 sommets, et
supposons que nous ayons un algorithme polynomial qui re´sout le proble`me
de de´cision. Alors on pose la question : “existe-t-il une clique d’ordre 500 ?”
Si la re´ponse est “oui” alors l’ordre de la clique maximum est certainement
compris entre 500 et 1000. On pose alors la question : “existe-t-il une clique
d’ordre 750 ?” Si la re´ponse est “oui” alors l’ordre de la clique maximum est
certainement compris entre 750 et 1000. On continue ainsi de suite par di-
chotomie jusqu’a` trouver la valeur exacte de l’ordre de la clique maximum.
Approche par approximation
Puisque malgre´ les efforts les plus tenaces la question ne ce`de pas, on a aborde´
le proble`me d’une autre fac¸on. Pour un proble`me NP-difficile, on cherche a`
mettre au point des algorithmes polynomiaux d’approximation, c’est a` dire
des algorithmes qui tournent en un temps polynomial en la taille des donne´es
pour fournir une solution proche de l’optimum.
Un algorithme d’approximation pour un proble`me NP-difficile est un algo-
rithme qui, e´tant donne´e une constante fixe´e ε, fournit une solution qui est
au pire ε fois pire que l’optimum. Autrement dit, s’il s’agit d’un proble`me
de maximisation (resp. de minimisation), la solution fournie est au pire ε
fois plus petite (resp. plus grande) que la solution optimale. Ici, ε est appele´
rapport d’approximation.
Un algorithme d’approximation qui fournirait une solution en temps polyno-
mial pour toute constante fixe´e ε est appele´ sche´ma d’approximation poly-
nomial (“polynomial time approximation scheme (PTAS)”). Le temps
d’exe´cution d’un PTAS doit eˆtre polynomial en la taille n du proble`me pour
tout ε fixe´. Ainsi, un algorithme d’approximation tournant en O(n1/ε) est
conside´re´ comme un PTAS meˆme si le temps croit rapidement pour des va-
leurs de´croissantes de ε. Un meillleur temps d’exe´cution pour cet algorithme
est un temps polynomial a` la fois en la taille du proble`me et en 1/ε. Un
PTAS avec un temps d’exe´cution ayant ces proprie´te´s est appele´ sche´ma
d’approximation totalement polynomial (“fully polynomial approxima-
tion scheme (FPTAS)”).
Puisque tous les proble`mes NP-complets sont re´ductibles les uns aux autres, il
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e´tait naturel de penser qu’ils posse`dent la meˆme approximabilite´. Autrement
dit, un algorithme d’approximation applicable a` un proble`me NP-complet A
est aussi valable pour un autre proble`me NP-complet B. Ceci n’est cepen-
dant pas vrai pour deux raisons. La premie`re est que les re´ductions NP ne
pre´servent pas toujours la transformation de la fonction objectif du proble`me
A vers la fonction objectif du proble`me B. La seconde raison est que meˆme
lorsque les fonctions objectifs sont pre´serve´es, l’approximabilite´, elle, ne l’est
pas ne´cessairement [33].
Comme les re´ductions NP ne pre´servent pas syste´matiquement l’approxima-
bilite´, on a duˆ introduire un autre type “plus fort” de re´duction [33]. De
telles re´ductions permettent non seulement de transformer chaque instance
d’un proble`me A en une instance d’un proble`me B, mais aussi de transformer
chaque solution approche´e de cette instance de B en une solution approche´e
de l’instance originale de A. La qualite´ de cette solution de´pend a` la fois de
la re´duction et de l’algorithme d’approximation [33].
Comme il est de coutume en the´orie de la complexite´, on a voulu cate´gori-
ser les proble`mes NP-complets selon leur approximabilite´. Des classes d’ap-
proximation ont e´te´ introduites pour regrouper ensemble les proble`mes NP-
complets qui ont un meˆme comportement en termes d’approximabilite´.
Soit FPTAS la classe des proble`mes d’optimisation pouvant eˆtre approxi-
me´s par un sche´ma d’approximation totalement polynomial, et soit PTAS la
classe des proble`mes d’optimisation pouvant eˆtre approxime´s par un sche´ma
d’approximation polynomial. Soit aussi APX la classe des proble`mes pouvant
eˆtre approxime´s par un certain rapport constant c ≥ 1. Ainsi, un proble`me
APX-difficile est un proble`me qui ne posse`de pas de sche´ma d’approxi-
mation polynomial. L’appartenance d’un proble`me e´tudie´ a` cette classe est
ge´ne´ralement une mauvaise nouvelle.
La hie´rarchie des classes d’approximation est la suivante :
P ⊆ FPTAS ⊆ PTAS ⊆ APX ⊆ NP
Complexite´ parame´tre´e
A la fin des anne´es 1990, un autre concept est introduit pour aborder la
NP-comple´tude, appele´ complexite´ parame´tre´e [18]. Pour beaucoup de pro-
ble`mes NP-complets, l’explosion combinatoire est souvent due a` une petite
partie du proble`me appele´e parame`tre. Ce parame`tre est souvent un entier
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petit dans la pratique (meˆme si la taille du proble`me est grande). Les temps
d’exe´cution d’algorithmes simples peuvent eˆtre exponentiels en le parame`tre
mais polynomiaux en la taille du proble`me.
Dans la complexite´ parame´tre´e, on cherche des algorithmes de re´solution
exacte qui tournent en temps f(k)nβ, ou` k est un entier (le parame`tre),f
une fonction arbitraire ne de´pendant que de k, n la taille non parame´tre´e
du proble`me et β une constante. Sche´matiquement, on cherche a` “contenir”
l’explosion combinatoire du proble`me dans la partie f(k).
De tels proble`mes sont dits “fixed-parameter tractable” et leur ensemble
forme la classe FPT. Un exemple de proble`me FPT est celui de la couverture
des areˆtes d’un graphe par les sommets (“k-Vertex Cover problem”) dont
l’e´nonce´ est le suivant : “Etant donne´ un graphe G = (V,E) d’ordre n et un
entier k, trouver une couverture des areˆtes par les sommets (“vertex cover”)
de cardinalite´ k, i.e. un sous-ensemble V ′ ayant k sommets tel que chaque
areˆte de G est incidente a` au moins un sommet de V ′.”
Ce proble`me posse`de un algorithme parame´tre´ qui le re´sout en un temps
O(kn+ 1.286k) [11].
La notion de“fixed-parameter tractability”a e´te´ introduite pour appre´hender
des proble`mes NP-difficiles parame´tre´s, et on a pu montrer que nombre de
ces proble`mes sont dans FPT. Toutefois, certains proble`mes parame´tre´s ne
posse´dent pas d’algorithmes parame´tre´s. Ces proble`mes sont appele´s“fixed-
parameter intractable”. Un grand nombre de proble`mes parame´tre´s ont
e´te´ identifie´s comme fixed-parameter intractable. Un de ces proble`mes est
celui de la clique maximum [32].
2.2 Domaine d’application
2.2.1 Les objets : des graphes d’ARN
Dans la suite, je mode´lise une structure tertiaire par un graphe, appele´
graphe d’ARN ou` les sommets repre´sentent les nucle´otides e´tiquete´s par
leur base et leur nume´ro dans la se´quence, et les areˆtes repre´sentent les inter-
actions entre les nucle´otides. Ces areˆtes e´tiquete´es et oriente´es sont de quatre
types (Table 2.1).
La figure 2.3 illustre un motif Sarcin-ricin et son mode`le de graphe.
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Type d’areˆte Etiquettes Orientation
Squelette sucre-phosphate {a} de l’extre´mite´ 5′ vers l’extre´mite´ 3′
Canonique (AU, GC, GU) {n} syme´trique
Non-canonique {b,c, . . .m} selon la re`gle WC > H > S si les
coˆte´s des bases relie´es sont diffe´rents,
syme´trique dans le cas contraire
Empilement {s} syme´trique
Tab. 2.1 – Etiquetage d’un graphe d’ARN.
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Fig. 2.3 – Graphe d’ARN du motif Sarcin-ricin.
2.2.2 Le proble`me : calculer la similarite´ de deux graphes
d’ARN
Dans sa version informatique, le proble`me de recherche de motifs tertiaires
de´fini en section 1.4 se formule ainsi :
Etant donne´ un ou plusieurs graphes d’ARN
(structures tertiaires), identifier les sous-
graphes similaires (motifs) ayant un ensemble
commun d’areˆtes non-canoniques.
La de´finition exacte de la similarite´ de deux sous-graphes d’ARN sera donne´e
dans le chapitre 3. Dans ce qui suit, je pre´sente quelques notions introduc-
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tives sur la similarite´ de graphes.
La similarite´ entre deux objets est de´finie en termes de correspondances,
la dissimilarite´ en termes de diffe´rences (en anglais “matches/mismatches”).
La comparaison peut porter sur des objets entiers ou seulement des re´gions
locales de ces objets. Dans le premier cas on parle de similarite´ globale tandis
que dans le second cas il s’agit de similarite´ locale [52].
Lorsque les objets compare´s sont des graphes, le proble`me de de´termination
de la similarite´ est connu sous le nom de graph-matching problem et se for-
mule ainsi :
Etant donne´ deux graphes G1 = (V1, E1) et G2 = (V2, E2), trouver une
bijection M ⊆ V1 × V2 telle que :
∀u, v ∈ V1, (u, v) ∈ E1 ⇔ (M(u),M(v)) ∈ E2.
Note : Si G1 et G2 sont e´tiquete´s, alors M doit e´galement pre´server la cor-
respondance des e´tiquettes des sommets et des areˆtes.
Lorsque M existe, elle est appele´e un isomorphisme de G1 vers G2, et le
proble`me correspondant est du type exact graph-matching.
Lorsqu’un isomorphisme est impossible a` trouver, on cherche non plus une
correspondance exacte entre les sommets, mais lameilleure correspondance
possible entre eux. Cette classe de proble`mes est appele´e inexact graph-
matching [5].
La similarite´ est quantifie´e par une mesure : plus grande est cette mesure,
plus similaires sont les objets compare´s (ici des graphes). Inversement, plus
grande est la mesure de dissimilarite´, plus les objets compare´s sont diffe´rents.
Lorsqu’une mesure de dissimilarite´ ve´rifie les proprie´te´s d’une me´trique, elle
est appele´e distance1. Ces proprie´te´s sont :
– distance(G1, G2) ≥ 0 (non-ne´gativite´)
– distance(G1, G2) = 0 =⇒ G1 isomorphe a` G2
– distance(G1, G2) = distance(G2, G1) (Syme´trie)
– distance(G1, G3) ≤ distance(G1, G2) + distance(G2, G3) (Ine´galite´ trian-
gulaire)
1Plusieurs mesures de distance et de similarite´ sont de´crites dans [15].
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Une approche classique pour comparer deux graphes est base´e sur l’ide´e de
calcul de leur distance d’e´dition, autrement dit, le couˆt minimal pour trans-
former un graphe en un autre en appliquant des ope´rations d’e´dition e´le´-
mentaires (voir par exemple [8]). Or, de´finir les ope´rations d’e´dition ainsi
que leurs couˆts associe´s non seulement de´pend fortement du domaine d’ap-
plication mais est parfois proble´matique dans la mesure ou` deux graphes
conside´re´s comme similaires par une fonction de couˆt peuvent s’ave´rer dissi-
milaires selon une autre [27].
Dans une approche alternative pour mesurer la distance entre deux graphes,
on cherche une sous-structure commune aux deux graphes qui satisfait cer-
taines proprie´te´s et qui est typiquement de cardinalite´ maximale. Par exemple,
Bunke & Shearer ont de´veloppe´ une mesure de distance de graphe base´e sur
le calcul d’un sous-graphe commun maximum [10]. Cette approche posse`de
l’avantage de ne pas ne´cessiter le calcul explicite d’une fonction de couˆt. On
notera qu’il a e´te´ de´montre´ que, sous certaines conditions concernant la fonc-
tion de couˆt, le calcul d’un sous-graphe commun maximum est e´quivalent au
calcul d’une distance d’e´dition [9].
Pour revenir a` notre contexte des motifs tertaires similaires, il est clair que la
seconde approche est la plus approprie´e puisque nous avons besoin de calculer
le sous-graphe commun maximum de deux sous-graphes d’ARN (correspon-
dant a` deux occurrences d’un motif potentiel) car il correspondra, au cas ou`
il existerait, a` la structure consensus de la famille recherche´e.
Nous avons vu au chapitre pre´ce´dent que deux instances d’un motif re´cur-
rent peuvent eˆtre ou bien totalement similaires (i.e. leurs graphes sont iso-
morphes) ou bien partiellement similaires (i.e. leurs graphes posse`dent un
sous-graphe commun de taille non nulle). Sche´matiquement, ce sous-graphe
commun maximum peut eˆtre vu comme l’intersection des deux graphes com-
pare´s. Lorsque cette intersection couvre la totalite´ des deux graphes, la cor-
respondance trouve´e est un isomorphisme. Ainsi le proble`me d’isomorphisme
de graphes peut eˆtre conside´re´ comme un cas particulier du proble`me de cal-
cul du sous-graphe commun maximum. On remarquera, dans ce cas, que la
(mesure de) similarite´ de deux graphes est proportionnelle a` la taille de leur
sous-graphe commun maximum. Elle est maximale lorsque les deux graphes
sont isomorphes.
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2.3 Calcul du sous-graphe commun maximum
Un graphe G12 est un sous-graphe induit commun a` deux graphes G1 et G2
s’il est isomorphe a` deux sous-graphes induits de G1 et G2. Un sous-graphe
induit commun maximum, en anglais maximum common induced subgraph
(MCIS) est un sous-graphe induit commun ayant le plus grand nombre de
sommets. Une notion proche du MCIS est celle du maximum common edge
subgraph (MCES). Un MCES est un sous-graphe commun ayant le plus grand
nombre d’areˆtes [60].
Dans une recherche de sous-graphe commun maximum, une distinction sup-
ple´mentaire peut eˆtre faite entre le cas connexe et le cas non-connexe. Un
sous-graphe commun est connexe si, pour chaque paire de ses sommets, il
existe un chemin les reliant. On dit qu’il forme une seule composante connexe.
Par opposition, un sous-graphe commun est non-connexe s’il est compose´ de
deux ou plusieurs composantes connexes [60].
Garey & Johnson ont montre´ que le proble`me de calcul d’un sous-graphe
commun maximum de deux graphes est NP-difficile dans le cas ge´ne´ral [22].
Par re´duction au proble`me de la clique maximum, Kann a e´galement montre´
qu’il est APX-difficile [34], ce qui veut dire qu’il ne posse`de pas de sche´ma
d’approximation polynomial (PTAS). Enfin, et toujours par re´duction au
proble`me de la clique maximum, on a montre´ [32] que le probl`eme du sous-
graphe commun maximum est fixed-parameter intractable, autrement dit, il
ne posse`de pas d’algorithme parame´tre´. Ce proble`me donc est l’un des plus
difficiles a` re´soudre du point de vue de la complexite´ algorithmique.
Pour avoir un ordre de grandeur de la complexite´ de calcul d’un sous-graphe
commun induit d’ordre k, l’ide´e simple serait d’e´nume´rer tous les sous-graphes
induits d’ordre k du premier graphe, e´nume´rer tous les sous-graphes induits
d’ordre k du second graphe, puis comparer chaque paire de sous-graphes in-
duits en testant toutes les permutations possibles des k sommets. Ce qui
donnerait, pour deux graphes d’ordres n1 et n2 respectivement :
n1!
(n1 − k)!k!
·
n2!
(n2 − k)!k!
· k!
comparaisons a` effectuer, autrement dit un nombre exponentiel pour des va-
leurs non triviales de n1, n2 et k [60].
Malgre´ cette complexite´ algorithmique, on a cherche´ a` mettre au point des
heuristiques utilisables en pratique. Deux grandes classes de me´thodes ont
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vu le jour. La premie`re classe cherche une solution exacte au proble`me du
sous-graphe commun maximum, la seconde calcule une solution approche´e.
Dans la suite, je ne pre´senterai que la premie`re classe vu que notre proble`me
d’identification de motifs tertiaires requiert une solution exacte. L’obtention
de cette solution exacte est possible car l’ordre de nos sous-graphes d’ARN est
infe´rieur a` 40 sommets. Pour une revue des me´thodes approche´es, le lecteur
inte´resse´ est invite´ a` consulter par exemple [60, 13].
2.3.1 Principe de fonctionnement des algorithmes exacts
Les algorithmes exacts trouvent un sous-graphe commun maximun (MCIS
ou MCES) en construisant un arbre de recherche e´nume´rant tous les sous-
graphes communs possibles et choisissant le (ou les) plus grand(s). Deux
principales approches sont connues. La premie`re consiste a` transformer le
proble`me de recherche du sous-graphe commun maximum en un proble`me de
recherche d’une clique maximum dans le graphe des compatibilite´s des deux
graphes compare´s. La seconde approche construit un espace d’e´tats par e´nu-
me´ration exhaustive de tous les sous-graphes communs possibles.
a) Approche par re´duction au proble`me de la clique maximum
Etant donne´ deux graphes a` comparer, on commence par construire leur
graphe des compatibilite´s (appele´ aussi graphe des associations ou encore
graphe produit). Ce graphe des compatibilite´s posse`de la proprie´te´ suivante :
un sous-graphe commun aux deux graphes compare´s correspond a` une clique
dans le graphe des compatibilite´s, et donc trouver un sous-graphe commun
maximum revient a` trouver une clique maximum dans le graphe des compa-
tibilite´s (Figure 2.4).
De´finition 1 Le graphe des compatibilite´s de deux graphesG1 = (V1, E1)
et G2 = (V2, E2) est un graphe H = (W,F ) tel que W = V1×V2 et une areˆte
relie deux sommets {u1, u2} et {v1, v2} dans W si :
((u1, v1) ∈ E1 et (u2, v2) ∈ E2) ou bien ((u1, v1) /∈ E1 et (u2, v2) /∈ E2)
Bien que la recherche d’une clique maximum dans un graphe soit e´galement
un proble`me NP-difficile [22], plusieurs algorithmes rapides en pratique ont
e´te´ propose´s pour le re´soudre. Des revues commente´es de ces algorithmes
sont fournies dans [60, 13].
L’ide´e de base d’un algorithme de recherche d’une clique maximum est la
suivante. On e´nume`re toutes les cliques maximales (i.e. cliques ne pouvant
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cd
{1,a}
{1,d}{3,b}
{2,c}
{3,d}
{3,c}
{1,b}
{1,c}
{2,a}
{2,b}
{2,d}
{3,a}
Fig. 2.4 – Graphe des compatibilite´s de deux graphes connexes. En gras, quatre
cliques maximum ({1, a}, {2, b}, {3, c}), ({1, b}, {2, c}, {3, d}), ({1, c}, {2, b},
{3, a}), ({1, d}, {2, c}, {3, b}) correspondent a` quatre MCIS possibles.
plus eˆtre e´tendues), puis on choisit celle(s) ayant le plus grand nombre de
sommets.
Conside´rons le proble`me de trouver toutes les cliques maximales dans un
graphe G = (V,E). Une clique courante C peut eˆtre e´tendue s’il existe un
sommet de V qui n’est pas encore dans C mais qui est relie´ a` tous les sommets
de C. Appelons P l’ensemble de ces sommets candidats. Toutes les extensions
possibles de C avec des sommets de P peuvent eˆtre obtenues en prenant un
sommet a` la fois dans P et l’ajoutant a` C, cre´ant ainsi un nouvel ensemble
P a` partir de l’ancien P duquel on supprime tous les sommets qui ne sont
pas voisins a` celui qui vient d’eˆtre ajoute´ a` C. Cette proce´dure est appele´e
de manie`re re´cursive sur les nouveaux ensembles C et P .
Pour e´viter d’e´nume´rer des cliques contenues dans d’autres cliques pre´ala-
blement de´tecte´es, on de´finit un ensemble I contenant les sommets de V qui
ont de´ja` servi a` e´tendre la clique courante C. Toutes les extensions possibles
de la clique peuvent eˆtre obtenues en choisissant un sommet candidat a` la
fois qui est dans P mais pas dans I et l’ajoutant a` C. Cette proce´dure est
appele´e re´cursivement sur les nouveaux ensembles C, P et I obtenus a` partir
des anciens ensembles par suppression des sommets qui ne sont pas voisins a`
celui qui vient d’eˆtre choisi. Graˆce a` cette proce´dure, une clique est maximale
si P et I sont tous les deux vides.
Cet algorithme peut eˆtre transforme´ en un algorithme branch-and-bound
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pour trouver une clique maximum. L’ide´e est de “pre´dire” a` chaque e´tape si
la taille de la clique courante peut eˆtre plus grande que la plus grande clique
de´ja` trouve´e en ve´rifiant, parmi d’autres crite`res d’e´lagage, si le nombre de
sommets candidats restants est suffisant pour obtenir une clique plus large
que la clique maximum courante.
Cette description est base´e sur celle donne´e dans [67] de l’algorithme de Bron
& Kerbosh datant de 1973 [7]. D’autres ame´liorations en vue d’acce´le´ration
de la recherche y ont e´te´ apporte´es depuis. En 1999, Durand et al. de´crivent
un algorithme de recherche d’un MCES de deux graphes repre´sentant des
structures chimiques par re´duction au proble`me de la recherche d’une clique
dans le graphe des compatibilite´s [20]. Une ame´lioration de cet algorithme
qui e´tait de´ja` une adaptation de l’algorithme de Bron & Kerbosh a e´te´ im-
ple´mente´e dans [12] a` des fins de comparaison de performances (voir section
suivante).
b) Approche par e´nume´ration des sous-graphes communs
Lorsque les graphes compare´s sont peu denses, le graphe des compatibilite´s
devient dense et la recherche d’une clique maximum devient couˆteuse. Une
approche alternative pour ce type de graphes consiste a` construire un arbre
de recherche qui e´nume`re tous les sous-graphes communs possibles.
L’algorithme le plus notable de cette cate´gorie est celui duˆ a` McGregor [50].
Une variante de cet algorithme a e´te´ imple´mente´e dans [12] a` des fins de
comparaison de performances (voir section suivante). Je donne, dans ce qui
suit, une description du principe de fonctionnement de cet algorithme. Sup-
posons qu’on veuille trouver un sous-graphe commun induit maximum des
deux graphes G1 et G2 de la figure 2.5 (d’ordres n1 et n2 respectivement et
tels que n1 ≤ n2).
On commence par construire un arbre de recherche. Les variables du premier
niveau de cet arbre sont les sommets du plus petit graphe. Pour chaque va-
riable v1 ∈ G1, on teste si elle est compatible avec un sommet v2 ∈ G2 (il y
en a n2 en tout). Lorsqu’une association de sommets n’est pas valide (i.e. les
sous-graphes communs correspondants ne sont pas isomorphes), la branche
est e´lague´e. Au deuxie`me niveau, on essaie d’e´tendre les associations de som-
mets valides du niveau pre´ce´dant, autrement dit on va tester si les sommets
non encore associe´s du graphe G1 (en tout (n1−1)) peuvent eˆtre associe´s avec
les sommets restants de G2 (en tout (n2 − 1)). Une fois une association de
sommets explore´e, on remonte au niveau pre´ce´dant (“backtrack”) pour resto-
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Fig. 2.5 – Arbre de recherche d’un sous-graphe commun maximum par e´nume´ra-
tion de tous les sous-graphes communs possibles. Les associations de sommets non
valides sont barre´es.
rer l’association sauvegarde´e et explorer une nouvelle extension. On continue,
ainsi de suite, a` explorer l’arbre en profondeur jusqu’a` arriver au niveau des
feuilles. Ces dernie`res, lorsqu’elles repre´sentent des associations valides, cor-
respondront a` des sous-graphes communs maximaux, et la solution optimale
sera une de ces feuilles dont le nombre de sommets est maximum. Il est a`
remarquer que chaque branche de l’arbre doit eˆtre explore´e en entier car il
est impossible de pre´voir si une meilleure association de sommets existe ou
non dans une branche non encore explore´e.
2.3.2 Complexite´ the´orique et performances pratiques
Conte et al. ont re´alise´ une e´tude expe´rimentale [12] visant a` comparer les
performances de trois algorithmes de recherche d’un sous-graphe commun in-
duit maximum (MCIS). Les graphes teste´s ont e´te´ choisis parmi 6 cate´gories
diffe´rentes et posse`dent des ordres variant de 10 a` 100 sommets. Le premier
algorithme est une variante de l’algorithme de McGregor [50] adoptant l’ap-
proche par e´nume´ration de tous les sous-graphes communs. Les deux autres
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Approche Algorithme Complexite´ en Complexite´ en
(variante) me´moire (au pire) temps (au pire)
Enume´ration
des sous-graphes McGregor[50] O(min(n1, n2))
(n2+1)!
(n2−n1+1)!
communs
Re´duction a`
la clique Durand et al.[20] O(n1 · n2)
(n2+1)!
(n2−n1+1)!
maximum
Tab. 2.2 – Complexite´ au pire en me´moire et en temps de deux d’algorithmes de
recherche de MCIS de deux graphes G1 et G2 d’ordres n1 et n2 respectivement.
Table reproduite de [12].
algorithmes transforment le proble`me en un proble`me de recherche de clique
maximum. La table 2.2 reproduit les complexite´s de deux de ces algorithmes.
Deux enseignements peuvent eˆtre tire´s de cette e´tude des performances des
deux principales approches :
– En the´orie, les deux approches posse`dent le meˆme temps d’exe´cution au
pire. En pratique, ces temps peuvent eˆtre acce´le´re´s graˆce a` des heuristiques
et des techniques d’e´lagage qui permettent de n’explorer que les branches
“prometteuses” de l’arbre de recherche [13].
– L’approche par e´nume´ration de tous les sous-graphes communs possibles
est plus performante sur les graphes petits et/ou posse`dant un grand al-
phabet d’e´tiquettes. Elle est aussi plus efficace lorsque les graphes sont peu
denses. Dans tous les autres cas, le passage par la recherche de la clique
maximum est plus efficace [12].
2.4 Conclusion
La solution exacte d’un grand nombre de proble`mes pose´s dans des applica-
tions du monde re´el correspond au calcul d’un sous-graphe commun maxi-
mum. Pourtant ce proble`me reste l’un des plus difficiles a` vaincre du point
de vue algorithmique the´orique.
En pratique cependant, la nature et la taille des graphes manipule´s font sou-
vent que ce proble`me peut eˆtre re´solu en des temps rapides. Il est donc crucial,
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avant de choisir un algorithme ou une approche donne´s, de bien s’impre´gner
des spe´cifite´s du domaine d’application et des proprie´te´s des graphes compa-
re´s puisque ces informations sont pre´cise´ment celles qui serviront a` ame´liorer
les performances et l’encombrement me´moire des algorithmes utilise´s.
Nous avons vu au cours de ce chapitre que pour e´tablir la similarite´ de deux
sous-graphes d’ARN mode´lisant deux motifs tertiaires, nous avons besoin de
calculer leur sous-graphe commun maximum. Ces sous-graphes d’ARN sont
peu denses, ont moins de 40 sommets et un grand alphabet d’e´tiquettes. Il
est donc plus efficace de choisir une approche par e´nume´ration exhaustive de
tous les sous-graphes communs possibles. En outre, ce sous-graphe commun
a` deux sous-graphes d’ARN est particulier en ce sens qu’il doit maximiser
le nombre d’areˆtes de type non-canonique car il correspondrait alors a` la
structure consensus de la famille de motifs a` laquelle appartiennent les deux
sous-graphes similaires.
Il existe deux types de motifs tertiaires d’ARN :
– les motifs locaux incruste´s dans des e´le´ments de structure secondaire,
– les motifs d’interaction faisant interagir des re´gions distantes de la struc-
ture secondaire.
Bien que jouant des roˆles structuraux parfois diffe´rents, ces deux types de
motifs ont ceci en commun : ils sont compose´s essentiellement d’areˆtes de
type non-canonique et stabilise´s occasionnellement par des areˆtes de type
empilement.
La similarite´ de deux sous-graphes d’ARN sera base´e sur le calcul d’un sous-
graphe commun ayant un nombre maximum d’areˆtes de type non-canonique
(dans le chapitre suivant, j’explique le pourquoi de cette de´finition). Pour
tenir compte de cette condition, il s’est ave´re´ plus approprie´ de mettre au
point un algorithme ad hoc plutoˆt qu’adopter un algorithme standard de cal-
cul d’un sous-grapphe commun maximum qui n’exploiterait pas de manie`re
optimale les proprie´te´s intrinse`ques des graphes d’ARN.
Moyennant une adaptation le´ge`re, l’algorithme de calcul d’un sous-graphe
commun non-canonique maximum que je propose s’applique avec succe`s aux
deux types de motifs sus-cite´s et fournit, en pratique, une solution en un
temps instantane´. Cet algorithme n’est toutefois qu’un “module” dans une
me´thode globale d’extraction et de classification automatique de motifs ter-
tiaires d’ARN.
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Le chapitre suivant de´crit cette me´thode originale pour l’identification et la
classification de motifs locaux d’ARN en commenc¸ant par la pre´sentation de
sa pierre angulaire : la mesure de similarite´ de deux sous-graphes d’ARN dont
le calcul ne´cessite l’exe´cution d’un algorithme d’extraction d’un sous-graphe
commun non-canonique maximum.
Chapitre 3
Extraction des motifs locaux
La me´thode d’extraction automatique de motifs locaux re´currents faisant
l’objet de ce chapitre est un pipeline qui prend en entre´e une structure ter-
tiaire d’ARN et renvoie en sortie un ensemble (pouvant eˆtre vide) de familles
contenant chacune les occurrences similaires d’un motif local potentiel. Le
terme “local” signifie “local a` un e´le´ment de structure secondaire”. Ce pipe-
line est compose´ de quatre modules (Figure 3.1).
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Fig. 3.1 – Vue d’ensemble de la me´thode d’extraction et de classification de
motifs locaux re´currents illustre´e par un agencement de quatre modules. La sortie
de chaque module repre´sente l’entre´e du module suivant.
La structure tertiaire, qui est un fichier au format PDB, est passe´e a` un
programme d’annotation pour produire son graphe d’ARN. De ce graphe,
on e´limine les pseudo-noeuds 1 et on supprime temporairement les areˆtes
de type non-canonique (Module Planarisation). Ce qui reste du graphe
d’ARN est donc le graphe de la structure secondaire sans pseudo-noeuds. Ce
dernier peut, a` son tour, eˆtre mode´lise´ par un arbre duquel on va extraire
les e´le´ments de structure secondaire qui sont les renflements, les boucles in-
ternes, les jonctions et les boucles terminales. A chacun de ces e´le´ments de
structure secondaire, on restore l’ensemble de ses areˆtes non-canoniques. On
obtient ainsi une liste ou catalogue d’e´le´ments de structure secondaire don-
1Un pseudo-noeud se forme lorsque deux re´gions en simple brin n’appartenant pas a` la
meˆme he´lice forment des liaisons de type Watson-Crick.
39
40 Chapitre 3. Extraction des motifs locaux
ne´s sous forme de sous-graphes d’ARN (Module Catalogue). Pour chaque
paire d’e´le´ments dans le catalogue, on calcule une mesure de similarite´ base´e
sur le calcul d’un sous-graphe non-canonique commun maximum (Module
Similarite´). A partir de toutes les mesures de similarite´s calcule´es deux a`
deux, on remplit une matrice de dissimilarite´es sur laquelle on lance une clas-
sification hie´rarchique (Module Clustering). On obtient ainsi un arbre de
classification sur lequel on va identifier les sous-arbres contenant les e´le´ments
fortement similaires d’apre`s un seuil de similarite´ fixe´. Chacun de ces sous-
arbres ou “clusters” repre´sente une famille potentielle de motifs locaux. A la
fin, on conside`re ces sous-arbres un a` un, et pour chacun d’eux, on extrait le
sous-graphe non-canonique commun aux membres du cluster et on le renvoie
comme “noyau” non-canonique de la structure consensus de la famille trou-
ve´e. L’ensemble des se´quences de tous les membres du cluster correspondra
a` la se´quence signature de cette famille.
La qualite´ de cette classification de´pend entie`rement de la notion de similarite´
de deux sous-graphes d’ARN. Celle-ci est base´e sur le calcul d’un sous-graphe
commun ayant une proprie´te´ particulie`re : il posse`de un nombre maximum
d’areˆtes non-canoniques. Cette ide´e fut sugge´re´e par l’observation suivante :
la structure non-canonique commune a` deux sous-graphes d’ARN repre´sente
le“noyau”non-canonique de la structure consensus d’un motif potentiel. Dans
cette structure consensus, les areˆtes sont pre´fe´rablement empile´es, c’est a` dire
relie´es par un lien squelette sucre-phosphate (cf. de´finition de motif tertiaire,
section 1.1). Si, de plus, ce noyau se trouve contigu a` une areˆte canonique flan-
quant le motif, cette areˆte sera ajoute´e a` la structure consensus (Figure 3.2).
Cette structure non-canonique commune a` deux sous-graphes d’ARN sera
appele´e, par la suite, “Largest Extensible Common Non-canonical Subgraph
(LECNS)”. Elle est la base de la mesure de similarite´ de deux motifs locaux.
Dans la section 1, je de´finis la mesure de similarite´ de deux sous-graphes
d’ARN qui est au coeur du module Similarite´. La section 2 reprend en
de´tail la description de la me´thode d’extraction des motifs locaux. La sec-
tion 3 de´crit les re´sultats obtenus. Enfin, la section 4 pre´sente la suite de
programmes imple´mentant cette me´thode.
3.1 Similarite´ de deux motifs locaux
La similarite´ de deux sous-graphes d’ARN mode´lisant deux motifs locaux
potentiels ne´cessite le calcul de leur plus grand sous-graphe non-canonique
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Consensus23S KT−723S KT−7
Fig. 3.2 – Les areˆtes non-canoniques communes a` deux ou plusieurs occurrences
d’un motif (ici le Kink-turn) forment le noyau non-canonique de sa structure
consensus (encadre´e en rouge). Figure extraite de [45] avec adaptation.
commun extensible (“Largest Extensible Common Non-canonical Subgraph
(LECNS)”).
3.1.1 De´finitions
De´finition 2 La signature non-canonique d’un sous-graphe d’ARN est
la chaˆıne de caracte`res obtenue par concate´nation des e´tiquettes de ses areˆtes
de type non-canonique ordonne´es par ordre alphabe´tique.
De´finition 3 La taille non-canonique d’un sous-graphe d’ARN G, note´e
||G||, est le nombre de ses areˆtes de type non-canonique.
De´finition 4 Un sous-graphe non-canonique d’un sous-graphe d’ARN
est un sous-graphe dont toutes les areˆtes sont de type non-canonique.
De´finition 5 Soit g un sous-graphe non-canonique d’un sous-graphe d’ARN
G. La comple´tude de g dans G est le graphe obtenu en ajoutant a` g toutes
les areˆtes de G de type canonique et squelette sucre-phosphate (“backbone”)
ayant au moins une extre´mite´ dans g.
De´finition 6 Un sous-graphe non-canonique G12 commun a` deux sous-
graphes d’ARN G1 et G2 est extensible si ses comple´tudes dans G1 et G2,
respectivement, sont isomorphes.
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De´finition 7 Un LECNS (“Largest Extensible Common Non-canonical
Subgraph”) de deux sous-graphes d’ARN G1 et G2, note´ LECNS(G1,G2), est
un sous-graphe non-canonique commun extensible de taille (non-canonique)
maximum.
Note : Un LECNS de deux sous-graphes d’ARN n’est pas ne´cessairement
connexe.
La figure 3.3 illustre toutes ces de´finitions.
(a)
(b)
16S KT−23 16S KT−11
Fig. 3.3 – Deux sous-graphes d’ARN correspondant a` deux e´le´ments de structure
secondaire contenant des motifs Kink-turn de l’ARNr 16S tels que illustre´s dans
[45]. Les traits en pointille´s indiquent des nucle´otides en simple brin. Dans (a) a`
gauche, un sous-graphe non-canonique commun de taille 3 apparait en rouge. Les
comple´tudes de ce sous-graphe non-canonique commun montre´es a` droite ne sont
pas isomorphes. Dans (b), un autre sous-graphe non-canonique commun de taille
2 apparait en rouge (a` gauche) dont les comple´tudes (a` droite) sont isomorphes.
Donc un LECNS de ces deux sous-graphes d’ARN est de taille (non-canonique) 2.
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3.1.2 Mesure de similarite´
La similarite´ de deux sous-graphes d’ARN G1 et G2, note´e sim(G1, G2), est
de´finie par :
sim(G1, G2) =


||LECNS(G1, G2)||
max(||G1||, ||G2||)
si ||LECNS(G1, G2)|| > 1
0 sinon.
(3.1)
Un LECNS forme´ d’une seule areˆte non-canonique n’est pas conside´re´ comme
un noyau de motif valide, d’ou` la condition ||LECNS(G1, G2)|| > 1 .
La mesure de similarite´ sim ve´rifie les proprie´te´s suivantes :
– 0 ≤ sim(G1, G2) ≤ 1,
– sim(G1, G2) = sim(G2, G1) (Syme´trie)
– sim(G1, G2) = 1 =⇒ les comple´tudes des plus grands sous-graphes non-
canoniques de G1 et G2 sont isomorphes.
– sim(G1, G2) = 0 =⇒ G1 et G2 n’ont pas de sous-graphe non-canonique
commun extensible de taille > 1.
De manie`re duale, la mesure de dissimilarite´ de deux sous-graphes d’ARN,
note´e dis(G1, G2), est de´finie par :
dis(G1, G2) = 1− sim(G1, G2)
3.1.3 Imple´mentation
Le graphe d’ARN qui mode´lise une structure tertiaire est repre´sente´ en me´-
moire par une liste d’adjacence. Dans ce graphe, le nombre d’areˆtes incidentes
a` un sommet est borne´ par la constante 7. En effet, de chaque nucle´otide (i.e.
un sommet dans le graphe d’ARN) peuvent eˆtre issus :
- au plus deux liens backbone (oriente´s 5′ et 3′ respectivement),
- au plus trois interactions impliquant les trois coˆte´s de la base : W, H et S.
- et au plus deux interactions de type empilement 55 et 33 (Note : l’empile-
ment 35 ou 53, spe´cifique au squelette sucre-phosphate, n’a pas e´te´ conside´re´
car il ne constitue pas un type d’interaction remarquable).
Un sous-graphe d’ARN, lui, est repre´sente´ sous forme d’un enregistrement
ou` sont stocke´s :
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- l’ordre du sous-graphe,
- la taille du sous-graphe,
- l’ensemble des identifiants des sommets donne´ par une liste chaˆıne´e, ordon-
ne´e arbitrairement,
- l’ensemble des identifiants des areˆtes donne´ par une liste chaˆıne´e, ordonne´e
arbitrairement,
- la signature non-canonique du sous-graphe.
Dans le choix de cette dernie`re structure de donne´es, l’optimisation de l’es-
pace me´moire a e´te´ priviligie´e par rapport au temps de parcours des listes.
I) Proce´dure Comple´tude
Soient un sous-graphe non-canonique g = (W,F ) d’un sous-graphe d’ARN
G = (V,E). La proce´dure Comple´tude(g,G) retourne la comple´tude de g dans
G.
——————————————————————————————–
Proce´dure Comple´tude
Entre´e : Sous-graphes g = (W,F ) et G = (V,E)
Sortie : Sous-graphe d’ARN g′ = (W ′, F ′)
———————————————————————————————
1 De´but
2 W ′ ← W , F ′ ← F
3 Pour chaque sommet w dans W faire
4 Pour chaque sommet v voisin de w dans V faire
5 Si (l’areˆte (w, v) a une e´tiquette de type canonique ou “backbone”
6 et v n’est pas dans W ) alors
7 W ′ ←W ′ ∪ {v} ;
8 F ′ ← F ′ ∪ {(w, v)} ;
9 Fin pour ;
10 Fin pour ;
11 Retourner g′ = (W ′, F ′)
12 Fin
———————————————————————————————
Complexite´ au pire :
- En temps :
Le parcours des sommets de W se fait en | W | e´tapes. Le parcours des
sommets v de V voisins de w se fait en O(1). Le test du type d’une e´tiquette
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d’areˆte se fait en O(1) et le test de l’appartenance d’un sommet a` W doit
parcourir tout W . Ainsi, la complexite´ en temps au pire de la proce´dure
Comple´tude(g,G) est en O(|W |2).
- En espace :
L’espace me´moire ne´cessaire pour repre´senter un sous-graphe d’ARN G =
(V,E) est en O(| V |). La complexite´ en me´moire de la proce´dure Comple´-
tude(g,G) est donc en O(|W | + | V |) (i.e. espace requis pour stocker les
sous-graphes g et G).
II) Proce´dure LECNS
Le principe de fonctionnement de cette proce´dure est le suivant : on compare
en paralle`le les combinaisons d’areˆtes non-canoniques appartenant aux deux
sous-graphes. On ne s’inte´resse qu’aux paires de combinaisons qui ont des en-
sembles identiques d’e´tiquettes. Si ces deux combinaisons d’areˆtes posse`dent
des comple´tudes isomorphes, alors un sous-graphe non-canonique commun
extensible est trouve´. Comme il s’agit d’obtenir un sous-graphe extensible de
taille maximum, on commence par explorer les combinaisons d’areˆtes non-
canoniques dans l’ordre de´croissant de leurs tailles. La recherche s’arreˆte au
premier LECNS trouve´.
a) Notations
Soient G1 et G2 deux sous-graphes d’ARN. Notons :
- n1 (resp. n2) l’ordre de G1 (resp. G2),
- m1 (resp. m2) la taille de G1 (resp. G2),
- G1.ncsig (resp. G2.ncsig) la signature non-canonique de G1 (resp. G2),
- S12 l’ensemble des caracte`res obtenu par concate´nation sans redondance
des e´tiquettes communes a` G1.ncsig et G2.ncsig, ordonne´ par ordre alpha-
be´tique,
- E1 (resp. E2) le tableau contenant les identifiants, ordonne´s arbitrairement,
des areˆtes de G1 (resp. G2) dont les e´tiquettes sont dans S12,
- Ge´ne´rer partie(E1, i) (resp. Ge´ne´rer partie(E2, i)) une fonction qui ge´ne`re
exhaustivement et sans redondance les parties de E1 (resp. E2) de taille i. A
chaque appel, elle retourne un pointeur sur une nouvelle partie de E1 (resp.
E2) de taille i s’il reste des parties a` ge´ne´rer. Retourne NULL sinon,
- p1 (resp. p2) un pointeur sur une partie de E1 (resp. E2),
- p1.graphe (resp. p2.graphe) le graphe induit par les areˆtes d’une partie de
E1 (resp. E2) pointe´e par p1 (resp. p2).
- Mapping un ensemble (initialement vide) de deux listes de tuples d’identi-
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fiants de sommets et d’areˆtes retourne´s par la proce´dure Isomorphisme.
b) Pseudo Code
——————————————————————————————–
Proce´dure LECNS
Entre´e : Sous-graphes G1 et G2, Ensemble de caracte`res S12
Sortie : Mapping initialise´ a` ∅
———————————————————————————————
1 De´but
2 E1 ← identifiants des areˆtes de G1 dont les e´tiquettes sont dans S12
3 E2 ← identifiants des areˆtes de G2 dont les e´tiquettes sont dans S12
4 Taillemin ← min(| E1 |, | E2 |)
5 Pour i = Taillemin a` 2 faire
6 p1 ← Ge´ne´rer partie(E1, i) ;
7 Tant que (p1 6= NULL) faire
8 g1 ← p1.graphe ;
9 p2 ← Ge´ne´rer partie(E2, i) ;
10 Tant que (p2 6= NULL) faire
11 g2 ← p2.graphe ;
12 Si (g1.ncsig = g2.ncsig) alors
13 g1 ← Comple´tude (g1, G1) ;
14 g2 ← Comple´tude (g2, G2) ;
15 Si (g1.ordre = g2.ordre et g1.taille = g2.taille) alors
16 Mapping ← Isomorphisme(g1, g2) ;
17 Si Mapping 6= ∅ alors retourner Mapping
18 sinon p2 ← Ge´ne´rer partie(E2, i) ;
19 sinon p2 ← Ge´ne´rer partie(E2, i) ;
20 sinon p2 ← Ge´ne´rer partie(E2, i) ;
21 Fin tant que ;
22 p1 ← Ge´ne´rer partie(E1, i) ;
23 Fin tant que ;
24 Fin pour ;
25 Retourner Mapping ;
26 Fin.
——————————————————————————————–
c) Explication de l’algorithme
Lignes 2 et 3
L’algorithme commence par re´duire l’ensemble des areˆtes a` examiner dans
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chaque sous-graphe d’entre´e aux ensembles E1 et E2 d’areˆtes dont les e´ti-
quettes sont dans S12. En effet, si G1 et G2 ont un sous-graphe non-canonique
commun, alors sa signature non-canonique est force´ment incluse dans S12.
De plus, sa taille sera borne´e par le cardinal Taillemin du plus petit des
ensembles E1 et E2.
Lignes 6 a` 23
On commence par ge´ne´rer une premie`re partie de E1 de taille i et une pre-
mie`re partie de E2 de meˆme taille i, stocke´es respectivement dans p1 et
p2. Puis on teste si les signatures non-canoniques des graphes p1.graphe et
p2.graphe sont e´gales. Si oui, on calcule les comple´tudes de p1.graphe dans
G1 et p2.graphe dans G2 respectivement puis on teste leur isomorphisme par
appel de la proce´dure Isomorphisme. Si les comple´tudes sont isomorphes, leur
Mapping est retourne´ et l’algorithme s’arreˆte. Sinon, on ge´ne`re une nouvelle
partie de E2 pour la comparer avec la premie`re partie de E1 (exe´cuter les
lignes 11 a` 15). Si cette comparaison trouve un Mapping non vide, on le
retourne et l’algorithme s’arreˆte. Sinon, on ge´ne`re une nouvelle partie de E2
et la compare a` nouveau avec la premie`re partie de E1.
Lorsque, pour une partie donne´e de E1 de taille i, on e´puise toutes les parties
de E2 de taille i sans trouver de Mapping non vide, on ge´ne`re une nouvelle
partie de E1 de taille i que l’on va comparer successivement avec les parties
de E2 de meˆme taille i dans l’ordre de leur ge´ne´ration. L’algorithme proce`de
ainsi jusqu’a` trouver un Mapping non vide (le retourner alors et s’arreˆter),
ou bien retourner un Mapping vide et s’arreˆter apre`s avoir effectue´ toutes
les comparaisons de paires de parties de E1 et E2 de toutes les tailles allant
de Taillemin a` 2.
Pour s’assurer que le premier Mapping trouve´ corresponde a` un sous-graphe
non-canonique commun de taille maximum, on ge´ne`re les parties de E1 et
E2 dans l’ordre de´croissant de leurs tailles, en commenc¸ant par Taillemin et
descendant jusqu’a` 2.
L’algorithme LECNS retourne le premier sous-graphe non-canonique com-
mun extensible maximum trouve´, ce qui s’est ave´re´ suffisant en pratique pour
de´tecter une similarite´ entre deux occurrences d’un meˆme motif. Cependant,
il est aise´ de le modifier de manie`re a` renvoyer tous les sous-graphes communs
extensibles de (meˆme) taille maximum, note´e taillemax. Pour cela, il suffit
de ge´ne´rer et tester toutes les parties de E2 de taille taillemax.
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La fonction Ge´ne´rer partie(Ek, i) (k = 1, 2) peut eˆtre imple´mente´e en utili-
sant un au choix des algorithmes d’e´nume´ration des combinaisons de i parmi
n (i < n) ve´rifiant les proprie´te´s de changement minimal et sans boucle (“Mi-
nimal Change and Loopless Properties”). Une ge´ne´ration de combinaisons
ve´rifie la proprie´te´ de changement minimal si toute combinaison, a` l’excep-
tion de la premie`re, est ge´ne´re´e a` partir de la pre´ce´dente en remplac¸ant un
e´le´ment seulement. Un algorithme de ge´ne´ration de combinaisons est dit sans
boucle si le nombre maximum d’ope´rations ne´cessaires pour ge´ne´rer une com-
binaison est une constante inde´pendante de n et k. Deux algorithmes d’e´nu-
me´ration de combinaisons ve´rifiant ces deux proprie´te´s sont de´crits dans [35].
L’algorithme d’Isomorphisme utilise´ est celui de Valiente [67]. Dans sa version
originale, cet algorithme produit tous les Mappings possibles. Cependant,
l’algorithme LECNS utilise une version modifie´e de l’algorithme de Valiente
dans laquelle un seul Mapping est retourne´ (le premier trouve´).
Le proble`me d’isomorphisme de graphes n’est ni NP-complet ni polynomial
[67]. Toutefois plusieurs algorithmes ont e´te´ propose´s pour calculer l’isomor-
phisme de deux graphes. Cinq parmi les plus connus d’entre eux ont e´te´
imple´mente´s dans la bibliothe`que LEDA [51]. Dans un comparatif de leurs
performances [62] sur une base de donne´es de graphes particuliers 2 [21] l’al-
gorithme de Valiente n’apparait pas comme le plus rapide. Cependant, dans
le contexte de nos sous-graphes d’ARN dont l’ordre ne de´passe pas 40 som-
mets et l’alphabet d’e´tiquettes est de cardinal 14, cet algorithme s’est ave´re´
suffisamment rapide.
Afin d’identifier la se´quence signature du motif, seules les e´tiquettes des areˆtes
sont prises en conside´ration dans la recherhe d’un isomorphisme. Ainsi, si
deux areˆtes dans G1 et G2 ont meˆme orientation et meˆme e´tiquette, elles
seront associe´es meˆme si les sommets aux extre´mite´s ne posse`dent pas les
meˆmes e´tiquettes.
2Graphes connecte´s ale´atoirement, graphes filets 2D, 3D, 4D et graphes a` degre´ borne´.
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d) Complexite´ au pire
- En temps :
Supposons, sans perte de ge´ne´ralite´, que n1 ≤ n2 . L’algorithme d’isomor-
phisme de Valiente a une complexite´ en temps au pire de O((n1 + 1)!) [67].
Je rappelle que cette complexite´ est celle de la version originale qui renvoie
tous les mappings possibles. L’algorithme LECNS se contente, quant a` lui, du
premier mapping trouve´. En pratique, ceci re´duit significativement le temps
de calcul.
L’exe´cution des lignes 2 et 3 de la proce´dure LECNS ne´cessite de parcourir
toutes les areˆtes de G1 et G2 pour construire les ensembles E1 et E2. Elle a
donc une complexite´ en O(m1 +m2).
La boucle d’exe´cution des comparaisons apparie´es (a` partir de la ligne 5)
effectue au pire (Taillemin ·
∑Taillemin
i=2
(
|E1|
i
)
·
∑Taillemin
i=2
(
|E2|
i
)
) fois deux ap-
pels de la proce´dure Comple´tude et un appel de la proce´dure Isomorphisme.
Ces deux proce´dures travaillent sur des sous-graphes de G1 et G2. Les ordres
et tailles de ces sous-graphes sont borne´s, respectivement, par les ordres et
tailles de G1 et G2. Cette dernie`re e´tape couˆte donc au pire :
O(Taillemin ·
∑Taillemin
i=2
(
|E1|
i
)
·
∑Taillemin
i=2
(
|E2|
i
)
· (n21 + n
2
2 + (n1 + 1)!).
Le couˆt total de la proce´dure LECNS est donc en :
O
(
Taillemin ·
Taillemin∑
i=2
(
| E1 |
i
)
·
Taillemin∑
i=2
(
| E2 |
i
)
·
(
n21 + n
2
2 + (n1 + 1)!
))
- En espace :
La proce´dure LECNS compare deux sous-graphes G1 et G2 ne´cessitant un
espace en O(n1 + n2).
Les lignes 2 et 3 stockent les identifiants des areˆtes de E1 et E2. L’espace
requis est donc en O(| E1 | + | E2 |).
A partir de la ligne 5, le pire sce´nario pour chaque ite´ration se produit
lorsque les deux parties ge´ne´re´es puis compare´es ont la meˆme signature non-
canonique et leurs comple´tudes posse`dent meˆme ordre et meˆme taille. Dans
ce cas, la proce´dure Isomorphisme sera appele´e. Cette dernie`re ne´cessite un
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espace en O(n21) [67].
La fonction Ge´ne´rer partie(Ek, i) (k = 1, 2) peut eˆtre imple´mente´e en utili-
sant l’algorithme a` pile non-re´cursif de [35]. Dans ce cas, elle ne´cessitera une
pile de taille i, i e´tant borne´ par Taillemin.
La complexite´ au pire en espace de la proce´dure LECNS est donc en O(n21).
e) En pratique
L’algorithme LECNS (imple´mente´ par une version moins optimise´e en en-
combrement me´moire) a e´te´ exe´cute´ sur des graphes d’ARN de structures
ribosomiques dont les trois plus grandes sont :
- l’ARNr 16S de T.thermophilus (code PDB 1J5E) : 1513 nucle´otides,
- l’ARNr 23S de H.marismortui (code PDB 1S72, chaˆıne 0) : 2754 nucle´o-
tides,
- l’ARNr 23S de E.coli (code PDB 2AW4, chaˆıne B) : 2841 nucle´otides.
Le temps d’exe´cution le plus long a e´te´ enregistre´ pour deux sous-graphes
(repre´sentant deux jonctions de l’ARNr 23S de E.coli) ayant respectivement
27 et 36 sommets. Ce temps est de 0.48 secondes obtenu sur un Pentium 4
de fre´quence 2.4GHZ.
3.2 Me´thode d’extraction des motifs
3.2.1 Module Planarisation
Des structures cristallographiques d’ARN ribosomique ont e´te´ te´le´charge´es a`
partir de la Nucleic acid DataBase (NDB) [6], une base de donne´es de´die´e
aux acides nucle´iques.
Ces structures sont fournies en entre´e au programme d’annotation Rnaview
[74] qui produit le graphe d’ARN correspondant a` la structure entre´e. Au-
trement dit, toutes les interactions pre´sentes dans une structure tertiaire
annote´es selon la nomenclature Leontis-Westhof.
De ce graphe, on supprime les pseudo-noeuds en utilisant le programme
Secrna de´veloppe´ par Y. Ponty [59] et on supprime provisoirement les areˆtes
de type non-canonique. Cette e´tape a pour but de re´duire le graphe d’ARN
au graphe de la structure secondaire sans pseudo-noeuds.
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3.2.2 Module Catalogue
Ce graphe de la structure secondaire sans pseudo-noeuds peut, a` son tour,
eˆtre mode´lise´ par une structure d’arbre [28, 1] comme illustre´ par la figure 3.4.
Dans cet arbre, une base libre est repre´sente´e par une feuille et une paire de
bases par un noeud interne.
Feuilles (a)
(b)
(d)
(c)
(b)
(a)
(d)
(c)
Noeuds internes
Fig. 3.4 – Arbre repre´sentant une structure secondaire d’ARN.(a) triple jonction.
(b) boucle interne. (c) boucle terminale. (d) renflememt droit. Figure extraite de
[1] avec adaptation.
Une fois cet arbre construit, on extrait les noeuds internes qui correspondent
aux renflements, boucles internes, jonctions et boucles terminales.
Une boucle terminale est un noeud interne dont tous les fils sont des feuilles.
Un renflement droit (resp. gauche) est un noeud interne dont le dernier fils
(resp. le premier fils) est un noeud interne et tous les autres fils des feuilles.
Une jonction est un noeud interne ayant au moins deux fils noeuds internes et
un nombre quelconque (pouvant eˆtre nul) de fils feuilles. Une boucle interne
est un noeud interne ayant exactement un fils noeud interne et un premier
et un dernier fils feuilles.
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L’algorithme utilise´ pour la construction de l’arbre est ceui de J. Allali [1] :
——————————————————————————————
Proce´dure Arbre
Entre´e : Graphe de la structure secondaire d’ordre N
Sortie : Racine r de l’arbre
——————————————————————————————
1 De´but
2 % Remplir une table T de meˆme taille N que la se´quence (i.e. ordre du graphe),
3 % ordonne´e par ordre croissant de l’extre´mite´ 5′ vers l’extremite´ 3′.
4 Pour i = 1 a` N faire
5 T [i]← j si i est apparie´ a` j
6 T [i]← −1 si i est non apparie´
7 Fin pour ;
8 % Parcourir T et construire l’arbre sous forme d’une pile :
9 Cre´er une racine r et l’empiler.
10 Pour i = 1 a` N faire
11 si (T [i] = −1) cre´er une feuille et l’ajouter comme fils
12 du noeud interne au sommet de la pile ;
13 si (T [i] > i) cre´er un noeud interne et l’ajouter comme fils
14 du noeud interne au sommet de la pile ;
15 si (T [i] < i) de´piler le sommet de la pile ;
16 Fin pour ;
17 Retourner le sommet de la pile r ;
18 Fin.
——————————————————————————————
Maintenant a` chacun de ces noeuds internes (repre´sentant des e´le´ments de
structure secondaire), on restitue toutes les areˆtes de type non-canonique re-
liant deux quelconques de ses nucle´otides. On obtient ainsi un catalogue ou
liste d’e´le´ments de structure secondaire enrichis de toute l’information sur
leurs interactions tertiaires locales (Figure 3.5).
Des exemples de catalogues sont disponibles a` l’adresse :
http://www.lri.fr/~md/RNA/CATALOGUE/catalogue.htm
Note : On remarquera que les areˆtes de type empilement n’apparaissent pas
dans ces catalogues. La raison est que l’annotation de Rnaview n’adopte pas
la classification de´crite dans la section 1.2.2. Cette dernie`re a e´te´ propose´e
dans l’annotateur FR3D [61] a` une date poste´rieure a` la re´alisation de ce
travail (Juillet 2007).
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Fig. 3.5 – Exemples d’e´le´ments de structure secondaire tels que produits par le
module Catalogue.
3.2.3 Module Similarite´
Pour chaque paire d’e´le´ments du catalogue, on teste s’ils ont en commun au
moins deux e´tiquettes non-canoniques. Cette condition exprime le fait qu’une
structure consensus, si elle existe, doit eˆtre compose´e d’au moins deux areˆtes
non-canoniques, puisqu’une seule areˆte non-canonique n’est pas suffisante
pour former un motif biologiquement valide.
Si les deux e´le´ments du catalogue compare´s ve´rifient cette condition, la pro-
ce´dure LECNS est appele´e et une mesure de dissimilarite´ est calcule´e en uti-
lisant la formule de´finie dans la section 3.1.2. On remplit ainsi une matrice
de dissimilarite´s qui sera envoye´e en entre´e au module suivant.
3.2.4 Module Clustering
Les me´thodes de clustering utilisent la dissimilarite´ entre objets pour former
des clusters d’objets similaires. Ces me´thodes n’exigent pas que cette dissimi-
larite´ soit une distance (i.e. me´trique). Le choix de cette mesure de´pend de la
nature des donne´es et du pouvoir de cette dernie`re a` “capturer” l’information
la plus pertinente dans l’e´valuation de la similarite´.
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Dans ce module, on applique sur la matrice de dissimilarite´s un clustering
hie´rarchique. Le choix de ce type de clustering sera mieux compris apre`s
avoir pre´sente´ son principe ge´ne´ral :
Initialement, chaque individu (i.e. sous-graphe d’ARN) forme un cluster. On
cherche a` re´duire le nombre de clusters en proce´dant ite´rativement. A chaque
e´tape, on fusionne les clusters les plus similaires en utilisant une re`gle de lien
(dite aussi d’agglome´ration) base´e sur une mesure de distance entre clusters.
Notons que cette mesure de distance ne doit pas eˆtre confondue avec la me´-
trique de´finie dans la section 2.2.2.
Lorsque les clusters sont forme´s d’objets individuels, la distance entre clus-
ters est e´gale a` la mesure de dissimilarite´ choisie. Si les clusters sont forme´s
de plusieurs individus, diverses possibilite´s existent. Par exemple, la distance
entre deux clusters sera e´gale a` la distance entre les deux objets (appartenant
chacun a` un cluster) qui sont les plus proches voisins (“nearest neighbors”).
Une autre mesure de lien consiste a` calculer la distance moyenne entre toutes
les paires d’individus dans les deux clusters. Cette me´thode est connue sous
le nom de UPGMA (“Unweighted Pair-Group Methods using arithmetic Ave-
rages”) [63].
Le re´sultat d’un clustering hie´rarchique est une repre´sentation graphique sous
forme d’arbre appele´e dendrogramme (Figure 3.7). Les feuilles de l’arbre sont
les individus aligne´s sur l’axe des abcisses. Les distances de lien sont indi-
que´es en ordonne´es. Lorsque deux clusters sont lie´s par une distance d, deux
traits verticaux sont trace´s des abcisses des clusters jusqu’a` l’ordonne´e d puis
ils sont relie´s par un trait horizontal.
Ainsi, toutes les relations de proximite´ entre individus apparaissent claire-
ment sur l’arbre, permettant d’y repe´rer les e´ventuelles incohe´rences de clas-
sification. C’est cet avantage, non offert par d’autres types de clustering (ex.
le clustering par partitionnement), qui a motive´ notre choix du clustering
hie´rarchique pour classifier nos motifs d’ARN. Quant a` la re`gle d’agglome´ra-
tion, la me´thode UPGMA a e´te´ choisie car, de toutes les re`gles de lien teste´es,
elle a e´te´ celle qui a permis d’obtenir des clusters bien diffe´rencie´s pour les
motifs connus.
Une fois le dendrogramme produit, l’e´tape suivante consiste a` couper l’arbre
au niveau d’un seuil de dissimilarite´ de manie`re a` extraire des clusters re-
groupant distinctement des motifs biologiquement valides.
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Cette dissimilarite´-seuil a e´te´ fixe´e de manie`re empirique en observant les
occurrences de motifs connus, re´pertorie´es dans [40, 45]. Les familles (dis-
tinctes) de motifs pre´sentant des similarite´s sont la boucle E et la boucle
Sarcin-ricin [40]. Un seuil de dissimilarite´ de 0.4 (i.e. une similarite´ de 0.6)
s’est ave´re´ le plus optimal pour e´viter de regrouper une variante de la boucle
E avec une variante perturbe´e de la boucle Sarcin-ricin (Figure 3.6).
sim=4/max(6,4)=0.6
sim
=2/m
ax(2,4)=0.5
si
m
=2
/m
ax
(2
,6
)=
0.
3
Sarcin−ricin#2
Boucle−E#1
Sarcin−ricin#1
Fig. 3.6 – Seuil de similarite´ optimal pour regrouper des occurrences d’une meˆme
famille, ici le motif Sarcin-ricin.
La figure 3.7 montre le dendrogramme d’un clustering hie´rarchique utilisant
la me´thode UPGMA applique´ au catalogue de la chaˆıne 23S de l’ARN ribo-
somique de l’organisme H. marismortui. Ce dendrogramme a e´te´ produit en
utilisant la fonction hclust du paquetage R project for statistical computing 3.
Les clusters, obtenus a` partir d’un seuil de dissimilarite´ de 0.4, repre´sentent
des motifs potentiels.
3http ://www.r-project.org/
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Fig. 3.7 – Dendrogramme de la chaˆıne 23S de l’ARN ribosomique de H. marismortui (code PDB 1S72). Les clusters obtenus
a` partir d’un seuil de dissimilarite´ 0.4 sont encadre´s et e´tiquete´s par des lettres de l’alphabet. Lorsqu’un cluster correspond
a` un motif structural connu, cette lettre est la premie`re de son nom. Exemple “S” pour le motif “Sarcin-ricin”, “K” pour le
motif “Kink-turn”, etc.
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3.3 Re´sultats
Afin de ve´rifier que la me´thode rede´couvre automatiquement et sans a priori
les motifs re´pertorie´s dans [40, 45], les meˆmes structures ribosomiques cris-
tallographiques ont e´te´ utilise´es :
– l’ARNr 23S et 5S de H. marismortui (code PDB 1S72),
– l’ARNr 23S et 5S de E.coli (code PDB 2AW4),
– et l’ARNr 16S de T. thermophilus (code PDB 1J5E).
Les re´sultats du clustering ont re´ve´le´ que la mesure de similarite´ choisie re-
pre´sente un bon indicateur de la similarite´ de deux occurrences d’un meˆme
motif pourvu que le nombre d’areˆtes non-canoniques qu’elles ont en com-
mun contribue d’au moins 2/3 dans la taille non-canonique du plus grand
de leurs sous-graphes correspondants. Dans le cas contraire, la valeur du de´-
nominateur dans la formule de similarite´ fera baisser la valeur de celle-ci.
Deux occurrences comportant une structure commune identique seront ainsi
conside´re´es comme dissimilaires.
Pour traiter ces cas particuliers, une e´tape supple´mentaire a e´te´ ajoute´e : une
fois le dendrogarmme construit et les clusters forme´s avec le seuil optimal, on
identifie pour chaque cluster un sous-graphe commun non-canonique appele´
noyau non-canonique et on le compare avec les sous-graphes non clusteri-
se´s avec le seuil optimal. Si cette comparaison trouve un LECNS de taille
non-canonique supe´rieure a` 1, le nouveau sous-graphe est ajoute´ au cluster.
Ainsi, on s’assure que toutes les occurrences d’un (graphe de) motif sont bien
de´tecte´es.
Les clusters de motifs potentiels ont e´te´ valide´s en ve´rifiant que :
– les motifs re´pertorie´s dans [40, 45] (Sarcin-ricin, E-loop, K-turn et C-loop)
forment bien des clusters distincts,
– les membres d’un cluster se superposent “bien” en 3D, autrement dit ont
une valeur de RMSD < 1.9 A˚. Cette RMSD est obtenue par invocation
de la commande align de Pymol [14] qui effectue un alignement en 3D des
bases tout en minimisant la RMSD. Par exemple les clusters L, M et N
du dendrogramme de la figure 3.7 ne ve´rifient pas cette condition. Ils ne
seront donc pas retenus.
La figure 3.8 montre les diagrammes 2D des motifs re´currents extraits a` partir
des dendrogrammes des trois structures utilise´es. Les chaˆınes 5S de l’ARNr de
H.marismortui et E.coli ne contenaient pas a` elles seules de motifs re´currents.
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Fig. 3.8 – Diagrammes 2D des motifs re´currents trouve´s dans H.m 23S, E.coli
23S et T.th 16S.
La table 3.1 donne pour chaque motif le nombre d’occurrences trouve´es dans
chaque structure. Si ce motif correspond a` un motif connu, la re´fe´rence bi-
bliographique de ce dernier est e´galement indique´e.
L’ensemble des motifs obtenus sont de´taille´s dans [16] et regroupe´s dans une
page Web a` l’adresse :
http://rna3dmotif.lri.fr/repository.html
L’annexe A montre un exemple de motif connu appele´ Hook-turn.
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Motifs Mole´cule PDB #Occur. Connu/Non-connu
(C) H.m23S 1S72 2 C-loop [45]
E.coli23S 2AW4 2 C-loop [45]
(K) H.m23S 1S72 2 K-turns KT-7, KT-38 [45]
(S) H.m23S 1S72 6 Sarcin-ricin [40]
E.coli23S 2AW4 5 Sarcin-ricin [40]
T.th16S 1J5E 2 Sarcin-ricin [40]
(H) H.m23S 1S72 5 Hook-turn [65]
E.coli23S 2AW4 6 Hook-turn [65]
(A) H.m23S 1S72 3 A-minor [46]
(E) H.m23S 1S72 3 23S E-loop [40]
T.th16S 1J5E 4 23S E-loop [40]
(F) E.coli23S 2AW4 5 23S E-loop dont une sarcin G2664 [40]
H.m23S 1S72 5 23S E-loop dont une sarcin G911 [40]
(G) E.coli23S 2AW4 2 23S E-loop [40]
(R) H.m23S 1S72 7 Reverse K-turn [39]
E.coli23S 2AW4 6 Reverse K-turn [39]
(T) E.coli23S 2AW4 8 Tandem sheared
H.m23S 1S72 6 Tandem sheared dont 2 K-turns KT-46, KT-58 [45]
T.th16S 1J5E 2 Tandem sheared
(B) H.m23S 1S72 2 non-connu
(D) E.coli23S 2AW4 2 non-connu
(I) T.th16S 1J5E 2 non-connu
(J) T.th16S 1J5E 2 non-connu
Tab. 3.1 – Liste des clusters forme´s dans H.m 23S, E.coli 23S et T.th 16S.
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3.4 Rna3Dmotif
La me´thode de´crite dans ce chapitre est imple´mente´e dans une suite de trois
programmes inde´pendants appele´e Rna3Dmotif te´le´chargeable a` l’adresse :
http://rna3dmotif.lri.fr
Ces programmes sont e´crits en C et tournent sous Linux. Ils sont appele´s
Catalog, Dendro et Lecns et s’exe´cutent via des scripts shell.
a) Programme Catalog
Produit le catalogue des e´le´ments de structure secondaire d’une chaˆıne don-
ne´e d’une structure donne´e. Pratiquement, ce programme accepte en entre´e
le nom d’une structure “xxx.pdb” et le nume´ro d’ordre de la chaˆıne d’inte´reˆt
et produit en sortie une page HTML ou` les e´le´ments de structure 2D sont
liste´s dans une table. Chacun d’eux est donne´ par :
– un identifiant correspondant a` son rang dans la repre´sentation d’arbre de
la structure secondaire sans pseudo-noeuds,
– l’ensemble des codes d’e´tiquettes de ses areˆtes non-canoniques,
– un descripteur de´taillant l’ensemble de ses nucle´otides et les interactions
qui les relient,
– une repre´sentation 2D de son graphe produite avec Graphviz 4
– une vue 3D produite avec Pymol [14].
Des exemples de re´sultats produits par ce programme sont disponibles a` :
http://rna3dmotif.lri.fr/catalogue.html
b) Programme Dendro
Produit le dendrogramme d’un catalogue donne´ (fichier au format PS) par
invocation de la fonction hclust du paquetage R 5.
Des exemples de dendrogrammes produits par ce programme sont te´le´char-
geables a` :
http://rna3dmotif.lri.fr/clustering.html
4http ://www.graphviz.org/
5http ://www.r-project.org
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c) Programme Lecns
Renvoie un LECNS de deux sous-graphes correspondant a` deux e´le´ments d’un
catalogue. Concre`tement, prend en entre´e le nom d’une structure “xxx.pdb”,
le nume´ro d’ordre de la chaˆıne d’inte´reˆt ainsi que deux identifiants d’e´le´-
ments du catalogue, et renvoie en sortie les mappings de leurs sommets et
leurs areˆtes si la taille non-canonique d’un LECNS possible est supe´rieure a`
un.
Des tests de ce programme peuvent eˆtre lance´s a` partir de :
http://rna3dmotif.lri.fr/lecns.html
Les instructions d’installation de Rna3Dmotif ainsi que des sce´narii d’exe´cu-
tion sont disponibles a` l’adresse :
http://rna3dmotif.lri.fr/download.html

Chapitre 4
Les motifs d’interaction
Dans le chapitre pre´ce´dent, j’ai pre´sente´ une me´thode d’extraction et de clas-
sification d’un premier type de motifs inse´re´s dans des e´le´ments de structure
secondaire appele´s motifs locaux. Un autre type de motifs implique des e´le´-
ments de structure secondaire distincts. Le roˆle de ces motifs est d’induire
le repliement en des formes plus compactes de domaines 1 ou sous-domaines
de la mole´cule. Ils font intervenir des interactions dites longue-distance. Le
premier connu de ces motifs est le kissing-loop dans lequel deux boucles ter-
minales sont relie´es par un pseudo-noeud. Plus re´cemment, un autre motif,
appele´ motif en A-mineur a e´te´ observe´ de manie`re fre´quente dans les struc-
tures d’ARN [57, 47]. Ce motif est compose´ d’interactions de type non-WC
impliquant les coˆte´s Sucre des bases.
Comme les motifs de ce second type font interagir diffe´rents e´le´ments de
structure secondaire, je les appellerai dans la suite motifs d’interaction.
Dans la section 1, je donne la de´finition de motif d’interaction. La section 2
montre comment on calcule la similarite´ de deux motifs d’interaction. Cette
mesure servira a` extraire les motifs d’interaction re´currents selon la me´thode
adopte´e pour les motifs locaux. La section 3 explique une e´tape supple´men-
taire dans la me´thode d’extraction. Cette e´tape est l’algorithme d’identifica-
tion des motifs d’interaction pre´sents dans une structure donne´e. La section
4 pre´sente les re´sultats obtenus.
1Un domaine est une re´gion structuralement autonome d’une mole´cule, entie`rement
stabilise´e par des interactions internes [54].
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4.1 De´finition de motif d’interaction
Les interactions longue-distance de type non-WC me`nent a` diffe´rents types
de motifs et font intervenir deux re´gions en simple brin ou une re´gion en
simple brin et une he´lice [72, 71]. Une re´gion en simple brin, rappelons-le,
appartient a` un e´le´ment de structure secondaire (i.e. boucle interne ou ter-
minale, renflement ou jonction).
Un exemple de motif d’interaction est le motif en A-mineur de´fini dans [48]
comme un “un assemblage de deux ade´nines consecutives qui interagissent
avec deux paires Watson-Crick conse´cutives via des interactions A-mineur”
(i.e. interactions non-WC de type Sucre). (Figure 4.1 )
De ce qui pre´ce`de, une de´finition de motif d’interaction pourrait eˆtre la sui-
vante :
“Un motif d’interaction est un assemblage d’interac-
tions non Watson-Crick contigue¨s reliant d’un coˆte´
un e´le´ment de structure secondaire et de l’autre coˆte´
une he´lice ou un autre e´le´ment de structure secon-
daire.”
4.2 Similarite´ de deux motifs d’interaction
Le calcul de la similarite´ de deux sous-graphes d’ARN mode´lisant deux motifs
d’interaction potentiels ne´cessite le calcul de leur plus grand sous-graphe non-
canonique commun de´line´able (“Largest Delineable Common Non-canonical
Subgraph (LDCNS)”).
4.2.1 De´finitions
De´finition 8 Soit g un sous-graphe non-canonique d’un sous-graphe d’ARN
G. La semi-comple´tude de g dans G est le graphe obtenu en ajoutant a` g
toutes les areˆtes de G de type squelette sucre-phosphate (“backbone”) ayant
au moins une extre´mite´ dans g.
De´finition 9 Un sous-graphe non-canonique G12 commun a` deux sous-
graphes d’ARN G1 et G2 est de´line´able si ses semi-comple´tudes dans G1 et
G2, respectivement, sont isomorphes.
De´finition 10 Un LDCNS (“Largest Delineable Common Non-canonical
Subgraph”) de deux sous-graphes d’ARN G1 et G2, note´ LDCNS(G1,G2), est
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[3]
(a)
(b)
[1]
[2] [4]
Fig. 4.1 – (a) Consensus du motif en A-mineur. Figure extraite de [47]. (b)
Diagrammes des re´seaux d’interaction de deux RNase P. Encadre´es en rouge, des
occurrences, nume´rote´es de 1 a` 4, du motif en A-mineur. Figure extraite de [46]
avec adaptation.
un sous-graphe non-canonique commun de´line´able de taille (non-canonique)
maximum.
Note : Un LDCNS de deux sous-graphes d’ARN n’est pas ne´cessairement
connexe.
La figure 4.2 illustre la notion de LDCNS.
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G2
G1
LDCNS(G1,G2)
Fig. 4.2 – (Haut) En bleu, deux sous-graphes d’ARN contenant les occurrences
3 et 4 du motif en A-mineur de la figure 4.1 et de tailles non-canoniques 4 et 3
respectivement. (Bas) En bleu, un LDCNS, le seul possible, de taille non-canonique
3. Il correspond a` la structure consensus du motif.
4.2.2 Mesure de similarite´
La similarite´ de deux motifs d’interaction mode´lise´s par deux sous-graphes
d’ARN G1 et G2, note´e sim(G1, G2), est de´finie par :
sim(G1, G2) =


||LDCNS(G1, G2)||
max(||G1||, ||G2||)
si ||LDCNS(G1, G2)|| > 1
0 sinon.
(4.1)
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La mesure de similarite´ ve´rifie les proprie´te´s suivantes :
– 0 ≤ sim(G1, G2) ≤ 1,
– sim(G1, G2) = sim(G2, G1) (Syme´trie)
– sim(G1, G2) = 1 =⇒ les semi-comple´tudes des plus grands sous-graphes
non-canoniques de G1 et G2 sont isomorphes.
– sim(G1, G2) = 0 =⇒ G1 et G2 n’ont pas de sous-graphe non-canonique
de´line´able commun de taille > 1.
Exemple : La similarite´ des deux occurrences du A-mineur de la figure 4.2
est e´gale a` 3/max(3, 4) = 0.75
De manie`re duale, la mesure de dissimilarite´ de deux motifs d’interaction
mode´lise´s par deux sous-graphes d’ARN G1 et G2, note´e dis(G1, G2), est
de´finie par :
dis(G1, G2) = 1− sim(G1, G2)
4.2.3 Imple´mentation
On utilise la meˆme repre´sentation de graphe que celle vue au chapitre 3.
Le principe de fonctionnement de la proce´dure LDCNS est le meˆme que celui
de la proce´dure LECNS, a` la diffe´rence pre`s que la proce´dure Comple´tude
(g,G) est remplace´e par la proce´dure Semi-comple´tude (g,G). Les complexi-
te´s au pire (en temps et en espace) sont donc e´gales a` celles de la proce´dure
LECNS.
La proce´dure Semi-comple´tude est identique a` la proce´dure Comple´tude (cf.
section 3.1.3) excepte´ que dans la ligne 5 le test du type de l’areˆte se limite
au type “backbone”. Les complexite´s au pire sont donc e´gales a` celles de la
proce´dure Comple´tude.
4.3 Extraction des motifs d’interaction
La me´thode d’extraction des motifs d’interaction re´currents est similaire a` la
me´thode d’extraction des motifs locaux re´currents(cf. section 3.2). Dans le
cas des motifs d’interaction, une e´tape supple´mentaire est ajoute´e : l’identi-
fication des motifs d’interaction apre`s la construction du catalogue des e´le´-
ments de structure secondaire. Cette e´tape est re´alise´e par le module Listing
(Figure 4.3).
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Fig. 4.3 – La me´thode d’extraction des motifs d’interaction ne´cessite une e´tape
supple´mentaire : produire la liste des motifs d’interaction d’une structure. Cette
e´tape est re´alise´e par le module Listing.
4.3.1 Donne´es et catalogue
Un e´chantillon de structures cristallographiques, annote´es par FR3D [61], ont
e´te´ te´le´charge´es2 depuis l’adresse :
http://rna.bgsu.edu/FR3D/
Pour chacune de ces structures on construit son catalogue comme de´crit dans
la section 3.2.2.
4.3.2 Module Listing
Une fois le catalogue consruit, on identifie les motifs d’interaction graˆce a`
la de´finition de la section 4.1 en proce´dant comme suit : pour chaque e´le´-
ment du catalogue, ve´rifier s’il posse`de des bases libres implique´es dans des
interactions non-canoniques distantes, c’est a` dire des interactions dont une
seule extre´mite´ appartient a` l’e´le´ment conside´re´ du catalogue. Dans ce cas,
un motif d’interaction est trouve´. Il sera compose´ de l’ensemble de ces inter-
actions non-canoniques distantes. Ajouter alors au motif les interactions de
type empilement reliant deux quelconques des bases aux extre´mite´s de ses
interactions.
Un motif d’interaction est mode´lise´ par un sous-graphe d’ARN. L’algorithme
d’identification des motifs d’interaction d’une structure donne´e est le suivant :
2Version du 10 Octobre 2008
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——————————————————————————————
Proce´dure Listing
Entre´e : Catalogue de la structure secondaire
Sortie : Liste IM de sous-graphes d’ARN, initialement vide
——————————————————————————————
1 De´but
2 Pour chaque e´le´ment du catalogue faire
3 BL← l’ensemble des bases libres
4 ID ← l’ensemble des interactions non-canoniques distantes ayant
5 une extre´mite´ dans BL
6 Si ID n’est pas vide
7 Cre´er un sous-graphe G = (V,E) ;
8 E ← les e´le´ments de ID ;
9 V ← les bases aux extre´mite´s des areˆtes de E ;
10 Ajouter a` E les areˆtes de type empilement ayant leurs
11 deux extre´mite´s dans V ;
12 IM ← IM ∪ {G} ;
13 Fin si ;
14 Fin Pour ;
15 Supprimer de IM les sous-graphes redondants ;
16 Retourner la liste IM ;
17 Fin.
——————————————————————————————
La ligne 15 supprime les motifs d’interaction en double. En effet, supposons
qu’un motif d’interaction mij relie deux e´le´ments de structure secondaire ap-
pele´s ei et ej (tels que i < j). Lors du parcours de la liste des e´le´ments du
catalogue (Ligne 2), on rencontre ei en premier. L’exe´cution des lignes 3 a`
13 ajoute le sous-graphe correspondant a` mij a` la liste IM . On poursuit le
parcours des e´le´ments du catalogue. On rencontre ej . L’exe´cution des lignes
3 a` 13 ajoutera le sous-graphe correspondant a` mij a` la liste IM . Comme il
s’agit du meˆme motif, une seule “copie” sera garde´e.
Dans la suite, j’appellerai :
- Interacting interfaces les e´le´ments de structure secondaire et les he´lices
auxquels appartiennent les bases aux extre´mite´s des areˆtes d’interaction,
- Contexte structural l’ensemble de ces interacting interfaces.
Des exemples de listings de structures d’ARN sont disponibles a` l’adresse :
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http://www.lri.fr/~md/RIM/bychain.html
(colonne du tableau intitule´e “Listing of interaction motifs”)
4.3.3 Similarite´
Pour chaque paire de motifs d’interaction, pouvant appartenir soit a` la meˆme
structure soit a` des structures diffe´rentes, on calcule une mesure de dissimila-
rite´ en utilisant la formule de la section 4.2.2. Puis, on remplit une matrice de
dissimilarite´s sur laquelle on applique un clustering hie´rarchique en utilisant
la me´thode UPGMA. Pratiquement, ceci est re´alise´ en invoquant la fonction
hclust du paquetage R project for statistical computing.3
4.3.4 Clustering
Cette e´tape de clustering produit un dendrogramme. Les motifs re´currents
sont alors extraits a` partir d’un seuil de similarite´ optimal de 1 (i.e. dissi-
milarite´ e´gale a` 0). Autrememt dit, les clusters sont forme´s de (sous-graphes
de) motifs d’interaction rigoureusement identiques.
Ce seuil optimal a e´te´ de´duit a` partir de l’observation suivante : le motif
en A-mineur de la figure 4.1 est un assemblage de deux interactions Sucre
appele´es respectivement Type I et Type II (Figure 4.4) et est, par conse´quent,
appele´ A-mineur Type I/Type II.
A
A
A
AType II
Type I A
A
Type I/Type II Type I/Type I
Fig. 4.4 – Diffe´rentes combinaisons des interactions A-mineur Type I et Type II
forment diffe´rentes familles de motif en A-mineur.
Des variantes distinctes du A-mineur peuvent eˆtre obtenues par diffe´rentes
combinaisons de ces deux types d’interaction. Ainsi, un A-mineur Type I/
Type I est une famille diffe´rente du A-mineur Type I/ Type II. Or, vu leurs
mode`les de graphe dans lesquels l’areˆte cis Sucre/Sucre est conside´re´e comme
3http ://www.r-project.org/
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Mole´cule Organisme PDB Chaˆıne Re´solution (A˚)
ARNt ASP Yeast 2TRA A 0.00
ARNt PHE Yeast 1EHZ A 0.00
Groupe I intron Azoarcus 1U6B B 3.10
Groupe II intron Synthetic construct 3EOH A 0.00
RNaseP Type A T.thermophilus 1U9S A 2.90
T.maritima 2A2E A 3.85
RNaseP Type B B.subtilis 1NBS A,B 3.15
B.stearothermophilus 2A64 A 3.30
16S ARNr T.thermophilus 1J5E A 3.05
E.coli 2AVY A 3.46
23S ARNr H.marismortui 1S72 0 2.40
E.coli 2AW4 B 3.46
T.thermophilus 2HGU A 4.50
D. radiodurans 1NKW 0 3.10
5S ARNr H.marismortui 1S72 9 2.40
E.coli 2AW4 A 3.46
T.thermophilus 2HGU B 4.50
D.radiodurans 1NKW 9 3.10
Hammerhead ribozyme S.mansoi 2GOZ A 2.20
Synthetic construct 2OEU A 2.00
Guanine riboswitch B.subtilis 1U8D A 1.95
1Y27 X 2.40
V.vulnificus 1Y26 X 2.10
SAM riboswitch T.tengcongensis 2GIS A 2.90
TPP riboswitch E.coli 2GDI X,Y 2.05
Arabidopsis 2CKY A.B 2.90
Tab. 4.1 – Liste des structures cristallographiques utilise´es.
syme´trique, ces deux motifs posse`dent une similarite´ de 3/4 ce qui correspond
a` une dissimilarite´ de 0.25. Donc, si nous voulons que ces deux familles soient
regroupe´es dans des clusters se´pare´s, il faut couper l’arbre du dendrogramme
a` un seuil de dissimilarite´ infe´rieur a` 0.25. D’ou` le seuil 0.
4.4 Re´sultats
Le pipeline d’extraction a e´te´ applique´ a` l’ensemble des structures de la table
4.1.
Les motifs obtenus a` la fin du clustering ont e´te´ valide´s par superposition
en 3D en utilisant la commande align de Pymol [14] (une RMSD < 1.69 A˚
indiquait une “bonne” superposition). Ces motifs sont au nombre de treize et
72 Chapitre 4. Les motifs d’interaction
Motif #Occur. Connu/Nouveau
IM1 15 A-mineur Type I/ Type II
IM2 3 variante A-mineur
IM3 4 variante A-mineur
IM4 4 variante A-mineur
IM5 2 Nouveau
IM6 4 Nouveau
IM7 3 Nouveau
IM8 2 Nouveau
IM9 2 Nouveau
IM10 2 Nouveau
IM11 2 Nouveau
IM12 2 Nouveau
IM13 2 Nouveau
Tab. 4.2 – Motifs d’interaction re´currents trouve´s dans les structures de la table
4.1.
sont regroupe´s dans la table 4.2.
La figure 4.5 montre les diagrammes 2D de quelques uns des 13 motifs d’in-
teraction trouve´s. Ces diagrammes font apparaˆıtre le motif en bleu dans son
contexte structural. La liste de tous les motifs d’interaction est disponible a`
l’adresse :
http://www.lri.fr/~md/RIM/bysim.html
L’annexe B donne les de´tails d’un motif d’interaction nouveau appele´ IM6.
4.5 Comme des pie`ces d’un puzzle
Nous avons vu dans le premier chapitre qu’un motif (local) d’ARN est de´fini
comme un ensemble de paires de bases non-Watson-Crick isoste´riques or-
donne´es et oriente´es qui me`nent a` un repliement caracte´ristique du squelette
sucre-phosphate (cf. section 1.1).
De meˆme, dans la section 4.1, j’ai de´fini un motif d’interaction comme un
assemblage d’interactions non-Watson-Crick contigue¨s reliant d’un coˆte´ un
e´le´ment de structure secondaire et de l’autre coˆte´ une he´lice ou un autre
e´le´ment de structure secondaire.
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Fig. 4.5 – Exemples de motifs d’interaction re´currents mis en e´vidence en bleu dans leur contexte structural.
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Ces deux de´finitions confirment une intuition universellement admise par la
communaute´ structuraliste. Cette intuition voit les motifs d’ARN comme des
poupe´es russes pouvant s’emboˆıter les unes dans les autres pour former des
motifs de tailles variables. Par exemple, dans les motifs locaux de la figure 3.8
(section 3.3) le motif F qui est une variante de la boucle E est un sous-motif
du motif S (i.e. Sarcin-ricin). Aussi, le motif (T) qui est le bien connu tandem
sheared est un sous motif du motif K (i.e. Kink-turn). De meˆme, dans les
motifs d’interaction de la figure 4.5, nous pouvons voir que les motifs IM2 et
IM3 sont des sous-motifs de IM1 (le motif en A-mineur).
La question qui se pose naturellement est la suivante : quelle est la plus petite
brique qui compose un motif structural ?
La re´ponse a` cette question n’a pas encore e´te´ tranche´e. La raison est qu’il
n’existe pas encore de vocabulaire consensuel pour de´crire une structure
d’ARN et par extension ses motifs. D’ailleurs, c’est l’un des objectifs imme´-
diats du Consortium de l’Ontologie de l’ARN (ROC) [3, 38] 4 que de de´finir
de manie`re pre´cise les concepts permettant aux structuralistes de manipuler
un langage commun.
Une premie`re proposition de re´ponse me semble, ne´anmoins, possible si l’on
re´duit la granularite´ d’un motif a` sa plus petite composante : l’interaction
non-Watson-Crick. Ainsi, un motif peut eˆtre vu comme un puzzle dont les
pie`ces e´le´mentaires sont les diffe´rentes interactions non-WC qui le composent.
Par exemple, le motif en A-mineur est un puzzle compose´ de deux pie`ces :
une interaction A-mineur Type II et une interaction A-mineur Type I. On no-
tera ici qu’un motif A-mineur Type I, bien que compose´ de deux interactions
Sucre, est compte´ comme une seule interaction. Plus ge´ne´ralement, “si une
base est relie´e par deux interactions non-WC a` deux bases elles meˆmes re-
lie´es par une paire de bases WC alors les deux interactions non-WC comptent
pour une seule.” (Communication personnelle de E. Westhof).
Dans une tentative de de´celer les interactions tertiaires qui composent fre´-
quemment les motifs d’interaction ainsi que leurs partenaires pre´fe´rentiels,
j’ai de´compose´ les 13 motifs re´currents de la table 4.2 en leurs pie`ces e´le´-
mentaires : les interactions tertiaires. Ensuite, j’ai organise´ ces interactions
sous la forme d’un tableau dans lequel on peut voir pour chaque interaction
tertiaire, son interaction (tertiaire) partenaire et dans quel motif elles sont
4http ://roc.bgsu.edu/
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combine´es.
Ce tableau est disponible a` l’adresse :
http://www.lri.fr/~md/RIM/puzzles.html
La figure 4.6 montre un exemple d’interaction tertiaire, trans WC/WC, qui
contribue a` la composition de deux motifs d’interaction diffe´rents : IM5 et
IM12.
Fig. 4.6 – Motifs d’interaction vus comme des combinaisons varie´es des pie`ces
d’un puzzle, i.e. les interactions tertiaires. Dans cet exemple, les meˆmes pie`ces ou
interactions sont assemble´es de deux manie`res diffe´rentes pour former deux motifs
diffe´rents.
Il est remarquable de constater que cette interaction trans WC/WC est tou-
jours associe´e au meˆme partenaire : une interaction cis Sucre/Sucre. Pour
savoir si cette corre´lation n’est pas limite´e a` l’e´chantillon de structures consi-
de´re´, la me´thode d’extraction devra eˆtre applique´e a` l’ensemble des structures
non redondantes connues, par exemple celles disponibles a` l’adresse :
http://rna.bgsu.edu/FR3D/AnalyzedStructures/NonredundantList.txt

Conclusion et perspectives
Afin d’eˆtre biochimiquement actives, les mole´cules d’ARN adoptent des formes
tridimensionnelles complexes. Cette structuration en 3D est assure´e par les
motifs tertiaires dont la pre´sence re´currente, inde´pendante du contexte struc-
tural, de´montre l’importance de leur roˆle architectural. L’e´tude de ces motifs
structuraux consitue donc une voie prometteuse vers une meilleure compre´-
hension des fonctions biologiques des mole´cules d’ARN.
Les me´thodes automatiques d’identification des motifs tertiaires de´veloppe´es
a` ce jour pre´sentent l’inconve´nient de conside´rer comme rigoureusement iden-
tiques les diffe´rentes occurrences des motifs recherche´s. Or, dans la re´alite´,
ces occurrences sont souvent similaires a` quelques insertions pre`s de bases
libres ou de paires de bases.
Dans ma the`se, j’ai propose´ une me´thode globale d’extraction automatique
de motifs tertiaires d’ARN dont les occurrences sont similaires. Cette me´-
thode utilise un mode`le de graphe de la structure tertiaire et repose sur une
notion de similarite´ de graphe qui exploite de manie`re optimale la de´finition
structurale de motif tertiaire.
Le pour et le contre
Les re´sultats obtenus ont montre´ que cette me´thode est fiable. En effet, les
motifs trouve´s ve´rifient la de´finition de motif structural et sont valide´s par
superposition en 3D. La me´thode a de´couvert de nouveaux motifs dans des
structures connues. La notion de similarite´ de graphe propose´e est flexible
puisqu’il est facile de l’adapter a` deux types diffe´rents de motifs tertiaires.
La qualite´ des re´sultats est, toutefois, sensible a` la pre´cision des programmes
d’annotation qui produisent le graphe d’ARN. Plus l’annotation est pre´cise,
plus le mode`le de graphe est fide`le a` la structure tertiaire qu’il repre´sente.
Comme il existe trois programmes d’annotation ( Rnaview[74], FR3D[61] et
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MC-annotate[36]), il serait utile de re´aliser un compratif de leurs qualite´s
d’annotation (voir point (b) plus bas) pour obtenir les meilleurs re´sultats
possibles.
Prolongements envisage´s
Au terme de trois anne´es de travail, certaines e´tapes du pipeline de la me´-
thode s’ave`rent ame´liorables.
I) Les donne´es
(a) Appliquer la me´thode a` l’ensemble des structures non redondantes
Dans mes tests j’ai utilise´ de petits e´chantillons de structures. L’objectif
initial e´tait de ve´rifier la fiabilite´ de la me´thode plutoˆt que de´couvrir de nou-
veaux motifs. Cette validation e´tant faite, je propose d’appliquer la me´thode
a` l’ensemble des structures non redondantes pour identifier d’e´ventuels nou-
veaux motifs.
II) La me´thode
(b) Possibilite´ de choisir un programme d’annotation
Dans mon imple´mentation, j’ai utilise´ deux programmes d’annotation diffe´-
rents : Rnaview[74] dans la partie conscare´e aux motifs locaux et FR3D [61]
dans la partie de´die´e aux motifs d’interaction. Il serait, cependant, inte´ressant
d’offrir a` l’utilisateur la possibilite´ de choisir l’annotateur en fonction de la
qualite´ de sa pre´cision. On notera qu’il existe un troisie`me programme d’an-
notationMC-annotate [36]. Si cette interface est de´veloppe´e, il faudra unifor-
miser le format de sortie du graphe produit par les diffe´rents programmes.
(c) Automatiser l’extraction des clusters
Le module Clustering fait appel a` la fonction hclust du paquetage R. Cette
fonction utilise la me´thode UPGMA et produit une image (i.e. arbre de clas-
sification) sous la forme d’un fichier au format PS. Sur cette image, le seuil
de dissimilarite´ optimal est trace´ a` la main pour extraire les clusters corres-
pondant aux motifs potentiels. Cette e´tape peut eˆtre automatise´e en repro-
grammant l’algorithme UPGMA et l’inte´grant au pipeline de la me´thode de
sorte que le re´sultat du module Clustering ne soit plus un arbre de classifi-
cation mais une liste de clusters forme´s par le seuil optimal et contenant les
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occurrences des motifs potentiels.
(d) Automatiser l’extraction de la structure consensus
La structure consensus des motifs trouve´s est extraite en effectuant a` la main
deux e´tapes :(1) construction du noyau non-canonique par alignement mul-
tiple des mappings apparie´s (“pairwise mappings”). Ces mappings apparie´s
sont ceux que le programme LECNS/LDCNS renvoie lorsqu’il est exe´cute´ sur
une paire de sous-graphes du cluster, (2) extension du noyau non-canonique
aux paires de bases WC flanquant le motif en autorisant l’insertion d’un
nombre “mode´re´” de bases libres ou de paires de bases. Il est possible d’auto-
matiser ces deux e´tapes de la manie`re suivante : (1) la construction du noyau
non-canonique peut se faire en de´finissant une structure de donne´e ade´quate
qui stockerait l’alignement multiple des diffe´rents mappings apparie´s au fur et
a` mesure qu’ils sont produits par les appels au programme LECNS/LDCNS,
(2) l’extension du noyau non-canonique aux paires de base WC flanquant le
motif peut eˆtre re´alise´e en formulant de manie`re pre´cise les re`gles implicites
adopte´es par les biochimistes. Mon opinion est que l’on est autorise´ a` inse´rer
un nombre quelconque de bases libres mais pas plus d’une paire de bases
non-WC entre le noyau non-canonique et la paire de base WC qui le flanque.
(e) Automatiser la validation des motifs trouve´s par superposition en 3D
L’ultime e´tape de validation des occurrences des motifs trouve´s consiste a`
effectuer une superposition en 3D en utilisant un visonneur de mole´cules
(dans mon cas, la commande align de Pymol [14]). Le constat d’une bonne
superposition se fait visuellement. Cette e´tape peut eˆtre automatise´e en uti-
lisant la nouvelle version des matrices d’isoste´rie de´finies dans un travail re´-
cent de Stombaugh et collaborateurs [64]. Pratiquement, il s’agira d’effectuer
des tests pendant la re´alisation de l’alignement multiple : pour deux areˆtes
(appartenant a` deux occurrences diffe´rentes) associe´es par le programme
LECNS/LDCNS, ve´rifier si elles sont isoste´riques. Si oui, poursuivre l’ali-
gnement. Si non, une des deux occurrences devra eˆtre e´carte´e.
(f) De´composition en pie`ces de puzzle
Appliquer la de´composition en briques e´le´mentaires aux motifs trouve´s, no-
tamment les motifs locaux. Pour ce type de motifs, il serait plus indique´
d’augmenter la granularite´ (par exemple choisir comme brique de base un
assemblage de deux interactions tertiaires plutoˆt qu’une). Le but e´tant de
de´couvrir d’e´ventuelles relations d’emboˆıtement entre familles de motifs a` la
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manie`re des poupe´es russes.
III) Les re´sultats
(g) Automatiser le dessin des diagrammes 2D des motifs trouve´s
C’est une taˆche tre`s utile mais qui n’a pas encore rec¸u l’attention qu’elle me´-
rite en de´pit d’une forte demande de la part des communaute´s biochimiste
et bioinformaticenne.
(h) Construire une base de donne´es avec les motifs trouve´s
En vue de l’inte´grer a` une plateforme de mode´lisation de structure 3D comme,
par exemple, Assemble5.
Feuille de route
Un plan possible de mise en oeuvre de ces ame´liorations (classe´es par odre
de priorite´) serait le suivant :
Court terme
1. (c) Automatiser l’extraction des clusters.
2. (d) Automatiser l’extraction de la structure consensus.
3. (e) Automatiser la validation des motifs trouve´s par superposition 3D.
4. (g) Automatiser le dessin des diagrammes 2D des motifs trouve´s.
Moyen terme
5. (b) Possibilite´ de choisir un programme d’annotation.
6. (a) Appliquer la me´thode a` l’ensemble des structures non redondantes.
7. (h) Construire une base de donne´s avec les motifs trouve´s.
Long terme
8. (f) De´composition en pie`ces de puzzle.
5http ://www.bioinformatics.org/assemble/
Annexes
Annexe A
Exemple de motif local connu, le Hook-turn (cluster H), donne´ par :
– le diagramme 2D de sa structure consensus,
– la vue stre´re´o de son occurrence re´fe´rence,
– et sa se´quence signature.
Pour plus de de´tails, voir [16].
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3 6
1 7
(H)
2
5’
3’ 5’
3’
PDB Id. (1) (2) (3) (4) (5) (6) (7) Catalogue RMSD (ref.H83)
1S72 H83 1096 U 1097 A 1098 A 1099 G 1257 C 1258 G 1259 A Internal L.(83) 0.00
H111 1457 U 1458 A 1459 A 1460 G 1483 C 1484 G 1485 A Internal L.(111) 0.76
H201 2774 U 2775 A 2776 A 2777 G 2797 C 2798 G 2799 A Internal L.(201) 0.33
H161 2242 U 2243 C 2244 A 2245 C 2256 G 2257 G 2258 A Junction L.(161) 1.61
H193 2673 U 2674 G 2675 A 2676 C 2809 G 2810 G 2811 A Internal L.(193) 1.61
2AW4 H73 999 U 1000 A 1001 A 1002 G 1153 C 1154 G 1155 A Internal L.(73) 0.42
H101 1352 U 1353 A 1354 A 1355 G 1376 C 1377 G 1378 A Internal L.(101) 0.69
H106 1578 U 1579 A 1580 A 1581 G 1417 C 1418 G 1419 A Internal L.(106) 0.31
H205 2739 U 2740 A 2741 A 2742 G 2762 C 2763 G 2764 A Internal L.(205) 0.52
H161bis 2197 U 2198 A 2199 A 2200 C 2223 G 2224 G 2225 A Junction L. (161) 1.60
H196 2637 U 2638 G 2639 A 2640 G 2774 C 2775 G 2776 A Internal L.(196) 1.66
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Annexe B
Exemple de motif d’interaction appele´ IM6 donne´ par :
– les diagrammes 2D des contextes structuraux de ses occurrences,
– la superposition en 3D de ses occurrences,
– et sa se´quence signature.
L’occurrence re´fe´rence dans la superposition 3D est repe´rable par une RMSD
nulle.
Molecule Organism PDB-Chain Identifier (1) (2) (3) (4)
23S E.coli 2AW4-B 2AW4.B.45 1754 A 1755 A 2715 C 2716 C
23S H.m 1S72-0 1S72.0.66 1810 C 1811 A 2751 C 2752 C
23S H.m 1S72-0 1S72.0.95 2840 A 2841 A 2087 C 2088 C
16S T.th 1J5E-A 1J5E.A.21 607 A 608 A 308 C 309 G
(5) (6) Diagram2D Interacting bases RMSD (A˚)
2693 G 2694 G (a) png pdb 0.000
2730 G 2731 G (a) png pdb 0.861
2756 G 2757 G (b) png pdb 0.221
291 C 291 G (c) png pdb 0.627
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