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Abstract 
Under the PDP-11/70 minicomputer operating system a user must 
specify the disk unit upon which a mass-storage file resides.  This 
procedure leads to inefficient use of disk storage space.  One disk 
drive can be returning "disk full" error messages while other disks 
remain relatively empty.  A more efficient use of available mass- 
storage space would be beneficial. 
The following catalog system was found to best fill the above 
requirement.  The user supplies the filename of the file to be saved 
and the cataloger returns the number of the disk unit which contains 
the most free storage space. The cataloger also supplies the loca- 
tion of files already on disk and deletes catalog entries for files 
which no longer exist.  It proved desirable to have catalog capabili- 
ties in both batch and interactive environments. 
In an attempt to minimize core storage, disk storage, access time 
and cataloger complexity, the following file entry access scheme is 
implemented.  Catalog file entries are kept on a primary and a second- 
ary file.  The primary file is accessed in a random mode by hashing 
the file name of the entry.  If the file is not found- at the hashed 
address or up to a number of entries following the hashed address, then 
a linear search is made of the secondary file.  With proper primary 
file size and a good hashing technique the secondary file should be 
relatively short and its use infrequent.  The above procedure permits 
a rapid confirmation whether a file entry exists.  Most other tech- 
niques require time consuming linked lists or exhaustive searches. 
The above access scheme is designed to respond within SGF timing 
requirements for user batch jobs.  However, maintenance and configura- 
tion control requirements require an interactive list capability. 
The interactive catalog list option has a fairly slow response time. 
The list option lists all files in a user defined category.  This 
requires an exhaustive search of the catalog files.  The cataloger is 
designed to permit batch and interactive list commands to run concur- 
rently by sharing access to the catalog files.  Thus batch response 
time is not degraded by interactive list command processing. 
In summary, the cataloger is a set of structured assembly language 
programs which allocate, list and delete catalog entries for batch 
and interactive users.  The cataloger is designed and implemented with 
special considerations for access time, storage requirements and opera- 
ting environment. 
0. Introduction 
Our facility had a resource allocation problem.  Users had 
to specify the disk unit upon which their file resides. Thus, by 
chance, sometimes a drive would fill up while the others were rela- 
tively empty.  The development of a catalog system that alleviates the 
resource allocation problem is described here. 
This paper is divided into essentially four sections.  The 
first section (Chapter 1) describes the facility where the catalog 
system was developed.  The second section (Chapter 2) describes the 
method by which the cataloging system was developed.  The third section 
(Chapters 3 through 9) describes the actual development of the cata- 
loging system, and finally, section four (Chapters 10 through 12) 
describes how the actual catalog system operates. 
1. Background 
At the Naval Air Development Center (NAVAIRDEVCEN) in 
Warminster, PA. there exists a Software Generation Facility (SGF).  The 
SGF provides software support for carrier based 3-3A jet aircraft.  The 
S-3A conducts Antisubmarine Warfare (ASW) missions for the U.S. Navy. 
The SGF includes a PDP-11/70 minicomputer system.  The 
PDP-11/70 uses a suite of RP04 disk drives (88 million byte capacity 
each) for mass storage.  RSX-11D real-time executive is the PDP-11/70 
operating system. 
1.1       Software Generation Facility (SGF) Mission 
The SGF is a support software facility.  The SGF is designed 
to support software that is presently operational on the S-3A carrier 
based aircraft. 
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1.2 SGF Configuration 
The S-3A aircraft's operational program is supported by a 
Compiler Monitor System (CMS-2Y) and an Operational Software Develop- 
ment System (OSDS).  Both operating systems run on the UYK-7.  The 
UYK-7 is a medium scale militarized computer produced by UNIVAC. 
The SGF configuration is shown in Figure 1.  A special 
hardware interface was built to allow data transfers between the UYK-7 
and the PDP-11/70.  The PDP-11/70 operating system (RSX-11D Real-time 
System Executive) was modified to enable communications between the 
PDP and the UYK.  These modifications came to be called the MCF (Multi- 
user Computer Facility). 
The PDP-11/70 system enables the UYK-7 to use commercial 
peripherals rather than more expensive militarized peripherals.  CMS-2Y 
and OSDS also underwent some minor modifications to enable these soft- 
ware systems to communicate with the PDP-11.  The PDP-11 is considered 
to be a peripheral controller for the UYK-7. 
1.3 RSX-11D Software 
1.3.1     General Description 
RSX-11D is a real-time multiprogramming operating system 
that runs on the PDP-11.  RSX-11D is a multi-user system and includes 
the following: 
a. Batch processor which handles single-stream batch oper- 
ations. 
b. Monitor console routine which handles multiple inter- 
active consoles. 
c. Real-time executive which monitors, allocates, and 
schedules jobs. , 
S-3A Software Generation Facility 
S-3A 
DMTC/DMTU 
UYK-7 
SN A-345 
2-1-6-0-1 
CH 5 
FIGURE 1 
system. 
debugger. 
languages. 
File control services which maintain the FILES-11 file 
Various utilities, such as a text editor and an on-line 
Support for PDP-11 MACRO-11 assembly, Fortran and other 
g.  Input and output spooling. 
1.3.2      Files-11 description 
The Files-11 file system has a hierarchical directory 
structure with volume and file protection.  Sequential or random 
accessing modes are available.  Random access allowed for fixed length 
records only.  Files in the system can be created, extended, modified 
and deleted at job run time or interactively. 
1.3.2.1    File Specification 
In order to completely define a file the following is 
required: 
where; 
DEV UNIT:  (G,U) NAME.  TYPE; VER 
DEV - device type on which the file resides 
(e.g., DK - disk, MT - magnetic tape) 
UNIT:  - unit no. of the device 
(G, U) - user identification code (UIC) where "G" is the 
number of the group to which the file belongs and "U" is 
the user in the group 
NAME - name of the file 
.TYPE - type or class of file 
(e.g., OBJ - object   .FTN - fortran) 
;VER - file version number 
1.3.2.2 File Directory Structure 
A file can be located by using the file specification in 
the following manner. Device and unit number are used to locate the 
unit on which the file resides.  Each disk, has an area reserved for the 
MFD (Master File Directory) which contains pointers to UFDs (User File 
Directory).  The UFD contains a pointer for each file "NAME.TYPE;VER". 
See Figure 2 taken from page 3-11 of reference (a) for a FILES-11 
structure diagram. 
1.3.2.3 Accessing Files 
The usual procedure for using a FILES-11 file would consist 
of opening the file, reading from or writing to the file and then 
closing the file.  All FILES-11 commands are in the form of macros. 
A file can be opened under many different modes; e.g., 
create a new file, update a file or read only.  Any file that is open 
has 1024 bytes allocated to it for working storage.  A significant 
number of open files can, therefore, tie up large areas of core. 
Two modes of file access are available; Block I/O and 
Record I/O. 
1.3.2.3.1  Block I/O 
For Block I/O the user has to allocate a 512 byte Block I/O 
buffer in his program.  The user issues macros to read or write a block. 
One and only one block is transferred at a time.  The user's program 
can continue its computations while Block I/O is in progress. 
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Files-11 Structure Diagram 
Ed 
hJ 
M fa 
Q fa 2 
T3 •w 
r-l *o T3 H 
01 r-H r-l 01 
•H 01 01 TJ •H fa •H •H rH fa l-l fa fa 01 01 
U •H a 4J 
01 01 01 fa o e 
CJ H a •H •H 3 CO £ C 4J o O Z O U fa 
•H 0) 
01 01 01 tn 4-1 « 
rH rH rH ij o 4-1 
•H •H •H 01 M Itl fa fa fa > fa Q 
73 *a < 
rH T3 •a rH H 
01 rH rH 01 < 
•H 01 01 T3 •H O fa iH •H rH fa IH fa fa fa 01 01 W 
• rJ l-l •H c 4J rJ 
t-l 01 01 0> fa o c rH fa 
fa | 
e 
CO z 
a 
c 
O 
•H 
4J 
o 
•H 
O fa 
fa 
fa 
VA^ 
fa •H 01 fa 
CO 01 01 CD CO 4J CO CO 
3 rH rH rH l-l o 4J 3 
•H •H •H 01 l-l CO fa fa fa > fa a 
A A 
l-i l-l fa 
T3 T3 01 01 fa 
rH •o ■a rH 4J 4J H 
01 rH l-l 01 e c Z 
•H 01 01 -a •H •H •H M fa fa •H •H rH fa l-> < 0 0 O 
J fa fa 01 01 H fa fa fa 
M M •H C 4J < fa 01 01 01 fa O c a 01 01 OX-3 C e a iH •H rH rH 
a a <o >> C 4J O B iH •H M fa Z rX O CJ fa fa fa fa 
3 •H 01 3 
01 01 01 (0 4-1 rt l-l l-l fa 
rH rH rH w o 4J 01 01 fa 
•H •H •H 01 u <fl CO CO CO fa fa fa > fa Q 3 3 3 
/ I i 
' '•' 
2 
a fa 
s 
fa fa 
u M H 
01 01 Z 
4-1 4J M 
c 
•H 
C 
•H LTV^ 
O O fa fa a fa 
a o 3 
s fa 3 
FIGURE  2 
I/O completion can be detected by either testing a flag or 
by receiving an interrupt. 
1.3.2.3.2 Record I/O 
For record I/O the FCS (FCS-11 file control services) 
allocates a 512 byte buffer for each open file.  The user can read or 
write any length record.  FCS, however, will always read or write in 
blocks of 512 bytes. All blocking and deblocking of records are trans- 
parent to the user.  The Record I/O operation is considered complete 
once the I/O initiating macro returns to the user program. 
1.3.2.4   Closing Files 
Once a file is closed, all storage reserved by FCS for pro- 
cessing the file is released for use by other tasks or files. Once a 
file is closed, it can be accessed by other tasks.  Only in the case 
where the file has been specified as shared access can a file be acces- 
sed by more than one task at a time. 
1.3.3     Process Duration Test 
It is desirable to know the performance of the basic system 
functions before designing the cataloger which uses those functions. 
The Process Duration Test (PDT) is designed to obtain quantitative 
performance data for PDP-11/70 computer system functions.  Figure 3 
contains a list of the functions tested. 
1.3.3.1   Function Tested 
The following is a brief description of each function timed 
by the PDT (see Shapter 3 of reference (b) for more details). 
A.  Open New File - A new file is opened on the PDP-11 
disk in Block I/O mode. 
PROCESSES AVAILABLE FOR DURATION TEST 
INDEX PROCESS NAME 
? TERMINATE DURATION TEST 
. @ RUN ALL PROCESSES 
A OPEN NEW FILE 
B DELETE FILE 
C OPEN FILE BY FILENAME (BLOCK I/O) 
D OPEN FILE BY ID (BLOCK I/O) 
E OPEN FILE BY FILENAME (LOCATE I/O) 
F OPEN FILE BY ID (LOCATE I/O) 
G CLOSE FILE (BLOCK I/O) 
H CLOSE FILE (LOCATE I/O) 
I CLOSE FILE (LOCATE I/O PENDING) 
J READ VIRTUAL BLOCK 
K WRITE VIRTUAL BLOCK 
L READ RECORD WITH I/O (LOCATE) 
M READ RECORD WITHOUT I/O (LOCATE) 
N WRITE RECORD WITH. I/O (LOCATE) 
0 WRITE RECORD WITHOUT I/O (LOCATE) 
P LINEAR SEARCH OF 1000 3WORD LOCATIONS 
V0 DELETE FILE (LOCATE I/O) 
R OPEN NEW FILE (LOCATE I/O) 
S NO OPERATION 
T SAVE FNB (BLOCK I/O) 
U SAVE FNB (LOCATE I/O) 
V FIRST READ (LOCATE I/O) 
W FIRST WRITE (LOCATE I/O) 
FIGURE 3 
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B. Delete File - A file is deleted on the PDP-11 disk in 
Block I/O mode. 
C. Open File by Filename (Block I/O) - 
An existing file is opened in Block I/O mode with 
the file specification being furnished by the user. 
D. Open File by ID (Block I/O) - 
An existing file is opened in Block I/O mode with 
the Identification Code (ID) of the file being 
furnished by the user. 
E. Open File by Filename (Locate I/O) - 
Same as "C" except done in Locate I/O mode. 
F. Open File by ID (Locate I/O) - 
Same as "D" except done in Locate I/O mode. 
G. Close File (Block I/O) - 
Close a file in Block I/O mode. 
H.  Close File (Locate I/O) - 
Close a file in Locate I/O mode without I/O. By the 
term "without I/O" it is meant that no I/O transfers 
are pending at the time the file is to be closed. 
I.  Close File (Locate I/O Pending) - 
Close a file in Locate I/O mode with I/O pending. 
By the term "I/O pending" it is meant that an 
I/O transfer must be executed before the file is closed. 
K.  Read Virtual Block - Read a block of 512 bytes from the 
PDP-11 disk in Block I/O mode. 
L.  Write Virtual Block - Write a block of 512 bytes on 
the PDP-11 disk in Block I/O mode. 
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M.  Read Record with I/O (Locate) - A block of 512 bytes are 
read from the PDP-11 disk and a pointer indicating the 
starting address of the record is passed to the user. 
N.  Read Record without I/O (Locate) - The starting address 
of the desired record is passed to the user.  Note that 
the record already resides in core from a previous "Read 
Record with I/O". 
0.  Write Record with I/O (Locate) - The beginning of the 
record is transferred from the user buffer in core to a 
512 byte block buffer in core.  This 512 byte buffer is 
then written out to disk. 
P.  Write Record Without I/O (Locate) - 
The user obtains the address of the record within the 
512 byte block buffer which can be modified by the user. 
Note that the record already resides in the PDP-11 core 
memory from previous I/O actions. 
Q.  Linear Search of 1000 3 word Locations - Three comparison 
instructions are executed one-thousand times. 
R.  Delete file (Locate I/O) - A file open for Locate I/O 
is deleted. 
S.  Open new file - A new file is opened in Locate I/O mode. 
T.  No operation - No process is executed. 
U.  Save FNB (Block I/O) - Save the File Name Block to allow 
opening a file by ID in Block I/O mode. 
V.  Save FNB (Locate I/O) - Save the File Name Block to allow 
opening a file by ID in Locate I/O mode. 
W.  First Read (Locate I/O) - Execute a read immediately 
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after opening a file in Locate I/O mode. 
X.  First Write (Locate I/O) - Execute a write immediately 
after opening a file in Locate I/O mode. 
1.3.3.2    Test Operation 
In order to eliminate timing quirks (e.g., disk head furthest 
or closest to record being read), each function was run 200 (octal) 
times and an AV (average) time was computed.  It was found that running 
the functions greater than 200 (octal) times did not significantly alter 
the test results. Worst case and best case information is supplied by 
the MAX (maximum) and MIN (minimum) times required for each function. 
The elapsed time result is given in sixtieth of seconds (octal).  The 
timing clock used was accurate to one-sixtieth of a second. 
1.3.3.2.1 Without Loading 
Figure 4 column A is the output of the Process Duration test 
with all functions tested "Without Loading".  "Without Loading" refers 
to the fact that no other tasks were run on the PDP-11 while the Pro- 
cess Duration Test was in progress. 
1.3.3.2.2 With Loading 
Figure 4 column B is the output of the Process Duration Test 
with all functions tested "With Loading".  "With Loading" refers to the 
fact that another task was run concurrently with the Process Duration 
Test.  This other task required significant amounts of CPU and I/O time. 
Running the test while another task is executing is helpful in two ways. - 
First, a more realistic picture of the time it takes to execute a func- 
tion in a multi-programming environment results.  Second, since many 
functions take less than one-sixtieth of a second, these functions have 
to be slowed down to result in a meaningful test with a one-sixtieth 
of a second accurate clock. Running a concurrent task slows down the 
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Process Duration Test Results 
A. Open new file* 
B. Delete file* 
C. Open file by filename* 
D. Open file by ID* 
E. Open file by filename** 
F. Open file by ID** 
G. Close file* 
H. Close file without I/O** 
I. Close file with I/O** 
J. Read virtual block* 
K. Write virtual block* 
Col. A Col. 6 
Av Max Min Av Max Min 
15 17 15 31 54 24 
13 15 13 27 37 22 
1 1 1 13 25 7 
0 1 0 3 12 2 
1 1 1 13 26 7 
0 1 0 4 13 1 
1 2 1 4 14 3 
1 3 0 5 14 3 
3 12 3 11 21 10 
1 1 1 3 5 2 
1 7 1 4 25 3 
*  Block I/O 
** Locate I/O 
FIGURE 4 (1 of 2) 
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Process Duration Test Results (cont.) 
L. Read record with I/O** 
M. Read record without I/O** 
N. Write record with I/O** 
0. Write record without I/O** 
^P. Linear search of 1000 
three word locations 
Q. Delete file** 
R. Open new file** 
S. No operation 
'T. Save FNB* 
U. Save FNB** 
V. First read** 
W. First write** 
Col. A 
Av Max Min 
12  1 
0 10 
2 10  2 
0 10 
0 10 
13 15     13 
15 17    15 
0 10 
0 1      0 
0 10 
0 10 
0 10 
Col. B 
Av Max Min 
3 5  3 
0 10 
7 13  6 
0 10 
2 ~5  0 
27 37 21 
30 40 24 
0 1  0 
0 10 
0 3  0 
0 3  0 
0 10 
* Block I/O 
** Locate I/O 
FIGURE 4 (2 of 2) 
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test functions sufficiently to allow a better execution time comparison 
of the more rapidly executing functions. 
1.3.3.3   Conclusions 
1.3.3.3.1 Opening New Files and Deleting Files 
Opening new files and deleting files takes one order of 
magnitude longer than most I/O operations.  It is then obviously best 
to minimize such operations. 
1.3.3.3.2 Opening Files by Filename vs. by ID. 
The results of the "Without Loading" test does not furnish 
much useful information for these cases.  The "With Loading" results, 
however, clearly show that opening a. file by Filename takes approximate- 
ly three times longer than opening the file by ID.  Thus, if files are 
opened frequently substantial savings can be obtained by opening files 
with ID. 
1.3.3.3.3 Block I/O versus Locate I/O 
There is no difference in I/O time between Block and Locate 
I/O. The only difference is that Files-11 does the packing of buffers 
for Locate I/O versus the user doing it for Block I/O. 
1.3.3.3.4 I/O time versus CPU time 
As with other computer systems, PDP-11/70 I/O processing 
takes a couple orders of magnitude longer than CPU processing. 
16 
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2. Approach 
2.1 Introduction 
The methodology by which the catalog software is defined, 
designed and implemented is described in this chapter. 
2.2 Definition, Design and Implementation Process 
According to Appendix A in reference (c) the following of 
steps are crucial to the design and the implementation of an effec- 
tive software product. 
2.2.1 Determining the Requirement 
Any project must start out with the idea that there is a 
need to be fulfilled.  It is important that the need is stated clear- 
ly and concisely and that, indeed, the need really exists. 
2.2.2 Evaluation of the Requirement 
This is the statement of what benefits will be derived from 
the creation of the product.  It should be stated in qualitative terms; 
who will use the product, who will benefit from it, and what those 
actual benefits are. 
2.2.3 System Specifications 
A system specification is a description of functions the 
product must perform to meet the requirements.  Flexibility should be 
maintained by specifying more than one performance level for each func- 
tion.  This multiple approach allows the implementation of a system 
that may fulfill only the minimum requirements or may exceed require- 
ments by a substantial margin. 
2.2.4 Gross System Design 
This step involves a general description of the different 
components of the product and how they meet each set of product 
17 
specifications. 
2.2.5 Cost/Performance Evaluation 
At this stage the decision is made as to how much perform- 
ance is cost-effective. That is, at what point increasing the 
performance level decreases the return on the investment or causes 
the amount of resources available to be exceeded. 
2.2.6 Final System Specification 
The Cost/Performance evaluation results in a choice of a 
final gross design. This then allows a Final Product Specification 
to be put together from the previous alternative product specifica-- 
tions. 
2.2.7 Final System Design 
At this step the product can be designed at a detail level. 
2.2.8 System Implementation 
System implementation consists of detailed design and 
coding of each software component.   Although "final system design" is 
already complete, additional design decisions have to be made as to 
how individual software components are to be coded. 
2.2.9 System Test 
System test or system integration consists of testing all 
the functions of the cataloger.  These tests should include the check- 
out of cataloger performance under various system and user error 
conditions. 
2.2.10 System Performance 
Once the system is operational, it should be tested to see 
that it fulfills the original system requirements.  If it does not 
then enhancements should be suggested so that the system would meet or 
18 
exceed requirements. 
2.3       Function Implementation Evaluation 
2.3.1 Introduction 
Since there are a great number of alternative ways a func- 
tion can be implemented, a systematic approach is needed to evaluate 
each method.  Evaluation is done as follows. A reasonable set of 
alternative means by which a function can be implemented is first 
listed. Each alternative is then rated on a scale of one to five with 
respect to a list of attributes. The more important or "high priority" 
attributes are weighed double.  Any function receiving a failing 
grade of five is automatically removed from consideration.  The alter- 
native which receives the lowest total number of points will be 
implemented.  A description of each desirable attribute selected for 
evaluation follows. 
2.3.2 High Priority 
High Priority attributes are vital to the product operation. 
That is, without these attributes the product would be useless and 
may even hinder other system operations. 
2.3.2.1   Relevance to Facility 
A decision to produce a software product for a business is 
made because the product is deemed useful.  This may be an obvious 
statement, but all too often is not followed.  The people designing 
the software may be too wrapped up in their own world to see the true 
application of their product.  According to reference (d) page 25, 
software systems can fail if the system is oriented toward the computer 
rather than the user. 
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2.3.2.2 Deadlock Prevention 
Introducing software products which may bring the whole 
software facility to a halt (i.e., deadlock) is, of course, undesirable. 
Allowing the possibility of a deadlock causes loss of time 
and money.  Expertise must be available at the facility to recover 
from deadlocks.  User must be trained to use the system in a way that 
prevents deadlocks. When a deadlock occurs valuable computer time is 
lost during recovery and the jobs causing the deadlock must be modified 
and run again. 
Thus the possibility of deadlock should be permitted in a 
system only if there are no practical alternatives. 
2.3.2.3 Ease of Use 
The main reason for. the implementation of a utility program 
like the cataloger is that it saves time.  It saves time by0 doing auto- 
matically what would normally be done manually.  If the product is 
hard to use, that is, it takes large amounts of user time for education 
and catalog operation, then no net time is saved. 
Ease of use is important from a human factors point of view. 
Even if the product is a good one, if people do not like it, they will 
not use it. 
Note also that, if a system is hard to use, additional costs 
accrue from additional user training required, extra time spent by the 
user to operate the system, and additional time spent correcting user ' 
errors. 
According to reference (d) p. 128, people are not willing 
to undertake a task that they know will be an ordeal unless there is a 
compelling reason to do so.  Therefore, the first rule, for Management 
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Information System designers"concerned with user interaction is 
"Keep it simple".  Clearly a system that is not used is useless. 
2.3.3     Moderate Priority 
■ Moderate priority attributes are vital to the reasonable 
performance of the product.  That is, without these attributes the pro- 
duct would tend to degrade system operations. 
2.3.3.1 Product Development Effort 
Minimizing the time and resources spent to develop a pro- 
duct is a great concern.  Any job, whether in or out of the classroom 
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should be completed in an efficient manner. 
2.3.3.2 Life-Cycle Support 
People involved with software are coming to realize that the 
major cost of at-software product is not in its creation but in its life- 
cycle support.  Life-cycle support is the effort to maintain a product 
from its first operation until its obsolescence. 
Maintenance involves not only in fixing existing software 
"bugs" but in the modification of the product to meet new demands.  Cost 
can be reduced if the product is originally designed to be general, 
flexible and expandable.  The most significant factor in minimizing . 
life-cycle support cost is keeping the software simple and well docu- 
mented. 
2.3.3.3 System Resources 
Software should be designed to minimize the use of system 
resources.  If a product uses considerable amount of resources then the 
system operation can be significantly degraded. 
Core space, mass storage and I/O time are considered in 
rating the cataloger functions.  CPU time is not used in evaluation of 
21 
the cataloger since the CPU is under-utilized for most SGF applica- 
tions . 
2.4      Software Technology 
In order to minimize development and life-cycle efforts, 
a good software technical approach is required.  This section 
describes some of the software techniques used in creating the cata- 
loger. 
2.4.1 Threaded Top-Down Approach 
Top-down approach results in the design, code and debug of 
higher levels of control of a program first.  Design code and debug 
continues to lower and lower levels of control with the basic data 
manipulation and I/O processing being the last level to be coded. 
There are some drawbacks to the top-down approach.  Stubs must be 
created to check out the higher level processes.  Some tasks assumed 
to be practical technically may not prove to be. 
The above problems can be alleviated by a threaded approach. 
That is, design proceeds top-down along a basic function of the cata- 
loger.  Facts learned in implementing one function can go toward 
implementation of the other functions.  Threading also allows better 
estimation of project schedule and provides something that works early 
in development. 
2.4.2 Structured Programming 
The cataloger is designed and coded in a structured format 
to minimize debug, documentation and maintenance efforts. Structured 
macros are used to facilitate the implementation of structured format. 
2.4.3 Modular System 
Components of the cataloger maintain independence from each 
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other.  Each component performs a definite function.  The actual 
method by which the function is implemented is transparent to the 
other components of the cataloger.  This modularity holds not only 
on a macroscopic basis but also on the subroutine level.  According 
to reference (d) p. 95, modularity increases the "flexibility, 
adaptability, changeability, and expandability" of a" system. 
2.4.4     Programming Language 
For program efficiency and I/O operation flexibility, the 
cataloger is written in MACRO-11 assembly language. 
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3.       Requirements 
The minimum requirement to be met is that batch jobs need 
not specify the disk unit of the file referenced.  Additional abili- 
ties for the cataloger will be considered as a "wish list" and 
implemented if found to be effective and within the scope of this 
project. 
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4.        Requirement Evaluation 
As stated, the requirement for the cataloger is very speci- 
fic, narrow and meets the minimum requirements of the SGF.  It would 
be helpful to have an automatic, generalized, multi-user catalog 
system.  The cataloger is to be a versatile tool and meet reasonable 
manpower and response time constraints. 
4.1       Benefits to Users 
The cataloger allows for mass storage space to be allocated 
by the system rather than the user.  This creates the following im- 
provements to the system. 
4.1.1 Prevent Aborting of Jobs 
If a set of users are assigned a volume, then jobs may 
abort for lack of volume space. No other jobs can be run for those 
users until a new volume is assigned. 
4.1.2 Efficient Use of Resources 
Assigning volumes to users ties up many volumes.  Without 
system control these volumes would be greatly underutilized. 
4.1.3 Less User Overhead 
The user does not have to contend with allocation of files 
on each resource unit.  These functions can be handled automatically 
by the cataloger. 
4.1.4 Improved Configuration Control 
The cataloger can help keep track of how, resources are 
/"\ 
being used. 
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5.        System Specification with Alternatives 
5.1 Files to be Cataloged 
5.1.1 All Files 
All files would be cataloged under this system.  This ap- 
proach would maintain tight control over the use of a large portion 
of the system disk storage resources, and allow for the use of the 
cataloger at non-SGF facilities. 
5.1.2 Optional Files 
Files are cataloged at the user's option.  This allows flex- 
ibility at the cost of lessening the controls. 
5.2 Mounting Volumes 
If a job references a file which resides on a volume that 
is not required volume mounted.  It is a great importance that this 
mount/dismount procedure is done properly.  One would not want to dis- 
mount a volume that is presently being used or will be used by the 
job requesting the new volume to be mounted.  Volumes can be mounted/ 
dismounted only by the operator.  The operator then must have suffi- 
cient information to mount/dismount proper volumes. Note that 
relative to computer processing time, mounting/dismounting takes a 
great deal of time.  It is therefore advisable to minimize the number 
of mounts/dismounts during system operation. 
5.2.1 Operator Mounts Volume Upon Specified Unit 
The cataloger informs the operator that a certain volume 
must be mounted on a specific unit.  In this case the cataloger must 
keep track of the usage of all mounted volumes. 
5.2.2 Operator Mounts Volume Upon a Unit from a List of Units 
The cataloger informs the operator that a certain volume 
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must be mounted on any one of a certain set of units.. In this case 
the cataloger must know that the given units are free to use.  The 
operator (according to a convention or according to the requests of 
jobs in the input stream)- decides which would be the dismounting of 
a volume that is presently in use. 
5.2.4 Operator Mounts Volume on Previously Specified Unit 
Volumes are mounted/dismounted according to a set of pre- 
defined conventions.  Thus if the cataloger requests a volume to be 
mounted then, depending on the mode of operation, a certain volume 
is dismounted. 
5.2.5 No Volume Mounted During Job Execution 
All requests for mounting volumes must be done previous to 
job execution.  In this way no volume would be allocated to a job 
before it could be assured that the job can proceed to completion. 
Requests to mount volumes at the start of job execution are made by 
the cataloger to the operator.  The job will run once all volumes are 
mounted.  Note that if a job uses more volumes than available units, 
then that job could never be run. 
5.2.6 No Volume Mounted 
Adequate on-line storage requires no mount/dismount during 
normal job processing. 
5.3       Deadlocks 
Deadlock occurs when there are two processes contending for 
the same resource so that neither process can continue. 
Possibilities of deadlocks occuring depends on system 
design.  Usually, the better the deadlock protection, the more restric- 
tiye the system design. 
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According to reference (e) p. 231, ultimately the only 
choice in system design is to either allow the possibility of 
deadlocks with some detection and recovery methods or to make the 
occurance of deadlocks impossible through restrictions in resource 
use. 
5.4 Catalog Commands 
5.4.1 Basic commands to the cataloger are find a file, delete 
a file entry, and add a file entry. 
5.4.2 Possible additional commands that could be included are 
the following: 
a. Is a file presently being used? 
b. When was the file cataloged? 
c. When was the file last referenced? 
d. What account no. was used in the last reference? 
e. What was the number of references to a file? 
5.5 Response Time 
Because of the software support nature of the SGF, response 
time is not a critical factor in the processing of jobs.  A response 
time of less.than a couple of seconds would be adequate to meet both 
batch and interactive use of the cataloger.  However, more emphasis 
should be placed on batch response time since the SGF operates in a 
batch production environment while interactive use is limited to con- 
figuration control and maintenance. 
5.6 File Specification \ 
A method of search for a particular file often depends on 
how well the file is defined. A complete Files-11 filename is shown 
in section 1.3.2.1. 
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If files are to be referenced independent of a certain 
field then a wildcard is placed in that field.  A wildcard, desig- 
nated as an asterisk, can be placed in all but the device and unit 
fields in Files-11.  Cataloger wildcards can be implemented in some 
of the following ways. 
5.6.1 Wildcards Allowed 
Wildcards can be used in any combination except, of course, 
the add file entry command. 
5.6.2 Wildcards Restricted 
Only list file entry command allowed wildcards. 
5.6.3 No Wildcards 
Except for unit numbers, no wildcards allowed. 
5.6.4 Latest Version 
If no specific version is requested, then the latest 
(largest) version is supplied. 
5.7     " Utilities 
Various utilities could be supplied with the cataloger. 
These utilities would not be. necessary to operate the cataloger but 
would supply it additional capabilities.  The following are a list of 
some possible utilities. 
5.7.1 Display all information on a given file 
Upon entry of a filename, the cataloger would supply various 
statistics on that file. 
5.7.2 List files with certain attribute 
All files with a given attribute or a combination of attri- 
butes can be listed. For example, all files cataloged after a certain 
date on a certain volume can be listed. 
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5.7.3     File entry verification 
This utility would be used to verify the integrity of the 
cataloger.  It would check to see whether all cataloged files actually 
exist on the volume indicated. 
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6.        Gross System Design 
6.1       Files to be cataloged 
6.1.1 All Files 
A mandatory type of design would insure that all files are 
indeed cataloged.  The Files-11 routines are the only ones presently 
used to manipulate files.  Thus if the cataloger is tied directly to 
the Files-11 routines, then one can be certain that all files are 
under the control of the cataloger. The following system designs can 
accomplish the above goal. 
6.1.1.1 Modify Files-11 
The Files-11 system is'a cataloging system in itself. 
Files-11 could be modified to extend its cataloging abilities to allow 
the referencing of a file on any unit. 
6.1.1.2 Modify Files-11 macros 
Jobs reference Files-11 through macros.  If these macros 
are modified to call a stand-alone cataloger, then each time Files-11 
is used the cataloger is also referenced.  The cataloger can be kept 
strict configuration control. 
6.1.2 Optional Files 
6.1.2.1 Modify Files-11 
Files-11 system can be modified to catalog requested files. 
These modifications would include all the abilities of the case where 
Files-11 is modified to catalog all files plus the option not to 
catalog any given file. 
6.1.2.2 Modify Files-11 Macros 
An additional parameter can be included in the Files-11 
macro call to indicate if the respective file is to be cataloged.  The 
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modified macros would replace the original macros in the system macro 
library. 
6.1.2.3 Optional Modified Files-11 Macros 
Files-11 macros can be modified and supplied to a task on 
an optional basis.  When a task is linked, the user has the option of 
including the modified Files-11 macros. When these modified macros 
are included, they would override the standard Files-11 macros.  These 
modified macros could be designed to catalog all files or only 
requested files. 
6.1.2.4 Cataloger Macro includes Files-11 Macros 
Special cataloger macros are supplied which include calls 
to Files-11 macros.  This allows flexibility at the coding level.  If 
cataloging is desired, then the respective cataloger macro would be 
included in the Macro-11 code. 
6.1.2.5 Executive Macro Call 
The user supplies a data buffer with all the required 
catalog information.  The data is sent to the cataloger via a send 
data RSX-11D executive macro call. 
6.2       Mounting Volumes 
Each time a new volume is mounted the operator must perform 
the following actions: 
a. Issue a dismount command from the operator console 
for the old volume. 
b. Physically dismount the old volume. 
c. Physically mount the new volume. 
d. Issue a mount command from the operator console 
for the new volume. 
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e.  The cataloger must be notified that the new volume 
was mounted. 
The above procedure would take about two minutes to exe- 
cute. In light of the above lengthy procedure, it would be best to 
minimize the number of volume mounts required. 
6.2.1 Operator mounts volume on specified unit.- 
In order for the cataloger to select the proper unit, a 
record must be kept of what units are accessed and the frequency of 
access.  The cataloger would then select the unit which is presently 
not accessed and is least likely to be accessed. 
6.2.2 Operator mounts volume on a unit from a list of units. 
In this case, the cataloger has to keep track of which 
units are busy or to query each unit as to its status. The list of 
units are presented to the operator from which he selects the volume 
to be replaced. 
6.2.3 Operator mounts volume on Unit at his Discretion. 
In this case, the operator must have enough knowledge about 
the jobs running to select the proper unit.  The operator can attain 
such knowledge from queries of the cataloger, the PDP-11 operating sys- 
tem and the job submission forms.  The job submission forms should 
indicate the resources utilized by the job. 
6.2.4 Operator mounts volume oh previously specified unit. 
In the SGF system jobs are divided into four classes: 
Batch, CMS-2Y, OSDS, and CMS-2Y-FASP.  The execution of a job in any 
one of the latter three classes precludes the running any other of 
those three classes.  Thus if a job in one class needs another volume, 
a volume used solely by another class of job can be removed,  The 
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cataloger must keep track of job class in keeping files of different 
classes segregated to their respective volumes. 
6.2.5 No volume mounted during job execution 
Each mutually exclusive class of jobs would have their own 
set of-volumes. When a job of a new class is run all the volumes 
assigned to the former class job are dismounted and a new set of 
volumes are mounted.  The cataloger, in this case, would not have to 
keep track of which set of volumes go with which job. All newly allo- 
cated files will always be assigned to on-line volumes. 
6.2.6 No volumes mounted. 
The system must have adequate on-line storage for all files. 
This would alleviate the need to mount and dismount any volumes.  If 
a new file is to be created the cataloger allocates space on a unit. 
If an old file location is requested,Files-11 will be queried for 
the file's location. 
6.3       Deadlocks 
6.3.1     Deadlocks Impossible 
6.3.1.1 No mount/dismount of volumes 
If volumes are not mounted/dismounted then sufficient on- 
line mass-storage is required to run all tasks at the facility. 
6.3.1.2 Job classes 
Jobs can be segregated into classes (e.g. BATCH, CMS-2Y, 
FASP, OSDS).  When a certain set of jobs are run then a certain set of 
disks must be mounted.  See Figure 5 for a sample configuration.  The 
cataloger must make sure that all jobs in a certain class have files 
assigned to them on certain units. 
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For the example, in Figure 5 units 0, 1, and 2 can be 
mounted with volumes A, B, and C respectively, except if CMS-2Y is 
run then volume D must be mounted on unit 1. This is not a problem 
since job classes OSDS and CMS-2Y are mutually exclusive at the SGF. 
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Unit 0 
BATCH A 
OSDS A 
CMS-2Y A 
FASP A 
Volume Configuration Example 
Unit 1 Unit 2 
X X 
B C 
D C 
X C 
Note: 
A, B, C, D are volume indicators 
X indicates "don't care" condition 
FIGURE 5 
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6.3.2     Deadlocks allowed 
According to reference (e) p. 204; deadlock prevention, 
detection and recovery are important considerations for system design. 
6.3.2.1   Deadlock prevention 
Even if deadlocks are allowed procedures should be followed 
that minimize the accurance of deadlocks. 
6.3.2.1.1 Preallocation .of resources 
In order to minimize the probability of a deadlock, the 
catalog user would be required to specify all the files required for 
a job before the job is executed. A job, whose disk volumes cannot be 
mounted, will not begin to execute until all the required volumes are 
mounted.  Note that the possibility of deadlock is not eliminated 
since a job may ask for more volumes to be mounted than units available. 
The above procedure may even increase the likelihood of a deadlock in 
the latter case if files are accessed serially, but allocated all at 
once. A more complex scheme, where data must be supplied by the user 
as to what sequence files would be accessed, could alleviate the above 
problem. 
6..3.2.2   Deadlock Detection 
The initial indication that a deadlock may have occurred is 
that a volume cannot be mounted for a task because the presently 
mounted volume is allocated. Note that the cataloger must be able to 
queue requests so that the cataloger can release volumes while there 
are volume dismount/mount requests pending.  Thus, if a volume cannot 
be dismounted because the volume is busy, the cataloger should be still 
ready to process requests by other tasks.  Subsequently, if the next 
request for a volume dismount cannot be serviced, because 
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of volume busy, the chances are good that there is a deadlock situa- 
tion. Deadlock, however, need not have occurred.  For example, two 
jobs could be requesting the dismounting of volumes that a third task 
is using and shortly releasing. 
The only definite way of detecting deadlock is to have a 
status table indicating which task is using which volume and which task 
is requesting which volume.  This can be considered to be a state table 
with a corresponding state diagram as described in reference (e) p. 215. 
Figure 6 shows a couple of examples of state diagrams. An algorithm 
such as those described in Reference (e) p. 215 must be implemented to 
detect the occurance of a deadlock. Note that all tasks that use the 
cataloged volumes must be entered in the state table. 
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State Table Example 
Unit 0 Unit 1 Unit 2 
Hold Request Hold Request Hold Request 
SYSTEM X 
JOB A X X X 
JOB B X X 
JOB C X X X- X , 
In this sample Job A is deadlocked with Job B and Job C is 
deadlocked with itself. 
Unit 0 Unit 1 Unit 2 Unit 3 
Hold Request  Hold 
SYSTEM 
JOB A 
JOB B 
JOB C 
X 
Request  Hold Request  Hold 
./"> 
X 
Request 
In the above example Job A and Job B and Job C cause deadlock. 
FIGURE 6 
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6.3.2.3   Deadlock Recovery 
It is usually best to recover from a deadlock without the 
termination of a job.  This can be done by allocating all the resources 
required by one of the tasks until the deadlock situation is relieved. 
However the reallocation of already allocated volumes is not permitted 
by Files-11.  Files-11 would have to be modified to allow reallocation. 
If a deadlock occurs because a task deadlocked itself or 
if Files-11 is not modified to allow the reallocation of an allocated 
volume, then at least one job has to be terminated to relieve the 
deadlock.  This would be done by displaying the statetable to the 
operator to allow the operator to choose and terminate the least criti- 
cal task.  It would also be beneficial to supply the operator with 
statistics on the progress of each task.  This would allow the operator 
to minimize waste by terminating the job that has run a minimum amount 
of time and has used the minimum amount of resources. 
6.4      Catalog Commands 
6.4.1     Basic commands 
6.4.1.1 Find a file 
The input specification must be matched with the catalog 
entry file specification. 
6.4.1.2 Delete file entry 
The storage area used for the catalog entry for the respec- 
tive file must be deallocated. 
6.4.1.3 Add file entry 
Storage is allocated for a file specification and unit 
number.  The unit allocated for the file is chosen via an algorithm 
based on the amount of free space available on each disk unit. 
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6.4.2     Possible additional commands 
6.4.2.1 Is file presently being used? 
This option requires a status indicator that is set while 
the file is being accessed.  This flag can be set when a task requests 
to find the file. An additional command releasing the file would be 
needed to reset the flag. 
6.4.2.2 When was the file cataloged? 
The date that the file was cataloged must be stored with the 
file specification. 
6.4.2.3 Date of last reference 
A date field in the respective catalog file entry must be 
updated each time a file is referenced. 
6.4.2.4 Account number of last reference 
Account number of task which requested a find file would 
be saved with the catalog file entry. Note that the task account num- 
ber must be supplied on each reference. 
6.4.2.5 Number of references 
A counter incremented each time a find file request is made. 
A counter is kept in each cataloger file entry. 
6.5      Response time 
6.5.1     Data Hierarchy 
Response time can depend on the data hierarchy used. Differ- 
ent levels of data-hierarchy are possible.  The following are some 
possible options. 
6.5.1.1   No Hierarchy 
No data hierarchy is used. All catalog data is stored either 
in memory or on disk. 
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6".5.1.2   Memory and Disk Storage Hierarchy 
File entries referenced most often would reside in memory 
while seldom referenced ones would be stored on disk. 
6.6 File Specification 
6.6.1 Wild Cards Allowed 
If wildcards can be used throughout files' specifications, 
then the entire catalog file must be searched to find all referenced 
files (i.e., a linear exhaustive search). 
6.6.2 Wildcards Restricted 
If wildcards are restricted to the interactive list option, 
then exhaustive searches would be required for only that option. More 
rapid techniques could be used for other options. 
6.6.3 No Wildcards 
If no wildcards are permitted, then all entries can be acces- 
sed by other than the exhaustive search method. 
6.6.4 Latest Version 
The method of search for the latest version (i.e., highest 
version number) depends on catalog structure. Exhaustive search is 
required for hashed or linear list catalog methods.  If all versions 
of a file kept at one location, then only a single access to that file 
entry is required.  If all versions of a file are on a linked list, 
then only that list must be searched exhaustively. 
6.7 Utilities 
6.7.1     Display all information on a given file 
The catalog entry for a given file is retrieved and all in- 
formation available for that entry is supplied to the requestor. 
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6.7.2 List files with certain attributes 
An exhaustive search is required to find all files with a 
certain attribute or a combination of attributes. 
6.7.3 File Entry Verification 
This utility would verify the fact that all file entries 
indeed exist on each volume.  This utility would process the catalog 
file and the volume directories as input. All discrepancies would 
be listed on a separate file. 
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7.       Cost Performance Evaluation 
Each catalog function alternative is analyzed to as its 
advantages and disadvantages. A conclusion is then made as to the 
best approach. 
Most results* are tabulated on Table 1. The first three at- 
tributes are relevance to facility, deadlock prevention, and ease of 
use.  These are high priority alternatives and are weighted by a 
factor of two. All attributes must "pass" before they are further 
evaluated.  If ratings are left blank then this indicates that that 
particular alternative has failed under a previous attribute test. 
Each rating is done on a scale of one through five. With one being 
excellent, two is good, three is satisfactory, four is poor, and five 
is failing. 
The lowest total in a catagory is indicated by an asterisk 
and becomes the alternative to be implemented. 
The text of this paper only attempts to justify only those 
ratings which deviate from "satisfactory". 
7.1       Files To Be Cataloged 
7.1.1     Files To Be Cataloged 
7.1.1.1 All -Files Cataloged 
This alternative provides configuration control over prolif- 
eration of files throughout mass storage. 
7.1.1.2 Optional Files Cataloged 
This alternative allows flexibility in permitting some files 
not to be cataloged.  Optionally cataloging files can save time and 
storage space by not cataloging special or temporary files. 
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7.1.1.3   Conclusion 
Although mandatory cataloging of all files may be the even- 
tual goal of the cataloger, presently it is not a requirement. At 
early stages of implementation of a new component into an existing 
system it is important to remain as flexible as possible.  Thus, at 
this point mandatory cataloging fails the relevance to facility test. 
7.1.2     Catalog Method 
7.1.2.1 Modify Files-11 
Modifying Files-11 to do cataloging would lower software 
overhead;  Files-11 could directly conduct cataloging tasks while it 
does its normal file processing. 
7.1.2.2 Modify Files-11 Macros 
Catalog use could be made as transparent to the user as if 
Files-11 were modified but can be implemented without thorough knowledge 
of the Files-11 software. 
7.1.2.3 Optional Modified Files-11 Macros 
This option allows programs which do not use the cataloger 
to execute without the added overhead required by the cataloger. 
7.1.2.4 Cataloger Macros Include Files-11 Macros 
The cataloger would be available to the user at the coding 
level.  This option would be useful if some files to be accessed would 
require the cataloger while others do not. 
7.1.2.5 Executive Macro Call 
This option allows the most flexible approach.  The user is 
supplied with the unit number upon which the file resides. This unit 
number then can be used in the Files-11 macro calls as needed. 
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7.1.2.6   Conclusion 
Since the SGF does not have copyright to Files-11 software 
or its documentation, all the options requiring modifications to 
Files-11 are given a mark of "failure" as to "relevance to the 
facility".  The use of Files-11 macros within cataloger macros is rated 
"poor" with respect to "product development effort" and "life-cycle 
support" because of the complexity and diversity of the ways Files-11' 
macros can reference files. 
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7.2       Mounting Volume 
Because of the conclusions reached in section 7.3 the 
number of volume mount procedure options are greatly reduced.  The 
following options are excluded due to deadlock considerations. 
a. Operator mounts volume on specified unit 
b. Operator mounts volume on unit from a list of units 
c. Operator mounts volume on unit at his discretion ' 
7.2.1 Operator Mounts Previously Specified Unit 
The operator may save some disk mounting and dismounting 
since disk mounts are requested only on demand. 
7.2.2 No Volumes Mounted During Job Execution 
This method eliminates the cataloger overhead required of 
keeping track of disk volume numbers.  The cataloger need only keep 
track of which unit the file is on. The number of operator cataloger 
interactions is also reduced. 
7.2.3 No Volume Mounted 
This method would save the system time required for mounting 
and dismounting disks. 
7.2.4 Conclusion 
Not mounting any volume is rated "poor"-as to the use of 
mass storage.  The relevance to facility rating for the options which 
mount volumes is "poor" since at the present time no mounting/dismount- 
ing is done.  "Operator mounts previously specified unit" has its product 
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Cost Performance Evaluation Results 
See index below 
012    345  678    9 
7.1.1 Files to be Cataloged ___ ______ _ 
7.1.1.1 All Files 5-- ■  
7.1.1.2 Optional Files 3 3 3 18 3 3 3 3 3 33* 
7.1.2 Catalog Method  
7.1.2.1 Modify Files-11 5--  - 
7.1.2.2 Modify Files-11 Macros 5--  - 
7.1.2.3 Optional Files-11 Macros 5 - -  - 
7.1.2.4 Catalog Macros Include 333 18 44333 35 
Files-11 Macros 
7.1.2.5 Executive Macro Call 3 3 3 18 3 3 3 3 3 33* 
index: 
0 - Relevance to facility 
1 - Deadlock prevention 
2 - Ease of use 
3 - Subtotal 
4 - Product dev. effort 
5 - Life-cycle support 
6 - Mass storage use 
7 - Core use 
8 - I/O use 
9 - TOTAL 
TABLE 1 (1 of 2) 
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Cost Performance Evaluation Results (cont.) 
See index on first page of. table 
012 345678 9 
7.2 Mounting volumes __________ 
7.2 (a) Specified unit -5-  
7.2 (b) List of units -5-  
7.2 (c) Operator's discretion        -5- ------ - 
7.2.1 Previously specified unit      433 20 43233 35 
7.2.2 No volumes mounted 433 20 33233 34* 
during job 
7.2.3 No volumes mounted 333 18 33433 34 
7.5.1 Data hierarchy                ___ ______ _ 
7.5.1.1 No hierarchy 3 3 3 18 3 3 3 3 3 33* 
7.5.1.2 Memory-disk hierarchy        433 20 43342 36 
7.6 File specification __________ 
7.6.1 Wild cards allowed 433 20 33334 36 
7.6.2 Wild cards restricted 3 3 3 18 3 3 3 3 3 33* 
7.6.3 No wildcards 4 3 3 20 3 3 3 3 3 35 
TABLE 1 (2 of 2) 
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development effort rated "poor" since this option requires significant 
extra software overhead.  Since the two options1 rating totals are 
equal, the cataloger will be designed to accomodate the more flexible 
"no volumes mounted during job". 
7.3 Deadlocks 
Deadlock prevention is a catalog high priority item.  Dead- 
locks cannot only render the cataloger as a useless tool but can 
degrade the operation of the entire Software Generation Facility. The 
primary choice in the consideration of deadlocks is whether the possi- 
bility of a deadlock occuring is permitted.  It seems to be obvious 
that if the cataloger is to be an asset to the SGF then the cataloger 
should not be allowed to create deadlocks.  The cataloger may provide 
a more efficient and smoother running facility, but if occasionally 
it causes total failure, then the cataloger is no longer an asset. 
Only those configurations which do not allow deadlocks are considered 
in the final design.  These configurations are evaluated under the sec- 
tion on mounting volumes. 
7.4 Catalog Commands 
7.4.1 Basic Commands 
The add, list, arid delete commands will be implemented since 
they are basic to the use of a cataloger. 
7.4.2 Possible Additional Commands 
7.4.2.1   Files-11 Service Already Available 
The following commands are not provided since they are 
already provided by Files-11 routines. 
a.  File presently open for write access 
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b. Data and Time of file creation 
c. Date of last write reference 
d. Number of write references 
7.4.2.2 Account Number of Last Reference 
Often a file status can be ascertained from the last user 
of that file.  The user can be identified by his account number. 
7.4.2.3 Conclusion ,? 
Implementing options already available under Files-11 would 
be a waste of effort. 
Adding the account number of the last accessor to the file 
would add overhead for an option that would be too seldom used to be 
worthwhile.  It is, therefore, not implemented. 
7.5      Response Time 
7.5.1     Data Hierarchy 
7.5.1.1 No Hierarchy 
This method simplifies catalog processing and minimizes use 
of core memory storage. 
7.5.1.2 Memory and Disk Storage Hierarchy 
Storage hierarchy would shorten cataloger response time. 
7.5.1.3 Conclusion 
The use of memory disk hierarchy is given "poor" ratings on 
relevance to facility because of the lack of the requirement for fast 
response time, the extensive product development effort needed to 
implement the manipulation of hierarchical data, and additional core 
usage required by the cataloger.  A "good" rating is given to I/O use 
since hierarchy would reduce the I/O required for catalog processing. 
No Hierarchy option will be implemented because of its higher overall 
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grade. 
7.6 Files Specification 
7.6.1 Wildcard Allowed 
The use of wildcards for any field of file specification 
would be consistent with the abilities of Files-11.  No one likes to 
trade a less restrictive system for a more restrictive system. 
7.6.2 Wildcard Restricted 
This option prohibits the use of wildcards for delete file 
entry requests or batch list requests. Without wildcards the delete 
and list functions can be executed rapidly. Wildcards would require 
exhaustive searches. 
7.6.3 No Wildcards 
Both the delete and list options can be performed rapidly, 
without an exhaustive search, if no wildcards are permitted. 
7.6.4 Conclusion 
The use of wildcards for the delete and batch list options 
would greatly slow down the I/O load on«^|»he cataloger, thus the ex- 
tensive use of wildcards rates a "poor" grade with respect to the use 
of I/O. Wildcards for delete request could lead to loss of integrity 
of the catalog data since it could lead to inadvertant deletion of 
file entries. Batch wildcard list requests are not useful for any 
present batch job.  For the above reasons unrestricted wildcard use is 
given a "poor" rating in relevance to facility. 
Total elimination of wildcards also receive a "poor" rating 
for relevance to facility because of the present extensive use of 
wildcards at the interactive level.  Restricted use of wildcards seems 
the best compromise. 
7.7 Utilities 
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7.7.1 Display all Information on a Given File 
This alternative provides access to information about the 
file to the user. 
7.7.2 Display Files with Certain Attributes 
This option would be useful in keeping track of how the 
cataloger is used. . 
7.7.3 File Entry Verification 
A catalog verification utility would maintain the integrity 
of the catalog information which could have been corrupted through 
system 6*r user errors. 
7.7.4 Conclusion 
Displaying file attributes are not relevant to the facility 
with the present design of the cataloger because of the lack of attri- 
butes to list. 
Verification of file entry utility program would be very 
useful but not necessary for the implementation of the cataloger.  Such 
a program can be designed and implemented, later on, when the cataloger 
itself becomes a useful part of the system. 
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8.       Final System Specification 
8.1 Files to be Cataloged 
Any files may be cataloged at user option. 
8.2 Mounting Volumes 
No volumes are to be mounted during job execution.  Before 
a certain class of job is run all volumes associated with that class 
must be mounted. 
8.3 Deadlock 
Deadlocks are made impossible by the procedures described 
in the previous section on mounting volumes. 
8.4 Catalog Commands 
Find, add and delete file entry commands will be available 
to all batch and interactive users. 
8.5 Response Time 
Data hierarchy shall not be employed to increase catalog re- 
sponse time. 
8.6 File Specification 
For batch users no wildcard field specifications will be al- 
lowed.  Interactive users may use wildcards on list file commands. All 
users may request the addition or listing of the most recent versions 
of a file.  A file may be deleted only if the version number is speci- 
fied. 
8.7 Utilities 
No additional utilities will be implemented at this time. 
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9. Final System Design 
9.1 Basic Catalog System 
Figure 7 is a diagram of a basic catalog system which meets 
the Final System Specifications.  The catalog system consists of a 
cataloger, interactive cataloger and catalog files. 
The interactive cataloger receives add, delete, list and 
wildcard list commands from an interactive terminal.  This interactive 
terminal would be manned by a person authorized by the system manager. 
Wildcard list commands are those list commands which contain at least 
one wildcard in the file specification.  The one exception to this rule 
is that a list command where the only wildcard is in the version field. 
\JFhe  interactive cataloger sends all but the wildcards list 
command requests to the cataloger. 
The wildcard list command can be processed by the interactive 
cataloger concurrent to any catalog command initiated from a batch job. 
Thus, the time consuming wildcard list command will not slow normal 
batch processing. 
The interactive cataloger, however, does not process other 
catalog commands. Add, delete and non-wildcard list commands are 
passed by the interactive cataloger to the cataloger.  Any user job 
requiring the use of the cataloger may send add, delete and non-wild- 
card commands to the cataloger. 
9.2 Catalog System Detail 
Figure 8 shows the basic functional components of the 
catalog system.  The cataloger receives list, add and delete commands 
from batch jobs or an interactive terminal. The batch jobs interface 
directly to the cataloger.  The interactive cataloger interfaces the 
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interactive terminal to the cataloger.  In addition, the interactive 
cataloger independently processes wildcard list commands. 
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Basic Catalog System Diagram 
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Catalog System Data Flow Diagram 
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10.       System Implementation 
10.1      Query Language 
The set of commands by which the interactive user interro- 
gates the cataloger is referred to as the query language. 
The query language should be easy to use.  Therefore, the 
cataloger query language is patterned after the Files-11 query language. 
This way it takes virtually no effort to teach a Files-11 user to be 
a catalog user. 
10.1.1 Catalog Command Format 
The interactive commands have the following format: 
control "Z" * , -   terminate interactive cataloger 
/EX -   terminate entire catalog system 
filespecification -   add file 
filespecification/DE -   delete file 
filespecification/LI -   list file 
@filespecification -   indirect command 
The filespecification in the latter command is referred to 
as the "indirect command" file.  This file may contain a series of 
c atalog commands. This indirect file capability is very useful if a 
set of commands are to be used repeatedly. 
10.1.2 File Specification 
Varying the file specification provides much flexibility for 
the catalog system.  The following are some possible file specifica- 
tions : 
a.  (37,22) DATA.DAT;47. 
The above is a full file specification with group account 
* Depress "control" key then the "Z" key without releasing the former. 
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"37", individual account "22", filename "DATA", file 
type "DAT" and version "47" octal. 
b. NAME.FTN 
The above file specification's account is defaulted 
to the account of the user. The filename is "NAME" 
and the file type is "FTN".  If the above filespecifi- 
cation is used in a catalog list command, the version 
number displayed is the, largest existing version num- 
ber.  For the catalog add command, the version number 
is defaulted to the largest version number plus one. 
For the catalog delete command, the above file specifi- 
cation is illegal since the version must be specified 
in delete commands. This restriction helps prevent 
inadvertent file deletions. 
c. *.DAT 
The above file specification refers to files with any 
filename, the user account, file type "DAT" and largest 
version number.  Because this is a wildcard type of 
file specification, it can be used only with the list 
command. 
d. (*,*)*.*;* 
With the addition of the list switch the above file 
specification can be used to list all cataloged files. 
10.1.3    Catalog Response 
The cataloger is ready to accept a command when it displays 
the characters "CAT>".  If an error occurs during processing the cata- 
log command then the appropriate error message is displayed.  Possible 
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error messages- are listed in Figure 9.  The complete file specifica- 
tions and disk unit numbers are displayed for all files requested by 
a catalog command.  Once the command is processed, "CAT> " is redis- 
played. 
10.2     Access Methods 
To implement the cataloger, the catalog file access method 
has to be determined. The performance of the cataloger greatly 
depends on the efficiency of the method by which the catalog information 
is accessed and maintained.  Access method alternatives are evaluated 
in the same manner as previous cost performance analysis.  The access 
method performance evaluation in Table 2 is set up in the same manner 
as the Cost Performance Table 1. 
10.2.1    Linear Search 
In the Linear Search Method of access, items are stored and 
retrieved by searching consecutive locations from the start of a linear 
table. 
10.2.1.1 Advantages 
Linear search method requires a minimum amount of storage 
space. For N entries, each k long, only N*k storage spaces are 
required. 
Linear search method is easy to implement.  A linear table 
search requires minimal software processing. 
10.2.1.2 Disadvantages 
Linear search method is time consuming.  In a table N long, 
an average of N/2 accesses are required to locate an entry. 
10.2.1.3 Conclusion 
The Linear Search Access Method requires too much I/O time 
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because of the great number of accesses it requires. Linear search 
method is graded a "failure" for its extensive I/O use. 
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Cataloger Error Messages 
- no such file 
- no such command 
- file already exists 
- no version specified for delete 
- wildcard on list only 
- syntax error 
- system error number XX * 
*Note:  System error indicates a system software or hardware 
problem which a user could not have caused.  The system 
programmer should be advised of the error number "XX". 
FIGURE 9 
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Access Method Evaluation 
10.2 Access methods 
10.2.1 Linear search 
10.2.2 Tree structure 
10.2.3 Hierarchical list 
10.2.4 Binary search 
10.2.5 Randomizing method 
See index below 
4 5 6 7 8 9 
3 3 3 3 5 17 
3 3 3 3 4 16 
4 3 3 3 4 17 
3 3 3 3 5 17 
3 4 3 3 2 15 
index: 
4 - Product development effort 
5 - Life-cycle support 
6 - Mass storage use 
7 - Core use 
8 - I/O use 
9 - TOTAL 
TABLE 2 
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1,0.2.2    Tree-Structure 
Catalog entries may be stored in "tree" structure.  Refer- 
ence (f) p. 225 contains an illustration similar to Figure 10.  Figure 
10 shows the construction of a binary tree.  Results of the tree 
construction are shown as items G,D; M; E and A,B,F are added.  Note 
that each individual item is added one at a time in alphabetical order, 
in the sequence they are received.  In the cataloger application, each 
of the entries would be a string of characters designating a file spec- 
ification. 
10.2.2.1 Advantages 
This method uses storage space fairly.efficiently.  Even 
though the binary tree is highly structured database, each new entry 
can be stored almost as if a sequential linear list is used.  This can 
be done by maintaining a pointer in each entry to each of its subse- 
quent branch entries.  Thus, except for pointers, all storage space 
is used for data entries. 
Location of old items and addition of new items do not take 
much overhead. A tree containing N items would need approximately 
log2N accesses to add or locate a file entry.  Entries are added by 
first searching through the tree to find an entry to link the new entry 
with.  The new entry must then be placed in an unused space in the 
catalog file. According to page 19 of reference (g) a linked list of 
i 
empty cells would be an efficient technique for locating unused space. 
10.2.2.2 Disadvantages        -^ 
Although the average tree requires on the average log2N 
accesses to locate an entry, specific tree can have a much greater 
average access number.  The average number of accesses depends on a 
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Construction of a Binary Tree 
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balanced tree which has all its branches equal in length. Depending 
on the order of entries a tree may be anywhere between completely im- 
balanced (i.e., a linear list) or balanced.. Thus, in a given binary 
tree, the maximum number of accesses required to locate and entry can 
vary anywhere between N and log2N.  A relatively imbalanced tree could 
greatly slow down catalog processing. 
In addition the deletion of a binary tree entry is not a 
simple matter.  For example, if entry D in figure 10 is deleted then 
either G's pointer to D would be changed to point to E, E's left 
pointer would be changed to point to A, or all of the items in D's 
branch could be reinserted in the tree.  The former choice would lead 
to trees being greatly imbalanced, while the latter choice would lead 
to significant processing overhead for each deletion. 
10.2.2.3  Conclusion 
The binary approach receives a "poor" grade in I/O use since 
delete file entry commands can lead to very imbalanced trees which re- 
sult in a great number of mass storage accesses. 
10.2.3    Hierarchical List 
Hierarchical list organization is described on pp. 27, 28 
of reference (h).  A common attribute of the entries to be filed is 
"factored out".  The"data is then organized in groups with each group 
having the same common attribute.  The PDP-11 Files-11 system is hier- 
archical.  The file specifications are grouped with respect to account 
numbers.  To locate a file, a table of account numbers is searched 
linearly.  Each account number has an associated pointer which points 
to a linear list of all files with that account number. 
< 
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10.2.3.1 Advantages 
Hierarchical organization makes it eas.y to access all files 
with a certain attribute.  For instance, in the Files-11 system all 
the files under a certain account number can be readily located. 
Hierarchical organization can reduce the number of identi- 
cal data entries. For example, under Files-11 the entries are 
grouped by account number.  Thus an account number does not have to 
be listed for each file entry. 
10.2.3.2 Disadvantages 
Location of a specific entry can be time consuming with the 
hierarchical approach.  This is true because it requires a linear 
search of each table. As noted earlier, linear searches require sub- 
stantial I/O. 
Numerous variable length tables needed for hierarchical 
organization require significant storage area and processing overhead. 
Storage area must be dynamically allocated and deallocated as the vari- 
ous tables expand and contract. 
10.2.3.3 Conclusion 
Hierarchical list organization is rated "poor" as to product 
development and I/O use.  The use of linear lists requires substantial 
I/O overhead while the use of numerous dynamically allocated tables 
requires an overly complex software system. 
10.2.4    Binary Search 
Binary searches can be performed on ordered tables of data 
(e.g. alphabetical order).  The binary search begins at the middle of 
the table. Depending on the result of the comparison between the table 
entry and the desired entry, the next comparison is done either at the 
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middle of the upper half or the middle of the lower half of the table. 
This process of halving successive sections of the table continues 
until the desired entry is found. 
Reference (i) page 141 shows that the maximum number of 
comparisons required is log2N, where N is the number of entries. 
10.2.4.1 Advantages 
The binary search method uses mass storage efficiently. 
It requires no storage area in access of the data entries. 
According to reference (j) page 122, for a sequential file 
there is no faster search method than the binary search. 
10.2.4.2 Disadvantage 
The main drawback of the binary search approach is the re- 
quirement that the table must be ordered. 
Each time a new catalog entry is made the table must be 
expanded.  All entries below the new entry must be moved to make room 
for the new entry. 
10.2.4.3 Conclusion 
The binary search method is graded "fail" in its use of I/O. 
On the average, half of all catalog entries must be read and then writ- 
ten for a catalog add entry request. 
10.2.5    Randomizing Method 
According to reference (k) p. 91, the random entry or hash 
method can achieve good speed results without requiring an ordered 
table.  The randomizing method consists of generating an index from the 
keyword into a table.  For this application, the keyword can be the 
file specification of the file to be cataloged. 
A stored file entry can be accessed directly since the same 
69 
keyword will always generate a particular index. 
Different keywords may, however, generate identical indexes. 
This condition is called a "collision".  Collisions may be resolved in 
numerous ways without greatly degrading the performance of the random- 
izing method. 
10.2.5.1 Advantage 
With respect•to other methods the randomizing method requires 
•a minimal number of accesses to locate, delete or add an entry. 
10.2.5.2 Disadvantage 
The randomizing method uses storage space inefficiently. 
Numerous collisions can reduce the speed with which an entry can be pro- 
cessed.  Frequency of collisions decline as load factor declines. Load 
factor is the ratio of the number of entries in a table to the maximum 
number of possible entries.  Thus the randomizing method requires a 
number of unused entry positions for a good response time. 
10.2.5.3 Conclusion 
The randomizing method receives a "good" mark for efficient 
I/O use but a "poor" mark for efficient mass storage use. 
10.2.6    Access Method Conclusion 
The randomizing method is used as the cataloger access method 
on the basis of its rating in table 2. 
10,3      Randomizing Method Implementation 
As mentioned earlier, the generation of "keywords" and the 
resolution of collisions are the major considerations in the implementa- 
tion of the randomizing access method.  Both these topics are discussed 
in some detail in this section;  \ 
10.3.1    Key Generation 
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10.3.1.1 Key Generation Algorithms 
The following are some of the key generation algorithms com- 
monly mentioned throughout the literature. 
10.3.1.1.1 Division 
The key (e.g. the file specification) is divided by some 
constant. The remainder becomes the address for the key. 
10.3.1.1.2 Mid-Square 
The key is multiplied by itself.  The address is obtained 
from a contiguous set of bits taken from the center of the result. 
10.3.1.1.3 Folding 
The key is partitioned into sections. All the sections are 
then added together to form the key address. 
10.3.1.1.4 Power Residue 
The key is multiplied by a constant. The least significant 
bits of the result is used as the key address. 
10.3.1.2 Conclusion 
Reference (1) contains a discussion of the results of an 
experimental study of a number of different key generation techniques. 
In general, according to reference (1) p. 238, the division method is 
best.  However, where the key length is long with respect to the key 
address, the folding method also shows good results and easier to im- 
plement. 
Since the key (file specification) length (ten bytes) is 
about ten times the length of the key address (approximately one byte), 
the folding method is used as the key address generation technique for 
the cataloger. 
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10.3.2     Resolving Collisions 
10.3.2.1 Method for Collision Resolution 
The following are some of the common techniques used to 
resolve collisions for an add entry command. 
10.3.2.1.1 Open Addressing 
If a collision occurs a sequential search is made from the 
point of the collision to locate an empty cell. 
10.3.2.1.2 Random'Entry 
A new address is generated from the key until an empty cell 
is found. A new address can be generated, for example, by incrementing 
the constant used in the division method. 
10.3.2.1.3 Overflow 
Overflow solution to collisions is described in reference 
(m). Each key is hashed into a."bucket". Each "bucket" contains a 
number of possible entry cells. After a key is hashed to a bucket, the 
entry is stored in the bucket using the open addressing method. 
If the bucket is full then the entry is stored in the first 
empty cell in an overflow storage area. 
10.3.2.2 Facility Dependent Factors 
The following factors can greatly affect the performance 
of the cataloger. 
10.3.2.2.1 Exhaustive Search Problems 
"Open Addressing" and "Random Entry" collision resolutions 
require exhaustive search of the entire catalog file,  If a file entry 
is to be added, the catalog file must be searched to insure that a 
duplicate entry is not made.  If a file entry is to be deleted or 
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located and no such file entry exists, the entire catalog file must be 
searched to verify that fact. 
For the "overflow" collision resolution method only the 
"bucket" and the overflow file would have to be exhaustively searched. 
This is true because if the file entry is not in its bucket or the 
overflow file, then it could not exist. 
10.3.2.2.2 Chaining 
None of the collision methods require exhaustive searches 
if "chaining" is employed.  Once a collision occurs and the collision 
is resolved, then a pointer is placed in the entry where the collision 
was finally resolved.  Subsequent collisions would add pointers to the 
end of the "chain".  Thus, the search for an entry can be terminated if 
the entry is not found after its entire chain is searched. 
10.3.2.2.3 Version Number 
Each file specification has a file version number associated 
with it.  Usually a file will have a significant number of versions. 
Users tend to save old versions for backup purposes.  The version number 
requires storage space of one byte, while the remainder of the file 
specification requires ten bytes.  A great deal of storage space would 
be wasted if each file version would have its own file entry, including 
the full file specification. 
10.3.2.2.4 Latest Version 
It is of great convenience to the users of a cataloging sys- 
tem if the latest (largest) version of a file can be requested without 
the specification of the actual version number.  If each version of a 
file has its own entry in the cataloger then an exhaustive search would 
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be required to find the latest version. 
10.3.2.3  Implementation 
10.3.,2.3.1 Overflow Method 
To speed catalog operations it is best to minimize the need 
for exhaustive searches.  However, the chaining method,is not a good 
solution.  The chaining method requires numerous accesses along the 
chain to locate an entry. 
Chains are difficult to maintain.  If an entry is deleted 
from a chain, the chain must be "mended" by connecting the two entries 
adjacent to the deleted entry. The entire catalog file must be 
periodically reorganized to prevent the growth of extraordinarily long 
chains. 
The overflow method limits the need for exhaustive searches 
to the overflow file. The overflow file can be kept small by keeping 
the bucket size large and the loading factor small. 
10.3.2.3.2 Version Number 
To save storage space and prevent the requirement of an 
exhaustive search in find the latest version, each file entry will 
contain all the versions of that file. Accompanying each version 
number is the unit number upon which that version resides. 
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11.       System Test 
A thorough test of the operation of the cataloger terminal 
interface is a sufficient test of the entire cataloging system.  The 
interactive part of the cataloger interfaces to the cataloger exactly 
as a user job would.  Thus, if the interactive cataloger works, so 
would a properly codded user job. 
11.1 Add File 
The cataloger' add file command was tested for all the 
possible combinations of fields being specified in the file specifica- 
tion, for the assignment of default versions and for the allocation of 
the disk unit with the most free storage area. 
11.2 List File 
— The cataloger list file command was tested for all the pos- 
sible combinations of wildcards in the file specification and for the 
request of the greatest version number of a file. 
11.3 Delete File 
The cataloger delete file command was tested by deleting all 
files added for the add file test.  The files were not deleted in the 
same order as they were added to provide a better test. 
11.4 Overflow File 
The following procedure was used to test the cataloger use 
of the overflow file. 
A set of files that hash to the same block were entered 
using the add file command. Enough of these files were added to force 
some of them into the overflow file area.  The overflow file was dumped 
to see if the entries were indeed there.  The files were then listed, 
deleted and their deletion was verified. 
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11.5 Indirect File 
Indirect file capability of the cataloger was tested by 
placing catalog commands on a file and commanding the cataloger to 
execute that file.  The success of the operation was checked by dis- 
playing the resultant cataloger entries. 
11.6 Error Processing 
All the catalog error messages were displayed by entering 
erroneous catalog commands. 
V 
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12.       System Performance 
Commands used by batch jobs are add, list or delete a file. 
When these commands are entered in interactive mode the response is    --' 
almost instantaneous.  Thus the cataloger meets its objective of not 
degrading the"'performance of jobs using the cataloger. 
The wildcard list command, which is used as a maintenance 
and configuration tool, takes a few seconds to process. Because this 
command is used infrequently, its response time does not significantly 
degrade system operation.      ' 
The above cataloger abilities meet the basic SGF require- 
ments. 
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