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Abstract 
The fuel injector in a modern gas turbine encompasses a multi-stream swirler, the shear layers 
from which are used to atomise the liquid fuel. The aerodynamic characteristics of the swirler 
are known to affect the placement of the fuel directly, and, ultimately, the emissions pro-
duced. A full appreciation of the aerodynamics potentially enables improved injector design 
and hence lower emissions. A rig was designed to study the flow resulting from three axial, 
co-rotating swirler passages, separated by shrouds, with the downstream flow field being con-
fined in a duct. The swirler module was three times full size and has a 45 0 repeatable sector. 
A detailed survey of the downstream flow field has been carried out using a five hole pressure 
probe and a three component laser doppler anemometry (LDA) system. A gearing mechanism 
was employed to rotate the swirler within the rig casing such that the extent of any three di-
mensionality in the flow field could be assessed. The central recirculation caused by the high-
ly swirling flow was found to extend beyond the final measurement plane, prompting the 
moderately loaded exhaust nozzle to be replaced by a cylinder positioned centrally within the 
rig. LDA measurements were taken at thirty downstream planes, providing sufficient detail 
for validation of a computational model. The three dimensionality of the flow field was found 
to be minimal, which has direct implications for the requirements of computational model-
ling. 
A three-dimensional computational fluid dynamics (CFD) code, encompassing both k - E 
and Reynolds Stress Transport (RST) turbulence models was employed to model the flow. 
Test cases from the open literature were utilised to validate the physical models within the 
code on simple geometries, with the results comparing favourably to those previously pub-
lished. A solid model of the experimental geometry was created using a CAD package, which 
was extracted and used as direct input to the grid generator. A structured grid was employed, 
with the calculation including both flow through the swirler passages and in the downstream 
mixing duct. The experimental results were used to validate the computational model. Calcu-
lations starting downstream of the swirler exit plane, utilising experimental measurements as 
inlet boundary conditions, indicated that the improved physical description of the RST model 
provided enhanced results over the simpler k - E model. Calculations performed through the 
swirler vane passages using the k - E model indicated that the results were improved signif-
icantly by moving the inlet boundary condition to an upstream location, possibly due to the 
estimation of the turbulence dissipation. 
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Introduction 
1.1 Introduction to Swirling Flows 
The phenomenon of swirl and its dramatic effects on any flow field in which it occurs have 
been appreciated for many years. Some of these effects can be desirable, and designers there-
fore strive to take the maximum possible advantage. Nevertheless, other effects can be dam-
aging, with designers then striving to eradicate or at least curtail the consequences. Examples 
of swirl occur naturally, such as in hurricanes and tornadoes. Manufactured examples which 
do not involve combustion include cyclone separators, whirlpools, heat exchangers, and vor-
tex shedding from aeroplane wings. Those involving combustion include reciprocating en-
gines, industrial furnaces and gas turbines. 
Rotation imparted to a fluid prior to passage through an orifice creates a tangential velocity 
in addition to the axial and radial components experienced by a non-swirling flow. This has 
the effect of creating axial and radial static pressure gradients which in turn have a marked 
effect on the overall flow field (Beer and Chigier (1972». lfthe tangential velocity is large 
enough, in comparison to the axial velocity, then a recirculation zone may be created by the 
adverse axial pressure gradient downstream of the orifice. An example of the streamlines in 
a flow field where tangential motion has been imparted to the fluid in an armulus upstream of 
an orifice is illustrated in figure 1.1. The fluid at the outer radius ofthe armulus quickly moves 
radially outwards after passing through the orifice and being released from the containing 
forces of the armulus walls. Nevertheless, the motion of the fluid is also affected by viscous 
forces and radial pressure gradients. It is the combination of all such effects which produces 
the flow field illustrated in the figure. 
Swirling flows can be formed using a variety oftechniques, including the introduction of flow 
from a tangential direction, rotation of the geometry through which a fluid passes or by the 
passage of flow through angled vanes. The tangential entry system can be implemented in the 
form of a swirl generator, as illustrated in figure 1.2, whereby axial and tangential entry air 
are metered separately, such that the degree of swirl can be varied from zero to a maximum 
value which creates a strongly swirling flow. However, such a system has a high total pressure 
drop, and is therefore rarely used in industrial applications. The rotation of a cylindrical pipe 
is also capable of inducing swirling flow by the frictional drag of the cylinder wall on the air 
passing through it, figure 1.3. However, the relatively low viscosity of air means that such a 
system can only induce weak swirl in the flow. Other rotating mechanical devices which can 
2 
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induce swirl include the 'moving block swirl er' , figure 1.4 (described in detail by Beer and 
Chigier (1972», which has two sets of blocks, angled on one side, such that the movement of 
the blocks in the circumferential sense introduces the flow in a purely radial sense, a combi-
nation of radial and tangential, or purely tangential. This has a much smaller pressure drop 
than the swirl generator of figure 1.2, and can produce strongly swirling flows. The mechan-
ical movement could prove to be disadvantageous in many industrial applications, although 
such a geometry could be fixed in a single position. 
In general, the most common type of geometry used to induce swirl in industrial applications 
is a guide vane system, where the vanes can be placed in a radial or axial position, illustrated 
in figures I.Sa and l.5b respectively. In general, the vanes, and therefore the degree of swirl 
imparted to the flow, are fixed. Such a system induces the greatest degree of swirl for the 
smallest associated pressure drop, and therefore is the subject of this study. 
1.2 Gas Turbine Combustion Systems 
A gas turbine engine can be viewed as a gas generator in that it produces gas at high temper-
ature and pressure. The utilisation of this gas depends on the desired application: aerospace 
engines are used to power aircraft, marine engines for ships, and industrial engines for power 
generation or pumping fuels. A cross section of a typical aerospace gas turbine engine is il-
lustrated in figure 1.6a, with an industrial equivalent in figure 1.6b. The basic principle of the 
aerospace engine is that of Newton's third law, that is, every action has an equal and opposite 
reaction. The high temperature and pressure exhaust gas can be expanded through a nozzle to 
produce a high velocity gas stream. Alternatively the gas can be expanded through a turbine 
and the energy used to drive a large fan at the front of the engine. Although the velocity im-
parted to the gas stream is not as high in this case, the momentum change is maintained due 
to the high mass flow passing through the large fan. In the case of an industrial engine, the gas 
at high temperature and pressure is expanded through a power turbine to drive a generator. 
Since the industrial engine in this case is a derivative of the aerospace engine, the general lay-
out is similar, with many components being common to both. Therefore, a number of basic 
design criteria apply to both types of engine, such as the length remaining within a designated 
limit (both for space considerations and those of the stresses on the shaft), a low specific fuel 
consumption (SFC), stable operation over a wide range of powers, and (in the case ofthe aer-
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ospace engine) a high thrust to weight ratio. Manufacturing costs and reliability are also 
strong driving forces. In terms ofthe combustion system, further specific design requirements 
apply. The overall length of the entire combustion system must fall within predetermined lim-
its, as must (in the case of the aerospace engine) the frontal area of the combustion can, in 
order to minimise drag. The gas turbine engine is based on the Joule or Brayton cycle, in 
which the heat addition process occurs at essentially constant pressure. Although this is im-
possible in practice, the pressure loss through the combustion system must be minimised, 
since it has a large impact on the attainable SFC. The engine must be able to perform efficient-
ly over a large range of air to fuel ratios (AFRs) in order to deliver a range of output powers. 
Ability to relight the flame is paramount, particularly for the aerospace engine whilst at alti-
tude. Dual fuel capability is also a pressing concern, particularly in the case of industrial en-
gines. 
Recent concerns for the enviromnent and of the depletion of fossil fuels have caused enhanced 
requirements for both SFC improvement and a reduction of harmful emissions. The desire for 
increased specific thrust (that is, the size of engine required to generate a certain amount of 
thrust) necessitates higher turbine entry temperatures, thereby increasing the demands on the 
combustion system to deliver the design temperature profile to the turbine. Nevertheless, 
higher temperatures can also lead to higher emissions of pollutants such as smoke and oxides 
of nitrogen, thereby increasing the importance of fuel placement and combustion efficiency. 
Such concerns place greater emphasis on the fuel injector and therefore the requirement to ful-
ly understand the flow physics of this device increase significantly. 
The basic principle of the combustion system is identical for aerospace and industrial engines, 
with the main features being illustrated in figure 1.7. Modem engines are often more compli-
cated in their design, utilising, for example, staged combustion with multiple fuel injection 
points. For the purposes of the current study, however, it is sufficient to consider a generic 
design. Air leaves the compressor and passes through outlet guide vanes at high pressure and 
relatively high velocity into a diffuser prior to entering the combustion system. This diffuser 
is designed to lower the air velocity by a factor of five or more. Such a reduction in velocity 
is important both in the combustion process itself and in terms of the air presented to the var-
ious admission ports, as described later. The pressure loss due to combustion (expressed as a 
percentage of the compressor outlet pressure) is proportional to the square of the velocity, 
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which could amount to a large proportion of the pressure rise achieved by the compressor. The 
diffuser increases the static pressure and reduces the pressure loss to a more acceptable level. 
Current technology enables the combustion system to contribute a pressure loss of between 3 
and 8% of the total pressure delivered from the compressor (Rolls-Royce (1986)), although 
design improvements may well decrease this further in the future. The mass flow of fuel into 
the combustion system is small compared to the mass flow of air (with overall AFRs typically 
lying between 40:1 and 120:1) and therefore a liner is used to ensure that only a small propor-
tion of the air is present in the combustion region, thereby lowering the AFR such that com-
bustion can be sustained, whilst the flow of burned products provides a constant ignition 
source for the incoming fuel/air mixture. 
The air can directly enter the flame tube through the head of the can, via the burner arm or the 
heat shield. Alternatively, flow around the outside of the liner passes along the inner and outer 
annuli in order to supply the air admission ports (primary, intermediate and dilution air). If 
the velocity of this air was too high then the discharge coefficients of the ports would be poor, 
and instabilities of the jets into the flame tube could occur. This is prevented by the diffuser 
described above. The mass flow splits through the combustion system are determined by the 
relative pressure drops of the various geometrical features, which in turn have been set by the 
design of the combustion can through the discharge coefficients. 
The volume contained within the liner of a gas turbine combustion system can be broken up 
into primary, secondary and dilution zones. The fuel passes down the burner arm to be inject-
ed, atomized and vapourized in the primary zone. A high degree of swirl is created by the at-
omizer (further detailed in section 1.3) to create the recirculation zone which provides high 
enough levels of turbulence and residence time to stabilise the flame, and react most of the 
fuel with the air to form the final combustion products. The interaction of the air introduced 
through the primary ports with that from the atomizer serves to close the recirculation zone. 
The primary zone can be run rich, that is, more fuel is injected than can react with the available 
air. Further air introduced through the secondary ports can therefore be used to react with any 
residual fuel from the primary zone. The remaining air is introduced through the dilution ports 
to reduce outlet temperatures and create a desirable exit temperature profile. This ensures that 
the turbine blades are not subjected to excessive, life reducing, temperatures. The ports may 
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be plain holes, but are more often plunged and chuted to increase the discharge coefficient and 
thereby increase the penetration of the jets into the combustion can. 
The temperature of the flame is high enough to damage the metal of the combustion can, and 
the liner therefore needs to be cooled. One method of achieving this is through the use of film 
cooling, whereby air is introduced into the boundary layer of the liner through slots. This film 
is however rapidly destroyed by mixing with the hot gases in the turbulence of the primary 
zone, and hence a series of such cooling slots would be required, which can require a high 
percentage of the available air. An alternative method is therefore sought, with effusion cool-
ing being common practise in many modem engines. Air is introduced through a porous liner 
via small angled holes, creating a thin layer of cool air on the surface of the liner. This method 
is certainly more economical than film cooling and can often prove to be more effective. 
There are three main types of combustion chamber which have been used in gas turbine en-
gines; the tubular, annular and tuboannular chambers. Each of these is described in detail by 
Lefebvre (1983). Most modem aerospace engines utilise the annular design, an example of 
which is illustrated in figure 1.8, and hence only this type will be considered here. An annular 
system consists of an annular liner within an annular casing, resulting in a compact unit of 
relatively low weight. A big advantage of this system is that the flames can propogate from 
one sector to another easily, and therefore only a single ignitor is required (although two are 
generally included). The "clean" aerodynamics of this geometry result in a lower pressure loss 
than other combustion can designs. However, small variations in the inlet air profile can lead 
to large effects on the outlet profile, which could ultimately affect other components in the 
engme. 
Experimental testing of a full annular combustion chamber poses challenges in the delivery 
of sufficient air at the correct temperature, flow rate and pressure for the entire annulus. It 
therefore becomes desirable to test a sector of the annulus, or even components of the com-
bustion system in isolation. In addition, computational simulations (generally in the form of 
computational fluid dynamics (CFD» offers the potential of testing new designs of such a 
combustion system at greatly reduced cost. The computational simulations, however, must be 
validated for each specific application before they can be seriously utilised as an integral part 
of the design process. This requires CFD calculations and detailed experiments to be per-
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formed in unison, on identical geometries, with identical boundary conditions; that is, the ex-
periments can provide the boundary conditions to the CFD. 
1.3 The Fuel Injection System 
Gas turbines can utilise liquid or gaseous fuels. In general terms, aerospace engines run solely 
on liquid fuel (kerosene), marine engines also run on liquid fuel (diesel), and industrial en-
gines run primarily on gaseous fuel, with the requirement to switch to liquid fuel for short pe-
riods. The placement of the fuel is equally important in both instances, but the liquid case has 
the added complication of the requirement to atomize and vapourize the fuel. Hence the de-
sign of injectors for gaseous fuels are simpler than those for liquid fuels. Gas can be injected 
through plain orifices, slots, swirlers or venturi nozzles. The main challenge in the case of gas-
eous fuel is to achieve the optimal level of mixing between the air, fuel and combustion prod-
ucts in the primary zone. If the mixing rate is too high then narrow burning limits may ensue, 
but Iow mixing rates can lead to combustion induced, Iow frequency pressure oscillations 
which can be catastrophic (Lefebvre (1995». As mentioned above, most engines which pri-
marily run on gaseous fuels will have the requirement to change to liquid fuels, and so an in-
jector capable of atomizing liquid fuel is used. The primary requirement of such a dual fuel 
engine is that the pattern factor of the two fuels is matched, such that variations in temperature 
distribution during fuel changeover are minimised. 
A basic requirement of the combustion system, detailed in section 1.2, is that the flame re-
mains lit over the full range of operating conditions, regardless of the external conditions. 
This poses particular challenges for the aerospace engine, with low pressures and tempera-
tures at altitude coupled with the strong possibility of rain ingestion. The aerodynamics of the 
primary zone are known to have a significant effect on the stability of the flame (Lefebvre 
(1983», with the creation ofa toroidal recirculation zone being quintessential to this process. 
Such a recirculation can be created by a bluff body, but this method is rarely used in main 
combustion systems. This is due to the bluffbody's inherent inability to entrain sufficient air 
into the wake region to provide adequate mixing of clean air and the products of partial com-
bustion. In addition, the aerodynamics of a bluff body stabilizer would change appreciably 
with changes in inlet conditions. Bluff bodies do, however, find favour in afterburners for 
flame stabilization when entrainment and mixing are not such high priorities. An alternative 
method of flame stabiIization within the combustion system is that of opposing jets, whereby 
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ports are positioned within the primary zone, and directly opposite each other. When these 
jets impinge, part of the air travels upstream and promotes a large scale recirculation region. 
The remainder flows downstream, and is used to assist in the dilution process. The recircula-
tion produced is conducive to easy ignition and wide burning limits, but does not encompass 
a method of atomization of a liquid fuel. It can, however, be used in conjuction with other 
methods. 
It was shown in section 1.1 that the most effective method of inducing high swirl with the 
minimum associated pressure drop was a guide vane system. In a similar manner, a guide vane 
system can be used to produce a substantial recirculation in addition to providing much better 
mixing than that of the other methods, because regions of high turbulence and strong shear 
are produced. A swirling flow also produces a recirculation region which is contained by the 
remainder of the flow (for example, the interaction with the primary port flow serves to close 
the recirculation region in a controlled manner). This can be used to prevent the flame coming 
into direct contact with the physical geometry of the combustion can. Indeed, the guide vane 
system is utilised in the vast majority of modern gas turbine combustion systems, and there-
fore detailed understanding of the flow physics involved is crucial for both current and future 
designs. 
Liquid fuel is atomized by the creation of a high relative velocity between the liquid and the 
surrounding air stream. Two main types of atomizer have been used to produce such a relative 
velocity. The pressure atomizer discharges high velocity liquid fuel into a relatively slow 
moving stream of air; the most common type having a dual orifice, as illustrated in figure 1.9. 
The impetus for the interaction between the air and the fuel (i.e.: the atomization process) is 
provided by the kinetic energy of the liquid stream, with the air having a passive role. The two 
orifices are arranged concentrically, with the inner being called the primary, and the outer the 
secondary. At low powers, all of the fuel passes through the primary orifice. Good atomiza-
tion is then produced since the area of the primary orifice is small and thus the injection pres-
sure of the fuel is high. As the power of the engine increases, so the injection pressure of the 
fuel increases, with a valve opening at a predetermined limit to enable fuel to pass through the 
secondary orifice. The pressure atomizer provides satisfactory atomization of the fuel over a 
wide range of fuel flows, but does have a tendancy to induce high concentrations of exhaust 
smoke at high pressures. Although the inherent variable geometry within such an atomizer has 
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proved to be reliable, there is a tendancy for impurities in the fuel to block the small orifices 
through which the fuel must flow. 
The more popular current industrial standard, and, indeed, the subject of this study, is the air 
blast atomizer, illustrated in figure 1.10. This type of atomizer brings low velocity fuel into 
direct contact with high velocity air. The relative velocity required for the liquid/air interac-
tion is now provided by the air, with the liquid fuel taking the passive role. The fuel is spread 
onto a prefilming lip, forming a thin continuous sheet, by the use of a set of swirl vanes in the 
fuel stream. The fuel sheet is then emitted in the form ofahollow cone. The air passages either 
side of the prefilming lip also contain swirl vanes. These swirling air streams create shear lay-
ers which break the fuel sheet into ligaments and then droplets. The use of the air swirlers also 
creates the required recirculation zone and high turbulence which aids the mixing of the fuel 
and air (discussed in detail in section 1.4). The arranged placement of the fuel cone into the 
centre of the recirculation region greatly assists in the breaking of the sheet and the subsequent 
reaction, since the turbulence levels are highest in this position (see section 1.4). This type of 
atomizer is capable of producing fme atomization at high engine powers. By aerating the 
spray, local fuel-rich concentrations are avoided, the formation of carbon is significantly re-
duced, and hence it provides a virtually smoke-free exhaust. Its main disadvantage is its ina-
bility to provide an equally good fuel atomization at low engine powers. This can be 
overcome by the use of an additional primary nozzle which supplies the fuel to the combus-
tion can at low engine powers. Alternatively, a hybrid atomizer has been suggested by Chin 
et al. (1999), whereby fuel is injected at pressure into a standard airblast atomizer. This results 
in an almost flat profile of the mean fuel droplet size over a wide range of fuel flow rates. By 
combining the advantages of the pressure and airblast atomizers, a uniform liquid film is pro-
duced even at low fuel flow rates. Nevertheless, the momentum ofthe air remains greater than 
that of the fuel, and therefore the high injection pressure does not significantly affect the aer-
odynamics of the flow field produced by the fuel injector geometry. 
A number of authors (for example, Nanste and Lefebvre (1972), Micklow et al. (1991) and 
Lefebvre (1995)) have indicated that the pivotal factor affecting the placement of the fuel is 
the aerodynamics of the fuel injector. Such a conclusion suggests (and experiments confirm) 
that the aerodynamics of the swirl er system can be studied in isolation, removing complica-
tions due to fuel injection and combustion. Detailed experimental measurements can then be 
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made in an isothennal environment. These can be used to validate the aerodynamic features 
of a computational simulation (in particular, the turbulence model) without the requirement 
offuel injection or combustion simulations. All of the results attained remain directly relevant 
to the actual fuel injector. 
The atomizer illustrated in figure 1.10 encompasses an axial swirl er, whereby the air enters 
the swirl passages in the axial direction. A radial swirler can also be used, similar to that of 
figure 1.5b. Both axial and radial type swirlers have received considerable attention both in 
the literature and within the gas turbine industry. The choice between these two is decided 
upon by the overall geometry of the combustion can and the specific application for which it 
is intended. Most of the civil aerospace engines which are currently in service use axial swirl-
ers. As the low emissions concepts are introduced, the primary zone in the combustion can is 
generally run weaker. Therefore, more air is introduced through the fuel injector and the rate 
of fuel delivery to the primary zone is maintained. The ability to increase the height of the 
radial swirler passage easily means that more air can be admitted for the same cross sectional 
area than with an axial design. This has led to the use of radial swirlers in low emission engine 
concepts. Nevertheless, in a general civil aerospace engine combustion can, such as the one 
previously illustrated, this presents a problem for the flow ofthe air into the swirler. In an in-
dustrial engine, where space is not such an issue, this has been overcome by the introduction 
of a completely new type of combustion system, where the air is diverted away from the en-
gine centreline into the can and then flows radially into the primary zone, as illustrated in 
Lefebvre (1995). 
In many instances, a shroud is used in conjunction with the swirler passage, as illustrated in 
figure 1.1 o. The shroud directs the flow radially inward across the face of the fuel injector, 
thereby preventing the flame from stabilizing in too close a vicinity. This prevents overheat-
ing of the metal by the flame and the deposition of coke on the fuel injector face. Nevertheless, 
a shroud can also significantly influence the flow field (Eroglu and Chigier (1992», reducing 
the swirl number and thereby adversely affecting flame stability. A greater vane angle is re-
quired to overcome this problem. It is therefore important that the overall aerodynamic impact 
of shrouds be properly understood, although to date this has received only little attention. 
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1.4 Swirl er Aerodynamics 
In viscous fluids, rotating flows (or vortices) always contain a central core of solid body ro-
tation, known as a forced vortex, where the circumferential velocity varies linearly from zero 
at the centre line to a maximum value at the edge of the vortex. This may be surrounded by 
free (or potential) vortex conditions (Morton (1966». Considering a simple, purely rotational 
flow, a free vortex has a circumferential velocity which is inversely proportional to the radius: 
C w=-
r 
(1.1) 
where C is a constant. The vorticity, (J), defined as the curl of the velocity field, is then zero, 
and the flow is irrotational. In a forced vortex the circumferential velocity is directly propor-
tional to the radius, thus: 
w = Cr (1.2) 
then the vorticity is 
(J) = (2C, 0, 0) (1.3) 
This flow is therefore rotational, that is, a fluid element moving on a circular path will rotate 
about its centre of mass. Free and forced vortices are distinguished by the position of the max-
imum value of the circumferential velocity, this being close to the centreline in a free vortex 
and close to the extremity in a forced vortex. Most viscous flows follow the form of a com-
bined Rankine vortex, the equation for which satisfies the forced vortex condition at low val-
ues of radius, and the free vortex condition at high radii, thus: 
(1.4) 
where r 0 is the outer radius of the vortex. 
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1.4.1 Definitions of Swirl Number 
The degree of swirl imparted to a flow is characterized by the nondimensional swirl number, 
S, defined by Beer and Chigier (1972) as the ratio of the axial flux of swirl momentum to the 
axial flux of axial momentum times a flow length scale (typically swirl er geometrical outer 
radius, R), that is: 
(1.5) 
The values of the fluxes were defined in terms of the mean velocities. More recently, ability 
to measure turbulence quantities prompted Gupta et al. (1984) to update these values to in-
clude the turbulence thus: 
f - 2 Ge = 1 2n(puw + pu'w')r dr 
o 
(1.6) 
is the axial flux of swirl momentum, including u'w' , the x - 9 direction turbulent shear stress 
term, where the overbar represents a time averaged value; 
f 2--:2 Gx = 1 2n(pu + pu' + (p - pO(» )rdr 
o 
(1.7) 
is the axial flux of axial momentum, including;? , the x direction turbulent normal stress and 
a pressure term; pO(> is the ambient static pressure; and 0, W are the time-averaged axial and 
circumferential components of velocity, respectively. 
Difficulty in measuring the components of the swirl number has led to a variety of alternative, 
simplified definitions. The most difficult term to measure is perhaps that of pressure, and so 
Beer and Chigier (1972) suggested an alternative definition for the value of Gx , determined 
,...... 
from the inlet velocities, such that the pressure term can be omitted. A new value, G x can then 
be defmed: 
,...... f 2 --:2 Gx = 2n 1 p(u + u' )rdr 
o 
(1.8) 
such that: 
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(1.9) 
The radial momentum equation can also be used to rewrite the pressure contribution in terms 
ofthe circumferential velocity. Neglecting the turbulent stresses the axial momentum can be 
written: 
Gx = 121tP[n2 +(W2 -wma/)I2]rdr 
o 
where the subscript 'max' indicates the maximum value at the exit of the orifice. 
The assumption of solid body rotation, with a uniform axial velocity, that is: 
(1.10) 
(1.11) 
(1.12) 
and the use of equation (1.10) for the axial flux of axial momentum, simplifies the swirl 
number (in the absence of the contribution from the turbulent stresses) to: 
s = ---,G""I-=2,----: 
1- (GI2)2 
(1.13) 
where G is the ratio between the maximum values of circumferential and axial velocity at the 
exit of the orifice, that is: 
(1.14) 
Experiments performed by Chigier and Chervinsky (1967) indicated that, for swirl numbers 
higher than 0.4, where the majority of the flow leaves the nozzle at the outer edge, an alterna-
tive definition of the swirl number (which agreed more closely with these experimental results 
than that of equation (1.13)) is given by: 
s = GI2 
1-(GI2) 
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When the vanes are mounted in an axial sense, attached to a hub of radius Rh' in a tube of 
radius R, the angular momentum, disregarding the turbulent terms, can be defined (Beer and 
Chigier (1972)) as: 
(1.16) 
For very thin vanes of constant chord and angle a, in conjunction with the assumption of a 
uniform flat axial velocity across the geometry, this equation reduces to: 
-2 (R3 - Rh3) G = 211 pu tan a "---:--"'-a 0 3 (1.17) 
where the subscript '0' refers to the value in the plane of the orifice. The axial momentum 
(from equation (1.8)) is: 
Further simplification then leads to the swirl number being defined as: 
In the case of a hubless swirler (ie: Rh = 0) this is: 
,....... 2 
S = -tana 
3 
(1.18) 
(1.19) 
(1.20) 
This expression for the swirl number is particularly popular, since only a knowledge of the 
geometry is required. 
1.4.2 Flow Field Characteristics 
Swirling flows are considered in the literature as having either weak or strong swirl, compared 
to the non-swirling case. Weak swirl manifests itself by an increase in the width of a free or 
confined jet; indeed, jet growth, entrainment and velocity decay all increase progressively as 
the swirl number is increased. The axial velocity profile will generally remain Gaussian in na-
ture up to a swirl number of 0.5, above which the maximum value moves away from the cen-
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treline, with a double peak profile appearing. Although a flow with weak swirl exhibits a 
significant radial pressure gradient, the axial pressure gradient is generally small, and is some-
times omitted completely from the flow field analysis. As the swirl number is increased, how-
ever, the axial pressure gradient becomes stronger, until the point (at a swirl number of 
approximately 0.6 for a flow issuing from a straight nozzle) when the kinetic energy of the 
flow is no longer able to overcome this adverse pressure gradient and the flow reverses. A 
central toroidal recirculation zone is produced, which will increase in size with a further in-
crease in the swirl number. Such a recirculation zone is important in combusting applications, 
as discussed in section 1.3. 
The turbulence in the region of the recirculation zone is particularly high. The maximum ve-
locity gradients occur along the line of zero axial velocity, which coincides with the locations 
of the highest turbulence intensities (Beer and Chigier (1972». Such turbulence is also impor-
tant in combusting applications, since it provides enhanced mixing between the hot gases of 
the flame and the surrounding air. 
The pattern of the flow field for a swirling flow is dependent on many issues, and in particular 
the geometry (Gupta et al. (1984». If the flow downstream of the orifice is contained then a 
corner recirculation zone is also created. The size and shape of both recirculation zones cre-
ated by a guide vane swirler are affected by the swirl number (and therefore the angle of the 
vanes), and the shape of the vanes (straight or curved). The size of the main containing cham-
ber has been shown to affect the size and shape of the central recirculation zone in furnaces 
with the same swirler configuration (Beltagui and Maccallum (1976». This effect will also be 
apparent in other applications with similar geometrical constraints. Many other factors can in-
fluence the attained flow field, but the knowledge of the changes caused by these factors is 
limited. The experimental database required to provide this knowledge would be excessively 
large, and hence computational prediction techniques are required as a tool to aid in the un-
derstanding and therefore in the design process. 
1.5 Summary of Motivation for the Current Study 
The previous sections have outlined the full background to the current study, and the main 
points requiring further investigation are now reiterated. Highly swirling flows (section 1.1) 
are of great interest in a number of fields. In particular, gas turbine combustion systems con-
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tain fuel injectors, which utilise swirl as an aid to stabilise the flame and encourage mixing. 
When the fuel injector is delivering liquid fuel, as in the case of an aerospace gas turbine com-
bustion system, the shear layers produced between swirling air streams issuing from the fuel 
injector lead to the break-up ofthe fuel sheet into ligaments and finally droplets. Hence the 
aerodynamics of the injector directly influence the fuel break-up and placement. Indeed, var-
ious papers have already illustrated the direct effect of the fuel injector aerodynamic flow 
field on the fuel pattemation factor (section 1.2). A deeper understanding of the aerodynamics 
of the fuel injector will act as a significant step towards a successful design understanding of 
a full gas turbine combustion system. Lefebvre (1995) has reviewed the status of fuel atomi-
zation for gas turbines, and stated that geometrical factors such as the size and shape of the 
injector flow passages can have a significant effect on internal flow patterns and external 
spray characteristics. Nevertheless, effects such as these are still not completely understood, 
and a detailed study of the aerodynamics ofa typical fuel injector is imperative for improved 
understanding and modelling of a full combustion system. Improved understanding of the 
shear layers in particular will enable improvements to be made to the inj ector design, leading 
to better fuel break-up and droplet placement, which, in turn, will lead to reduced emissions. 
Guide vane systems have been shown (section 1. I) to be the most efficient method of produc-
ing a highly swirling flow, and such a system is utilised in the air blast atomizer (section 1.3), 
the current industrial standard for gas turbines. The use of shrouds is known to affect the flow 
field significantly, as is the contaimnent of the downstream flow field (section 1.3). Therefore 
the study of a generic fuel injector geometry is imperative, in order to encompass all of the 
required physical attributes. In addition, this ensures that the swirl number will be above the 
critical value (section 1.4.2) and therefore a central toroidal recirculation zone will be created. 
Experimental testing of full scale combustion systems can prove costly, and it therefore be-
comes desirable to integrate CFD into the design process (section 1.2). Nevertheless, prior to 
serious use it must be validated for each specific application. Fuel injection systems introduce 
a number of complex physical phenomena. High degrees of swirl are imparted from the 
blades, in addition to the shear layers emanating from the shrouds. These shrouds have previ-
ously been illustrated to have a pronounced effect on the flow field (section 1.3). The helical 
blade passages which are common in modem fuel injectors are also known to produce a flow 
field which is highly three-dimensional (Micklow and Nguyen (1989}). Isothermal expermen-
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tal testing ensures that the turbulence model can be validated in the absence of more complex 
chemical models. 
1.6 Previous and Related Work 
A full review of computational and experimental work relating directly to swirling flows will 
be provided in this section, with summaries of the main works included. More detailed refer-
ences relating to specific aspects of the investigation will be subsequently introduced in the 
relevant sections oflater chapters. 
1.6.1 Computational Studies 
Computationally, many references are available on swirling flow fields. Early attempts, such 
as that by Rhode et al. (1982) considered the simplified flow ofa gas turbine combustion can 
as a swirling flow passing through a sudden expansion. A parametric study was performed 
using two dimensional axisymmetric calculations, whereby the angle of the swirl was Varied, 
along with the angle of the wall ofthe sudden expansion. Both values were found to affect the 
size of the central toroidal recirculation zone dramatically. Although the gross features of the 
flow illustrated by experimental flow visualisation were reproduced, the finer details were 
not. The authors concluded that this was due to the use of the k-e turbulence model. Ramos 
(1984) performed two dimensional axisymmetric calculations of the experiments of Vu and 
Gouldin (1982), using the k-e turbulence model. The circumferential velocity component, in 
particular, did not compare well with the experimental measurements. Ramos attributed the 
discrepancies to the use of a scalar turbulent viscosity which does not include the effects of 
streamline curvature on the turbulence. Habib and Whitelaw (1980) produced similar results, 
and attributed their discrepancies to the same reason. Variations in the inlet boundary condi-
tions were found to affect the predicted flow field, but the differences were not large enough 
to account for the discrepancies noted between the calculations and experimental measure-
ments. It was postulated that a Reynolds stress turbulence model would produce improved re· 
sults. 
Both Hogg and Leschziner (1989) and Jones and Pascau (1989) performed two dimensional 
axisymmetric calculations downstream of the single passage axial swirler tested by So et al. 
(1984), using the first measurement plane as the inlet boundary. Both illustrated that, even in 
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this two dimensional environment, a Reynolds stress transport turbulence model performed 
significantly better than an eddy viscosity based model (k-c), particularly in the prediction of 
the swirl velocity. Although the swirl produced was not sufficiently strong to induce a recir-
culation, the physics ofthe flow field was such that a converged solution could not be attained 
with the Reynolds stress turbulence model when a zero gradient exit boundary condition was 
prescribed. Both authors overcame this issue by fixing the profile of the axial velocity at the 
exit plane, and allowing the remaining variables to be calculated. Hogg and Leschziner noted 
that the k- c model predicted a small recirculation zone when the exit axial velocity was fixed. 
Nikjooy and Mongia (1991) performed two dimensional axisymmetric calculations of the 
confined swirling flow measured by Nikjooy et a!. (1989). The values of the three mean ve-
locities and five of the Reynolds stresses were available from the experimental study to be 
prescribed at the inlet. The authors used three methods of calculating the value of the turbu-
lence dissipation, e, at the inlet plane; from a constant length scale and the turbulent kinetic 
energy, from an approximation of the k-e eddy viscosity, and from the Boussinesq approxi-
mation for shear stress. The second method was observed to provide the worst results, in com-
parison to the experimental data, with the other two methods giving virtually identical results. 
An algebraic stress model was also compared to a full Reynolds stress transport turbulence 
model, but was found to provide poor results in the prediction of the size of the central recir-
culation. This was attributed to the turbulence diffusion process, which depends on the gradi-
ents of the Reynolds stresses. Although the values of the normal stresses were similar in the 
two calculations, the profiles were different. Crocker et al. (1997) performed two dimension-
al, axisymmetric calculations of a three stream swirler, using an RNG k-e model. The re-
quirement for reliable knowledge of the boundary conditions was raised, with this having a 
potentially significant effect on the predicted flow field. 
The general industrial standard method of representing a gas turbine fuel injector is as a two 
dimensional, axisymmetric flow, often with the outlet plane of the swirler vanes as the inlet 
to the calculation. Boundary conditions at these inlets must then be prescribed. Brocklehurst 
(1994) used the outlet plane ofthe dome swirler as the inlet plane to the calculation (plane 1 
of figure 1.11). The axial component of velocity was calculated from the mass flow splits, 
provided by the fuel injector manufacturer. Having calculated the tangential velocity from the 
blade geometry, using the calculated axial velocity, Brocklehurst found that the shrouds de-
felected the flow towards the centreline, in the absence of a radial velocity profile, the cone 
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angle collapsed and the simulation did not provide realistic results. The tangential component 
was therefore calculated utilising the axial component associated with the effective area of the 
passage (that is, taking into account the blockage of the swirler vanes), providing a higher ap-
parent swirl angle, sufficient to overcome the deflection by the shrouds and to predict a more 
realistic cone angle. A similar method is used by Crocker et al. (1997). Mason (1997) per-
formed a three dimensional simulation of a single swirler passage using a castellated grid and 
the k-I: turbulence model to provide axial and circumferential velocity profiles to a two di-
mensional simulation. Mason noted the presence of a wake downstream of the inner swirler 
vane, which had mixed out by the end of the passage contraction (plane 2 in figure 1.11). It 
was concluded that at least some of the swirler passage should be included in two dimensional 
axisymmetric calculations in order that more realistic profiles be achieved at the swirler exit 
plane, and that an ideal inlet plane for the inner swirler was the end of the contraction, such 
that the vane wake was no longer present. Dong and Lilley (1994) performed two dimensional 
calculations of a single stream axial swirl er, using seven different forms of inlet velocity pro-
file, varying from simplistic prescribed values to measured quantities. Comparisons to five 
hole pressure probe measurements were performed using the k- I: turbulence model. Although 
none of the calculations predicted the true size of the central toroidal recirculation zone (due 
to the eddy viscosity approach of the turbulence model), it was shown that a radial velocity 
component should be included at the inlet plane to provide the most realistic results. Hicks et 
al. (1998) also introduced a radial velocity component to the boundary conditions of their two 
dimensional simulation, which they showed to have a marked effect on the predicted flow 
field. Nevertheless, the analysis of the swirl er in such a two dimensional manner is inherently 
erroneous. It is impossible to determine realistic turbulence values at such an inlet, and the 
effect on the pressure field of the three dimensional vanes is lost. The calculation of the three 
dimensional flow through the swirler vanes would overcome such problems, since the inlet 
boundary is then moved upstream of the swirler. Whiteman et al. (1997) have performed a 
three dimensional simulation of a three stream axial swirler, although the grid was too coarse 
to provide detailed information on the inj ector' s cone angle, and with the results being used 
to provide boundary conditions for the two dimensional simulation of Hicks et al. (1998). A 
detailed investigation of the internal aerodynamics of a fuel inj ector is therefore required, and 
no such analysis has been found in the literature. 
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In the simulation of a complete combustion system, the grid required for resolution of both 
the details of the three dimensional internal fuel injector flow, and the three dimensional in-
ternal / external combustor volume would probably not be possible with current computation-
al resources. Currently, one or two dimensional approximations are used to prescribe 
conditions at the fuel injector outlet plane. Nevertheless, an improved understanding of the· 
physics of the internal fuel injector flow field could be used to produce a simplified model, 
which would then provide more realistic boundary conditions for the full combustion calcu-
lation. 
Priddin and Coup land (1988) performed calculations of a sector of an annular combustion can 
using a two dimensional, orthogonal grid, rotated to form the third dimension. The peak tem-
perature at the combustor outlet was overpredicted, and this was thought to be due to the under 
prediction of the turbulent mixing between the hot combustion products and the cold dilution 
air by the k- I: turbulence model. The authors stated that, for flows with higher levels of swirl, 
the k-I: model would not provide satisfactory results. A three-dimensional simulation of the 
aerodynamics within a gas turbine combustion chamber has been performed by Lin and Lu 
(1994), using a k-I: model and two forms of the Reynolds stress transport turbulence model. 
The boundary conditions for the fuel injector were specified at the first measurement plane of 
the experimental work ofKoutrnos (1989), with variables that were not measured being pre-
scribed. The k-I: turbulence model tended to overpredict the axial and circumferential veloc-
ities in the centreline region. The Reynolds stress transport turbulence model of Gibson and 
Launder (1978) with the modified I: equation of Craft and Launder (1991) provided the best 
agreement with the available experimental data. Fuller and Smith (1993) also prescribed 
boundary conditions on the outlet plane of the fuel injector, from the results of a one dimen-
sional code, for use in their three dimensional, combusting model of a gas turbine combustion 
can. Two different turbulence intensities were prescribed at the exit of the fuel injector, and 
the value was shown to affect the results significantly, although neither case provided com-
pletely realistic pattern factors. Cline et al. (1993) also performed a three dimensional com-
busting calculation, using the k-I: turbulence model. Boundary conditions at the exit plane of 
the fuel injector were again prescribed, although constraints on the size of the grid meant that 
a single cell was used to represent a swirler passage. Obviously this led to gross approxima-
tions and poor results. Crocker et al. (1999) produced a full three dimensional simulation of 
the internal and external aerodynamics of a single sector of a combustion can. The fuel injec-
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tor inlet plane was again taken as the outlet plane of the vanes, as detailed above. The authors 
state that the accurate definition of the flow through the fuel injector is of paramount impor-
tance to the accuracy of the full calculation. The inclusion of at least part ofthe fuel injector 
enables the non-uniform feed pressure at the inlet to the combustion can to be attained. A 
multiblock structured grid, with a 'many to one' interface at the exit of the fuel injector was 
used, which would, in principle, enable a more detailed grid to be used within the swirler pas-
sages. The authors suggested that an additional I 00,000 cells would be required to include the 
vanes of the fuel injector, when 5 million have been used for the internal! external calculation 
described above. Although this does not seem excessive, they also raise the problem of creat-
ing a structured grid which would pass through the fuel injector and into the combustion can. 
They suggest that an unstructured grid would be the best solution to the problem. In conclu-
sion, no previous work involving three dimensional internal combustor flow field calculations 
has included resolution of the flow through the fuel injector in the simulation. 
Micklow et al. (1993 and 1996) have performed three-dimensional simulations of a single 
blade row ofa swirler using a two layer algebraic turbulence model. Both of these papers il-
lustrated the strong three-dimensional nature of the flow field. Al Kabie & Andrews (1991) 
performed a three dimensional simulation of a single stream radial swirl er, using a castellated 
grid. This three dimensional calculation was performed using both k-E and algebraic stress 
turbulence models, with the results being interpolated to form axisymmetric boundary condi-
tions for a two dimensional simulation performed downstream. Although the algebraic stress 
model performed better than the k-E model, neither gave particularly good quantitative agree-
ment with experimental results. Separations were noted within the swirler passages in the 
three dimensional simulation, and the authors recommended that this calculation should be 
extended downstream. 
1.6.2 Summary of Previous Computational Work and Implications for the Current 
Study 
A number of important points have been raised by various authors, particularly concerning 
fuel injector boundary conditions. The boundary conditions at the inlet plane of the fuel in-
jector have been found to have a profound effect on the entire flow field, and therefore a reli-
able knowledge of boundary conditions from experimental measurements is required. 
However, a number of authors have found that the only measurements available in the litera-
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ture are downstream of the fuel injector, and even then, many ofthe details of the turbulent 
flow field may be missing, and therefore requiring estimation. A joint computational and ex-
perimental study of the fuel injector flow field itself will overcome this issue, with the needs 
of the CFD simulation being used to determine the experimental measurement grid. In partic-
ular, the detailed measurement ofthe flow upstream of the fuel injector will enable a valuable 
assessment to be performed of the ability of the CFD to predict the outlet flow from the fuel 
injector geometry, without questions of boundary condition validity being raised. In addition, 
detailed measurements at the fuel injector exit plane will enable calculations of the down-
stream flow field to be performed, such that the capabilities of the two turbulence models can 
be compared directly with experimental measurements. 
Many calculations have been performed of entire combustion systems, with the presence of 
the fuel injector being implemented by an outlet boundary condition. Such a boundary condi-
tion can be supplied by experimental data or a separate two dimensional simulation. Never-
theless, these two dimensional simulations still require inlet conditions, with the radial 
velocity component often proving the most difficult, since it cannot be deduced from details 
of the geometry. Boundary conditions apart, the representation of the fuel injector in the three 
dimensional combustor calculation can still prove a source of error due to the small number 
of grid cells used to represent the individual passages. Computationally, therefore, a number 
of advantages can be seen from considering the fuel injector in isolation. The use of a struc-
tured grid remains imperative, since their unstructured counterparts are yet to be thoroughly 
tested within the gas turbine combustion field. 
The turbulence models suitable for use in highly swirling flow fields have also been debated 
within the literature review. In general, the k-E model does not predict the swirl velocity to a 
high degree of accuracy, although this remains the current industrial standard, and must, 
therefore, be included in the present study. The algebraic stress model (ASM) has also re-
ceived some attention in the open literature, although results have not been significantly im-
proved over the two equation model, even though the computational power required for the 
calcuation has increased. Such a model is therefore not encompassed by the present study. 
The Reynolds stress transport turbulence model (RST), on the other hand, has been shown to 
provide improved results in comparison to k-E, and therefore deserves further study and val-
idation. 
22 
Introduction 
It is anticipated that a full three dimensional CFD simulation of a multi-stream swirler using 
a structured grid through the swirler passages will provide new information to that already 
available in the published literature. Its use to directly compare the k-E and RST turbulence 
models, with both being validated by experimental data, will also provide a further step to-
wards improved integration of CFD into the design process, and improve confidence in its 
use. 
1.6.3 Experimental Studies 
A number of experimental studies of highly swirling flow fields have been performed previ-
ously, using a variety of measurement techniques. Yowakim and Kind (1988) performed 
measurements downstream of a single row of swirl vanes using a three hole pressure probe 
and hot wire anemometers. The three hole pressure probe was used to provide measurements 
of the total pressure. Two designs of single hot wire anemometer were utilised; the first a gen-
eral probe with the wire normal to the prongs, the other with the wire slanted at 45° to the 
prongs. Each of these wires were used in three different orientations relative to the flow at 
each measurement location to provide details of the three mean and fluctuating components 
of velocity. Obviously this requires considerable effort, and relies heavily on the repeatability 
of the measurement location. The profiles indicated the presence of a substantial core flow 
with uniform total pressure, which diminishes downstream offour swirler hydraulic diame-
ters. The vanes were of variable angle, from 0° to 45° , and the hot wire results showed that 
the shear stresses on the outer wall were generally higher than those on the inner wall for 
swirling flows as opposed to the non-swirling case. Rhode et al. (1983) used a five hole pres-
sure probe to investigate the contained flow field downstream of a single stream axial swirler 
with variable blade angle. The accuracy ofthe results attained was determined by comparison 
to flow visualization photographs. The five hole pressure probe illustrated the existence of a 
central toroidal recirculation zone, but underestimated its length in the axial direction. The 
photographs illustrated the presence of a three dimensional, time dependent, precessing vor-
tex core along the centreline, downstream of a central toroidal recirculation. Unsurprisingly, 
measurements taken by the five hole pressure probe were unrepeatable in this area and there-
fore were not presented. Yoon and Lilley (1984) extended this work to encompass higher de-
grees of swirl. The size of the central recirculation zone was found to increase with increasing 
swirl up to a vane angle of 40° . Past this, the length of the recirculation zone decreased al-
though its width increased. The precessing vortex core remained for all swirl angles. Lilley 
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(1999) performed measurements just downstream of the vane exit plane of a single axial 
swirler using a five hole pressure probe in anulled mode (described in detail in section 3.2.1). 
The vane angle was altered and the measurements repeated over a number of swirl angles. The 
results illustrated the changing shape ofthe velocity profiles, with the flat and zero axial and 
swirl velocity profiles (respectively) at 0° becoming increasingly peaked and biased towards 
the higher radii as the swirl angle was increased. However, the radial spacing of the measure-
ment locations was rather large considering the strong radial pressure gradients known to be 
prevalent in a highly swirling flow. Vu and Gouldin (1982) used five hole pressure probes and 
hot wire anemometers to measure the flow downstream of a contained, two stream, swirling 
flow. The axial vanes of the inner swirler were fixed, with the radial vanes ofthe outer swirler 
being variable, such that both co- and counter- rotating geometries could be tested. A five hole 
pressure probe was used to provide details of the local mean velocities and flow angle, with 
a single hot wire then being positioned normal to the mean flow direction. The five hole pres-
sure probe was used in a nuIled mode. Vu and Gouldin questioned the accuracy ofthe radial 
velocity measured by the probe, due to the strong radial pressure gradients, and therefore 
chose not to show either this or the pitch angle. Measurements were performed at two Rey-
nolds numbers; 170,000 and 250,000 (based on the test section diameter); with little alteration 
in the results. This therefore illustrates that, provided the Reynolds number is large enough to 
guarantee fully turbulent flow, the results become independent of its value. Vu and Gouldin 
showed results from both co- and counter-swirling geometries. The swirl numbers varied 
from 0.59 to 0.71 for the inner swirlerand -0.38 to 0.42 for the outer swirler. It was noted that, 
although the axial velocities became very low in the co-swirling case, no flow reversal was 
seen. In the counter-swirling case, a definite area of flow reversal was noted just downstream 
of the swirler exit plane. Both Gouldin et aI. (1985) and Samimy and Langenfeld (1988) raised 
the question of disturbance of the flow by intrusive probes, together with their general direc-
tional ambiguity and inability to cope with high turbulence levels. 
Examples of the use of non-intrusive laser diagnostic techniques, and in particular, laser dop-
pier anemometry (LDA) are also available in the published literature. Sislian and Cusworth 
(1986) used a single component LDA system to measure the flow field downstream of a single 
row of swirl vanes. The LDA system was rotated three times, to provide the three mean ve-
locity components and all six of the Reynolds stresses. Nevertheless, the calculation of some 
of the shear stresses included the assumption ofaxisynnnetry. The errors on the mean veloc-
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ities were estimated at around 4% (although this would be higher for the radial component) 
and up to 10% for the Reynolds stresses. Kihm et al. (1989) also performed measurements 
downstream of a single swirler passage, with variable swirl angle, using a one component 
LDA system. Rotation of the system provided values for all three mean velocity components 
and five of the Reynolds stresses. Measurements were performed at two different supply pres-
sures, with little influence on the results attained, again implying an indifference to the Rey-
nolds number of the flow. Three methods of calculating the swirl number were compared, 
with the value calculated from the geometry of the vanes (equation (1.20» being lower than 
the value calculated from the ratio of momentum fluxes (equation (1.5» for the 20° and 40° 
swirl cases, but higher for the 60° case. This is due to the geometrical value not taking into 
account the blockage effect of the vanes. So et al. (1984) performed two component LDA 
measurements of a single blade passage located at the outer radius of a cylindrical vessel. A 
small jet injected air or helium along the centreline, and this could be used to prevent the for-
mation of a recirculation zone. Wilhelmi (1984) and Ahmed et al. (1991b) have both per-
formed two-component LDA measurements on a single swirler passage, providing two mean 
and two fluctuating velocities over a single plane. Ramos and Somer (1985) performed two-
component LDA measurements on the confined downstream flow from a two stream swirler. 
The vanes in the two streams were independently variable, such that both co- and counter-
rotating geometries could be formed. This was similar to the geometry of Vu and Gouldin 
(1982), and the two sets of results were compared. Ramos and Somer noted significant areas 
of flow reversal in both the co- and counter-rotating cases, whereas the five hole pressure 
probe measurements of Vu and Gouldin did not illustrate any flow reversal in the co-rotating 
case. Ramos and Somer suggest that the instrusive nature of the five hole pressure probe may 
have been sufficient to prevent the measurement of the flow reversal, or that the probe was 
simply not sensitive to the reverse flow direction in that particular geometry. 
Syred et al. (1994) performed two component LDA measurements downstream of a tangential 
entry swirl burner under isothermal conditions. A negative value of the mean circumferential 
velocity was noted on the centreline, and this was associated with the presence of a precessing 
vortex core. A hot wire was used as a signal for the LDA system such that 10,000 samples 
could be taken at any point in the flow field when the velocity of the precessing vortex core 
was at its maximum. Instantaneous velocities illustrated the presence of a periodic flow 
around the centreline of the bumer. Evidence of the movement of the reverse flow region 
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around the centreline was presented, and this, it was postulated, could aid the mixing of the 
combustion products with the surrounding air in a combusting flow. Similar movement of re-
gions of negative radial and circumferential velocity components was also noted. 
Samimy and Langenfeld (1988) and Nejad et al. (1989) performed two component LDA 
measurements, with a small flat window enabling laser access downstream of a single swirler 
unit. The swirler itself was then moved axially to enable various planes of measurements to 
be taken, with the flow field being assumed to be axisymmetric. Nevertheless, this geometry 
did not enable measurements to be taken in the close vicinity of the swirler exit plane. The 
movement of the swirler relative to the exhaust nozzle is also of some concern in these meas-
urements, since this could significantly affect the swirler flow field. The Reynolds stress pro-
files indicated the presence ofiarge peaks near the centreline for swirl numbers of 0.3 and 0.5, 
which decreased as the axial distance from the swirler increased. The rate of this decrease was 
greater for the higher swirl number. Rose (1993) also performed two component LOA meas-
urements downstream ofa single axial swirler. Both Nikjooy et al. (\989) and Wessman et al. 
(1994) performed two component LOA measurements of the confined downstream flow field 
of a single swirler passage. The LOA system was rotated such that all of the mean velocities 
and five of the Reynolds stresses were measured. Ahmed and Nejad (1992) also performed 
two component LDA measurements on the contained downstream flowfield of a single pas-
sage axial swirler. Both the swirl number and the type of inlet swirl (e.g.: free or forced vor-
tex) were varied. Both were shown to have a significant effect on the flow field, thereby 
indicating that the swirl number alone is not sufficient to characterise the flow, but that the 
inlet boundary conditions are also extremely important. 
Eroglu and Chigier (1992) introduced a shroud onto their single swirler passage, and per-
formed measurements on the uncontained downstream flow field, using a two-component 
LDA system. Rotation of this system enabled them to produce values of all three mean veloc-
ities and five of the six Reynolds stresses. The first traverse performed was across the com-
plete diameter of the swirl er. The symmetry of this traverse was used as the motivation to 
provide radial traverses on a single plane downstream. Again, access to the swirler near field 
was limited. The shroud was found to reduce the effective swirl number and prevent the for-
mation of a central toroidal recirculation zone with the geometry investigated. 
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Poireault et al. (1996) perfonned three component LOA measurements on the confmed flow 
downstream ofa two stream swirler. The LDA probes were used to measure each of the three 
velocity components directly, resulting in the requirement to place a probe inside the contain-
ment vessel. Problems associated with the blockage caused by the probe then inevitably re-
sult, even though the probe in question had a long focal length. Measurements were 
perfonned for varying degrees of swirl, and it was noted that the magnitude of the shear stress-
es in particular increased appreciably as the swirl number was increased. Negative values of 
the circumferential velocity were noted on the centreline, which were attributed to the pres-
ence of a precessing vortex core. Lehmann et al. (1996) perfonned three-component LOA 
measurements downstream of a two stream radial type swirl er, to provide the three mean ve-
locity components and all of the Reynolds stresses. Slits were cut in the side of the casing, 
enabling laser access, and diametrical traverses were taken. Since the two probes were not po-
sitioned orthogonally to each other, the three velocity components could not be measured di-
rectly, and so a transfonnation matrix was employed. Some asymmetry was illustrated in the 
swirler near-field, which decayed further downstream. 
Selected authors have used their experimental results to predict the validity of turbulence 
models in CFO. Fujii et al. (1981) noted that the locations where the u'v' shear stress and the 
radial gradient of axial velocity approached zero were the same. It was also noted that the oth-
er Reynolds stresses showed a strong dependence on the local strain of the mean flow. It was 
therefore postulated that even the Prandtl mixing length turbulence model would be able to 
represent the main features of the flow field. Sislian and Cusworth (1986) noted similar results 
and suggested that an eddy viscosity based turbulence model would be acceptable to predict 
the flow field which they had measured. Nevertheless, assumptions of the flow field were 
made in the production of the results of both of these papers from a single component LOA 
system. The results of We ss man et al. (1994) could be deemed to be more reliable, since the 
three mean velocity components and five of the Reynolds stresses were measured directly. 
They illustrated that, although there were areas of isotropic turbulence contained within the 
flow field, the majority was, in fact, anisotropic. They therefore postulated that the k-E tur-
bulence model would be unable to predict the actual flow field. 
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1.6.4 Summary of Previous Experimental Work and Implications for the Current 
Study 
The use of intrusive instrumentation to measure a highly swirling flow field has received 
mixed response in the literature. Although some authors have postulated that the method can 
be both accurate and reliable, others have questioned the effect of an intrusive instrument on 
such a flow field. Indeed, comparison of the recirculation between a five hole pressure probe 
and flow visualisation photographs has illustrated that the pressure probe can significantly un-
derestimate the size. 
LDA systems are non-intrusive, and, as such, have become much more popular in recent 
years, and the above review details many examples of their use in the measurement of highly 
swirling flow. Often, single component systems are used which can be rotated to provide all 
the mean and turbulent velocities, although the derivation of the shear stresses then becomes 
questionable due to the various data sets being taken at different times, in terms of rep eatabi 1-
ity of both the measurement location and the details of the flow field. Although the location 
of the centre ofthe measurement volume could be repeated to a high degree of accuracy, fur-
ther errors are introduced due to the position of the major axis of the measurement volume. 
Repeatability of the details of the flow field would not be an issue if the flow were statistically 
stationary. Nevertheless, the errors introduced by such a postulation should be quantified be-
fore the measurements could be trusted. Three dimensional LDA enables all velocity compo-
nents to be measured simultaneously, and therefore prevents any undue assumptions being 
made ofthe flow, particularly in terms of symmetry. 
Comparison between five hole pressure probe and LDA data has illustrated significant differ-
ences in some instances, with authors drawing the conclusion that either the pressure probe is 
not sufficiently sensitive to detect flow reversals, or that the intrusion of the pressure probe 
may be sufficient to stabilise the flow and prevent flow reversal. Direct comparison between 
the measurements taken with a five hole pressure probe and those with the non-intrusive LDA 
system will therefore assist in the understanding of this issue, and enable conclusions to be 
drawn regarding the most accurate and efficient method of measurement of a highly swirling 
flow. 
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In general, geometries in the published literature do not afford sufficient access to enable 
measurements to be taken close to the swirler exit plane, or for three dimensional measure· 
ments to be taken in order to quantify the presence of wakes from the swirler vanes. This pre· 
vents a full understanding of the flow physics due to the helical vane passages and the mixing 
of the streams. An appreciation of the extent of any three dimensionality associated with the 
flow field must be gained in order to quantify the errors associated with the assumption ofax· 
isymmetry of the fuel injector flow field for CFD boundary conditions to a full combustor 
flow. 
It seems that, in the published literature, as the complexity of the measurement system in· 
creases, so the complexity of the geometry under consideration decreases, and no references 
have been found of measurements performed using a three component LDA system on a typ· 
ical gas turbine fuel injector. In particular, it is anticipated that the ability to turn a swirler ge· 
ometry circumferentially within the confines of a test rig, thereby enabling the measurement 
of a sector of the flow field, in particular close to the swirler exit plane, would be unique in 
the published literature. The extent of any vane wakes and any associated three dimensional· 
ity in the flow field can therefore be quantified for the first time. 
1.7 Objectives and Scope of the Current Work 
The objectives of the current work are deduced from sections 1.6.2 and 1.6.4, although the 
interdependence between the computational and experimental studies in this instance requires 
that the overall objectives, listed below, are not separated into the two sections. 
• To perform computational and experimental studies on the same three dimensional 
swirler geometry, which will draw its major influences from a generic fuel injector of a 
modem gas turbine combustor. 
• To perform detailed measurements of the confined flow field in the close vicinity of the 
swirler exit plane, and analyse the associated flow physics of this generic geometry. 
• To perform measurements upstream of the swirler geometry in order to supply boundary 
conditions to the three dimensional CFD simulation. 
• To create a structured grid through a sector of the complex geometry of the swirler pas· 
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sages and perfonn a three dimensional CFD simulation of the flow field. 
• To perfonn both measurements and CFD simulations of a sector of the swirler near field 
in order to ascertain the presence and extent of any three dimensionality of the flow field 
downstream of the swirler due to vane wakes. 
• To investigate the effect of the downstream boundary condition on the entire flow field. 
• To perfonn computational simulations using both an eddy viscosity and a Reynolds stress 
turbulence model, and to compare the ability of each model to represent the highly swirl-
ing flow field. 
These objectives will be tackled in the remainder of this thesis. The second chapter will out-
line the computational method used. The details of the two turbulence models are given, along 
with the required constants. The choice of geometrical and velocity coordinate systems is also 
discussed, in addition to the implementation of the various boundary conditions. The third 
chapter will outline the experimental techniques to be used, together with the design of the 
experimental rig and the implementation of the measurement techniques therein. An estimate 
of the possible errors occurring within the utilised measurement systems is also presented. 
Chapter four presents the results of the experimental investigations. The commissioning of 
the rig is described, and a flow visualisation photograph is presented. Two experimental tech-
niques are used, with the results from these being compared and contrasted. A detailed anal-
ysis of the results provides an insight into the flow field attained. The requirement for a study 
into the effect of the downstream boundary condition is addressed, and the required geomet-
rical alterations are detailed, together with a further set of measurements. The computational 
results are then presented in chapter five. VariOllS simple validation cases are carried out to 
verify the perfonnance of each aspect of the code, illustrating the effect of the choice of both 
the underlying coordinate system and the decomposition of the velocity vector. The tech-
niques used to generate a CAD solid model of the swirler geometry and an associated struc-
tured grid are discussed. The results of the three dimensional predictions of the swirler flow 
field are presented and compared to the experimental measurements. In particular, the per-
fonnance of the two turbulence models in relation to one another is highlighted. Finally the 
sixth chapter presents the overall conclusions of the work, together with recommendations for 
further investigation. 
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Figure 1.6a: Typical Aerospace Gas Turbine Engine (Courtesy of Rolls-Royce) 
Figure 1.6b: Typical Industrial Aero-Derivative Gas Turbine Engine (Courtesy of Rolls-
Royce) 
Figure 1.6: Typical Aerospace and Industrial Aero-Derivative Gas Turbine Engines 
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2.1 Introduction 
Traditionally, the development of new designs within the engineering industry has relied 
heavily on experience, together with analytical and experimental methods, with extensive 
experimental programmes proving extremely costly. The continuous growth in capacity and 
decrease in cost of computational power over the last three decades has made the use of com-
putational fluid dynamics (CFD) a viable part of the engineering design process. Modifica-
tions of the electronic definition of the complex geometries typical of engineering interest 
can be easily performed at low cost, as can simulations at high temperature and pressure. 
CFD also provides a complete picture of the flow field under consideration, rather than the 
isolated sparse-point measurements which are often performed in experiments. However, the 
computational approach still requires validation for each class of flow pattern before it can 
be utilised with confidence as an integral part of the design process. This requires CFD cal-
culations of specific. detailed experiments to be performed on identical geometries, with 
identical boundary conditions. In this way, recommendations can be made of the optimum 
CFD modelling approach, and the limits within which this can predict flow parameters of 
design interest to the required accuracy, for the class of flow pattern of interest. 
The flows within this study are incompressible and isothermal, with a steady state flow field 
being assumed for the time-averaged motion. An in-house Loughborough University CFD 
code was used throughout the CFD part of the present research, although significant modifi-
cations and development were required. The code makes use of a finite-volume method 
together with a pressure-correction scheme to solve the momentum equations. Further 
details of the method are given in sections 2.2 and 2.3. 
The flows under consideration in this study are clearly turbulent. Bradshaw (1971) states that 
turbulent flows are characterised by temporal fluctuations in velocity, which consist of a 
wide range of frequencies, with an energy cascade occuring between the largest and smallest 
scales of the flow. At high Reynolds numbers the motion at the smallest scales is determined 
by the dynamics of the slower, large scale motions. Turbulent length scales can then be 
related by dimensional reasoning, with the length scale at which energy dissipation occurs 
being known as the Kolmogorov scale, Lk. The relationship between Lk and the bulk turbu-
lent Reynolds number, Re! (defined using large scale or mean flow parameters), indicates 
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that the ratio between the largest and smallest length scales of the flow is typically propor-
. I R 3/4 bona to et . 
Although the Navier Stokes equations describe all fluid flows, in general engineering prob-
lems where Reynolds numbers are high (0(104 _106 », the implication of the Reynolds 
number relationship mentioned above is that direct numerical simulation of turbulence is not 
viable due to the size ofthe grid and number of time steps required to resolve all scales. Nev-
ertheless, direct numerical simulation (DNS) can provide hitherto unknown information in 
simple turbulent flow fields which can prove to be invaluable as validation data for other tur-
bulence modelling approaches (see, for example, Spalart (1986), Mansour et al. (1988». The 
effects of the turbulence on the mean flow field can be modelled without determining the 
fine details of all turbulent structures. One such method is large eddy simulation (LES) 
whereby the turbulent motions which are larger than the smallest affordable size of grid cell 
are resolved directly. The small scale motions are modelled using a subgrid scale (SGS) 
model. This method necessarily leads to time-dependent calculations, such that the move-
ment of the individual resolved turbulent structures can be predicted. It is, therefore, compu-
tationally intensive, with calculations ofa few milliseconds of real time taking days or weeks 
to compute. Although the use of LES in research is becoming more widespread, its applica-
tion within engineering design is still extremely limited, and may remain so for some time. 
Practical engineering problems require a different approach. The turbulence is viewed in a 
statistical manner, with the flow field being primarily described by time-averaged properties. 
Such an approach leads to the Reynolds averaged Navier Stokes (RANS) equations, and 
introduces six further unknown correlations (within constant density fluid mechanics prob-
lems), known as the Reynolds stresses. Hence a closure problem is formed which leads to the 
requirement for a turbulence model. 
The Reynolds stresses can be related to an assumed turbulent viscosity by the Boussinesq 
approximation (Boussinesq (1877». The turbulent viscosity is then a function of the flow, 
rather than the fluid, and therefore must be solved for throughout the flow field. An eddy vis-
cosity approach requires the velocity and length scales needed to evaluate the turbulent vis-
cosity to be obtained. The most common approach is to use transport equations for the 
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turbulent kinetic energy (k) and its dissipation rate (e). 
Alternatively, a transport equation can be deduced for each individual Reynolds stress, with 
an additional transport equation for the turbulence dissipation rate (e) providing the associ-
ated length scale. Such an approach is known as a Reynolds stress transport (RST) model. 
Although certain terms within the transport equations for the Reynolds stresses still require 
modelling, the use of these separate equations provides an improved prediction of the behav-
iour of the Reynolds stresses in complex flows. In addition, the adoption of separate trans-
port equations enables anisotropy of the turbulent viscosity to be represented better than is 
generally possible in the k-e approach. 
Both the k-e and the RST models will be utilised within this study. Full details of the mod-
els, including the values of the empirical constants incorporated within them, are given in 
section 2.2.3. 
At the commencement of the current study, the in-house Loughborough University code 
encompassed both k-e and RST turbulence models, although little testing had been per-
formed to validate the implementation of the RST model and hence this had to be undertaken 
as part of the present work. A baseline cartesian component decomposition of the velocity 
vector had been assumed in the code in formulating the momentum equations, in conjunction 
with a transformed curvilinear non-orthogonal co-ordinate system for complex geometries 
(for details of this technique see, for example, Ferziger and Peric (2001». However, this was 
not necessarily the best method for the current problem, and an alternative cylindrical polar 
vector decomposition has been implemented, as discussed in section 2.2.2. The use of a 
repeated sector in a highly swirling flow also required the introduction of cyclic (or periodic) 
boundary conditions, as described in section 2.4.6. The complexity of the geometry under 
consideration in the current study posed specific grid generation issues; these will be cov-
ered, along with the full testing of the implementation of the cylindrical polar modifications, 
the cyclic boundary conditions and testing of the RST turbulence model, in chapter 5. 
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2.2 The CFD Method: Mathematical Modelling 
2.2.1 Governing Equations 
All single phase, single species fluid motion can be described by the Navier Stokes equa-
tions, in conjunction with the energy equation and a statement of the relationship between 
fluid density and pressure. The fluid motion involved in the present study is incompressible 
and isothermal, hence negating the requirements of solution of the energy equation and the 
relation between density and pressure (the fluid properties p and J.l are considered constant 
throughout the flow field). In this section, it will also be assumed that the flow is laminar, 
with the modelling of the turbulent aspects of the flow being addressed in section 2.2.3. 
The Navier Stokes equations are expressed, independent of the co-ordinate system used to 
describe physical space, as: 
V e pll = 0 
i!..(pll) + Ve(p(llll))= VeT at _ (2.1) 
where II is the velocity vector and T is the total stress tensor, which may be expanded as: 
(2.2) 
For the flow under consideration here, V e II = 0, I is the identity tensor, and D the defor-
mation tensor, defined as: 
(2.3) 
where the superscript t denotes the transpose. 
In cartesian tensor notation, this enables the continuity and momentum equations for the 
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velocity component Uj to be written as: 
~(pu-) = 0 
ox· ' , 
(2.4) 
where D ij is the deformation tensor: 
D .. = __ '+_J 1(00 oo~ 
') 2 OXj ox· (2.5) 
Summation over repeated indices is implied in both equations (2.4) and (2.5). 
2.2.2 Choice of Co-ordinate Systems for Decomposition of Vectors 
The choice ofunderIying co-ordinate system to be used in a specific problem should reflect 
both the anticipated flow field and the geometry under consideration. In addition, it may be 
advantageous to use separate frames of reference for decomposition of vectorial dependent 
variables (velocity) and independent variables (position vector). The equations (2.4) and 
(2.5), for example, implicitly assume that a cartesian reference frame is being used for both 
velocity and position vectors. 
Throughout the course of this study, the geometry will nominally be that of a cylindrical vol-
ume, and hence cylindrical polar co-ordinates are the obvious choice for both velocity and 
position variables. This means that the axial co-ordinate direction is retained from a cartesian 
system, but the other two co-ordinate directions become radial and circumferential. 
The velocity can be expressed with respect to either a cartesian or a cylindrical polar refer-
ence frame, but the cylindrical polar decomposition offers significant advantages over the 
cartesian in certain circumstances. Figure 2.1 illustrates a cross-section of a sector of a cylin-
drical-shaped volume, using a cylindrical polar grid. Figure 2.I(a) illustrates velocity vectors 
which have been decomposed with respect to a cartesian system at various locations on the 
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grid, and figure 2.1(b) illustrates the cylindrical polar decomposition of the same velocity 
vectors. As will be discussed in section 2.3.2, numerical errors (such as false diffusion) can 
occur if the direction of the main velocity component departs significantly from the underly-
ing grid co-ordinate direction. Since the flows of interest here will be highly swirling, the use 
of a cartesian decomposition of the velocities will lead to a high potential for false diffusion, 
whereas the cylindrical polar decomposition tracks the direction of the swirling flow and 
hence has a lower potential for false diffusion. In addition, the use of a sector in a swirling 
flow calculation implies that cyclic boundary conditions will be required. A cylindrical polar 
decomposition of the velocity is then advantageous, since the velocity component directions 
are parallel and perpendicular to the cyclic boundaries. It is therefore advantageous to utilise 
a cylindrical polar decomposition of both the co-ordinate system for the geometry (physical 
space) and the velocity vector. 
The momentum equations have been derived for such a decomposition by Hughes (2003). A 
point worthy of note is that the transformation from cartesian into cylindrical polar co-ordi-
nates is not as simple as it may first appear. In a cartesian frame of reference, the base vector 
directions are fixed as the same for every point in space. However, in the case of a cylindri-
cal polar co-ordinate system, the base vector directions will alter in space, as illustrated in 
figure 2.2. This implies that the derivatives of these vectors with respect to the angular direc-
tion are non-zero. The values for these derivatives are given in Hughes (2003). This leads to 
extra source terms appearing as the equations are transformed from the cartesian into the 
cylindrical polar system. 
Although the cylindrical polar co-ordinate system simplifies the description of a flow in a 
cylindrical type geometry, the ability is also required to model the flow around arbitrarily 
curved portions of the flow geometry, such as the vanes of the swirler, within the same sys-
tem. Hence the cylindrical polar versions of the equations need to be further transformed into 
a body-fitted curvilinear co-ordinate system (the method of obtaining this body-fitted co-
ordinate system is described in the section on grid generation below (section 2.3.1». The 
transformations are performed in this order such that the source terms in the momentum 
equations due to the cylindrical polar system are retained. The transformed cylindrical polar 
form of the momentum equations is derived in Hughes (2003). Neither the cylindrical polar 
description of the geometry and the velocity vector nor the transformed body-fitted cylindri-
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ca! polar version of the equations were available in the code at the onset of this project and 
these were therefore implemented during the current study. 
Both the transformed cartesian and the transformed cylindrical polar versions of the govern-
ing equations will be used for the validation calculations detailed in chapter 5, such that 
these can be compared and contrasted. The extent of the aforementioned advantages of the 
cylindrical polar format can then be deduced. 
Throughout the remainder of this chapter, the equations will be presented in cartesian tensor 
notation for ease of description, although both a transformed body-fitted cartesian decompo-
sition and a transformed body-fitted cylindrical polar decomposition have been made availa-
ble within the numerical solver. 
2.2.3 Turbulence Modelling 
In a turbulent flow, the velocity can be decomposed into its time-averaged and fluctuating 
components, in the manner ofReynolds (1895); 
(2.6) 
where ~ is the time-averaged, or mean velocity component and ll' is the fluctuating compo-
nent. If the velocity is defmed at all points in space, Xj' and time t, as ll(Xj,t), then the time-
averaged value of the velocity in a statistically stationary flow is defined as; 
. 1 It,+T) ~(Xj) = hm - ). ll(xj,t)dt 
T-+ooT t, 
(2.7) 
Hence the time-averaged value of the fluctuating component of the velocity, Y. , is necessar-
ily zero. 
The continuity and momentum equations can be written in terms of these decomposed veloc-
ities and time-averaged to give the Reynolds averaged Navier-Stokes equations. The conti-
nuity equation, being linear, does not change form when written for the time-averaged 
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velocity. The steady state Reynolds averaged momentum equation in the i-component direc-
tion is: 
o -- 0 ---
-(pu·u·) = _(-"15·· + 2110·· - pu.'u·') ox. 1 J ox. l' IJ ,- IJ 1 J 
J J 
(2.8) 
where: 
(2.9) 
Hence the equations now contain an extra term - the Reynolds stress tensor, that is: 
(2.10) 
These components in the momentum equation can be interpreted as the transport of time-
averaged (ui) momentum in the 'j' direction by the fluctuating (uj ') velocities, analogous to 
the molecular (viscous) transport given by the term 2)1Dij' 
This extra tensor adds a further six unknowns to the system of continuity and three momen-
tum equations, resulting in a closure problem which requires modelling assumptions to be 
made. A Newtonian constitutive relationship can be used to describe the Reynolds stresses, 
due originally to Boussinesq (1877), of the form: 
2 -
-'l:,'J' = - -pk15 .. + 2)1 D·· 3 IJ I IJ (2.11) 
where k = ! ui'u;' is the turbulent kinetic energy and the above equation defines Ill' the tur-
2 
bulent (or eddy) viscosity. Various closure models have been suggested (for a review see, for 
example, Hanjalic (1994» and at the level ofpracticai engineering CFD two approaches are 
currently used; the k - E linear eddy viscosity model and the RST model. Both of these are 
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detailed in the following sections. As for the momentum equations, only cartesian tensor 
notation will be used for the turbulence equations presented here, for ease of description, but 
the cylindrical polar decomposition is presented by Hughes (2003). The transformation to a 
body-fitted system follows in the same manner as for the momentum equations. 
2.2.3.1 The k-e Model 
A transport equation for the mean kinetic energy of the flow (k = ~U;U;), as given by Ten-
nekes and Lumley (1972), may be obtained by multiplying equation (2.8) by Uj. The 
required transport equation for the turbulent kinetic energy k can then be obtained by multi-
plying equation (2.4) by Uj (= Uj + Uj'), time-averaging and subtracting the mean flow 
kinetic energy equation from the result. The additional assumption of a steady state leads to: 
o -k - 0 (-,-, + k-;-; 2 Ok) -'-'D- 2 D 'D ' 
-pu· - -_ pu· p u· - "- -pu·u· .. - 11 .... ox. ) ox. ) ) r ox 1 ) 1) r 1) 1) 
)) ) 
(2.12) 
[kl] [k2] [k3] [k4] [k5] [k6] 
where D jj is defined by equation (2.9) and: 
D .. ' = !(~u.' + ~u.') 
1) 2 ox. 1 ox. ) ) 1 (2.13) 
The expressions in the square brackets below equation (2.12) refer to the usual physical 
interpretation of individual terms: 
[k I] convection of the turbulent kinetic energy by the mean motion 
[k2] transport by pressure fluctuations 
[k3] transport by velocity fluctuations 
[k 4] transport by viscosity 
[k5] production by turbulent stress/strain rate interactions 
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[k6] viscous dissipation, denoted by E 
This equation cannot be solved directly due to the further unknowns it introduces; that is, 
tenns [k2], [k3], and [k6]. Tenns [k2], [k3] and [k4] are taken together and modelled by gra-
dient diffusion. Although the production tenn [k5] does not introduce any further new tenns, 
it does include the Reynolds stresses and so still requires modelling. This is perfonned using 
equation (2.11) above. Tenn [k6], which denotes the dissipation of the turbulence at the 
scale of the smallest eddies (E), also needs to be modelled. An exact transport equation for E 
can be derived, as given by Davidov (1961) and Harlow and Nakayama (1968). This is an 
extremely complex equation containing many unknown higher order correlations. An order 
of magnitude analysis was perfonned on this equation by Tennekes and Lumley (1972) and 
this led to some simplifications, particularly at high Reynolds numbers. Nevertheless, the 
final version of the E equation at high Reynolds numbers may reasonably be said to have 
been derived primarily on the basis of dimensional reasoning (Jones (1971». 
The two modelled equations for k and E, which fonn the standard k - E model, as given by 
Launder and Spalding (1974) may therefore be written: 
(2.14) 
(2.15) 
where 0' k and cr E are the Prandtl-Schmidt numbers for turbulent transport of the turbulent 
kinetic energy and the turbulent dissipation, respectively, and the production tenn P is given 
by: 
P = f.lt(~u.+~u'~u. 8x. 1 8x. J) 8x. 1 
J 1 J 
Dimensional analysis also allows a relationship for the eddy viscosity to be derived: 
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(2.17) 
Similarly, dimensional analysis and the assumption of an equilibrium energy cascade (Ten-
nekes and Lumley (1972» leads to a useful relation: 
k312 
I: =--I 
(2.18) 
where I is a length scale characterising the energy containing eddies. 
A number of constants are associated with this model, which need to be prescribed. These 
constants are derived either by numerical optimisation, or from experimental measurements 
performed for simple flows. The details of these derivations are covered in the literature (see, 
for example, Wilcox (1993». The values used throughout this study are those proposed by 
Launder and Spalding (1974): 
Cl' = 0.09, CEI = 1.44, CE2 = 1.92, crk = 1.0, crE = 1.3 (2.19) 
Although both k and I> are calculated from their own transport equations in this model, the 
constitutive relationship of equation (2.11), is still utilised to calculate the Reynolds stresses 
in terms of these quantities and hence close the momentum equations. The turbulent viscos-
ity is assumed to be isotropic, that is, a scalar property. This has been shown by validation of 
the model to be a poor assumption, and it is highly likely to cause problems in such a com-
plex flow as the one under consideration here. The k - I> model is therefore generally unable 
to cope satisfactorily with streamline curvature and flows which have large extra strains 
(such as curved boundary layers and swirling flows). Nevertheless, it has been, and contin-
ues to be, highly utilised within engineering since it is well documented, validated and rela-
tively cheap to use. Its strengths and weaknesses in a wide range of applications are also well 
understood. 
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2.2.3.2 Reynolds Stress Transport Model 
A Reynolds stress transport (RST) model provides a transport equation for each of the Rey-
nolds stresses without use of the eddy viscosity, and, as such, is the most natural and funda-
mentally sound progression from the k - & model. The model then correctly reflects the fact 
that the individual stresses are generated, dissipated and transported at different rates. It is 
also capable of resolving anisotropy in the flow, in addition to being more sensitive to curva-
ture than the k - & model. 
The general equation for the transport of a Reynolds stress is formed by summing ui' times 
the iij momentum equation and u/ times the U; momentum equation and time-averaging. 
The general Reynolds stress equation in cartesian tensor notation for the case of a steady 
state flow is given by: 
8 ( u -, ') (-" 8 - + -, ,8 -J 2 (8 ,8 ,) 
- p kU · u· = - pu·uk-u· pu·uk-u· - Il -u·-u· 8x I J I 8x J J 8x I 8x '8x J k k k k k 
[A] [B] [C] 
-~(pu.'u.'u ') + ~(Il~u.'u.'l - (pu.'~p' + pu.' 8 po) 
8xk I J k 8xk 8xk I J) '8xj J 8xi (2.20) 
[D] [E] [F] 
where the terms denote: 
[A] convection by the mean flow 
[B] production by the mean strain rate 
[C] dissipation 
[D] turbulent transport 
[E] viscous diffusion 
[F] fluctuating pressure-velocity interaction 
Terms [A], [B], and [E] consist only of known or solvable variables, and hence do not 
require modelling. The dissipation term [C] describes a process taking place at the smallest 
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(isotropic) eddies (Bradshaw (1971», and this tenn should be zero ifi andj differ, and posi-
tive when i and j are equal. This tenn is therefore modelled after the suggestion of Monin 
and Yaglom (1975), using e as the isotropic dissipation rate ofk: 
21l~u,'~U" = ~cS,pe 
iJx'iJx J 3'J k k 
(2.21) 
Tenn [DJ, the transport of the Reynolds stresses by the turbulence, is a diffusion-like tenn 
and is identified by a zero volume integral. A simple gradient diffusion model was propsed 
by Shir (1973), although the more complex model, using a tensor turbulent transport coeffi-
cient, proposed by Daly and Harlow (1970), will be encompassed within the current study: 
, " C nku---;---u ' iJ tu,'u,') 
-p u,' uJ' uk = = k ."...--\ se IDiJx 'J ID 
(2.22) 
Tenn [FJ consists of a pressure transport tenn (which is usually ignored) and a pressure 
strain tenn which is purely redistributive. An exact equation for the pressure strain tenn can 
be constructed (Chou (1945», which suggests that this tenn can be considered as consisting 
of three parts, denoted by ~ij.1' ~ij.2 and ~ij.w' The first two of these three tenns have an 
impact in free flows, away from solid boundaries. Both tenns redistribute the turbulent 
energy amongst the nonnal stresses, and promote a return to isotropy. 
A linear model for ~ij. 1 was proposed by Rotta (1951): 
(2.23) 
where: 
(2.24) 
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A linear model for ~jj. 2 has also been proposed; from the papers by Rodi (1972), Naot et al 
(1973) and Launder et al (1975), the most general form is: 
( 2 J (0- O-J ~ .. 2 = -C2 p··--o P +C3Pk -u·+_u· +C4D 
'J. 'J 3 jJ' k ox.' ox. J 'J J , 
(2.25) 
where P jj is the production term in the u/u/ transport equation, P kk represents the summa-
tion of the production terms used in the transport equations for the normal stresses and: 
(2.26) 
The remaining term, ~jj. w' accounts for wall effects and is thus important only in the near 
wall region. A number of models have been proposed and these are generally based on the 
forms of either ~jj. I or ~jj. 2' The simplest model in general use is that of Shir (1973). This 
was then extended by Gibson and Launder (1978) to include wan effects on both ~ij. I and 
~jj.2 : 
" _ (c E(-, , +-" 2< -,-, ) 
'l'ij.w - IWPk ujuknknj UjUknknj-3ujjUm uknmnk 
+ C2W( hm,2nknmoij - ~~ik. 2njnk - ~~jk, 2n jnk)) 2.5~pnp 
(2.27) 
where n represents distance normal to the wall. and the subscript p denotes the point at which 
the equation is to be solved. This model is particularly popular in the open literature, and will 
be utilised within the present study. 
Finally, an equation for the turbulence dissipation, E, introduced in the model for term [C], 
is required, and is once again deduced from the equation derived by Davidov (1961) and 
Harlow and Nakayama (1968), although different assumptions can be made now that the 
Reynolds stresses can be treated as known variables. The turbulent diffusion terms are mod-
elled using the generalised gradient diffusion hypothesis, with the Daly and Harlow (1970) 
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model being adopted, as for term [D] in the Reynolds stress transport equation. The final & 
equation to be used in the Reynolds stress transport model is then: 
(2.28) 
This RST model also encompasses the use of model constants, which must be set. Although 
a detailed description of the derivation of these values is beyond the scope of this work, brief 
details, along with references containing further information, is provided. 
From considerations of a two dimensional simple shear flow, it can be shown (Manners 
(1988), Chen and Jaw (1998» that if the ratio of (1 - C2) to Cl remains constant, then the 
relative contributions of ~ij, I and ~ij, 2 also remain the same. Various values have been sug-
gested from this analysis (see, for example, Younis (1984), Rodi (1972), Gibson and Laun-
der (1978». Nevertheless, the most commonly used values are those given by Launder et al 
(1975): 
(2.29) 
In general, the value of ~ij, 2 can be approximated by its dominant first term. Therefore, the 
constants for this term are given the values: 
(2.30) 
For the Gibson and Launder model for ~ij, w' the related constants are given by: 
(2.31) 
Considering equation (2.28) for e, the three model constants can be related to one another in 
the near wall log-law region (Chen and Jaw (1998». Ifthe value of CE2 is assigned from the 
decay of grid turbulence, then computer optimisation can be used to determine the other two 
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values, giving the generally accepted values as: 
CE = 0.16, CEI = 1.44, CE2 = 1.92 (2.32) 
The remaining value of Cs in term D is also set by computer optimisation, with the generally 
accepted value being 0.24. 
2.3 The CFD Method: Numerical Implementation - Major Features of 
the Method Adopted 
2.3.1 Grid Generation 
All the transport equations listed above may be considered particular forms of a canonical 
transport equation for a general variable $, for example, in cartesian co-ordinates: 
~(pu$) +~(pv$) +~(pw$) = ~(ra$) +~(ra$) +~(ra~l + s (2.33) 
ax ax ax ax ax ay ay az aZJ ~ 
In order to allow solution in non-cartesian, complex-shaped domains, this equation may be 
transformed from the cartesian (x, y, z) co-ordinate system to a general (~, T], 1;) curvilin-
ear co-ordinate system (a similar transformation may be introduced between the cylindrical 
polar version (x, r, 9) and (~, T], 1;)). The transformation is defined by a Jacobian matrix: 
J -lX~ y~ zj 
- xl1 Yl1 zl1 
x~ y~ Z 
(2.34) 
where x~ signifies the partial derivative ~, etc. The details of the transformation are pre-
sented in Hughes (2003) and in Ferziger and Peric (2001). 
The generation of the body-fitted curvilinear (~, T], 1;) system follows the approach formu-
lated originally by Thompson et al. (1985) and was performed for the calculations presented 
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in this thesis using the solid-model-driven grid generation procedure developed by Eccles 
(2000). Further details on this approach may be found in the above references. 
2.3.2 Discretisation of the Governing Equations 
A standard cell-centred finite volume scheme, in conjunction with a structured curvilinear 
grid, co-located approach (Little et al. (1997), Lien and Leschziner (1994» is used in the 
code applied in the present work. The grid locations, velocity components and Reynolds 
stresses are expressed with respect to either a cartesian or a cylindrical polar frame and 
decomposition. 
All terms in the transport equations were discretised using second-order central differencing 
except the convection terms, which were evaluated using the first order hybrid scheme of 
Spalding (1972) or the quadratic upstream interpolation for convective kinetics (QUICK) 
scheme of Leonard (1979). 
The use of a first order upwind scheme leads to a first order truncation error, similar to a 
physical diffusion term. If the velocity components in a multidimensional problem do not 
follow the directions ofthe grid co-ordinate system used, then the calculated flow appears to 
have higher diffusive effects than can be explained from the true physical diffusion terms, as 
shown by Patankar (1980). This error is commonly known as 'false diffusion'. The false dif-
fusion coefficient has been shown by de Vahl Davis and Mallinson (1972) to reach its peak 
when the angle between the main flow direction and the grid lines is 45 0 • This will present a 
problem in the current study if a cartesian decomposition of the velocity vector is used when 
the grid system is curved (such as in a cylindrical polar type grid). The mean flow direction 
in the swirling flow field will then necessarily depart from the direction of the co-ordinate 
system. It is to minimise this problem that a cylindrical polar decomposition of the velocity 
vector is useful. 
The QUICK scheme uses a three point upstream-weighted quadratic interpolation for cell 
face values, and can be utilised for some of the dependent variables, that is, just the veloci-
ties, or just the turbulence quantities, or all of the dependent variables simultaneously. Com-
parisons between the hybrid scheme and the QUICK scheme will be discussed in detail in 
chapter 5. 
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When all equations are discretised as described above, a set of coupled linearised algebraic 
equations result of the fonn: 
(2.35) 
There is one such equation for each cell-centred node (P) in the mesh and for each variable 
$. Together with the appropriate boundary conditions these equations are solved implicitly 
and iteratively (to account for the non-linearity) using a simple line-by-line application of the 
well known tri-diangonal matrix algorithm (TDMA, for details see Press et al (1992». 
2.3.3 Pressure Treatment 
Although the Navier-Stokes equations, together with the continuity equation, provide a set of 
four equations with four unknowns in an incompressible flow, the pressure does not appear 
naturally as the subject of its own equation. In fact, the pressure only appears in the momen-
tum equations, which are the natural equations for the velocities. A further equation is there-
fore required to solve for the pressure and the continuity equation must be re-fonnulated to 
achieve this. The method used here is the semi-implicit method for pressure linked equations 
(SIMPLE) algorithm of Patankar and Spalding (1972). The momentum equations are ini-
tially solved using the pressure field from the previous iteration (or the initial condition in 
the case of the first iteration). This provides an intennediate velocity field, denoted by 1/* • 
The true velocity, 1/, is then given by: 
y = y* + 1[11 (2.36) 
where 1/" denotes the velocity correction due to the updating of the pressure field. Substitu-
tion of equation (2.36) into the momentum equation (2.4), and subtraction of the intennedi-
ate momentum equation which was solved to give the starred velocity, results in an 
expression for the velocity corrections in tenns of gradients of the pressure correction. Sub-
stitution of the resultant equations (2.36) into the continuity equation then provides an equa-
tion for the pressure correction. Finally, the calculated pressure correction values are used to 
update the pressure and velocity fields. 
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2.3.4 Smoothing Practices 
The use of a co-located scheme produces potential problems when first derivative source 
terms need to be evaluated, for example, in the momentum equations the pressure gradient 
appears as a first derivative. The storage of all variables at the cell centre requires a linear 
interpolation to specify the values at the cell faces. For example, interpolation of the pressure 
gradient Gp across a cell with constant area A perpendicular to the x-direction gives: 
8x 
(2.37) 
where the grid spacing has been assumed uniform at l'ix, the subscripts E and W denote the 
values at the east and west storage locations of a structured grid, the subscripts e and w 
denote the values on the east and west faces of the cell, and the subscript P denotes the cen-
tral node. Equation (2.3 7) demonstrates that the value of the pressure at node P cancels, and 
hence this could conceivably take on any value without affecting the value of the velocity at 
the same node. In other words, the pressure gradient is calculated using a second order cen-
tral difference approximation, which carmot detect first order differences in the pressure. 
This problem is known as decoupling, and can lead to odd-even oscillations appearing in the 
pressure field. 
Velocity-pressure decoupling has been overcome by the implementation of the pressure 
smoothing method described by Rhie and Chow (1982). The gradient of the pressure across 
the cell, required in each of the momentum equations, is first calculated as defined by equa-
tion (2.37). The coupling between the pressure and velocity is then reinstated through a par-
ticular method of calculating the cell face velocity. The cell face velocity is calculated at first 
using a simple second order linear interpolation. The pressure gradients at the nodes calcu-
lated as indicated in equation (2.37) are then nullified and replaced by a simple first deriva-
tive value at the cell face: 
(2.38) 
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Hence the second order central difference approximations are replaced by a first order differ-
ence. This method ensures strong coupling between the pressure and velocity (Rhie and 
Chow (1982)). 
When using a Reynolds stress transport turbulence model, the Reynolds stress terms also 
represent a first derivative source term in the momentum equations and hence can decouple 
from the velocity in a co-located storage arrangement, and a chequerboarding problem can 
again occur. A Reynolds stress smoothing term may be introduced into the momentum equa-
tions in an analogous manner to the pressure smoothing (Rhie and Chow (1982)), but this 
would not be strongly linked to the Reynolds stress transport equations themselves. An alter-
native to the Rhie and Chow method for Reynolds stress smoothing was suggested by Lien 
and Leschziner (1996), which acts to avoid chequerboarding by using the discretised form of 
the Reynolds stress transport equations to re-introduce an apparent viscosity-like term into 
the momentum equations. The method used in the current study follows the spirit of Lien 
and Leschziner (1996) in introducing an apparent viscosity term, and then utilises the 
deferred correction approach to introduce a smoothing term. Two separate issues then need 
to be addressed, namely, the value of the apparent viscosity and the method of discretising 
this apparent viscosity in order to introduce a smoothing term. 
Lien and Leschziner (1996) have illustrated a method of determining the apparent viscosity. 
Consider the transport equation for the axial normal stress. Neglecting the wall influence 
term ~ijw' this can be written: 
2(-;20 u+-,-,o u+-,-,o il~+2 D +D C g-;2 = - u -p uv-p uw_p -pg- Il 11 - \P-u ox oy OZ 3 11 k (2.39) 
+2C u,2~Pil-~C u,2~Pil 
2ax 3 2 ax 
where CIl , DIl and D" are the convection, diffusion and viscous diffusion terms respec-rll 
tively. This equation can be rewritten thus: 
(2.40) 
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where S 11 contains source terms. This may be written: 
_U,2 = A+SMII~O 
8x 
(2.41 ) 
. k(2-4/3C2)2 ... The coefficient SMII = - u' may therefore be associated with the axial normal 
€ Cl 
stress, and can be considered to be an apparent viscosity linking u,2 and ~o (the value of 
8x 
C2 ensures that this term always remains positive). The transport equations for the remain-
ing Reynolds stresses can be rewritten in a similar way to provide analogous apparent vis-
cosities, linking each Reynolds stress with its associated mean velocity gradient. 
Having identified an apparent eddy viscosity associated with each Reynolds stress, the 
momentum equations may then be re-written by adding and subtracting (a deferred correc-
tion approach) appropriate eddy viscosity diffusion-like terms, with the axial equation being: 
2 -
an +~OV+~uw = -!~p+2vD _~u·2_~u'v·-~u'w' 
8x 8x 8x p8x 11 8x 8y 8z 
(2.42) 
+ [~(SMII~O) +~(SMI2~O) +~(SMI3~O)J 8x 8x 8y 8y 8z .8z (Term SI) 
-[~(SMII~O) +~(SMI2~O) +~(SM13~O)J 8x 8x 8y 8y 8z 8z (Term S2) 
The deferred correction method is then implemented in a particular manner in order to intro-
duce a smoothing term. Term SI is discretised using a I ilx control volume formulation, 
whereas term S2 is discretised using a 2ilx control volume. This is performed in a similar 
manner to the Rhie and Chow (1982) pressure smoothing, thus: 
SM]I~OI = !(SM]] +SM]] )(OE-Up)-!(SMll ~ol +SM]I ~ull 8x ef 2 E P 2 P8x p E8x II (2.43) 
(Term SI) (Term S2) 
If the SM11 coefficients are assumed to be constant, then expansion of the fmal term illus-
59 
Computational Methodology 
trates that this method is third order in nature. Lien and Leschziner (1996) have shown that 
the introduction of this form of Reynolds stress smoothing does not affect the converged 
solution. 
2.4 Boundary Conditions 
The solution of a set of elliptic equations requires specification of the variables on all of the 
domain boundaries. A variety of boundary conditions are necessary to fulfil all of the 
requirements of the geometry and the flow field of interest here. 
2.4.1 Inlet Boundary 
Dirichlet boundary conditions are specified at the inlet, with the most accurate information 
on fixed value inlet conditions taken from measurements. If no experimental information is 
available (as is the case for the turbulence dissipation, !:), guesses have to be made (for 
example, of the associated length scale), and calculations can be performed to check the sen-
sitivity of the resulting solutions to the guessed inlet conditions. This is covered in more 
detail in chapter 5. 
2.4.2 Exit Boundary 
An exit condition can be specified in one of two ways. If the flow is nominally unchanging 
with respect to the axial co-ordinate direction in the close vicinity of the exit plane, then a 
zero gradient boundary condition can be applied to all variables. In this instance, it is purely 
the upstream flow which dictates the distribution of the variables over the exit boundary. For 
an incompressible flow, such as the one under consideration here, the convergence rate can 
be improved by imposing a mass continuity condition over the boundaries of the solution 
domain at the end of each iteration. The normal velocity at the exit is scaled such that the 
mass flow is equivalent to that at the inlet, thus: 
(2.44) 
where UN is the normal component of the velocity, rilin and rilOll! are the mass flows at the 
60 
Computational Methodology 
inlet and exit respectively, and the star indicates the updated value. 
However, if there is incoming flow over the exit boundary, then the value of mOU! calculated 
is likely to be small. The starred velocity then increases, thereby creating a higher influx of 
mass through the exit boundary, and so the calculation will diverge. In this case, an alterna-
tive method of specifYing the exit boundary condition is to prescribe the velocity normal to 
the exit plane (generally the axial velocity in this case) explicitly. All variables convected by 
the axial velocity, that is, the turbulence quantities, should also then be prescribed. The 
remaining variables can be calculated using the zero gradient condition. Such an exit bound-
ary condition will be used and compared to the standard zero gradient condition in chapter 5. 
2.4.3 Wall Boundary 
The laminar sub layer which exists in the region of a wall cannot be resolved directly in com-
plex three dimensional flows due to the number of grid cells which would be required and, in 
addition, the turbulence models described above are restricted to high Reynolds number 
flows. Therefore, some modelling assumptions of the behaviour of the velocities and the 
Reynolds stresses in the near wall region are required. A wall function approach is used to 
define the velocities in the cell next to the wall boundary, as suggested by Launder and 
Spalding (1974). The wall parallel velocity in the near wall cell (written here simply as u) 
may be written: 
u 1 ( Ut) 
- = -In Epy-
Ut K ~ 
(2.45) 
where 
(2.46) 
The values of the Reynolds stresses are related to the turbulence energy in this region by: 
(2.47) 
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The values Cij may be deduced from the Reynolds stress transport model equations for 
uiu/ using equation (2.47) and the assumption oflocal equilibrium, giving: 
__ 2~( -_I_+_C~1 _+_C ... 2_-_2_C ... 2,-C ... 2w~) C22 - 3(Cl + 2C lw) 
(2.48) 
(2.49) 
C
33 
= 2«Cl + 2C lw)(-1 + Cl + C2 + C2C2w) + Clw(-1 + Cl + C2-2C2C2W)~2.50) 
3Cl (Cl + 2C l w) 
(2.51) 
Use of equations (2.31) for Clw and C2w therefore determine the values of the Reynolds 
stresses in the near wall region for the Gibson and Launder (1978) model, thus: 
k 
V,2 wl2 -u'v' 
1.098, k = 0.248, k = 0.654, k = 0.255 (2.52) 
However, these values are only applicable in a local wall-oriented co-ordinate system, con-
sisting of a vector in the direction parallel to the wall, a vector normal to the wall, and a third 
vector to construct a right handed system. An example of a simple geometry containing a 
curved wall is given in figure 2.3. The local wall-oriented co-ordinate system, (a, b, c) can 
be expressed in terms of the global (i,j, k) system thus: 
a = axi + ayj + azk 
b = bxi + byj + bzk 
c = cxi + cyj + czk 
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Inversion of this system of equations leads to the expression of the (i,j, k) system in terms 
ofthe local (a, b, c) system, thus: 
i = j [(bycz - bzcy)a + (azcy - aycz)b + (aybz - azby)c 1 
j = j [(bzcx - bxcz)a + (axcz - azcx)b + (azbx - axbz)cl 
_ 1 
k - j[(bxcy - bycx)a + (aycx - axcy)b + (axby - aybJc] 
where J is the jacobian of the inversion. 
(2.54) 
Now a second-order stress tensor T written in the global co-ordinate system may be 
expanded in terms of its components: 
T = Txx(iI8ii) + Tyy(j18ij)+Tzz(kl8ik) 
- +Txiil8ij+jl8ii) 
+ Txz(i I8i k + k I8i i) 
+ Tyz(j I8i k + k I8i j) 
(2.55) 
Similarly, the stress tensor can be written in terms of components relative to a local (a, b, c) 
co-ordinate system: 
T = Taa(al8ia)+Tbb(bl8ib)+Tcc(cl8ic) 
+ Tab(a I8i b + b I8i a) 
+ Tac(a I8i c + C I8i a) 
+ Tbc(b I8i c + C I8i b) 
(2.56) 
Substitution of equations (2.54) into (2.55) and comparison with equation (2.56) then pro-
vides expressions for the individual terms of the stress tensor in the local co-ordinate system. 
The boundary conditions, given by equations (2.52) above, are then implemented in the local 
co-ordinate system. Finally, the components of the stress tensor in the global co-ordinate 
system are retrieved by substitution of equations (2.53) into (2.56) and comparing with equa-
tion (2.55). 
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2.4.4 Centre Line Boundary 
The centre line condition requires that both the radial and circumferential velocity compo-
nents are zero, with the axial velocity, ReynoJds stress terms and scalar quantities having a 
zero gradient condition applied normal to the boundary. 
2.4.5 Symmetry Boundary 
The symmetry condition is implemented in a more general way, by application to the local 
geometry. The velocity component normal to the cell face of the symmetry boundary is cal-
culated thus: 
YN = n· Y (2.57) 
where n is the local normal unit vector. The velocity component parallel to the symmetry 
plane is then simply calculated as: 
(2.58) 
and the velocity on the symmetry plane is set equal to this parallel component. 
The Reynolds stress terms on the symmetry plane are also calculated by use of the surface 
normal, using a localised co-ordinate system. Since the boundary condition states that there 
should be no flow normal to the surface, then the surface normal is the obvious choice for the 
first co-ordinate direction. The second is taken to lie along the direction ofthe local velocity, 
if this is non-zero, or alternatively in the direction of a line connecting the centres of the 
upstream and downstream faces of the cell. The third direction is then calculated by a cross 
product, to ensure a right handed system. Each vector is normalised to be of unit length. The 
global co-ordinate system, (i, j, k), can then be expressed in terms of the local co-ordinate 
system, (a, b, c), as in equations (2.53). The stress tensor is transformed into the local co-
ordinate system in an identical manner to that used for the wall boundary condition, such that 
the symmetry boundary condition can be implemented in the local co-ordinate system. 
For zero flow normal to the boundary, the symmetry condition is represented (with reference 
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to equation (2.56» by: 
(2.59) 
The stress tensor is then transfonned back into the global (i, j, k) co-ordinate system by use 
of equations (2.53). 
2.4.6 Cyclic Boundary 
A cyclic boundary condition requires that the cell face fluxes are identical on either side of 
the domain. The first cell adjacent to the boundary must then be influenced directly by the 
cell adjacent to the opposite boundary, which is, in effect, its neighbour cell in the full geom-
etry. Figure 2.4(a) illustrates one row of cells in the geometrical domain, as they would nor-
mally be located with a symmetry boundary condition. Figure 2.4(b) then illustrates the 
representation used with cyclic boundaries. Cells 1 and 6 are now located outside of the geo-
metrical domain, and hence cells 2 and 5, adjacent to the domain geometry boundaries, are 
neighboured by full cells rather than the original zero volume cells. In order to attain the full 
influence referred to above, cell 1 must be the geometrical equivalent of cell 5, and contain 
the same values of the dependent variables. Likewise, cell 6 must be the equivalent of cell 2. 
The grid generator was re-written to achieve this geometrical equivalence. In a cylindrical 
polar representation of both the velocity and the geometry, the dependent variables may be 
simply transferred from one side of the domain to the other. In a cartesian framework, how-
ever, this becomes more complex, since the direction of the velocity components relative to 
the local geometry is no longer the same on each side of the domain (see figure 2.4(c». A 
method of transferring the velocities using the local geometry has been developed, which is 
equally applicable to both co-ordinate systems. 
The velocity in the general co-ordinate system is defined as: 
y = ui +vj +wk (2.60) 
It can equally be expressed in a new local co-ordinate system thus: 
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where the (a, b, c) co-ordinate system is defined by equations (2.53). 
Thus: 
and hence: 
Y = ua(axi + ayj + azk) 
+ vb(bxi + byj + bzk) 
+we(cxi+cyj+czk) 
u = uaax+vbbx+wecx 
v = uaay + vbby + WeCy 
W = uaaz + vbbz + wecz 
Now use of equations (2.54), in conjunction with equations (2.60) and (2.61), gives: 
(2.61) 
(2.62) 
(2.63) 
(2.64) 
The (a, b, c) co-ordinate system must be carefully chosen to achieve the desired results from 
the cyclic boundary condition. Since the fluxes normal to the cell faces must be identical, the 
cell normal vector is an obvious choice for the first co-ordinate direction. The system must 
also depend on the local geometry rather than the local velocities, and so a vector in the 
direction of a line connecting the centres of the upstream and downstream faces of the cell 
was chosen as the second co-ordinate direction. A cross product of the two vectors then 
ensured that the third direction completed a right handed system. Each vector was normal-
ised to be of unit length. 
Consider transferring the velocities from cell 5 to cell 1 as shown in figure 2.4(b). The veloc-
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ities at cell 5 are initially transformed into the (a, b, c) co-ordinate system using information 
from the local cell geometry. These transformed velocites are transferred directly to cell I 
and then transformed back into the global co-ordinate system using the local cell geometry 
there. The velocities from cell 2 are transferred to cell 6 in a similar manner. 
The Reynolds stress terms are transformed into the local (a, b, c) co-ordinate system in an 
identical way to the case of the synunetry boundary. Each term in the local stress tensor is 
then transferred to the opposite side of the domain and transformed back into the global co-
ordinate system. 
Each variable is transferred to its opposite cyclic cell immediately after the !ri-diagonal 
matrix algroithm routine has been used to calculate the updated variables. The velocities are 
also transferred after they have been corrected by the pressure. Both of these events occur 
during the implementation of the boundary conditions. 
2.5 Summary 
The details of the CFD methodology to be used in the current study has been presented 
within this chapter. The governing equations of the general fluid flow, along with the choice 
of co-ordinate system for decomposition of the variables in this specific problem, and details 
of the two turbulence models to be used have been covered in the mathematical modelling 
section 2.2. The discretisation of these equations, the pressure treatment and the smoothing 
practices have been covered in the numerical implementation section 2.3. The boundary con-
ditions to be used within the current study have been covered in section 2.4. Particular atten-
tion was given to the cyclic boundary condition, included in the CFD code for the current 
study, and the implementation ofthe boundary conditions in a generalised manner, such that 
either a cartesian or a cylindrical polar decomposition of the variables can be used. The crea-
tion ofthe three dimensional CAD solid model of a typical multi-stream swirler and the gen-
eration of a structured grid to fit this swirler geometry is considered to be an important part 
of the current project, and this will be covered together with the simulation results in chapter 
5. 
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Figure 2.1 (a): Cartesian 
Decomposition 
Figure 2.1 (b): Cylindrical Polar 
Decomposition 
Figure 2.1: Decompositions of the Velocity Vector 
Figure 2.2: Cylindrical Polar Co-ordinate System Relative to a Cartesian Frame 
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Figure 2.3: Wall Local Co-ordinate System 
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Figure 2.4(a): Row of Cells With Symmetry Boundaries 
Figure 2.4(b): Row of Cells With Cyclic Boundaries 
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Figure 2.4( c): Orientation of Cartesian Velocities With Respect to Cyclic Boundaries 
Figure 2.4: Orientation of Cells and Cartesian Velocities With Respect to Cyclic Boundaries 
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3.1 Introduction 
Experimental results are required to validate the CFD flow field predictions to be reported in 
chapter 5. It has been illustrated by the literature review in chapter 1 that, although a number 
of experiments on swiriing flow fields have been published, few address the case of ge-
ometries with multiple streams and, in particular, those having a confined flow field down-
stream of the swirler. Additionally, few provide values for all of the Reynolds stresses, 
together with details of the flow in the swirier near field. The provision of a suitable test rig 
means that the boundary conditions on the upstream side of the swirier, imperative for suc-
cessful CFD predictions, can also be measured. Hence, an experimental facility is required to 
provide this information. 
A prerequisite for the selection of the swirier geometry to be studied was the computational 
and experimental requirement of an identifiable, geometrically repeating sector, and that this 
sector should not be excessively large. This sector can then be traversed for the measurements 
and modelled for the CFD such that the flow within this sector is representative of that around 
the remainder of the geometry. The further requirement for the swirler to be generically sim-
ilar to that used in a modem gas turbine combustion system implied that it should consist of 
multiple passages, separated by shrouds, and using typical blade angles. This then ensures a 
representative flow field, encompassing high swirl, large cone angle, a central recriculation 
region and the presence of shear layers between swiriing streams. The measurements taken 
from the rig must be sufficiently detailed, such that a comprehensive validation data set is ob-
tained. The swirier module must therefore be as large as possible to provide high spatial res-
olution for the measurement systems. Although it has been previously stated (Micklow and 
Nguyen (1989» that helical blade passages create a three dimensional flow field, the axial ex-
tent of this three dimensionality in a representative swirier geometry has not been established. 
The ability to measure in the swirIer near field and to complete an area traverse in this region 
is therefore highly important. 
The design of the rig was undertaken in two stages. The design of the duct casing in which 
the flow was to be confined was dictated by the requirements of the instrumentation systems 
to be used, in particular that of access both upstream and downstream of the swirler. The size 
of the outer casing of the rig was dictated by the focal length of the available LDA system. 
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Once the dimensions of the casing were fixed, the radius ratio of the swirler to the casing was 
chosen such that it would be representative of that in a typical current gas turbine combustor. 
Measurement of mean velocity and pressure can be obtained using a button hook technique, 
similar to a pitot probe. This enables static and total pressure measurements to be acquired, 
leading to information on the mean speed. Nevertheless, it is impossible to measure each ve-
locity component using this technique. An alternative is the five hole pressure probe, which 
consists of a cluster of five tubes, each measuring the static pressure plus some proportion of 
the dynamic head. Calibration enables each of the three velocity components plus the static 
and total pressures to be measured. Nevertheless, the five hole pressure probe, by virtue of its 
design, has a limited flow acceptance angle, creating difficulty in measuring both forward and 
reverse flow regions in the same traverse. Its accuracy in highly turbulent regions is also ques-
tionable. Gouldin et al. (1985) questioned the use of an intrusive instrument in a highly swirl-
ing flow field. Notwithstanding this, the five hole pressure probe can be used to provide a 
large amount of data in a relatively small time period, which makes it highly suitable for initial 
investigations of an unknown flow field. The determination of the details of the turbulent 
characteristics (such as the Reynolds stresses) can then be performed using either a hot wire 
anemometer or a laser doppler anemometry (LDA) system. The LDA is a non-intrusive tech-
nique, thus avoiding disruption of the flow field by the measurement system itself. Unlike a 
hot wire anemometer, the calibration of the LDA system is based purely on geometrical con-
siderations. It is also capable of measuring all types of flow, that is, all levels of turbulence 
and all flow directions. The hot wire, on the other hand, can generally measure a maximum 
turbulence intensity of approximately 40% (Vu and Gouldin (1982» before the associated er-
rors become unacceptably large. Most hot wires are also sensitive to flow from more than one 
direction, that is, it is difficult to ascertain the individual components of the turbulence. Fur-
thermore, LDA offers the potential of high spatial resolution since the laser beams can be fo-
cused to a small measurement volume, whilst this technique is less prone to errors associated 
with high turbulence levels and flow reversal. The mean flow field provided by the LDA sys-
tem can therefore be used to assess the accuracy of the five hole pressure probe in this partic-
ular flow field. In the present experimental study, a five hole pressure probe was therefore 
initially used to provide general details of the flow field, and assist in the determination of the 
number oflocations required over a radial traverse for LDA measurement. 
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Since the design of the test rig components was strongly dictated by the instrumentation to be 
used, the theory behind both of these systems is detailed first. The design and construction of 
the test rig is then discussed. This is then followed by details of the operation of the rig, the 
use of both measurement systems in the context of confined swirling flow and an estimation 
of the experimental errors. 
3.2 Instrumentation Systems 
3.2.1 Five Hole Pressure Probes 
Five hole pressure probes consist of a cluster of five pressure sensing tubes. The centre tube 
resembles a pitot probe, which is surrounded by four tubes typically chamfered at 45 0 to the 
vertical, as illustrated in figure 3.1. Each tube is approximately O.25mm internal diameter, 
with the overall probe having an approximate external diameter of 1.75mm. 
Five hole pressure probes can be used in nulled mode, that is, they are rotated in both pitch 
and yaw to lie in the mean flow direction by balancing the readings on the two pairs of oppos-
ing outer holes. The pitch and yaw angles of the flow are then deduced from the probe incli-
nation, with the centre hole reading the local stagnation pressure. The dynamic pressure is a 
function of the difference between the reading of the centre hole and those of the four sur-
rounding holes. Apart from the difficulties of access to rotate the probe within the rig, this 
method is obviously time consuming and has to be performed for each point on a radial 
traverse. Hence, the probes were used in non-nulled mode in the present study, that is, with 
the head of the probe aligned at a fixed angle relative to the centre line of the test rig. This 
means that none of the holes directly measures the stagnation pressure, and hence the probe 
must be calibrated. 
A rig was available for probe calibration, as detailed in Wray (1986). The probe is subjected 
to an airstream from a calibrated convergent nozzle of known static and dynamic pressure 
over a range of incidence angles. The orientation of the yaw and pitch angles, relative to a 
non-nulled probe, are illustrated in figure 3.1. Since it is difficult to rotate the probe independ-
ently in the pitch and yaw directions, twin axis gimbals are used to first fix the yaw angle and 
then rotate the probe in the pitch direction, whilst the location of the probe head remains fixed. 
This leads to the calibration map depending on the true yaw angle and the pseudo pitch angle. 
73 
Experimental Arrangements and Procedures 
This does not degrade the accuracy of the calibration, as appropriate compensations are made 
in the analysis software (Wray (1986». The only disadvantage of this method is that no pres-
sure gradient is applied across the head of the probe during calibration. Hence, the accuracy 
and applicability of the calibration map produced could be questioned in areas of high pres-
sure gradients. In order to minimise this error, the values recorded by the outermost holes in 
a test rig are interpolated to the value which would have been measured at the location of the 
centre hole, as described below. 
The theory of Bryer and Pankhurst (1971) is used to calculate the dependent variables X, Y, 
Dp and Sp, where Dp and Sp are the dynamic and stagnation pressure parameters. A typical 
angle calibration map of the probe used in these experiments is illustrated in figure 3.2, with 
the lines being of constant pitch angle. Equivalent calibration maps can be created for the var-
iables Dp and Sp. The values X and Y are combinations of the readings from the five holes, 
thus: 
X=PI-P3 
PS-Pi 
Y = P2-P4 
Ps -Pi 
(3.1) 
where the value of 'i' is taken to be either 2 or 4, chosen such that Ps - Pi takes its maximum 
value (this is the same throughout the calibration and analysis software). The two numerators 
are representative of the flow pitch and yaw angles, respectively. The values X and Y repre-
sent pitch and yaw pressure parameters which are nominally independent of Reynolds 
number. It is therefore acceptable to calibrate the probe at a single known flow rate. Never-
theless, the velocity is derived from the dynamic head (1/2pv2) and so the use of the probe 
is limited to incompressible flows where the density is constant. This is not envisaged to be a 
problem in the current context. 
Once the calibration has been completed, the values of X, Y, the local pitch and yaw angles, 
and the stagnation and dynamic pressure parameters are stored in a 'look up' table. The probe 
can be inserted into the test rig, and the values of X and Y calculated for the flow at each point. 
The corresponding dependent variables can then be found with reference to the table. The fi-
nite size of the head of the five hole pressure probe means that the actual measurements are 
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taken at five different locations within the flow; with hole five being the only one which truly 
coincided with the desired measurement location (as illustrated in figure 3.1). In the calibra-
tion phase, this was not important since the flow was spatially uniform and contained mini-
mum levels of turbulence. However, in an actual flow, a spatial error occurs, as noted by 
Sitaram et al. (1981), and therefore compensations were required to correct each measured 
pressure to that which would have been recorded at the position of hole five. In this way dif-
ferences in the spatial location of each hole, relative to the probe centre line, could be account-
ed for. This compensation was performed in the data reduction phase by fitting spline curves 
between the values recorded by a particular hole at various measurement locations. Assuming 
that the variation in the pressure is continuous, and since the geometry of the probe is known, 
the value of the pressures recorded by (for example) holes one and three in figure 3.1 can be 
interpolated to the radial location of hole five. This process then dictated that in regions of 
high radial gradients in the flow, a large number of measurement locations was required in the 
radial direction such that an accurate spline curve could be fitted between the points. A similar 
process of spline fitting was performed in the circumferential direction such that the values 
from the side holes (two and four in figure 3.1) could be corrected to their value at the location 
of hole five. The stagnation, static and dynamic pressures can then be calculated and the local 
flow vector defined. 
The calibration of the probe generally takes place within an acceptance cone angle of ±40° , 
since the geometry of the probe head dictates that this is the typical range over which X and 
Y yield single value calibration coefficients. However, in the case of a highly swirling flow, 
these angles will not be sufficient. The effective yaw can be increased by the ability to rotate 
the probe through a known angle during a radial traverse. A new type of probe was manufac-
tured to achieve this, as illustrated in figure 3.3, such that the head rotates about the probe cen-
tre line. It is widely accepted that a higher acceptance cone angle could be afforded by 
reducing the angle between the centre and the four surrounding holes, although the extent of 
this could not be quantified without a direct experimental comparison. Nevertheless, this 
would result in reduced resolution (that is, a smaller difference in pressure per degree of flow 
angle) and hence was not a viable option. 
The five hole probe is an intrusive instrument, although in most cases the flow disturbance 
will not be significant. Nevertheless, within a swirling flow field this may prove to be impor-
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tant; indeed, Gouldin et al (1985) and Samimy and Langenfeld (1988) both raised concerns 
over the use of intrusive instruments in swirling flows. This is discussed fully in section 3.8.1. 
3.2.2 Laser Doppler Anemometry 
A laser doppler anemometry (LOA) system consists of a laser, transmitting optics, photom-
ultipliers and signal processing equipment. Two beams of equal intensity are generated from 
the same light source, and focused to an intersection at a particular point in space. Since the 
two beams are created from a single laser source they are also coherent, that is, of the same 
frequency. The operation of this dual beam type LOA system can then be thought of in terms 
of the fringe model. In this model it is assmned that an interference pattern is created at the 
point of intersection, and, as such, small particles within the flow which cross this pattern 
scatter light as they move across the light and dark fringes. Superimposed on these scattered 
light/dark variations is a Gaussian shaped distribution associated with the light intensity 
across the laser beams. A series oflight and dark reflections are detected as the particles cross 
the light and dark fringes. A frequency-modulated signal is detected by photomultipliers, and 
is known as a Doppler 'burst'. The frequency of this signal, called the Doppler frequency, fD' 
is a function of the velocity and the fringe spacing, C: 
C = A. 
2sin(9/2) (3.2) 
where A. is the wavelength of the transmitted laser light and 9 is the angle between the two 
transmitted beams. The value C is also known as the calibration coefficient. The particle's 
velocity, U, can be calculated from the time, t, taken to cross a pair of fringes: 
(3.3) 
Hence, if the particle's velocity is identical to that of the flow, then the local velocity can be 
determined, from the Doppler frequency, by suitable processing of the electrical signal. The 
resulting velocity component is in the direction perpendicular to the line that halves the angle 
between the two laser beams. 
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The scattering process, however, is independent of the flow direction. Therefore, recirculation 
regions, and periods of reverse flow due to turbulent fluctuations will not be interpreted cor-
rectly. This is eliminated by the introduction ofa frequency shift to one of the beams, setting 
up a pattern of moving fringes. In this way, the particles will produce Doppler frequencies 
above and below a known value, and hence suitable processing will show the particle's speed 
and direction. 
Velocity components in other directions can be measured by rotating the optical axis of the 
intersecting beam pair. Problems can occur in the rotation of the equipment and its mounting 
at alternative angles relative to the flow field being measured. A much better solution to the 
measurement of multiple velocity components is to introduce further beams. One further pair 
of beams enables two velocity components to be measured, and two further pairs enables the 
measurement of three components. A measurement volume is created whereby each pair of 
beams has its focus at the same spatial location. The use of different colours, and hence wave-
lengths, for each pair of beams enables the separate scattered signals to be distinguished. 
Moreover, signals may only be recorded when all three of the channels register a particle 
within the control volume, that is, a coincident sample is sought. In this way the higher order 
-- -turbulent velocity correlations (u'v', u'w' and v'w') can be obtained relatively easily. 
In the present experiments, a Dantec SW argon-ion LDA system is used, with the light source 
separated into the violet, blue and green wavelengths (476.5nm, 488nm, and S14nm respec-
tively) within a transmitter box. A Bragg cell is used to provide a 40MHz shift to the beams. 
The beams are transmitted to two Dantec 14mm probes by optical fibres. These probes will 
be referred to as the one dimensional probe, emitting two violet beams, and the two dimen-
sional probe emitting two blue and two green beams. 
The LDA system uses probes which accommodate their own receiving optics for scattered 
light. This provides easier access to the rig than if a separate set of receiving optics were re-
quired. Multi-mode fibres are used to provide signal transmission of the reflected light to pho-
tomultipliers, which convert the optical signal into an electronic one. A prism is used to split 
the light signal received by the two dimensional probe into two parts before entry to the indi-
vidual photomultipliers. Each photomultiplier then contains a narrow band filter for its own 
specific colour. The photomultipliers were also cross-coupled, such that the one dimensional 
77 
Experimental Arrangements and Procedures 
probe receiving optics were used as the input to the two dimensional photomultiplier and vice-
versa. In this way, the receiving optics relied directly on the alignment of the transmitting op-
tics. Hence any loss of coincidence would be noted immediately as a sharp drop off in the data 
rate. This cross-coupling of the signals also leads to a significant reduction in the size of the 
measurement volume (as described below) and therefore to an increase in the spatial resolu-
tion. 
The basic version of the probes available for the current study had a beam separation of8mm 
and a focal length of 50mm. Obviously this would severely restrict the size of the rig, and so 
the largest available beam expanders were used. This resulted in each channel having a beam 
separation of 32mm at the exit of the expander, and a focal length of 25Omm. The receiving 
optics aperture of each probe is of 46mm diameter. Poireault et al (1996) positioned their two 
probes orthogonally, such that the velocity components in the rig axes could be measured di-
rectly. This, however, positioned one probe within the rig, which causes flow disturbance. In 
the interest of the instrument being truly non-intrusive, both probes have been positioned at 
the side of the rig throughout this study. This reduces the separation angle between them and 
results in the requirement to generate an optical transformation matrix. In the interests of op-
timising the resolution of the transformation from the measured velocity components to the 
chosen co-ordinate system, the angle between the two probes should be set close to 45 0 (Car-
rotte and Britchford (1994». Nevertheless, in the interests of measuring close to the swirler 
exit plane and of creating the largest possible test section, this angle may be reduced, although 
the minimum was chosen to be 35 0 in order to maintain good resolution of the three orthog-
onal velocity components. 
The use of beam expanders increases the width of the beams by a factor of four. A larger ap-
erture is able to focus a beam to a smaller volume, and hence create a greater light intensity 
in the fringes, which, in turn, will result in greater intensity of light from the scattering parti-
cles. At the same time, the larger receiving aperture is able to receive more light, which leads 
to an increase in data rates. Thus, beam expanders enable measurements to be taken at a great-
er distance without sacrificing the signal to noise ratio. Operation in standard back-scatter 
mode (that is, each probe contains its own receiving optics, but the signals are not cross-cou-
pled) means that the resultant control volume is approximately 150llm in diameter and ap-
proximately 3mm long. The use of the cross-coupled mode reduces this length to the more 
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acceptable value of 300 /lm. It also ensures that the same particle is being tracked by both sets 
of receiving optics. This, in turn, enables the shear stresses to be accurately defined. 
3.3 Design of Rig Casing 
The most important feature of the rig in the design process was compatability with the meas-
urement systems, particularly in terms of laser access and the focal length of the available 
LOA probes. It is known from the literature review ofthe first chapter that swirler flow fields 
are nominally axisymmetric, and that any asymmetry would be concentrated in the swirler 
near field. The cylindrical nature of the swirler therefore leads to the obvious cross section of 
the rig casing being circular. Nevertheless, the LOA system requires a thin window to the cas-
ing to ensure that the effects of refraction on the laser beams is kept to a minimum (see section 
3.7.2.1). This could be achieved using localised thinning of the casing walls. However, large 
areas of thinning would lead to potential flexing of the perspex rig, whereas small areas of 
thinning would enable measurements to be taken only at discrete locations. Samimy and Lan-
genfeld (1988) have also stated that optical diagnostic techniques experience optical aberra-
tion from curved walls. The best option was therefore a flat window, although a totally square 
cross-section of the casing was avoided due to the strong possibility of interference from cor-
ner vortices. 
The final design ofthe outer rig casing encompassed a nominally circular cross-section duct 
with localised flatness elements, such that access for both the five hole pressure probe and the 
LOA measurement systems were afforded via the flat surfaces. The size of the flatness ele-
ments needed to be only fractionally larger than the maximum distance between the laser 
beams, such that the window could be supported by a suitable frame. Given that the laser 
beams leave the expander 32mm apart, this dimension was taken to be 40mm. The flatness 
element was repeated at 90 0 intervals around the circumference of the casing to retain sym-
metry. These four flatness elements were also maintained along the full length of the casing 
to retain concentricity and enable the various sections of the casing to be interchanged, if re-
quired, without affecting the flow field. An illustration of the general arrangement of the outer 
rig casing is given in figure 3.4. 
The diameter ofthe casing was determined by the focal length of the laser and the requirement 
to traverse to the centre line of the rig. The layout is illustrated in figure 3.5. The two laser 
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probes were mounted rigidly to a vertical plate, attached to a radial traverse mechanism and 
angled upwards to enable measurements to be taken close to the outlet plane ofthe swirIer. A 
minimum distance of 10mrn between the probe casings and the rig was desirable, to prevent 
any interference. The upper probe has been angled at 100 to the horizontal, and the two probes 
have been separated by 35 0 • The beam separation at the exit from the probes is 32mrn, with 
the beam expanders having an outer diameter of 60mrn and the probe focal length being 
250mrn. The maximum size of the rig could then be calculated, as follows. 
Let the dimension between the centre line ofthe rig and the interior of the flatness element be 
denoted by r. The angle between the centre line of the beam expander and the exterior of the 
probe casing (a.) can be calculated to be 6.84 0 • The angle denoted as /3 in figure 3.5 is there-
fore known, and is equal to 38.160 • The length h as illustrated on the figure is calculated to 
be 251.79mrn. The distance from the centre of the rig to the flatness element is then calculated 
thus: 
• A r + 10 
Sill", =--
h 
=> r = 145.57mm 
(3.4) 
Further allowance must be made for the holders of the beam expanders, and the width of the 
outer casing wall. The optical window is also to be supported in a frame, and hence the value 
of the interior dimension is reduced to 130mrn. Given this dimension and the width of the flat-
ness element, the radius of the cylinder, denoted by R in figure 3.5, is calculated thus: 
(3.5) 
Hence with the flatness elements having a width of 40mrn, a mere 5% of the circumference 
has been modified from being circular. 
The outer casing of the rig has been designed in a modular fashion, such that the sections can 
be interchanged as the need arises, as illustrated in the general arrangement of figure 3.4. A 
wooden bell mouth intake (also illustrated in figure 3.4) was manufactured, which provided 
a uniform flow to the inlet plane of the rig, with no significant initial boundary layer. The flat-
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ness elements are manufactured in the form of 'T' -pieces, with those in the measurement sec-
tion being removable, such that these can be replaced by a laser window or used to allow 
access for alignment of the laser beams. The concentricity of the casing is ensured by the use 
of spigots at the ends of each of the sections of the outer casing. The circumferential position-
ing and hence the exact alignment of the flatness elements is ensured by the use of dowels. 
The modularity of the rig enables the measurement section to be placed upstream of the swirl-
er module, such that inlet boundary conditions for the computations can be measured whilst 
maintaining the overall experimental conditions of the downstream flow. 
3.4 Design of the Swirler Module 
The generic influence for the design of the swirIer module was taken from a standard aero-
space gas turbine fuel injector (Priddin (1996», but with modifications to facilitate instrumen-
tation access. The overall diameter of the swirler module was determined by the desire to 
maintain the radius ratio between the fuel injector and the casing in a modern gas turbine com-
bustion system. This led to the swirIer being scaled up by a factor close to three. The three 
streams of the swirler, as illustrated in the general arrangement of figure 3.6, are denoted 
(from the centre line outwards) inner, outer and dome swirlerpassages. The full details of the 
swirler can be seen in the manufacturing drawings ofHughes (2003). The swirler was created 
in a modular fashion such that each of the passages and shrouds could be individually modi-
fied at a later date ifrequired. For example, the outer swirler could be modified to provide a 
contra rotating system. Concentricity was maintained by use of spigots, with the relative tim-
ing between the passages being determined by locating screws. 
The inner swirler consists of an aerodynamically designed central bullet, which has eight 
vanes attached to it, thereby providing a 45 0 repeated sector. These vanes are curved and have 
a large trailing edge angle of 60 0 • The curvature of the vanes attempts to ensure that the flow 
does leave with an angle as close to the trailing edge angle as possible. In addition, the pres-
sure drop associated with turning the flow through a large angle is minimised with curved 
vanes. The housing of the inner swirler provides the module with a clean aerodynamic inlet. 
It is within this unit that the internal fuel supply ducts would reside within a real fuel injector. 
The geometry has been simplified here for the purely aerodynamic case. Both the outer and 
dome swirlers consist of helical slots milled into an annulus, with the angle of the helix set to 
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45 0 in both cases. In order to maintain the 45 0 repeated sector, sixteen and twenty four slots 
define the outer and dome swirlers, respectively. 
The shrouds of the outer and dome passages are designed in a similar way to each other, and 
both culminate in a fixed angle. In the interests of obtaining detailed measurements of the 
flow field close to the swirler exit, each of the three passages shares the same exit plane. This 
enables any residual wakes from the vanes or slots to be determined before the streams have 
significantly mixed. A mounting plate is attached to the exterior of the swirler such that this 
can be bolted to the swirler plate which will rotate the complete swirler module (see section 
3.5.2 and figure 3.8). This enables any residual wakes to be defined since measurements can 
be made at different circumferential positions relative to the swirl er. 
The relative aligument of the three swirler sections has been denoted on the manufacturing 
drawings (Hughes (2003» by the marking of the top dead centre (TDC). In the case of the 
inner swirler, this is defined as illustrated in the drawings (Hughes (2003». In the case of the 
outer and dome swirlers, this was the radius which passes through the midpoint of one of the 
vanes on the downstream side, also illustrated in the drawings presented in Hughes (2003). 
3.5 Installation 
Constraints of the existing test facility dictated that the rig was mounted vertically, with a fan 
drawing the air down the rig. A photograph of the rig within the test facility is shown in figure 
3.7. Figure 3.4 also illustrates that the bell mouth intake is situated within the plenum cham-
ber, above the ceiling, and the exhaust duct below the floor. 
3.5.1 The Rig Casing 
The installation ofthe rig was dictated by the instrumentation systems to be used, in particular 
the requirement for laser access. A general arrangement of the installation is illustrated in fig-
ure 3.4. It was desirable for the stand on which the rig was to be mounted to be stable, level 
and rigid. The stand was therefore manufactured from extruded pieces of aluminium, which 
are light and yet extremely robust. Adjustable feet were included at the base of each of the 
legs to ensure that the resultant stand was horizontal to within ±0.05° . Extruded aluminium 
sections with mitred corners formed the top of the stand such that a full seal could be placed 
82 
Experimental Arrangements and Procedures 
at the point of contact with the surrounding flooring (and this ensured that there were no leaks 
into the exhaust plenum). A square aluminium plate of side 0.8m and thickness 12mm was 
positioned on top of the frame and bolted to it. The stand was sized in such a way that the 
support beam for the laser traverse mechanism was positioned over the frame which again 
prevented any bending of the aluminium plate and ensured that the stand remained horizontal 
within the original tolerance band. This aluminium plate became the local test facility floor 
around the rig casing. 
Once the upper surface of the stand had been set horizontal, the rig had to be attached at 90° 
±0.05° to it (that is, in a vertical orientation), with the angle again being measured by an in-
clinometer. An annulus of aluminium (shown in figure 3.4) was manufactured to which the 
large flange of the outer casing could be bolted. This not only provided a rigid base for the rig 
but also ensured that it remained concentric with respect to the stand. The flatness elements 
were arranged to be parallel to the sides of the stand, which proved useful with the alignment 
of the LDA system, detailed in section 3.7.2.2. Four stays were manufactured and mounted 
on the ceiling of the test cell to hold the rig rigidly on the upstream side. 
3.5.2 Swirler Plate 
The swirler module, described in section 3.4, is mounted in a plate, such that it can be rotated 
within the rig. When combined with radial movement of the instrumentation systems, this en-
ables an area traverse of the 45 ° repeated sector to be performed without the need for constant 
re-alignment of the instrumentation systems. The general arrangement of the swirler plate is 
given in figure 3.8, and it consists ofa steel gear which is supported by upper and lower brass 
plates. Spigots were used on the upstream and downstream sides of the plate to integrate with 
the rig casing and ensure concentricity. A brush seal was used on the upper plate to ensure 
that there could be no air passage from the upstream to the downstream side of the swirler 
module. The lower plate had small tracks which were lightly greased for the moving gear to 
run on. 
A smaller gear was connected to a gear box, integrated with the large centre gear of figure 3.8 
and mounted on the side of the rig. The gear box could be driven electronically (see section 
3.7.1.3). The overall gearing ratio achieved was 228, which then led to a maximum position-
ing error of ±0.005° . The swirler module was bolted to the moving centre gear via the mount-
83 
Experimental Arrangements and Procedures 
ing plate of the swirler module (described in section 3.4 and illustrated in figure 3.6), which 
acted as a spigot to ensure concentricity, and the circumferential timing was afforded by the 
use of a dowel. 
The top dead centre (TDC) of the swirler module was transferred to the centre gear of the 
swirler plate using a centre finder, and a locator line was scored onto the gear. The zero cir-
cumferential position of the swirler module within the rig was taken to be the centre of the 
flatness element, which coincided with the circumferential location of the radial traverse sys-
tem for the instrumentation. Again, a centre finder was used to score a line onto the base of 
the swirler plate at the zero position. Further lines at 5 ° intervals over the 90° sector bisected 
by the zero position line were used to track the circumferential position of the swirler module 
within the rig. The initial position was set by aligning the scored lines on the centre gear and 
the base of the swirler plate. The data acquisition software (see section 3.7.1.3) was used 
whereby the PC mouse acted as a jog mechanism for the circumferential gear box. Hence the 
alignment could be specified to be within 0.005° , that is, one step of the motor, subject to 
user accuracy. The initialisation of the swirler module took place before each area traverse, 
and, with the final movement ofthe gear box in the traverse direction, any backlash was elim-
inated. 
The rotation of the swirler module using this plate meant that each traverse of the measure-
ment system was in the radial direction only, with the swirler being rotated in the circumfer-
ential direction. This then ensured not only that the experimental grid was in a cylindrical 
polar (x-r-9) format, but also that the measured velocities were the associated cylindrical po-
lar components. 
3.5.3 LDA Traverse Support 
The support for the LDA traverse mechanism must be positioned vertically. Since the rig can 
be positioned concentric and vertical, this will then enable traverses to be performed in true 
axial, radial and circumferential directions. As for the test cell stand, the laser support beam 
was made using an extruded piece of aluminium. A rectangular cross section was chosen to 
provide a large surface area onto which the traverse mechanism could be attached. Since slots 
manufactured within the extrusion may be machined to run true, the traverse mechanism can 
be moved along these and positioned as required. The extruded piece of aluminium used as 
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the laser support beam was bolted at the top to the roof support joist via a plate, and at the base 
to the test stand again via a plate. This support beam was positioned vertically using an incli-
nometer before the bolts were tightened. Further positioning to ensure that the traverse was 
radial was also required during the alignment of the LDA system (see section 3.7.2.2). The 
general arrangement of the complete support mechanism is illustrated in figure 3.9. An alu-
mininm plate whose width was larger than that of the support beam was machined and at-
tached to the support beam by the use of countersunk bolts. A bracket was positioned on the 
support beam above the plate and the two are attached via a screw thread, with a nut residing 
on the top side of the bracket. With the bracket bolted securely to the stand, and the plate 
loosely positioned, the nut could then be used to provide small movements of the plate in the 
vertical sense, with the exact distance being measured by a vernier scale. In order to ensure 
that the whole plate moved in a truly vertical sense, alumininm straps passed from the plate 
around the support beam, with bearings that remained in contact with the stand. 
The radial traverse mechanism, controlled by a servo motor, was attached to the alnminium 
plate, and the full system is shown in figure 3.7. The holder for the probes was then attached 
to the traverse at the required angle. The method of alignment of the laser will be discussed 
in section 3.7.2.2, but it is worthy of note at this point that the screw thread mechanism (figure 
3.9) enabled the complete traverse system to be moved in the vertical sense without the need 
for further aligmnent. This obviously saved a considerable amount oftime during the testing 
phase. 
3.6 Operating Conditions 
The flow field in the current study is relatively low speed and fully turbulent. The atmospheric 
conditions (pressure and temperature) will vary on a day to day basis, causing the air density 
(and therefore velocities calculated from the measured pressures) to vary. In order to compare 
the data taken on various days, the measurements were converted to those which would have 
been taken on a 'standard day'. In addition, the test rig should be operated at a condition (such 
as total mass flow or inlet Mach nnmber) which has a constant value with respect to a standard 
day. A non-dimensionalised mass flow requires knowledge of the actual mass flow through 
the rig which would be difficult to measure directly on a continuous basis. Hence a quantity 
which is derived from the non-dimensional mass flow should be sought. Defining non-dimen-
sionalised mass flow in the usual way, we may write: 
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mm = pAvm 
AP AP 
(3.6) 
where v is a reference velocity in the flow where the duct area is A. Now we have: 
T 
- - (3.7) 
t 
Substituting equations (3.7) into equation (3.6) and rearranging illustrates that the non-dimen-
sionalised mass flow is merely a function of the Mach number, that is, running at a constant 
non-dimensional mass flow can be achieved by running at a fixed reference Mach number. 
In addition, when running at a constant Mach number the pressure drop between two points 
is fixed. Therefore the ratio of a pressure drop to a measured pressure is the same on any meas-
urement day as it would be on a standard day, which makes it an ideal operating condition. 
Although total pressures could be used, this would require a probe to be inserted into the flow 
field, which could cause disturbance. In addition, a total pressure is a function of spatial loca-
tion and probe direction, and therefore an error could potentially be introduced due to the in-
sertion of the probe. Thus the operating condition is taken to be set by the ratio of a 
characteristic static pressure drop to a static pressure measurement. In order that this condition 
can be maintained whilst the rig is operating, the static pressure tapping must be positioned 
such that its reading is steady. The pressure drop across the swirIer is used as the numerator, 
and so a pressure tapping ofO.75mm diameter is located towards the top of the working sec-
tion, as iIIustrated in figure 3.4. The upstream condition is taken to be the atmospheric pres-
sure of the plenum chamber above the intake to the rig (also shown in figure 3.4). The 
denominator is also atmospheric pressure. 
The actual value of the operating condition of the rig was chosen such that the swirIer module 
was not subjected to an excessive load, and such that the noise made by the rig was acceptable. 
This corresponded to a rig inlet Reynolds number (based on rig casing diameter and bulk av-
erage velocity) of 7.55xl04 • The actual Reynolds number was not important in this case 
(since the inlet flow was above any critical Reynolds number type effects). The pressure drop 
across the swirl er was noted, and the ratio of the pressure drop to the atmospheric pressure 
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calculated such that the running condition was determined. It was found that the rig was ca-
pable of maintaining this running condition within 1 %. It is imperative that the measurements 
made on various days can be compared, and so the running condition of the rig and al1 pres-
sures measured by the five hole probes were corrected to a standard day of 15°C and 760mm 
Hg. The second equation of(3.7) implies a correction of the form: 
Pstd 
(p.tm)std 
= Pme.s X ( ) 
Patm meas 
(3.8) 
where the subscripts meas and std denote the measured values and those on a standard day, 
respectively. The subscript atm denotes the atmospheric pressure. 
Such a compensation is important in the case of the five hole pressure probe, since it measures 
the pressure directly and converts these measurements to a velocity. It is therefore subject to 
variations in both atmospheric pressure and local temperature. However, the LDA system 
measures frequencies which are converted directly into velocities. The LDA system is there-
fore only affected by the local temperature. By running the rig at a constant Mach number, the 
fol1owing condition holds: 
.!!. = constant 
It 
(3.9) 
and so the correction for the LDA velocities would be of the form: 
- JE.std ustd - u me•s t--
meas 
(3.10) 
However, aB measurements were taken in a heated laboratory environment with the air inlet 
temperature corresponding to that of a standard day with very little variation occurring both 
on a day to day basis and during a test. The velocities from the LDA system have not therefore 
been corrected to a standard day since the associated error is neglegible. 
87 
Experimental Arrangements and Procedures 
3.7 Instrumentation Implementation and Control 
3.7.1 Five Hole Pressure Probe 
3.7.1.1 Aligument and Movement of the Probe 
The five hole pressure probe was introduced into the rig such that it could be traversed in a 
radial sense. This was achieved by the centralisation of a retainer in one of the flatness ele-
ments, such that the centre line of this retainer lay on a radius of the rig within 0.05mm. The 
alignment procedure was accurate to within half of the diameter of a hole of the probe, that 
is, 0.125mm. The probe was traversed by the use of an electronically controlled motor. The 
overall traverse system had 39.37 steps per mm and was moved at a rate of 100 steps per sec-
ond. The radial positioning accuracy was therefore 0.026mm. Since it was difficult to align 
the probe precisely with the centre of the rig, it was assumed that the centre of the swirler lay 
exactly at the centre of the casing, and the probe was traversed into the rig by a known dis-
tance. Various axial traverse locations were achieved by drilling further holes in the flatness 
elements, which were blanked offwhen not in use. 
3.7.1.2 Traverse Point Locations 
The velocity vector, total and static pressures were deduced from the probe readings at each 
location as discussed in section 3.2.1. An estimate of the required number ofradial points to 
achieve adequate coverage of the flow field was made, a radial traverse was performed, and 
then the analysis of the results highlighted any deficient areas. Figure 3.10 illustrates the ini-
tial and final measurement locations used at the axial location ofXID=0.025. The probe was 
inserted into the rig with a predetermined yaw angle, such that the acceptance angle relative 
to the rig centre line was sufficient to measure in the highly swirling flow, and a radial traverse 
performed. If a significant number of points were off the calibration map (that is, outside of 
the current probe acceptance angle), then another yaw angle was tried, and so on until the op-
timum angle was found. This angle was found to be 50° , such that the probe was then able to 
measure yaw angles between 10° and 90° ,relative to the rig axis. Measurements were taken 
at four axial locations; XID=0.025, 0.05,0.075 and 0.1; all within the initial high velocity re-
gion immediately downstream of the swirler module. At axial locations further downstream, 
the pitch angle proved to be high, such that a significant number of points lay outside of the 
calibration map and a meaningful traverse could not be performed. 
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The radial traverse was completed and the swirler was then rotated to its next circumferential 
position at each axial location. In this way an area traverse was performed with an angle of 
10 between radial traverses. This provided sufficient resolution such that gradients in the cir-
cumferential direction would be adequately resolved by the probe and its accompanying soft-
ware. The full area traverse could be performed over several days, with all the measurements 
being corrected for a standard day. 
3.7.1.3 Signal Processing 
A PC was used to control the operation of the rig and the radial traverse mechanism in addi-
tion to digitising and recording all of the measurements. Dedicated data acquisition software 
enabled the PC to communicate with a range ofCIL Microsystems control modules via a CIL 
Alpha-03 controller card and a ribbon cable. The pressures from each of the holes of the 
probe, together with the pressure drop across the swirl er were measured by Furness pressure 
transducers. In this instance, transducers with a range of ±500 mm H20 were used, providing 
a linear DC output of ± 1 V . These readings were transferred to the PC via an 8-channel ana-
logue input module (A-Block). The temperature of the inlet plenum was measured by a K-
type thermocouple, which was connected to the PC via a K block. The temperature of the 
transducer was also recorded such that compensation could be made for any fluctuation. The 
radial and circumferential traverse mechanisms were each controlled by a single channel 
module (S-Block). 
A settling time is required at each measurement location in order to attain a steady reading 
from the probe after it has been moved. The response time of the system is determined by the 
length and bore of the pressure tubes and by the flow gradients encountered. After movement 
of the instrument to a new measurement location, an experimentally determined settling time 
of 4s was adopted prior to pressures being recorded. The pressure transducer output signal 
was then connected to a 12 bit resolution analogue to digital converter, which takes 250 sam-
ples at intervals of20ms, thus giving a time-averaged measurement over 5.0s. 
The pressure at each hole in the probe, relative to atmospheric, was recorded by the PC at each 
point in the traverse, along with the operating condition and positional information. All of the 
pressures were corrected for a standard day using equation (3.8). After all of the measure-
ments were completed, the operational drift of the pressure transducers was recorded, with 
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values in excess of ±5.0mV on the 500mm H20 transducers interpreted as indicating a 
problem (see section 3.8.1). In the event of this level being exceeded, all of the data from the 
test was discarded. 
The raw data was then processed and analysed using a suite of computational software as out-
lined by Wray (1986), which encompasses the calibration map, and extrapolates the pressures 
as described in the previous section. This provides the velocity components of the flow, pitch 
and yaw angles, together with static and total pressures at each measurement location. 
3.7.2 LDA System 
3.7.2.1 Access Window 
The probes of the LOA system are mounted externally to the rig, with the beams passing 
through a window to the internal flow field. The beams must be refracted by similar degrees 
to ensure that a focal point can be attained, which dictates that the window must be thin, with 
parallel surfaces and a constant refractive index. The length of the window was chosen with 
reference to figure 3.5, such that the passage of all the beams was permissible and yet meas-
urements could still be performed over a reasonable axial distance. The chosen minimum 
length was 320mm. The minimum thickness of optical glass which could be manufactured to 
the required size and specification was 4mm, which was considered to be too thick to enable 
focusing of the beams within the rig. Hence the window was manufactured using Imm per-
spex, which was ground on both sides to ensure an acceptable finish. It was cemented to a 
perspex frame to give an open aperture width of 36mm, with the inner surface of the window 
being flush with the inner casing of the rig. 
3.7.2.2 Alignment and Movement of the LDA system 
The LOA probes must be traversed in a radial direction, and hence the initial alignment is cru-
cial. An aluminium strip, illustrated in figure 3.11, was manufactured and mounted rigidly 
within the rig using the aluminium bung (which fitted into the inner swirler passage) and the 
perspex retainers (which bolted to the flat sides of the measurement section). A line scored 
along the centre of this strip defined the centre line of the rig. This was used in conjunction 
with a dummy flatness element (with a line also scored along its centre) to define each end of 
a radial traverse. The LOA probes were then traversed from one to the other, with the violet 
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beams being used to track the movement, since the angular position of the one dimensional 
probe is fixed. The LDA traverse support beam could be rotated such that the focal point of 
the violet beams lay upon each of the scored lines. Once this was achieved, then the support 
beam was bolted securely to the test rig stand. A radial traverse ofthe LDA was then ensured, 
within the accuracy of the scored lines (±O.1mm). 
The radial movement of the LDA probes was afforded by a servo motor driven traverse sys-
tem, controlled remotely by the PC via a ribbon cable. Small adjustments to the position could 
be made via a hand held 'jog box' and this was used for the initial aligmnent. The traverse 
system took 3514.8 steps per mm, which implies that the positioning accuracy was within 
0.0003 mm. The system had an experimentally determined backlash of 0.32 mm, which was 
removed during the traverses by carefully planned data acquisition software, thereby ensuring 
that the positional accuracy was not affected. 
Once the laser beams had been aligned (see section 3.7.2.3), the position of the coincidence 
point on the radial traverse had to be determined. The most obvious method was to set this to 
be the centre line of the rig. The aluminium strip which defmed the centre line of the rig was 
used for this purpose, with the violet beams being used to track the coincident point and a dig-
ital voltmeter (DVM) connected to the violet BSA (see section 3.7.2.5). The beams were tra-
versed in the radial direction until a peak value was noted on the DVM, signifYing the 
maximum intensity of reflected light. This signified that the focal point of the violet beams 
lay on the metal surface of the aluminium strip, that is, on the rig centre line. Care was taken 
to ensure that the final movement was in the intended traverse direction, such that no residual 
backlash remained in the system. 
3.7.2.3 Alignment of the Laser Beams 
The three pairs of laser beams are emitted from two probes. Since the laser is to be used in a 
cross-coupled mode, it is imperative that these two probes are accurately aligned, such that all 
three pairs of beams focus at the same point, ie: the beams are coincident. Furthermore, poor 
aligmnent of the laser beams causes a distortion of the interference pattern resulting in non-
parallel fringes and hence possible measurement errors. An alignment method was detailed in 
Carrotte and Britchford (1994), whereby all six beams were projected through a 50J,lm diam-
eter pinhole onto a screen. The Gaussian nature of the beams was then evident, and coinci-
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dence was deemed to have been found when all six beams showed the highest possible 
intensity on the screen. This method is subject to user inaccuracy and therefore a development 
of this was devised by Griffiths (2000), whereby all of the required information was attained 
by tracking of the beams using a pinhole and a light sensitive diode. 
A 20llm pinhole was supported by a plastic arm bolted to the vertical part of a three way 
translation stage. The translation stage itself had been manufactured to be orthogonal. The 
stage was bolted to one of the flat sides of the rig, such that the three directions of translation 
mimic the three rig axes. Since the determination of the coincidence point was crucial to the 
accuracy of the measurements, no undue assumptions with respect to the geometry were 
made. The aluminium strip locating the central plane of the inner swirler passage was used to 
denote the rig centre line. A centrefinder was used on the interior surface of the rig, in con-
junction with the centre line, to define the radial direction, which has been shown in figure 
3.5. Two dowels were then used to ensure that the translation stage retained its position on the 
bracket. The general arrangement of the translation stage and the rig is illustrated in figure 
3.12. 
The focal points of the blue and violet beams were found, and coincidence between these was 
set, as follows. A light sensitive diode was placed behind the pinhole, and connected to a re-
sistance meter. A minimum resistance was recorded when the beam entered the pinhole di-
rectly and the light intensity was at a maximum. Using the translation stage to traverse the 
pinhole along each beam, its path through the rig could be accurately determined. This tech-
nique was used for the unshifted and shifted components of the blue and violet beam pairs, 
and therefore the focal point of these beams was established. These two focal points could 
then be set to be coincident by adjustment of the probes in the (x, r) plane using their indi-
vidual translation screws. The two dimensional probe could also be moved in the 9 direction. 
The two dimensional probe maintains coincidence between the blue and green beams, so that 
aligmnent of the blue and violet beams implies that all three pairs of beams are coincident. 
Since the separation of the probes means that orthogonal velocities will not be measured and 
the directions ofthe measured velocities relative to the rig axes are not known, a transforma-
tion matrix is required. Carrotte and Britchford (1994) determined this matrix from the meas-
ured angles of the probes. This method, however, depended on the violet beams lying exactly 
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in the axial-radial plane. An alternative and more accurate method, using the light sensitive 
diode, was detailed by Griffiths (2000). The (x, r, e) values of the lowest resistance point 
were recorded for the low and high values of r , for both the unshifted and shifted part of each 
of the three beams. The angles ofthe beams relative to the co-ordinate axes could then be cal-
culated. These angles led directly to the formation of a matrix equation between the velocities 
recorded by each beam (uo, uB, uy ) and the required velocities in the cylindrical polar co-
ordinate axes of the rig (u, v, w) , thus: 
(3.11) 
where (for example) BGJ is the angle between the green beam and the fIrst co-ordinate axis. 
The matrix was then simply inverted to express (u, v, w) in terms of (uo, uB' uy ) . This 
method of determining the transformation matrix was used throughout this study, and a typi-
cal example was: 
= [=~:~~~; =~:~~~~ ~:~~~~J [::1 
0.7584 -0.6635 -0.0430 u~J (3.12) 
3.7.2.4 Seeding 
As detailed in section 3.2.2, the LDA system actually measures the velocity of fIne particles 
which the flow has been seeded with. Indeed, the concentration and distribution uniformity of 
the seed particles play an important role in the accurate sampling of the flow velocity. The 
size of the particles is also important; they should be small enough to respond to rapid fluctu-
ations in the flow, but large enough to scatter light of adequate intensity to be detected. In this 
instance, the seed particles were produced using a Dantec oil-based seeder. Low viscosity oil 
was mixed with air and heated inside the seeder to produce a mist of smoke particles. The flow 
rate ofthe air (and therefore the oil) through the seeder was controlled. The size distribution 
of particles has been determined, and detailed results were presented by Bailey (1997). The 
mean size of the particles was 1.07/lm. Ahmed et al (1991a) state that particles of such a 
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small size are required to prevent them being sUbjected to significant inertial or centripetal 
forces. Hence the particles generated are anticipated to be sufficiently small to follow the 
flow, even in this highly swirling enviromnent. The particles are introduced to the flow via a 
'pepperpot' arrangement, illustrated in figure 3.13, consisting of a large (200mm diameter) 
tube with a gauze fixed at exit, suspended high enough above the rig inlet as to not interfere 
with the incoming air flow. This enables the distribution of the particles at the inlet to the rig 
to be as uniform as possible. 
3.7.2.5 Signal Processing 
A PC was used to monitor the operating condition of the rig, as described in section 3.7.1.3 
and to control remotely the radial and circumferential traverse systems. The operating condi-
tion, the positional information and the value of the atmospheric pressure were recorded si-
multaneously by the PC at each measurement location. 
The Doppler 'bursts' were analysed using three Dantec 57NlO Burst Spectrmn Analysers 
(BSAs). These process the 'bursts' in the frequency domain, using a Fourier Transform tech-
nique, and the velocity component can be determined based on the calculated frequency and 
the known fringe spacing. The processors are capable of operating at relatively low signal to 
noise ratios. This is important in harsh measuring enviromnents with high turbulence levels, 
such as the one under consideration here. Full details of the BSAs used are available (Dantec 
Electronik (1996», with only relevant information being presented here. A second PC was 
used to control remotely the settings on the three BSAs, together with recording frequency 
burst information in real time. 
As the name suggests, the Burst Spectrum Analyser performs a spectral analysis of the Dop-
pler 'burst', from which the Doppler frequency, and ultimately the velocity, can be extracted. 
A number of samples, N, are taken from the input signal, and a Discrete Fourier Transform is 
used to provide the frequency spectrmn of the sampled burst. If the signal is sampled at a reg-
ular time periods, Ts' then the distance between the samples (the frequency resolution, fn) is 
given by the sampling frequency, fs (where fs = liT s)' divided by the number of samples: 
fs I f = - =-
n N NT 
s 
(3.13) 
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The resolution of the spectrum is therefore increased by an increase in the number of samples, 
but decreased by an increase in the sampling frequency. To avoid frequency distortions, the 
sampling frequency must be at least twice the highest frequency in the signal (the Nyquist cri-
terion). 
The spectrum of interest is contained by the bandwidth, B W , and the highest frequency can 
be considered to be B W 12. This then implies that the sampling frequency should be greater 
than the bandwidth. In actual fact, the BSAs used here operate with a sampling frequency of 
one and a half times the bandwidth. The maximum allowable bandwidth is 32MHz, corre-
sponding to a manageable maximum sampling frequency of 48MHz. 
The spectrum is downshifted to zero prior to sampling, and the power spectrum is then calcu-
lated from the downshifted, sampled spectrum. The Doppler frequency is found as the posi-
tion of maximum power by fitting a curve through the frequency samples. The interpolation 
technique used improves the resolution of the spectrum around the maximum. As stated 
above, the frequency resolution can also be improved by increasing the number of samples 
taken. Hence a zero filling technique is used whereby N zeros are added to the spectrum. 
Without changing the spectrum or adding any new infonnation, the sampling frequency be-
comes: 
f f =_8 
n 2N 
(3.14) 
that is, the resolution is doubled. Finally, the BSA validates the spectrum by comparing the 
maximum value, from which the Doppler frequency is found, with the two largest local maxi-
ma. Provided the ratio between the values is greater than four then the burst is validated, with 
this empirical factor being a compromise between the quality and rate of data required. 
As the local flow varies due to turbulence, different particles will have different Doppler fre-
quencies. The processing technique ofthe BSAs will yield a time history of these frequencies, 
and hence a time history ofthe flow velocity. A separate file is created by each of the proces-
sors at each of the traverse locations. These are then recorded by the dedicated PC in the fonn 
of digital binary output. 
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3.7.2.6 Data Processing 
Further processing of the data is perfonned off-line, using a dedicated software package 
(BURSTware Version 3.21). Further details of the package can be obtained from the propri-
etors (Dantec Electronik (1991», with the main principles only being presented here. A 
number of algorithms are available within the package, and only the procedure used is de-
scribed here. 
The Doppler frequencies, anival times and transit times of the seed particles are fIrst read 
from the experimental data recorded by each of the BSAs at each of the measurement loca-
tions. The anival time is the time at which the individual BSA detects a particle within the 
measurement volume, with the transit time then denoting the time taken for the particle to 
cross the measurement volume. The velocities are fIrst calculated from the Doppler frequen-
cies, using equation (3.3). The individual velocities measured by each of the BSAs are then 
stored in 'converted' data fIles. 
Hardware coincidence, described in section 3.2.2, ensured that data is only recorded when a 
burst is recorded simultaneously by all three processors. However, these bursts may not be 
validated by each of the respective processors, and hence software coincidence fIltering is 
also perfonned. If the anival times ofa particle to each of the three BSAs are within a certain 
time interval, known as the 'coincidence window' then the measurement is deemed to be co-
incident. Measurements which are not coincident are discarded. This results in the number of 
validated samples being less than that collected. The coincidence window, in this instance, is 
taken as two thirds of the transit time of the fastest particle. The resultant of this phase is a 
single 'sorted' data fIle for each of the measurement locations. 
The velocities are transfonned into the co-ordinate system associated with the rig, using the 
optical transformation matrix given in equation (3.11). The resultant is a single 'moments' fIle 
for the traverse. Statistical processing provides the time-averaged and fluctuating quantities 
of interest. The mean velocity components are calculated thus: 
(3.15) 
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where U i is the velocity component associated with the ith particle to cross the measurement 
volume, and N is the number of samples. The r.m.s. value of the turbulent fluctuations can 
then be calculated thus: 
(3.16) 
The shear stresses can also be obtained from this 3D coincident data, with u'v' , as an example, 
being derived thus: 
u'v' = ~i=~l __________ __ 
N 
(3.17) 
It has been shown (McLauglin and Tiederman (1973), Edwards (1987» that the velocity data 
acquired in this way can be subject to statistical bias, whereby the number of particles passing 
through the measurement volume increases with a high velocity magnitude, with time-aver-
aged results being weighted in their favour. This is discussed in more detail in section 3.8.2.2. 
User-defmed weighting functions can be used to overcome this potential pitfall, and several 
possibilities are available within the software used. The mean velocity is then calculated thus: 
N 
IUiWFi 
U = L.:i -,-,IL-__ 
N 
IWFi 
i = 1 
(3.18) 
where WF i is the weighting function for the ilh particle. The forms of the weighting functions 
used are described in section 3.8.2.2. 
3.7.2.7 Choice of Traverse Details 
The traverse point locations for the LDA were chosen with reference to the results from the 
five hole pressure probe, which illustrated the regions of high velocity gradients in the swirler 
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the swirler near field. These points were clustered towards the centre line in the regions of 
high velocity gradient. Further downstream ofthe swirier, the same number of radial meas-
urement locations were retained, but the clustering was reduced as the flow gradients de-
creased. The four axial locations used for the five hole pressure probe were also used for the 
laser system, with an area traverse being performed at X/D=O.025. Eight further traverses 
were performed up to X/D=0.5 at increments of X/D=0.05; a further five up to X/D=1.0, at 
increments of X/D=O.l; another ten up to X/D=3.0, at increments of X/D=0.2, and a further 
four up to X/D=4.2, at increments ofX/D=O.4. 
The number of samples required to provide a statistically independent result can be calculat-
ed, given a knowledge of the physical flow field (Kreyszig (1988». Notwithstanding this, an 
experiment was performed as a guide to the required number of samples in this instance. An 
axial location of X/D=0.1 was chosen from the five hole pressure probe results as little cir-
cumferential variation was present, and the radial measurement location r/D=0.45 was chosen 
as a position of relatively low velocity gradient. Measurements were taken at a number oflo-
cations using a variety of sample numbers. In this way, a satisfactory compromise between 
the requirement for statistical independance and the time taken to perform the measurements 
was sought. 
Figure 3.14a illustrates the effect of the number of samples on the mean velocities, whilst fig-
ures 3.14b and 3.14c illustrate the effects on the rms velocities and the shear stresses respec-
tively. Below 45,000 samples (providing 41,717 coincident samples, as plotted in the figure) 
some variation in the values is present. This is because insufficient samples have been taken 
to fully describe the flow, that is, the measured value is still time dependent. Once enough 
samples have been taken to encompass all the different eddy sizes within the flow, the meas-
ured value will remain the same, regardless of the time it was taken (or if further additional 
samples are included). The mean velocities illustrated that 45,000 samples were sufficient to 
fully describe the flow in all three components. However, some instability was still apparent 
in both the rms velocities and the shear stresses. Therefore a sample size of 50,000 (providing 
48,778 coincident samples) was deemed to provide a more viable alternative for the data rates 
and time scales typical of this rig. 
98 
Experimental Arrangements and Procedures 
3.7.2.8 Test Procedures 
At the beginning of a test, and periodically during one, the laser had to be tuned; that is, fibre 
manipulators were used to ensure that each beam is aligned with the fibre at its inlet. If this 
was not the case, and only a portion of the beam was entering the fibres, then a decrease in 
the power of the beams and ultimately the data rates would be observed. 
The oil seed gradually contaminates the access window resulting, in time, in reduced data 
rates. This is particularly a problem in regions of flow reattachment such as at the base of the 
corner recirculation zone. Periodically during testing the window was cleaned with antistatic 
fluid. The rig control software was used to move the probe heads away from the rig to a spec-
ified location, and back again, such that access to the window could be gained, without dis-
turbing the traverse location. The outlet of the swirler was also cleaned, as oil build up here 
would quickly contaminate the window. 
The amount of seed entering the rig was varied depending on the traverse location; for exam-
ple, less seed was required for the measurement of the swirler near field than for traverses fur-
ther downstream. If too much seed is introduced into the rig, then not only does the window 
become contaminated in very little time, but also reflection of the laser beams from the oil 
seed particles can occur, and this is shown on the BSA by a sharp rise in the current through 
the photomultiplier. Reflection of too much light obviously leads to poor signal to noise ra-
tios. The rate of seed production can be set by the user (see section 3.7.2.4). With experience, 
the amount of seed entering the rig could be set by eye. 
Throughout the tests, the settings on the BSAs were optimised such that the spectra lay in the 
centre ofthe span, and with the span adjusted according to the bandwidth of the spectra. Since 
the cross-coupled mode was being used, all three BSAs had to be set with identical spans and 
record lengths. A signal gain was also available to increase the data rate of the individual 
BSA. This must be performed such as to balance the requirement for high data rates and good 
signal to noise ratios. 
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3.8 Experimental Errors 
Although a detailed analysis of the errors associated with both of the measurement techniques 
used is beyond the scope of this current work, the main areas of concern are highlighted in 
this section. A number of the points raised have been utilised to ensure that the results are of 
high quality and accuracy. 
3.8.1 Five Hole Pressure Probes 
The five hole pressure probe requires a calibration technique, as mentioned in section 3.2.1, 
and, as such, the accuracy ofthe results is directly affected by the accuracy ofthe calibration. 
Wray (1986) has indicated that the method of calibration used here introduces negligible er-
rors in terms of both the flow angles and the velocities, with the calibration map being inde-
pendent ofthe Reynolds number. Nevertheless, the calibration occurs in a well behaved flow 
of constant velocity and negligible turbulence intensity. The effect upon the probe ofvaria-
tions in the velocity field is difficult to quantify. 
The spatial error caused by the finite size of the probe and the compensations used to over-
come this have been described in section 3.2.1. Errors caused by the presence of high pressure 
gradients within the flow field (also mentioned in section 3.2.1) are minimised by having a 
higher density of measurement locations over areas ofIarge variation in pressure. 
Tamigniaux and Oates (1986) have investigated the effect of wall proximity, and suggested 
the occurrence of a maximum error in the measured flow angle of 20 for a probe with a con-
ical head, whilst Sitaram et al. (1981) expressed the error in terms ofa 1 % variation in veloc-
ity. Sitaram et al. (1981) also noted that the errors incurred are negligible once the probe is 
more than two head diameters away from the wall. It is possible, then, that measurements tak-
en within 3.5mm of the base of the swirler may be affected, although inaccuracies should only 
occur when the probe head is in line with one ofthe shrouds. Measurements taken within close 
proximity of the outer casing will also be affected. 
The finite size ofthe probe itself causes an intrusion into the flow which could be a source of 
errors, and such a concern has been raised by Gouldin et al. (1985) and Samimy and Langen-
feld (1988). The probe used in this instance has been designed such that it can be rotated 
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about its own centre line (section 3.2.1). As such, the size of the blockage encountered by a 
purely axial flow is increased as the probe is rotated. Nevertheless, in a swirling flow, the 
blockage is not increased provided that the probe angle mimics the average angle of the flow, 
and hence the angle of the probe head relative to the centre line becomes important. Notwith-
standing this, the highly swirling flow ofthis study is likely to create recirculation zones. The 
very nature of the five hole pressure probe precludes it from measuring negative velocities, 
unless the head is rotated to lie nominally in the direction of the mean velocity. It must also 
be realised, however, that the blockage of the probe has the ability to affect the fonnation of 
such recirculations. 
Sitaram et al. (1981) have also investigated the effects of flow turbulence upon the accuracy 
of the five hole pressure probe. The likely errors indicated were of the order of 0.3% for tur-
bulence intensities of 10%. However, the levels of turbulence encountered in this highly 
swirling flow field are expected to be much larger than this, particularly in the swirl er near 
field. The effect of such high turbulence intensities upon the accuracy of the results is difficult 
to quantify within this study. 
The remaining error encountered in the five hole pressure probe measurements is due to the 
pressure transducers, used to convert the pressures into voltages. Any drift in the transducers 
during a test, due, for example, to large temperature variations in the test area, can introduce 
errors in the measured velocities. The extent of this error can be quantified by changing a raw 
data file to simulate such a drift. Carrotte (1990) showed that a drift of ImV on a transducer 
with a range of±100mm H20 produced an error of 0.2% in a velocity of30m/s, and an error 
of 0.7% on a velocity of 15m/s. In order to maintain errors of this small magnitude, a drift of 
5mV was deemed to be acceptable on the transducers used in this case with a range of 
±500mm H20. If the drift during a test surpassed this value, the results were discarded. 
Overall, the errors associated with the five hole pressure probe are small in a standard, axially 
dominated flow. Indeed, such probes have been used with a high degree of success in other 
studies (Bailey (1997». Nevertheless, a highly swirling flow presents an extremely hostile 
environment to an intrusive instrument. The effect of the high turbulence coupled with the 
blockage ofthe probe is likely to cause more significant errors than have been previously en-
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countered. Nevertheless, the five hole pressure probe remains a useful tool within the current 
study as a guide for the required locations of the LOA measurements. 
3.8.2 Laser Doppler Anemometry 
The LOA system is used to measure both the mean and fluctuating velocity fields, and, as 
such, has two types of errors associated with it. The first is the statistical error involved in tak-
ing a finite number of samples and averaging in time to give mean values of the velocity sig-
nals; the other is the systematic error involved with the implementation and utilisation of the 
measurement system. Although the statistical errors can be significant, particularly in regions 
of reduced numbers of coincident samples, Carrotte and Britchford (1994) have shown that 
the systematic errors associated with the use of the LOA system can be of greater significance. 
Effects of velocity bias, laser beam alignment and processor resolution all contribute to the 
overall accuracy of the measurements, although, as with statistical errors, physical aspects of 
the flow determine the size of the contribution of each effect at every individual measurement 
location. Hence an absolute estimation of the size of the errors cannot be determined for the 
whole flow field, although methods of best practice can be adopted in order to minimise the 
effect of each error. Such methods are detailed in the following sections. 
3.8.2.1 Statistical Errors 
Although turbulence is a highly chaotic state, it can be regarded as consisting of an organised 
set of eddies of varying sizes, each with its own associated time scale. Hence experimental 
measurements can be taken, and averaged over time, to provide a statistical description of the 
flow in terms of correlations. Conventional statistical theory can then be used to provide an 
estimate of the errors associated with this sampling (Kreyszig (1988». 
A confidence interval is used to detennine the errors incurred due to the finite number of sta-
tistically independent samples taken. As described in section 3.7.2.7, the number of samples 
taken was determined experimentally. In order to estimate the error associated with this meth-
od, it can be assumed that the velocity signal is distributed normally about the mean, 0, with 
known variance, (}'2, comparable with the normal stress of the flow ~. Given a number, N, 
of statistically independent samples, the error limits associated with the mean (±E) can then 
be calculated thus: 
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(3.19) 
where z is a measure of the confidence. Values ofz can be obtained for confidence intervals 
varying from 0.1 % to 99.9%, with a value of 2.576 being associated with a 99% confidence 
interval. Considering the position used to determine the number of required samples (section 
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3.7.1.2), the rms velocity fluctuation, (;?) ,is 7.64m1s, with 42,900 coincident samples 
being achieved, giving a 99% confidence interval of the mean velocity lying within 
±1.Ie-8 m1s of its true value, which is, of course, insignificant. Nevertheless, some areas of 
the flow proved more difficult to measure, with the number of coincident samples achieved 
being somewhat less than the objective. For example at the position riD=0.44, xtD=O.1, the 
number of coincident samples was 34,232. The fluctuating component of the velocity was 
7.62m1s, and therefore the confidence interval of 99% puts the mean velocity within 
± 1.8 e-8 mls of its true mean. Therefore the mean velocity is assumed to be extremely accurate 
throughout the flow field. 
In order to obtain a truly statistically independent sample, the frequency of the sampling must 
also be considered, that is, the frequency of samples taken should not be higher than the fre-
quency of eddies passing through the control volume. Samples taken at a higher frequency 
add no further information to the derived time averaged values, since all measurements asso-
ciated with a single eddy will be correlated. However, since the eddies are of varying size and 
hence time interval, this can prove difficult to achieve. Nevertheless, hot wire anemometry 
measurements conducted at the point of experimental estimation of the number of samples il-
lustrated that a frequency of 600Hz was associated with the dominant eddies of the flow (Car-
rotte (1999». This then gives an associated time scale of 0.00167s. In general, the 50,000 
samples were gathered in approximately 90s, giving a time interval between samples of 
0.0018s. Therefore the data collected is broadly assumed to be statistically independent. 
A confidence interval derived for the variance of the normal distribution can be assumed to 
be equivalent to that for the values of the normal stresses. Kreyszig (1988) provides a deriva-
tion ofthe range in which the normal stresses lie. For a 99% confidence interval this is: 
(3.20) 
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where 
(N - 1 )u.'u" k = I I 
2 C 2 
1 2 
Cl = 2(h-2.58 ) 
and h = J2(N-l)-1 
Taking the point of experimental estimation of the number of samples, as before, the normal 
stresses all lie within ± 1.8 % of their true values. 
3.8.2.2 Systematic Errors 
The systematic errors associated with the LDA system encompass those errors associated 
with the use of particles to represent the air flow. These errors are often referred to by the ge-
neric term' statistical bias' , even though the error is not statistical in nature. The most signif-
icant of these types of error is that of velocity bias, which will be addressed in detail here. 
The sampling of the flow assumes that measurements are typically attained when a single par-
ticle crosses the measurement volume, and, as such, the mode of operation of the system is 
known as individual realization (IR). It was originally assumed that such sampling was com-
pletely random in nature, with statistical averaging then creating a true mean of the time av-
eraged flow. However, McLaughlin and Tiederman (1973), in an analytical study, pointed out 
that the probability of sampling high velocity particles is greater than that of sampling low 
velocity particles. That is, in a uniformly seeded flow, more particles will pass through the 
measurement volume in periods of high velocity than those oflow velocity. An arithmetic 
mean of the flow velocity will then be higher than the true value, and hence the flow is biased. 
Further work by other authors to verify this experimentally and quantify its extent (Giel and 
Bamett (1979» have yielded mixed results, with the question being raised of the existence of 
such an effect. A special panel was set up to collate such works (Edwards (1987», with rec-
ommendations being made. 
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Edwards (1987) suggested that the magnitude of the velocity bias was a function of the square 
ofthe turbulence intensity, and could be estimated from the method of Mc La ughl in and Tie-
dennan (1973): 
(3.21) 
where the subscripts 'meas' and 'true' indicate the measured and true values respectively. The 
value O'~ represents the flow variance, and the equation is solved by assuming that this is in 
fact the turbulence intensity multiplied by the true mean. In an idealised flow, when turbu-
lence intensities are low «10%), the maximum error in the measured mean velocity is ap-
proximately 1 %. However, in a strongly swirling flow as under consideration here, it is highly 
unlikely that the turbulence intensities will be low, in fact they could well be in excess of 
100%. Hence statistical bias is likely to feature as a major source of error, and careful consid-
eration must be given to minimise this error as far as possible. 
Edwards (1987) proposed a number of methods for significantly reducing, or even eliminat-
ing, the effects of velocity bias. Each method was recommended with regard to the data rate, 
and hence knowledge of the data rate associated with the current flow could help to select the 
most appropriate weighting function. The validation rate (N 2) is defined as the rate that a 
burst processor measures particles, and this therefore depends on the processor settings. Ed-
wards states that the data rate can then be calculated by comparing this validation rate to one 
of the relevant flow time scales. The Taylor micro scale (T),,) is the suggested value, with the 
magnitude of the data rate then being N2 T)". High data rates are above a value of 5.0, inter-
mediate data rates between 0.05 and 5.0, and low data rates are those below 0.05. In this par-
ticular flow, the 50,000 samples were collected in approximately 90s, giving a validation rate 
of 555.6 samples per second. A time scale associated with the flow can be taken from the hot 
wire anemometry measurements of Carrotte (1999) as 0.00 167s. This is deduced from the au-
tocorrelation, and is therefore the time scale associated with the largest eddies, as opposed to 
the Taylor microscale. Nevertheless, this still provides a reasonable indication of the time 
scale of the flow. The data rate in general then is 0.93, and, as such, is intennediate. Variations 
on this figure will occur throughout the flow, particularly in regions where less samples were 
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achieved. Nevertheless, it is estimated that all of the data rates associated with this flow will 
fall into the category of intermediate. 
The majority of the proposed methods for velocity bias correction fall into the category of 
weighting methods, with the mean velocity being calculated from equation (3.18). The differ-
ence between the individual methods stems from the value used as the weighting function, but 
essentially each method attempts to increase or decrease the weighting associated with the 
slow and fast moving particles respectively. Residence time (RTD) weighting is a particularly 
popular method, with many examples of studies incorporating this method being available in 
the literature (see, for example, Wessman et al. (1994), Bailey (1997), Griffiths (2000». The 
time taken for each particle to cross the measurement volume (that is, the time that the particle 
is resident within the measurement volume) is recorded by the BSA, with this time being used 
as the weighting function. Edwards (1987) recommends this method for all data rates, provid-
ed that the seed is uniformly placed within the flow. 
The individual velocity components can also be weighted by the inverse of the velocity mag-
nitude at that point, denoted by IVD. The velocity magnitude can be calculated in a three di-
mensional form, whereby all of the non-weighted velocities are used, a two dimensional form 
(by selecting two of the non-weighted components to calculate the velocity magnitude), or 
even a one dimensional form. In a highly swirling flow field such as the one under consider-
ation here, a slight change in the angle of the mean flow relative to the elliptical measurement 
volume can have a large effect, particularly in regions where the dominant flow is in the di-
rection of the major axis. For this reason, IVD may have a tendency to over correct the data, 
even with the three dimensional form of the velocity being used. Edwards does not recom-
mend this weighting method in any circumstances. 
The weighting function can also be taken as the time between the arrival of individual parti-
cles into the measurement volume. This is known as time interval weighting, denoted by TID. 
The arrival time of each particle is recorded by the BSA, and a simple subtraction provides 
the time interval for each particle. BothAhrned and Nejad (1992) and Nejad et al. (1989) used 
this method. Edwards recommends this method for intermediate or high data rates. 
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An alternative method of reducing the effects of velocity bias is to use the controlled proces-
sor method (CPD). The time for the signal is divided into equally spaced intervals. Only the 
first particle measured in each time interval is retained and used in the calculation of the mean 
flow velocities. In the limit of the prescribed time interval approaching zero, the attained sig-
nal approaches the unweighted data. In the other extreme, the magnitude of the correction to 
the velocities will increase until the time interval reaches a certain value, after which the mag-
nitude of the correction will stabilise, such that futher time interval increases have no further 
effect on the data. Edwards recommends this method provided that all of the velocity compo-
nents attain a high data rate. 
The TID and CPD weighting methods would be identical in the special circumstance of the 
chosen time interval for the CPD being the average interval between particles entering the 
measurement volume. Each of the weighting methods outlined are compared and contrasted 
in chapter 4. 
Another systematic error of the system occurs due to the tendency of the measurement effi-
ciency of the processors to depend on the speed of the individual particle. Edwards (1987) ar-
gued that slow moving particles produce a signal of higher amplitude than fast moving 
particles, as a result of the frequency response characteristics of the processor, and hence have 
a higher probability of being validated. This effect would therefore bias the velocity so that it 
is below the true value. Although Edwards made no recommendations to address this partic-
ular source of error, he went on to state that an additional error occurred if any of the frequen-
cies created by particles passing through the measurement volume lay outside of the operating 
range of the processor. Great care has therefore been taken throughout this study to ensure 
that the filter settings of each processor are set sufficiently high as to eliminate this error. 
Angle (or fringe) bias occurs due to the fluctuation of the angle between the direction of the 
mean flow and the plane ofthe fringes with time. In an extreme case, particles passing through 
the control volume in a direction parallel to the fringes will not be registered, resulting in a 
velocity biased towards the direction normal to the fringes. In this investigation, a Bragg cell 
has been used to move the fringes with a high frequency shift of 40MHz within the measure-
ment volume, and hence the effects of angle bias will be neglegible. 
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The finite size of the measurement volume can also introduce an error if the velocity gradient 
across the volume is high. Durst et al. (1995) present a method for correcting velocities due 
to the size of the measurement volume. However, this correction is presented in relation to a 
duct flow where the greatest velocity gradient is in the viscous sub layer, and hence the cor-
rection is presented in terms of distance from the wall. In the flow under consideration here, 
the largest velocity gradients will occur in the swirl er near field. Nevertheless, the cross-cou-
pling technique described in section 3.2.2 has been used to minimise the size of the control 
volume, and hence this error is likely to be small. Consequently no compensations have been 
made due to the finite size of the measurement volume. 
3.8.2.3 Laser Beam Alignment 
The method of aligning the laser beams is associated with an inevitable error. The two probes 
of the LDA system are mounted in an axial plane of the test rig, and traversed in a radial sense. 
As such, the probes could be aligned such that one pair of beams directly measures the axial 
velocity, whilst another pair directly measures the circumferential velocity. Nevertheless, 
since the probes carmot be mounted orthogonally to one another, a large error can be associ-
ated with the radial component which would have to be resolved from at least two of the three 
measured velocities. 
Britchford et al. (1994) describe the errors that can occur with such a system and suggest three 
main methods of minimising these errors by suitable alignment of the probes. Firstly, the in-
cluded angle between the two probes should be as large as possible in order to reduce the error 
associated with the radial velocity component. In this instance, the minimum separation angle 
was 35° , with a separation of 45° being used in the majority of cases. Secondly, the probes 
should not be positioned such that the emitted laser beams are normal to the casing, in order 
to minimise the effects of reflected light. Visual checks were carried out to ensure that the 
beams emitted from one probe were not reflected into the other. If this was the case, a beam 
stop was used. Finally, Britchford et al. (1994) suggest that, where possible, the probes should 
be aligned such that all three measured components are of similar magnitude. This is because 
the bandwidth of the signal must be the same on each of the processors, and, if one component 
is particularly dominant, then the other two may suffer from a low signal to noise ratio. 
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The method of deducing the transformation matrix was discussed in section 3.7.2.3, with the 
accuracy of the beam position being ±30/lm. This can be translated into an error in the trans-
formed velocities by repeating the calculations with alternative beam positions. Assuming 
that each beam position had the associated maximum error of 30/lm, the transformation ma-
trix can be recalculated. Considering then the position 10mm downstream of the swirl er, and 
at a radial location of 45mm, as used for the determination of the number of samples (section 
3.7.1.2), the percentage errors in the mean axial, radial and circumferential velocities are 
0.4%,2.3% and 0.3% respectively. It is not surprising that the largest error occurs in the radial 
component, since this comprises of significant contributions from all three measured veloci-
ties, and hence is the most suceptible to a combinatory error. Nevertheless, even this error is 
relatively small and illustrates the reliability of the method of laser beam alignment and the 
determination of the transformation matrix. 
3.8.2.4 Processor Resolution 
Additional errors arise due to the finite resolution with which each velocity sample can be de-
termined. Carrotte and Britchford (1994) have presented a detailed analysis of processor res-
olution and have shown that the accuracy to which a burst can be resolved is a function of the 
time period over which the burst is sampled, or the record interval (RI). Thus the processor 
resolution is given by: 
Resolution = 16iI (3.22) 
where C is the calibration coefficient, defined in section 3.2.2. In this investigation, proces-
sors with a calibration coefficient of the order of 3.Om/slMHz have been used, which, in con-
junction with a typical record interval of 1.333/ls, leads to a resolution of ±0.14m1s. 
Nevertheless, the processor resolution also depends on the signal to noise ratio, with the res-
olution becoming poorer in regions of high noise. The calculated processor resolution is there-
fore thought to be acceptable for the green component (BSA 1), which has a high light power, 
but possibly low for the other two processors. Carrotte and Britchford (1994) have suggested 
more realistic resolutions of ±0.21 m/s and ±O.28 m/s for the blue (BSA 2) and violet (BSA 
3) components respectively. 
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3.8.2.5 Summary of Errors 
The use of the servo motor driven traverse system ensured that the radial traverse location was 
extremely accurate, that is, within 0.05mm. The stepper motor for the circumferential posi-
tioning and careful initial alignment ensured that the angular measurement was correct within 
0.1 0 • The overall accuracy of the mean axial and radial velocities is anticipated to be within 
±l % or Imls (whichever is the greater), although the transformation matrix dictates that the 
error on the radial velocity may be slightly larger, within ±2.5 % or 2m1s. The Reynolds 
stresses are anticipated to be accuarate to within ±5 % or Im2/s2 . 
3.9 Summary 
The design and installation of the rig casing and the swirl er module have been detailed in sec-
tions 3.3, 3.4 and 3.5, with the operating condition of the rig being discussed in section 3.6. 
The instrumentation systems used within the present study have been described (section 3.2) 
and their implementation into the rig discussed in section 3.7. In particular, the choice of 
traverse locations to be used for each measurement system has been addressed, together with 
the alignment and control of each measurement system within the rig. In the case of the LDA 
system, additional information on the alignment of the laser beams and the derivation of the 
optical transformation matrix was provided in section 3.7.2.3. The errors lmown to be associ-
ated with each system and its operation are detailed in section 3.8, which in turn leads to meth-
ods of best practice which will be adopted for all the experimental measurements taken within 
the current study. In particular, for the LDA system, the statistical bias associated with the ve-
locities attained has been described in section 3.8.2.2, together with various methods for over-
coming this issue. These methods will all be used within the current study, and the results 
compared in chapter 4. This will lead to the choice and recommendation of the most appro-
priate method for a confmedhighly swirling flow. Chapter 4 will detail all of the experimental 
measurements taken, enabling the physics of the flow field to be discussed, along with the 
comparison of the results attained using the two measurement systems. In this way, the most 
appropriate measurement method ofthe two under consideration for a confined highly swirl-
ing flow can be chosen. 
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4.1 Introduction 
Initial investigations into the flowfield obtained in the multi-stream swirler rig described in 
chapter 3 were carried out using a simple flow visualisation technique. This provided a global 
indication of the main features of the flow field. A traverse with a standard pitot probe was 
used in conjunction with an orifice plate at the outlet of the rig to provide effective area and 
mass flow values. The inclusion of effective area measurements provides further details of the 
swirler geometry since this controls the flow splits, as would be required for the estimation of 
boundary conditions for CFD calculations which were set up to begin at the trailing edge of 
the swirler vanes. In addition, knowledge of a measured global mass flow through the swirler 
module enables a comparison to be performed with the mass flow calculated at various axial 
stations by integration of the LDA axial velocity measurements. 
Experiments were then carried out using both five hole pressure probes and the three compo-
nent LDA system. All of the results obtained are presented in this chapter. The harsh environ-
ment ofa highly swirling flow field can lead to many difficulties with measurements. Extreme 
care was taken with both measurement systems in order to minimise the magnitude of all 
associated errors. In addition all data were carefully analysed to assess the magnitude of any 
errors present in the data set. It has been previously shown (section 1.6.3) that such a harsh 
environment is not really conducive to intrusive instrumentation. Therefore, the five hole 
pressure probe was utilised nominally to provide a general description of the flow field in the 
close vicinity of the swirler. Area traverses provided information regarding the extent of any 
three dimensionality present due to blade wakes. The measured gradients of the velocities 
were also used to determine the required number of radial traverse locations for the LDA 
system. A much larger axial flow domain was subsequently mapped out using the LDA equip-
ment. The rig layout as described in chapter 3 is hereafter referred to as the' original geome-
try'. Consideration of the data obtained with this original geometry led to a decision to 
investigate a modified geometry in the region of the rig outlet. Further experiments were then 
performed to provide an equally detailed map ofthis modified geometry, and the two data sets 
are compared below. 
All results presented are non-dimensionalised in an identical manner throughout. Both the 
axial location downstream of the swirler outlet plane and the radial location are non-dimen-
sionalised by the outer diameter of the swirl er at its exit (denoted by D in figure 3.6). The 
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mean and nns velocity components are non-dimensionalised by the bulk average velocity, 
calculated from the measured mass flow. The turbulent shear stresses were non-dimensional-
ised by the square of this bulk average velocity. The static pressure measured by the five hole 
pressure probe, relative to ambient, has been non-dimensionalised by the dynamic head using 
the bulk averaged axial velocity (ie: lpu~ar)' The axisymmetric nature of the geometry and 
2 
most of the flow field dictate that cylindrical polar velocities (that is, axial, radial and circum-
ferential components) are the most appropriate, as in the CFD model (section 2.2.2). The 
velocity components are therefore presented in this fonn. 
4.2 Rig Commissioning 
4.2.1 Flowfield Visualisation 
Visualisation of the flowfield was achieved by the injection of oil based smoke particles into 
the intake of the rig, in a similar manner to that of LDA seed particles. In this instance, 
however, a great deal more smoke was injected than would be used as seed for the LDA 
system, in order that sufficient light was reflected to enable meaningful photographs to be 
taken. One such photograph is shown in figure 4.1. The general features of the flowfield are 
apparent, particularly the large cone angle and the toroidal recirculation between the outlet 
plane of the swirler and the side wall of the rig. A central recirculation is also apparent as the 
region in the centre ofthe casing with a lower density of smoke. This region was also observed 
to retain the smoke particles for some time after the seeder had been switched off. The visual-
isation technique was used to verify the presence of the gross features of the flow field, 
described above, which confinned that the swirler was producing a typical highly swirling 
motion with a central recirculation region. The layout of the measurement grid in the axial 
direction could also be detennined from this visualisation. It was immediately obvious from 
the large cone angle that a number of radial traverses should be perfonned in the swirler near 
field (where gradients are high) in order to capture the [me scale details of the flowfield. 
4.2.2 Mass Flow and Effective Area Measurements 
Although the rig can be operated at a fixed non-dimensional pressure drop, a knowledge of 
the total mass flow through the rig is required for CFD predictions (boundary conditions) and 
for non-dimensionalisation of the experimental results. The effective areas ofthe three swirler 
passages are also required to provide a full description of the flow split. The positioning of 
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the pressure tapping for detennining the rig operating condition was chosen (based on exper-
imental optimisation) as a location of relatively small static pressure variation (location A in 
figure 4.2). However, the pressure drop across the swirler module (relative to ambient) cannot 
be used to infer the mass flow without knowledge ofthe effective area of the swirl er module. 
An alternative measurement was therefore perfonned to provide total mass flow and hence 
effective area infonnation. The general layout of the rig for this purpose is illustrated in figure 
4.2. The exhaust nozzle of the rig was replaced by an orifice plate manufactured from a 15mm 
thick sheet ofperspex. A hole of95mm diameter with a bell mouth inlet (to ensure a discharge 
coefficient close to unity) was machined into the middle of this plate. A piece of honeycomb 
material of length 100mm was inserted into the rig upstream of the plate to act as a flow 
straightener and to remove any residual swirl (with the measured profile therefore being flat). 
The orifice was traversed radially using a pitot probe, close to the orifice plate exit, with the 
total pressure measurements being recorded relative to the static pressure within the exhaust 
plenum. Since the residual swirl has been eliminated and the exhaust plenum is large 
compared to the size of the orifice hole, it can safely be assumed that the static pressure within 
the exhaust plenum is the same as that at the exit plane of the orifice hole. 
The actual mass flow through the rig at any set condition was then calculated from the 
measurements recorded by the orifice plate pitot probe. If the probe reading relative to the 
static within the exhaust plenum at any measurement position of the probe is denoted as t.Ph,; 
then: 
R 
mactua] = J pOactua] . 27trdr 
o 
n (2t.P .)1/2 
= L P ~ 27tr;t.r; 
;=1 P 
n 
= L [27tr;tor;J(2pt.Ph, j)] 
j = 1 
(4.1) 
where R is the radius of the orifice plate hole, i indicates a particular location ofthe pitot probe 
and torj denotes the radial distance between the pitot probe measurement locations. 
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The effective area of any open swirler passage is then found by assuming the total pressure, 
P, is conserved along streamlines from the atmosphere through to any point in the open exit 
area ofthe swirl er: 
1 2 P = p+-pv = constant=P 2 almos (4.2) 
where p is the static pressure at the open exit area of the swirl er. The ideal velocity through 
the swirler passage, v ideal' based on BemoulIi' s equation and the assumption of no losses, 
can then be calculated from: 
V'd 1= lliPs 
1 ea p (4.3) 
where lips is the static pressure drop across the swirler (ie: the reading at static tapping 
location A relative to atmospheric). Ideally, this static pressure drop shouldbe measured from 
the rig inlet to a point in the exit plane of the swirler. This is not, however, practically possible, 
and a wall static tapping, as illustrated in figure 4.2, is the best available option. Since there 
is swirling flow exiting the swirler, there will be a radial pressure gradient present, and this 
means that the wall tapping pressure does not necessarily represent the local static pressure 
on the streamline at the swirler exit. Some error is introduced in the value of videal by this 
approximation, but experimentally it is the best method available. 
Finally, since the mass flow through the rig is known from the pitot probe measurements, the 
effective area ofthe open swirler passage can be calculated thus: 
A - ID.clual eff -
PVideal 
(4.4) 
The effective area of the complete swirler module was evaluated by running at the general 
operating condition of the rig, and other values both above and below this to check for 
Reynolds number effects. The individual swirler passages were then systematically blocked 
off, leaving a single passage open, and the process repeated, such that the effective areas of 
each individual swirler passage could be evaluated. The results are given in table 4.1. 
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Swirl er 2 2 Ageom (%) 
Passage Aeff (mm) % Mass Flow Ageom (mm) 2: Ageo m 
Inner 576.0 25.0 729.2 9. 9 
Outer 487.0 21.2 1179.2 16. 0 
Dome 1240.0 53.8 5480.6 74. I 
Full Swirler 2680.0 100.0 7389.0 100 .0 
Table 4.1 
The total effective area for the full swirler, calculated from the sum of the three individual 
passages, is 2303.0mm2 , which is lower than that measured for the full swirl er geometry. 
This may be partly due to the static pressure error mentioned above, which will vary with 
passage geometry, as this dictates the strength of the swirl and the radial pressure gradient. It 
is also due to interaction between the passages, that is, each individual passage behaves 
slightly differently when operated on its own as opposed to operating as a component of the 
full swirler module. For example, because the shroud of the outer swirler directs the flow 
inwards, the inner swirler flow will exit its passage differently depending on whether the outer 
swirler is operational or not. The percentage mass flows for the individual passages given In 
table 4.1 are based on the individual passage's effective area as a percentage of the calculated 
total. These may be compared with the percentage flow split implied by a purely geometrical 
analysis (where the areas quoted are perpendicular to the axial direction) also shown in table 
4.1. This indicates that the discharge coefficients of the different passages are not all the same, 
flow re-distribution takes place, and this flow re-distribution is the cause of the passage inter-
actions as described above. 
The static pressure drop across the swirler geometry is plotted against the square of the 
measured mass flow in figure 4.3, and is a straight line. Since the mass flow is directly propor-
tional to the velocity, then this implies that there are no Reynolds number effects. The 
measured mass flow at the operating condition of the rig was 0.156kg/s. 
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4.3 Original Geometry - Five hole probe results 
The design of the five hole probe used within these experiments was given in figure 3.3. The 
head of the probe lies on its own centreline, and it can therefore be rotated in the yaw direc-
tion, with the angle being set before the start of the traverse. The yaw angle of 50° was chosen 
as the most appropriate, with flow yaw angles between 10° and 90° , relative to the rig axes, 
lying within the calibration map. 
Four area traverses, over the 45 ° cyclically repeatable sector, were performed at X/D 
locations of 0.025, 0.05, 0.075 and 0.1 (three of these are presented in the following section). 
The first of these locations was the closest possible measurement plane to the swirler using 
the five hole pressure probe. Further downstream of the X/D=O.1location, the increase in the 
pitch angle meant that too many of the radial measurement locations lay outside of the calibra-
tion map for a meaningful area traverse to be performed. 
4.3.1 Area Traverses 
Although area traverses were performed over the full radial extent ofthe rig, the results will 
be presented up to the non-dimensionalised radial location of 0.6 only. All of the flow emanat-
ing directly from the swirler is contained within this area, and hence no three dimensional 
effects are noted past this radial location. Contours of axial, radial and circumferential veloc-
ity components and the static pressure obtained from the area traverse at the X/D=0.025 
location are illustrated in figure 4.4. Circumferential variations in both the velocity compo-
nents and the static pressure can be noted for the flow issuing from the dome swirler passage. 
These variations correspond to the vanes of the passage (three in the dome in a 45° sector), 
thereby illustrating the presence of vane wakes emanating from this passage. No circumfer-
ential variations from the inner or outer swirler passages are noted. This is not surprising, due 
to the greater axial distance between the blades of these passages and the swirler exit plane. 
Indeed, (using the vane thickness at the base of the helix for the outer and dome passages) the 
number of vane thicknesses between the trailing edge ofthe vanes and the swirler exit plane 
are 33.4, 10.1 and 4.8 for the inner, outer and dome swirler passages respectively. The circum-
ferential variation in the three velocity components at the radial location of r/D=0.42 (in the 
dome swirler passage) is illustrated in figure 4.5. The association with the three vanes of the 
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passage is clearly visible, but even at this location where the three dimensional effects are 
most strongly evident, the amplitude of the circumferential variations is rather small. 
Some radial locations show zero velocity. This is due to the readings being outside the limits 
. of the calibration map, and could denote regions of reversed flow or large pitch and yaw 
angles. The yaw angle of the probe could have been altered until these radial locations gave 
measurements within the calibration map. Nevertheless, this was not considered to be an 
efficient use oftime, since the main area of interest at this axial location is the flow emanating 
directly from the swirler passages. Apparently spurious static pressure contours are noted in 
figure 4.4(d), around the rID location of 0.3. This coincides with the region of zero velocity, 
that is, readings which are outside the limits of the calibration map. The readings in this 
immediate region could therefore be spurious, and the apparent discontinuity is not associated 
with any real phenomenon of the flow field. The extent of the circumferential variation in the 
mean velocities is illustrated in the radial plots of figures 4.6a, b and c, where measurements 
at the zero degree position (corresponding to the top dead centre (TDC) in the swirler 
drawings presented in Hughes (2003» are plotted, along with the maximum and minimum 
values for the area traverse. It can be seen that the variation even in the region of the dome 
swirler is small, although figure 4.5 illustrates the variation in terms of percentage of the 
measured value. 
Figure 4.6 illustrates the radial profiles of the three mean velocity components. The flow from 
the inner and outer passages are still apparent as separate entities, but it can be seen that the 
two have begun to merge. The flow from the dome swirler passage, however, is entirely 
distinct, with an area ofIow axial velocity either side. The low and zero velocity region on the 
centre line side of the dome swirler passage flow is wider than the associated shroud, and this 
therefore points towards the occurrance of a separation of the flow within this passage, from 
the outer shroud. A sketch of the implied flow field is illustrated in figure 4.7. 
The maximum measured swirl angles from each of the three passages at the zero degree 
circumferential location are 58.9 0 , 70.8 0 and 81.6 0 for the inner, outer and dome swirl er 
passages, respectively, with the arithmetic average values being 40.40 , 65.6 0 and 70.4 0 • A 
radial profile of the swirl angle is illustrated in figure 4.8. Helical vanes generally produce an 
exit flow angle close to the vane angle and therefore it can be assumed that the flow in the 
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outer and dome passages should have a swirl angle close to 45 0 at the individual vane exit 
planes. The use of conservation of angular momentum and mass flow continuity enables 
average values of the swirl angle at the swirler exit plane to be calculated, and this produces 
values of 63.0 0 and 85.5 0 for the outer and dome passages, respectively. The calculated 
value for the outer swirler passage is very close to the measured average value, whereas that 
for the dome swirler passage is much higher. The presence of a recirculation region within the 
dome swirler passage (suggested in figure 4.7) would significantly affect the final swirl angle. 
With the inner extent ofthe dome swirler passage adjusted to be the radial location of the first 
non-zero velocity within the passage (from figure 4.6), the calculated value becomes 61.3 0 , 
which is in closer agreement with the measured average value. The curved vanes of the inner 
swirler passage have an exit angle of 60 0 , but it is unlikely that the flow would ever attain 
this large angle. Calculations based on the conservation of mass and angular momentum 
suggest that the swirl angle at the exit of the inner passage would be 1.09 times the value at 
the vane exit. This value, in conjunction with the measured average value, suggests that the 
flow angle at vane exit is 37.1 0 • 
Filled contours of the non-dimensionalised form of the three velocity components and the 
static pressure for the axial locations of 0.05 and 0.1 are illustrated in figures 4.9 and 4.1 O. 
Some circumferential variations are still apparent at the X/D=0.05 plane, particularly in the 
axial velocity component, although these are smaller than the variations at the X/D=0.025 
plane. Comparison with figure 4.5 illustrates that, although the variation associated with the 
three vanes of the passage is still apparent, the extent of the variation has significantly dimin-
ished, and the vane wakes have mixed out to the extent that they are difficult to identify. Small 
remnants of the circumferential variation in the dome swirler passage are visible in the axial 
and circumferential velocity components at the X/D=0.1 plane (figure 4.10), but figure 4.11 
illustrates that these are now so small as to be insignificant. It can be assumed, therefore, that 
traverses further downstream from this station would prove to be axisymmetric, such that the 
mean flow field could be measured purely in terms of single radial traverses at each axial 
station. Nevertheless, the turbulence produced by vane wakes could take longer to decay, and 
hence the same conclusion cannot necessarily be drawn for the turbulent flow field from these 
results. 
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Full radial traverses at the X/D=O.1 location at the zero degree circumferential location are 
illustrated in figure 4.12. In comparison with figure 4.6, it is immediately apparent that the 
flow from the inner and outer swirler passages has merged, whereas the flow from the dome 
swirler passage still remains distinct. Nevertheless, the region of zero axial velocity from 
figure 4.6, around rlD=O.3 has been mixed out, thereby implying that the dome swirler flow 
is starting to mix with the flow from the other two passages. 
At rlD= 1.1, all three velocity components show zero values. These signify points which were 
outside of the calibration map, probably due to large yaw or pitch angles. This region 
coincides with the anticipated corner recirculation, where reverse velocities could not be 
measured due to the orientation of the probe. All of the velocity components are zero on the 
centreline, and the radial component has a region with negative values, showing flow towards 
the centre line, before becoming positive. This negative radial velocity coincides with a 
fluctuating profile for the axial velocity, changing between zero (off calibration points) and 
positive values. The presence of zero values could indicate data which are outside of the 
calibration map, and it is possible that the points next to these could be spurious. This could 
indicate the presence of some kind of instability, although the five hole pressure probe would 
not be able to show the presence of a central recirculation region. The intrusive nature of the 
probe could also affect any recirculating flow, and hence the measured values near the centre 
line could be spurious. 
4.4 Original Geometry - LDA Results 
4.4.1 Choice of Weighting Method 
The requirement for weighting the measured LDA data and the various weighting methods 
available have been defmed in section 3.8.2.2. The choice of weighting method could be 
paramount in a highly swirling flow, and the various options should be compared in order to 
ascertain the most suitable choice for the present application. One method of performing such 
a task is to compare the degree of mass flow rate conservation achieved using each weighting 
method applied to the measured data set. 
Measurements have been taken along a radius (at the zero degree circumferential location and 
at axial locations of X/D=O.1 and further downstream), up to and including the rID location 
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of 1.29, with the interior of the flatness element residing at rlD=1.30, although the curved 
outer wall of the rig casing lies at rlD=I.31S. The difference in these values is small, but the 
presence of a high axial velocity near the rig casing which was not resolved by the measure-
ments could have a significant effect on the deduced mass flow rate, since the area in this 
region would also be large. The assumed shape of the mean axial velocity profile between the 
final measurement location and the zero value at the wall could also influence the perceived 
degree of mass balance. Since the contribution from this near wall area could differ between 
axial locations, this area could conceivably have a greater impact on the perceived mass conti-
nuity than the weighting method used. The orifice-plate measured mass flow can be assumed 
to be correct and utilised to deduce the value that the axial velocity needs to be between the 
final measurement location (rlD=1.29) and the wall (rlD=1.31S), at an rID of, say, 1.30S, in 
order to satisfy overall mass flow balance. This can be repeated with various weighting 
methods. It should be noted that this data processing method must not be treated as an absolute 
indication of the best weighting method, since all the mass flow error in the whole profile is 
transferred to the last point, which is a gross approximation. Nevertheless, it is worthwhile to 
explore if this process can shed any light on the optimum weighting method. 
The controlled processor weighting method requires the prescription of a time interval. In 
order to determine an appropriate value, the velocities at XJD=O.1 have been weighted using 
the controlled processor method with a variety of intervals up to and including Sms. The 
results for the axial velocity component are illustrated in figure 4.13. As described in chapter 
3, in the limit of the prescribed time interval approaching zero, the signal approaches the 
unweighted data. Indeed, figure 4.13 illustrates that the velocities obtained with a time inter-
val of O.lms are slightly higher, particularly in the high velocity region. For values of 1.0ms 
and higher, the differences are minimal, and hence the value of 1.0ms is considered to be 
sufficient. 
The values ofthe axial velocity at rlD=I.30S needed to balance the mass flow were calculated 
using the various weighting methods and are compared for six axial locations in figure 4.14. 
The first two locations (XJD=O.1 and XJD=0.2S) lie within the corner recirculation zone, and 
hence the near wall axial velocities are negative. The four remaining axial stations are 
downstream of the reattachment point, and hence the near wall axial velocities are positive. 
In the near swirler region (figures 4.14 (a) and (b», the residence time weighting method 
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provides more realistic velocity profiles in the near wall region than any of the other methods. 
The unweighted data leads to higher magnitude velocities and therefore, in this recirculation 
zone, the unweighted velocities have the lowest values near the wall. The inverse velocity 
weighting method (ivd) is expected to over correct the data. This could lead to a low mass 
flow, and hence the high positive value of the calculated axial velocity near the wall in figure 
4.14(b). At the four other axial stations, the unweighted data provides the lowest magnitude 
of calculated velocity, and (in the case of figures 4.14 (c) and (d», the most realistic profile. 
The values provided by all methods at the two furthest downstream stations (figures 4.14(e) 
and 4.14(f) are very high, implying that the mass flow errors here are not purely associated 
with the near-wall behaviour. Non-uniform seeding could be a factor, leading to different 
weighting factors appearing better in different regions. Nevertheless, it must be stressed that 
these errors are small, and do not affect the overall quality of the data. 
On the whole, the results provided by the residence time weighted method are chosen as the 
most suitable method for this application (particularly since the very near-swirler region, 
being most three dimensional, is of greatest interest), and all results presented hereafter will 
utilise this weighting method. Edwards (1987) has advocated this method for all data rates, 
and it is the most popular method utilised in the literature. 
4.4.2 Upstream Conditions 
A radial traverse was performed upstream of the swirler to provide detailed boundary condi-
tions for the computational model. The low velocities precluded the use of the five hole 
pressure probe. For computational purposes, the inlet boundary plane needs to be chosen far 
enough upstream such that the swirler does not have a large effect on the velocities, but not 
too far, such that the grid required remains a manageable size. In this case the inlet plane was 
chosen to be one inlet diameter of the inner swirler (43.26mm, from the drawings ofHughes 
(2003» upstream of the inner swirler passage, as marked on figure 4.7. The three mean veloc-
ities and the six Reynolds stresses were measured and can therefore be used directly for 
computational boundary conditions. 
The non-dimensionalised mean velocities, rms velocities and shear stresses at this upstream 
location are illustrated in figure 4.15. The shape of the axial velocity profile and the presence 
of radial flow towards the centre line indicate some acceleration of the flow into the inner 
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swirler passage has already begun. Even though the swirler is having some effect on the flow 
at this axial location, it is not anticipated that any circumferential variation would be present, 
as it is unlikely that the individual vanes of the inner swirler passage could exert any influence 
this far upstream. Neither the radial nor the circumferential velocity components are zero on 
the centre line, which could show some influence of the swirler on the flow. The values ofthe 
normalised rms velocities are worthy of note in that the axial component is the smallest, 
whereas in most flows this would actually be the largest. This suggests that the production 
terms for the radial and circumferential rms components are higher than that for the axial 
component. Considering the radial component, the production term in a cylindrical polar 
decomposition is: 
p = -2(U'V'~PV + v,2,£,pv + v'w'~pv - v'w'~) 
22 ox or r 09 r (4.5) 
The circumferential derivative can be assumed to be zero, and figure 4.15(a) illustrates that 
the radial derivative is small. The value of the axial derivative is unknown, and if the swirler 
was beginning to exert a strong influence on the flow, this could be significant. In addition, 
the term due to the use of the cylindrical polar decomposition could also have a significant 
impact. Either of these terms could lead to the value of the production term for the radial rms 
velocity component being larger than that for the axial component. In addition, the higher 
values of the radial and circumferential rms components could suggest the presence of some 
form of precession in the flow. The shear stresses have been plotted on a scale similar to the 
maximum value of the rms components. The graph then illustrates that these values are essen-
tially zero, apart from some degree of experimental noise. 
4.4.3 Area Traverses 
The area traverses performed using the five hole pressure probe (figures 4.4, 4.9 and 4.1 0) 
illustrated the presence of some three dimensionality of the flow in the swirler near field 
which appeared to be linked with vane wakes from the outer and dome swirler passages. The 
presence of any circumferential variations (however small) which can be associated with 
geometrical features of the swirler is an important result, which could have a significant 
impact on the requirements of CFO calculations, as described below. Therefore even small 
variations measured by the five hole pressure probe are significant enough to warrant further 
investigation by the non-intrusive LOA measurement system. In addition, the LOA system is 
135 
Experimental Results and Analysis 
capable of measuring the turbulent flow field, where circumferential variations may remain 
after the mean flow field has become axisymmetric. 
An area traverse was performed using the LDA system at the XiD=O.025 location. The three 
non-dimensionalised mean velocity components are illustrated in figure 4.16, which may be 
compared to figure 4.4. The three non-dimensionalised components of the rms velocity are 
illustrated in figure 4.17, with the non-dimensionalised shear stresses in figure 4.18. The 
variation in the three mean velocity components in the circumferential direction at the radial 
location ofr/D=0.42 is illustrated in figure 4.19. Comparison with the five hole pressure probe 
results of figure 4.5 shows that the variation in the LDA results is much smaller than indicated 
by the probe measurements. Some variations in the vicinity of the dome swirler passage are 
just visible in the axial component of the mean and rms velocities in the contour plots, which 
could possibly be associated with the three vanes of the dome swirler passage, but in general 
it has to be concluded from the LDA area traverses that, even at plane XiD=O.025, and even 
for the turbulent field, three dimensional effects are neglegibly small. Hence the flow field 
can be considered to be axisymmetric, even at the XiD=O.025 location, enabling the flow field 
to be defined using single radial traverses. 
The presence of more pronounced cirumferential variations in five hole pressure probe data, 
which were thought to be linked to geometrical features of the swirler vanes, is thought to be 
attributed to the blockage caused by the probe. This has previously been observed to accen-
tuate the presence of wakes behind guide vanes (Denman (1997)). In a highly swirling flow, 
the blockage of the probe will be significant, particularly in relation to the size of the geometry 
under consideration, and therefore the results from the non-intrusive LDA system are deemed 
to be the most accurate. 
This lack of circumferential variation for a representative multi-stream swirler geometry, 
even in the swirler near field, is an extremely important result, particularly for CFD calcula-
tions. If this were to be the case in a gas turbine combustion chamber (which is extremely 
likely) then three dimensional CFD calculations of the combustion chamber could be 
performed by simply pasting axisymmetric profiles obtained from a separate swirler calcula-
tion onto a combustor inlet plane to represent the swirler flow. Obviously the flow within the 
swirler passages is not axisymmetric, and the mixing of the blade wakes contribute to the form 
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of the profile and the turbulence levels measured at the swirIer exit, so the separate swirl er 
calculation may also have to be three dimensional. However, if any contribution from the 
vanes must be accounted for, this could be performed in a separate CFO calculation of the 
swirIer, without the need to model the complex geometry of the fuel injector accurately within 
the calculation of the main combustion chamber flow field. 
4.4.4 Radial Traverses 
Radial traverses only were performed at all other axial stations, with the axial distance 
between traverses increasing as the distance from the swirl er exit plane increased. A full set 
of results for all of the radial traverses up to and including the X/D=4.2 plane is presented in 
Hughes (2003), with three selected traverses being shown here (figures 4.20, 4.21 and 4.22). 
The LOA measurements at the closest plane to the swirler exit, X/D=0.025, are illustrated in 
figure 4.20. The mean axial velocity indicates that some mixing has occurred between the 
flow from the inner and outer passages, although the flow from the dome passage remains 
entirely distinct. Comparison with figure 4.6 of the five hole pressure probe results shows 
striking similarities. The LOA measurements also indicate the large region of slow and zero 
axial velocity around r/O=O.3, indicating a separation within the dome swirler passage from 
the outer shroud. The mean radial velocity has a small region of negative values in the region 
of the centre line, which could indicate the presence of some form of instability. The centre 
line value of the mean circumferential velocity is also non-zero. The highest magnitudes of 
the mean circumferential velocity occur in the outer and dome swirIer passages, as was the 
case in the five hole pressure probe results. This indicates a high efficiency of the blades in 
these passages at turning the flow, and illustrates the effect of significantly decreasing the 
radial extent of the passage using shrouds. The high values of the radial and circumferential 
components of the rms velocity on the centre line also indicate the possible presence of some 
form ofinstability. Peaks in both the rms velocities and the shear stresses at r/O=0.24 and rf 
0=0.4 coincide with the radial extents of the outer and dome swirler passages, respectively, 
and therefore indicate the presence of shear layers between mixing streams. 
Figure 4.21 illustrates that the distinct flows from the three swirler passages have mixed out 
before the X/D=OJ location. The central toroidal recirculation is now clearly evident, and the 
peak values of the rms velocities occur in the shear layer between the central recirculation and 
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the main area of positive axial flow. The peak values of the shear stresses, however, coincide 
with the shear layer between the main flow and the corner recirculation. The shape of the 
mean circumferential velocity profile indicates that the flow is taking on the fonn of a 
combined vortex. The mean axial velocity at X/D= 1.0, illustrated in figure 4.22, indicates that 
the central recirculation is now present over the majority of the radius. The mean circumfer-
ential velocity retains the fonn of a combined vortex flow. The peak values of the nns velocity 
and the shear stresses coincide with the mixing between the central recirculation and the area 
of positive axial velocity close to the wall. The nns velocities, however (and, in particular, the 
radial and circumferential components) also have localised peaks in the vicinity of the centre 
line. This could indicate the presence of some form of instability in this area, although the 
mean radial and circumferential velocity components are essentially zero there. 
4.4.4.1 Unsteady Features of the Flow Field 
The presence of non-zero time-averaged radial and circumferential velocity components at 
the centre line in the LOA measurements could indicate some fonn of oscillatory motion in 
this region. Various authors have noted the presence of a precessing vortex core which can 
give such an effect (see, for example, Gouldin et al. (1985), Poireault et al. (1996)). Such a 
flow feature would be present over a large axial distance. The small magnitude of the radial 
and circumferential velocity components on the centre line at downstream planes is of the 
order of experimental errors, which precludes any certain conclusion on the presence of a 
precessing vortex core. The probability distribution of the circumferential velocity compo-
nent on the centre line at the X/D=0.1 plane (figure 4.23) indicates the presence of a bimodal 
distribution in the flow at this location. The velocity seems to be switching between two 
states, one with a positive swirl value, and the other negative. The similar amplitudes of the 
peaks indicate that the two states are equally likely, and therefore a time-averaged swirl veloc-
ity value would be close to zero. An energy spectrum of the flow at this point, again deduced 
from the LOA data for the circumferential velocity component, is illustrated in figure 4.24. 
Although there is a significant amount of noise present in the signal, there is a definite peak 
at a frequency of 560Hz. The sampling rate of the LOA system was of the order of 1kHz for 
this purpose, and hence this was fast enough to determine this peak accurately. Subsequent 
hot wire tests (Carrotte (1999)) have indicated similar strong peaks, at a frequency of 616Hz 
(figure 4.25). Second and third peaks are also present in the hot wire spectrum, at 1239Hz and 
1855Hz, respectively. These are the second and third harmonics, and the sampling rate of the 
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LDA system was not high enough to determine these. Although the hot wire was aligned to 
measure the circumferential velocity component, it will also have been sensitive to part ofthe 
radial velocity component, which could account for the small discrepancy between the two 
frequency values. 
Gouldin et al. (1985) have stated that oscillations, distinct from the turbulence, can occur in 
highly swirling flows and can depend on inlet velocity profiles and geometry. They also 
suggest that hub swirlers can complicate the flow pattem and be a source of instability. 
Leibovich (1984) suggests that the boundary layer shed from the centrebody of a vaned 
swirler results in a vortical core flow. In addition, Hall (1966) indicates that highly swirling 
flows cause pressure gradients imposed at the edge of a vortex core to be amplified at the 
centre line, making the flow there highly sensitive to the local enviromnent. This sensitivity 
can lead to large amplitude fluctuations, which in turn lead to rapid decelerations of the flow, 
resulting in regions of reverse flow; a phenomenon known as "vortex breakdown". Leibovich 
(1984) states that such a breakdown leads to an increase in turbulent fluctuations of an already 
turbulent flow, with the flow downstream containing fluctuations which are not axisymmet-
ric, even if the upstream flow is. It seems highly probable that the unsteady phenomenon 
noted in the current example is due to some form of vortex breakdown, resulting in motion 
which is oscillatory about the centre line. The relatively high magnitudes of radial and circum-
ferential velocity components on the centre line near the swirl er exit plane could also indicate 
that the axial location of the vortex breakdown is not fixed, but that this also varies with time. 
Further downstream of the breakdown location, the oscillations diminish considerably. In this 
particular case there is evidence of a strong region of instability close to the fuel injector, with 
birnodals on the centre line for the radial and circumferential velocity components. This 
diminishes by X/D=O.35. However, it should also be noted that there was evidence of some 
unsteady features in the centre line pdf's downstream ofX!D=1.0, although of a much smaller 
magnitude. 
A Strouhal number can be calculated to characterise the oscillatory motion of the swirling 
flow in the current study, which can then be used for comparison with other experimental 
flows. The bulk averaged velocity through the swirler in the current study can be calculated: 
v = ID = 28.1m/s 
pA 
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where the area is taken to be the geometric open area at the swirler inlet. Based on this veloc-
ity, the outer diameter of the swirler at inlet and the frequency measured by the hot wire, the 
Strouhal number is: 
S = fd = 2.4 
v 
(4.7) 
It is interesting to note that a generically similar swirler was recently tested in a combustor 
sector rig under isothermal conditions (Hughes and Carrotte (2001». Although the operating 
condition was different in the two cases, the Strouhal number was similar (the value for the 
sector rig was 2.8). This suggests that the same phenomenon was happening in both cases. 
The oscillatory motion noted in the current study is therefore a function of the swirler type 
geometry, and not the test rig in which it resides. 
4.4.4.2 Calculation of the Swirl Number 
Various definitions of the swirl number exist, as detailed in section 1.4.1, with the general 
form being: 
(4.8) 
where S is the swirl number, Ge is the axial flux of swirl momentum, Gx is the axial flux of 
axial momentum, and d is the outlet diameter of the full swirler module. 
The axial flux of swirl momentum is calculated from equation 1.6, whereas the axial flux of 
axial momentum can be calculated from equations 1.7 (including the pressure term), 1.8 or 
1.10 (including maximum values ofveIocities at the outlet plane). These are designated as SI, 
S2 and S3, respectively, with the LDA data being used to provide the mean and turbulent 
velocities, and the five hole pressure probe data being used to provide the static pressure field. 
Alternative forms of the swirl number, based on maximum mean axial and circumferential 
velocity components at the swirler exit plane, are given by equations 1.13 and 1.15, with these 
being designated S4 and S5 respectively. Finally, further assumptions lead to a calculation of 
the swirl number based purely on the geometry ofthe vanes. Equation 1.19 provides the form 
for a swirler with a hub, and this is designated as S6. This particular definition, however, does 
not lend itself immediately to a multi stream swirler. An additive form, composed of the 
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values from each individual stream, is required. Halpin (1993) suggests that the individual 
swirl numbers should be weighted according to the percentage mass flow through each 
passage. The value S6 has been calculated by treating each swirler passage as an individual 
stream with a hub, and mass weighting the values, with the mass flow through each passage 
being taken from those measured during the effective area calculations. 
The values for all six swirl numbers for the X/D=0.025 plane are given in table 4.2: 
Swirl Number Value 
SI 1.060 
S2 0.963 
S3 -0.699 
S4 0.900 
S5 1.430 
S6 0.993 
Table 4.2 
Table 4.2 illustrates that the magnitude of the swirl number is above 0.6 for all calculation 
methods considered, confirming that (not surprisingly) the current geometry produces highly 
swirling flow, as discussed in section 1.4.2 and a central toroidal recirculation zone is 
produced, with the highest turbulence values occurring in the region of the central recircula-
tion and along the line of zero axial velocity, where the mean velocity gradients are also 
highest. These features of the flow field are illustrated in the streamline plots discussed in 
section 4.4.4.3 and the radial profiles presented in Hughes (2003). 
It is immediately apparent from table 4.2 that, with the exception of values S3 and S5, the 
various methods are in very good agreement. Methods S3 and S5 utilise maximum values of 
velocity components at the outlet plane. Since the first measurement location is downstream 
of the true swirler outlet plane, it is possible that the values used are incorrect (since mixing 
between the streams has already begun), that is, these methods appear to be sensitive to the 
axial location at which the data is obtained. Method S3 encompasses the complexity of an 
integral, but with the inaccuracy of using a maximum velocity value. Its agreement with the 
definition of the swirl number (S I) is poor, and so it is not recommeded. The value S5 is calcu-
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Iated from the equation proposed by Chigier and Chervinsky (1967), based on experimental 
results. These experiments, however, were performed using a single stream swirl er, and in the 
absence of a shroud. It is therefore possible that the additional complexity of the current 
geometry prevents this equation being applicable, and it is also not recommended. 
In this instance, the calculation of the swirl number purely from the geometrical information 
(S6) corresponds closely to that calculated from the measured flow field. Previously, the swirl 
number calculated from the geometry has been shown to be high for large vane angles (Kihm 
et al. (1989», which was attributed to the blockage of the vanes not being included in the 
calculation. On the other hand, Eroglu and Chigier (1992) showed that the inclusion of a 
shroud decreased the swirl number due to the swirler exit flow area reduction and the 
increased friction with the shroud. It appears in this instance that these two factors balance, 
and this method provides the closest approximation to the actual swirl number, S I. Since such 
close agreement could not be guaranteed for all swirler geometries, as illustrated in the liter-
ature, the use ofthis method is only recommended as an initial estimation of the swirl number. 
The values SI and S2 are in very close agreement, and these are calculated from the original 
definition of the swirl number and its first approximation. In the absence of pressure data, the 
method S2 is recommended for multi stream swirler geometries. 
4.4.4.3 Streamline plot 
In the following sections, streamlines are assumed to be the tracks followed by massless parti-
cles released within the mean flow field but constrained to lie in a constant e plane (that is, 
iguoring the swirl component of velocity). In the figures presented below of streamline 
patterns deduced from experimental data, the particles are released equally spaced along the 
inlet boundary, and released from the same physical locations in each instance. The use of 
such streamline plots enables the gross motion of the flow to be identified, and compared 
directly between experimental and computational data sets. 
The streamline plot produced from the measured data for the original geometry is illustrated 
in figure 4.26. The physical behaviour of the flow, typical of a highly swirling flow field, is 
immediately apparent. The flow emanating from the swirl er module has a large cone angle, 
with a corner recirculation and a large central recirculation being formed. The central recir-
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culation has not closed prior to the final measurement plane. However, downstream of the 
axial location X/D=1.0, the streamline plot illustrated in figure 4.26 encompasses apparently 
unphysical behaviour. The streamlines cross the centre line boundary and intersect with the 
outer casing wall. If the flowfield is truly axisymmetric, both centre line and outer wall are 
themselves streamlines, so particles should not cross these. It therefore appeared that some 
problem existed in the measured value of the radial velocity for the measurement stations 
downstream ofX/D=1.0. Taking the axial location at X/D=2.2 as an example, the measured 
radial velocity component is illlustrated in figure 4.27a. The positive value of both the veloc-
ity itself and its gradient in the vicinity of the wall indicates that the flow is approaching this 
boundary directly, without the required turning to follow the casing wall. The value of the 
radial velocity on the centre line should also be zero in the absence of any instability, but again 
a positive value exists without significant indication from the gradient that the value is 
approaching zero. 
If the flow is axisymmetric then the continuity equation is: 
~u+!~vr) = 0 
ax rar 
(4.9) 
Assuming that the measured axial component of velocity is correct, the radial component can 
therefore be calculated from this equation. To enable axial derivatives of the axial velocity to 
be evaluated, a third order Lagrange polynomial was fitted to the measured values of u at 
each radial measurement location: 
(4.10) 
where the subscripts 0, 1 and 2 represent different axial measurement locations, and x is a 
variable axial co-ordinate. The 'L' functions are the Lagrange functions: 
(4.11) 
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This polynomial can then be differentiated to provide values of ~o at each radial measure-
ox 
ment location. The value of the radial component of velocity at radial location 'i' can then be 
calculated from: 
(4.12) 
with ro = Vo = 0 on the centre line. The values of the radial component of velocity at XI 
D=2.2 calculated in this way are illustrated in figure 4.27b. It can be seen that the trends of 
the measured and calculated profiles are similar, with the calculated profile being shifted 
downwards. The calculated profile does, however, have a larger trough around r/o=1.0 than 
the measured value. Although the difference between the two profiles appears large, it should 
be noted that in absolute terms, the difference is ofthe order of Im1s, which is small and there-
fore does not detract from the overall accuracy of the data. The streamline plot using the conti-
nuity calculated values for the radial velocity is illustrated in figure 4.28, which may be 
compared directly with figure 4.26. The plots are very similar for axial locations up to XI 
D=I.0. The major differences downstream of this location coincide with the magnitude of the 
radial velocity decreasing with respect to the other two components (see results presented in 
Hughes (2003». Downstream of X/D=2.0, the circumferential component becomes the 
dominant velocity. Although the three terms for calculating the radial velocity from the 
directly measured LDA components in the transformation matrix (see equation 3.12 in section 
3.7.2.3) are of similar magnitude, it appears that a greater error is associated with one of these 
terms as opposed to the other two. The underlying reason why this might have contributed to 
errors in the measurements of the radial velocity have been considered. 
As discussed in section 3.8.2, the measurement of the radial component of the velocity is the 
most challenging. Investigations were made into the possibility that the casing of the rig had 
not been exactly vertical, and hence that the transformation matrix had been affected. Trans-
formed axial and radial components of velocity, 0 T and V T have been calculated from the 
measured mean values, 0 and v, as a function of an assumed angle between the true rig centre 
line and the vertical, e : 
o T = ocose - vsine 
v
T 
= vcose + osine 
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Figure 4.29 illustrates the variation in the radial velocity due to a range of rig misalignment 
angles. It can be seen that positive angles exacerbate the problem, causing the value of the 
radial velocity in the near wall region to become more positive. Negative angles, on the other 
hand, decrease the value in the near wall region, although an angle of ten degrees is required 
to provide values of the radial component in the near wall region which approach zero at the 
wall. It is impossible that the rig could have been so far misaligned from the vertical. It can 
also be seen from figure 4.29 that this angle exacerbates the problem in the region of the centre 
line. It is therefore highly unlikely that the problem lies with the positioning of the rig, or 
indeed the measurement ofthe transformation matrix. 
An alternative reason for the measured values of the radial velocity differing from those 
calculated from the two dimensional continuity equation would be if a circumferential varia-
tion was present, that is, if the flow is not truly axisymmetric. This could be due to the 
presence of a precessing vortex core (PVC) around the centre line, or the deviation of the rig 
casing cross-section geometry from circular due to the flatness elements in the vicinity of the 
wall. Indeed, the region of most concern (downstream ofXID=1.0) is also the region where 
some small instability in the region of the centre line was noted from the velocity pdf s 
(section 4.4.4.1). However, neither of these possibilities could be proven with any high degree 
of certainty. Nevertheless, the axial velocity is unlikely to be affected by local perturbations, 
and hence the two dimensional continuity equation can be used to provide the values of the 
radial component of velocity in the ideal situation of a steady state flow. 
The conclusion drawn from the above investigations is that the radial velocity component 
must have some associated error in the region downstream of XID=1.0, even though no 
definite reason for this can be traced. Comparison of the two streamline plots (figures 4.26 
and 4.28) illustrate that the major differences occur downstream of XID=1.0. The major 
sources of mass flow error were also noted in this region (see section 4.4.1), which seems to 
suggest some kind of general problem, such as seeding. It was observed from figure 4.27 that 
(downstream ofXID= 1.0) the magnitude of (and therefore the absolute error associated with) 
the radial velocity was small. The measured values of the radial velocity component in this 
region are small in comparison to the the other two mean velocity components. Nevertheless, 
the radial component of the RMS velocity remains of a similar magnitude to the other two 
components throughout. Therefore, both these and the associated shear stresses can be used 
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for validation of the computational model with a high degree of confidence. All results 
presented henceforth will encompass the calculated values of the mean radial velocity compo-
nent, together with measured values for all other quantities and it is considered that the stream 
lines illustrated in figure 4.28 represent an accurate picture of the flow field. 
4.4.4.4 Contour Plots in the X-r Plane 
Contours of the three mean and three rms velocity components within an axial-radial plane 
are illustrated in figures 4.30 and 4.31. These figures illustrate the flow field in the region up 
to X/D=1.0, since the main area of interest in the flow field is in the close vicinity of the exit 
plane of the swirler module. Unsurprisingly, all components show their highest values in the 
region immediately downstream of the swirler exit plane (up to X/D=0.2). The mean axial 
velocity clearly visualises the presence of two separate streams. This again shows how 
quickly the flow from the inner and outer passages has merged, with the flow from the dome 
swirler passage remaining entirely distinct. The highest reverse flow velocity is within the 
corner recirculation. The extent of the central toroidal recirculation zone can be seen as the 
area of negative axial velocity around the centre line, with the largest radial extent of this 
being around the X/D location of 1.0. The axial velocity in the region of the outer casing then 
rises, ensuring that mass continuity is obeyed. The mean radial velocity component illustrates 
the migration of the flow from the dome swirler passage towards the centre line initially, with 
a large movement radially outwards immediately downstream and around the central toroidal 
recirculation zone. The mean circumferential velocity component again appears to indicate 
the presence of only two swirl er streams. The apparent lack of a separate stream from the 
inner swirler passage in this case could either be due to the immediate mixing of the inner and 
outer flows, or the low circumferential velocity at the exit from the inner swirler passage. 
The three components of the rms velocity have been plotted to the same scale for direct 
comparison. The maximum values of the axial component appear to emanate from the outer 
swirler passage, whereas both the radial and circumferential components attain their 
maximum values on the centreline. The radial component depicts a region of high rms veloc-
ities from the combination of the inner and outer passages, with a further region emanating 
from the outer edge of the dome swirl er passage. The circumferential component, on the other 
hand, appears to indicate separate areas of relatively high magnitude rms velocities. The 
difference between these three components, particularly in the close vicinity of the swirler 
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exit plane, indicates that the flow is anisotropic. This in turn has implications for the compu-
tational model, and the potential validity of turbulence models. 
The three shear stresses are illustrated in figure 4.32. It is interesting to note that all three 
components are of similar magnitude in the close vicinity of the swirler, although both u'v' 
and v'w' are negative, whilst u'w' is positive. The u'v' stress in particular illustrates the path 
of the shear layer emanating from the dome swirler shroud, around the corner recirculation 
zone. The maximum values of the v'w' stress also indicate the presence of shear layers from 
both the dome shroud and the outer shroud. Nevertheless, these magnitudes soon decrease, 
illustrating the rapid rate of mixing between the flows from the various passages. 
4.5 Modified Geometry LDA Results 
4.5.1 Choice of Geometry 
The streamline plot obtained for the original geometry (figure 4.28) and discussed in section 
4.4.4.3 illustrated that reverse flow occurred over a large proportion of the fmal measurement 
plane. It is highly probable that this reverse flow will persist to the exit plane of the rig, 
although due to limited optical access this cannot be proven using the current measurement 
arrangements. Notwithstanding this, the experimental measurements are extremely useful in 
understanding the physics of a highly swirling flow. Complications will occur, however, in 
the prescription of the exit boundary condition to be used in any attempt to predict the present 
data using CFD methods. The most commonly used exit boundary condition is a zero gradient 
condition, as described in section 2.4.2. However, such a boundary condition cannot be used 
when there is significant inflow over the boundary prescribed as the exit (outflow) plane. With 
reference to equation (2.51), it can be seen that, if the exit mass flow becomes negative, then 
the zero gradient condition will exacerbate this, causing the magnitude of the reverse flow to 
increase, leading to unphysically large velocities, and, eventually, divergence of the compu-
tational solution. 
It was therefore decided to modifY the geometry of the rig such that reverse flow was elimi-
nated at the rig exit boundary, such that a zero gradient condition could be prescribed there in 
any computations performed. However, it was imperative to minimise the effect of these 
changes on the remainder of the flow field, such that as few of the radial profiles as possible 
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had to be repeated. In order to close the central recirculation, the magnitude of the circumfer-
ential velocity component relative to the axial component must be decreased. Conservation of 
angular momentum dictates that as the mean radius of the flowfie1d increases, the magnitude 
of the circumferential velocity will decrease. It is therefore anticipated that geometrical 
modifications which force the flow to exit the casing at a higher radius will prove to be the 
most effective. 
A number of alterations to the geometry were investigated (see figures 4.33 to 4.37), includ-
ing: 
(i) Extending the current exhaust duct, thereby decreasing the open area at the exit plane 
(figure 4.33) 
(ii)Using an orifice plate (figure 4.34) 
(iii)Replacing the exhaust duct with a cone, centred in the rig (figure 4.35) 
(iv)Inserting a baffle plate (figure 4.36) 
(v)Replacing the exhaust duct with a cylinder, centred in the rig (figure 4.37) 
The investigation incorporated flow visualisation using a wool tuft, and velocity measure-
ments using the LDA system, particularly at the last measurement plane (XID = 4.2). 
Investigative measurements using the extended exhaust duct illustrated that the open area had 
to be significantly reduced in order to close the central recirculation. This in tum led to such 
large alterations to the entire flow field, that this geometry was not deemed to be a viable 
option. An orifice plate had been used successfully by Wessman et al. (1994), but this was in 
the absence of shrouds in the swirler geometry. In this instance the recirculation zones had 
occurred away from the centre line, and hence an orifice plate could be used to increase the 
magnitude of the positive axial velocities and effectively close the recirculation. In the 
geometry under consideration here, however, the increase in circumferential velocities 
created by the orifice plate is not desirable, and, indeed, its use led to large alterations in the 
entire flow field. This option was therefore not pursued further. The central cone did not 
significantly alter the flow field, but it did not serve to close the central recirculation either, 
and hence was not pursued further. 
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Wilhelmi (1984) had used a baffle plate on measurements of the contained flow field of a 
single stream swirIer with a large hub. A short region of positive axial velocity was achieved, 
between the recirculation caused by the swirIer, and that due to the presence of the plate. 
Nevertheless, for the purposes of the CFD model, a traverse was performed downstream of 
the baffle plate, with the values at this plane being used as a prescribed boundary condition. 
In the current configuration, measurements downstream of a baffle plate could only occur if 
the plate was positioned at an X/D value ofIess than 4.2. The flow field upstream of the plate 
would then be changed dramatically. Wool tuft experiments illustrated that even a large 
(200mm diameter) baffle plate positioned at X/D locations greater than 6.0 did not appear to 
close the central recirculation of this configuration, and hence the baffle plate was not consid-
ered to be a viable option. However, the extension of the baffle plate to form a cylinder, 
positioned concentrically within the outer casing of the rig, with height adjustment to vary its 
axial location relative to the exit plane of the swirIer, gave much more encouraging results. 
Similarly to the baffle plate, the blockage caused by the cylinder will itself create an upstream 
recirculation region. Nevertheless, the increased axial length of the cylinder not only 
maintains a significant blockage, but also forces the axial velocity to become positive over a 
substantially large distance such that a zero gradient condition can be implemented in the 
computational model. Measurements were perfomed using the LDA system to determine the 
most appropriate axial location for the cylinder. The results achieved with this geometry and 
the ability to use a zero gradient exit boundary condition in the CFD model with confidence, 
mean that this modification is the most appropriate choice in the current circumstances. The 
rig with the central cylinder located at the X/D location of 7.5 will henceforth be termed the 
'modified geometry'. 
4.5.2 Radial Traverses 
Radial traverses were performed on the modified geometry in an identical marmer to that of 
the original geometry. The mean velocity profiles for the two geometries at X/D=0.15 are 
compared in figure 4.38. It can be seen that the differences between the two are small and well 
within the limits of experimental error. A full set of the radial traverse data for the modified 
geometry is presented in Hughes (2003). 
A streamline plot created using continuity-based values for the radial velocity (section 
4.4.4.3) is illustrated in figure 4.39. Comparison between this and figure 4.28 immediately 
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illustrates the similarities and differences between the two geometries. The shape and size of 
the corner recirculation remains unchanged, as does the location of the core of the central 
toroidal recirculation, and the general flow field up to X/D=2.0 is similar in both instances. 
Nevertheless, there are significant differences in the vicinity of the centre line. The movement 
of the central recirculation zone towards the centre line at X/D=0.4 could be due to the 
suppression of the PVC by the addition of the cylinder. The shape of the central toroidal recir-
culation zone downstream of X/D = 2.0 is affected by the presence of the cylinder, and an 
additional recirculation bubble is probably caused by the interaction of the recirculation due 
to the swirling flow and that upstream of the cylinder. Figure 4.39 illustrates that the final 
plane at which experimental data was taken (X/D=4.2) still cannot be used as a zero gradient 
exit plane in the CFD calculation, since some inflow is present due to the additional recircu-
lation caused by the cylinder itself. Notwithstanding this, the zero gradient condition can still 
be used for the CFD calculation due to the axial length of the cylinder, which ensures that the 
axial velocity is positive across the rig exit plane. 
Contours of the three mean velocities over the axial plane are illustrated in figure 4.40. These 
can be compared with figure 4.30 from the original geometry. The two are obviously identical 
in the very near region of the swirl er, since the radial traverses were the same upstream of the 
X/D = 0.15 location. The mean axial velocity again illustrates that the size of the comerrecir-
culation region is very similar in both geometries. The radial extent of the central toroidal 
recirculation is again illustrated by the axial velocity, with the values in the region of the outer 
casing rising to ensure mass continuity. The location of the core of the central recirculation is 
the same in both geometries, although the size of the lower velocity region is larger for the 
modified geometry. This is due to the movement of the central recirculation zone towards the 
centre line, as discussed above. The mean radial velocity is very similar in both cases, illus-
trating that the two geometries have similar cone angles. The mean circumferential velocity 
is also similar, although the radial extent ofthe low velocities in the vicinity of the centre line 
is smaller for the modified geometry. This coincides with the location of the movement of the 
central recirculation zone towards the centre line, as discussed above. 
The three components of the rms velocity are illustrated in figure 4.41. Comparison with 
figure 4.31 illustrates that the main features of the turbulent flow field are similar, although 
the modified geometry gives some higher values, particularly over the first half diameter 
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downstream of the swirier and in the vicinity of the centre line. This increase in turbulence 
will be due to the interaction between the central recirculation due to the swirler and the recir-
culation due to the presence of the cylinder. Similarly to the original geometry, the variation 
in the magnitudes ofthe three components of the nns velocity illustrates the anisotropy of the 
flow, particularly in the swirler near field. Comparison between figures 4.42 and 4.32 illus-
trates again that the general features of the flow field are similar, with only small increases in 
the values of the shear stresses for the modified geometry. 
4.6 Summary 
The results of experimental investigations carried out on the test rig developed in the present 
work have been presented and analysed in this chapter. Initial measurements provided values 
of the effective areas of the various channels in isolation, in addition to that for the complete 
swirler module. This, in turn, provided the recommended percentage mass flows for each of 
the individual passages. The four area traverses perfonned with the five hole pressure probe, 
discussed in section 4.3.1, indicated the presence of some residual wakes from the vanes in 
the swirler near field. Nevertheless, this idea was eventually discounted as a valid conclusion 
by examination of non-intrusive LOA measurements. The blockage caused by the five hole 
pressure probe was sufficient to accentuate the wakes from the vanes and thereby provide 
inaccurate results. Nevertheless, the five hole pressure probe results indicated the main areas 
of interest of the flow field and could therefore be used to detennine the radial measurement 
locations for the LOA measurements. 
Various weighting methods to eliminate statistical bias were tested for the LOA results, and 
the residence time weighting method was chosen as the most appropriate for the current 
measurements (section 4.4.1). Investigations into the various methods of calculating the swirl 
number of the geometry (section 4.4.4.2) indicated that the first approximation, given by 
equation (1.8), provided the closest approximation in the absence of pressure data, although 
the value derived from the geometry (equation (1.19» provided a good first estimate. Anoma-
lies noted in the streamline plot downstream of the swirler were eliminated by modification 
of the radial velocities based on the assumption of an axisymmetric flow field. Contour plots 
ofthe flow in the X-rplane (section 4.4.4.4) indicated the rapid mixing offlow from the inner 
and outer passages, whilst that from the dome swirler passage remained distinct. The values 
of the nns velocities indicated that the flow field was anisotropic. The presence of reverse 
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flow at the final measurement plane led to the requirement for a modification in the geometry 
to enable complete validation of the computational calculations to be carried out. Various 
methods were investigated (section 4.5), with the insertion of a cylinder being chosen as the 
most appropriate. The measurements taken in each of the geometries were then compared and 
contrasted. The radial profiles had changed downstream of the X/D=O.l5 axial location, 
although the main features of the flow field, particularly up to X/D=1.0, were similar in both 
sets of data. 
The complete set of radial traverses for each of the geometries are presented in Hughes 
(2003). These experimental results will be compared to the computational calculations in the 
next chapter, with the overall conclusions being given in chapter 6. 
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5.1 Introduction 
The main objective of the current computational study is to assess the ability of two 
turbulence models to predict the complex physics of the flow through and downstream 
of a multi-stream swirler. Initially, the relative merits of cartesian or cylindrical polar 
decompositions of the dependent and independent variables for a multi-stream swirler 
geometry and flow field will be assessed. 
CFD predictions of the experimental geometry requires validation on two levels. The 
numerical accuracy of the solution should first be established, and this is affected by, 
for example, the density of the grid, and discretisation accuracy. The grid can be 
refined until the solution is independent of the grid size. Alternatively, a higher order 
discretisation scheme can be used on a fixed grid density, and both methods have been 
used within the present study. Once the numerical accuracy of the solution has been 
established, the physical model (for example, the turbulence closure) can be validated. 
This is most efficiently achieved through test cases involving simple geometries with 
increasingly complex flow physics. Validation takes the form of comparison with the-
oretical and experimental results, if available, or comparison with previously pub-
lished computational results from the literature. 
Successful integration of CFD into the design process requires the ability for geometri-
cal definitions to be passed directly from the designer to the CFD specialist. The ability 
to utilise the output from a commercially available design package without significant 
alteration is therefore imperative. The CADDS5 package has been used to specify the 
geometry for input to the grid generator within this project. An in-house grid genera-
tion package (Eccles (2000» was then used to form a structured grid through the 
swirler passages. 
5.2 Validation Test Cases 
Validation test cases have been chosen for their relevance to the final problem, with 
the emphasis being on the validation of the physical model. Simple geometries can 
therefore be used, with the complexity of the flow physics gradually being increased. 
Uni-directional fully-developed laminar flow in a simple round pipe was initially uti-
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lised to compare predictions against exact solutions. This enabled validation of the 
basic non-swirling flow physics, including the coding carried out for the cylindrical 
polar form of the momentum equations. The prediction of swirl in a laminar flow then 
validated the implementation of the cyclic boundary condition. The potential differ-
ences caused by utilising cartesian or cylindrical polar decompositions of the depend-
ent and independent variables have been described in detail in section 2.2.2. Two 
approaches are considered and compared. The approach referred to here as the carte-
sian decomposition utilises a cartesian description of both the dependent and the inde-
pendent variables; likewise a cylindrical polar decomposition encompasses a 
cylindrical polar description of both dependent and independent variables. It was pos-
tulated in section 2.2.2 that the cylindrical polar decomposition would provide an 
improvement over the cartesian form, and both laminar flow test cases were used to 
substantiate this. 
Turbulence model performance was then assessed by comparison with experimental 
data. Imao et a!. (1996) provided experimental results for both non-swirling and rotat-
ing pipe flows, including details of the radial profile of most of the Reynolds stresses 
and the friction factor (deduced from a measured pressure drop). Hence sufficient 
detail was available to assess both the k - E and RST turbulence models, and to high-
light the differences between them, in a simple swirling flow. Finally, the experiment 
of So et a!. (1984) was chosen as a second turbulent validation case, since it repre-
sented a highly swirling flow, within a simple pipe geometry, downstream of a single 
passage axial swirler, in conjunction with a central jet. The mixing between the jet and 
the flow from the swirler provided circumferential velocity profiles corresponding 
closely to a combined Rankine vortex flow. The experimental results provided detailed 
boundary conditions in addition to radial profiles of the mean velocity components and 
most of the Reynolds stresses at various locations along the pipe. In addition, Hogg 
and Leschziner (1989) had provided a detailed comparison of k - E and RST predic-
tions with these experimental results. Hence the current predictions could be compared 
directly to those previously published in the open literature. This enabled an assess-
ment of the implementation of the RST model carried out here and the ability of the 
two turbulence models to predict the development of the flow. 
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5.2.1 Laminar Fully-Developed Pipe Flow 
A simple straight round pipe flow was used as the first validation case, for which a 
45 0 sector was chosen as the cross-sectional solution domain. This test case was used 
to validate a cylindrical polar description against a cartesian one, cyclic boundaries 
against a symmetry condition, and the predicted pressure drop against theory. 
The Reynolds number for this laminar flow test case was chosen to be 20, with the 
bulk-average velocity, the density and the diameter of the pipe all set as unity, imply-
ing a fluid viscosity of 0.05. The inlet axial velocity profile was defined as a parabolic, 
fully developed flow: 
(5.1) 
where R is the radius of the pipe and U is the bulk-average axial velocity in the pipe 
(1.0). Hence the maximum velocity, occurring on the centre line, is 2.0. The remainder 
of the solution domain was initialised with an axial velocity equivalent to the bulk-
average value, with all other variables being zero. The parabolic flow of the inlet 
should then convect down the pipe, with the radial and circumferential velocities 
remaining close to zero. 
The pressure drop along the pipe can be calculated from theory, and compared to pre-
dictions given by the two decomposition methods (cartesian and cylindrical polar). 
Taking the axial (U) momentum equation, under fully-developed laminar flow 
assumptions, this can be solved to give the usual parabolic velocity profile and the def-
inition of the mass-flow rate down the pipe in tenns of the bulk-average velocity (U) 
leads to: 
(5.2) 
At the Reynolds number specified for this test case, this leads to an axial pressure gra-
dient of -1.6. 
195 
Computational Validation and Results 
Since this test case involves no variation in the circumferential direction, it is possible 
to use a minimum number of grid cells in that direction. A minimum of five cells is 
required if using cyclic boundary conditions on the side planes such that the centre cell 
is not used in the implementation of the cyclic boundary condition (the minimum is 
three cells for symmetry conditions). With five cells in the circumferential direction, 
running the code using a cylindrical polar decomposition converged quickly to give 
the correct axial pressure gradient. However, when using a cartesian decomposition, 
the code gave a value of -1.4. The pressure gradient in the pipe is directly affected by 
the wall shear stress acting over the area of wall within the solution domain. With ref-
erence to figure 5.1, a cartesian decomposition of the independent variables approxi-
mates the curved wall shape between grid points by a series of straight lines, and hence 
the effective area over which the wall shear stress acts is reduced. Increasing the 
number of cells in the circumferential direction leads to a closer approximation of the 
geometry and hence of the axial pressure gradient. Table 5.1 provides the pressure 
drop predicted using a cartesian decomposition with varying numbers of cells in the 
circumferential direction. It can be seen that the value of the pressure gradient 
approaches the theoretical value as the number of cells is increased, although more 
than twenty cells would be required to achieve the correct value. 
nk Bp 
ox 
Theoretical Value -1.6 
Cartesian 5 -1.4 
10 -1.5 
20 -1.55 
Cylindrical Polar 5 -1.6 
Table 5.1 
In this instance, it is only the cartesian decomposition of the grid (independent varia-
bles), and not that of the velocity vector (dependent variables), which is affecting the 
solution. Hence a cartesian decomposition of the grid, used in conjunction with a 
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cylindrical polar description of the velocity vector would provide the same results. 
This test case therefore implies that a cylindrical polar decomposition of the dependent 
variables is preferable for solution domains with curved walls. In the case of a rotating 
pipe, and therefore the presence of swirl, false diffusion effects (described in section 
2.3.2) could become an added issue which may further undermine the accuracy of the 
cartesian decomposition. 
The implementation of cyclic boundary conditions was also tested in this first test case. 
In the absence of any swirl, identical solutions should be obtained (both during itera-
tions and at convergence) independently of whether cyclic or symmetry boundaries 
were used. This was indeed true for both cylindrical polar and cartesian decomposi-
tions. 
5.2.2 Laminar Swirling Pipe Flow 
Swirl was then introduced within the test problem whilst maintaining the laminar 
regime. A profile representing solid body rotation (the correct analytical solution) was 
prescribed at the inlet, and a constant rotational velocity was prescribed on the wall 
boundary, such that the inlet profile should convect along the entire length of the pipe 
unchanged. The cylindrical polar decomposition gave the correct solution with only 
five cells in the circumferential direction. However, the cartesian decomposition 
encountered similar problems to those described above, that is, a large number of cells 
were required to obtain the correct solution. Increasing the number of cells in the cir-
cumferential direction moved the result closer to the exact solution, with the profile 
attained with twenty cells being acceptable. Figure 5.2 illustrates the radial profile of 
the swirl velocity for a plane close to the exit of the domain for the cylindrical polar 
case, together with a varying number of cells in the circumferential direction for the 
cartesian case, all compared to the exact theoretical solution. The inclusion of the swirl 
velocity implies that there are now two main sources of error with the cartesian decom-
position; the wall boundary approximation due to the cartesian description of the inde-
pendent variables, and false diffusion due to the cartesian description of the dependent 
variables. The phenomenon illustrated in figure 5.2 is due, in varying degrees, to both 
of these errors, although it is impossible to deduce the degree of each error source. 
Nevertheless, it can be seen from figure 5.2 that the solution with five circumferential 
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cells has departed significantly from the theoretical solution, and more so than the 
error noted for the uni-directional pipe flow of section 5.2.1, indicating that the error 
must be, at least in part, due to false diffusion. This validation test case therefore con-
firms the requirement for the use of a cylindrical polar description of the dependent 
variables. 
5.2.3 Turbulent Non-Swirling Pipe Flow 
The k - e turbulence model was utilised to predict the experimental measurements of 
Imao et al. (1996) initially for a non-rotating pipe wall. The geometry used was identi-
cal to that of the measurements, and the Reynolds number of the flow was 20,000. 
Once again both cartesian and cylindrical polar decompositions were used, with the 
measured and calculated values for the friction factor being given in table 5.2. The 
cylindrical polar decomposition provided a higher value than that observed experimen-
tally, but within the error (4.5%) expected from the k-e model. It can be seen from 
the table once more that the cartesian decomposition approaches the value predicted by 
the cylindrical polar decomposition as the number of cells in the circumferential direc-
tion is increased, although in this case of turbulent flow the number of cells required is 
even larger. It is therefore deemed impractical to use a cartesian decomposition for 
more complex swirling flows. All further calculations will be performed with the 
cylindrical polar decomposition only. 
nk Friction Factor 
Experimental 0.0265 
Cartesian 10 0.0230 
20 0.0237 
40 0.0253 
Cylindrical Polar 10 0.0277 
Table 5.2 
The Reynolds stress turbulence model was also used to predict turbulent flow in a non-
rotating pipe. The friction factor for the cylindrical polar decomposition with ten cells 
in the circumferential direction was 0.0253. 
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The number of cells in the radial direction was found to be highly significant in the 
prediction of the Reynolds stresses by the RST turbulence model, although much less 
so in the prediction of the mean velocities. The variation in the axial velocity profile 
with the number of radial cells is illustrated in figure 5.3a, with figure 5.3b illustrating 
the profile of two RMS intensities. Clearly 40 cells in the radial direction are required 
to provide an adequate prediction of the stresses. The anisotropy of the turbulence field 
is predicted by the RST turbulence model, as illustrated in figure 5.3. This could 
account for the difference between the friction factors predicted by the RST and k - E 
models. Figure 5.3 also illustrates that there is some sudden rise in the turbulence 
intesities near the wall, which could be due to a problem with the wall function imple-
mentation on coarser grids. 
5.2.4 Turbulent Swirling Pipe Flow 
Swirl was then introduced to the flow in the form of rotation ofthe pipe wall. The rota-
tional velocity (wwaU) chosen from the available experimental results was 0.5 times 
the mean axial velocity. The number of cells required in the radial direction was taken 
from the non-rotating RST case described above. The use of this number of cells for 
both the k - E and the RST turbulence model predictions ensured that the differences 
between the two models was not due to grid resolution, and that a grid independent 
solution was guaranteed in both instances. 
The non-dimensionalised profiles of the axial and swirl velocities, at the axial location 
of fully developed flow, for the experimental results, the k - E and RST turbulence 
models are illustrated in figure 5.4. The scalar nature of the turbulent viscosity in the 
k - E model leads to the prediction of solid body rotation for the swirl profile, and lit-
tle effect of swirl on the axial profile when compared to the non-rotating case. Unlike 
the k - E model, the production of the individual stresses is represented exactly within 
the RST model, enabling the effects of swirl to be represented accurately. The RST 
model therefore provides the correct shape of both the axial and swirl velocity profiles 
for the rotating pipe flow. 
Both turbulence models are behaving as would be expected, and therefore this valida-
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tion test case confinns that the coding of the turbulence models in cylindrical polar for-
mat is correct. It also provides the first indication that the RST turbulence model is 
more suited to the prediction of swirling flows than the k - E model. 
5.2.5 So Combustor 
The geometry utilised by So et al. (1984) consisted of a cylindrical duct of radius 
R=62.5mm. A fifteen blade, 60° axial swirler located up to the outer radius of the duct 
provided a highly swirling flow of swirl number 2.25. This was mixed with a non-
swirling central j et of diameter Dj=8. 7mm. A general arrangement of the experimental 
geometry used for the computations is provided in figure 5.5. The central jet was uti-
lised within the experiments to prevent the onset of a central recirculation region 
which occurred in its absence. LDA measurements were perfonned along radii of the 
duct at various axial locations between one and forty jet diameters (Dj) downstream of 
the swirler exit plane. 
It has been shown previously that the inlet boundary conditions have a significant 
effect on the entire flow field, particularly in the case of a highly swirling flow 
(Crocker et al. (1997)). Consequently, it is sensible in this instance to utilise the first 
measurement plane as the inlet boundary. In this way, the measured profiles for the 
axial and circumferential velocity components, together with the axial and circumfer-
ential nonnal stresses, can be prescribed. The radial component of velocity was 
assumed to be zero, as were all three shear stresses. The radial nonnal stress was set 
equal to the circumferential nonnal stress, these being boundary conditions which cor-
respond to those utilised by Hogg and Leschziner (1989). The remaining boundary 
condition, that of E, is prescribed by the use of equation (2.27). Hogg and Leschziner 
(1989) perfomed a sensitivity study regarding the most appropriate length scale, by 
varying this quantity between 0.365R and 2.0R. The lowest value was shown to pro-
vide the most realistic values for the stresses, and hence this value wiII be adopted 
here. 
Hogg and Leschziner also perfonned a grid independence study, by doubling their 
original 24 cells in the axial and radial directions to 48 in each direction. Although the 
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two calculations provided only minimal differences, the majority of their results are 
given using the finer grid, and hence this will be adopted here in order to ensure a 
direct comparison. The number of cells in the circumferential direction is unimportant 
in an axisymmetric calculation, and this is set to be five, as in the previous pipe flow 
calculations. The grid cells are uniformly spaced in each co-ordinate direction. 
The most common outlet boundary condition utilised for computational predictions is 
that of zero gradient, described in section 2.4.2. Nevertheless, this condition is only 
appropriate if the flow has reached a fully established state, which is not the case in the 
measurements of So et al. (1984). Hogg and Leschziner attempted to use a zero gradi-
ent boundary condition at an XJDj location of 90, in conjunction with a flow constric-
tion at XlDj=70 (illustrated in figure 5.5), but found that the RST model produced a 
transient reverse flow region, extending to the outlet boundary, which prevented the 
solution converging. An alternative outlet boundary condition, adopted by Hogg and 
Leschziner and in the current calculations, is to prescribe the axial velocity component 
from the experimental values at the fmal measurement plane. The absence of reverse 
flow across the exit boundary in the experimental measurements dictated that only the 
axial velocity component need be prescribed and therefore a zero gradient condition 
was used for all other variables. The prescribed axial velocities at the computational 
exit plane are corrected to ensure mass continuity with the inlet plane. Hence the val-
ues presented will vary slightly from the experimental measurements. 
The results from the current computations are compared with those of Hogg and 
Leschziner, in addition to the experimental measurements, in figures 5.6 to 5.10. The 
experimental values are given by the blue diamonds. The results from the current com-
putations are given throughout in pink, with the results of Hogg and Leschziner in 
green. The RST model results are represented by continuous lines, whereas those from 
the k - I: model are represented by a dashed line. The individual Reynolds stresses are 
calculated from the results of the k - I: model via the constitutive relationship of equa-
tion (2.21). In keeping with the results published by both So et al. (1984) and Hogg and 
Leschziner (1989), the velocities have not been non-dimensionalised. 
The axial velocity along the centre line is presented in figure 5.6. It can immediately be 
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seen that the k - E turbulence model predicts a rapid decay in the centre line velocity, 
followed by a re-establishment zone in which the velocity rises, before falling to com-
ply with the prescribed value at the exit plane. This is contrary to the experimental 
results and demonstrates the inability of the k - E model to represent adequately the 
flow physics. In contrast, the RST model predicts a slower decay of the centre line 
velocity which is much more representative of the actual flow behaviour noted by the 
experimental measurements, thereby illustrating that the RST model is correctly pre-
dicting the primary flow features. The constant decay in the centre line velocity also 
indicates the sensitivity of the RST model to the outlet boundary condition. The cur-
rent predictions compare favourably to those of Hogg and Leschziner (1989), with the 
prediction provided by the current RST model being slightly improved. This could be 
due to a slightly different implementation of the turbulence model. The good compari-
son between the current predictions and both those from the literature and the experi-
mental measurements serves to further validate the implementation of the turbulence 
models within the current code. 
A more detailed comparison of the two turbulence models can be gained by consider-
ing the results at various axial stations. Figures 5.7 and 5.8 illustrate, respectively, the 
axial and swirl velocity components at stations (X/Dj) 5, 10 and 20. The k - E model 
predicts a flattening of the axial velocity profile in the near axis Get) region (figure 5.7) 
caused by over prediction of the diffusive transport of momentum in the radial direc-
tion. The initial decay in the centre line velocity predicted by the k - E model is so 
rapid that the central jet is predicted to disappear before station 5, whereas the RST 
model and the experimental measurements illustrate that it still persists downstream of 
station 10. It can immediately be seen from figure 5.8 that the k - E model also pre-
dicts the rapid formation of a flow with solid body rotation over the majority of the 
radius, whereas the RST model mimics much more closely the combination of free and 
forced vortex flows. The prediction of the swirl gradient near the centre line, however, 
is not well predicted by the RST model at stations 10 and 20. This may be partially due 
to experimental error, since a non-zero value of the swirl velocity was measured on the 
centre line. Alternatively, such a measurement could be indicative of time dependent 
motion in the vicinity of the centre line (as has been noted in the experimental meas-
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urements of the current study, discussed in chapter 4), which could not be predicted by 
the statistically stationary turbulence models considered here. Again, the current pre-
dictions compare favourably with those of Hogg and Leschziner (1989), and in some 
areas are slightly better, as discussed above. 
The RMS axial and swirl velocity components are illustrated, respectively, in figures 
5.9 and 5.10. The k - E model significantly over-predicts the values of u' and w', 
whereas the RST model provides fairly good agreement with the experimental results. 
However, the results indicate that the values near the wall are over-predicted, with the 
presence oflocal maxima which are not evident in the experimental measurements (as 
also described in section 5.2.3). This could be due to the use of the logarithmic wall 
function, although the influence of this is localised, and therefore the main flow is not 
affected. 
The good agreement between the predictions (particularly from the RST turbulence 
model) and the experimental results, together with favourable agreement with predic-
tions previously presented in the literature, serve to validate the implementation of 
both turbulence models within the current code. Both turbulence models can therefore 
be used to predict the complex experimental flow of the current study with confidence. 
5.3 Calculations Starting Downstream ofthe Three Stream Swirl er 
The ability of the two turbulence models to predict the flow downstream of the current 
experimental geometry was tested in isolation from the need to resolve the complex 
geometry of the swirler passages. Experimental measurements were utilised as inlet 
boundary conditions, in a manner identical to that used for the calculations of the So 
combustor. Although experimental measurements have been taken at the X/D=O.025 
plane, the first axial location where a full radial traverse was obtained with the LDA 
system was at X/D=0.05, and hence this was utilised as the inlet boundary. The three 
mean velocity components and all Reynolds stresses were available at this plane, such 
that only the value of the turbulence dissipation, E, needs to be approximated. 
The analysis of the experimental results in chapter 4 illustrated that the central recircu-
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lation had not closed prior to the final measurement location, and that it could not be 
guaranteed that this had even happened by the rig exit plane. The computational exit 
plane was therefore chosen to be the final measurement plane, with the axial compo-
nent of velocity being prescribed explicitly from the experimental measurements 
obtained there. Similarly to the So combustor, the current experimental measurements 
did not provide an exact mass continuity, and therefore the values at both the inlet and 
exit planes were altered to tie up with the measured mass flow. All results are pre-
sented in a non-dimensional form, for direct comparison with the experimental results 
presented in chapter 4. 
5.3.1 Original Geometry 
As stated above, the computational predictions require an inlet length scale such that 
the turbulence dissipation, 1::, can be prescribed, using equation (2.14). The k - I:: tur-
bulence model was initially utilised to determine the most suitable length scale for use 
throughout these calculations. Two length scales were tested, these being the outlet 
diameter of the complete swirler module, and the outlet diameter of the inner swirler. 
The values ofllDr (where Dr is the rig diameter) for these two cases are 0.38 and 0.12, 
respectively. In addition, the effect of prescribing the values ofk and I:: explicitly over 
the backflow region of the outlet boundary (using the same length scale as for the inlet 
boundary conditions) was tested. Results from these calculations are illustrated in fig-
ure 5.11, in the form of streamline plots. With reference to equation (2.14), the smaller 
length scale obviously increases the value of the turbulence dissipation at the inlet 
plane. Figure 5.1 I (b) illustrates that this has the effect of increasing the cone angle. 
Reference to figure 4.28 shows that this provides improved agreement with the experi-
mental results, particularly in the location of the stagnation point on the rig casing. 
However, the agreement close to the computational exit plane is diminished, with the 
smaller length scale serving to produce a small region of high residence time at the rID 
location of approximately 0.6 (area 'A' on figure 5.11(b». Figure 5.11(c), however, 
illustrates that this is rectified by prescribing the values of k and I:: over the region of 
the computational outlet boundary where the axial velocity component is negative (and 
applying the zero gradient condition to these variables over the remainder of the outlet 
boundary), without affecting the flow field close to the inlet plane (area 'B' on figure 
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5.1I(c». The inlet length scale based on the outlet diameter of the inner swirler pas-
sage with the turbulence quantities prescribed over the backflow region of the compu-
tational outlet plane, illustrated in figure 5.11(c), will therefore be used for all 
following calculations. Calculations using the RST model had all of the Reynolds 
stresses and the turbulence dissipation prescribed over the backflow region of the com-
putational outlet boundary, in an identical manner to the prescription of k and I: 
described above. 
It is important to assess the numerical accuracy of these predictions before detailed 
comparisons are made with the experimental results. The required grid density and dis-
cretisation method were tested using the k - I: turbulence model. The effects of dou-
bling the grid in the 'i' (axial) and 'j' (radial) directions, or the use of the QUICK 
discretisation method for the velocity and turbulence values (separately) are illustrated 
via predicted axial and circumferential velocity components at selected axial stations 
in figures 5.12 and 5.13, respectively. The main differences from the original grid 
(which consisted of 85 axial and 28 radial ceIls) are noted on increasing grid density 
rather than changing the discretisation scheme. Since there was negligible change due 
to the use of the QUICK discretisation scheme, its use was not continued. The effect of 
grid density is also relatively small, and therefore the doubled grid (in both axial and 
radial directions) was deemed to be sufficient to provide a grid independent solution. 
The results from calculations using the k - I: and RST turbulence models using the 
doubled grid are compared with the experimental data set in the streamline plots of fig-
ure 5.14. It can be seen that the location of the impingement point on the outer casing 
wall predicted by the two turbulence models is virtually identical, and in very good 
agreement with the experimental results. Both of the turbulence models slightly over-
predict the cone angle and therefore provide a solution whereby the start of the central 
recirculation is very close to the inlet plane. This is in contradiction to the experimental 
results, where the central recirculation commences at the X/D=O.1 plane. Such a result 
has been seen previously (Mason (1997», where calculations through a two dimen-
sional axisymmetric swirler geometry using the k - I: turbulence model predicted that 
the central recirculation would extend into the swirl er itself. 
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The RST model predicts that the 'eye' of the central recirculation is slightly further 
downstream, and closer to the outer wall than that predicted by the k - E model. This 
is more in line with the experimental observations. The streamlines around the axial 
location of X/D=2.2 tend to curve sharply towards the centre line in the RST predic-
tion, before becoming parallel towards the exit plane, whereas those in the k - E pre-
diction bend gradually towards the centre line up to X/D=3.6. Once again the RST 
prediction is in closer agreement with the experimental results. This feature illustrates 
the ability of the RST model to predict a combined vortex type flow field. The k - E 
model seems to be tending towards closing the central recirculation, and is only pre-
vented from doing so by the prescription of the axial velocity on the exit boundary. 
This indicates the inability of the k - E model to predict the primary flow features. 
The results from the two predictions are illustrated in more detail in the graphs of fig-
ures 5.15 to 5.19. Three axial planes were selected for comparison of predictions and 
experimental measurements. These were chosen as a plane within the corner recircula-
tion region (X/D=0.25), one close to the eye of the central recirculation (X/D=1.0), and 
one close to the computational exit plane CXID=3.0). The predicted radial profiles of 
the mean axial velocity at these three stations are compared to experimental measure-
ments in figure 5.15. Both turbulence models predict that a strong central recirculation 
zone has already formed by the X/D=0.25 axial location, whereas the experimental 
results indicate that the centre line velocity is only just below zero. Nevertheless, both 
models provide acceptable predictions beyond the rlD=O.2 location, with the predicted 
values being very good at rID values greater than 0.6. In particular, the RST model cor-
rectly predicts the radial location of the rise in the axial velocity. This corresponds to 
the flow from the dome swirl er passage, and the lower value predicted by the k - E 
model probably indicates an incorrect prediction of rapid mixing. At the X/D= 1.0 axial 
location, both turbulence models provide similar predictions of the axial velocity, with 
neither providing a close prediction of the shape of the experimental profile. Neverth-
less, the RST model does provide a slightly improved prediction of the size of the cen-
tral recirculation. At the X/D=3.0 axial location, the predictions provided by the two 
turbulence models are markedly different. Both models provide a very accurate indica-
tion of the size of the central recirculation. Although the k - E model provides a more 
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accurate value for the centre line velocity, it does not give an accurate indication of the 
shape of the axial velocity profile. The RST model, on the other hand, does provide an 
accurate indication of the shape of the velocity profile. 
The mean circumferential velocity component is illustrated in figure 5.16. The differ-
ences between the capabilities of the two turbulence models are now more apparent, 
particularly at the larger values of XID. Although both models provide acceptable pre-
dictions at XID=0.25, the RST model is more accurate in the initial gradient of the 
mean circumferential velocity close to the centre line. The RST model also predicts the 
double peaked profile of the experimental measurements, which is probably linked 
with the improved prediction of the axial velocity, described above. At the XID loca-
tions of 1.0 and 3.0, the k - & model shows its tendency to predict a solid body rota-
tion, whereas the RST model is capable of predicting the combined vortex type flow 
measured in the experiments. Although the RST model tends to over-predict the maxi-
mum swirl velocity at these two locations, it does capture the steep gradient close to 
the centre line. The RST predictions are quite accurate apart from in the immediate 
vicinity of the centre line. This could be due to the errors associated with the prescrip-
tion of the turbulent diffusion (&). Such errors could be alleviated by moving the inlet 
boundary to a location where the variation in & along the radius is smaller, that is, 
upstream of the swirler module. This would require predictions (and therefore a grid) 
to be performed through the swirler passages, and this will be addressed in section 5.5 
below. Alternatively, problems in the region of the centre line could indicate the pres-
ence of a precessing vortex in the flow, or that the flow is close to precessing (as dis-
cussed in section 4.4.4.1). Such a flow phenomenon could not be captured using 
statistically stationary turbulence models considered here. 
The predicted and measured axial RMS velocity profiles are compared in figure 5.17. 
Although both models provide an acceptable prediction at the first axial station, both 
predict higher values than those measured at the downstream stations, particularly at 
XID=1.0. The RST model provides higher values than the k - & model at this axial 
location. The production tenn for the axial nonnal stress in the RST model is given by: 
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( 2 a - a u'w' a ) P lI = -2 u' -pu + u'v'-pu + --pll ax ar r ae (5.3) 
Within the present predictions, the circumferential variation will be zero, and so the 
production tenu consists purely of axial and radial gradients of the axial velocity. The 
over-prediction of the strength of the central recirculation, noted in figure 5.15, causes 
both the axial and radial gradients of the axial velocity to be high up to riD=O.4. The 
radial gradient of the axial velocity in the region 0.6 ~ riD $1.2 at the X/D=1.0 axial 
station is also high. It can be assumed that this is also the case upstream of this axial 
station, thereby causing the predicted RMS axial velocities to be high. The predictions 
at the X/D=3.0 axial location are of a more acceptable level, which coincides with the 
more accurate prediction of the mean axial velocity. 
Predicted and measured profiles of the RMS circumferential velocity component are 
compared in figure 5.18. The RST model provides a more accurate prediction than the 
k - E model at all three axial locations, particularly in the shape of the profiles. The 
production tenu in the RST model for the circumferential nonual stress relies heavily 
on gradients of the mean circumferential velocity component. The accurate prediction 
of this value by the RST model therefore contributes to the accuracy of the prediction 
of the nonual stress. Anisotropy of the turbulence intensities is evident in the experi-
mental measurements, particularly in the swirler near-field. This is predicted to a cer-
tain extent by the k - E model, although the full extent of the anisotropyat X/D=O.25 
is not captured. In addition, the k - E model predicts that the shape of the turbulence 
intensity profiles are the same, which is not the case in the experimental profiles. The 
RST model perfonus better in the prediction of the turbulence intensities, particularly 
in the swirler near-field. The large difference between the axial and circumferential 
RMS components is captured well at the X/D=0.25 plane. The different profile shapes 
at the X/D=1.0 and 3.0 planes are also evident in the RST predictions, particularly in 
tenus of the raised value of the circumferential component (figure 5.18) at the centre 
line. The RST model does not, however, capture the full extent of this rise. The high 
values measured by the experiments in this region could be due to the presence of a 
precessing vortex core (as discussed in detail in section 4.4.4.1). Both of the turbulence 
models under consideration here are based on the assumption of a statistically station-
ary flow field, and hence neither would be capable of predicting such a time-varying 
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phenomenon. 
The u'v' shear stress profiles are compared in figure 5.19. It can be seen that, at the 
first axial station, both models significantly over-predict the peak value, with the RST 
model being the highest. The predictions at the two downstream stations are, in com-
parison, greatly improved, with the RST model providing adequate profile shapes in 
both instances. It therefore appears that the production term for the u'v' shear stress is 
too high over the first few planes of the prediction. This could be linked to the inlet 
boundary condition, in particular, the value of E, with which assumptions are associ-
ated. Such an error may be eliminated by moving the inlet boundary upstream and per-
forming a calculation through the swirler passages. This moves the assumptions 
associated with the inlet value of E away from the locations of interest and enables the 
code to calculate the values in this region. A full swirler calculation will be addressed 
in section 5.5 below. 
5.3.2 Modified Geometry 
The modified geometry has been described earlier in section 4.5.1. Measurements 
were performed using an identical experimental grid to that of the original geometry. 
Similar calculations using the experimental measurements to define the mean axial 
velocity and turbulence quantities over the computational exit plane can therefore be 
performed and compared to those from the original geometry. In addition, the use of 
the cylinder within the rig enables the computational exit plane to be moved down-
stream to the physical exit plane of the rig, that is, the base of the cylinder, as illus-
trated in figure 5.20. No experimental measurements are then available at the exit 
plane, but it can be assumed that the axial flow at this location will all be positive, and 
so a zero gradient boundary condition can be used. The modified geometry can there-
fore be utilised to ascertain the effect of prescribing the exit boundary condition. 
The comparison between a fixed and a zero gradient exit boundary condition for both 
turbulence models is illustrated in figures 5.21 to 5.25. It can be seen that the differ-
ence between the two sets of calculations is small for the mean and rms velocities and 
the shear stress presented. Unsurprisingly, the differences are more apparent at the sta-
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tions further downstream. This result mirrors the experimental data, which found that 
planes close to the swirler exit were unaffected by a change in the downstream bound-
ary condition. The differences are more apparent in the turbulent quantities, which 
again is to be expected, since the turbulence is more sensitive to changes in the flow 
field. The values of the mean axial and circumferential velocities at the exit plane of 
the fixed geometry are compared in figure 5.26, and differences between the two 
boundary conditions are noted at this point, particularly with the k - E model. 
Although the profiles of the RST model are very similar for both boundary conditions, 
the k - E model using the zero gradient exit condition predicts that the central recircu-
lation is closed at this station. The tendancy of the k - E model to close the central 
recirculation was noted from the streamline plot of the original geometry. Both the 
k - E model and the RST model predict higher values for the mean circumferential 
velocity at the outlet plane with the zero gradient condition as opposed to the fixed 
boundary condition. 
5.4 Grid Generation for the Three Stream Swirler Geometry 
Although the majority of the inlet boundary conditions above were taken directly from 
experimental measurements, the inlet value of E had to be calculated and therefore 
assumptions made. This may affect the accuracy of the predictions, and it is therefore 
prudent to position the inlet boundary away from the main areas of interest, and in a 
location where the associated error with the prescription of E will be small. This is 
achieved by placing the inlet boundary upstream of the swirler geometry. A grid 
through the swirler geometry is therefore required. 
A solid model of the swirler geometry and the plate in which it resides was created 
from the manufacturing drawings presented in Hughes (2003) using the CADDS5 
CAD package. Two dimensional cross-sections were created and rotated to form the 
central bullet and the shrouds. One inner swirler vane was created, copied and rotated 
to provide the eight vanes required for the full swirl er. Similarly, a solid model of one 
helical passage was created for the outer and dome swirlers. Each of these were copied 
and rotated to provide the correct number of passages, and these were subtracted from 
a solid annulus to form the blades of the outer and dome swirl er passages. A cut-away 
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model of the full swirler is illustrated in figure 5.27, which shows the full inner swirler, 
along with half of the outer and dome swirlers and their associated shrouds. 
The number of vanes within each swirler passage and their relative timing had been 
chosen such that a 45 0 repeated sector was formed (as described in section 3.4 and 
illustrated in the drawings presented in Hughes (2003». This prevented excessive 
measurements being required in the experimental study, and an excessively large grid 
being required for the computational predictions. The full solid model was therefore 
cut to form the repeated 45 0 sector required for the computational grid. Two vanes in 
each passage were cut in half, such that half a vane existed on each side of the passage, 
and the curvature imparted to the flow field by the swirling vanes was followed by the 
grid cells. The location of the defined top dead centre (TOC) on the downstream side 
of the swirler passages is shown in the general arrangement of figure 5.28(a), and the 
black dotted lines illustrate the straight sided sector measured downstream of the 
swirler exit plane within the experimental study. The modelled sector through each 
swirler passage is illustrated by the red dotted lines. Although this is not the straight 
sided sector used for the experimental measurements within the inner swirler passage, 
reference to figure 3.6 shows the large axial distance between the trailing edge of the 
inner swirier vanes and the exit plane of the entire swirler module. This distance was 
used to smooth the geometry of the inner swirler passage such that a straight sided sec-
tor (commencing at the TOC line and identical to that of the experimental measure-
ments) was formed downstream of the swirler exit plane. The relative alignment of the 
leading edge of the vanes of each passage relative to the TOC is illustrated in figure 
5.28(b), and the red dotted lines show the sector modelled such that a vane is followed 
from the leading edge to the trailing edge in each passage. This formed a complex 
geometry through the swirler, culminating in a straight-sided sector downstream, and 
the final 45 0 sector of the solid model, used in the calculations, is illustrated in figure 
5.29. The existence of the half vane on each side of the domain ensures that the zero 
degree position is exactly that of the top dead centre (TOC) of the experimental geom-
etry. The downstream sector is then identical to that of the experiments. 
The centre line of the geometry required careful treatment. The implementation of a 
true centre line (ie: zero radius point) within the grid generator is not a trivial task, 
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since the collapsing grid lines create a singularity. Hence it was decided to implement 
a virtual centre line. A solid cylinder of small radius (O.Olmm) compared to the size of 
the swirler geometry was placed along the centre line and subtracted from the solid 
model. This provided a curved surface upon which a boundary condition (symmetry) 
could be set. 
The solid model of the geometry created within the CAD package must be transferred 
into the grid generator without loss of information or any alterations occurring. A 
direct translator is used, which extracts a copy of the solid model from the CAD pack-
age in a form which can be used directly by the grid generator; a process which is 
described in detail by Eccles (2000). In this way, the full details of the surfaces ofthe 
solid model are retained, such that the grid generator can have the flexibility to move 
points within a surface without altering the required geometry. A surface mesh is 
defined by the user, which is then used by the grid generator to create an initial alge-
braic grid. This is then smoothed to form a final volume mesh. Full details of the grid 
generation process are again documented by Eccles (2000). Some of the points on the 
surfaces are allowed to move simultaneously with the smoothing of the volume mesh, 
although others may be defmed as fixed by the user. This retains user control over the 
final grid produced. 
Various problems were encountered within the direct transfer process of the geometry 
from the CAD package into the grid generator, and these have been documented in 
detail elsewhere (Hughes et al. (1997, 1998». A typical example involved the cutting 
of solids to form the repeated 45° sector, and small holes being created at the edges of 
the geometry as a result. Within the grid generator, this could lead to an infinite loop as 
the grid passed through the hole and outside of the required geometry. Careful defini-
tion of the solid model overcame all of these problems, and a final volume mesh was 
achieved. 
A three dimensional, structured, body fitted grid in cartesian format was formed which 
followed the geometry of the swirler vanes. The mean flow path was therefore emu-
lated by the direction of the grid lines, thereby reducing the degree of numerical diffu-
sion. During the creation of the initial algebraic grid, the interior grid lines can cross, 
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causing inverted cells with negative volumes (jacobians). The grid smoothing routine 
was therefore implemented to ensure that no negative jacobians remained within the 
solution domain. 
Every attempt was made to ensure that the grid cells on the circumferential boundaries 
were as orthogonal as possible, because Thompson et al. (1985) state that a large 
departure from orthogonality near the boundaries can lead to a deterioration in accu-
racy, particularly in cases where information on local boundary normals is required. 
This is indeed the case with the implementation of the cyclic boundary condition 
(described in section 2.4.6). The orthogonaIity of these grid cells is aided by the move-
ment of the grid points on the boundaries. Nevertheless, this can also cause a conflict 
for the cyclic boundary condition where the axial and radial locations of corresponding 
cells (in a cylindrical polar decomposition of the independent variables) must be iden-
tical. An additional operation to ensure the correct implementation of the cyclic bound-
ary condition is therefore performed, which is not included in the standard grid 
generator. This may reduce the orthogonality ofthe boundary cells slightly, but should 
not have a significant impact on accuracy since the locations of the grid cells are not 
moved far (and no negative jacobians are formed). 
A view of an axial grid plane passing through the geometry and located on the surfaces 
of the nearside vanes is given in figure 5.30. This grid consisted of 300 cells in the 
axial direction, 80 cells in the radial direction and 20 cells in the circumferential direc-
tion. It can immediately be seen that the grid is as orthogonal as possible throughout, 
thereby ensuring the quality of the simulation. The grid on the first circumferential 
plane is illustrated, with just an outline of the solid model, in figure 5.31. Once again, 
the orthogonality of the grid is evident. The grid at the centre circumferential plane in a 
similar manner is illustrated in figure 5.32. Only a vane in the outer swirler is present 
on this plane, and this is therefore shown as a blocked boundary. A view of three slices 
of the grid through the swirler are given in figure 5.33, illustrating how the grid con-
forms to the three dimensionality of the geometry. Again the blockages are illustrated 
simply as boundaries. 
The production of a structured grid for such a complex geometry has proved to be 
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extremely time consuming, particularly given the requirement to follow the blade pas-
sages. In addition, the blockages in a single block structured grid can contain a large 
number of cells, which contribute to the memory requirements of the problem. A 
multi-block structured grid could be used, which would remove the necessity for cells 
to be used within solids. A block using a cartesian format grid could also be used in the 
vicinity of the centre line which would remove the problem of the grid collapsing to 
form a singularity, and therefore the true centre line could be modelled. In addition, the 
use of many-to-one interfaces between the blocks would mean that a finer grid could 
be used through the swirler passages and in the immediate downstream flow field, but 
with a coarser grid used elsewhere. 
An unstructured grid, and, in particular, the use of tetrahedra would have been much 
less complex than a structured grid. Unstructured grids do not require cells within 
blockages, and thus the memory required for the storage of variables can be greatly 
reduced. Nevertheless, the lack of a banded structure within the matrices necessitates 
the storage of information on the neighbours of each cell. Thompson et al. (1985) point 
out that this can prove to be a cumbersome process, thereby significantly lowering the 
efficiency of the simulation. The accuracy of the solution may also be affected, partic-
ularly in the implementation of the wall boundary condition, depending on the distance 
of the first node from the wall. The results of any simulations using an unstructured 
grid would therefore need to be validated against a corresponding structured grid. 
Only a single block structured grid option was available within the current code, and 
the implementation ofaltemative grid types was outside the scope of this project. 
5.5 Calculations Through Full Swirler 
Predictions of the flow downstream of the swirler have been successfully performed 
(and described in section 5.3), using experimental measurements as the inlet boundary 
conditions. Nevertheless, assumptions were still required for the prescription of the 
turbulent dissipation (E) on the inlet boundary plane, and it is possible that these could 
have significantly affected the results attained. Removal of the inlet boundary to a 
location with little variation in the radial direction may have a positive effect on the 
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predictions, and this is achieved by performing a calculation through the full swirler 
geometry. In addition, the ability of the code to predict the measured flow splits 
between the individual swirler passages should be assessed. This, in turn, will directly 
affect the ability of the CFD code to provide equivalent boundary conditions to a 
downstream calculation as those provided by the experimental measurements. The 
geometry considered throughout these calculations will be that of the original geome-
try, that is, the axial velocity will be prescribed on the outlet plane. 
The final grid obtained from the grid generator (consisting of a total of 480,000 cells) 
and illustrated in the preceeding section was transformed into a cylindrical polar for-
mat and used to perform a prediction of the flow through the full swirler geometry, 
using a cylindrical polar decomposition ofthe dependent variables and the k - E turbu-
lence model. The density of the grid was tested in order to ensure that the final predic-
tion was independent of the grid formed. It had been found with the calculations 
downstream of the swirler (described in section 5.3.1) that increasing the grid density 
had a much more pronounced effect on the predictions than increasing the accuracy of 
the discretisation method by using the QUICK scheme. Therefore only the grid density 
was tested in these full swirler calculations. Comparisons ofthe axial and circumferen-
tial velocity components using various grid densities are illustrated in figures 5.34 and 
5.35 respectively. It can be seen that, particularly at the XID=0.25 plane, the predic-
tions are changed significantly by doubling the grid in the 'j' (radial) and 'k' (circum-
ferential) directions. Increasing the grid in the 'i' (axial) direction, however, had very 
little impact. Similarly, further increases in the number of grid cells in the radial and 
circumferential directions (tripled from the original grid) had little further impact 
above the doubled values. Therefore a grid with double the number of cells in the 
radial and cirumferential directions from the original grid, giving a total of 1,920,000 
cells, was used for the final predictions illustrated below. 
The three dimensionality of the flow within the swirler passages is illustrated by the 
contours of the three velocity components at the outer swirler exit plane in figure 5.36. 
This is some distance downstream of the inner swirler vanes, and therefore the three 
dimensionality in this passage has already mixed out. Figure 5.37 illustrates the devel-
opment of the circumferential velocity component downstream of the dome swirler 
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passage exit plane up to the exit plane of the full swirler. Figure 5.37(a), at a plane 
midway between the trailing edge of the vanes of the dome swirler passage and the exit 
plane of the full swirler, illustrates that some circumferential variation is still present in 
the flow from the dome swirler passage, but this has mixed out prior to the swirler exit 
plane, illustrated in figure 5.37(b). The axisymmetry of the flow field downstream of 
the swirler exit plane, evident in the experimental results, is therefore replicated by the 
CFD predictions. 
The streamlines predicted by the calculation through the full swirler are plotted from 
the swirler exit plane and downstream in figure 5.38. Comparison with the streamlines 
predicted from the calculation downstream of the swirler and those from the experi-
mental measurements (both illustrated in figure 5.14) illustrate that the current predic-
tion is improved, particularly in the near swirler region. The cone angle is increased 
from the downstream only calculations, and the 'eye' of the central recirculation has 
moved outboard, and is more in line with that of the measurements. Nevertheless, the 
tendancy of the k - & model to close the central recirculation is still evident by the 
movement of the streamlines associated with the positive axial velocity towards the 
centre line downstream of X/D=3.5. This is only prevented by the prescription of the 
axial velocity on the exit plane. In addition, positive axial velocities are noted on the 
centre line downstream of X/D=2.2, which are not evident in the previous calculations. 
This again indicates the tendancy of the k - & model to close the central recirculation. 
The mass flow splits between the individual swirler passages can be calculated from 
the predictions at the swirler exit plane. It was noted from figure 5.37(b) that most of 
the three dimensionality of the flow due to vane wakes had mixed out at the swirler 
exit plane, and so the flow can be treated as axisymmetric. The calculated mass flow 
splits at the swirl er exit plane are 24.2%, 20.0% and 55.8% for the inner, outer and 
dome swirler passages, respectively. These compare favourably with the measured 
mass flow splits of25.0%, 21.2% and 53.8% (see section 4.2.2 for full details of these 
measurements). This illustrates the ability of the computational method to successfully 
predict the pressure drops through the individual swirler passages. The arithmetic aver-
age of the swirl angle in each passage can also be calculated, and compared to those 
measured (section 4.3.1). The values calculated from the computational predictions are 
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25.8 0 , 63.8 0 and 62.3 0 for the inner, outer and dome swirler passages, respectively. 
The measured values were 40.4 0 , 65.6 0 and 70.4 0 • The predicted values for the outer 
and dome swirler passages are comparable to those measured, but the value for the 
inner swirler passage is low. This could be associated with the physics of the k - E tur-
bulence model, and its inability to predict the large gradient in the circumferential 
velocity close to the centre line (as discussed below). 
The ability of the full swirl er calculation to predict the experimental measurements at 
XID=0.05 (the inlet plane to the downstream calculations) can be assessed by the 
radial profiles of axial velocity, circumferential velocity and turbulent kinetic energy 
plotted in figure 5.39. In general, the representation of all three quantities is good, with 
the general shape of the curves being predicted. In particular, the prediction of the 
axial velocity is very close to the experimental data, with only the region at r/D=O.3 
having a predicted recirculation which is not present in the experimental values. The 
general shape of the circumferential velocity is also acceptable, with the double peaked 
profile being predicted. However, it should be noted that the steep gradient at the cen-
tre line is not defined by the computational results, and this accounts for the low value 
of the swirl number in the inner swirler passage noted above. This could be due to the 
tendency of the k - E model to predict solid body rotation, although other problems 
could also be associated with the centre line. Requirements of the grid generator (dis-
cussed in section 5.4) necessitated the use of a small cylinder to provide a pseudo cen-
tre line, and hence the physical position of the first grid cell is slightly removed from 
the actual centre line location. However, this is unlikely to have such a pronounced 
effect as noted here. Some unstable behaviour was noted from the experimental data in 
the region of the centre line (discussed in detail in section 4.4.4.1), which could not be 
predicted by a steady state, statistically stationary turbulence model such as the one 
used here. This could affect the shape of the profile in the region near the centre line. 
Although the general shape of the turbulent kinetic energy profile has been predicted, 
discrepancies are also noted here in the region ofthe centre line. High values of turbu-
lence measured experimentally could also indicate the presence of some form of ins ta-
bility. 
Profiles of the axial velocity, circumferential velocity and turbulent kinetic energy at 
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three axial stations downstream of the swirl er exit plane are plotted in figures 5.40, 
5.41 and 5.42, respectively. The profiles predicted by the full three dimensional calcu-
lation (hereafter referred to as 3D) through the swirler are compared with the experi-
mental results and the predictions from the calculations downstream of the swirler 
(denoted as 2D axisymmetric), which were detailed in section 5.3.1. 
The predictions from the two calculations are quite similar for the axial velocity at XI 
D=0.25, although the 3D calculation does provide an improved prediction of the peak 
of the axial velocity, and of the shape of the profile in the region of rlD=0.7. This 
improvement in the near swirler region could be due to the errors associated with the 
prescription of E at the inlet boundary which have now been moved upstream. Both 
calculations severely over-predict the strength of the central recirculation, and this is 
once again associated with problems close to the centre line. At XID=l.O, the 3D cal-
culation again provides an improved prediction of the profile shape, together with the 
peak value, over the 2D calculation, which is associated with the improved prediction 
at the previous axial station. However, the 3D calculation does predict a (small) posi-
tive value of the axial velocity on the centre line. At X/D=3.0, the 3D calculation pre-
dicts that the central recirculation has closed, and a significant positive axial velocity is 
present at the centre line. The general shape of the experimental profile (positive axial 
velocities followed by a recirculation region) is replicated by the 3D calculation, 
whereas that predicted by the 2D calculation is quite different. Nevertheless, the 3D 
calculation does predict a larger, stronger recirculation region, and it over-predicts the 
value ofthe axial velocity near the wall. 
The shape of the circumferential velocity profile and the peak value at X/D=0.25 is 
again improved for the 3D calculation over the 2D version. This is obviously linked 
with the improved prediction of the axial velocity, since the radial location is the same. 
Once again, neither calculation predicts the steep gradient of the circumferential veloc-
ity profile close to the centre line, and this is due to both centre line problems 
(described above) and the physical inadequacies of the k - E turbulence model 
(described in section 5.3.1). Similar traits are noted at X/D=1.0 and X/D=3.0, with the 
tendency of the k - I: model to predict solid body rotation becoming evident. N ever-
theless, the 3D calculation provides an improved prediction of the shape of the profile 
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at X/D=1.0 and radial (rID) locations higher than 0.8. 
The turbulent kinetic energy profiles, illustrated in figure 5.42, show that the values 
predicted by the 3D model at X/D=0.25 are actually lower (and further from the exper-
imental measurements) than those predicted by the 2D model. Nevertheless, the 
improved predictions of the velocity components at this axial station would be associ-
ated with the axial gradient of the turbulent kinetic energy rather than its value at the 
same location. The two stations further downstream show an improvement in the 3D 
calculation over the 2D, particularly in the region of the centre line and in the general 
profile shape. These could be associated with the radial gradient of the axial velocity, 
or improvements of the axial gradients of the velocities at these downstream locations. 
In general, the 3D calculation has provided improved predictions over the 2D calcula-
tion, particularly in the shape of the profiles. Improvements in the swirler near field 
could be associated with the removal of the errors associated with the prescription of E 
at the inlet to a station upstream of the swirler. 
5.6 Summary 
Various validation test cases have been used to verifY the code and the implementation 
of items specifically for this study. Favourable results, including comparison with pre-
viously published calculations enabled the code to be used to predict the complex 
swirling flow of the associated experimental study with confidence. 
Initial axisymmetric calculations were performed downstream of the swirler, using 
experimental measurements to provide the inlet boundary conditions. Predictions 
using the k - e: and RST turbulence models could then be compared with experimental 
data, and the RST model was found to provide improved results, particularly in the 
shape of the circumferential velocity profiles. Both the original and modified 
geometries from the experimental results were used, with the modified geometry pro-
viding the opportunity to compare directly the effect of prescribing the axial velocity at 
the exit plane with the use of a zero gradient exit boundary condition. Although the 
RST model provided similar results for both boundary conditions, the k - E model in 
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conjunction with the zero gradient boundary condition closed the central recirculation 
prior to the final measurement plane, and showed even more of a tendency to predict 
solid body rotation for the circumferential velocity. 
The use ofaxisymmetric calculations downstream of the swirler were not ideal, and 
assumptions required for the prescription of I': at the inlet plane could have contributed 
to some errors in the predictions. Calculations through the full swirler geometry were 
therefore performed, which required a complex grid. A 45 0 sector of the full swirler 
geometry was chosen which had half a vane in each swirler passage at each circumfer-
ential extent of the domain. This enabled the top dead centre (TDC) of the swirler 
geometry to be replicated, and the straight sided sector used for the experimental study 
was identical to that of the calculations downstream of the swirler exit plane. The 
k - I': turbulence model was used to ascertain any differences between the full three 
dimensional predictions through the swirler and those of the axisymmetric calculation 
performed downstream. In general, improvments in the results were noted with the 
three dimensional calculation, and these could, at least in part, be attributed to the 
development of the turbulent field through the swirler rather than the presription of the 
turbulence dissipation downstream. 
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Figure 5.30: Axial Grid Plane on Surface of Nearside Vanes 
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Figure 5.37(a): Non-Dimensionalised Circumferenlial Velocity Contours 
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Figure 5.39: Comparison of Full Three Dimensional k-e Predictions with 
LDA Measurements, XID=O.05 
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Conclusions and Recommendations 
6.1 Conclusions 
The current study has encompassed the use of a multi stream axial swirl er based on a 
generic design of a fuel injector of a modem gas turbine. Identical geometries were used 
for the experimental and computational studies such that the results could be compared 
directly. 
Validation cases were used to verify the implementation of additional features in the 
computational code. These illustrated that the current computational method performed 
as well as, ifnot better than, an equivalent code with results published in the open liter-
ature. In addition, the use of a cylindrical polar decomposition of the independent and 
dependent variables was assessed against the standard cartesian decomposition. The cy-
lindrical polar decomposition was found to improve the definition of curved surfaces, 
reduce numerical diffusion, and aid the efficiency of the cyclic boundary implementa-
tion. This was therefore used for all models of the experimental geometry, and would 
be recommended for future calculations of this type. 
Both the experimental measurements and the computational predictions showed that, 
although1he flow through the swirler passages was obviously highly three dimensional, 
this three dimensionality was not present downstream of the swirler exit plane. It is an-
ticipated that the geometry downstream of the vane trailing edges (both in terms of dis-
tance to the exit plane and change in area of the passage) will be similar in most fuel 
injector designs used in modem gas turbines and that of the current study. It can be con-
cluded, therefore, that in the flow field downstream of the fuel injector ofa modem gas 
turbine combustor, the vane wakes will have mixed out and the flow will be axisymmet-
ric. This has a significant impact on computational studies of combustors, since it indi-
cates that a full three dimensional prediction of the flow through the fuel injector can be 
perfomed in isolation, and the axisymmetric flow field at the exit plane pasted onto the 
full combustor model. This simplifies the required geometry for the combustor calcula-
tion, enabling a structured grid to be used more easily. 
Axisymmetric computational predictions performed downstream of the swirler geome-
try enabled direct comparisons to be made between the k - g and RST turbulence mod-
els. A grid sensitivity study was initially performed to ensure that all of the notable 
differences were due to the turbulence model. The RST turbulence model provided im-
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proved results over the k - E model, particularly in the prediction of the circumferential 
velocity component. The k - I': model had a tendancy to revert to solid body rotation 
whereas the RST model is capable of predicting the combined vortex type flow meas-
ured in the experiments. 
The most significant differences between the computational predictions and the meas-
ured velocity profiles tended to be in the region of the centre line. This could be due to 
some form of instability in this region, which the statistically stationary turbulence 
models would be incapable of predicting. Indeed, bimodal probability distributions of 
the velocities, whereby the velocity appears to be switching between two states, were 
noted in the experimental measurements at the centre line, particularly in the swirler 
near field. In addition, an energy spectrum of the flow, deduced from the LDA data, il-
lustrated a definite peak at a frequency similar to that noted by hot wire tests. This evi-
dence suggests that either a precessing vortex core is present in the flow, or some other 
kind of vortex breakdown is occurring. The Strouhal number calculated for the current 
geometry was similar to that of a fuel injector in a combustor sector rig. This indicates 
that the instability is associated with the swirler geometry and not that of the contain-
ment vessel. It is highly probable, therefore, that such instabilities, associated with the 
fuel injector, are present in all gas turbine combustors, which could have significant im-
pact on the flow field and the combustion process. 
The measurements of the swirling flow field in the original geometry indicated that the 
central recirculation had not closed before the final measurement plane, and was unlike-
ly to do so prior to the rig exit. A modified geometry was therefore investigated. Alter-
ing the downstream boundary condition was found to have a significant impact on the 
flow field, even up to XID=O.15. Nevertheless, provided the downstream boundary ge-
ometry was sensible (for example, not using a baffle plate close to the swirler exit 
plane), the flow field in the very near region of the swirler was unchanged. The down-
stream boundary condition used for the full three dimensional prediction through the 
swirler, mentioned above, could therefore be chosen in order to enable the CFD predic-
tion to utilise a zero gradient exit boundary condition. The CFD calculations ofthe flow 
downstream of the swirler with the modified geometry of the current study were used 
to compare the effects of prescribing the axial velocity at the exit plane against the use 
of a true zero gradient condition. It was found that the calculation using the RST turbu-
lence model showed little difference between the two conditions. However, the k - E 
265 
Conclusions and Recommendations 
turbulence model closed the central recirculation prior to the final measurement plane 
(XID=4.2) when the zero gradient exit boundary condition was used. The downstream 
flow field in this instance was therefore altered significantly, although the predictions 
in the swirler near field remained similar. 
A single block structured grid was created through a sector of the full swirler geometry, 
and a calculation using the original geometry and the k -!: turbulence model per-
formed. The measured profiles ofthe mean and fluctuating velocities, together with the 
Reynolds stresses upstream of the swirl er were used as boundary conditions, with the 
value of the turbulence dissipation being prescribed. The prediction was compared with 
that of the same geometry where the inlet plane of the calculation was downstream of 
the swirler exit plane. The full three dimensional calculation was found to provide im-
proved results, and this was likely to be due to the development of the turbulence dissi-
pation through the swirler passages, rather than it being prescribed downstream of the 
swirler where radial gradients are high. This illustrates the importance of all of the 
boundary conditions for a highly swirling flow field calculation. With regard again to 
the calculation of a full combustor geometry, it is anticipated that the use of an isolated 
full three dimensional calculation of the fuel injector would provide much improved 
boundary conditions over the prescription of velocities and turbulence parameters at the 
swirler exit plane, based on mass flow splits and swirler vane geometry, which is cur-
rently used as standard. 
6.2 Recommendations for Further Work 
The full three dimensional calculation through the swirler geometry should be ad-
dressed further, with a calculation using the RST turbulence model being the first obvi-
ous addition. The effect of the downstream boundary on this calculation could also be 
investigated by extending the grid to the outlet plane of the modified geometry. 
Many problems were encountered with the use of a single block structured grid for the 
complex geometry through the swirler passages. The use of alternatives, such as multi-
block structured, or unstructured grids should therefore be investigated. This would be 
particularly useful to save time during the gridding stage, and to provide a recommen-
dation of the most suitable type of grid for this geometry. Nevertheless, the use of the 
full three dimensional calculation in isolation would mean that a structured grid could 
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still be used for the model of the combustor. In addition, the best method of taking the 
predicted profiles at the swirler exit plane from a full three dimensional calculation and 
pasting these onto a combustor calculation should be investigated. 
The unsteady features of the flow field should also be investigated further, both exper-
imentally and computationally. Experimentally, this could encompass a more detailed 
investigation of the flow around the centre line using the LDA system and hot wires. If 
disturbances to the flow field upstream of the swirler could be engineered, then cross 
correlation measurements could also be performed to investigate the effects of these 
disturbances downstream. Alternatively, a different laser-based system, such as PIV, 
could be used to assess the movement of individual eddies in the flow. Computationally, 
the best method of assessing instabilities would be to move to a more complex turbu-
lence model, such as LES (large eddy simulation). This method is capable of defining 
the larger eddies in the flow directly, with a turbulence model only being used for small-
er eddies which fall below the size of the grid cells. Obviously such a simulation would 
require validation by one of the above experimental methods. 
267 
References 
268 
References 
Ahmed, N. A, Forster, C. P. and Elder, R. L. (1991a). 'Laser anemometry in turboma-
chines', Proceedings of the Institution of Mechanical Engineers, Vol. 205. 
Ahmed, S. A, Rose, A. and Nejad, A S. (1991b). 'Mixing studies ofa can type combustor 
with inlet swirl for CFD validation', Wright-Patterson Report. 
Ahmed, S. A and Nejad, A S. (1992). 'Swirl effects on confined flows in axisymmetric 
geometries', Journal of Propulsion and Power, Vol. 8, No. 2, pp339-345. 
AI Kabie, H. S. and Andrews, G. E. (1991). 'The aerodynamics of radial swirlers in lean gas 
turbine primary zones' , IMechE Paper C430/070. 
Bailey, D. W. (1997). 'The aerodynamic performance of an annular S-shaped duct', PhD 
Thesis, Loughborough University. 
Beer, J. M. and Chigier, N. A (1972). 'Combustion Aerodynamics', Applied Science Pub-
lishers Ltd. 
Beitagui, S. A. and Maccallum, N. R. L. (1976). Journal of the Institute of Fuel, Vol. 49. 
Boussinesq, J. (1877). 'Theorie del'acoulement tourbillant', Mem. Pre. Par. Div. Sav., 23, 
Paris. 
Bradshaw, P. (1971). 'An introduction to turbulence and its measurement', Pergamon Press. 
Britchford, K. M., Carrotte, J. F., Stevens, S. J. and McGuirk, J. J. (1994). 'The develop-
menmt of the mean flow and turbulence structure in an annular S-shaped duct', ASME Paper 
94-GT-457. 
Brocklehurst, H. T. (1994). 'Fuel injector definition for the phase five combustor', Rolls-
Royce Internal Report, number CRR90209. 
Bryer, D. W. and Pankhurst, R. C. (1971). 'Pressure probe methods for determining wind 
speed and flow direction', HMSO. 
Carrotte, J. F. (1990). 'The mixing characteristics of dilution jets issuing into a confined 
cross-flow', PhD Thesis, Loughborough University. 
Carrotte, J. F. and Britchford, K. M. (1994). 'The effect of laser beam orientation on the 
accuracy of 3D LDA measurements within an annular test facility', Proceedings of the 7th 
269 
References 
International Symposium on Applications of Laser Techniques to Fluid Mechanics, Lisbon, 
Portugal, ppI7.3.1-17.3.8. 
Carrotte, J. F. (1999). Personal conununication. 
Chen, C.-J. and Jaw, S.-Y. (1998). 'Fundamentals of turbulence modeling', Taylor and 
Francis, London. 
Chigier, N.A. and Chervinsky, A. (1967). 'Experimental investigation of swirling vortex 
motion injets', Journal of Applied Mechanics, Vol. 34, pp443-451. 
Chin, J. S., Rizk, N. K. and Razdan, M. K. (1999). 'Study on hybrid airblast atomization', 
Journal of Propulsion and Power, Vol. 15, No. 2, pp241-247. 
Chou, P. Y. (1945). 'On velocity correlations and solutions of equations of turbulent fluctu-
ations', Quartely of Applied Mathematics, Vol. 3, p.38. 
Cline, M. C., Deur, J. M., Micklow, G. J., Harper, M. R. and Kundu, K. P. (1993). 'Compu-
tation of the flow field in an annular gas turbine combustor', AIAA Paper 93-2074. 
Craft, T. J. and Launder, B. E. (1991). 'Computation of impinging flows using second 
moment closure', Proceedings of the 8th Symposium in Turbulent Shear Flows, Munich, 
Germany, pp8.5.1-8.5.6 
Crocker, D.S., Fuller, E. J. and Smith, C.E. (1997). 'Fuel nozzle aerodynamic design using 
CFD analysis', Journal of Engineering for Gas Turbines and Power, Vol. 119, No. 3, pp527-
534. 
Crocker, D. S., Nickolaus, D. and Smith, C. E. (1999). 'CFD modelling of a gas turbine 
combustor from compressor exit to turbine inlet', Journal of Engineering for Gas Turbines 
and Power, Vol. 121, pp89-95. 
Daly, B. J. and Harlow, F. H. (1970). 'Transport equations ofturbulence', Physics of Fluids, 
Vol. 13, p.2634. 
Dantec Electronik (1996). 'BSA installation and user's guide'. 
Dantec Electronik (1991). 'BURSTware user's guide'. 
Davidov, B. 1. (1961). 'On the statistical dynamcis of an incompressible turbulent fluid', 
Dok!. Akad. Nauk. USSR, Vol. 136, pp47-50. 
270 
I ! 
References 
de Vahl Davis, G. and Mallinson, G. D. (1972). 'False diffusion in numerical fluid mechan-
ics', University of New South Wales, School of Mechanical and Industrial Engineering 
Report 1972IFMT/I. 
Denrnan, P. A. (1997). Personal Communication. 
Dong, M. and Lilley, D. G. (1994). 'Inlet velocity profile effects on turbulent swirling flow 
predictions', Journal of Propulsion and Power, Vol. 10, No. 2, ppI55-160. 
Durst, Melling and Whitelaw (1995). 'Principles and practice oflaser doppler anemometry', 
Academic Press. 
Eccles, N. C. (2000). 'Structured grid generation for gas turbine combustion systems', 
Loughborough University Thesis. 
Edwards, R. V. (1987). 'Report of the special panel on statistical particle bias problems in 
laser anemometry', Journal of Fluids Engineering, Vol. 109, pp89-93. 
Eroglu, H. and Chigier, N. (1992). 'Influence of a shroud on swirler flow fields', Journal of 
Engineering for Gas Turbines and Power, Vol. 114, pp768-775. 
Ferziger, J. H. and Peric, M. (2001). 'Computational methods for fluid dynamics', Springer, 
New York, 3rd Edition. 
Fujii, S., Eguchi, K. and Gomi, M. (1981). 'Swirling jets with and without combustion', 
AIAAjournal, Vol. 19, No. 11, ppI438-1442. 
Fuller, E. J. and Smith, C. E. (1993). 'Integrated CFD modelling of gas turbine combustors', 
AIAA Paper 93-2196. 
Gibson, M. M. and Launder, B. E. (1978). 'Ground effects on pressure fluctuations in the 
atmospheric boundary layer', Journal of Fluid Mechanics, Vol. 86, pp491-511. 
Giel, T. and Bamett, D. (1979). 'Analytical and experimental study of statistical bias in laser 
velocimetry', Laser Velocimetry and Particle Sizing, Hemisphere Publishing Corporation, 
Washington, pp86-99. 
Gouldin, F. C., Depsky, J. S. and Lee, S-1. (1985). 'Velocity field characteristics of a swirl-
ing flow combustor', AIAA Journal, Vol. 23, No. I, pp95-102. 
271 
References 
Griffiths, J. P. (2000). 'Measurements of the flow field in a modern gas turbine combustor', 
PhD Thesis, Loughborough University. 
Gupta, A K., Lilley, D. G. and Syred, N. (1984). 'Swirl Flows', Abacus Press. 
Habib, M. A. and Whitelaw, J. H. (1980). 'Velocity characteristics of confined coaxial jets 
with and without swirl', Journal of Fluids Engineering, Vol. 102, pp47-53. 
Hall, M. G. (1966). 'The structure of concentrated vortex cores', Progress in Aeronautical 
Science, Vol. 7, pp53-110. 
Halpin, J. 1. (1993). 'Swirl generation and recirculation using radial swirl vanes', ASME 
Paper 93-GT-169. 
Hanjalic, K. (1994). 'Advanced turbulence closure models: a view of current status and 
future prospects', International Journal of Heat and Fluid Flow, Vol. 15, ppI78-203. 
Harlow, F. H. and Nakayama, P.!' (1968). 'Transport of turbulence energy decay rate', Los 
Alamos Secience Laboratory, University of California, Report LA3854. 
Hicks, R. A., Whiteman, M. and Wilson, C.W. (1998). 'The effect of the fuel injector inter-
nal geometry upon the primary zone aerodynamics', ASME Paper 98-GT -232. 
Hogg, S. and Leschziner, M. A. (1989). 'Computation of highly swirling confined flow with 
a Reynolds stress turbulence closure', AIAA Journal, Vol. 27, No. 1. 
Hughes, N. J. (1997). 'Coupled CFD for swirler flows: Interim report', Department of Aer-
onautical and Automotive Engineering, Loughbrough University Report No. TT97R03. 
Hughes, N. J., Denman, P. A, Manners, A. P. and McGuirk, J. J. (1997). 'Rolls-Royce UTC 
Annual Review 1997', Department of Aeronautical and Automotive Engineering Report, 
Loughborough University, pp16-23. 
Hughes, N. J., Denman, P. A. and McGuirk, J. J. (1998). 'Rolls-Royce UTC Annual Review 
1998', Department of Aeronautical and Automotive Engineering Report, Loughborough 
University, pp7-16. 
Hughes, N. J. and Carrotte, J. F. (2001). 'Phase 5 Vu\can flow field mapping addendum', 
Department of Aeronautical and Automotive Engineering, Loughbrough University Report 
No. TTOIR01. 
272 
References 
Hughes, N. J. (2003). 'Computational and experimental study of a multi-stream swirler: 
appendices' , Loughborough University Report TT2301. 
Imao, S., Itoh, M. and Harada, T. (1996). 'Turbulent characteristics of the flow in an axially 
rotating pipe', International Journal of Heat and Fluid Flow, Vo!. 17, pp444-451. 
Jones, W. P. (1971). 'Larninarisation in strongly accelerated boundary layers', Ph. D. The-
sis, Univeristy of London. 
Jones, W. P. and Pascau, A. (1989). 'Calculation of confined swirling flows with a second 
moment closure', ASME Journal of Fluids Engineering, Vo!. Ill, pp248-255. 
Kihm, K. D., Chigier, N. and Sun, F. (1989). 'Laser Doppler Velocimetry investigation of 
swirler flowfields', Journal of Propulsion, Vo!. 6, No. 4, pp364-374. 
Koutmos, P. (1989). 'An isothennal study of gas turbine flow', PhD Thesis, University of 
London. 
Kreyszig, E. (1988). 'Advanced engineering mathematics', J. Wiley & Sons, New York. 
Launder, B. E. and Spalding, D. B. (1974). 'The numerical computation of turbulent flows', 
Computational Methods in Appled Mechanical Engineering, Vo!. 3, pp269-289. 
Launder, B. E., Reece, G. J. and Rodi, W. (1975). 'Progress in the development ofa Rey-
nolds stress turbulence closure', Journal of Fluid Mechanics, Vo!. 68, Pt. 3, pp537-566. 
Lefebvre, A. H. (1983). 'Gas turbine combustion', Hemisphere Publishing Co., Washington 
D.C. 
Lefebvre, A. H. (1995). 'The role of fuel preparation in low-emission combustion', Journal 
of Engineering for Gas Turbines and Power, Vo!. 117, pp617-654. 
Lehmann, B., Hassa, C. and Helbig, J. (1996). 'Three component laser doppler measure-
ments of the confined model flow behind a swirl nozzle', Eigth International Symposium on 
Applications of Laser Techniques to Fluid Mechanics, Lisbon, Portugal, Vo!. U, Session 26. 
Leibovich, S. (1984). 'Vortex stability and breakdown: survey and extension', AIM Jour-
nal Vo!. 22, No. 9, ppll92-1206. 
273 
References 
Leonard, B. P. (1979). 'A stable and accurate convective modelling procedure based on 
quadratic upstream interpolation', Computer Methods in Applied Mechanics and Engineer-
ing, Vol. 19, pp59-98. 
Lien, F. S. & Leschziner, M. A. (1996). 'Second-moment closure for three-dimensional tur-
bulent flow around and within complex geometries', Computers and Fluids, VoJ. 25, No. 3, 
pp237-262. 
Lilley, D. G. (1999). 'Annular vane swirler performance', Journal of Propulsion and Pwer, 
VoJ. 15, No. 2, pp248-252. 
Lin, C. A. and Lu, C. M. (1994). 'Modelling three dimensional gas turbine combustor model 
flows using second moment closure', AIAA Journal, Vol. 32, No. 7, pp1416-1422. 
Little, A. R., Denman, P. A. and Manners, A. P. (1997). 'Prediction and measurement of the 
total pressure loss in an engine representative diffuser system', Journal of Turbomachinery, 
VoJ. 119, pp390-396. 
Manners, A. P. (1988). 'The calculation of the flows in gas turbine combustion systems', 
PhD Thesis, University of London. 
Mansour, N. N., Kim, J & Moin, P. (1988). 'Reynolds-stress and dissipation rate budgets in 
a turbulent channel flow', Journal of Fluid Mechanics, 194, pp15-44. 
Mason, J. K. (1997). 'CFD model of a parker Hannifin airspray fuel injector', Rolls- Royce 
Internal Report No. DNS44083. 
McLauglin, D. K. and Tiederman, W. G. (1973). 'Biasing correction for individual realiza-
tion of laser anemometer measurements in turbulent flows', Physics of Fluids, VoJ. 16, 
pp2082-2088. 
Micklow, G.J. and Nguyen, H.L. (1989). 'The design and performance of dome swirlers for 
gas turbine airblast atomizers', Paper 89-88, 1989 Fall meeting Western State section, The 
Combustion Institute. 
Micklow, G.J., Roychoudhury, S., and Nguyen, H.L. (1991). 'Effect of nozzle lip geometry 
on spray atomization and emissions of advanced gas turbine combustors', AlAA Paper 91-
2201. 
274 
References 
Micklow, G. J., Shivaraman, K. and Nguyen, H. L. (1993). 'Three dimensional performance 
prediction of advanced swirl vanes for gas turbine airblast atomizers', ASME Paper 93-GT-
171. 
Micklow, G. J. and Benjamin, M. (1996). 'Three dimensional analysis of advance swirl 
vane/nozzle assemblies', ASME Paper 96-GT-226. 
Monin, A. S. and Yaglom, A. M. (1975). 'Statistical fluid mechancis', MIT Press, Cam-
bridge,MA. 
Morton, B. R. (1966). 'Geophysical vortices', Progress in Aeronautical Sciences, Vo!. 7, 
p145. 
Nanste, E. R. and Lefebvre, A. H. (1972). 'Effect of fuel injector method on gas turbine 
combustion', Emissions from Continuous Combustion Systems, W.Correlius and E.G. 
Agnew, Ed Plenum Press, pp 255-278. 
Naot, D., Shavit, A. and Wolfshtein, M. (1973). 'Two point correlation model and the redis-
tribution ofReynolds stress', Physics of Fluids, Vo!. 16, p.273. 
Nejad, A. S., Vanka, S. P., Favaloro, S. C., Samimy, M. and Langenfeld, C. A. (1989). 
'Application oflaser velocimetry for characterization of confined swirling flow', Joumal of 
Engineering for Gas Turbines and Power, Vo!. 111, pp36-45. 
Nikjooy, M., Mongia, H. C., Samuelsen, G. S. and McDonnel, V. G. (1989). 'A numerical 
and experimental study of confined swirling jets', AIAA Paper 89-2898. 
Nikjooy, M. and Mongia, H. C. (1991). 'A second order modelling study of confined swirl-
ing flow', International Journal of Heat and Fluid Flow, Vo!. 12, No. 1, pp12-19. 
Patankar, S. V. (1980). 'Numerical heat transfer and fluid flow', Hemisphere Publishing 
Corporation. 
Patankar, S. V. and Spalding, D. B. (1972). 'A calculation procedure for heat, mass and 
momentum transfer in three-dimensional parabolic flows', International Journal for Heat and 
Mass Transfer, Vo!. 15, ppI787-1806. 
Poireault, B., Most, J-M. and Imach, J. (1996). 'Aerodynamic flow characterisation of a 
swirl burner', Proceedings of the 8th International Symposium on Applications of Laser 
Techniques to Fluid Mechanics, Lisbon, Portugal, Vo!. 1, Session 10. 
275 
References 
Press, W. H., Teukolsky, S. A., Vetterling, W. T. and Flannery, B. P. (1992). 'Numerical 
Recipies in FORTRAN', Cambridge University Press. 
Priddin, C. H. and Coupland, J. (1988). 'Impact of numerical methods on gas turbine com-
bustor design and development', Combustion Science and Technology, Vol. 58, pp 119-133. 
Priddin, C. H. (1996). Private communication, Rolls-Royce, Derby. 
Ramos, J.1. (1984). 'Turbulent non-reacting swirling flows', AIAA Journal, Vol. 22, No. 6, 
pp846-848. 
Ramos, J. I. and Somer, H. T. (1985). 'Swirling flow in a research combustor', AIAA Jour-
nal, Vol. 23, No. 2, pp241-248. 
Reynolds, O. (1895). Philosophical Transcripts of the Royal Society, Vol. 186, p123. 
Rhie, C. M. and Chow, W. 1. (1982). 'A numerical study of the turbulent flow past an iso-
lated airfoil', AIAA Journal, Vol. 21, No. 11, ppI525-1532. 
Rhode, D. 1., Lilley, D. G. and McLaughlin, D. K. (1982). 'On the prediction of swirling 
flowfields found in axisymrnetric combustor geometries', Journal of Fluids Engineering, 
Vol. 104, pp378-384. 
Rhode, D. 1., Lilley, D. G. and McLaughlin, D. K. (1983). 'Mean flowfields in axisymrnet-
ric combustor geometries with swirl', AlAA Journal, Vol. 21, No. 4, pp593-600. 
Rodi, W. (1972). 'The prediction of free turbulent boundary layers by use of a two-equation 
turbulence model', Ph. D. Thesis, University of London. 
Rolls-Royce (1986). 'The jet engine', Rolls-Royce Ltd., Derby, England. 
Rose, A. (1993). 'Collaborative research on combustion diagnostics and modelling between 
Rolls-Royce Inc. and the United States Air Force Wright Laboratory', Wright Laboratory 
Report WL-TR-93-2061. 
Rotta, J. C. (1951). 'Statistiche theorie nichtomongener turbulenz', Z. Phys., Vol. 129, 
p.547. 
Samimy, M. and Langenfeld, C. A. (1988). 'Experimental study of isothermal swirling 
flows in a dump combustor', AIAA Journal, Vol. 26, No. 12, ppI442-1449. 
276 
References 
Shir, C. C. (1973). 'A preliminary numerical study of atmospheric turbulent flows in the 
idealised planetary boundary layer', Journal of Atmospheric Science, Vol. 30, p.1327. 
Sislian, J. P. and Cusworth, R. A. (1986). 'Measurements of mean velocity and turbulent 
intensities in a free isothermal swirling jet', AlAA Journal, Vol. 24, No. 2, pp303-309. 
Sitaram, N., Lakshminarayana, B. & Ravindranath, A. (1981). 'Conventional probes for the 
relative flow measurement in a turbomachinery rotor blade passage', Journal of Engineering 
and Power, Vol. 103, pp406-414. 
So, R. M., Ahmed, S. A. and Mongia, H. C. (1984). 'An experimental investigation of gas 
jets in confined swirling air flow', NASA CR-3832. 
Spalart, P. R. (1986). 'Numerical study of sink-flow boundary layers', Journal of Fluid 
Mechanics, 172, pp307-328. 
Spalding, D. B. (1972). 'A novel finite difference formulation for differential expressions 
involving both first and second derivatives', International Journal of Numerical Methods in 
Engineering, Vol. 4, pp551-559. 
Syred, N., Q'Doherty, T. and Froud, D. (1994). 'The interaction of the precessing vortex 
core and the reverse flow zone in the exhaust of a swirl burner', Proceedings of the Institute 
of Mechanical Engineers, Vol. 208, pp27-36. 
Tamigniaux, T. 1. B. & Oates, G. C. (1986). 'Effect of a nearby solid surface on a five-hole 
pressure probe', AlAA Journal, Vol. 24, No. 2, pp335-337. 
Tennekes, H. and Lumley, J. 1. (1972). 'A first course in turbulence', MIT Press, Cam-
bridge, MA. 
Thompson, J. F., Warsi, Z. U. A. and Mastin, C. W. (1985). 'Numerical grid generation: 
foundations and applications', New York. 
Vu, B. T. and Gouldin, F. C. (1982). 'Flow measurements in a model swirl combustor', 
AlAA Journal, Vol. 20, pp642-651. 
Wessman, M., Klingman, J. and Noren, B. (1994). 'Experimental studies of confined turbu-
lent swirling flows', Proceedings of the 7th International Symposium on Applications of 
Laser Techniques to Fluid Mechanics, Lisbon, Portugal, Vol. 1, Session 19. 
277 
References 
Whiteman, M., Gray, C., Seoud, R. E. and Wilson, C. W. (1997). 'Modelling of the internal 
aerodynamic flow field of a variable geometry fuel air blast injector', XIII ILASS-Europe. 
Wilcox, D. C. (1993). 'Turbulence modelling for CFD', DCW Industries Inc. 
Wilbelmi, 1. (1984). 'Axisymmetric swirl stabilised combustion', PhD Thesis, University of 
London. 
Wray, A. P. (1986). 'The analysis of 5-hole probe test data using generalised computer soft-
ware', Loughborough University Report TT86R06. 
Yoon, H. K. and Lilley, D. G. (1984). 'Further time-mean measurements in confined swirl-
ing flows', AIAAJournal, Vol. 22, No. 4, pp514-515. 
Younis, B. A. (1984). 'On modelling the effects of streamline curvature on turbulent shear 
flows', PhD Thesis, University of London. 
Yowakim, F. M. and Kind, R. J. (1988). 'Mean flow and turbulence measurements of swirl-
ing annular flows', Journal of Fluids Engineering, Vol. 110, pp257-263 .. 
278 


