In this paper we present a new approach for modelling multiple object scenes using images 
Introduction
Single 3-D object reconstruction from several images has recently attracted considerable research interest [1, 2, 3, 4, 5] . Real scenes are often more complex and involve several objects occluding each other. The methodology described in this paper aims to robustly model such scenes.
Shapes of 3-D objects can be estimated from images using: stereo, silhouettes, shape-from-shading, etc. Space carving is a form of multi-view stereo which assigns voxels to a 3-D object or carves them away from its volume according to their photoconsistency [6, 7] . Affine-invariant image patches have been used for the partial recovery of single 3-D objects using multi-view constraints [8] . The volumetric graph-cut method uses the visual hull of the scene to infer occlusions and as a constraint on the scene topology [9] . Surface refinement for mesh models initialised from volumetric reconstruction has been performed in [3] . Implicit RBFs have been shown to represent well surfaces of 3-D objects in [2] . Single object reconstruction from silhouettes has been addressed by recovering surface points based on the principle of duality with the tangent plane and object space [4] . A comparison study of multi-view stereo reconstruction algorithms providing ground truth error evaluation, was performed in [5] .
Most of the above methods require some initial shape estimate, which is easy to provide for single objects but cannot be relied upon for multi-object scenes. In the proposed approach we consider the voxel model provided by space carving as the initialisation for estimating an implicit surface model implemented by RBFs [10] . Surface modelling using RBFs is described in Section 2. The voxel representation provided by space carving is inaccurate resulting in floating voxels and inconsistencies. Two different methods of enforcing consistency with the images are considered: A method based on image disparities is described in Section 3, while silhouette based correction is addressed in Section 4. Experimental results are provided in Section 5 and finally the conclusions of this study are drawn in Section 6.
Modelling scenes with implicit RBFs
Let us assume that we have a set of n images {I k |k = 1, . . . , n} of a scene, acquired from various viewpoints by calibrated cameras whose projection matrices {P k |k = 1, . . . , n} are known. The aim is to reconstruct both 3-D shape and surface colour (texture) information for multiple objects in the scene.
Space carving creates a voxel representation using the photoconsistency between each voxel and its corresponding projections in the images [1, 6] . For multiobject scenes the resulting voxel representation is invariably noisy and incomplete due to occlusion and uncertain lighting conditions. Despite this the method is good for initialising the implicit surface model as it requires no a priori knowledge about the scene.
Radial basis functions (RBFs) are known for their data fitting, interpolation and generalisation properties and have been used for modelling surfaces by Dinh et. al. [2] . The RBFs also have much lower memory requirements than a voxel array.
The surface of the 3-D scene is modelled as the zero level set of a function f (x):
where φ(·) is the radially symmetric basis function depending on the Euclidean distance x − c i from the location where f is evaluated, x, and the RBF's centre, c i . The term ω is a constant, and m is the number of basis functions. The function f (x) is defined as positive inside the 3-D volume and negative outside. The surface in 3-D thus consists of the set of points x for which f (x) = 0. The multiorder basis function, which fulfils the smoothness constraints in first, second and third order Laplacian [2] , is used in our model:
where
and δ and τ are the parameters controlling the smoothness of the surface in the first three derivatives.
As f is the result of summing all basis functions, the weights can be solved by a linear system of equations, using locations where the output of f (x) is 'known' -in this case places where we want it to be zero. In addition to these surface constraints we have a small number of external and internal constraints for which f (c) > 0 and f (c) < 0, respectively. These extra constraints prevent the trivial solution that f (x) = 0 for all x.
In this work the surface constraints come from the coordinates of the voxels in the space carved model. Similar to [2] we use the Poisson random sphere sampling scheme which randomly fills the space of the model with a set of non-overlapping spheres of a fixed radius. We consider a sphere to be valid only when it contains a set of connected voxels, which removes some outliers. The centre c i is calculated as the mean of the voxels within each sphere.
Updating RBF centres using image data
The RBFs smooth much of the noise contained in the voxel model. However, larger errors remain. In this section we show how to update the RBF centres in order to correct the surface using the input images. Let us consider p to be the local planar approximation of the RBF surface at a given centre, c i (x T p = 0 for all x which lie on p). This is a reasonable approximation as long as the size of the surface region considered is kept small. Two images of this region, I k and I l (with projection matrices P k , P l ) are then related by y k = H kl y l , where
T represent pixel locations in I k and I l in homogenous coordinates. The homography H kl is related to p as follows :
where matrix A and vectors a and v are given by:
By calculating a value for H kl from the images it is possible to obtain the plane tangent to the true surface. Then RBF centre c i can be moved to lie on this plane. The calculation of H kl is addressed in the following.
Given the projection of a 3-D point in image k, the projection of the same point in image l is constrained to lie on a line known as the epipolar line. Epipolar lines depend on the viewing geometry only and not on the shape of the scene, so it is possible to rectify the images so that the epipolar lines are all horizontal [10] .
Let R l and R k be the rectifying 3 × 3 transformation matrices. The rectified images of the patch are now related by R k y k = H kl R l y l . After the rectification, as the epipoles are horizontal, H kl is guaranteed to map each v (vertical) coordinate of y l to the same value in the second image. Consequently, it has only three degrees of freedom: s, σ and t, which correspond to scaling, skew and translation, respectively (all in the horizontal direction). When considering a single row of pixels, the skew and translation produce a single horizontal offset since the whole row has the same v coordinate. Scale and offset values are calculated for each row by finding the maximum normalised cross-correlation score. As the scale should be the same for all rows, s is taken to be the median of the values found, with values too far outside the median discarded as outliers. Using the offsets from all rows and s, parameters σ and t are calculated by linear regression.
From H kl , H kl is calculated as H kl = R −1 k H kl R l . The planep may now be calculated from equations (4)- (6) . As the planar approximation is only valid locally, the centre is moved to the point on the plane with the same projection in the first image.
In theory any two images which contain the projection of c i could be used. For the most reliable match, however, the viewing angle should be as close as possible to the surface normal at c i . Further instability may result if the cameras are too close together so a minimum angle between viewing rays is enforced [10] . For normalised cross correlation to be reliable there must be a minimum amount of detail present, so the variance in pixel values across the image regions must be greater than a threshold. Finally, the view of the local surface may be occluded in one or more images, thus the initial RBF surface is used to detect occlusions. 
Incorporating silhouette constraints
In this section we show how we can employ the information provided by objects silhouettes when the background is segmented. The visual hull, denoted by H, is an outer bound of the observed shape and is calculated as the intersection of the backprojected silhouettes corresponding to the given set of images. We use H in order to improve the consistency between the RBF surface and the silhouettes extracted from the images. This is implemented by moving any centres which project outside the silhouettes to the closest point on the visual hull,ĉ i = argmin x∈H ĉ i − x . This produces contours which match those of the objects from the images while preserving the rest of the model. Due to the nature of RBF interpolation, "bridges" can appear in scenes with multiple objects, whereby regions from two nearby objects are joined together. Some bridges can be detected by rendering the RBF surface and comparing the resulting images with the original silhouettes. These errors are eliminated by placing extra basis functions as exterior constraints in the region. The precise location of these RBFs is not critical as the surface will subsequently follow the surface constraints.
Experimental results
The proposed methodology enforces consistency in both the image texture information and in the shape information provided by silhouettes. Two sets of real images of multi-object scenes are used to test this approach. The first dataset comprises n = 12 images of a scene containing 5 main objects which exhibit various shapes and surface properties, including text and shiny areas of constant colour (see Fig. 1(a) ). The second image set consists of n = 16 images of a scene with 4 main objects each with a variety of surface properties and shapes (see Fig. 1(f) ). This scene was scanned using a Cyberware 3030 laser rangefinder in order to provide ground truth data which is displayed in Fig. 1(j) . The light comes from a diversity of sources in the first image set, while a single illumination source was used in the second image set.
Voxel carving assumes the camera positions (extrinsic calibration) to be known. Targets printed on rectangular boards were placed around the outside of the first scene in order to provide the necessary information, whilst the ground truth was used for camera calibration in the second scene. Initial voxel models are created using the probabilistic space carving algorithm [1] . 1 The carved model for the first data set contains 773,660 voxels and is shown, after mapping the colour information, in Fig. 1(b) . 6000 radial basis functions are used to fit the implicit surface as shown in Fig. 1(c) . A total of 4898 basis functions met the criteria for updating, of these, a suitable match was obtained in 4074 cases ( Fig. 1(d) ). The same processing steps are applied for the second image set, the carved model contains 1,966,693 voxels ( Fig. 1(g) ), while 4850 basis functions have been used for the initial RBF representation ( Fig. 1(h) ). From these basis functions, 3225 meet the criteria for updating and 1684 have been updated (Fig. 1(i) ).
Improvements to the shape of the shoe and other objects are visible from Fig. 1(h) and Fig. 1(i) . The floating voxels produced by the space carving are clearly eliminated in the RBF representations. Smoothing parameters of δ = 25, τ = 0.01 are used in all cases. To provide normalisation the centres are scaled such that they fit in a 2 × 2 × 2 cube. For numerical evaluation, in the first image set we use the surface of the blue book and measure the deviation from planarity (in mm) in the recovered 3-D model. In the second dataset we compare the resulting 3-D surface with the ground truth provided by the laser scanner, shown in Fig. 1(j) . The laser measures the distance from the axis of rotation for a 360
• circular arc surrounding the scene, producing a cylindrical depth map. DE represents the RMS error in these values, measured in mm, compared to the model (weighted by the distance from the central axis) for all points in the depth map.
The colour of each point on the 3-D surface is obtained by averaging the pixel colours of all its corresponding projections in the original images. We evaluate the PSNR between colour projections of the 3-D model and the original images. The DE and PSNR values are provided in Table 1 .
Some objects (e.g. the kettle in the first scene) are not well modelled due to their lack of texture. In certain cases the RBFs interpolate across depressions in the surface such as the kettle handle. To counteract this we apply the silhouette correction method described in Section 4. The RBF centers which do not fit the silhouette are marked by '*' in Fig. 2(a) while Fig. 2(b) shows the updating vectors for the RBF centres involved. The improvement in the shape information, particularly the handle of the kettle is evident from these images. A total of 387 centres were moved.
Conclusion
This paper presents a new method for representing 3-D scenes with several objects from multiple images.
An implicit surface modelled using RBFs is initialised using the voxel representation provided by the space carving algorithm. The RBF framework solves certain problems related to the uncertainty in the voxel estimation. However, gross errors in the initialisation are propagated through to the RBF model. We consider a twostage method for updating the RBF centres by jointly improving the scene consistency with image textures and with the object contours. In the first stage we consider a set of planar surface patches in 3-D, each associated with an RBF centre. We propose an updating algorithm which uses correspondences between images of the patch along epipolar lines. Then we enforce consistency between the given RBF model and the silhouettes. RBF centres which lie outside the object silhouettes are projected onto the visual hull. The above approach is justified by the numerical evaluation as well as clear visual improvements.
