Ambient backscatter communication (AmBC) enables a passive backscatter device to transmit information to a reader using ambient RF signals, and has emerged as a promising solution to green Internet-of-Things (IoT). Conventional AmBC receivers are interested in recovering the information from the ambient backscatter device (A-BD) only. In this paper, we propose a cooperative AmBC (CABC) system in which the reader recovers information not only from the A-BD, but also from the RF source. We first establish the system model for the CABC system from spread spectrum and spectrum sharing perspectives. Then, for flat fading channels, we derive the optimal maximum-likelihood (ML) detector, suboptimal linear detectors as well as successive interference-cancellation (SIC) based detectors. For frequency-selective fading channels, the system model for the CABC system over ambient orthogonal frequency division multiplexing carriers is proposed, upon which a low-complexity optimal ML detector is derived. For both kinds of channels, the bit-error-rate expressions for the proposed detectors are derived in closed forms. Finally, extensive numerical results have shown that, when the A-BD signal and the RF-source signal have equal symbol period, the proposed SIC-based detectors can achieve near-ML detection performance for typical application scenarios, and when the A-BD symbol period is longer than the RF-source symbol period, the existence of backscattered signal in the CABC system can enhance the ML detection performance of the RF-source signal, thanks to the beneficial effect of the backscatter link when the A-BD transmits at a lower rate than the RF source.
transmitter [1] . On the other hand, compared to traditional backscatter communication systems, such as radio-frequency identification (RFID) systems [2] , [3] , AmBC does not require the reader to transmit a high power RF sinusoidal carrier to the backscatter device. Thus, AmBC is a promising solution to green Internet-of-Things (IoT) [4] , and has drawn significant interest from both academia and industry recently.
One of the key challenges in the receiver design for AmBC is to tackle the direct-link interference from the ambient RF source. In [5] , the direct-link interference is cancelled out by exploiting the repeating structure of the ambient orthogonal frequency division multiplexing (OFDM) signals. In [6] , two receive antennas are used at the reader to cancel out the effect of the RF-source signal by calculating the ratio of the amplitudes of the signals received at the two antennas. In [7] , a WiFi backscatter system is proposed in which the WiFi access point (AP) detects the received signal backscattered from the A-BD while simultaneously transmitting WiFi packages to a standard WiFi client. This design relies on the selfinterference cancellation technique developed for full-duplex communication.
There are other studies on AmBC addressing the problem of direct-link interference [8] [9] [10] [11] . A passive WiFi system is proposed in [8] which requires a dedicated device to transmit RF sinusoidal carrier at a frequency that lies outside the desired WiFi channel, such that the WiFi receiver can suppress the resulting out-of-band (direct-link) carrier interference. An intertechnology backscatter system is proposed in [9] , which transforms wireless transmissions from one technology (e.g., Bluetooth) to another (e.g., WiFi) in the air. The A-BD creates frequency shifts on a single side of the carrier by using complex impedance of its backscatter circuit, so as to suppress the direct-link interference. A frequency-shifted backscatter (FSbackscatter) system is proposed in [10] for on-body sensor applications, which suppresses the direct-link interference by shifting the backscattered signal to a clean band that does not overlap with the direct-link signal. Similarly, an FM backscatter system is proposed in [11] which uses ubiquitous FM signals as RF source and shifts the backscattered signal to another unoccupied FM channel to suppresses the direct-link interference. However, additional spectrum is needed for the above AmBC systems.
Existing studies focus on designing receivers to recover only the information from the A-BD, while treating the signal from the RF source as unwanted interference. In this paper, we propose a cooperative AmBC (CABC) system, for which a novel receiver, called cooperative receiver (C-RX), is designed to recover information from both the RF source and the A-BD. Two typical application examples are described as follows: a smartphone simultaneously recovers information either from both a home WiFi AP and a domestic sensor for smart-home applications, or from both a cellular base station and a wearable sensor for body-area-network applications. The cooperation in the CABC system also lies in the fact that the backscattering A-BD acts as a (passive) relay to assist the recovery of RF-source information at the C-RX. We are interested in the receiver design and performance analysis for such CABC system. The main contributions of this paper are summarized as follows.
1) First, we establish the system model for the CABC system with multiple receive antennas under flat fading channels. Since the received signal at the C-RX contains the direct-link signal from the ambient RF source and the backscatter-link signal from the A-BD, and the backscatter-link signal is the multiplication of the RFsource signal and the A-BD signal, both spread spectrum and spectrum sharing perspectives are incorporated into the system modeling. 2) Then, the optimal ML detector is proposed for the C-RX of CABC system. We also propose suboptimal linear detectors and successive interference-cancellation (SIC) based detectors, by exploiting the structural property of the system model. For SIC-based detectors, the C-RX first detects the RF-source signal, then subtracts its resultant direct-link interference from the received signal, and recovers the A-BD signal. Finally, based on the recovered A-BD signal, the C-RX re-estimates the RF-source signal. 3) We also investigate the receiver design for the CABC system over ambient OFDM carriers under frequencyselective fading channels. We choose the A-BD symbol period to be the same as the OFDM symbol period, and develop a low-complexity optimal ML detector for the C-RX. 4) We obtain the bit-error-rate (BER) expressions in closed forms for the proposed detectors, under both flat fading channels and frequency-selective fading channels. 5) Extensive numerical results have shown that when the A-BD signal and the RF-source signal have equal symbol period, the proposed SIC-based detector can achieve near-ML detection performance when the backscattered signal power is lower than the direct-link signal power. When the A-BD symbol period is longer than the RFsource symbol period, the existence of backscattered signal in the CABC system can significantly enhance the ML detection performance of the RF-source signal, compared to conventional single-input-multiple-output (SIMO) communication systems without an A-BD, thanks to the beneficial effect of the backscatter link when the A-BD transmits at a low rate than the ambient RF source. Also, for frequency-selective fading channels, the proposed detector is shown to be robust against the typically very small time delay between the arrival of direct-link signal and the backscatter-link signal at the C-RX. The rest of this paper is organized as follows. Section II establishes the system model for the CABC system under flat fading channels. Section III derives the optimal ML detector, linear detectors, and SIC-based detectors for CABC under flat fading channels. Section IV first establishes the system model for CABC system over ambient OFDM carriers under frequency-selective fading channels, then derives the lowcomplexity optimal ML detector. Section V analyzes the BER performance of CABC systems with various proposed detectors. Section VI provides numerical results which evaluate the performance of the proposed detectors. Finally, Section VII concludes this paper.
The main notations in this paper are listed as follows. The lowercase, boldface lowercase, and boldface uppercase letter t, t, and T denotes a scalar variable (or constant), vector, and matrix, respectively. |t| means the operation of taking the absolute value. t denotes the norm of vector t. CN (μ, σ 2 ) denotes the circularly symmetric complex Gaussian distribution with mean μ and variance σ 2 . E[t] denotes the statistical expectation of t. t * means the conjugate of t. T T and T H denotes the transpose and conjugate transpose of the matrix T, respectively. Re{·} and Im{·} denotes the real-part operation and the imaginary-part operation, respectively.
II. SYSTEM MODEL FOR CABC SYSTEM UNDER FLAT FADING CHANNELS
In this section, we first describe the proposed CABC system, then establish its system model under flat fading channels. Fig. 1 illustrates the system model of the proposed CABC system, which consists of a single-antenna RF source (e.g., TV tower and WiFi AP), a single-antenna A-BD, and a C-RX equipped with M (M ≥ 1) antennas. The A-BD transmits its modulated signals to the C-RX over the ambient RF carrier. The proposed CABC system is termed as a cooperative system, due to two facts: 1) the C-RX needs to recover the information from two users, i.e., both the RF source and the A-BD and 2) the backscattering A-BD acts as a (passive) relay to assist the detection of RF-source signal at the C-RX, which will be verified in the sequel of this paper.
A. System Description
The A-BD contains a single backscatter antenna, a backscatter transmitter (i.e., a switched load impedance), a microcontroller, a memory, a rechargeable battery replenished by an energy harvester, and a signal processor. The energy harvester collects energy from ambient signals and uses it to replenish the battery which provides power for all modules of the A-BD. To transmit information bits stored in the memory to the C-RX, the A-BD modulates its received ambient carrier by intentionally switching the load impedance to change the amplitude and/or phase of its backscattered signal, and the backscattered signal is received and finally decoded by the C-RX. Also, the A-BD antenna can be switched to the signal processor which is able to perform information decoding and 
B. Signal Model
In this section, we establish the signal model for the proposed CABC system under flat fading channels. The signal model under frequency-selective channels will be discussed in Section IV-A.
Let R s and R c be the symbol rates for the RF-source signal and A-BD signal, respectively. Without loss of generality, we assume R s = KR c with K being a positive integer, since the A-BD data rate is typically smaller than the source data rate [1] , [7] , [12] , [13] . That is to say, the A-BD symbol c(n) covers K RF-source symbols, denoted as s(n) = [s 0 (n), . . . , s K−1 (n)] T ∈ C K . Let A s and A c be the modulation alphabet sets of the RF source and the A-BD, respectively. We assume that the A-BD symbol period is smaller than the coherence time of fading channels, and the A-BD symbols synchronize with the RF-source symbols. Denote the RF-source's symbol period T s = 1/R s and the A-BD's symbol period T c = 1/R c .
Block fading channel models are assumed. As shown in Fig. 1 , for the interested block, denote v as the channel coefficient between the RF source and the A-BD, g m as the channel coefficient between the A-BD and the mth receive antenna, for m = 1, . . . , M, at the C-RX, and f m as the channel coefficient between the RF source and the mth receive antenna at the C-RX, respectively. We also denote
Denote the average transmit power at the RF source as P s . Let α be the reflection coefficient of the A-BD, which is typically a small (complex) number with absolute value less than 1, and c(t) be the baseband signal of the A-BD. The backscattered signal 1 out of the A-BD in baseband form is αv √ P s s(t)c(t). Based on such a model for the backscattered signal, the AmBC receivers are implemented in [1] , [6] , and [7] , and such model is also adopted in recent 1 From the antenna scatterer theorem, the EM field backscattered from the antenna of the A-BD consists of antenna-mode scattering component which relates to reradiation of closed-circuited antenna and depends on the chip impedance of the A-BD, and the structure-mode scattering one which relates to the scattering from an open-circuited antenna and is load-independent [2] . theoretical work on AmBC [13] [14] [15] . Such operation in the A-BD is termed "modulation in the air" in [5] .
In the nth A-BD symbol period, for n = 1, 2, . . ., the signal received at the mth antenna of the C-RX can be written as y m,k (n) = f m P s s k (n) + αvg m P s s k (n)c(n) + u m,k (n) (1) for m = 1, . . . , M, k = 0, . . . , K − 1, where u m,k (n) ∼ CN (0, σ 2 ). It is assumed that the noises u m,k (n)'s are independent of the signals s k (n)'s and c(n)'s.
Remark 1: Strictly speaking, the arrival of the backscatterlink signal from the A-BD [i.e., the second term in (1)] at the C-RX is typically delayed by a time τ (τ ≥ 0), compared to the arrival of the direct-link signal from the RF source [i.e., the first term in (1)]. However, such a delay is typically negligible in most application scenarios, because of the following facts: 1) the A-BD transmits information to nearby C-RX, and the typical A-BD-to-C-RX distance is less than 10 feet [1] , [12] and 2) the A-BD symbol period is typically much longer than the propagation delay of the A-BD-to-C-RX channel, since the low-cost and low-power A-BD supports only low-rate backscattering operation [7] . For instance, the propagation delay for a A-BD-to-C-RX distance of 3 m is 10 ns, and this is much shorter than 1 μs which corresponds to a A-BD symbol rate up to 1 Mb/s. Remark 2: For some extreme application scenarios in which the time delay τ is not negligible, the RF-source signal can be viewed to propagate through a frequency-selective fading channel with two paths equivalently (i.e., the direct-link path f m and the backscatter-link path αvg m with additional delay τ ). Therefore, the RF source can adopt OFDM modulation to combat the frequency-selective fading, and the C-RX can use the detector proposed in Section IV to eliminate the effect of the delay τ . We thus assume that the delay τ is zero in this section.
For convenience, we define the average receive SNRs of the direct link and the backscatter link as γ d
, ∀m, k. We also define the relative SNR between the backscatter link and the direct link
For notational simplicity, we assume that α = 1, P s = 1, β f = 1, and vary σ 2 according to γ d . Notice that this assumption does not affect the analyses and results in the reminder of this paper, since the effect of those constant parameters can be incorporated in the channel coefficients.
Denote
, where h 2 = αvg. Note h 1 and h 2 are the channel responses for the direct link and backscatter link, respectively.
The signal model in (1) can be rewritten as
From (2), it is seen that the signal backscattered by the A-BD is the multiplication of a low-rate A-BD signal c(n) and the high-rate RF source signal s k (n). Such operation can be viewed as "spreading over-the-air," and the corresponding spreading gain is K.
The objective of the C-RX is to recover both the RF-source signal s(n) and the A-BD signal c(n) from y k (n)'s, assuming that the composite channel H is known by the C-RX. Notice that both the direct-link channels h 1m 's and the composite channels h 2m 's can be estimated through using pilot signals 2 [7] , [16] .
Since the backscattered signal is transmitted at the same frequency as the direct-link signal, the CABC system in Fig. 1 can be considered as a spectrum sharing system [17] [18] [19] [20] [21] . The detection of s(n) and c(n) has to consider the mutual effect of the direct-link and the backscatter-link. Specifically, there are two main challenges for signal detection at the C-RX, which are listed as follows: 1) first, since the direct-link channels h 1 is typically much stronger than the backscatter-link channel h 2 , the signal-to-interference-noise ratio for the C-RX to detect the A-BD signal c(n) is very low, if the direct-link signal h 1 s k (n) is treated as interference and 2) while (3) looks like a multipleinput-multiple-output model, for each k, the two data streams s k (n) and c(n)s k (n) are mutually dependent, which makes the receiver design more challenging.
III. RECEIVER DESIGN FOR CABC UNDER FLAT FADING CHANNELS
In this section, we design the optimal ML detector, suboptimal linear detectors, and SIC-based detectors for the CABC system under flat fading channels.
A. ML Detector
The ML estimate x ml (n)
[ s 0 (n), . . . , s K−1 (n), c(n)] T is given by [22] x ml (n) = arg min
The number of search in the above ML detector is |A c ||A s | K , which grows exponentially as the modulation size |A s | increases, resulting into extremely high complexity.
Fortunately, the complexity of ML detection can be reduced significantly by making use of the structure of the received signals. Since the A-BD signal c(n) keeps constant for s k (n), k = 0, . . . , K −1, we can obtain the ML estimate of s k (n) conditioned on each c(n) candidate, denoted as s k (n)| c(n) . Based on all the conditional estimates s k (n)| c(n) 's, we can obtain the ML estimate of c(n), denoted as c(n). Finally, the conditional estimate s k (n) = s k (n)| c(n) corresponding to c(n) is the ML estimate of s k (n). The details of the low-complexity ML detector are described as follows.
1) Estimating s(n) for a Given c(n): For a given c(n) candidate, the signal received by the mth antenna in the kth symbol period can be rewritten from (2) as
where the equivalent channel h| c(n) h 1 +h 2 c(n). By applying maximum-ratio-combining (MRC) to the signal vector y k (n), s k (n) can be estimated as follows:
for k = 0, . . . , K − 1.
2) Estimating the Optimal c(n) and s(n): The optimal A-BD signal can be further estimated as follows:
Finally, the optimal s k (n) becomes:
The number of search in the above two-step ML detector is K|A c ||A s |, which is lower than that of the original ML detector in (4) . Notice that the number of search for the twostep ML detector is still large, for the case of large ratio K and high order modulation at the RF source and/or the A-BD. This motivates us to derive suboptimal detectors with much lower complexity in the next two sections.
B. Linear Detectors
For notational convenience, we denote the block-diagonal channel matrix H = diag{H, . . . , H} ∈ C MK×2K , the transmit signal vector x(n) = [x 0 (n); . . . ; x K−1 (n)] ∈ C 2K×1 , the noise vector u(n) = [u 0 (n); . . . ; u K−1 (n)] T ∈ C MK×1 , and the received signal vector y(n) = [y 0 (n); . . . ; y K−1 (n)] ∈ C MK×1 . Thus, the received signals can be rewritten as follows:
For linear detectors, the C-RX applies a block-diagonal decoding matrix T = diag{T 0 ; . . . , T K−1 } ∈ C 2K×MK with each matrix T k ∈ C 2×M , to extract the signals from both the RF source and the A-BD, i.e.,
x(n) = T y(n).
For MRC, zero-forcing (ZF), and minimum mean-square-error (MMSE) detectors, each matrix T k in the decoding matrix T, for k = 0, . . . , K − 1, is given as follows [23] , respectively:
After the linear detection, the RF-source and A-BD symbols are recovered as follows:
C. SIC-Based Detectors
Since the backscatter-link channel suffers from double fading, the direct-link channel h 1 is typically stronger than the backscatter-link channel h 2 . As a result, from (2), the C-RX first obtains the estimate of the RF-source signals s k (n) using (9) and (11); then subtracts the direct-link interference from the RF source, and detects the A-BD signal c(n); finally, it obtains a refined estimate of s k (n) by exploiting the recovered A-BD signal. The details of the second and third steps of the SIC-based detector are described as follows.
1) Second
Step for Estimating c(n): After obtaining s k (n) from (11), we subtract the direct-link interference h 1 s k (n) from the received signal y k (n), yielding the following intermediate signal:
Then, the C-RX applies the MRC detector
The A-BD signal c(n) is finally recovered as follows:
2) Third
Step for Re-Estimating s(n): From (2), the received signal can be rewritten as
where h| c(n) = h 1 + h 2 c(n). Once we have c(n), we can construct w(n) = h 1 +h 2 c(n), and re-estimate s k (n) as follows:
When MRC, ZF, and MMSE estimator are used in the first step for estimating s k (n), the detector is referred to MRC-SIC detector, ZF-SIC detector, and MMSE-SIC detector, respectively.
IV. CABC UNDER FREQUENCY-SELECTIVE FADING CHANNELS
In this section, we study the CABC system under frequencyselective fading channels. OFDM signals are considered as the ambient RF signals as OFDM has been widely adopted in wireless standards, such as WiFi, DVB, and LTE [23] .
A. Signal Model
Let N be the number of subcarriers of the OFDM modulation, and s(n) = [s 0 (n), . . . , s N−1 (n)] T ∈ C N the nth OFDM symbol of the RF source. After inverse discrete Fourier transform operation at the RF source, a cyclic-prefix (CP) of length N c is added at the beginning of each OFDM symbol. We design the symbol period of the A-BD signal c(n) to be the same as the OFDM symbol period. We assume that the A-BD can align the transmission of its own symbol c(n) with its received OFDM symbol, 3 since the A-BD can estimate the arrival time of OFDM signal by some methods like the scheme that utilizes the repeating structure of CP in OFDM singals [5] .
The system model is similar to Fig. 1 . We consider the block fading channel model, where the channel coefficient remains the same within each block but may change among blocks. We assume that the channel block length is much longer than the OFDM symbol period. Let f m,l be the L f -path channel response between the RF source and the mth receive antenna, for m = 1, . . . , M, at the C-RX, v l be the L v -path channel response between the RF source and the A-BD, g m,l be the L g -path channel response between the A-BD and the mth receive antenna at the C-RX. For the direct-link channel, define the frequency response of the kth subcarrier as The transmitted time-domain signal in each symbol period is given by
For convenience, we assume that the C-RX is timing synchronized to the arrival time of the direct-link signal. The arrival of the backscatter-link signal at the C-RX is typically delayed by a small time d (d ≥ 0), compared to the arrival of the direct-link signal. The signal received at the mth antenna of the C-RX can be written as
where the noise u m,q (n) ∼ CN (0, σ 2 ). We assume that the delay d is sufficiently small 4 
After removing the CP, the C-RX takes the time window [N c , N c + N − 1] for discrete-Fouriertransform operation. From the (circular) time-shift property of the Fourier transform, the output signal at the kth subcarrier by the mth antenna can be written from (19) as [24] where the frequency-domain noise u m,k (n) ∼ CN (0, σ 2 ). 3 The effect of imperfect timing synchronization at the A-BD is simulated in Section VI-B2. The detection of c(n) is shown to be robust to the imperfect A-BD synchronization, due to the spreading gain and diversity gain with frequency-selective fading channels. 4 For extreme cases with delay d > d max , there exists interblockinterference (IBI) and interchannel-interference (ICI) for detecting s(n), and ISI for detecting c(n). The effect of IBI and ICI will be numerically shown in Section VI-B.
From (20) , it is observed that the signal backscattered by the A-BD is the multiplication of a low-rate A-BD signal c(n) and the high-rate spreading code signal s k (n) in an over-theair manner. The corresponding spreading gain for transmitting the A-BD signal c(n) is N.
Define the signals received by all antennas at the kth subcarrier as the vector z k (n) = [z 1,k (n), . . . , z M,k (n)] T , which can be rewritten from (20) as follows:
where the direct-link channel vector h d,k = [λ 1,k , . . . , λ M,k ] T , the backscatter-link channel vector h b,k = e −j2π(dk/N) · [δ 1,k , . . . , δ M,k ] T , and the noise vector
B. Optimal ML Detector
Notice that the signal model (21) has the same structure as the signal model (2) under flat-fading channels in Section II. Hence, we directly present the low-complexity ML detector.
1) Estimating s(n) for Given c(n): For a given c(n) candidate, the signal received by the mth antenna at the kth subcarrier can be rewritten as
where the equivalent channel
Given c(n), by applying MRC to the signal vector z k (n), the s k (n) can be estimated and quantized as follows:
for k = 0, . . . , N − 1.
2) Estimating the Optimal c(n) and s(n): The optimal A-BD signal can be estimated as follows:
Finally, the optimal s k (n) is s k (n) = s k (n)| c(n) , ∀k = 0, . . . , N − 1. Different from the flat fading channel case in Section III-A, the estimation of c(n) in (24) benefits not only from the spreading gain, but also from the frequency diversity.
V. PERFORMANCE ANALYSIS
In this section, we analyze the data rate and error rate performance for the proposed CABC system. For analytical convenience, we assume that the RF source and the A-BD adopt the quadrature phase shift keying (QPSK) and the binary phase shift keying (BPSK) modulation, respectively. That is, A s = (±1 ± j)/ √ 2, and A c = ±1. However, the analytical method can be generalized to other modulation schemes [22] .
A. Flat Fading Channels 1) A-BD Data Rate Performance: The data (symbol) rate of the A-BD is given by
2) BER Performance for ML Detector: In this section, we analyze the BER performance for the case of K = 1, for ease of exposition. We ignore the subscript k = 0 and use the notation s(n), for simplicity. However, the analytical method can be generalized to other cases of K > 1. In fact, for cases of K > 1, the BER analysis is analogous to that for ML detector for the CABC system over ambient OFDM carriers in Section V-B2, thus omitted herein.
Given H, we denote the BERs of s(n) and c(n) by P e,s (H) and P e,c (H), respectively. For ML detector, we have the following theorem on the BER. Theorem 1: Given H, the BERs of using ML detector to detect s(n) and c(n) are given as follows, respectively:
where the coefficients
where the coefficients each of which represents the BER of s(n) or c(n) for certain condition, are given by 3) BER Performance for Linear Detectors: For MRC detector, we have the following proposition on the BER. Proposition 1: Given H, the BERs of using MRC detector to detect s(n) and c(n) are given in (35) Proposition 2: Given H, the BERs of using ZF detector to detect s(n) and c(n) are given as follows:
Proof: See proofs in Appendix C. For MMSE detector, we have the following proposition on the BER. Proposition 3: Given H, the BERs of using MMSE detector to detect s(n) and c(n) are given as follows:
Proof: See proofs in Appendix D.
4) BER Performance for SIC-Based Detectors:
For SICbased detectors, given H, we denote the BER of s(n) in the first step by P e,s (H), the BER for detecting c(n) in the second step by P e,c (H), and the BER of re-estimating s(n) in the third step by P e,s (H), respectively. We then have the following theorem.
Theorem 2: Given H, the BERs of using SIC-based detectors to detect s(n) and c(n) are given as follows: 
B. Frequency-Selective Fading Channels 1) A-BD Data Rate Performance:
Recall the A-BD symbol period is designed to equal the OFDM symbol period which consists of (N + N c ) sampling periods, the A-BD data rate is obtained as
2) BER Performance for ML Detector: Due to large spreading gain N of detecting c(n) in the second step in (24) , the BER of c(n) is in general small, which will be numerically shown in Section VI-B. We thus focus on the BER of s(n) in this section.
Denote the composite channel matrix H = diag{H 0 , . . . , H N−1 }, where the channel matrix for each
For ML detector, we have the following theorem on the BER. Theorem 3: Given H and the BER of c(n) denoted by P e,c (H), the BER of using ML detector to detect s(n), denoted by P e,s (H), is given as follows:
where the coefficients each of which represents the BER of s(n) for certain condition, are given by
2 )]). Proof: The BER for each subcarrier k can be proved by using similar steps as in Appendix A for proving Theorem 1. The overall BER is obtained by averaging over all the N subcarriers. The detailed proof is omitted herein, due to space limitation.
By taking the expectation over the channel H, the corresponding average BERs are obtained asP e,s = E H [P e,s (H)].
VI. NUMERICAL RESULTS
In this section, we provide simulation results to evaluate the performance of the proposed detectors for the CABC system. We assume that the channel coefficients f m 's, v, and g m 's are mutually independent and Rayleigh fading, each of which follows a complex Gaussian distribution with zero mean and some specific variance β f , β v , or β g . We further assume that the channel coefficient variances β f = 10 −7 and β v = 10 −5 for larger RF-source-to-C-RX distance and RF-source-to-A-BD distance. The channel coefficient variance β g , which relates to the short A-BD-to-C-RX distance, is determined by the relative SNR γ . Let the backscatter efficiency α = 0.2 + 0.3j. The RF source adopts QPSK modulation, while the A-BD adopts BPSK modulation. The number of antennas at the C-RX is M = 4, and 10 8 channel realizations are simulated for average BER evaluation.
A. Flat Fading Channel 1) BER Comparison for ML Detector:
In this section, we first compare the BER performance of the proposed CABC system by using ML detector to that of conventional direct-link SIMO system, for fixed ratio of symbol period K = 1. Fig. 2 plots the BERs of the RF-source signal s(n) and the A-BD signal c(n) versus the direct-link SNR γ d by using the proposed ML detector, respectively. We observe that the proposed low-complexity ML detector achieves the same performance as the original ML detector in (4) which is termed as joint ML detector in Fig. 2 , and the analytical BERs coincide with the simulated BERs. Hence, we use the low-complexity ML detector in the rest of this section. From Fig. 2(a) , we observe that the existence of a backscattering A-BD benefits the detection of s(n), compared to the conventional direct-link SIMO system. For instance, at a BER level of 10 −5 , the CABC system achieves an SNR gain of around 1 dB, for the case of γ = −10 dB. The achieved SNR gain becomes larger as the relative SNR γ increases (i.e., the strength of backscattered signal increases). From Fig. 2(b) , we observe that the BER performance improves as γ increases. Specifically, at a BER level of 10 −2 , the CABC system achieves an SNR gain of around 9 dB for γ = 0 dB, compared to γ = −10 dB. Then, we investigate the impact of the ratio of symbol period K on the BER performance. Fig. 3(a) plots the BERs of s(n) versus γ d by using ML detector for different K's and different γ 's. Given γ , the BER performance of s(n) improves as K increases. The improvement becomes smaller for larger K, which implies that a smaller K is preferable in practice for purpose of higher detection reliability and A-BD data rate. Fig. 3(b) plots the BERs of c(n) versus the direct-link SNR γ d by using ML detector for different K's and different γ 's. We observe that for given γ , the BER performance of c(n) improves as K increases. In particular, we observe that when K increases by two times, the BER performance of c(n) achieves an SNR gain of around 3 dB, which represents the spreading gain of detecting c(n), but the data rate of the A-BD decreases by half. This observation implies that there is a tradeoff between the data rate and reliability of transmitting c(n) in the proposed CABC system.
2) BER Comparison for Suboptimal Detectors: Let K = 1. We fix γ = −10 dB, i.e., the direct-link signal is ten times as strong as the backscattered signal, which is typical in practice. Fig. 4 compares the BERs of the RF-source signal s(n) and the A-BD signal c(n) by using different detectors, respectively. From Fig. 4(a) , we have the following observations. First, both MRC detector and MRC-SIC detector suffer from BER floors, since the two detectors treat the backscattered signal as interference, and the detection error of A-BD signal c(n) leads to additional interference for detecting s(n) using MRC-SIC detector. Second, the BERs for other detectors decrease as the direct-link SNR γ d increases. Third, ZF detector suffers from higher BER than MMSE detector. This is explained as follows. Since the direct-link signal is ten times stronger than the backscattered signal, the optimal detector approximates MRC detector constructed from the direct-link channels. However, ZF detector is constructed to force the interference between the two signals to zero, and thus deviates from the optimal detector. Forth, we observe that the MMSE-SIC detector achieves near-ML detection performance.
From Fig. 4(b) , we have two observations. First, the performance of MRC detector is poor, and the SIC-based ZF and MMSE detectors have a lower BER than the conventional ZF and MMSE detectors. In particular, at a BER level of 10 −2 , the SIC-based detectors achieve an SNR gain of 1.7 dB compared to the ZF and MMSE detectors. Second, the proposed SIC-based detectors achieve almost the same BER performance as the optimal ML detector.
B. Frequency-Selective Fading Channel
For frequency-selective fading channels, we set the numbers of multipaths L f = L v = 8, and L g = 1 due to short A-BDto-C-RX distance in practice. For OFDM modulation, we set N = 64 and N c = 16.
1) Case of Zero Delay at C-RX and Perfect Synchronization at A-BD:
In this section, we consider the case in which the additional delay at the C-RX d = 0 and the transmission of A-BD signal is perfectly synchronized to the arrival of OFDM signal at the A-BD. Fig. 5(a) compares the BERs of the RF-source signal s(n) for ML detection in the CABC system and the direct-link OFDM system without an A-BD. First, we observe that for the CABC system, the BER performance of s(n) improves as the backscatter-link power increases (i.e., as the relative SNR γ increases). Second, we observe that the BER performance of s(n) for the CABC system is in general better than that for the direct-link OFDM system, even for the case in which the backscatter-link power is only 10% of the direct-link power (i.e., γ = −10 dB). This observation verifies that the existence of an A-BD can enhance the ML detection performance of the RF-source signal, especially for the scenario of higher backscatter-link power. Third, we observe that the simulated BERs of s(n) coincide with the analytical BERs which are computed by using Theorem 3 and the simulated BER of c(n) shown in Fig. 5(b) . Thus, this verifies Theorem 3. Fig. 5(b) compares the BERs of the A-BD signal c(n) for the CABC system with different relative SNRs γ 's. First, we observe that the BER of c(n) decreases very quickly as the SNR γ d increases, compared to that in Fig. 3(b) with flat fading channels. For instance, at a BER level of 10 −2 , the BER performance achieves an SNR gain of around 22 dB for γ = −10 dB, compared to the BER for K = 1 with flat fading channels (i.e., the red solid line with circle maker in Fig. 3(b) . This can be explained as the spreading gain and diversity gain with frequency-selective fading channels. Second, we observe that the BER is lower for higher backscatter-link power (i.e., larger relative SNR γ ).
2) Case of Delay at C-RX and Imperfect Synchronization at A-BD: In this section, we consider the case in which the additional delay at the C-RX d > 0 and the transmission of the A-BD signal is delayed by d 0 (d 0 ≥ 0) compared to the arrival of OFDM signal at the A-BD. Fig. 6 compares the BERs of s(n) and c(n) for ML detection in the CABC system. First, we consider the scenario of d 0 = 0. For d ≤ d max = 9, the BER performances of both s(n) and c(n) are the same as those for the case of d = 0; while for d > d max , the BERs are higher than those for the case of d = 0. These observation verify that when the CP length N c is sufficient to cover the total channel delay, the proposed ML detector for CABC system is optimal; but when the N c is not such sufficient, the BER performances suffer from both the IBI and its resulting ICI due to a loss of orthogonality among subcarriers. Then, we investigate the scenario of d 0 > 0. Compared to the scenario of d 0 = 0, the BER performance of s(n) is obviously worsen, but the BER of c(n) is only increased slightly. The robustness of detecting c(n) comes from the spreading gain and diversity gain with frequency-selective fading channels.
VII. CONCLUSION
This paper has proposed a novel CABC system, in which a cooperative receiver is designed to recover signals from both the RF source and the A-BD. For flat fading channels, by exploiting the structural property of the derived system model, we have proposed the optimal ML detector, suboptimal linear detectors and SIC-based detectors. For frequency-selective fading channels, we have proposed a low-complexity optimal ML detector for the CABC system over ambient OFDM carriers. Moreover, for both kinds of fading channels, we have obtained the BER expressions in closed forms for the proposed detectors. Numerical results have verified that, when the A-BD and RF-source signals have equal symbol period, the proposed SIC-based detectors can achieve near-ML detection performance for typical application scenarios in which the backscattered signal power is lower than the RF-source signal power; and when the A-BD symbol period is longer than the RF-source symbol period, the existence of backscattered signal in the CABC system can significantly enhance the ML detection performance of the RF-source signal compared to a conventional SIMO system without an A-BD, and the detection performance of the A-BD signal benefits from the spread spectrum gain due to longer A-BD symbol period. The designed CABC system has a great potential for applications in future green IoT systems like smart homes and wearable sensor networks.
APPENDIX A PROOF OF THEOREM 1
Denote s 0 (n) and c 0 (n) as the ML solutions of s(n) and c(n) for (2), respectively. Since s 0 (n) and c 0 (n) are mutually related based on (4) for K = 1, we discuss the estimation of s 0 (n) from c 0 (n), and the estimation of c 0 (n) from s 0 (n), respectively.
1) Estimating s 0 (n) From c 0 (n): From the received signal model in (5) for K = 1, we construct a sufficient statistic for detecting s(n) from y(n) as follows:
With c 0 (n), the ML estimate s 0 (n) is the quantized output of z(n). If c 0 (n) = c(n), we have
with u(n) ∼ CN (0, (σ 2 / h 1 + h 2 2 )) for c(n) = 1, and u(n) ∼ CN (0, (σ 2 / h 1 − h 2 2 )) for c(n) = −1, which gives the following BER of s(n):
Next, we consider the case that c(n) = 1 and c 0 (n) = −1. In this case, we have
where 2 )]). Hence, the BER for s R (n) is given by (51), shown at the bottom of the next page.
It can be checked that the BER for s I,1 (n) is the same as that for s R,1 (n). Thus, the error rate of s(n) for the case c(n) = 1 andĉ 0 (n) = −1 is given by
Similarly, for the case that c(n) = −1 andĉ 0 (n) = 1, the error rate for s(n) is given by
). From (52) and (53), for the case of c 0 (n) = c(n), the BER, a 2 (H), of s(n) is thus given in (32).
Considering both cases of c 0 (n) = c(n) and c 0 (n) = c(n), the BER of s(n) is thus
2) Estimating c 0 (n) From s 0 (n): With s 0 (n), the ML estimate of c(n) is as follows:
Let z(n) = Re h H 2 s * 0 (n) h 2 2 (y − h 1 s 0 (n)) .
(56)
The ML detection yields c 0 (n) = 1 if z(n) > 0, and c 0 (n) = −1 if z(n) ≤ 0. We further have
where and the noise u(n) = Re{(h H 2 s H (n)u/ h 2 2 )}, and u(n) ∼ N (0, (σ 2 /(2 h 2 2 ))). If s 0 (n) = s(n), we have z(n) = c(n) + u(n). The equivalent SNR of estimating c(n) from z(n) is (2 h 2 2 /σ 2 ), which gives the BER, b 1 (H), of c(n) shown in (33).
If s 0 (n) = s(n), the product s * 0 (n)s(n) takes the value of j, −j, and −1, termed as case i = 1, 2, 3, with probability of √ 2 − 1, √ 2 − 1, and ( √ 2 − 1) 2 , respectively. Clearly, for each case i, the z(n) follows Gaussian distribution with variance (σ 2 /(2 h 2 2 )) and mean μ i which is given by:
We assume that QPSK modulation adopts typical gray mapping. For cases 1 and 2, only one bit of each symbol is decoded wrongly, while for case 3, both bits are decoded wrongly. It is noted that the means for cases 1 and 2 are independent of c(n), the error rate of c(n) is thus 0.5, which implies that the error rates for both cases 1 and 2 are 0.5P e,s (H)(1−P e,s (H)). Moreover, it can be checked that the error rate of c(n) for case 3, denoted by b 2 (H), is given in (34).
Hence, the BER of c(n) can be written in terms of P e,s (H), as 
where u R (n) ∼ CN (0, (σ 2 /(2 h 1 2 ))). We first consider four cases that s I (n) = ±(1/ √ (2)) and c(n) = ±(1), respectively, for s R (n) = (1/ √ (2)), each case with probability of (1/8). For each case, the s R (n) follows Gaussian distribution with variance σ 2 /(2 h 1 2 ) and mean μ i which is given by we have that 
for s I (n) = − μ 2 = Im{(h H 2 h 1 / h 2 2 )}, μ 3 = −c(n) − Re{(h H 2 h 1 / h 2 2 )}. Following similar steps as in the proof of Theorem 1, we obtain the BER of c(n) for the case s(n) = s(n) as follows:
Pr( c(n) = c(n), s(n) = s(n)) 
Thus, from (66) and (67), we obtain the BER of c(n) in (36). This completes the proof.
APPENDIX C PROOF OF PROPOSITION 2
With ZF detection, the estimated signal vector is written as follows:
x(n) = H H H −1 H H y = x(n) + u(n)
where u(n) = (H H H) −1 H H u(n), and u(n) ∼ CN (0, σ 2 A).
Since s(n) = x 1 (n) = s(n) + u 1 (n), the detecting SNR for s(n) is thus σ 2 A 11 (H). Hence, the BER of s(n) is given in (37).
The estimated backscattered signal is written as follows:
where u 2 (n) ∼ CN (0, σ 2 A 22 (H)). Define the following signal: z(n) = Re x 2 (n) s(n) = Re s(n) s(n) c(n) + u 2 (n)
where u 2 (n) = ( u(n)/ s(n)), and u 2 (n) ∼ CN (0, (σ 2 A 22 (H)/2)). Denote u 2 (n) = u 2,R (n) + j u 2,I (n).
For the case s(n) = s(n), we have z(n) = c(n) + u 2,R (n). Following similar steps as in the proof of Theorem 1, we obtain the BER of c(n) for the case s(n) = s(n) as follows:
Pr( c(n) = c(n), s(n) = s(n)) = 1 − P e,s (H) 2 Pr(c(n) = 1) Pr(z(n) < 0|c(n) = 1) + 1 − P e,s (H) 2 Pr(c(n) = 1) Pr(z(n) > 0|c(n) = −1)
If s(n) = s(n), the fraction (s(n)/ s(n)) takes the value of j, −j, and −1, termed as case i = 1, 2, 3, with probability of √ 2 − 1, √ 2 − 1, and ( √ 2 − 1) 2 , respectively. Clearly, for each case i, the z(n) follows Gaussian distribution with variance (σ 2 /(2 h 2 2 )) and mean μ 1 = μ 2 = 0, and μ 3 = −c(n). Following similar steps as in Appendix A, we obtain the BER of c(n) for the case s(n) = s(n) as follows:
Pr( c(n) = c(n), s(n) = s(n)) = P e,s (H) 1 − P e,s (H) + P 2 e,s (H)Q −
Thus, from (71) and (72), we obtain the BER of c(n) in (38). This completes the proof.
Pr s R (n) = −
