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DOUBLE AFFINE HECKE ALGEBRAS OF RANK 1 AND
AFFINE CUBIC SURFACES
ALEXEI OBLOMKOV
Abstract. We study the algebraic properties of the five-parameter
family H(t1, t2, t3, t4; q) of double affine Hecke algebras of type C
∨C1.
This family generalizes Cherednik’s double affine Hecke algebras of rank
1. It was introduced by Sahi and studied by Noumi and Stokman as an
algebraic structure which controls Askey-Wilson polynomials. We show
that if q = 1, then the spectrum of the center of H is an affine cubic sur-
face C, obtained from a projective one by removing a triangle consisting
of smooth points. Moreover, any such surface is obtained as the spec-
trum of the center of H for some values of parameters. This result allows
one to give a simple geometric description of the action of an extension
of PGL2(Z) by Z on the center of H . When C is smooth, it admits
a unique algebraic symplectic structure, and the spherical subalgebra
eHe of the algebra H for q = e~ provides its deformation quantization.
Using that H2(C,C) = C5, we find that the Hochschild cohomology
HH2(H) (for q = e~) is 5-dimensional for generic parameter values.
From this we deduce that the only deformations of H come from varia-
tions of parameters. This explains from the point of view of noncommu-
tative geometry why one cannot add more parameters into the theory
of Askey-Wilson polynomials. We also prove that the five-parameter
family H(t1, t2, t3, t4; q) of algebras yields the universal deformation of
the semidirect product q-Weyl algebra with Z2 and the family of cubic
surfaces C = Ct, t ∈ C
4
t gives the universal deformation of the Poisson
algebra C[X±1, P±1]Z2 .
Introduction
The most general family of basic hypergeometric orthogonal polynomi-
als are the Askey-Wilson polynomials pn(x; a, b, c, d; q) [3]. Since they were
discovered, harmonic analysts tried to find the algebraic structure which
controls these polynomials. This structure turned out to be the rank 1
double affine Hecke algebra (DAHA) introduced by Cherednik [5], or, more
precisely, its generalization H = H(t1, t2, t3, t4; q) to the nonreduced root
system C∨C1, studied by Sahi, Noumi and Stokman [14, 16, 17].
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In this paper we undertake a detailed study of the algebraic structure
of H, and in particular discover its intimate connection to the geometry of
affine cubic surfaces.
1Here the parameters t1, t2, t3, t4 are related by a change of variable to a, b, c, d.
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The content of the paper is as follows. In Section 1, following Sahi, Noumi,
and Stokman, we define the double affine Hecke algebraH = H(t1, t2, t3, t4; q).
If ti = 1, this algebra specializes to the semidirect product
Cq[X
±1, P±1]⋊C[Z2], where Cq[X
±1, P±1] is the algebra of functions on the
quantum torus, generated by X±1, P±1 with defining relation PX = qXP .
In particular, if ti = q = 1 then H = C[X
±1, P±1]⋊C[Z2].
For general t, q, the algebraH contains the two-dimensional Hecke algebra
Ct2 [Z2] of type A1, which in turn contains the symmetrizing idempotent e.
Thus one may define the spherical subalgebra eHe, which is a 5-parameter
deformation of the function algebra O((C∗)2/Z2), where Z2 acts by b 7→ b−1.
Next we recall the Lusztig-Demazure type representation of the algebra
H, which is an embedding of H(t, q) into an appropriate localization of
Cq[X
±1, P±1] ⋊ C[Z2]. The existence of this representation allows one to
show that if q = 1 then the algebra eHe is commutative and isomorphic to
the center Z(H) of H (the Satake isomorphism).
Finally, we recall the action of an abelian extension ˜PGL(2,Z) of PGL(2,Z)
(by Z) on H. More precisely, consider the natural surjective homomorphism
ξ : PGL(2,Z)→ PGL(2,Z2)×Z2 = S3×Z2, given by a 7→ (amod 2,det(a)).
The kernel of ξ is Γ(2)/(±1), where Γ(2) is the level two congruence sub-
group of SL(2,Z). It turns out that the group ˜PGL(2,Z) acts on DAHA as
follows: an element a acts on the parameters of DAHA by ξ(a) (where the
first component ξ1(a) acts by permuting t1, t3, t4 and the second component
ξ2(a) by inverting the parameters). Thus the subgroup that honestly acts
on H (without changing parameters) is the preimage Γ˜(2) of Γ(2)/(±1) (a
subgroup of index 12).
The case q = 1 is of special interest. In this case q = q−1 and the action
of the abelian kernel of ˜PGL(2,Z) is by inner automorphisms, we get an
action of the group Kerξ on the center Z(H) of H. Moreover, we will see
that the center of H(t−1; 1) is canonically isomorphic to the center of H(t; 1)
(they have generators satisfying the same relations), so in fact we have an
action of a twice bigger group K = Kerξ1 on the center Z(H).
In Section 2, we prove that the center Z = Z(H) of H is generated by
three elements X1,X2,X3 subject to one relation R(X1,X2,X3) = 0, where
R(X1,X2,X3) = X1X2X3−X21 −X22 −X23 + p1X1+ p2X2 + p3X3+ p0+4,
and pi are (algebraically independent) regular functions of tj. Thus the
variety C = Spec(Z) is an affine cubic surface in C3, such that its projective
completion C¯ differs from C by three lines at infinity, forming a triangle
and consisting of smooth points. Moreover, we show that any cubic surface
with these properties is obtained in this way. This means that a smooth
projective cubic surface is obtained as C¯ (generically, in 45 ways), since it
contains 27 lines forming a configuration containing 45 triangles [13].2.
2We recall that the moduli space of cubic surfaces, PS3C4/PGL(4), has dimension
19− 15 = 4, i.e. the same as the dimension of the moduli space of algebras H with q = 1.
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Since for q 6= 1 the algebra eHe is in general noncommutative, the com-
mutative algebra eHe = Z(H) for q = 1 has a Poisson structure. It turns
out that this Poisson structure is symplectic at smooth points of C. For
instance, if C is smooth (generic case) then the Poisson structure is sym-
plectic, and is given by the unique (up to scaling) nonvanishing 2-form ω on
C (one has H1(C,C) = 0 and hence any nonvanishing function on C is a
constant; this guarantees the uniqueness of ω). Thus the algebra eHe with
q 6= 1 can be regarded as a quantization of the affine cubic surface C with
its natural symplectic structure.
The action of the group K on C has a vivid geometric interpretation.
Namely, K is generated freely by three involutions g1, g2, g3:
g1 =
(
1 0
0 −1
)
, g2 =
(
1 2
0 −1
)
, g3 =
(
1 0
2 −1
)
.
The involution gi acts on C by permuting two roots of the equation F = 0,
regarded as a quadratic equation in Xi with coefficients depending on other
variables. Thus, gi(Xj) = Xj if j 6= i, and gi(Xi) = −Xi + XjXk + pi,
j, k 6= i.
In Section 3, we study irreducible representations of H for q = 1, cor-
responding to a given central character χ ∈ C. We find that the algebra
H is Azumaya (more specifically, endomorphism algebra of a rank 2 vector
bundle) outside of the singular locus of C, while at the singular locus there
are 1-dimensional representations. The singular locus is generically empty,
and always consists of at most 4 points. When there are 4 singular points
(the most degenerate case), the surface is simply the quotient of (C∗)2 by
the inversion map.
In section 4 we study deformations of DAHA. We set q = e~, where ~ is a
formal parameter, and consider the Hochschild cohomology of H = H(t, q),
in the case when C = Ct is smooth. Since H is a deformation quantization
of the function algebra O(C), by results of Kontsevich the Hochschild coho-
mology of H coincides with the Poisson cohomology of O(C). On the other
hand, since C is symplectic, by Brylinski’s theorem, this cohomology is equal
to the De Rham cohomology of C. The latter is found to be: H1 = H>3 = 0,
H2 = C5 (one 2-cycle on the 2-torus modulo inversion, which is homotopi-
cally a sphere, and 4 vanishing 2-cycles at the 4 singular points of this
torus). In particular, the formal deformation space of H is smooth and 5-
dimensional. The space of parameters of H is also 5-dimensional. We prove
that the natural map between these spaces is generically injective, which
implies that the variation of parameters t, q produces the universal defor-
mation of H. This is to some extent an explanation why one cannot add
additional parameters into Askey-Wilson polynomials.
In section 5 we consider DAHA as deformation of the semidirect product
Cq[X
±1, P±1]⋊C[Z2]. We calculate the Hochschild cohomology of the later
3
algebra for the case q is not a root of unity. Later we show that five-
parameter family of DAHA is a universal deformation of Cq[X
±1, P±1] ⋊
C[Z2].
Finally, in section 6 we calculate the Poisson cohomology of the Poisson
ring C[X±1, P±1]Z2 . It turns out that the family of cubic surfaces {Ct}t∈C4
with the natural Poisson structure gives a universal deformation of the sin-
gular Poisson variety Spec(C[X±1, P±1]Z2).
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1. Double affine Hecke algebras
Definition. Let k0, k1, u0, u1, q ∈ C∗. The double affine Hecke algebra H =
H(k0, k1, u0, u1; q) of rank 1 is generated by the elements V0, V1, V
∨
0 , V
∨
1
with the relations:
(V0 − k0)(V0 + k−10 ) = 0,(1)
(V1 − k1)(V1 + k−11 ) = 0,(2)
(V ∨0 − u0)(V ∨0 + u−10 ) = 0,(3)
(V ∨1 − u1)(V ∨1 + u−11 ) = 0,(4)
V ∨1 V1V0V
∨
0 = q
−1/2.(5)
This algebra is the rank one case of the algebra discovered by Sahi [16];
he used this algebra to prove Macdonald’s conjectures for Koornwinder’s
polynomials. In our paper we use notation from the paper [14]. In particular
we use t = (t1, t2, t3, t4) = (k0, k1, u0, u1).
1.1. Lusztig-Demazure representation. LetDq = Cq[X
±1, P±1]⋊C[Z2],
where Cq[X
±1, P±1], q ∈ C∗ is a q-deformation of the ring of the Laurent
polynomials of two variables:
PX = qXP.
That is, an element of Dq is a linear combination of monomials X
iP jsǫ,
where s ∈ Z2 is the generator of Z2, i, j ∈ Z, ǫ = 0, 1 and
(XiP js)(Xi
′
P j
′
sǫ
′
) = q−i
′jXi−i
′
P j−j
′
sǫ
′+1
(XiP j)(Xi
′
P j
′
sǫ
′
) = qi
′jXi+i
′
P j+j
′
sǫ
′
.
In the next proposition Dq,loc stands for the localization of D
q obtained
by inverting nonzero functions of X.
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Proposition 1.1. [16, 14] For any q ∈ C∗ the following formulas give an
injective homomorphism iq : H(k0, k1, u0, u1; q)→ Dq,loc:
iq(Vi) = Ti, iq(V
∨
i ) = T
∨
i ,
T0 = k0P
−1s+
k¯0 + u¯0X
1−X2 (1− P
−1s),
T1 = k1s+
k¯1 + u¯1X
1−X2 (1− s),
T∨1 = X
−1T−11 , T
∨
0 = q
−1/2T−10 X.
Corollary 1.2. If q = 1 then iq induces an isomorphism
H(δ(X)) ≃ C[X±1, P±1](δ(X)),
δ(X) = (1−X2)(1− k1u1X)(1 + k1u−11 X)(1 − k2u2X)(1 + k2u−12 X),
where the element X ∈ H is defined by X = T−11 (T∨1 )−1, and the subscript
(δ(X)) denotes localization by δ(X).
1.2. Projective PSL(2,Z) action. In [5], Cherednik showed that double
affine Hecke algebras corresponding to reduced root systems admit a projec-
tive SL(2,Z)-action. This action was generalized to the case of nonreduced
root systems in the papers [14, 17]. Let us recall this generalization.
We denote by H the algebra H(t; q) = H(k0, k1, u0, u1; q), by H
σ the alge-
bra H(σ(t); q) = H(u1, k1, u0, k0; q), H
τ = H(τ(t); q) = H(u0, k1, k0, u1; q),
Hη = H(t−1; q−1) = H(k−10 , k
−1
1 , u
−1
0 , u
−1
1 ; q
−1).
Proposition 1.3. For any values of q ∈ C∗ and t
(1) The following formulas give an isomorphism σ: H → Hσ:
σ(V0) = V˜
−1
1 V˜
∨
1 V˜1, σ(V1) = V˜1,(6)
σ(V ∨0 ) = V˜0V˜
∨
0 V˜
−1
0 , σ(V
∨
1 ) = V˜0,(7)
where V˜i, V˜
∨
i , i = 0, 1 generate H
σ with relations (1-5) in which Vi
and V ∨i are replaced by V˜i and V˜
∨
i (respectively) and (k0, k1, u0, u1) =
t is replaced by σ(t).
(2) The following formulas give an isomorphism τ : H → Hτ :
τ(V0) = V˜0V˜
∨
0 V˜
−1
0 , τ(V1) = V˜1,(8)
τ(V ∨0 ) = V˜0, τ(V
∨
1 ) = V˜
∨
1 ,(9)
where V˜i, V˜
∨
i , i = 0, 1 generate H
τ with relations (1-5) in which Vi
and V ∨i are replaced by V˜i and V˜
∨
i (respectively) and (k0, k1, u0, u1) =
t is replaced by τ(t).
(3) The following formulas give an isomorphism η: H → Hη:
η(V0) = V˜
−1
0 , η(V1) = V˜
−1
1 ,(10)
η(V ∨0 ) = V˜0(V˜
∨
0 )
−1V˜ −10 , η(V
∨
1 ) = V˜
−1
1 (V˜
∨
1 )
−1V˜1,(11)
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where V˜i, V˜
∨
i , i = 0, 1 generate H
η with relations (1-5) in which Vi
and V ∨i are replaced by V˜i and V˜
∨
i (respectively) and (k0, k1, u0, u1) =
t and q is replaced by t−1, q−1.
(4) For all h ∈ H we have the relations
(σ ◦ σ)(h) = V −11 hV1,(12)
(σ ◦ τ ◦ σ ◦ τ ◦ σ ◦ τ)(h) = h,(13)
(σ ◦ σ ◦ τ)(h) = (τ ◦ σ ◦ σ)(h),(14)
σ ◦ η ◦ σ(h) = η(h),(15)
τ ◦ η ◦ τ(h) = η(h).(16)
Recall that the group PSL(2,Z) has generators
σ˜ =
(
0 1
−1 0
)
, τ˜ =
(
1 1
0 1
)
and defining relations
σ˜2 = 1 = (σ˜τ˜)3.
Thus the relations from the last item of the proposition show that the ele-
ments σ, τ define a projective action (i.e., an action of a central extension) of
PSL(2,Z) on the sum of six double affine Hecke algebras (obtained from H
by all permutations of k0, u0, u1), such that the center of the central exten-
sion preserves each of the six and acts on them by the inner automorphism
(in particular, acts trivially on the center of H).
Moreover, the group generated by the automorphisms σ, τ, η acts on the
sum of twelve double affine Hecke algebras (obtained from H by all permu-
tations of k0, u0, u1 and taking the inverse of all parameters including q).
This group is an extension (not central) of the group PGL(2,Z) by Z acting
by inner automorphisms h→ V k1 hV −k1 , k ∈ Z. On the center of H the inner
automorphisms act trivially and we get the action of PGL(2,Z) on the sum
of the centers of twelve algebras. The element η correspond to the element
η˜ =
(
1 0
0 −1
)
of PGL(2,Z). In particular, here are the formulas for the involutions gi
from the introduction:
(17) g1 = η, g2 = η ◦ τ2, g3 = η ◦ σ ◦ τ2 ◦ σ.
Remark 1.1. To get from the algebra H(t; q) the double affine Hecke algebra
of the type A1 one needs to put k0 = u0 = u1 = 1 and k1 = k. The elements
π = V0, T = V1, X = q
1/2V0V
∨
0 generate this algebra with the relations:
(T − k)(T + k−1) = 0, TXT = X−1, π2 = 1, πXπ = q1/2X−1.
These relations coincide with the relations from the paper [7] (see Lemma 5.7)
where the double affine Hecke algebra of the type A1 was studied carefully.
Let us remark that under this degeneration the isomorphisms σ, τ become
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automorphisms of this algebra, so we get a projective action of PSL(2,Z)
on H.
2. Affine cubic as the spectrum of the center of H(t; 1)
Now we restrict ourselves to the case q = 1. We denote H(t; 1) by H.
In this section we prove the following theorem, which is one of our main
results.
Theorem 2.1. For any values k0, k1, u0, u1 the elements
X1 = V
∨
1 V1 + V0V
∨
0 , X2 = V1V0 + V
∨
0 V
∨
1 , X3 = V1V
∨
0 + (V
∨
0 )
−1V −11 ,
(18)
generate the center Z(H) of the double affine Hecke algebra H = H(t; 1).
Moreover we have
Z(H) = C[X1,X2,X3]/(Rt),
Rt = X1X2X3 −X21 −X22 −X23 + (u¯0k¯0 + k¯1u¯1)X1 + (u¯1u¯0 + k¯0k¯1)X2+
(k¯0u¯1 + k¯1u¯0)X3 + k¯
2
0 + k¯
2
1 + u¯
2
0 + u¯
2
1 − k¯0k¯1u¯0u¯1 + 4,
where k¯i = ki − k−1i , u¯i = ui − u−1i .
The proposition is proved in subsection 2.3.
2.1. Properties of the affine cubic surface. Before proving this propo-
sition let us list the properties of the affine cubic Ct = {Rt(X) = 0} and
its completion C¯t ⊂ P3. We use the term “triangle” for the union of three
distinct lines in the plane, which don’t intersect in the same point.
Proposition 2.1. (1) For any values of the parameters t the comple-
ment C¯t \ Ct is a triangle.
(2) For any value of t the cubic C¯t is irreducible, normal, has a finite
number of the singular points, and is smooth at infinity.
(3) If C ′ is an affine irreducible cubic with a triangle at infinity consist-
ing of smooth points, then C ′ = Ct for some t ∈ C4.
(4) If t is generic then Ct is smooth.
Proof. (1) If we rewrite the equation for Ct in terms of the homogeneous
coordinates Xi = xi/x0 then it is easy to see that the intersection of the
infinite plane with Ct is given by the equations:
x1x2x3 = 0, x0 = 0.
(2) The irreducibility of C¯t and smoothness at infinity are immediate
from the equation. The finiteness of the number of singular points follows
from smoothness at infinity. To prove normality, note that C¯t is a Cohen-
Macaulay variety. Since it has a finite number of the singular points, by
Serre’s criterion it is normal.
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(3) Suppose that the coordinates are chosen in such a way that the three
lines lying on the infinite plane {x0 = 0} are given by the equations x0 =
x1x2x3 = 0. Then the equation of the cubic surface has the form
X1X2X3 =
∑
i,j
aijXiXj +
∑
k
bkXk + c.
Making the shifts Xi → Xi+2ajk, j, k 6= i and rescaling Xi we arrive at the
equation:
X1X2X3 =
3∑
i=1
ǫiX
2
i +
∑
k
b′kXk + c
′,
where ǫi = 0, 1. If ǫi = 0 then the infinite point with homogeneous coordi-
nates xi = 1, xj = 0, j 6= i is a singular point of C ′. So the proof follows
from Lemma 3.2 which we prove in section 3.
(4) The last item follows from the previous one because the generic cubic
surface is smooth and contains a triangle of lines. 
2.2. The action of PGL(2,Z) on the cubic surface. We can easily cal-
culate the action of PGL(2,Z) on the elements Xi:
σ(X1) = X
σ
2 , σ(X2) = X
σ
1(19)
σ(X3) = X
σ
1X
σ
2 −Xσ3 + u¯0u¯1 + k¯0k¯1(20)
τ(X1) = X
τ
1 , τ(X3) = X
τ
2(21)
τ(X2) = X
τ
1X
τ
2 −Xτ3 + u¯0u¯1 + k¯0k¯1,(22)
η(X1) = X
η
1 , η(X2) = X
η
2(23)
η(X3) = X
η
1X
η
2 −Xη3 + u¯0k¯1 + k¯0u¯1(24)
where Xσi , X
τ
i , X
η
i are the corresponding generators of the center of H
σ,
Hτ , Hη respectively. Using formulas (17) we get the formulas for the action
of gi from the introduction.
Remark 2.1. The formulas (19-24) define the regular maps σ, τ, η: A3 → A3.
The direct calculation shows that σ, τ, η map the surface Ct ⊂ A3 into the
surfaces Cσ(t), Cτ(t), Cη(t), respectively.
Corollary 2.2. Formulas (19-24) yield an embedding of the congruence
subgroup K into the group Aut(Ct) of automorphisms of the affine cubic Ct.
Proof. The existence of the map follows from the previous reasoning. The
injectivity of the map is an open condition on the parameters t. Hence it is
enough to prove that it is an injection for some particular value of t.
If k¯0 = k¯1 = u¯0 = u¯1 = 0 then algebra H(t; 1) becomes C[X
±1, Y ±1]⋊Z2
and C[X±1, Y ±1]Z2 . The action of K on C[X±1, Y ±1]Z2 is induced by the
standard action of GL(2,Z) on C[X±1, Y ±1]: XiY j → Xγ(i)Y γ(j), γ ∈
GL(2,Z). This action obviously induces an injection: K → Aut(Ct). 
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Remark 2.2. The automorphisms from the corollary do not extend to auto-
morphisms of the projective cubic surface. Their extensions are birational
automorphisms of the projective surface. Moreover, the formulas (19-24)
extend the action of K to the reducible projective surface Ct ∪ L, where
L is infinite plane. The group K acts on the infinite plane L by Cremona
transformations.
2.3. Proof of Theorem 2.1. From Proposition 1.1 it follows that the ele-
ment X1 is central. The elements X2, X3 are central because they are the
results of the PGL(2,Z) action on X1.
In the Appendix we prove that Xi satisfy the cubic equation Rt(X) = 0.
It is a routine but rather long calculation.
We now prove that X1,X2,X3 generate the center Z. As the center
of C[X±1, P±1] ⋊ Z2 is equal to C[X
±1, P±1]Z2 , the corollary 1.2 implies
that the map i1 induces a birational isomorphism between Spec(Z) and
Spec(C[X±1, P±1]Z2). The ring C[X±1, P±1]Z2 is generated by the elements
I1 = X +X
−1, I2 = P + P
−1, I3 = XP + P
−1X−1
modulo the relation
I1I2I3 = I
2
1 + I
2
2 + I
2
3 − 4.
An easy calculation shows that
X1 = I1,
X2(I
2
1 − 4) = Q0(I1) +Q2(I1)I2 +Q3(I1)I3,
X3(I
2
1 − 4) = S0(I1) + S2(I1)I2 + S3(I1)I3,
where degQ2 = 2 with the leading coefficient k1/k0, degS3 = 2 with the
leading coefficient k0/k1, degQ3 ≤ 1, degS2 ≤ 2.
Hence we can express I2, I3 through Xi:
I2 = (X2R
2
2(X1) +X3R
3
2(X1) +R
0
2(X1))/D1(X1),
I3 = (X2R
3
3(X1) +X3R
3
3(X1) +R
0
3(X1))/D1(X1),
where Rij are polynomials and D1 = Q2S3 − Q3S2 is a polynomial of de-
gree 4 with the leading coefficient 1. As a consequence we get a bira-
tional isomorphism between Spec(Z) and the cubic Ct, under which the
image of any element F of the center Z can be presented in the form
F = R1(X)/(D1(X1)(X
2
1 − 4))N , where R1 is a polynomial.
As we have a (projective) PSL(2,Z) action on the DAHA, recalling re-
mark 2.1 we see that the same statement holds for X2 and X3. That is, any
element F ∈ Z has a representation in the form F = Ri(X)/(Di(Xi)(X2i −
4))Ni where i = 1, 2, 3 and Ri are polynomials depending on F , while Di
is a fixed polynomial. In other words any regular function on Spec(Z) is a
rational function on Ct with singularities on a set of codimension 2. But we
know that Ct is normal, hence any function with singularities at codimension
2 is regular. Thus we proved that Z = C[X1,X2,X3]/(Rt).
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3. Finite dimensional representations of H and the spherical
subalgebra
Let e = (1 + k1V1)/(1 + k
2
1) be the symmetrizer. In all places where we
use the symmetrizer we suppose that k21 6= −1 and we denote by Ck1 [Z2] the
subalgebra of H generated by V1. The algebra eHe is called the spherical
subalgebra of H. The space He has the structure of a right eHe-module.
Theorem 5.1 and Corollary 6.2 from [15] say
Proposition 3.1. (1) The map z 7→ ze is an isomorphism Z → eHe.
(2) The left action of H on He induces an isomorphism of algebras
H ≃ EndeHe(He).
(3) If Ct is smooth then He is a projective eHe-module which corre-
sponds to a vector bundle of rank 2 on Ct.
(4) If U ⊂ Ct is a smooth affine open set and E is an irreducible rep-
resentation of H with central character χ belonging to U then E is
the regular representation of Ck1 [Z2], namely
E = He⊗eHe χ.
Remark 3.1. In [15], we treat the case of reduced root systems, but the proof
is the same in the non-reduced case.
It turns out that the statement converse to the last part of the proposi-
tion 3.1 holds, and we can give a simple representation-theoretic description
of the locus of the singular affine cubic surfaces. For that we need to under-
stand better the structure of the map p: C4t → C4p, given by the coefficients
of the cubic surface Ct:
p1 = u¯0k¯0 + k¯1u¯1, p2 = u¯1u¯0 + k¯0k¯1,
p3 = k¯0u¯1 + k¯1u¯0, p0 = k¯
2
0 + k¯
2
1 + u¯
2
0 + u¯
2
1 − k¯0k¯1u¯0u¯1.
The structure of the map becomes transparent if one introduce torus T and
maps θ: C4t → T, π: T → C4p with the property p = π ◦ θ. Now let us
introduce these maps and torus T.
Let T = Spec(C[P ]) where P is the weight lattice for the root system D4.
By the definition
P = ⊕4i=1Zεi + Z(
1
2
(ε1 + ε2 + ε3 + ε4)),
and we can think about this algebra as the algebra generated by s±11 , s
±1
2 ,
s±13 , s
±1
4 , δ
±1 modulo the relation s1s2s3s4 = δ
2. There is a natural action
of the Weyl group W =WD4 on T.
We can embed the algebra C[P ] into the algebra C[t±11 , t
±1
2 , t
±1
3 , t
±1
4 ] by
the formulas:
s1 = t1t2, s2 = −t1/t2, s3 = −t3/t4, s4 = t3t4, δ = t1t3.
Let us denote the corresponding map C4t → T by θ.
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The direct calculation shows that we have the decomposition p = π ◦ θ
for the map p: C4t → C4p with π: T→ C4p given by the formulas:
p0 = mω2(s)− 4, p1 = mω4(s), p2 = mω1(s), p3 = mω3(s),
where ωi are the fundamental weights:
ω1 = ε1, ω2 = ε1 + ε2, ω3 = ε1 + ε2 + ε3 − ε4, ω4 = ε1 + ε2 + ε3 + ε4,
and mωi(s) =
∑
λ∈Wωi
sλ are the orbit sums. As the orbit sums mωi , i =
1, 2, 3, 4 freely generate the ring C[P ]W of W -invariants we get
Lemma 3.2. The map π: T → Cp is an epimorphism and for any s ∈ T
we have π−1(π(s)) = ∪w∈Ww(s).
Remark 3.2. The map θ is the Galois covering with the Galois group Z2.
Let us denote by Cs the surface Ct with t ∈ θ−1(s)
Proposition 3.3. The point χ ∈ Cs is singular if and only if there exists
an element w ∈ W such that the one dimensional representation χ of Z =
Z(H(t, 1)), t ∈ θ−1(w(s)) extends to a one dimensional representation of
H(t; 1).
Proof. Proposition 3.1 implies that if ρ:
V0 7→ t1, V1 7→ t2, V ∨0 7→ t3, V ∨1 7→ t4,
is an extension of the one-dimensional representation χ:
χ = (t2t4 + t1t3, t1t2 + t3t4, t2t3 + t
−1
2 t
−1
3 ),
of Z then the point χ ∈ Ct is a singular point. So we need to prove the
converse.
It is well known that variety S ⊂ C4p of the singular cubic surfaces is
irreducible. By the first part of the proposition the map π: s 7→ π(s)
sends Σ = {s1s4 = 1} onto S. Obviously π−1(S) ⊂ C4p is a union of the
hypersurfaces. From the Lemma 3.2 we get that π−1(S) = ∪w∈Ww(Σ). 
Let us denote by Σ ⊂ C4s the locus of the points s with the property
that the surface Cs has at least one singular point; by Σ
′ ⊂ Σ the locus of
the surfaces with at least two singular points (counted with multiplicities);
by Σ′′ ⊂ Σ′ the locus of the surfaces with at least three singular points
(counted with multiplicities); by Σ′′′ ⊂ Σ′′ the locus of the surfaces with at
least four singular points (counted with multiplicities). By the multiplicity
of a singular point we mean the Milnor number [2]. Having in the mind this
definition we get the following result.
Corollary 3.4. The surface Cs can have only ADE singularities. The type
of the singularity of the surface Cs is the type of the stabilizer Stab(s) ⊂
W . That is the list below gives the complete classification of the possible
singularities of the surface Cs:
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(1) Σ = ∪1≤i<j≤4,ǫ=±1Σǫij and t ∈ Σǫij if and only if sǫi = sj. If s ∈ Σ\Σ′
then Ct has one singular point of type A1.
(2) Σ′ = Σ′2 ∪ Σ′1,1, where
Σ′2 = ∪{i,j,k,l}={1,2,3,4},ǫ=±1{si = sj = sǫk},
Σ′′1,1 = Σˆ
′′
1,1 ∪ Σ˜′′2 ,
Σˆ′′1,1 = ∪i<j,ǫ=±1{si = ǫ, sj = ǫ},
Σ˜′′1,1 = ∪{i,j,k,l}={1,2,3,4},ǫ∈{±1}2{si = sǫ1j , sk = sǫ2l },
and if s ∈ Σ′2 \Σ′′ then the singular locus of Cs consists of one point
of type A2; if s ∈ Σ′1,1 \ Σ′′ then the singular locus consists of two
distinct points of type A1.
(3) Σ′′ = Σ′′3 ∪ Σ′′1,1,1, where
Σ′′3 = Σˆ
′′
3 ∪ Σ˜′′1,1,1,
Σˆ′′3 = ∪ǫ∈{±1}2{sǫ11 = sǫ22 = sǫ1ǫ23 = s4},
Σ˜′′3 = ∪{i,j,k,l}={1,2,3,4},ǫ=±1{si = sj = sk = ǫ},
Σ′′1,1,1 = ∪{i,j,k,l}={1,2,3,4},ǫ∈{±1}2{si = sj = ǫ1, sǫ2k = sl},
and if s ∈ Σ′′3 \Σ′′′ then the singular locus of Cs consists of one point
of type A3; if s ∈ Σ′′1,1,1 \Σ′′′ then the singular locus consists of three
distinct points of type A1.
(4) Σ′′′ = Σ′′′4 ∪ Σ′′′1,1,1,1 where
Σ′′′4 = ∪ǫ∈{±1}{s1 = s2 = s3 = s4 = ǫ}.
Σ′′′1,1,1,1 = ∪{i,j,k,l}={1,2,3,4}{si = sj = −sk = −sl},
and if s ∈ Σ′′′4 then the singular locus of Cs consists of one point of
type D4; if s ∈ Σ′′′1,1,1,1 then the singular locus of Cs consists of four
distinct points of type A1.
Proof. The fact that isolated singularities of the cubic surface which is not
a cone are ADE is very classical [4].
Items (1)-(3) are simple corollaries of the classification of ADE diagrams,
because in all cases it is easy to calculate the Milnor number of the singular
point and the Milnor number is equal to the number of nodes in the diagram.
Let us give more details for the items (1), (2). The rest items are abso-
lutely analogous. First of all Proposition 3.4 implies that if s ∈ Σ1ij then
the point χ ∈ Cs, χ = (δ(1 + 1/(sksl)),−si − sj, δ/si(1 + 1/(sksl))) with
{i, j, k, l} = 1, 2, 3, 4 is a singular point. Moreover for the point of Σ1ij which
does not belong to any Σǫi′j′ , (ǫ, i
′, j′) 6= (1, i, j) the point χ is the only singu-
lar point of Σs and it has type A1. Analogously, for the generic (in the same
sense as before) s ∈ Σ−1ij the point χ = (δ(1 + 1/(sksl)),−si − sj, δ(1/sl +
1/sk)) is the only singular point of Cs and it is of type A1.
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To prove (2) we need to study singularities of the surfaces Cs with s ∈
Σǫij∩Σǫ
′
i′j′ , (ǫ, i, j) 6= (ǫ′, i′, j′) such that s does not belong to any triple inter-
section of the surfaces Σǫij. Thus the formulas from the previous paragraph
imply that Ct has one singular point if {i, j} ∩ {k, l} 6= ∅ and two singular
points if {i, j} ∩ {k, l} = ∅ or {i, j} = {k, l}. The topological interpretation
of the Milnor number [2] implies that in the first case the Milnor number of
the singularity is equal to 2.
In item (4), we have two candidates for the type of singularities of Cs,
s ∈ Σ4: A4 and D4. We can distinguish them by calculating the rank of the
Hessian which is an invariant of the singularity. In our case the rank of the
Hessian is equal to 1, that is, we have the singularity of type D4. 
Corollary 3.5. The surface Ct has no more then four singular points and
it has four singular points if and only if H(t; 1) = C[X±1, P±1]⋊C[Z2]
Remark 3.3. The four-parameter family of the cubic surfaces {Cp}p∈C5p gives
the miniversal deformation of the singularity D4 by the criterion from the
page 51 of the book [2].
4. Hochschild cohomology of H(t; q) and noncommutative
deformations of the affine cubic
4.1. Topology of the affine cubic surface. Let us calculate the coho-
mology of Ct:
Proposition 4.1. If Ct is smooth then
(1) H i(Ct,C) = 0 if i = 1, or i > 2 H
0(Ct,C) = C, H
2(Ct,C) = C
5.
(2) Any algebraic regular nonvanishing function on Ct is a constant.
Proof. Applying the weak Lefschetz theorem to Ct and the infinite hyper-
plane in P3, we find that H>2(Ct,C) = H
1(Ct,C) = 0. On the other hand,
it is well known that Ct is the blow up of the projective plane in six points.
Hence χ(Ct) = 9. On the other hand we know that Ct \Ct is a triangle, and
its Euler characteristic is equal to 3. Hence χ(Ct) = 6 and we proved the
first part of the statement.
The second part of the statement follows from the first one. Indeed, if we
have a nonconstant nonvanishing function f on Ct then d ln(f) is a regular
differential. AsH1(Ct,C) = 0, by Grothendieck’s theorem ln(f) an algebraic
function. It is impossible since it has logarithmic growth. 
4.2. Symplectic structure on the affine cubic surface: connection
with noncommutative deformation of H. Assume again that Ct is
smooth. As the ratio of two regular nonvanishing 2-forms is a nonvanishing
function, we have
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Corollary 4.2. Any algebraic symplectic form on Ct is proportional to the
form:
(25) Ω = dX1 ∧ dX2/ ∂Rt
∂X3
.
The symplectic form Ω yields a nondegenerate Poisson bracket on C[Ct]:
{X1,X2} = X1X2 − 2X3 + k¯0u¯1 + k¯1u¯0,(26)
{X2,X3} = X2X3 − 2X1 + k¯0u¯0 + k¯0u¯0,(27)
{X3,X1} = X3X1 − 2X2 + u¯0u¯1 + u¯0u¯1.(28)
On the other hand eH(q, t)e, q = eh gives a natural noncommutative
deformation of C[Ct] which induces the Poisson bracket
{F,G}def = [Fh, Gh]/h|h=0,
where Fh, Gh ∈ H ⊗ C[[h]] have the property F0 = F , G0 = G. Moreover
these two brackets coincide:
Proposition 4.3. For any values t we have
{·, ·} = {·, ·}def .
Proof. It suffices to prove the result for those t for which Ct is smooth.
If we show that the form Ωdef corresponding to the Poisson bracket is a
regular algebraic nonvanishing form, then we show that {·, ·} is proportional
to {·, ·}def . Let us do so.
Obviously, the Poisson bracket {·, ·}def is regular, hence Ωdef has no ze-
roes. To see that {·, ·}def is nondegenerate it is enough to prove this for the
set of codimension 2 at Ct because Ct is smooth. By Proposition 1.2 the
bracket {·, ·}def coincides on the open subset U = {X, δ(X) 6= 0} with the
standard Poisson bracket on C[X±1, P±1]Z2 which is nondegenerate. The
same is true for the open subset γ(U), γ ∈ K. But the complement to the
covering by the sets γ(U) has codimension 2.
The coefficient of proportionality can be easily calculated on the described
open subset U .
In the Appendix we give a direct proof of this proposition. 
4.3. Hochschild cohomology of H(t; q). We denote by Ht the algebra
H(t; q), q = eh, considered as topological C[[h]] module (that is, the param-
eter h is formal).
In this subsection we consider only H(t; q) with Ct smooth.
Let K = C((h)) and HK = Ht⊗ˆC[[h]]K (a K-algebra). Here ⊗ˆ stands for
the completed tensor product.
We will need the following corollary of Kontsevich’s quantization theory
[11, 12].
Let A be a commutative associative C-algebra, and A a topologically free
C[[h]]-algebra such that A/hA ≃ A. Let AK = A⊗ˆC[[h]]K be the completed
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tensor product. The deformation A of A gives rise to a Poisson structure
{·, ·}def on A, making Spec(A) a Poisson variety.
Proposition 4.4. Assume that the canonical isomorphism: A/hA ≃ A can
be lifted to a topological C[[h]]-module isomorphism: A ≃ A[[h]]. If Spec(A)
is smooth and the Poisson structure {·, ·}def on A is non-degenerate, i.e.
makes Spec(A) a symplectic manifold, then there is a graded K-vector space
isomorphism: HH•(AK) ≃ K ⊗C H•(Spec(A),C).
Remark 4.1. This statement can be generalized to the case when Spec(A)
is a smooth Poisson variety. In this case the cohomology of Spec(A) should
be replaced with the Poisson cohomology of A. This generalization of the
proposition follows from Formality theory (see Proposition 15.2 in [9]).
The last item of Proposition 3.1 implies that algebra eHte is Morita equiv-
alent to the algebra Ht. Hence application of proposition 4.4 yields
Corollary 4.5. If the cubic surface Ct is smooth then
HH•(eHKe) = HH•(HK) ≃ H•(Ct,C)⊗C K.
We are not able to calculate HH•(H(t; q)) but the previous statement
gives a clue for the possible answer.
Conjecture. For the generic values q, t we have:
HH1(H(t; q)) = HH>2(H(t; q)) = 0, HH2(H(t; q)) = C5.
4.4. Deformations of the DAHA. In this subsection we prove
Theorem 4.1. For a generic value of t, the family {eHse}s∈C4 gives a
universal deformation of algebra eHte, and the family {Hs}s∈C4 gives a uni-
versal deformation of Ht.
Proof. The second Hochschild cohomology HH2(HK) describes the first or-
der deformations of HK. As HH3(Ht) = 0, all first order deformations are
unobstructed, and the tangent space to the space of deformations of Ht is
equal to K5.
On the other hand to any element (f(h), s(h)) ∈ (C[[h]])5 corresponds
the formal deformation H(eh(1+εf(h)), t + εs(h)) of Ht. That is, we have
a morphism of C[[h]]-modules Φt: (C[[h]])
5 → HH2(Ht)/(torsion), and to
prove the theorem we need to prove that this map is injective. Obviously Φt
is injective if the induced map Φ′t : (C[[h]])
5/h(C[[h]])5 ≃ C5 → H2(Ct) ≃
HH2(Ht)/[hHH2(Ht) + (torsion)] is injective.
Let us observe that in the space H2(Ct,C) there is a special element Ω
corresponding to the symplectic form.
From the construction of the isomorphism HH2(HK) ≃ H2(Ct,C)⊗C K
it follows that Φ′t(a, 0, 0, 0, 0) = aΩ. Hence it is enough to prove that the
induced map of quotient spaces Φ¯′t : C
4 → PH2(Ct) is injective.
The map Φ¯′ has a simple geometric description. Indeed, fix a point t0
such that Ct0 is smooth. Then for any t ∈ C4 from a neighborhood of t0 we
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have a C∞-diffeomorphism ψt: Ct → Ct0 , which continuously depends on t
and is the identity when t = t0. Let Ωt ∈ H2(Ct) be the 2-form given by
formula (25) (i.e. it is the form induced by the noncommutative deformation
of C[Ct]). Hence we have a well defined map Θ: C
4
t → PH2(Ct0): Θ(t) =
ψt(Ωt) modulo scalars, and the map Φ¯′t is the differential of this map. It is
easy to see that we can extend the function Θ to C4t \ Σ where Σ is the set
of points t such that Ct is singular, and this function is holomorphic in this
domain (but multivalued).
To prove the theorem it is enough to show that the generic point of C4t
is not critical for Θ. That is, it is enough to show that Θ(C4t ) cannot have
codimension ≥ 1. Obviously if we show that the image of a neighborhood
of t = (1, 1, 1, 1) is dense in a neighborhood of Θ(t) we are done.
First let us notice that parameter t ∈ C4 gives a bad parametrization
on the space of the affine cubics with the triangle at infinity. Indeed, the
equation of the cubic Ct has the form
R˜p(X1,X2,X3) = X1X2X3 +
3∑
i=1
(−X2i + pi(t)Xi) + p0(t) + 4,
where p1 = u¯0k¯0 + k¯1u¯1, p2 = u¯1u¯0 + k¯0k¯1, p3 = k¯0u¯1 + k¯1u¯0, p0 = k¯
2
0 +
k¯21 + u¯
2
0+ u¯
2
1− k¯0k¯1u¯0u¯1. Let us denote this cubic by C˜p. Unfortunately, the
differential of the map t 7→ p(t) is zero at t = (1, 1, 1, 1), but obviously there
exists a map Θ˜: C4p → PH2(Ct0) such that Θ = Θ˜ ◦ p. It is enough to prove
that the image of a neighborhood of p = 0 under the map Θ˜ is “dense”, i.e.
contains a ball.
The cubic surface C˜0 is singular with four singular points Sǫ = 2(ǫ1, ǫ2, ǫ3),
ǫi = ±1, ǫ1ǫ2ǫ3 = 1. It has a simple geometric construction. The group Z2
acts on (C∗)2 by the inversion of both coordinates and there is an obvious
isomorphism between (C∗)2/Z2 and C˜0: z 7→ (z−11 + z1, z−12 + z2, z1z2 +
z−11 z
−1
2 ). The four singular points Sǫ are the images of four Z2-fixed points
(±1,±1) ∈ (C∗)2. As (C∗)2/Z2 is homotopic to the two dimensional sphere,
the last description of C˜0 implies that H2(C˜0,C) = C.
Let p ∈ C4 be small, and C˜p be smooth. The homology group H2(C˜p,C)
is generated by the classes of five spheres: by the classes of the four vanishing
spheres S2ǫ and cycle S
2
0. Here S
2
ǫ degenerates to the singular point Sǫ and
S20 deforms to the generator of H2(C˜0) as p tends to 0.
As
∫
S2
0
Ωp → b 6= 0 as p→ 0 (where Ωp := Ωt, p = p(t)), we can write
Θ˜(p) = (
∫
S2
1,1,1
Ωp,
∫
S2
1,−1,−1
Ωp,
∫
S2
−1,1,−1
Ωp,
∫
S2
−1,−1,1
Ωp).
This formula shows that Θ˜ has a holomorphic extension at p = 0. We will
now show that this point is not critical.
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From corollary 3.4 it follows that p(Σ′′1,1,1) is a union of four curves
p(Σ′′1,1,1) = ∪ǫ∈{±1}3,ǫ1ǫ2ǫ3=1Kǫ,
(29) Kǫ = {p, pi = ǫis, i = 1, 2, 3, p0 = s(2− s/2), s ∈ C}.
The tangent vectors to Kǫ at the point p = 0 form a basis in C
4
p. Hence it
is enough to prove that the derivatives of Θ˜ along the curves Kǫ at p = 0
are linearly independent.
The points of the curve Kǫ correspond to the cubic surfaces with three
singular points which are close to Sǫ′ , ǫ
′ 6= ǫ. That is the homology group
H2(C˜p,C) is two dimesional with generators [S
2
0(p)] and [S
2
ǫ(p)] and the
integral
∫
S2
ǫ′
Ωp, ǫ 6= ǫ′ equals identically zero along Kǫ. Now let us study
behavior of the integral Iǫ(p) =
∫
S2ǫ
Ωp as p tends to 0 along the curve Kǫ.
We give an analysis only for K = K1,1,1 because the other cases are
absolutely analogous. We will use the parametrization of K = {p(s)}s∈C
from formula (29).
To estimate the integral I(1,1,1)(p) = I(p) we need to understand the
geometry of the universal family C = {(X, s) ∈ C3 × Cs, Rp(s)(X) = 0} in
the neighborhood of (X, s) = (2, 2, 2, 0). After the change of the variables
Xi = X˜i + 2− s/2, i = 1, 2, 3,
the equation of the family C ⊂ C3 × Cs takes the form:
X˜1X˜2X˜3 + (2− s/2)(X˜1X˜2 + X˜2X˜3 + X˜3X˜1)−
3∑
i=1
X˜2i +
s2/4
3∑
i=1
X˜i + s(2 + s/4− s3/8) = 0.
Hence there are local coordinates Yi, s
′, i = 1, 2, 3 at the neighborhood of
(X, s) = (2, 2, 2, 0) such that
Xi = Yi +O(s) +O(|Y |2), |Y |2 =
∑
i=1
|Yi|2,
s′ = s+O(s2)
and the equation of C at these coordinates takes the form
Y 21 + Y
2
2 + Y
2
3 − 2(Y1Y2 + Y2Y3 + Y3Y1) = 2s′.
For convenience we will make no difference between s and s′. After the
linear change of the variables
Z1 = i(c
−1Y2 + cY3), Z2 = i(c
−1Y3 + cY1), Z3 = i(c
−1Y1 + cY2),
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with c = (−1 + i√3)/2, we get the simplest possible equation for C ∩ U (for
a suitable neighborhood U of zero):
3∑
i=1
Z2i = 2s.
Having the description of C ∩ U from the previous paragraph we can say
that the intersection of C˜p(s), s 6= 0 with small neighborhood of Z = 0 is
retractable to the two dimensional sphere S2(s) = {Z ∈ C˜p(s)|ImZ = 0}
(see e.g. [2]). Obviously if s > 0 then S2(s) is the honest two dimensional
sphere of the radius
√
2s.
Let us write the form of Ωp(s) in the coordinates Z, s. As
∂R˜
∂X3
= X1X2 − 2X3 + p3(s) = −2iZ3 +O(s2) +O(|Z|2)
we have Ωp(s) = idZ1 ∧ dZ2/2Z3(1 +O(s2) +O(|Z|2)).
Suppose s ∈ R+. Now let us notice that if Z ∈ S2(s) then |Z|2 ∼ 2s and
also form dZ1 ∧ dZ2/Z3 is proportional to the standard volume form for the
two dimensional sphere. Hence we have
I(s) =
∫
S2(s)
Ωk(s) =
∫
S2(s)
idZ1 ∧ dZ2/2Z3(1 +O(s2) +O(|Z|2)) =
k vol(S2(s))(1 +O(s)),
where k 6= 0. That is we have I(s) = ks+O(s2).
Thus we proved that I ′(s) 6= 0. The same is true for the other curves Kǫ.
Thus the map Θ˜ is holomorphic at p = 0 and this point is not critical. 
5. DAHA as universal deformation of Dq ⋊C[Z2]
The algebra Dq has the generators X
±1, P±1 and these elements satisfy
the defining relation:
PX = qXP.
Let us fix notation s for the generator of Z2 and e for the unit. We use the
notation D˜q for Dq ⋊C[Z2].
First we will calculate the homology HH∗(D˜q) = H∗(D˜q, D˜q). We calcu-
late homology instead of cohomology just to shorten notations. It is easy
to see that the same method works for cohomology and that HHj(D˜q) =
HH2−j(D˜q).
Proposition 5.1. If q is not a root of unity we have:
HH0(D˜q) = HH
2(D˜q) = C
5,
HH1(D˜q) = HH
1(D˜q) = 0,
HH2(D˜q) = HH
0(D˜q) = C.
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5.1. Spectral sequence. There is a natural structure of a Z2-module on
the homology HHi(Dq, gDq), where g = e, s is one of the elements of Z2.
More precisely there is an action of Z2 on the standard Hochschild complex
for HHi(Dq, gDq) by the formulas:
g · (m⊗ a1 ⊗ · · · ⊗ ar) = mg ⊗ ag1 ⊗ · · · ⊗ agr .
Proposition 3.1 from the paper [1] implies:
Proposition 5.2. There is a decomposition:
HH∗(D˜q, D˜q) = HH∗(D˜q, D˜q)[e] ⊕HH∗(D˜q, D˜q)[s],
and the spectral sequence:
E2r,s,[g] = Hr(Z2,Hs(Dq, gDq))⇒ HHr+s(D˜q, D˜q)[g]
The same statement holds for the cohomology.
For calculation of H∗(Dq, gDq) we will use the Koszul resolution.
Remark 5.1. The elementary group theory implies
H>0(Z2, V ) = 0,H0(Z2, V ) = V
Z2
for any Z2-module V (over C).
5.2. Resolution. Let us denote by Deq algebra Dq⊗Doppq , where Doppq is the
algebra Dq with the opposite multiplication. The elements p = P ⊗P−1−1,
x = X ⊗ X−1 − 1 commute and Deq/I = Dq, where I = (x, p) is the Deq-
submodule generated by these elements. Hence the corresponding Koszul
complex yields a free resolution W∗ of D
e
q-module Dq:
Deq
d1→ Deq ⊕Deq d0→ Deq
µ→ Dq,
where µ(XiP j⊗P j′Xi′) = XiP j+j′Xi′ and for z = z1⊗z2 we have d0(z, 0) =
zp = z1P ⊗ P−1z2 − z1 ⊗ z2, d0(0, z) = zx = z1X ⊗ X−1z2 − z1 ⊗ z2,
d1(z) = (zx,−zp) = (z1X ⊗X−1z2 − z1 ⊗ z2,−z1P ⊗ P−1z2 + z1 ⊗ z2).
5.3. Calculation of HH∗(Dq,Dq). After multiplication of the resolution
W∗ by the D
e
q-module Dq we get the complex of Dq modules:
Dq ⊗Deq W∗ : 0→ Dq
dˆ1→ Dq ⊕Dq dˆ0→ Dq → 0,
dˆ1(z) = (XzX
−1−z,−PzP−1+z), dˆ0(z1, z2) = Pz1P−1−z1+Xz2X−1−z2.
The homology of this complex yields the Hochschild homology: HHi(Dq) =
Hi(Dq ⊗Deq W∗).
We have H2(Dq ⊗Deq W∗) = ker dˆ1 = C.
The element (z1, z2), zk =
∑
cijk X
iP j is from ker dˆ0 if and only if
cij1 (1− qi) + cij2 (1− qj) = 0
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for all (i, j) ∈ Z2. As the image Imdˆ1 is spanned by the vectors∑
cijXiP j(qj − 1, 1− qi)
we get H1(Dq ⊗Deq W∗) = C2 = 〈(1, 0) + dˆ1(Dq), (0, 1) + dˆ1(Dq)〉.
It is easy to see that Imdˆ0 = {
∑
cijXiP j |c00 = 0}. Hence
H0(D ⊗Deq W∗) = C = 〈1 + dˆ0(Dq ⊕Dq)〉.
5.4. Calculation of HH∗(Dq, sDq). After multiplication of the resolution
W∗ by the D
e
q-module sDq we get the complex of Dq modules:
sDq ⊗Deq W∗ : 0→ Dq
d¯1→ Dq ⊕Dq d¯0→ Dq → 0,
d¯1(z) = (X
−1zX−1 − z,−P−1zP−1 + z), d¯0(z1, z2) = P−1z1P−1 − z1 +
X−1z2X
−1−z2. The homology of this complex yield the Hochschild homol-
ogy: Hi(Dq, sDq) = Hi(sDq ⊗Deq W∗).
Let F = {c ∈ Funfin(Z2,C)} be the space of the functions with the finite
support. Let us introduce two ”differentiations” on this space
(δ(1)c)(k, l) = q−lc(k + 2, l)− c(k, l), (δ(2)c)(k, l) = qkc(k, l + 2)− c(k, l).
A simple calculation shows that
Imδ(1) = {c ∈ F |
∞∑
i=−∞
q−2ijc(ε1 + 2i, ε2 + 2j) = 0,∀j ∈ Z, ε1, ε2 = 0, 1},
Imδ(2) = {c ∈ F |
∞∑
j=−∞
q−2ijc(ε1 + 2i, ε2 + 2j) = 0,∀i ∈ Z, ε1, ε2 = 0, 1}.
Using these operation we can rewrite the formulas for d¯i:
d¯1(
∑
c(k, l)XkP l) = (
∑
(δ(1)c)(k, l)XkP l,−
∑
(δ(2)c)(k, l)XkP l),
d¯0(
∑
c1(k, l)X
kP l,
∑
c2(k, l)X
kP l) =
∑
q−2ij(δ(2)c1 + δ
(1)c2)(k, l)X
kP l.
Obviously we have ker d¯1 = H2(Dq, sDq) = 0.
The kernel of d¯0 consists of pairs (c1, c2) ∈ F ⊕ F satisfying the equation
δ(2)c1 = −δ(1)c2. Hence (c1, c2) ∈ ker d¯0 implies
δ(2)(
∞∑
i=−∞
q−2ijc1(ε1+2i, ε2+2j)) = −
∞∑
i=−∞
q−2ij(δ(1)c2)(ε1+2i, ε2+2j) = 0,
for all j ∈ Z, ε1, ε2 = 0, 1. As c1 has the finite support it implies
∞∑
i=−∞
q−2ijc1(ε1 + 2i, ε2 + 2j) = 0,
i.e. c1 = δ
(1)c for some c ∈ F . Hence δ(1)δ(2)c = δ(2)δ(1)c = −δ(1)c2 because
δ(1) and δ(2) obviously commute. For the same reason as before δ(2)c = −c2.
Thus we proved that Kerd¯0 = Imd¯1 and H1(Dq, sDq) = 0.
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We have Imd¯0 = Imδ
(1) + Imδ(2) where the sum is not direct. That is
Imd¯0 = {
∑
c(k, l)XkP l|
∑
i,j∈Z
q−2ijc(ε1 + 2i, ε2 + 2j) = 0,∀ε1, ε2 = 0, 1}
and H0(Dq, sDq) = C
4 is spanned by four classes Xε1P ε2 + d¯0(Dq ⊕ Dq),
εi = 0, 1.
5.5. To complete the calculation of the E2 term of the spectral sequence
we need to describe the action of Z2 on the homology Hi(Dq, gDq).
Let us mention that the Koszul resolution:
W2
d1→W1 d0→W0 → Dq,
is actually a resolution in the abelian category of the Deq-modules with Z2-
action, where Z2-action on Wi is given by the formulas
z ∈W2, s · z = zs(X−1P−1 ⊗ PX),
(z1, z2) ∈W1, s · (z1, z2) = −(zs1(P−1 ⊗ P ), zs2(X−1 ⊗X)),
z ∈W0, s · z = zs.
By the way this resolution extends the standard Z2-action on Dq.
The action of Z2 on the standard Hochschild complex from the subsec-
tion 5.1 is the action of Z2 on the derived functor of tensor multiplication
in the category of Deq-modules with Z2-action and on HH0(Dq, gDq) this
action is induced by the standard one. As the derived functor does not
depend on the used resolution the corresponding action of Z2 on the com-
plex W ′∗ = W∗ ⊗Ae gDq induces the desired action on HHi(Dq, gDq). This
Z2-action is given by the formulas:
z ∈W ′2, s · z = P gXgzsX−1P−1,
(z1, z2) ∈W ′1, s · (z1, z2) = −(P gzsP−1,XgzsX−1),
z ∈W ′0, s · z = zs.
From the results of the previous two subsections we see that the action
of Z2 on H0(Dq,Dq), H2(Dq,Dq), H0(Dq, sDq) is trivial and Z2 acts on
H1(Dq,Dq) by multiplication by −1. Hence we get
H>0(Z2,H∗(Dq, gDq)) = 0,
H0(Z2,H0(Dq,Dq)) = H0(Z2,H2(Dq,Dq)) = C,
H0(Z2,H1(Dq,Dq)) = H0(Z2,H1(Dq, sDq)) = 0,
H0(Z2,H2(Dq, sDq)) = C
4.
This calculation completes the proof of Proposition 5.1.
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5.6. Universal property of DAHA. In this subsection we prove
Theorem 5.1. If q is not a root of unity then the family {H(t; q)}t∈C4,q∈C
gives a universal deformation of the algebra D˜q = Cq[X
±1, P±1]⋊C[Z2], and
the family {eH(t; q)e}t∈C4,q∈C gives a universal deformation of the algebra
Cq[X
±1, P±1]Z2 .
Let us remind the definition of a universal deformation . The flat R-
algebra AR (with R being a local commutative Artinian algebra and m ⊂ R
is the maximal ideal) together with an isomorphism AR/m ≃ A is called a
deformation of A over S = Spec(R). AR is a universal deformation of A if
for every deformation AO(S) of A over an Artinian base S there exists a map
τ : S → Spec(R) such that isomorphism A ≃ AR/m extend to isomorphism
AS ≃ τ∗AR.
Let v = (t′, q′) be a nonzero vector and H ′ = H(1 + ǫt′; q + ǫq′)/ǫ ·H(1 +
ǫt′; q + ǫq′) is the C[ǫ]/(ǫ2)-algebra. The theorem basically follows from the
calculation of the Hochschild cohomology and the following lemma
Lemma 5.3. There is no isomorphism of C[ǫ]/(ǫ2)-algebras between H ′ and
H(1; q)⊗C C[ǫ]/(ǫ2) which is equal to the identity map modulo the ideal (ǫ).
In the proof of this lemma it is more convenient to use the following
description of the algebra H(t; q).
Proposition 5.4. The algebra H(t; q) is generated by elements Y = V1V0,
T = V1, X = q
1/2V0V
∨
0 , modulo the defining relations
XT = T−1X−1 + (u−11 − u1),
Y −1T = T−1Y + (k−10 − k0),
(T − k1)(T + k−11 ) = 0,
Y X = qT 2XY + q(u1 − u−11 )TY + (k0 − k−10 )TX + q1/2(u0 − u−10 )T.
This description is more convenient because the generators X,Y, T tend
to X,P, s as t tends to 1.
Proof of the Lemma 5.3. Let us denote by φ the natural isomorphism of
vector spaces
H(1; q)→ ǫ ·H(1 + ǫt′; q + ǫq′)/ǫ2 ·H(1 + ǫt; q + ǫq′).
Assume that there is an isomorphism between H ′ and H(1; q) ⊗C C[ǫ]/(ǫ2)
lifting the identity. Hence there exists a linear map f : Cq[X
±1, P±1] →
Cq[X
±1, P±1]⋊C[Z2] such that the equation
(P + φ ◦ f(P ))(X + φ ◦ f(P )) = (q + ǫq′)(1 + 2ǫk′1s)(X + φ ◦ f(X))×
(P + φ ◦ f(P )) + 2ǫqu′1sP + 2ǫk′0sX + 2ǫq1/2u′0s,
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holds modulo ǫ2. Taking the first order term in ǫ and applying φ−1, we get
(f(P )X − qXf(P )) + (Pf(X)− qf(X)P ) = q′XP + 2k′qX−1P−1s+
2qu′1P
−1s+ 2k′0X
−1s+ 2q1/2u′0s.
Now let us show that the last equation has no solutions unless (t′, q′) = 0.
For that let us introduce the functionals I, Iδ1,δ2 , δi = 0, 1 on Cq[X
±1, P±1]⋊
C[Z2]:
I(h) = c01,1, Iδ1,δ2(h) =
∑
i,j∈Z
qi+j−2ijc1δ1+2i,δ2+2j,
where h =
∑
i,j∈Z,ǫ=0,1 c
ǫ
ijX
iP jsǫ. It is easy to see that application of I, Iδ1,δ2
to the LHS of the last equation yields zero. Indeed let us check that I(f˜) =
Iδ1,δ2(f˜) = 0, (δ1, δ2 = 0, 1) for f˜ = Pf(X) − qf(X)P (the calculation for
f(P )X − qXf(P ) is absolutely analogous). Obviously it is enough to check
it in the case f = XiP jsǫ, i, j ∈ Z, ǫ = 0, 1.
First let us consider the case when ǫ = 0. In this case Iδ1,δ2 = 0 for
obvious reasons and I(f˜) = 0 because f˜ = (qi − q)XiP j+1. In the case
ǫ = 1 we have I(f˜) = 0 for obvious reasons and Iδ1,δ2(f˜) = 0 because
f˜ = qiXiP j+1s− qXiP j−1s.
At the same time application of the functionals to the RHS is zero if and
only if (t′, q′) = 0. 
Proof of the theorem 5.1. We know that HH3(D˜q, D˜q) = 0, hence all defor-
mations of D˜q are unobstructed. Thus the second Hochschild cohomology
HH2(D˜q, D˜q) = C
5 is the tangent space to the moduli space of all defor-
mations. The deformations coming from the family {H(t, q)}t∈C4,q∈C yield
a subspace in the moduli space of all deformations. The last lemma shows
that this subspace is of dimension 5.
The second part of the statement follows from the existence of the iso-
morphism eD˜qe ≃ Cq[X±1, P±1]Z2 . Indeed this isomorphism implies that
the family {eH(t; q)e}t∈C4,q∈C gives a flat deformation family of the alge-
bra Cq[X
±1, P±1]Z2 . The rest of the proof is absolutely the same because
the Morita equivalence of D˜q and Cq[X
±1, P±1]Z2 implies that HH∗(D˜q) =
HH∗(Cq[X
±1, P±1]Z2). 
6. Poisson deformations of C[X±1, P±1]Z2
In this section we prove that the family of structure rings of the cubic
surfaces C˜p equipped with the Poisson two-form rΘ = rΩ
−1, where r ∈ C
and Ω is given by (25), yields a universal formal Poisson deformation of
the ring C[X±1, P±1]Z2 with the Poisson structure induced by the Poisson
structure
{X,P} = XP,
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on C[X±1, P±1]. Our arguments are analogous to the arguments from the
third section of the paper [10]. Particularly, the proof of the lemma 6.1 is
the parallel to the proof of the lemma 3.1 from the paper [10].
Let us remind some standard definitions from deformation theory. In this
sections all rings and algebras are commutative. Let R be an algebra. Recall
that A is said to be a Poisson R-algebra, if A is equipped with an R-linear
skew-symmetric bracket {·, ·} that satisfies the Leibniz rule and the Jacobi
identity. Let us denote by Op,r, p ∈ C4p, r ∈ C the structure ring of the
cubic surface C˜p equipped with the Poisson structure induced by the form
rΩ, where Ω is given by the formula (25).
Definition. A Poisson deformation of a Poisson algebra A over the spec-
trum S = SpecR of a local Artinian algebra R with maximal ideal m ⊂ R is
a pair of a flat Poisson R-algebra AR and a Poisson R-algebra isomorphism
AR/m ≃ A.
A Poisson R-algebra AR over a complete local C-algebra 〈R,m〉 is called
a universal formal Poisson deformation of the Poisson algebra A if for every
Poisson deformation AO(S) over a local Artinian base S there exists a unique
map τ : S → SpecR such that the isomorphism A ≃ AR/m extends to a
Poisson isomorphism:
AO(S) ≃ τ∗AR.
Remark 6.1. If we rewrite the previous definitions without mentioning the
Poisson structure we get the definitions of a formal deformation and univer-
sal formal deformation for an affine scheme.
We can consider the family Op,r, p ∈ C4, r ∈ C of algebras as a C[p, r]-
Poisson algebra O. Let us denote by Oˆ the completion of this ring with
respect to the variables p, r.
Theorem 6.1. The Poisson C[[p, r]]-algebra Oˆ is a universal Poisson de-
formation of the Poisson algebra C[X±1, P±1]Z2 .
We will prove this theorem using the technique of Poisson cohomology
HP •(A) (here A is a Poisson algebra). The reader can find the definition
and main properties of Poisson cohomology in the Appendix to paper [10].
Basically the Poisson cohomology HP •(A) is the total cohomology of the
bicomplex
DP l,k(A) = HomA(Λ
k
AHarl(A), A).
In this bicomplex Har•(A), d : Har•(A) → Har•+1 is the Harrison com-
plex which is quasiisomorphic to the co-called cotangent complex Ω•(A) in
the case when Spec(A) is smooth (i.e. the complex Har•(A) has nonzero
cohomology only at zero degree and this cohomology are equal to Ω1Spec(A)).
For the definition of the complex Har•(A) see the Appendix of the paper
[10]; for our purposes it is enough to know only the first two terms of the
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complex Har•(A):
−→ S2A⊗A d−→ A⊗A −→ 0,
with the differential given by d: (a⊗b+b⊗a)⊗c 7→ a⊗bc+b⊗ac−ab⊗c. By
the way, from this description we see that the zero homology of the complex
Har• is the module Ω
1A of Ka¨hler differentials.
The Poisson structure Θ ∈ DP 0,2(A) ≃ HomC(Λ2A,A) yields the sec-
ond differential δ: DP •,•(A) → DP •,•+1(A), δ(a) = {Θ, a}, where {·, ·} is
Gerstenhaber bracket.
The most important property of Poisson cohomology is the fact that the
second Poisson cohomology HP 2(A) controls the first order formal Poisson
deformations of the algebra A:
Theorem 6.2. [10] Let A be a Poisson algebra. Assume that HP 1(A) = 0
and that HP 2(A) is a finite-dimensional vector space over C. Then there
exists a closed subscheme S ⊂ ĤP 2(A) and a Poisson C[S] algebra AS which
is a universal formal Poisson deformation of the algebra A.
The theorem implies that there is a map
ϕ : Ĉ5p,t → S ⊂ ĤP 2(A),
and we only need to show that ϕ(Ĉ5p,t) = S and ϕ is injective. More exactly,
we will prove
Lemma 6.1. We have HP 1(C[X±1, P±1]Z2) = 0, HP 2(C[X±1, P±1]Z2) =
C5 and the map ϕ is an isomorphism.
Before proving the lemma let us remark that the family {Cp}p∈C4 yields
the deformation of the affine scheme Z = Spec(C[X±1, P±1]Z2). The tangent
space to the moduli space of the formal deformations of the affine scheme
Z is equal to Ext1(Ω1Z ,OZ). The standard calculations from deformation
theory (see for example exercises after the chapter 16 in the book [8]) imply
Lemma 6.2. The natural map: Ĉ4p → Ext1(Ω1Z ,OZ) is an isomorphism.
Corollary 6.3. The family {Cp}p∈C4p form a universal formal deformation
of the scheme Z.
Proof of the lemma 6.1. Let us denote by A algebra C[X±1, P±1]Z2 . First
let us remark that the calculation inside the proof of theorem 4.1 (more
precisely the fact that the point 0 is not critical for the map Θ˜) implies that
the map ϕ: Ĉ5p,r → ĤP 2(A) is an embedding. Hence dimHP 2(A) ≥ 5. Now
we prove that dimHP 2(A) ≤ 5.
Immediately from the definition of the bicomplex DP •,• we get:
DP 0,0(A) ≃ A, DP 0,>0(A) = 0, DP 1,•(A) ≃ RHom•(Ω1A,A).
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The first term of the spectral sequence E•,• associated to the bicomplex
HP •,•(A) is of the form:
Ep,q1 = Ext
q(ΛpΩ1A,A),
because Spec(A) is a complete intersection and hence the complex Har•(A)
has nontrivial cohomology only at the degree zero which is equal to the
module Ω1A of Ka¨hler differentials.
ThusE0,11 = Ext
1(A,A) = 0 and E0,21 = Ext
2(A,A) = 0 and by Lemma 6.2
E1,11 = C
4. Let us calculate Ep,01 .
Let U be the subset of the smooth points of Z = Spec(A) and j: U → Z
be the corresponding embedding. Then we have:
Ep,01 ≃ Hom(ΛpΩ1Z ,OZ) ≃ Hom(ΛpΩ1Z , j∗OZ) ≃
HomU(Λ
pΩU ,OU ) ≃ H0(U,ΛpTU ),
where TU is tangent bundle to the scheme U . As quotient the map π:
(C∗)2 → Z is e´tale over U we have
H0(U,ΛpTU) ≃ H0(π−1(U),ΛpT(C∗)2)Z2 .
Now we are ready to calculate E2. The complement (C
∗)2 \ U has codi-
mension 2 and differential d: Ep,01 → Ep+1,01 is induced by the Poisson
differential on H0((C∗)2,ΛpT ((C∗)2)), hence:
Ep,02 ≃ HP p((C∗)2)Z2 ≃ Hp((C∗)2)Z2 .
That is we have E1,02 = E
0,1
2 = 0 and E
2,0
2 = C, E
0,2
2 = 0, dimE
1,1
2 ≤ 4.
Thus we get HP 1(A) = 0, dimHP 2(A) ≤ 5. 
7. Appendix
7.1. Proof of Theorem 2.1. Let us prove the cubic relation between the
generators X1,X2,X3 of the center of the DAHA.
As elements Xi are central, we have
X1 = (V
∨
1 )
−1X1V
∨
1 = V1V
∨
1 + (V
∨
1 )
−1V −11 ,(30)
X3 = V
−1
1 X3V1 = V
∨
0 V1 + V
−1
1 (V
∨
0 )
−1.(31)
(32) X1X2 = (V1V
∨
1 + (V
∨
1 )
−1V −11 )(V
∨
1 )
−1(V ∨0 )
−1 + V ∨0 V
∨
1 (V1V
∨
1 +
(V ∨1 )
−1V −11 ) = V1(V
∨
0 )
−1 + V ∨0 V
−1
1 + (V
∨
1 )
−1V0 + V
−1
0 V
∨
1
= X3 − u¯0k¯1 + (V ∨1 )−1V0 + V −10 V ∨1 ;
here the first equality uses (30) and the fact that X1 ∈ Z; the second uses
(5) twice; the third uses (3), (2).
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Our strategy is to extract the sum X21 +X
2
2 +X
2
3 from X1X2X3 and to
see what remains. Following this strategy we expand:
(V ∨1 )
−1V0X3 = (V
∨
1 )
−1V0(V
∨
0 V1 + V
−1
1 (V
∨
0 )
−1) =
(V ∨1 )
−1V0V
∨
0 V1 + (V
∨
1 )
−1V0V
−1
1 (V
∨
0 )
−1,
here we use (31) in the first equality. Now let us expand two summands
separately:
(V ∨1 )
−1V0V
∨
0 V1 = (V
∨
1 )
−1V −11 (V
∨
1 )
−1V1 = (V1V
∨
1 )
−2+
k¯1(V
∨
1 )
−1V −11 (V
∨
1 )
−1,
here the first equality follows from (5) second from (2);
(V ∨1 )
−1V0V
−1
1 (V
∨
0 )
−1 = (V ∨1 )
−1V −10 V
−1
1 (V
∨
0 )
−1+ k¯0(V
∨
1 )
−1V −11 (V
∨
0 )
−1 =
(V ∨1 )
−1V ∨0 V
∨
1 (V
∨
0 )
−1+k¯0(V
∨
1 )
−1V −11 (V
∨
0 )
−1 = (V ∨0 V
∨
1 )
−2+u¯1(V
∨
1 )
−1(V ∨0 )
−2+
u¯0(V
∨
1 )
−2(V ∨0 )
−1+u¯0u¯1(V
∨
1 )
−1(V ∨0 )
−1+k¯0(V
∨
1 )
−1V −11 (V
∨
0 )
−1 = (V ∨0 V
∨
1 )
−2−
u¯0u¯1(V
∨
1 )
−1(V ∨0 )
−1 + u¯1(V
∨
1 )
−1 + u¯0(V
∨
0 )
−1 + k¯0(V
∨
1 )
−1V −11 (V
∨
0 )
−1
the first equality is (1), the second is (5), the third and fourth are (3), (4)
(twice).
Now do the same procedure with V −10 V
∨
1 X3 = X3V
−1
0 V
∨
1 :
X3V
−1
0 V
∨
1 = (V
∨
0 V1 + V
−1
1 (V
∨
0 )
−1)V −10 V
∨
1 = V
∨
0 V1V
−1
0 V
∨
1 +
V −11 (V
∨
0 )
−1V −10 V
∨
1 ,
here the first equality is (31). Expanding the two summands separately we
get:
V ∨0 V1V
−1
0 V
∨
1 = V
∨
0 V1V0V
∨
1 − k¯0V ∨0 V1V ∨1 = V ∨0 (V ∨1 )−1(V ∨0 )−1V ∨1 −
k¯0V
∨
0 V1V
∨
1 = (V
∨
0 V
∨
1 )
2 − u¯1(V ∨0 )2V ∨1 − u¯0V ∨0 (V ∨1 )2 + u¯0u¯1V ∨0 V ∨1 −
k¯0V
∨
0 V1V
∨
1 = (V
∨
0 V
∨
1 )
2 − u¯0u¯1V ∨0 V ∨1 − u¯1V ∨1 − u¯0V ∨0 − k¯0V ∨0 V1V ∨1 .
here the first equality is (1), second is (5) third and fourth are (3), (4);
V −11 (V
∨
0 )
−1V −10 V
∨
1 = V
−1
1 V
∨
1 V1V
∨
1 = (V1V
∨
1 )
2 − k¯1V ∨1 V1V ∨1 ,
here the first equation is (5), the second is (2).
Thus summing up the previous formulas and using formulas (3), (4) we
get:
(33) ((V ∨1 )
−1V0 + V
−1
0 V
∨
1 )X3 = X
2
1 +X
2
2 − 4− u¯20 − u¯21 − u¯0u¯1X2+
k¯0((V
∨
1 )
−1V −11 (V
∨
0 )
−1 − V ∨0 V1V ∨1 ) + k¯1((V ∨1 )−1V −11 (V ∨1 )−1 − V ∨1 V1V ∨1 ).
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Expanding last two summands in the expression we get:
(V ∨1 )
−1V −11 (V
∨
0 )
−1 − V ∨0 V1V ∨1 = V ∨1 V1(V ∨0 )−1 − V ∨0 (V1)−1(V ∨1 )−1−
u¯1(V1(V
∨
0 )
−1+V ∨0 V
−1
1 )−k¯1(V ∨1 (V ∨0 )−1+V ∨0 (V ∨1 )−1)+u¯1k¯1((V ∨0 )−1−V ∨0 ) =
(V ∨0 )
−1(V0)
−1(V ∨0 )
−1 − V ∨0 V0V ∨0 − u¯0u¯1k¯1 − u¯1(V1(V ∨0 )−1 + V ∨0 V −11 )−
k¯1(V
∨
1 (V
∨
0 )
−1 + V ∨0 (V
∨
1 )
−1),
here the first equality is (4), (2); the second equality uses (5) twice and (3).
Using (3), (4), (1), (2) we can rewrite the last two terms
V ∨0 V
−1
1 + V1(V
∨
0 )
−1 = X3 + u¯0(V
−1
1 − V1) = X3 − u¯0k¯1,
V ∨1 (V
∨
0 )
−1 + V ∨0 (V
∨
1 )
−1 = X2 + u¯1((V
∨
0 )
−1 − V ∨0 ) = X2 − u¯0u¯1,
and the first two terms:
(V ∨0 )
−1(V0)
−1(V ∨0 )
−1 − V ∨0 V0V ∨0 = V ∨0 (V −10 − V0)(V ∨0 )−1−
u¯0(V0V
∨
0 + (V
∨
0 )
−1V −10 ) = −k¯0 − u¯0X1.
That is we get
(34) (V ∨1 )
−1V −11 (V
∨
0 )
−1−V ∨0 V1V ∨1 = −k¯0− u¯0− k¯1X2− u¯1X3+ u¯0u¯1k¯1.
Now we expand the very last summand in (33):
(35) (V ∨1 )
−1V −11 (V
∨
1 )
−1 − V ∨1 V1V ∨1 = (V ∨1 )−1(V −11 − V1)V ∨1 −
u¯1(V1V
∨
1 + (V
∨
1 )
−1V −11 ) = −u¯1X1 − k¯1.
The first equality uses (4), the second uses (30) and (2).
It easy to see that formulas (32), (33), (34), (35) imply the desired equa-
tion:
X1X2X3 −X21 −X22 −X23 + (u¯0k¯0 + k¯1u¯1)X1 + (u¯1u¯0 + k¯0k¯1)X2+
(k¯0u¯1 + k¯1u¯0)X3 + k¯
2
0 + k¯
2
1 + u¯
2
0 + u¯
2
1 − k¯0k¯1u¯0u¯1 + 4 = 0.
7.2. Proof of Proposition 4.3. First of all let us notice that the elements
of the ring Z = C[Ct] act by differentiation on H:
Dz(x) = [zh, x]/h|h=0,
where zh is such that z0 = z ∈ Z and x ∈ H. In particular, using formula
(18) we get the action of DX1 :
DX1(V0) = (V0V
∨
0 V
−1
0 − V ∨0 )/2,(36)
DX1(V
∨
0 ) = (V0 − (V ∨0 )−1V0V ∨0 )/2,(37)
DX1(V1) = (V
∨
1 − V −11 V ∨1 V1)/2,(38)
DX1(V
∨
1 ) = (V
∨
1 V1(V
∨
1 )
−1 − V1)/2.(39)
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Let us show how to derive formula (36), the rest of the formulas can be
derived analogously:
[X1, V0] = V
∨
1 V1V0+V0V
∨
0 V0−V0V ∨1 V1−V0V0V ∨0 = q−1/2(V ∨0 )−1V −10 V0+
V0V
∨
0 V0− q−1/2V0(V ∨0 )−1V −10 −V ∨0 − k¯0V0V ∨0 = −q−1/2u¯0+(q−1/2−1)V ∨0 +
V0(V
∨
0 − q−1/2(V ∨0 )−1)V −10 = q−1/4(q1/4 − q−1/4)(V0V ∨0 V −10 − V ∨0 ),
here we use (5) and (1) in the second equality; in the third equality we use
(3) and (1); in the fourth equality we use (3) one more times.
From the formula for the differentiation we can derive
2{X1,X2}def = 2DX1(X2) = (V ∨1 − V −11 V ∨1 V1)V0 + V1(V0V ∨0 V −10 − V ∨0 )+
(V0 − (V ∨0 )−1V0V ∨0 )V ∨1 + V ∨0 (V ∨1 V1(V ∨1 )−1 − V1) = (V ∨1 V0 + V0V ∨1 )−
(V1V
∨
0 +V
∨
0 V1)+((V
∨
1 )
−1V −10 +V
−1
0 (V
∨
1 )
−1)−(V −11 (V ∨0 )−1+(V ∨0 )−1V −11 ).
Now let us expand each of the four terms in the RHS of the last formula:
V ∨1 V0 + V0V
∨
1 = (V
∨
1 )
−1V0 + V
−1
0 V
∨
1 + u¯1V0 + k¯0V
∨
1 ,
V1V
∨
0 + V
∨
0 V1V1 = X3 + u¯0V
−1
1 + k¯1(V
∨
0 )
−1 + u¯0k¯1,
(V ∨1 )
−1V −10 + V
−1
0 (V
∨
1 )
−1 = (V ∨1 )
−1V0 + V
−1
0 V
∨
1 − k¯0(V ∨1 )−1 − u¯1V −10 ,
V −11 (V
∨
0 )
−1 + (V ∨0 )
−1V −11 = X3 − k¯1V ∨0 − u¯0V1 + u¯0k¯1),
here the first formula follows from (3) and (2); the second from (4), (1); the
third from (1), (4); the last one from (3), (2). Thus we get
2{X1,X2}def = −2X3+2((V ∨1 )−1V0+V −10 V ∨1 )+ u¯0(V1−V −11 )+ k¯1(V ∨0 −
(V ∨0 )
−1)+u¯1(V0−V −10 )+ k¯0(V ∨1 −(V ∨1 )−1)−2u¯0k¯1 = −2X3+2(X1X2−X3+
u¯0k¯1) + 2u¯1k¯0 = 2{X1,X2},
here the second equality uses (1-4) and (32).
As both brackets {·, ·} and {·, ·}def are algebraic and X1, X2 are local
coordinates on the open part of Ct, the equality {X1,X2} = {X1,X2}def
implies the statement.
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