As part of a quality control process in manufacturing it is often necessary to test whether all parts of a product satisfy a required property, with as few inspections as possible. When multiple inspection apparatuses with different costs and precision exist, it is desirable that testing can be carried out costeffectively by properly controlling the trade-off between the costs and the precision. In this paper, we formulate this as a level set estimation (LSE) problem under cost-dependent input uncertainty -LSE being a type of active learning for estimating the level set, i.e., the subset of the input space in which an unknown function value is greater or smaller than a pre-determined threshold. Then, we propose a new algorithm for LSE under cost-dependent input uncertainty with theoretical convergence guarantee. We demonstrate the effectiveness of the proposed algorithm by applying it to synthetic and real datasets.
Introduction
In this paper, we consider a type of active learning (AL) problem called level set estimation (LSE) [4] . The goal of LSE is to efficiently identify the level set {x ∈ D | f (x) > h} of an unknown high-cost real-valued function f : D → R, i.e., the input region in which the function output f (x) is greater than a threshold h. LSE plays an important role in quality control processes in manufacturing, because engineers want to ensure that all parts of a product satisfy the required properties with as few inspections as possible. For example, the task of extracting a region satisfying a required physical property from a solid material can be formulated as an LSE problem. In order to investigate a physical property, each position of a solid material is subjected to X-ray irradiation. Since X-ray irradiation is costly, it is desirable to find the level set (a region in the solid material in which the required physical properties are satisfied) with as few rounds of X-ray irradiation as possible. We also encounter an LSE problem in bio-engineering, e.g., in the task of constructing new functional proteins such as drugs or foods, by artificially modifying amino acid sequences of proteins. Here, bio-engineers need to identify the level set (the region in the protein feature space in which the protein satisfies the required functional properties) by repeatedly modifying amino acid sequences of proteins.
When LSE is used for such manufacturing quality control process, trade-offs between the input uncertainty and the cost are often taken into account. For instance, in the first example, it is necessary to use a high-cost X-ray irradiation apparatus in order to accurately irradiate the X-ray to the correct position of the solid material, while alternative low-cost X-ray irradiation apparatuses are also available, although they generally cannot irradiate the target position as precisely as higher cost ones. In the second example, precise modification of amino acids at precise positions is more expensive than a random mutation approach in which amino acids in a certain range of positions are replaced at random. In such a situation, it is desirable to be able to guarantee the quality of the entire product with as little total cost as possible by effectively combining low cost function evaluation that have high input uncertainty, with high cost function evaluation that have low input uncertainty.
The basic strategy of conventional AL methods is to select the inputs in which the uncertainty reduction of the corresponding outputs is beneficial to the target task (see, e.g., [16] ). Unfortunately, under Process (GP) model-based LSE with two different function evaluation options where option 1 has a low cost but high input uncertainty (middle row plots), while option 2 has a high cost but low input uncertainty (bottom row plots). In the top row plots, the black dashed lines indicate the desired input points, whereas the blue and red dashed lines indicate the actual input points due to input uncertainty. In this example, option 1 (low cost with large input uncertainty) were selected in steps 1, 3, and 4, whereas option 2 (high cost with small input uncertainty) were selected in step 2. The choices of option 1 in steps 1 and 3 (as well as the choice of option 2 in step 2) were effective in the sense that the uncertainty of the GP model was effectively reduced. On the other hand, the choice of option 1 in step 4 was not effective because the function was evaluated at highly different input point and the uncertainty of the GP model could not be effectively reduced. This example illustrates that, in LSE problems with cost-dependent input uncertainty, the proper choice of function evaluation options is important.
input uncertainty, this basic AL strategy cannot be used as it is because the input point cannot be freely specified. In fact, the convergence of existing LSE methods such as [8, 28 ] cannot be guaranteed under input uncertainty. In this paper, we propose a cost-sensitive AL method for LSE with input uncertainty by properly taking into account the integrated uncertainty according to the input uncertainty distribution, i.e., by precisely evaluating how the uncertainty of an unknown function decreases using an integral calculation with respect to the input uncertainty. We first consider the case in which the input uncertainty distribution is known, and then extend the result to the case in which the input uncertainty distribution is unknown. We investigate the theoretical properties of the proposed LSE method and show that it can identify the true level set with high probability under certain conditions. Furthermore, through numerical experiments using artificial and real datasets, we demonstrate the effectiveness of the proposed method.
Related works
Bayesian optimization (BO) based on Bayesian inference has been used for various target tasks including LSE (see [17] for comprehensive survey of BO). Several LSE methods based on Gaussian Process (GP) model have been studied. For example, [4] proposed the STRADDLE strategy based on credible intervals. In addition, [8] proposed an LSE method using a confidence region which is the intersection of credible intervals and derived theoretical bounds. Furthermore, recently, [28] proposed an LSE method called MILE based on the expected classification improvement, and [19] proposed a new LSE with tighter theoretical bounds and lower computational costs. Similarly, [3] has proposed a method for combining the maximization problem and LSE, and [22, 23, 25, 26] have used LSE for efficient safety area identification. There are several existing studies dealing with input uncertainty in GP model. Recently, [1] has considered BO for minimizing an integral function which is computed by integrating an unknown function with respect to input distributions, and [11] has proposed an upper confidence bound algorithm under uncertainty inputs. Moreover, in the framework of time series analysis, [7] has proposed an acquisition function based on the integral with respect to input distributions. Furthermore, in the context of Bayesian quadrature (see, e.g., [10] ), [27, 6] proposed a method for efficiently computing the target integral value with respect to input distributions. These existing studies on input uncertainty have some similarities with our study in that they are all based on integral calculations of input uncertainty distributions, but these existing techniques cannot be directly used for LSE under input uncertainty. Although there are many existing studies on cost-sensitive BOs (e.g., [24, 20, 12, 15] ), they all considered cost-dependent precision of GP models and none of them deal with cost-dependent input uncertainty.
Contributions
Our main contributions in this paper are as follows:
• We propose a new active learning algorithm for LSE problems under cost-dependent input uncertainty by extending the recent LSE method in [28] .
• We show the convergence of the proposed algorithm, i.e., the desired level set can be identified with probability one under certain regularity conditions. Moreover, we also show that the number of necessary function evaluation for level set identification was finite with probability one.
• Through numerical experiments using synthetic data and real data, we confirm that our proposed method has the same or better performance than other methods.
Preliminaries
Let f : D → R be a black-box function on D ⊂ R d with expensive to evaluate. For each x ∈ D, assume that the value of f (x) can be observed as f (x) + , where is an independent Gaussian noise distributed as N (0, σ 2 ). In this paper, we consider an LSE problem for f on a finite subset Ω of D. The upper and lower level sets for f on Ω at threshold h are defined as follows: Definition 2.1. Let h be a threshold. Then, an upper level set H and a lower level set L are defined as
In this paper, we consider cost-dependent input uncertainties when the black-box function f is evaluated. Assume that we have k different options (equipments/apparatus) for evaluating f , and these options have different costs c 1 < c 2 · · · < c k . When an option i ∈ [k] is used for evaluating f at an x ∈ Ω, the actual function evaluation is done not exactly at x but at s(x, c i ) ∈ D where s(x, c i ) is considered as a random sample from a random variable S(x, c i ). Since there is a trade-off between the costs and the input uncertainties, we need to select appropriate function evaluation options from the k different choices at each step. In this paper, we first assume that the probability density function of S(x, c i ), denoted by g(s|θ
x , is known 1 , but later extends to the case where the parameters is unknown and must be estimated in §4.
Gaussian process
In this paper, GP is used for modeling the black-box function f . Let GP(0, k(s, s )) be a GP prior for the function f , where k(s, s ) : D × D → R is a positive-definite kernel. Therefore, for any pair of finite points s 1 , . . . , s t ∈ D and its values f (s 1 ), . . . , f (s t ), a joint distribution of (f (s 1 ), . . . , f (s t )) is given by N t (µ t , K t ), where N t (µ t , K t ) is a t-dimensional normal distribution with mean vector µ t and covariance matrix K t , µ t = (0, . . . , 0) ≡ 0 t , and the (i, j) element of K t is k(s i , s j ). From the properties of GP, a posterior distribution of f after adding the data set {(s j (x j , c i j ), y j } t j=1 is also GP. Then, a posterior mean µ t (x), variance σ 2 t (x) and covariance k t (x, x ) of f at x are given by
where
. . , y t ) , and I t is a t-dimensional identity matrix.
Proposed method
In this section, we propose an efficient AL method for LSE under cost-dependent input uncertainty.
Credible interval and LSE
For each x ∈ Ω, let Q t (x) = [l t (x), u t (x)] be a credible interval of f (x) at the tth trial, where
, and β 1/2 ≥ 0. In addition, let be a positive accuracy parameter. Then, we define estimated sets H t and L t respectively of H and L as
Moreover, we define an unclassified set U t = Ω \ (H t ∪ L t ). Each step of LSE can be interpreted as the problem of classifying x ∈ U t−1 into H t or L t .
Acquisition function
Here, we propose an acquisition function to determine the next input point and the evaluation cost of the input point. We extend the MILE acquisition function proposed by [28] . MILE is based on the idea that the next evaluation point is the point that maximizes the expected classification improvement when a new point is added. Since inputs have cost-dependent uncertainty in our setting, we consider the integral with respect to the input distribution of the expected classification improvement, and define the integral divided by the cost as our acquisition function value. Moreover, by using the randomized strategy, we can show that our proposed algorithm converges with probability 1.
Integral with respect to input of expected classification improvement per unit cost
Let s * ∈ D be a new point, and let y * = f (s * ) + be the observed value for s * . In addition, let H t (s * , y * ) and L t (s * , y * ) be estimated sets respectively of H and L when (s * , y * ) is added, and let
Then, when the observation cost of the input point x ∈ Ω is c i , the integral of the expected classification improvement per unit cost is given by
Furthermore, the expectation in (3.2) can be written as follows:
Lemma 3.1. The expectation in (3.2) can be written as
Here, c
and σ 2 t (a|s * ) is the posterior variance of f at the point a after adding s * to {(s j (x j , c i j ), y j } t j=1 . Moreover, when k t (a, s * ) = 0,
Output: Estimated sets H and
for all x ∈ Ω do 6:
Compute credible interval Q t (x) from GP 7:
Compute H t , L t and U t from (3.1) and generate r t from B(p t )
9:
if r t = 0 then 10:
else if r t = 1 then
12:
Generate (x t , c it ) from C t
13:
end if
14:
Generate s t (x t , c it ) from S(x t , c it )
15:
16:
t ← t + 1 17: end while
The proof is given in Appendix A. Moreover, the details of approximation for the integral in (3.2) are given in Appendix B.
The randomized strategy
In the proposed algorithm we select the pair (x, c i ) stochastically. Let C = {(x, c i ) | x ∈ Ω, i ∈ [k]}, C t be a discrete random variable whose range is C, and κ i = P(C t = (x, c i )) be a probability mass function of C t , where 0 < κ i < 1 and |Ω|
Proposed algorithm
Using the results so far, we propose an algorithm for LSE with cost-dependent input uncertainty as follows. For each trial, (x, c i ) is chosen by maximizing a t (x, c i ) with probability 1 − p t , and otherwise (x, c i ) is chosen based on the randomized strategy. The pseudo code of the proposed algorithm is given in Algorithm 1, where B(p t ) is Bernoulli distribution which takes 1 with probability p t .
Extensions
In this section, we give two extensions of the proposed method. The first is an extension to the situation where error variances also change depending on costs, and the second covers the case where input distributions are unknown.
Cost-dependent error variances
Let c
Then, the posterior mean, variance and covariance of f after adding the data set {(s j (x j , c i j ), y
. In this case, if observation costs for the input point x ∈ Ω and the function value are respectively c i and c
) of the expected classification improvement per unit cost can be defined in the same way as (3.2). Therefore, similarly to Lemma 3.1,
) can be written as follows:
Here, if k t (a, s * ) = 0, Φ(·) is defined as in Lemma 3.1.
This lemma can be proven by following the same line of the proof of Lemma 3.1.
Unknown input distributions
Here, we discuss the case where the density function g(s|θ
x ) is unknown. In this case, it is necessary to estimate it. One natural approach is to estimate an unknown parameter θ
under the assumption that the density function has the known form g(s|θ
for each point x ∈ Ω (and c i ), it is difficult to estimate the parameters. For this reason, we assume that θ
is known, and ξ (c i ) is unknown. Then, by assuming a prior distribution π(ξ (c i ) ) for ξ (c i ) , we can compute the posterior distribution π t (ξ (c i ) ) after adding the data
. Therefore, by using this, g(s|θ
x ) can be estimated as
Theoretical results
In this section, we give two theorems about accuracy and convergence of the proposed algorithm. First, for each x ∈ Ω, we define a misspecification loss at the end of the algorithm as
Then, the following theorem holds:
Theorem 5.1. For any h ∈ R, δ ∈ (0, 1) and > 0, if β = 2 log(|Ω|δ −1 ), then with probability at least 1 − δ, the misspecification loss at the end of Algorithm 1 is less than . That is, the following inequality holds:
The proof is given in Appendix C. Next, we consider the convergence of Algorithm 1. Recall that inputs have uncertainty in this paper unlike the usual BO setting. Therefore, the desired input point may be greatly different from the actually input point. Furthermore, this can happen every trial. This implies that a probabilistic evaluation is needed when we analyze the convergence of the algorithm. Hence, in order to make a probabilistic evaluation, we assume the following three conditions:
(A2) For any x ∈ Ω and η > 0, there exists x ∈ Ω and c i such that P(S(x , c i ) ∈ N (x; η)) > 0, where
(A3) For any x ∈ Ω, the kernel function k is continuous at (x, x).
The condition (A1) holds when each p t is larger than a positive constant c. Moreover, (A1) holds even if p t = o(t −1 ). The condition (A2) requires the existence of an input x ∈ Ω and a cost c i that can take a value around x ∈ Ω. The condition (A3) only requires that k is continuous on
Thus, (A1)-(A3) are mild conditions. Then, the following theorem holds:
Then, for any h ∈ R, > 0 and β > 0, with probability 1, the following holds for any x ∈ Ω: σ 2 t (x) → 0 (as t → ∞). Furthermore, with probability 1, the number of evaluations of points required to complete Algorithm 1 is finite.
The proof is given in Appendix D.
Numerical experiments
In this section, we confirm the usefulness of the proposed method through numerical experiments using synthetic and real data. The results of numerical experiments not included in this main text are given in Appendix E.
Synthetic experiments
In this subsection, we compare the proposed method with some existing methods using synthetic functions. Hereafter, for simplicity, we used p t = 0.
Sinusoidal function
We considered the function f (x 1 , x 2 ) = sin(10x 1 ) + cos(4x 2 ) − cos(3x 1 x 2 ) which was used in [4] as a true function, and defined the grid point obtained by uniformly cutting the region [0, 1] × [0, 2] into 30 × 60 as Ω. In addition, we used the Gaussian kernel with σ 2 f = e 2 and L = 2e −3 . Moreover, we set σ 2 = e −2 , h = 1, = 10 −12 and β 1/2 = 1.96.
In this experiment, we considered three costs c 1 = 1, c 2 = 2 and c 3 = 3. For each c i and x = (x 1 , x 2 ) ∈ Ω, we defined the input distribution as
is a gamma distribution with parameters b and c which is restricted on the interval [0, a]. We assumed that
Furthermore, we used that ζ (1) = 4 and ζ (2) = 1, ζ (3) = 0.01. Then, we compared the following seven methods (i = 1, 2, 3):
(Costi) Always take input points using cost i. In addition, the acquisition function is calculated without integrating against input distribution.
(CostiEX) Always take input points using cost i. In addition, the acquisition function is calculated with integrating against input distribution.
(Cost123EX) All costs are allowed, and a t (x, c i ) is used as the acquisition function.
In order to calculate integrals, we used the Monte Carlo approximation (details are given in (B.2)). Moreover, to estimate the discrete distribution,S(x, c i ) was estimated by generating independent samples from each S(x, c i ) thousand times. Under this setting, one initial point was taken at random, and points were acquired until the total cost reached 150. The classification performance was evaluated using the following accuracy:
The average obtained by 20 Monte Carlo simulations is given in Figure 2 . From the leftmost figure of Figure 2 , we can confirm that it is important to integrate against the input distribution when calculating the acquisition function. We can also see that the red line (proposed method) that appropriately selects the cost at each trial achieves the highest accuracy. Next, we compared with the following existing methods: (RANDOM) Perform random sampling.
(US) Perform uncertainty sampling, i.e., we select the input point with the largest posterior variance.
(STRADDLE) Perform straddle strategy [4] , where we used β 1/2 t = 1.96.
(LSE) Perform LSE strategy [8] , where we used β 1/2 t = 1.96.
In this experiment, US, STRADDLE, and LSE were tested in advance in the same way as the proposed method with a total of seven types including the presence or absence of integration against the input distribution and the presence or absence of cost sensitive. Among them, the one with the highest accuracy is used for comparison. Similarly, for RANDOM, we tried a total of four types with or without cost sensitive and used the best results for comparison. From the second from the left in Figure 2 , we can confirm that the proposed method has higher accuracy than other existing methods.
Two-dimensional Rosenbrock function with cost dependent noise variance
Here, we considered the 2-dimensional Rosenbrock function (reduced to 1/100 and moved) f ( x 2 ) ∈ Ω, we assumed that
where 1) are independent. Furthermore, we used ζ (1) = 4, ζ (2) = 1, ζ (3) = 0.01. Moreover, we consider the situation where the noise in the output also changes according to the cost. In this experiment, we considered three output costs c = 3, and then we defined (j) ∼ N (0, σ (j)2 ) as the error distribution, where j ∈ {1, 2, 3}. Furthermore, we set that σ (1)2 = 0.5, σ (2)2 = 0.3 and σ (3)2 = 0.1. Then, we compared the following ten methods (i, j ∈ {1, 2, 3}):
(Ini-Outj) Take the input point using the cost i and observe the function value using the cost j. In addition, in the calculation of the acquisition function, integration is performed against the input distribution.
(PROPOSED) All costs are allowed, and the acquisition function is calculated by (4.1).
Under this setting, we performed the similar experiment as in sinusoidal function until the total cost reached 400. From the two figures on the right in Figure 2 , even when the output has the cost-dependent error variance, we can see that the proposed method has higher accuracy than the other methods. 
Real data experiment
We conducted a real data experiment using the Rhodopsin-family protein data set provided by [9] . Rhodopsin-family proteins have a function to absorb a light with certain wavelength, and this function is effectively used in optogenetics [5] . The goal of this experiment is to estimate the level set in the protein feature space in which the absorption wavelength is sufficiently large for optogenetics usage. This dataset contains 677 proteins, where each protein i has a 210-dimensional amino acids sequence vector and a scalar absorption wavelength output. We first constructed a Bayesian linear model using amino acid sequences, modeled the relationship between amino acid sequences and absorption wavelengths, and conducted experiments using this model as the oracle model. In the experiment, 400 pseudo-proteins were constructed by changing the amino acids of the 150th and 200th residues of the 338th rhodopsin, which has an intermediate absorption wavelength, to 20 different amino acids. The absorption wavelength of this protein was determined based on the constructed prediction model, and this was set as y i,j , i, j ∈ [20] , where the average of y i,j was standardized to be 0. Here, (i, j) in y i,j means that the 150th residue is changed to the i th amino acid and the 200th residue is changed to the j th amino acid. In addition, the ith amino acid means the ith amino acid when the one-letter code of the amino acid is arranged in alphabetical order. As an input corresponding to the response variable y i,j , we used a 42-dimensional feature vector x i,j = (x i , x j ) consisting of amino acid features (e.g., volume, molecular weight), where x i , x j ∈ R 21 .
We assumed that the true output value y i,j can be observed without any noise. However, for convenience of calculation, we used σ 2 = 10 −6 . Furthermore, we defined the input domain as Ω = {x i,j | i, j ∈ [20]}. We used the Gaussian kernel with σ 2 f = 10 and L = 200. In addition, we set h = 0, = 10 −12 and β 1/2 = 3. In this experiment, we considered two costs c 1 = 2 and c 2 = 5. Then, for input distributions, we assumed the following synthetic discrete distribution S(x u , c k ): P(S(x u , c 1 ) = x v ) = 0.8/3 (v = 7, 9, 15),
In other words, S(x u , c 2 ) takes x u with probability 1. Moreover, S(x u , c 1 ) is a random mutation where the probability which takes each acidic, basic and neutral amino acid are 0.8/3, 0.1/2 and 0.1/15, respectively. Therefore, it is a mutation that easily becomes acidic amino acids. Based on these, we defined the input distributions as
(if there exists y ·,v ),
Similarly, we defined
Under this setting, we considered the following three cases for S(x u , c 1 ): 1) the true distribution is known. 2) when estimating using categorical distribution and using Dirichlet distribution whose parameter is α = (0.75, 0.5, 3.75) as prior distribution. 3) when the discrete uniform distribution is used without estimation, i.e., the distribution is mis-specified. Then, we performed the similar experiment as in sinusoidal function until the total cost reached 500. The average obtained by 50 Mote Carlo simulations is given in Figure 3 . From Figure 3 , we can confirm that the proposed method has higher accuracy than except the mis-specified case. Moreover, from the first and second figures in Figure 3 , even if the distribution is unknown, it can be confirmed that its performance is almost the same as oracle by estimating distribution parameters under the assumption that the true distribution form is known.
Conclusion
In this paper, we proposed a new active learning method for LSE under cost-dependent input uncertainty. The acquisition function in the proposed method is based on the integral of the expected increase in classification per unit cost. The usefulness of the proposed method was confirmed through both numerical experiments and theoretical analysis.
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where 1l{·} is an indicator function, and µ t (a|(s * , y * )) is the posterior mean of f (a) after adding (s * , y * ) to {(s j (x j , c i j ), y j } t j=1 . Moreover, from basic properties of GP (see, e.g., [13] ), µ t (a|(s * , y * )) and σ 2 t (a|s * ) are given by
Hence, by using these we have
Therefore, noting that (
Similarly, if k t (a, s * ) < 0, it holds that
Finally, if k t (a, s * ) = 0, we obtain
By using the same argument, the following integral
can be also calculated.
B. Approximation of a t (x, c i )
Since integral operation about S(x, c i ) in a t (x, c i ) is computationally expensive, we consider two approximations of a t (x, c i ).
Let s (1) (x, c i ) , . . . , s (M ) (x, c i ) be independent random variables from S(x, c i ). Then, a t (x, c i ) can be approximated as
However, in (B.1), it is necessary to compute the posterior variance for each s (j) (x, c i ). As the result, the computational cost of (B.1) is O(t 2 |Ω|M ). Therefore, the total computational cost required for one trial is O(t 2 k|Ω| 2 M ) because it is necessary to compute for all x ∈ Ω and c i , i ∈ [k].
As another choice, we can consider the following approximate distribution of S(x, c i ). Let [a] Ω be an element of Ω which is the closest point to a. Then, we define [S(x, c i )] Ω ≡S(x, c i ). Note thatS(x, c i ) is the discrete random variable whose observed value is in Ω. Then, a t (x, c i ) can be approximated by using S(x, c i ) as
where pS (x,c i ) (a) ≡ P(S(x, c i ) = a) is the probability mass function ofS(x, c i ). Unlike (B.1), in (B.2), the calculation results in the braces {} are same for all x ∈ Ω and c i . Thus, for the calculation in the braces {}, it is sufficient to calculate once for each a ∈ Ω and b ∈ Ω, and its calculation cost is given by O(t 2 |Ω| 2 ). Moreover, the computational cost required to calculate a t (x, c i ) is O(|Ω|). Therefore, the total cost of calculating a t (x, c i ) is given by O((t 2 + k)|Ω| 2 ). This approximation is useful whenS(x, c i ) is a good approximation of S(x, c i ).
C. Proof of Theorem 5.1
Proof. For any t ≥ 1, the following inequality holds with probability at least 1 − |Ω|e −β/2 (see, e.g., Lemma 5.1 in [21] ):
Thus, by letting β = 2 log(|Ω|δ −1 ), (C.1) holds with probability at least 1 − δ. In addition, let T be t at the end of the algorithm. Then, with probability at least 1 − δ, it holds that
Hence, from (C.2) and (3.1) we get Theorem 5.1
D. Proof of Theorem 5.2
First, we define several notations. For each t ≥ 1 and x ∈ Ω, define
Here, 1 t is a t-dimensional vector where every element is equal to one. Hence, ς 2 t (x) is the posterior variance of f (x) when x is chosen t times. Next, let E be an event, and let 1l E be an indicator function which takes one if E holds and zero otherwise. Furthermore, for each t ≥ 1, x ∈ Ω, and cost c i , define
Note that E t (x, c i ) is an event where x is chosen using the cost c i at tth trial. Next, for each (x, c i ), suppose that W 1 (x, c i ), W 2 (x, c i ), . . . are random variables where
Moreover, for any t ≥ 1, let A t be an input random variable at tth trial. Thus, A t can be expressed as
Finally, for each t ≥ 1 and x ∈ Ω, definê (Fact2) For any x ∈ Ω,σ 2 t (x) converges in probability to zero (i.e.,σ 2 t (x) p − → 0).
(Fact3) For any x ∈ Ω,σ 2 t (x) converges to zero almost surely (i.e.,σ 2 t (x) a.s.
− − → 0).
First, we prove (Fact1).
Proof. Let H be a t × t non-singular matrix. Then, for any t-dimensional vector a and b where H + ab is a non-singular matrix, the following holds (see, e.g., [14] ):
Thus, by letting H = σ 2 I t and
Therefore, we get
Hence, by substituting (D.8) into (D.1), we obtain
.
Thus, for any x ∈ Ω, it holds that lim t→∞ ς 2 t (x) = 0.
Next, we prove (Fact2).
Proof. From the definition of convergence in probability, it is sufficient to show that
Let x be an element of Ω, and let a be a positive number. In addition, let ε be a positive number with ε ∈ (0, 1). Then, from (D.6), there exists a natural number N 0 (x) ∈ N such that the following inequality holds for any N ≥ N 0 (x):
Next, for a natural number K with K ≥ N 0 (x), we evaluateσ 2 K (x). For a set of random variables
Here, the jth element ofk B (x) is k(B j , x), and the (u, v)th element is k(B u , B v ). Moreover, let A = {A 1 , . . . , A K }. Then, we make a random variableσ 2
. Therefore, from the definition ofσ 2 K (x), noting that the posterior variance in GP is monotonically non-increasing, we have
Next, we prove that the following inequality holds for some large K:
, and let A ≡ {A j 1 , . . . , A j N 0 (x) }. Then, from (A3), there exists a positive number η such that |ς 2
. In order to construct A , we consider a probability that at least one A j from A 1 to A K 1 satisfies A j ∈ N (x; η). This probability is given by
In addition, from (A2), there exists x * ∈ Ω and c i such that P(S(x * , c i ) ∈ N (x; η)) ≡ q > 0. Hence, by noting that Line 11-12 in Algorithm 1, we have 16) where κ min = min{κ 1 , . . . , κ k } > 0. Therefore, from (D.14), (D.15) and (D.16), we get
Moreover, by noting that e x can be expanded as e x = 1 + x + x 2 e x /2, we obtain the following inequality:
where c >0 is a positive constant. Thus, by substituting this inequality to (D.17), we have
Hence, by combining (D.13) and (D.18), the following holds:
Thus, from (A1), there exists a natural number K 1 such that e −qκ min K 1 j=2 p j < ε/N 0 (x). This implies that the probability which at least one A j from A 1 to A K 1 satisfies A j ∈ N (x; η) is greater than 1 − ε/N 0 (x). Similarly, there exists a natural number K 2 such that the probability which at least one A j from A K 1 +1 to A K 2 satisfies A j ∈ N (x; η) is greater than 1 − ε/N 0 (x). By repeating the same argument, we have
Finally, we consider (D.12). From the triangle inequality, we have
Therefore, by using (D.10) and (D.19), it holds that
Furthermore, for any K with K ≥ K, it holds that |σ 2 K (x)| ≥ |σ 2 K (x)| because posterior variances of GP are non-increasing. Hence, noting that
t (x) converges in probability to zero.
Next, we prove (Fact3). 
Here, we set ζ (1) = 1/2.9 and ζ (2) = 0.05. Moreover, we assumed that
are mutually independent. Then, by letting p t = 0, p t = 1/(10 + t) and p t = 1/a, a ∈ {2, 3, 5, 10, 100}, we confirmed the behavior when each probability was used. In addition, we also set κ 1 = (1 − |Ω|10 −8 )/|Ω| and κ 2 = 10 −8 . For true functions, kernel parameters and thresholds, we considered the following three cases:
In order to compute integrals, we used the approximation method based on (B.2). Note that the discrete distributionS(x, c i ) can be derived analytically in the settings of this subsection. Under this setting, one initial point was taken at random, and points were acquired until the total cost reached 150. The average obtained by 20 Monte Carlo simulations is given in Figure 4 . From Figure 4 , we can confirm that p t for establishing the theoretical guarantee does not have a dramatic effect on the result if a sufficiently small value is set. Moreover, we can also confirm that the proposed method can achieve high accuracy at low cost.
E.2. Synthetic experiments
E.2.1. Two-dimensional Rosenbrock function
We also considered the 2-dimensional Rosenbrock function (reduced to 1/100 and moved) x ) in (B.1). From Figure 7 , we can see that when parameter estimation is not performed, efficient classification can not be performed . On the other hand, it can be confirmed that accuracy improvement has been achieved by parameter estimation. In particular, in the case of this experimental, it can be confirmed that performance equivalent to that obtained when the true distribution was known was achieved by parameter estimation.
