Abstract. The traces in the construction of Kauffman's knot invariants are studied. The trace space is determined for a semisimple finite-dimensional quantum Hopf algebra and the best lower bound of the dimension of the trace space is given for a unimodular finite-dimensional quantum Hopf algebra.
Introduction
It is well known that quantum groups have been successfully used in the construction of Witten-Reshetikhin-Turaev invariants of 3-manifolds ( [4] and [10] ). Recently, there have been some remarkable new developments in this direction. By employing right integrals on certain Hopf algebras, Kauffman and Radford have constructed a new class of invariants of 3-manifolds ( [2] and [3] ), which are called Kauffman-Radford-Hennings invariants of 3-manifolds.
At the core of Kauffman-Radford-Hennings invariants of 3-manifolds are Kauffman's knot invariants. In fact, the Kauffman-Radford-Hennings invariant of a 3-manifold is just a scalar multiple of Kauffman's knot invariant. It is also now known that the construction of Kauffman's knot invariant depends only on the algebraic structure of a class of associative algebras called quantum algebras and is independent of the representation theory of quantum algebras. Because of these new properties it is easier to appreciate the amazing connection between the deep algebraic structures of Hopf algebras and the topological invariants of knots, links and 3-manifolds.
A key ingredient in the construction of Kauffman's knot invariants is the trace on a quantum algebra. The trace can be produced from a right integral for H * , where H is a unimodular finite-dimensional ribbon Hopf algebra ( [2] , [3] and [7] ). The traces produced from right integrals for a finite-dimensional Hopf algebra are linearly dependent since such right integrals are unique up to a scalar. The construction of Kauffman's knot invariants clearly indicates that for two of Kauffman's knot invariants produced from two traces to be differen, the two traces must be linearly independent. Therefore, an important question in the study of Kauffman's knot invariants is this: how many linearly independent traces are there on a quantum algebra? The purpose of this paper is to discuss this question. The set of all traces on a quantum algebra form a vector space, which is called the trace space for the quantum algebra. In this paper, we will determine the trace space for a semisimple finite-dimensional quantum Hopf algebra and give a best lower bound t q,z (2), (d αβ ) 0≤α,β<t ) is quasi-triangular if and only if (d αβ ) 0≤α,β<t ∈ V ∩ V r . Hence the quantum Hopf algebra (s t q,z (2), (d αβ ) 0≤α,β<t ) is not quasi-triangular for every point (d αβ ) 0≤α,β<t ∈ (V ∪ V r ) \ (V ∩ V r ). Since (V ∪ V r ) \ (V ∩ V r ) is far from empty, the examples of quantum Hopf algebras are much richer than those of quasi-triangular Hopf algebras. By studying integrals, we see that the class of quantum Hopf algebras s t q,z (2) is always unimodular.
In section 5 we determine the trace space for the quantum Hopf algebra s t q,z (2) with odd t. It turns out that if t is odd, then the dimension of the trace space for s t q,z (2) is exactly the lower bound given in section 3. This proves that the lower bound given in section 3 is the best for unimodular finite-dimensional quantum Hopf algebras.
Radford's algorithm for computing Kauffman's knot invariants
Kauffman's knot invariants are a class of invariants of regular isotopy of unoriented knots. Using the algebraic description of regular isotopy, Kauffman found that the construction of knot invariants does not depend on the full definition of Hopf algebras and what is needed is just the algebraic structure of a class of associative algebras, which are called quantum algebras by Kauffman in [2] . Definition 1.1. An associative algebra H over a commutative ring k is called a quantum algebra if there exist S ∈ Hom k (H, H), R ∈ H ⊗ H and G ∈ H such that
where
The quantum algebra H depending on S, R and G is denoted by (H, S, R, G).
The following equations are a useful corollary of (3) in Definition 1.1.
for m ∈ Z (1.1) Definition 1.2. Let (H, S, R, G) be a quantum algebra. A functional tr ∈ H * := Hom k (H, k) is said to be a trace on H if it satisfies the following properties:
Kauffman proved in [2] that a knot invariant can be constructed from a quantum algebra H and a trace on H. Radford introduced an algorithm for computing Kauffman's knot invariants in [7] . We need a combinatorial description of a knot diagram to present Radford's algorithm.
A vertical line segment is defined as a closed non-horizontal straight line segment with two different endpoints. An arc is defined as a semicircular arc with endpoints which lie on a horizontal line. The concavity of a semicircular arc has only two possibilities. Hence, if x is an arc, then x is one of the following:
If x and y are two vertical line segments with finite slopes which have opposite signs and x ∩ y = {p}, where p is not an endpoint of either x or y, then the ordered pair (x, y) is defined as a crossing when x crosses over y. According to whether or not y has positive or negative slope, we have two types of crossing:
Let L be a set of vertical line segments. A subset C ⊆ L × L is called a crossing set if (x, y) ∈ C implies (y, x) ∈ C, and whenever (x, y), (w, z) ∈ C and (x, y)
It is clear that a knot diagram can be expressed as a triple K = (L, A, C), where L and A are finite sets of vertical line segments and arcs, respectively, and C ⊆ L×L is a crossing set such that a) If x, y ∈ L ∪ A are different, then x ∪ y has two connected components, unless (x, y) ∈ C or (y, x) ∈ C, where x := x \ {endpoints of x}; b) g(L ∪ A) is a cyclic graph, where g(L ∪ A) denote the graph whose vertices are the endpoints of the members of L ∪ A and whose edge between the vertex p and the vertex q is the member of L ∪ A which has p and q as endpoints; c) If x, y ∈ L ∪ A are different, then the highest and lowest points of x ∪ y are not common endpoints;
d) There exists a vertical line segment x ∈ L such that x is not a component of a crossing in C. Conversely, a knot diagram can be reconstructed from a triple as above. Hence, we identify a knot diagram with such a triple.
Let (H, S, R, G) be a quantum algebra over a commutative ring k and tr : H → k be a trace on H. For any knot diagram K, a scalar T R(K) in k can be constructed from (H, S, R, G) and tr. The scalar T R(K), depending on the quantum algebra structure of H and the trace tr on H, is called a Kauffman's knot invariant for K. Radford gave a rigorous algorithm to describe the construction of Kauffman's knot invariants in [7] .
Let Step 1. Represent a knot diagram K as a triple K = (L, A, C), which satisfies the conditions a), b), c) and d).
Step 2. Express the cyclic graph g(L ∪ A) in the form
−→ q denotes the unique edge of g(L ∪ A) joining the vertex p and the vertex q, the edge x 1 satisfies the condition d) above and the vertex p 2 is higher than the vertex p 1 .
Step 3. Construct h i (1 ≤ i ≤ n) in the n-fold tensor product H (n) := H ⊗ · · · ⊗ H according to the following rules:
where R = u e u ⊗ f u ∈ H ⊗ H and := 0, if the slope of x j is positive, 1, if the slope of x j is negative.
according to whether the direction of the movement through the arc p i xi −→ p j from p i to p j is counterclockwise or clockwise.
Step 4. Apply the "straightening"rule: 
Step 5 is the Whitney degree of the knot diagram K, which is the total turn of the tangent vector to the curve as one traverses it in the direction from p 1 to p 2 .
As an example, let us construct Kauffman's knot invariant T R(K) for the trefoil knot K. The trefoil knot can be represented as a triple K = (L, A, C), where
and the cyclic graph g(L ∪ A) is expressed as:
The notation x + ∪ (respectively, x + ∩ ) for an arc x means that the arc p x −→ q is a minima (respectively, a maxima) and the direction from p to q is counterclockwise. The diagram for the trefoil knot can be described from the triple above as shown in Figure 1 .
It is easy to check that the element h(K) in the 16-fold tensor product H (16) is given by
After applying the "straightening"rule and the multiplication map
By (1.1), the invariant above can be expressed as 
It is easy to see that Kauffman's knot invariant for the trefoil knot K derived from the expression (
Using the properties of the trace and (1.1), one can see that (1.3) and (1.5) are the same.
Preliminaries about Hopf algebras
From this section we will assume that algebras and coalgebras are over a field k with char(k) = 2, and (H, ∆, , S) is a finite-dimensional Hopf algebra with the comultiplication ∆, the counit and the antipode S. Let H * := Hom k (H, k) be the linear dual of H. Then H * is also a Hopf algebra. In particular, H * is a k-algebra with multiplication (2) . Note that H H * * as Hopf algebras. We use G(H) to denote the set consisting of all group-like elements of H.
consists of all algebra homomorphisms from the algebra H to the algebra k.
It is clear that both left integrals and right integrals form an ideal. 
Proof.
(1) is a standard result in the theory of finite-dimensional Hopf algebras; see [11] for details.
(2) and (3) follow from (2.1).
Let Λ be a non-zero left integral for H. By Proposition 2.1, the ideal of left integrals for H is one-dimensional. Hence, there exists a unique α ∈ H * such that
and α is independent of the choice of Λ. It follows that α(hh
; that is, α is a group-like element of H * . Similarly, let λ be a non-zero right integral for H * , then there exists a unique 
Radford's formula holds:
S 4 (x) = g(α x α −1 )g −1 for x ∈ H.
H is unimodular if and only if α = .
6. H * is unimodular if and only if g = 1.
Proof. The proof of (1)- (4) can be found in [8] . (5) and (6) Proof. See [5] .
Finally, let us recall the definition of a one-sided universal R-matrix from [6] . Let H be a Hopf algebra with the comultiplication ∆ and the antipode S. Let R be an element of H ⊗ H. Consider the following three conditions on R:
Definition 2.4. In the setting above, we have 1. R is called an invertible left universal R-matrix if R is invertible and satisfies (a) and (b). 2. R is called an invertible right universal R-matrix if R is invertible and satisfies (a) and (c). 3. R is called a universal R-matrix if R is invertible and satisfies (a), (b) and (c). 4. R is called an almost cocommutative Hopf algebra if R is invertible and satisfies (a).
H is called a quasi-triangular Hopf algebra if R is a universal R-matrix.
The examples of one-sided invertible R-matrices which are not universal Rmatrices can be found in section 4.
The trace space
Let (H, S, R, G) be a quantum algebra. We are interested in the kind of functional p ∈ H * with the properties
where m is an integer. The set T m (H * ) := {p ∈ H * | p satisfies both (3.1) and (3.2)} forms a subspace of H * . We define T m (H * ) as the mth trace space for H. In particular, T 0 (H * ) is called the trace space for H, which consists of all traces on H.
Proposition 3.1. Let (H, S, R, G) be a quantum algebra. Then the map φ
is a k-linear isomorphism.
Proof. Use (3.1) and (3.2).
Definition 3.1. A quantum algebra (H, S, R, G) is said to be a quantum Hopf algebra if H is a Hopf algebra with the antipode S. A quantum Hopf algebra is denoted by (H, ∆, , S, R, G), where (H, ∆, , S)
gives the Hopf algebra structure on H and (H, S, R, G) gives the quantum algebra structure on H. 
Proof. Let m : k ⊗ k → k be the multiplication in k. Then the multiplication (2.1) in H * can be expressed as
for x∈H and p, q ∈ H * .
(1) Let p, q ∈ T m (H * ) and x, y ∈ H. By (3.1), we have
which implies that (pq)(xy) = (pq)(S 2m (y)x). (3.3)
Similarly, it follows from (3.2) that
which implies that (pq)(x) = (qp)(G 2m S(x)). (2) Let p, q ∈ T m (H * ) and x ∈ H. Using (1.1), we get
This proves that pq = qp. Hence, T m (H * ) is a commutative subalgebra of H *
by (3.3) and (3.4). (3) This fact follows from the following equation:
(pq) a = (p a)(q a) for p, q ∈ H * and a ∈ G(H).
Let H be a finite-dimensional Hopf algebra. By Proposition 2.2, we have a k-linear isomorphism ψ :
where λ is a non-zero right integral for H * .
If H is a finite-dimensional quantum Hopf algebra, we set
The vector space r m (H) is called the mth right counterpart of the trace space and can be described as follows. 
Suppose that p = λ h for some h ∈ H. Then (a) p satisfies (3.1) if and only if h satisfies
S 2 (x α)h = hS 2m (x) for x ∈ H. (3.5) (b) p satisfies (3.
2) if and only if h satisfies
. r m (H) = {h ∈ H | h satisfies both (3.5) and (3.6)}.
Proof. (1) Let us prove (b). The proof of (a) is similar.
For any x ∈ H, by Proposition 2.2 (2) and (3), we have
It is clear that
It follows from (3.7) and (3.8) that p satisfies (3.2) if and only if
which is equivalent to saying that h satisfies (3.6).
(2) Use (1) and the definition of r m (H).
Proposition 3.4. If (H, S, R, G) is a unimodular finite-dimensional quantum Hopf algebra, then
where g is the distinguished group-like element of H.
Proof. Since H is unimodular, α = by Proposition 2.2 (5). Using Radford's formula in Proposition 2.2, we see that
which implies that
Remark. If (H, R) is a quasi-triangular Hopf algebra, then the description of r 0 (H) is equivalent to the description of Cocom S (H * ) given in [7] . Now we can determine the trace space for a semisimple finite-dimensional quantum Hopf algebra. Proposition 3.5. Let (H, S, R, G) 
(1) This is a standard result in the theory of finite-dimensional associative algebras.
(2) Since the center Z(H) is invariant under the antipode S, we know that S(e i ) is an idempotent in the center Z(H). Hence, S(e i ) = e i1 + · · · + e iki , where k i ≥ 1 and {e i1 , . . . , e iki } is a subset of {e 1 , . . . , e n }. By e i e j = 0 for i = j, we get
This proves that k i = 1 for every 1 ≤ i ≤ n. Let S(e i ) = e τ(i) . Then τ is a permutation of {1, 2, . . . , n}. That S 2 is inner implies that τ 2 = 1. By Proposition 2.3, H is unimodular. Hence, r m (H) is described by Proposition 3.4. Let z = x 1 e 1 + · · · + x n e n ∈ Z(H), where x i ∈ k. Then, (3.9) holds if and only
This proves that x
In other words, zG 1−m is a linear combination of the elements of the set in (2). Therefore, the set is a k-basis of r m (H) because it is clearly linearly independent. Now we present the best lower bound for the dimension of the trace space.
Proposition 3.6. Let (H, S, R, G) be a unimodular finite-dimensional quantum Hopf algebra, and let g be the distinguished group-like element of H. Then the best lower bound of
where L G 2 g −1 : A → A is the multiplication given by G 2 g −1 and
Proof. By Proposition 3.4, Z(H) ∈ W (H). Hence, W (H) is not empty. Consider any element
| A is a well-defined linear map on A. Using Proposition 3.4 again, we have
This proves that max{dim ker((S
. In order to prove that the lower bound above is the best one, we will study a class of unimodular finite-dimensional quantum Hopf algebras s t q,z (2) in §4 and prove that dimT 0 (s t q,z (2) * ) is equal to the lower bound above for odd t in §5.
We finish this section by calculating dim ker((S − L G 2 g −1 ) | A) for some special algebras in W (H).
Proposition 3.7. Let (H, S, R, G) be a unimodular finite-dimensional quantum
Hopf algebra, and let g be the distinguished group-like element of H.
is the group algebra of the group P , then
1. There exists a τ ∈ S n such that S(z i ) = z τ(i) for 1 ≤ i ≤ n and τ 2 = 1, where S n is the symmetric group on the set {1, 2, . . . , n}.
n×n is the identity matrix and the map z i → σ i is the regular representation of the group P in the symmetric group S n . 
Proof. (1) The existence of τ follows from the fact that S(h)
if both n and m are even, [ Proof. From the proof of Proposition 3.7 above, we know that h = n−1
if and only if (3.10) holds. Under our assumption, (3.10) becomes
is a linear combination of the elements in the set {z
. This implies that a maximal linearly independent subset of the set {z
is the number of elements in a maximal linearly independent subset of the set {z
One can check that the number is either is a complete residue system modulo n. Hence
is the maximal linearly independent subset of the set {z
4. The quantum Hopf algebra s t q,z (2) Throughout this section and section 5, we assume that q 2 is a tth primitive root of unity with t ≥ 2. Recall from [6] that s t q,z (2) is a finite-dimensional Hopf algebra over C with generators {E, F, K ±1 , z ±1 } and relations
where the comultiplication ∆, the counit and the antipode S are defined by
We define two varietiesV andV r in C t 2 as follows:
Note that the varietyV ∩V r contains at least the following symmetric points:
where a ∈ C, a t = 1, a = q 2 and a = q 2 . For m ∈ Z, we define
Lemma 4.1. In s t q,z (2), we have
Proof. The proof is similar to the proof given in [4] . See [4] for details. 
Proposition 4.2. Let
Proof. 
