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Experiments handling Rydberg atoms near surfaces must necessarily deal with the high sensitivity of
Rydberg atoms to (stray) electric fields that typically emanate from adsorbates on the surface. We demonstrate
a method to modify and reduce the stray electric field by changing the adsorbates distribution. We use one
of the Rydberg excitation lasers to locally affect the adsorbed dipole distribution. By adjusting the averaged
exposure time we change the strength (with the minimal value less than 0.2V/cm at 78µm from the chip) and
even the sign of the perpendicular field component. This technique is a useful tool for experiments handling
Ryberg atoms near surfaces, including atom chips.
I. Introduction
Due to their extreme properties, atoms in a Rydberg
state are interesting objects for creating strongly in-
teracting quantum systems [1–4]. For example, Ry-
dberg atoms strongly interact over large interatomic
distances [5–8] with a van der Waals interaction that
scales with principle quantum number n as ∝ n11 [9].
This interaction can be switched on and off by excit-
ing and de-exciting the atoms to and from the Ryd-
berg state. In addition, Rydberg states have long life
times, ∝ n3, required for quantum information pur-
poses. However, the large electron orbit also leads to
a large polarizability that scales as ∝ n7, and makes
Rydberg atoms sensitive to electric fields. Managing
electric fields is therefore an important issue for exper-
iments handling Rydberg atoms near the surface of an
atom chip [10–12].
An attractive way to realize a scalable Rydberg
quantum platform, is to trap small atomic clouds in
arrays of magnetic microtraps close enough to each
other, such that they can interact [13], using an atom
chip [14]. However a small intertrap separation (∼
5−10µm) also implies a similarly small distance to the
surface. At such a short range the stray electric fields
can be prohibitively large. In fact Rydberg atoms are
used to measure electric fields [15,16].
In this paper we investigate a method to control
the electric field by locally affecting the surface of the
atom chip with a blue laser. The mechanism behind
this change is likely a combination of thermally acti-
vated desorption and light-induced atomic desorption
(LIAD) [17]. Both these effects are known and used
in the cold atoms community. Changing the temper-
ature of the surface is used to decrease the stray elec-
tric field [18, 19] and thus facilitate Rydberg excita-
tion [16]. LIAD has been used by many groups mostly
as a controllable source of atoms and to increase the
number of atoms collected in a magneto-optical trap
(MOT) [20,21].
In this work we focus our Rydberg excitation lasers
onto the surface. This changes the adsorbate distri-
bution on the surface depending on the duty cycle of
one of the lasers. We probe the electric field at vari-
ous distances from the chip using two-photon Rydberg
spectroscopy. The measurements show that this tech-
nique can affect not only the strength of the field but
also its direction. We model the ad-atom distribution
and the resulting stray field, based on the deposition
and desorption of ad-atom patches during the experi-
mental cycle. We also take into account the calculated
temperature profile caused by the heating laser.
This technique holds promise for spatially control-
ling electric fields in Rydberg experiments, which is
necessary for building a scalable platform for quantum
information with long coherence times.
II. Experimental apparatus and measurement
technique
Our setup for Rydberg experiments on an atom chip
has been described earlier [12]. Briefly, we transfer
atoms from a magneto-optical trap into a z-wire mag-
netic trap, yielding a cigar-shaped cloud of 87Rb atoms
with peak density of ≈ 0.14 × 1012 cm−3 and a tem-
perature of ∼ 3µK. We excite atoms into the 25S1/2
state using a two-photon transition. The ground state
|5S1/2,F = 2,mF = 2〉 is coupled to the Rydberg
state through the intermediate state |5P3/2,F ′ = 3〉
with a large blue intermediate-state detuning ∆ =
2pi×1.5 GHz to prevent population of the intermediate
state. In Figure 1(a) we show the level scheme of the
two-photon Rydberg excitation using two lasers: a red
laser (780 nm) with a power Pr = 35µW, and a blue
laser (∼ 480 nm) with a power of Pb = 55 mW. Both
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Figure 1. (a) Two-photon excitation scheme to the Rydberg state. (b) Example of an absorption image of an atomic cloud, trapped
in a magnetic ’z-wire’ trap. The normalized depletion is obtained by taking the ratio of the number of atoms in the ’hole’ area
(where the excitation lasers are focused) and the number of atoms in the ’ref’ area. (c) Sketch of the setup (not to scale). The high
numerical aperture lens is coated with ITO which allows the application of a voltage between the lens and the chip to compensate
for the z component of the stray electric field. In order to probe the electric field on different heights, the atomic cloud (red) can
be moved up and down by varying the current through the trapping wire (z-wire; not shown). The chip contains a stack of layers
of different materials, including a 1µm SU8 polymer layer which provides thermal insulation and leads to heating of the surface
(see Temperature simulation). (d) An example of a Stark map at a height of 163µm. For each value of the voltage between the
chip and the lens, a spectrum is taken by scanning the detuning of the red laser and measuring the normalized depletion. The red
line is a fit to the Stark map; the values of Ez and Ex,y are retrieved from the fit.
laser beams have waists (1/e2 radius) of w0 ≈ 100µm.
This gives a two-photon Rabi frequency Ω = ΩrΩb2∆ ≈
2pi × 276 kHz. The one-photon Rabi frequencies (Ωr,
Ωb) were calculated using the Alkali Rydberg Calcula-
tor software [22].
In Figure 1(b) we show an example of an absorption
image of an atomic cloud in the z-wire trap. When
excited into a Rydberg state, atoms have a high prob-
ability to either decay into an untrappable state or to
be ionized and escape from the trap. Thus we observe
a decrease in the number of trapped atoms in the area
where the two laser beams are focused. The exposure
time of the blue excitation laser was varied between
35ms to 18 s, the exposure time of the red excitation
laser was kept fixed at 100µs for all the measurements.
Imaging of the cloud was done in-trap 100µs after the
depletion pulse, so atoms from the neighboring areas
don’t have time to refill the depleted area.
In Figure 1(c) we sketch the local environment of
the atomic cloud. The in-vacuum lens (f = 18.75mm,
NA = 0.4), through which the Rydberg and absorption
imaging lasers are focused, is coated with a conductive
material, indium tin oxide (ITO), so that an electric
field Eapp between the lens and the chip can be ap-
plied and the z-component of the stray electric field
(Ez) can be compensated. By focusing the two lasers
we excite part of the atomic cloud and observe a deple-
tion because of the Rydberg atoms escaping the trap.
We then scan the frequency of the red laser and record
the loss of atoms. We take spectra for different voltages
applied between the chip and the lens. This results in
Stark maps such as shown in Figure 1(d). The ob-
served peaks are symmetrically broadened, this can be
partially a result of resonant dipole-dipole interaction
between the excited 25S state and the neighboring P
states, to which the atoms can decay through black
body radiation [8, 23, 24]. Following [23] we estimate
our linewidth broadening to be ≈ 2pi×3MHz while the
minimum measured line width is ≈ 2pi × 6MHz, this
is in agreement with the approximate theory. Closer
to the surface of the chip the spectral widths increase.
This could be partly due to an increase of density as
the cloud is compressed closer to the surface. Another
possible contribution to the linewidth broadening could
be increased electric field gradients.
The Stark map has a parabolic shape, as expected
for a Ryberg S state for small fields. In the center
of the parabola the z-component of the stray electric
field is compensated by the applied field. Thus the ap-
plied compensation field yields a measurement of the
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Figure 2. Dependence of the electric field on the distance from the chip for different duty cycles of the blue laser. The result of the
measurement of Ez is shown with error bars. The solid lines show the result of a single collective fit (see text for details).
stray field z-component. The zero-frequency detuning
corresponds to the resonance, as calibrated in a spec-
troscopy vapor cell at room temperature in a field free
environment using electromagnetically induced trans-
parency (EIT) [25, 26]. Thus the remaining frequency
shift of the vertex of the parabola is due to the uncom-
pensated Ex,y (parallel to the chip surface) component
of the stray electric field. Rydberg energy levels are
calculated by diagonalizing the Stark Hamiltonian us-
ing Eapp as an input parameter and using (Ex,y, Ez)
as fitting parameters. To obtain a good fit, we also
introduce as an extra fitting parameter a factor that
enhances Eapp − Ez. This is necessary because some
of the measured Stark maps have different (typically
larger) curvature than what is expected from the po-
larizability of the investigated Rydberg state. In some
measurements we also observe an asymmetry between
the two branches of the parabola which can also in-
crease the apparent parabola curvature, in a few cases
up to a factor of 4. We verified numerically that this
asymmetry does not affect the position of the vertex to
within the error bars. We speculate that these effects
may be due to spatially dependent deposition of ions or
electrons, originating from ionized Rydberg atoms. On
the surface these charges form dipoles with their mir-
ror charge in the gold layer, and contribute to the stray
field. A full understanding of this complex interplay is
beyond the scope of this paper.
Finally, by changing the current in the z-wire we vary
the distance between the atomic cloud and the atom
chip and retrieve the dependence of the electric field
Ez on the distance to the chip.
III. Experimental results
In previous experiments we observed large stray elec-
tric fields above a gold surface [27] and even ∼ 10
times larger fields above silica-coated gold [12]. How-
ever, in other studies [16] significant reduction of the
stray electric field was achieved by forced desorption
of the ad-atoms. In our experiment we use the focused
blue excitation laser to induce local rubidium desorp-
tion through LIAD and heating of the chip surface. We
vary the average laser power, incident on the chip, by
the fractional time (duty cycle) of the blue laser dur-
ing the experimental cycle. The pulse length of the
red excitation laser (100µs) is kept constant for all the
measurements. We then measure the z-component of
the electric field for different duty cycles of the blue
laser. Because the power and the exposure time of the
red Rydberg laser and the imaging laser are much lower
than for the blue one, their effect on the chip surface
is negligible. The result of the measurement of Ez on
different heights for different duty cycles is shown in
Figure 2. Each of the data sets is taken in a steady
state reached ∼ 2.5 − 3 hours after changing the duty
cycle. The error bars are standard errors for the fits
of the measured Stark maps, the solid lines show the
results of the fitted electric field Ez using the model
3
described below.
The experimental cycle time is ∼ 21 s. The upper-
most blue data shows the determined Ez for the short-
est exposure time of the blue laser of ∼ 35 ms, and thus
0.2% duty cycle. The electric field increases closer to
the surface of the chip. However for higher duty cy-
cles Ez decreases and at some point even changes sign.
Below we present a model to describe this behavior.
IV. Model
a. Electric field simulation
To explain our results we use a model based on a dis-
tribution of electric dipoles, formed by Rb adsorbates
on the silica surface. An example is shown in Figure
3, where the chip (gold and silica layers) is shown with
a dipole distribution (red curve). The positive direc-
tion of the z axis coincides with gravity. The value of
Ez is indicated by color intensity. Blue (red) indicates
Ez pointing down (up). White color means absence
of Ez. First we assume the distribution [see Figure
3(a)] is a double Gaussian so that the electric field
points down everywhere. The narrow Gaussian cor-
responds to atoms released from the z-wire trap. The
wide Gaussian distribution represents atoms released
from the MOT. Once the blue laser is applied to the
center of the dipole distribution for a long enough time,
it causes local desorption of the dipoles. The resulting
distribution is shown in Figure 3(b). It looks like the
original distribution with a hole in the center. In the
new case the field lines change direction from down to
up in the center of the hole, and a small region with
no stray field appears (the white area).
Experimentally, after the blue laser starts to act
on the surface, the desorption of ad-atoms is locally
enhanced. We attribute this effect to a combina-
tion of LIAD and a local increase of the temperature.
The temperature of the spot where the beam hits the
surface increases instantly (on the experimental time
scale) and accelerates the desorption of the ad-atoms.
When the blue laser pulse ends, the temperature of
the heated area instantly cools down to room tempera-
ture. The density of the remaining ad-atoms (and thus
the dipole distribution) depends on the exposure time
of the blue laser during the experimental cycle (duty
cycle).
The dependence of the electric field on the dipole
distribution was simulated using MATLAB software.
The z-component of the electric field at a distance z
from the chip produced by a single dipole on the surface
is
Esz(0, 0, z) =
P
4pi0
1
(x2 + y2 + z2)3/2
×[
3
z2
x2 + y2 + z2
− 1
]
, (1)
where (x, y, 0) are the coordinates of the dipole, P is
the dipole moment of a single Rb ad-atom. For P we
take the value P = 12D [12,16] multiplied by a correc-
tion factor +1 ≈ 1.25 ( = 3.9 is the dielectric constant
of silica) to account for image dipoles due to the gold
surface [18, 19, 28, 29]. The z axis coincides with the
Rydberg excitation beams. The electric field Ez at the
point (0, 0, z) is then calculated as:
Ez(0, 0, z) =
¨
Sch
Esz(0, 0, z) ρd(x, y) dxdy, (2)
where ρd is the surface dipole density. Equation (2) is
integrated over the area of the chip Sch = LxLy, with
Lx = 16mm, Ly = 20mm.
We simulate the dipole distribution as two Gaussian
patches: the first one is narrow with the size of the
atomic cloud in the z-wire trap (σn,x ≈ 170µm, σn,y ≈
21µm), and the second one is wide due to atoms ex-
panding from the MOT (σw = 4.5mm). The size of the
hole in the dipole distribution (wh = 2×σh = 100µm)
is taken to coincide with the waist of the blue laser
beam. This choice is obvious for the LIAD mecha-
nism. For thermal desorption our model (see Tempera-
ture simulation) indicates that the temperature profile
is only slightly wider than wh. We find that for ob-
taining good fits at large duty cycles it is necessary to
assume that the hole size broadens. We describe this by
introducing a saturation mechanism. This saturation
can be justified by the fact that the measured electric
field is very sensitive to the duty cycle for small duty
cycles, but loses its sensitivity for larger duty cycles.
Also the fact that the data for the case of the largest
duty cycle is the least noisy, suggests that the surface is
then clean and the measurement suffers less from shot
to shot fluctuations of the adsorbant number.
We describe the total dipole density as:
ρd = (ρw + ρn)(1− h), (3)
where h is the hole profile, 0 < h < 1 with h → 1
corresponding to full depletion. In equation (3) ρw is
the broad truncated Gaussian distribution:
ρw(x, y) =
{
Nw
2piσ2w
e−(x
2+y2)/2σ2w , |x, y| < Lx,y/2;
0, elsewhere;
(4)
and Nw is the number of atoms in the Gaussian distri-
bution. The narrow Gaussian part is:
ρn(x, y) =
Nn
2piσn,xσn,y
e−x
2/2σ2n,x−y2/2σ2n,y , (5)
with Nn the number of atoms in the narrow distribu-
tion. The hole profile is modeled as:
h(x, y) =
γe−(x
2+y2)/2σ2h
1 + γe−(x2+y2)/2σ2h
. (6)
We introduce here a heuristic saturation parameter γ
used as a fitting parameter in the model, as are Nw and
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Nn. This saturation model for the depletion provides
the necessary broadening mechanism for the dipole dis-
tribution.
For the sake of stability of the fit, we set γ = 0 for the
0.2% duty cycle (blue open circles in Figure 2). This
is justified by the fact that this is the shortest duty
cycle which still allows to see the Rydberg depletion in
the atomic cloud and is the best approximation to the
dipole distribution without the effect of the blue laser.
Also for stability reasons Nn is set to 0 for the high-
est duty cycle data (86% duty cycle), justified by the
fact that for such a large saturation the small dipole
distribution effectively vanishes. All the curves are si-
multaneously fitted to a single set of parameters: Nw
is the same for all six data sets, Nn is the same for
all duty cycles except the highest 86%, andγ is indi-
vidually fitted for each data set. The result of the fit
is shown in Figure 2. The error bars on the data are
based on the fit to the Stark maps. The curves are
the result of the fit of the hole in the dipole distribu-
tion. In the table on the right hand side of Figure 2 for
each curve the corresponding values of duty cycle and
saturation parameter are shown.
The fit gives the values for the dipole distribution:
Nw = (6.47 ± 0.02) × 1013 dipoles and Nn = (4.13 ±
0.01)×109 dipoles. This gives peak surface dipole den-
sity ρmax = 7.03 × 105 atoms/µm2. The found dipole
density gives a minimum average ad-atom spacing of
∼ 1.2 nm. This is of the same order as in other studies:
in [16] the estimated surface density and average inter
ad-atom spacing are 4× 105 atoms/µm2 and ∼ 1.5nm,
respectively. The x and y cuts of the dipole distri-
butions for different values of γ are shown in Figure
4. For the largest value of γ = 68 (brown curve) the
saturation is clearly visible as a widening of the hole.
b. Temperature simulation
In order to understand the heating mechanism of the
chip during the experiment, the temperature of the
chip was simulated. As shown in Figure 1(c) the
atom chip is a stack of layers with different materi-
als. The ad-atoms are adsorbed and desorbed from
silica (∼ 25 nm layer). There is a thin layer of gold
(90 nm) for the mirror MOT, and a 1µm layer of dielec-
tric (SU8) for planarization of the magnetic structure
(200 nm FePt), which is used to create magnetic mi-
crotraps. The last layer of the chip is a relatively thick
(∼ 300µm) silicon substrate. The chip is clipped to
a metal construction, which is a good heat conductor.
We assume the connection of the chip to the metal con-
struction to be at room temperature 296 K. The laser
heats the chip surface locally. The laser beam has a
Gaussian profile with the waist of ∼ 100µm and power
of 55 mW. We estimate the absorption of the blue
laser power by the chip to be between 70% and 80%.
The heating problem can be solved semi-analytically.
We find that the center of the laser beam heats up
the chip surface by ∼ 11 − 13 K above room temper-
ature, which leads to the enhanced desorption of the
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Figure 3. Simulation of the electric field Ez due to a distribution
of dipoles on the surface. The red curves show the dipole distri-
bution. The golden and the cyan parts show the two outermost
layers of the chip, the gold and the silica respectively. The Ez
is indicated by color, blue (red) indicating electric field pointing
down (up). Figure (a) corresponds to a short duty cycle of the
blue laser (see Electric field simulation), (b) adsorbate distribu-
tion with a Gaussian hole in it, corresponding to a long duty
cycle of the blue laser. In the area where the blue laser (dashed
line) hits the surface, a hole in the adsorbate layer occurs due to
thermal and light-induced atomic desorption.
Rb atoms. The temperature distribution closely fol-
lows the Gaussian form of the laser beam with a root
mean square width σT ≈ 53µm, only slightly larger
than the laser beam σlaser = 50µm. The temperature
profile resembles the laser beam profile almost perfectly
because the characteristic length scale of the temper-
ature change r0 =
√
DdλAu/λSU8 ≈ 12µm is much
smaller than the beam diameter, where D and d are
the thicknesses of the gold and SU8 layers respectively,
λAu = 318W/mK and λSU8 = 0.2W/mK are the ther-
mal conductivities.
The effective heating of the surface is due to the
fact that gold is a relatively bad mirror for the blue
light, but mostly because SU8 is a very good thermal
insulator compared to gold.
V. Discussion
By varying the average time of the blue laser acting
on the chip we are able to control the z-component
of the stray electric field above the chip surface. We
attribute this effect to a combination of thermal des-
orption and LIAD [20]. Usually, for LIAD UV or violet
light is used [30], however in some special cases of low
adsorption energy the LIAD effect is seen even in the
red wavelength range [17]. In our case even though
the blue photon energy is not particularly high, the
laser intensity is several orders of magnitudes higher
than in usual LIAD experiments. Estimates for ther-
mal desorption and LIAD based on the numbers pro-
vided in [16, 30] suggest that the desorption is domi-
nated by LIAD due to the high beam intensity, while
the mild local heating only contributes in a minor way.
Both the precise adsorption-desorption mechanism in
our experiment and the dynamics of this process are
subject for future research.
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Figure 4. X cut (a) and y cut (b) of dipole distributions from the
data fits for different duty cycles (see Figure 2). The distribution
consists of a 2D Gaussian on a broad layer of dipoles and a
saturated hole in it.
Despite the strong electric field reduction in our ex-
periment, no reliable Rydberg excitations could be cre-
ated in the microtraps at ∼ 10µm distance to the sur-
face. As the atomic cloud approaches the surface of the
chip we see broadening and suppression of the excita-
tion spectra. This prevents Rydberg excitation closer
than ∼ 40µm from the chip, whereas the microtraps
are located 6 − 8µm from the surface of the chip. As
mentioned before, one possible broadening mechanism
is resonant dipole-dipole interaction. Another source
of spectral broadening and instability of the stray elec-
tric field can be creation of free charges due to the Ry-
dberg ionization close to the surface and the deposition
of those charges onto the surface.
VI. Conclusion
We have demonstrated and analyzed a novel technique
to control stray electric fields in atom chip Rydberg
experiments, changing the local adsorbate dipole dis-
tribution by changing the surface conditions with one
of the two Rydberg excitation lasers.
This effect of an excitation laser changing locally
the surface dipole distribution through heating and/or
LIAD and thus changing the conditions of the exper-
iment therefore has to be taken into account in the
design of Rydberg experiments on a chip.
The method presented in this paper provides a path
forward towards stable Rydberg excitation closer to the
surface of an atom chip, in particular in magnetic mi-
crotraps. The geometry of the affected area can be fur-
ther optimized by changing the beam parameters, for
example, by using a spatial light modulator [31,32].
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