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ABSTRACT
Major mergers between massive clusters have a profound effect in the intracluster gas, which
may be used as a probe of the dynamics of structure formation at the high end of the mass
function. An example of such a merger is observed at the northern component of Abell 1758,
comprised of two massive sub-clusters separated by approximately 750 kpc. One of the clus-
ters exhibits an offset between the dark matter and the intracluster gas. We aim to determine
whether it is possible to reproduce the specific morphological features of this cluster by means
of a major merger. We perform dedicated SPH (smoothed particle hydrodynamics) N -body
simulations in an attempt to simultaneously recover several observed features of Abell 1758,
such as the X-ray morphology and the separation between the two peaks in the projected
galaxy luminosity map. We propose a specific scenario for the off-axis collision of two mas-
sive clusters. This model adequately reproduces several observed features and suggests that
Abell 1758 is seen approximately 0.4 Gyr after the first pericentric passage, and that the clus-
ters are already approaching their maximum separation. This means that their relative velocity
is as low as 380 km s−1. At the same time, the simulated model entails shock waves of ∼4500
km s−1, which are currently undetected presumably due to the low-density medium. We ex-
plain the difference between these velocities and argue that the predicted shock fronts, while
plausible, cannot be detected from currently available data.
Key words: methods: numerical – galaxies: clusters: individual: A1758 – galaxies: clusters:
intracluster medium
1 INTRODUCTION
In the hierarchical build-up of cosmic structure, cluster mergers are
not rare (for a review of cluster formation, see Kravtsov & Borgani
2012). Much of the observational information about cluster merg-
ers comes from the disturbances in the gas of the intracluster
medium (ICM), triggered by collisions (for a review of shocks and
cold fronts, see Markevitch & Vikhlinin 2007). Additionally, grav-
itational weak lensing analyses (and/or galaxy distribution and dy-
namics) often supply the crucial input about the total mass distri-
bution, an indispensable ingredient for understanding the dynamics
of a cluster merger.
The so-called dissociative clusters are the outcome of mergers
in which the ICM gas has been spatially separated from the dark
matter. While the motion of the collisional gas tends to be hindered
by pressure, the collisionless dark matter is able to advance rela-
tively unimpeded. Galaxies are generally expected to accompany
the motion of the dark matter. Indeed, even in dissociative cluster
mergers, the brightest cluster galaxies (BCGs), or at least the cen-
troids of galaxy light distribution, tend to coincide approximately
with mass peaks, unless the morphology is peculiarly complex (for
example, in a series of multiple mergers).
⋆ E-mail: rubens.machado@iag.usp.br
There is a growing list of such dissociative clusters in
which the gas has been detached from the collisionless com-
ponents: 1E0657-558 (or Bullet Cluster; Clowe et al. 2006),
MACS J0025.4-1222 (Bradacˇ et al. 2008), Abell 520 (or Train
Wreck; Mahdavi et al. 2007), Abell 2744 (or Pandora’s Clus-
ter; Merten et al. 2011), Abell 2163 (Okabe et al. 2011), Abell
1758N (Ragozzine et al. 2012), DLSCL J0916.2+2951 (or Musket
Ball Cluster; Dawson et al. 2012) and ACT-CL J0102-4915 (or El
Gordo; Jee et al. 2014).
So far, most numerical simulations have focused on the
Bullet Cluster itself (Takizawa 2005, 2006; Springel & Farrar
2007; Milosavljevic´ et al. 2007; Mastropietro & Burkert 2008;
Akahori & Yoshikawa 2012; Lage & Farrar 2014). However, the El
Gordo cluster has recently been the object of interest in numerical
studies (Donnert 2014; Molnar & Broadhurst 2015). Cluster merg-
ers have often been studied through idealized binary collisions,
both to model individual objects, and to investigate general phys-
ical processes via parameter space exploration (e.g. ZuHone et al.
2010; ZuHone 2011).
An interesting aspect of cluster mergers concerns shock fronts
and their velocities. Cluster mergers drive supersonic shock waves
of typical Mach numbers M . 3 (Sarazin 2002). Indeed, shocks
have been detected in several galaxy clusters using X-ray data from
Chandra (e.g. Abell 2146; Russell et al. 2010), Suzaku (e.g. Abell
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3376; Akamatsu et al. 2012), and XMM-Newton (e.g. Coma clus-
ter; Ogrean & Bru¨ggen 2013). For these examples, the Mach num-
bers are in the usual measured rangeM∼ 2–3, and they are gener-
ally estimated from discontinuities in the temperature and/or den-
sity profiles, via the Rankine-Hugoniot jump conditions. Projection
effects and low photon counts significantly contribute to uncertain-
ties in Mach number measurements. In fact, strong shocks are ex-
pected mostly on the periphery of clusters (e.g. Hong et al. 2014),
but their detection is made difficult by the low X-ray flux is those
regions.
Radio relics are another observational signature of cluster
mergers related to the shock velocity. They are diffuse radio emis-
sion, sometimes in the form of arcs, in the periphery of merging
clusters and are interpreted as the result of reacceleration of rela-
tivistic electrons in the presence of amplified magnetic fields (see
Bru¨ggen et al. 2012; Feretti et al. 2012, and references therein). As
pointed out by Hong et al. (2014), in the cases where shocks are de-
tected both from radio and X-ray data, estimates of shock velocity
tend to disagree. Indeed, Mach numbers derived from X-ray data
seem to be systematically underestimated with respect to the spec-
tral analysis of radio relics. Recently, Shimwell et al. (2015) have
detected a Mpc-scale diffuse radio source on the periphery of the
Bullet Cluster. They obtained a Mach number of approximately 5.4
for the main part of this radio relic.
High Mach number shocks are predicted in cosmolog-
ical simulations (e.g. Vazza et al. 2009, 2011). For example,
Planelles & Quilis (2013) employed shock-capturing techniques on
a hydrodynamical cosmological simulation, to study shock statis-
tics. They find the mean mass-weigheted Mach number to beM∼
5 for the entire population of haloes at z = 0, and values nearly
twice as high at z = 1. Using the recent Illustris simulation suite
(Vogelsberger et al. 2014; Genel et al. 2014), Schaal & Springel
(2015) also analysed the statistics of shock waves and found that
approximately 75 per cent of shocks have Mach number below
M = 6, irrespective of redshift, although the high-M tail does
become more important with increasing redshift.
The Bullet Cluster itself exhibits a bow shock ofM∼ 3, with
inferred shock velocity of ∼4700 km s−1. Taken at face value, this
velocity raised concerns that the Bullet Cluster might be a rare out-
lier, given the small likelihood (Hayashi & White 2006) of such a
high-velocity merger for those halo masses in the Lambda Cold
Dark Matter (ΛCDM) cosmology. As Springel & Farrar (2007)
made clear, however, the shock velocity cannot be identified with
the velocity of the subcluster. Via numerical simulations, they
showed that the speed of the bullet was substantially lower and the
reasons were twofold: first, the upstream gas is not at rest; second,
the dark matter haloes do not move as fast as the shock front itself.
Therefore, they concluded that the actual speed of the bullet must
be ∼2700 km s−1 with respect to the parent cluster. This velocity
can be more comfortably accommodated within ΛCDM expecta-
tions, and helped alleviate concerns that new physics would have
to be invoked to modify the dark sector. This illustrates the cru-
cial role played by hydrodynamical simulations in understanding
cluster mergers and in interpreting the shock velocity.
One of the merging clusters currently known to be disso-
ciative is the northern component of Abell 1758. From ROSAT
data (Rizza et al. 1998), A1758 was seen to consist of two sep-
arate structures: a northern component (A1758N) and a southern
component (A1758S). At projected separation of 2 Mpc, these
two structures may be gravitationally bound in the strict sense.
However, there is no indication at all of interaction between them
in the X-ray data (David & Kempner 2004). Within A1758N it-
self, a bimodality is seen in the weak lensing mass map, as
well as in galaxy number density (Dahle et al. 2002), consistent
with galaxy velocities (Boschin et al. 2012). X-ray observations
from Chandra and XMM-Newton (David & Kempner 2004) show
that A1758N is undergoing a major merger of two massive clus-
ters, as indicated by gravitational weak lensing results as well
(Okabe & Umetsu 2008; Ragozzine et al. 2012). This cluster has
also been studied from the point of view of metallicity distribu-
tion (Durret et al. 2011) and galaxy evolution (Haines et al. 2009).
Meanwhile, A1758S also displays a disturbed morphology and is
undergoing a merger of its own. Finally, A1758N shows diffuse
radio emission (Kempner & Sarazin 2001; Giovannini et al. 2006,
2009), which is a sign of a recent merger.
A1758N has been observed intensively during the last 15
years or so, and has had its mass estimated by several au-
thors using different techniques, for instance David & Kempner
(2004, X-rays), Boschin et al. (2012, galaxy member dynamics)
and Ragozzine et al. (2012, weak lensing). Given that this system
is far from hydrostatic equilibrium and that gravitational lensing
techniques have difficulty in disentangling the mass of each sub-
structure, there is still a large variance between estimations of each
subcomponent of A1758N. It seems safe to say, however, that the
whole A1758N has a mass of the order of 1015M⊙ and that there
is no huge discrepancy between the masses of its two components.
Our aim in this paper is to model the collision event of
A1758N by means of dedicated hydrodynamical N -body simula-
tions, attempting to constrain the parameters of the collision (such
as initial velocity, impact parameter and time since pericentric pas-
sage) and thus to offer one plausible scenario for this merger. More
specifically, we wish to determine whether it is possible to re-
produce the mophological features of A1758 with a single major
merger, or if multiple mergers are necessary.
The simulation setup and initial conditions are described in
Section 2. Section 3 presents the results concerning global dynam-
ics, X-ray morphology, temperature and shock velocity. In Section
4 we discuss and summarize our findings. Standard ΛCDM cos-
mology (withΩΛ = 0.7, ΩM = 0.3 and H0 = 70 km s−1 Mpc−1)
is assumed throughout. The redshift of A1758N is z = 0.279
(Durret et al. 2011), corresponding to an angular scale of 4.233 kpc
arcsec−1 with our adopted cosmology.
2 SIMULATION SETUP
In this paper we focus entirely on the northern structure, A1758N,
disregarding the existence of the southern cluster, A1758S. Conse-
quently, we will refer to the two components of A1758N as ‘the
NW cluster’ and ‘the SE cluster’.
To simulate the collision event of A1758N, we set up two
spherical galaxy clusters, comprised of dark matter and gas. These
are idealized initial conditions, suitable for the systematic study of
binary cluster mergers.
2.1 Profiles and techniques
The dark matter haloes follow a Hernquist (1990) profile:
ρh(r) =
Mh
2π
rh
r (r + rh)3
, (1)
where Mh is the total dark matter halo mass, and rh is a scale
length. This is similar to the NFW profile (Navarro, Frenk & White
c© 2015 RAS, MNRAS 000, 1–12
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Table 1. Parameters of the cluster initial conditions. Clusters 8 and 9 are the
ones used in the best model.
cluster rh rc c M200 r200
(kpc) (kpc) (M⊙) (kpc)
1 455 400 4.9 5.3× 1014 1633
2 450 400 5.0 5.2× 1014 1628
3 455 200 5.0 5.4× 1014 1649
4 455 100 4.9 5.3× 1014 1640
5 455 350 4.8 5.0× 1014 1611
6 450 170 5.0 5.3× 1014 1646
7 480 350 4.4 5.0× 1014 1608
8 (NW) 500 230 4.2 5.1× 1014 1615
9 (SE) 440 300 5.2 5.3× 1014 1635
Table 2. Initial conditions of the simulations: model name, clusters (from
Table 1), impact parameter and initial relative velocity. The best model is
run 53.
run clusters b |v0| run clusters b |v0|
(kpc) (km/s) (kpc) (km/s)
1 1 + 2 50 1500 30 4 + 2 150 1900
2 1 + 2 100 1500 31 4 + 2 150 1800
3 1 + 2 300 1500 32 4 + 2 150 1700
4 1 + 2 500 1500 33 4 + 2 150 1600
5 1 + 2 250 2000 34 4 + 2 150 1500
6 1 + 2 500 2000 36 6 + 7 0 2000
7 1 + 2 750 2000 37 6 + 7 250 2000
8 1 + 2 1000 2000 38 6 + 7 500 2000
9 3 + 2 250 2000 39 6 + 7 1000 2000
10 3 + 2 500 2000 40 6 + 7 200 2000
11 3 + 2 750 2000 41 6 + 7 200 2100
12 3 + 2 1000 2000 42 6 + 7 200 2200
13 4 + 2 250 2000 43 6 + 7 200 2300
14 4 + 2 500 2000 44 6 + 7 300 1800
15 4 + 2 750 2000 45 6 + 7 300 2000
16 4 + 2 1000 2000 46 6 + 7 300 2200
17 5 + 2 250 2000 48 8 + 9 100 1300
18 5 + 2 500 2000 49 8 + 9 100 1500
19 5 + 2 750 2000 50 8 + 9 100 1700
20 5 + 2 1000 2000 51 8 + 9 100 2000
21 5 + 2 250 1750 52 8 + 9 250 1300
22 5 + 2 500 1750 53 8 + 9 250 1500
23 5 + 2 750 1750 54 8 + 9 250 1700
24 5 + 2 1000 1750 55 8 + 9 250 2000
25 4 + 2 250 1900 56 8 + 9 400 1300
26 4 + 2 250 1800 57 8 + 9 400 1500
27 5 + 2 250 1700 58 8 + 9 400 1700
28 5 + 2 250 1600 59 8 + 9 400 2000
29 5 + 2 250 1500
1997), except for the outer parts. The gas has a Dehnen (1993) den-
sity profile:
ρg(r) =
(3− γ)Mg
4π
rg
rγ(r + rg)4−γ
, (2)
where Mg is the gas mass and rg is a scale length. For a choice of
γ = 0 this resembles the β-model (Cavaliere & Fusco-Femiano
1976). Once the gas density is set, the temperature profile is
uniquely defined from the assumption of hydrostatic equilibrium.
Equilibrium initial conditions are created according to the
methods described in Machado & Lima Neto (2013), which we
briefly outline here. To create numerical realizations of this com-
posite system, we uniformly sample the cumulative mass functions
of the dark matter and of the gas, and then assign random direc-
tions to the position vectors to obtain the Cartesian coordinates. For
the velocities of the dark matter particles, rather than relying on
the local Maxwellian approximation, we resort to the distribution
function in terms of relative energy f(E) by solving the Eddington
(1916) formula, where the total gravitational potential (dark matter
plus gas) must be taken into account. Via von Neumann rejection,
random pairs of E and f are drawn and the accepted values pro-
vide the velocities v2. Initial conditions created in this manner are
in equilibrium by construction, but allowing each cluster to relax in
isolation for a few Gyr ensures that eventual numerical transients
will have had time to subside.
Simulations were performed with the smoothed particle hy-
drodynamics (SPH) N -body code GADGET-2 (Springel 2005) us-
ing a softening length of ǫ = 5 kpc. The dark matter is represented
by collisionless N -body particles, while the intracluster medium is
represented by an ideal gas with adiabatic index γ = 5/3. Galaxies
contribute little (a few per cent, e.g. Lagana´ et al. 2008) to the to-
tal mass, and their gravitational influence may be disregarded when
studying the global morphology and global dynamics of a cluster
merger. Therefore, stars are not present in our simulation and obvi-
ously neither are feedback and star formation processes. Magnetic
fields are also neglected. Cooling is not included as as first approx-
imation, since its time-scale is longer than the collision time-scale.
The evolution is followed for 5 Gyr, but the most relevant phases
occur within ∼1 Gyr at most. Due to this short time span, and to
the spatial scale of the order of only a few Mpc, cosmological ex-
pansion is also ignored.
2.2 Initial conditions for A1758N
Assuming a total mass of the order of 1015M⊙ for the A1758N
system, we choose to simulate the simplest case of a major merger,
i.e. having two equal-mass clusters of approximately 5× 1014M⊙
each. However, for reasons discussed in Section 3.2 (namely, the
necessity to introduce asymmetry), we must create initial condi-
tions that are somewhat dissimilar.
We have performed a suite of simulations, briefly summarized
here. Table 1 gives the initial conditions of a set of clusters having
roughly the same mass, but different scale lengths of the gas den-
sity profiles (and thus different initial gas central densities). Table
2 presents the simulation runs in which these clusters were collided
with different impact parameters b and initial relative velocities v0.
These simulations were run with the explicit purpose of obtain-
ing one model whose gas morphology satisfactorily resembles that
of A1758N. By the trial-and-error nature of the search, this is not
meant to be an exhaustive parameter space exploration. Neverthe-
less we attempted to cover a sufficient range of physically plausible
collision parameters (0 < b < 1000 kpc, 1300 < |v0| < 2300
km s−1) while, at the same time, limiting the search to the regimes
more likely to produce the target morphology. The simulation out-
puts were visually inspected and the non-preferred models were
discarded mainly on the basis of their inadequate X-ray emission
morphology at the required times (see Section 3.2). Models were
further refined by requiring a quantitative match of the final gas
densities. We found run 53 (using clusters 8 and 9) to be the best
model, and in the rest of the paper we focus the discussion almost
exclusively on that model.
c© 2015 RAS, MNRAS 000, 1–12
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2 arcmin 500 kpc
500 kpc
(A) (B)
(C) (D)
Figure 1. (a) Optical g-r-i “true color” SDSS image with cyan contours of galaxy luminosity density (isopleths). (b) Chandra exposure-map corrected, 0.3–7.0
band X-ray image with contours of galaxy luminosity density. (c) Mock X-ray map created from the simulation and contours of observed X-rays (red lines)
based on the Chandra image. (d) Simulated X-ray surface brightness (colors) and simulated contours of total mass (white lines). All panels have the same
physical size assuming a scale of 4.233 kpc arcsec−1 .
The parameters for the initial conditions of clusters 8 and 9
are given in Table 1. For those choices of parameters, the cen-
tral gas density in cluster 8 is slightly higher than in cluster 9.
Their respective central electron number densities are initially 0.05
cm−3 and 0.02 cm−3. Furthermore, a margin of choice for the con-
centrations can also be afforded. For the combination of parame-
ters in Table 1, the rh/r200 ratio is such that the concentrations
are consistent with the range 0.6 . log c . 0.7 for haloes with
masses of log (M200/M⊙) ∼ 14.7, considering the redshift z = 0
(Ludlow et al. 2014).
To prepare the initial configuration (t = 0), the two clusters
are set 3 Mpc apart along the x axis, with an initial impact pa-
rameter of b = 250 kpc along the y axis. Notice that this impact
parameter refers to the initial setup, and the minimum separation at
the instant of pericentric passage is considerably smaller. The initial
relative velocity is v0 = −1500 km s−1 parallel to the x direction.
This is somewhat lower than the velocity of the zero-energy orbit
(approximately −1700 km s−1), i.e. the relative velocity that two
point particles of equivalent mass would have at 3 Mpc separation,
had they been released from infinity.
The baryon fraction is roughly constant at large radii for both
clusters (0.14−0.16). Each cluster is represented by N = 2×106
particles, equally divided between dark matter and gas particles.
As a convergence test, the model discussed in this paper was re-run
with a total of 4 × 107 particles. For the purposes of our analyses,
differences in the outcome were not significant.
3 RESULTS
We performed a suite of binary merger simulations, and in this pa-
per we report on the particular model that best matched the obser-
vations. A number of observed features are successfully reproduced
in this model, namely: the current separation between the clusters,
the overall X-ray morphology, central gas density and central gas
temperatures.
In order to constrain the simulated system of colliding clus-
ters, we have computed a projected luminosity density map, fol-
lowing the procedure described in Machado & Lima Neto (2015).
We have downloaded a table from SDSS-DR10 1 of all galaxies
within 0.2◦ from the mid-point between the two sub-clusters com-
prising A1758N with r′ magnitude between 17.3 (the magnitude of
the cluster brightest galaxy) and 23.0. In order to increase the clus-
ter contrast with respect to back and foreground galaxies, we used
only objects with colour 0.3 < r − i < 0.7. Since we were not in-
teresting in a rigorous cluster/field separation we have determined
1 http://skyserver.sdss.org/dr10/en/tools/search/sql.aspx
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Figure 2. Separation between the centres of density of the dark matter
haloes as a function of time. The first pericentric passage takes place at
t = 1.3 Gyr and the separation of 750 kpc is reached at t = 1.7 Gyr.
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Figure 3. Orbits of the two clusters in the centre-of-mass rest-frame, as
traced by the positions of the dark matter peaks, disregarding the gas. The
open circles correspond to the final state at t = 1.7 Gyr.
colour range simply by visual inspection of the red-sequence in the
r× (r− i) colour-magnitude diagram. We then strongly smoothed
the selected galaxies with a 2D-gaussian kernel with intensity pro-
portional to the galaxy and width proportional to the effective ra-
dius (the radius containing half the luminosity of the galaxy). Fig-
ure 1a shows the contours of equal projected luminosity over the
SDSS g-r-i image. In this paper, these contours are meant to be
understood merely as a proxy for the centroids of cluster mass. The
assumption that the galaxies follow the dark matter is commonly
verified in merging clusters.
3.1 Global dynamics
From the galaxy luminosity map, we see that the NW and the SE
mass peaks are separated by approximately 750 kpc. This value
also agrees with the separation of the mass peaks derived from lens-
ing analysis (Okabe & Umetsu 2008; Ragozzine et al. 2012), con-
firming that the galaxy distribution is a good indicator of the mass
distribution in the case of A1758N. From the dynamical point of
view, this is the major constraint on the simulation model.
As a proxy for the mass centroids of the simulated clusters,
we use the density peaks, i.e. the location of the center of density
of each cluster’s dark matter particles. With this definition, we may
straighforwardly measure the separation between the two clusters
as a function of time, seen in Fig. 2. The first pericentric passage
takes place at t = 1.3 Gyr and the desired separation of 750 kpc
is then attained at t = 1.7 Gyr. Thus we have the best fit instant
occurring 0.4 Gyr after pericentric passage. Strictly speaking, there
are also two other instants when the centroids are 750 kpc apart.
One of them is at t = 1.1 Gyr, prior to the first pericentric passage.
At this time, the clusters are still approaching for the first time and
no relevant asymmetry has been induced in the morphology yet.
Therefore the current stage of the A1758N merger is likely to be
post-pericentric passage. The other possible instant would be at t =
1.9 Gyr, slightly after the point of return. This is also ruled out
because by then the desired morphology is not well reproduced.
By the time the best-fitting separation of 750 kpc is arrived at,
the relative velocity between the dark matter haloes has decreased
to approximately 380 km s−1. Indeed, Fig. 2 indicates that this
instant corresponds almost to a point of return. Within a further
0.1 Gyr into the future, the apocenter of 780 kpc would have been
reached. The relative velocity between the dark matter haloes must
not be confused with the shock velocity, which is discussed in de-
tail in Section 3.4. Thus we find that the current separation between
the clusters is very nearly the maximum separation, meaning they
are almost coming to a halt at this point.
Although the impact parameter in the initial conditions was
b = 200 kpc, the first core passage at t = 1.3 Gyr takes place
with a pericentric distance of only about 60 kpc. This may seem
an exceedingly small distance, but even small pericentric separa-
tions are sufficient to induce substantial asymmetry in the gas (e.g.
Machado & Lima Neto 2015). The future evolution seen in Fig. 2
indicates that after a few more core passages the fate of these clus-
ters is to merge into one massive system. Within the next 2 Gyr, the
apocenters will no longer exceed 100 kpc.
The orbit of the dark matter centroids can be seen in Fig. 3,
where one notices that the deflection angle is far smaller than 90◦.
At the instant t = 1.7 Gyr, the line connecting the centroids makes
an angle of only 15◦ with respect to the initial collision direction.
3.2 X-ray morphology
One of the crucial observed features of A1758N is the offset be-
tween dark matter and gas; more specifically, the offset between
the SE cluster and part of the gas that trails behind it. A success-
ful model must then simultaneously reproduce the overall gas mor-
phology, the∼ 750 kpc separation, as well as the correct gas densi-
ties and temperatures. All of this within the constraints of the total
mass, which in turn limits the possibilities of gas content. Inde-
pendently, each of the observed requirements would not be exces-
sively difficult to satisfy. The difficulty lies in finding a combina-
tion of initial parameters that reconciles them all in one model at
the same instant. The X-ray morphology is the most challenging
aspect to reproduce with simulations, because it is quite sensitive
to the various collision parameters, but mostly because it is highly
time-dependent.
For example, with physically well-motivated initial condi-
tions, it is relatively simple to find a model in which the correct
separation will be eventually achieved at some point in time. This
could even be forecast to a good approximation by merely mechan-
ical arguments. On the other hand, it is not at all obvious how to
anticipate – even roughly – the specific shapes of the resulting dis-
turbances in the gas. The much more complex hydrodynamical in-
teractions do not allow for such predictions without recourse to the
actual simulations themselves, which are of course computationally
demanding.
Bearing in mind these difficulties, we are able to find one
model which approximately matches the broad morphological fea-
tures of the gas at the correct time (i.e. at the correct separation).
c© 2015 RAS, MNRAS 000, 1–12
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Figure 4. A sample of non-preferred models at the times when the mass
centroid separation is approximately 750 kpc: (a) run 29, (b) run 37, (c) run
48, and (d) run 59. See Table 1. Colors represent simulated X-ray surface
brightness and white countour lines are the total projected mass. Each panel
is 2 Mpc wide.
Although the simulations are adiabatic, in order to generate the
visualizations (maps of projected X-ray surface brightness), we
assume that the X-ray radiative losses are described by a cool-
ing function, besides the bremsstrahlung emission (for details, see
Machado & Lima Neto 2013).
The resulting map at t = 1.7 Gyr is shown in Fig. 1d, where
the colours represent simulated X-ray surface brightness and the
white contour lines represent total projected mass. This should be
compared to Fig. 1b, which displays the observational data: X-
rays from Chandra and contours of galaxy luminosity density from
SDSS.
We have downloaded the publicly available X-ray observa-
tions made with Chandra and combined them using the task
merge obs from the Chandra X-ray Center (CXC)2, that merges
multiple exposure-corrected images. We have used 5 exposures
with ObsId. 2213, 13997, 15538 and 15540 (PI. L. David), and
7710 (PI. G. Garmire), all of them observed in very faint mode with
ACIS-I (except exposure 2213, that was made with ACIS-S. The ef-
fective exposure time of the final merged dataset was 213 ks. We
have produced three images corresponding to soft (0.3–1.0 keV),
hard (2.0–7.0 keV) and broad bands (0.3–7.0 keV). Notice that we
did not use the task default values for the band energy limits. The
broad band image is shown in Fig. 1b.
The observational data of Fig. 1b shows that the NW cluster
coincides with a peak of X-ray emission, while the SE cluster does
not. This is one of the main aspects that the simulated map in Fig.
1d is meant to reproduce. Note that here, the galaxy luminosity
isopleths (cyan lines from Fig. 1a) are acting as rough proxies for
the mass centroids.
To obtain a more realistic comparison between simulation out-
2 See http://cxc.harvard.edu/ciao/ahelp/merge obs.html
put and observational data, we produced a mock X-ray map us-
ing the photon simulator module (ZuHone et al. 2014) of the
yt analysis package3 (Turk et al. 2011). The procedure, based on
Biffi et al. (2012, 2013), is briefly summarized as follows. Taking
as input the simulated gas properties (temperature, density, and also
an assumed constant metallicity of 0.3 Z⊙), a photon sample is
generated assuming a spectral model (the APEC model from the
AtomDB database4). Given the cluster’s redshift, the photon sam-
ple is projected along a line of sight (in this case, the z axis of the
simulated volume). Besides the cosmological redshift, the photon
energies are also Doppler-shifted according to the line-of-sight ve-
locities of the gas. An energy-dependent Galactic absorption model
is applied, given the coordinates of the cluster. The projected pho-
tons are convolved with Chandra’s response to create realistic pho-
ton counts. We use the same effective exposure time of 213 ks
and the same energy range of 0.3–7.0 keV to produce a compara-
ble mock observation shown in Fig. 1c. Its morphological features
are quite similiar to the simulated X-ray surface brightness map of
Fig. 1d, which was produced assuming essentially bremsstrahlung
emission. This similariry indicates that both procedures offer suffi-
cient means of comparison between simulation and observation, at
least for our purposes of a broad morphological comparison. How-
ever, the mock observation provides a more quantitative picture of
where the photon counts are expected to be very low. In Fig. 1c
we also overlay the X-ray surface brightness isocontours from the
Chandra broad-band image. This helps highlight the shape of the
matching regions of highest X-ray emission.
The most striking agreement is the one of the mass coun-
tous, which are indeed the most robust result. In the case of the
gas morphology, the global shape is fairly well reproduced, with
the main peak coinciding with the NW dark matter halo, and with
some considerable amount of gas to be found in the region between
the two dark matter peaks. Although the general curved shape of
that gas is adequate, in both simulation visualizations the secondary
X-ray peak seems somewhat less pronounced than in the observa-
tion. Quantitatively, we find gas densities in the regions of the X-
ray peaks in very acceptable agreement with the values obtained
by David & Kempner (2004). In terms of electron number density
at t = 1.7 Gyr we measure (in the NW and SE clusters respec-
tively) 0.017 cm−3 and 0.008 cm−3 from our simulation, while
David & Kempner (2004) had measured 0.017 cm−3 and 0.012
cm−3 from the observed clusters. The final morphology is quite
sensitive to the initial gas concentrations. Although we employed
two clusters with similar virial masses, we found that it was difficult
to produce good results unless the central gas densities differed. In
order to obtain the necessary asymmetry in the final state, the gas
concentration had to be as dissimiar as possible, within the range
allowed by observational constraints.
In Fig. 1, and in the other visualizations, the snapshot at
t = 1.7 Gyr was rotated 215◦ counterclockwise with respect to
the original (x, y) frame. As a result, cluster 8 ends up in the NW
quadrant, approximately matching the position angle of the obser-
vations. This is merely a rotation on the plane of the sky, and the
line of sight remains perpendicular to the plane of the orbit. We
have found no meaningful improvement in the morphology of the
gas by projecting the system under an inclination angle and there-
fore the i = 0◦ case remains the preferred solution. Nevertheless,
this model would also be consistent with small inclination angles
3 http://yt-project.org/
4 http://www.atomdb.org/
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i . 20◦, albeit with a slightly inferior quality in the morphological
match. If that were the case, out of the 380 km s−1 relative 3D ve-
locity, as much as ∼130 km s−1 could be projected along the line
of sight.
Our central goal was to determine whether the collision event
of A1758N could be reasonably modelled by one single major
merger. In search of a good match, we performed numerous simula-
tions, discarding inadequate models. The criterion to reject models
relied mainly on visual inspection of the morphology of the X-ray
surface brightness maps. We cannot offer confidence intervals of
the parameters in a rigorous statistical sense, but Table 2 gives an
approximate idea of the typical ranges that were explored and re-
jected. As an illustrative example, we present a small sample of
non-preferred models in Fig. 4. They are shown at the times when
the mass centroid separation is approximately 750 kpc in each case.
Since this is the strongest dynamical constraint, most models were
rejected because their X-ray morphology was inadequate at those
instants. In many cases, the SE cluster was excessively stripped
during the pericentric passage. For example, Fig. 4a shows a model
with the same impact parameter and the same initial velocity as
the best model, but using cluster initial conditions with different
central densities. In Fig. 4b, the collison has an even more concen-
trated NW cluster, but higher velocity. The models of Figs. 4c and
4d use the same clusters as the best model. But colliding those clus-
ters with smaller impact parameter and smaller velocity (4c) results
in a nearly head-on encounter, while larger impact parameter and
larger velocity (4d) induced excessive asymmetry. In some cases,
models with acceptable morphology were discarded on the basis of
the quantitative gas density.
Incidentally, we mention that the simulation result displays a
hint of what may be regarded as a “twin-tailed” wake. Such tail
is a peculiarity of the El Gordo cluster, sought to be reproduced
in simulations by Molnar & Broadhurst (2015) using an adaptive
mesh code. In those simulations, one part of the wake was under-
stood to be tidally stretched gas, and the other, a projection of the
compressed gas front. Evidently it was not our aim to obtain this
detailed feature, but it is interesting to notice that this emerges in
major merger simulations, under certain circumstances.
3.3 Temperature
From the simulation output, we can evaluate certain quantities that
are directly comparable to available observational results, but we
may also inspect simulated properties which may be currently un-
detectable in the observed data. If we measure the average tem-
peratures only in the regions corresponding to the peaks of X-ray
emission, we obtain central values of roughly T ∼ 8 keV for
both clusters. This is in sufficient agreement with the results of
David & Kempner (2004), and is consistent with what one would
expect for haloes of such virial masses, also bearing in mind that
the gas densities in the same regions were already found to be very
well matched. However, from the simulated temperature map, we
notice a striking feature having no observational counterpart: two
prominent bow shocks, where the shocked gas has been heated to
very high temperatures. This is seen in Fig. 5. The shock fronts
are not contiguous with the edges of the X-ray peaks. Rather, each
shock front is ahead of the corresponding dark matter halo by a
large distance. The outer faces of the shocked gas are to be found
almost 1 Mpc ahead of the corresponding dark matter centroids.
This means that they are located in regions of very low gas density
and are advancing into the coldest parts of the ICM.
Such high temperatures and strong shocks are generally not
Figure 5. Emission-weigthed temperature map with contours of total mass.
The arrows mark the directions along which the pressure profiles of Fig. 7
were measured.
observed, although they are not an unusual outcome in simulated
cluster mergers. In A1758N no such shocks are detected. We ex-
plored several different combinations of initial velocities, impact
parameters, etc, within physically plausible ranges. Given the virial
masses and gas content of these clusters, we were unable to find
models in which strong shocks were not present. Surely one cannot
offer proof of the uniqueness of the solution in this type of prob-
lem. Nevertheless, a compelling case may be made in favor of this
scenario – or ones broadly similar to it – given the features that
it adequately reproduces, and given the plausibility of the orders
of magnitude involved. Yet it seems difficult to escape the rise of
strong bow shocks entailed by this kind of collision. If this model
can be understood as a reasonable approximation of the circum-
stances of A1758N, then one must attempt to reconcile its predic-
tions with the absence of detected shocks. The alternative approach
would require somehow obtaining a model in which two clusters
of ∼ 5 × 1014M⊙ and ∼8 keV interpenetrate without giving rise
to shock-heated gas. We favour the picture in which strong shocks
did indeed take place, but have already expanded to the periphery
of the cluster, where they may elude detection. Note again that pho-
ton counts are nearly non-existent in the outskirts of both the mock
X-ray image (Fig. 1c) and the Chandra observation (Fig. 1b).
Using Chandra data described above (Sec. 3.2), we have used
the soft and hard band images to produce the observed hardness
ratio (HR) image:
HR = (hard− soft) / (hard + soft) .
Therefore, a pixel in a HR image have values bounded in the inter-
val (−1,+1), i.e., from minimum hardness to maximum hardness.
For a plasma emitting through bremsstrahlung process (such as the
intracluster gas), the hardness will be proportional to the tempera-
ture. In this sense, the hardness ratio map is a quick route to obtain
an approximate temperature map of the intracluster gas (as done
by, e.g., Lagana´ et al. 2010; Andrade-Santos et al. 2013).
In Fig. 6, left panel, we show the HR image of A1758N with
a roughly similar colour table as the simulated temperature map
shown on the right panel. At low count rate, the HR to tempera-
ture relation is not reliable since the data becomes dominated by
the X-ray and particle background. Therefore, we have masked
out the region with low, background corrected, count rate, 0.6 and
0.8 count/pixel2 for the soft and hard band, respectively (1 pixel =
1.968 arcsec).
Comparing both panels of Fig. 6 we note a rough similar-
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Figure 6. Left-panel: Hardness ratio from Chandra data (colors) and observed X-ray contours (green lines, the same as in Fig. 1c). Right-panel: Simulated
temperature map (colors) with simulated contours of total mass (white lines) and observed X-ray contours (green lines). We have masked in both panels the
region where the hardness ratio is dominated by the background.
ity, but also some differences. One cannot expect a pixel-by-pixel
equivalency between simulated and observed data in such compar-
isons, let alone in the case of the temperature. Still, this procedure
gives a qualitative idea of what would be seen, at least is some
broad sense of hot regions versus cold regions. Roughly speaking,
the peaks ok X-ray would be located in the inner colder part, while
the warmer gas is seen in the outer parts of this field.
The fact remains that the predicted high temperatures associ-
ated with strong shocks are not observed in this cluster, even though
several other features are adequately matched. This discrepancy
could conceivably be due to shortcomings of the simulation, of the
observation, or both. From the simulation side, there could be nu-
merical reasons such as dependence on resolution or dependence on
the hydrodynamics algorithm. However, increasing the number of
particles does not weaken the shock. The limitations of the hydro-
dynamics algorithm, however, are less clear. SPH is known to have
difficulty in capturing fluid instabilities under certain regimes (see
e.g. Agertz et al. 2007). Adaptive Mesh Refinement (AMR) is the
other commonly used technique and it has its own difficulties, such
as following small regions that move with high velocity (Springel
2010), but it is known to offer better resolution at capturing shocks.
In fact, Agertz et al. (2007) carried out systematic comparisons be-
tween SPH and AMR codes, using the test problem of a gas cloud
moving through a gaseous medium. They show that in grid codes,
the cloud tends to be more susceptible to fragmentation, whereas
in SPH codes it tends to remain more cohesive. If the instabilities
are not well captured in SPH, perhaps the insufficient mixing be-
tween the ICM gas of the two clusters could result in overestimated
shocks. A thorough analysis of these issues is, however, beyond
the scope of the present work. Even if the hydrodynamics algo-
rithm and the resolution are both reliable, there could conceivably
be some relevant physical processes in the real cluster that were not
included in the simulation (magnetic fields, cooling, the effects of
turbulence, non-thermal processes, etc). This type of binary colli-
sion is a highly idealized model, and the many simplifications were
listed in Section 2. For example, real cluster mergers and cosmolog-
ical simulations both have more complex flows due to the presence
of substructure, which is absent in binary collisions. One of the dif-
ficulties of speculating on the lack of additional physics is that –
if there is some indispensable physical mechanism that is absent –
it would have to be some process capable of bringing substantial
change on the largest scales.
Lastly, the inclination angle could possibly influence the pro-
jected temperatures. When the orbital plane of the merger is per-
pendicular to the line of sight, this gives the highest temperatures
at the shocks. That is because the layers of shock-heated gas are
seen as ‘edge-on’ as possbile. Under an inclination, this hot gas is
projected onto a larger area together with cooler gas from the sur-
rounding regions. Inclination then decreases the amplitude of the
temperature jumps, meaning that the Mach numbers estimated from
observations are usually to be taken as lower limits. In the case of
our model of A1758N, however, there was no reason to adopt an
inclination. Attempts revealed that the morphology was generally
degraded, and for the small inclination angles that would be tolera-
ble, the decrease in temperature was not sufficient to justify it.
3.4 Shock velocity
In Section 3.1, we saw that the relative velocity between the dark
matter centroids is approximately 380 km s−1 at t = 1.7 Gyr.
Here we will see that the velocity of the shock wave is substan-
tially higher at the same time. As explained by Springel & Farrar
(2007) in the case of the Bullet Cluster, there is no obvious corre-
spondence between the shock velocity and the velocity of the dark
matter haloes. Indeed, as an extreme case of this behaviour, we find
a very large shock velocity at an instant when the clusters are ap-
proaching the apocenter (i.e. vanishing relative velocity, along the
radial coordinate). The shock wave propagates with a velocity that
is different from the relative velocity between the two dark mat-
ter haloes, and furthermore this difference is time-dependent. In
fact, as the collision progresses after the fist core passage, the dark
matter haloes slow down, falling behind, while the shock fronts
continue to propagate outwards at high velocities. In retrospect,
these two velocities are conceptually distinct and there would be
no justification to presume them equal at all times. By analyzing
a dedicated hydrodynamical simulation, Springel & Farrar (2007)
estimated a shock velocity of∼4500 km s−1 for the Bullet Cluster,
nearly twice as fast as the motion of the mass centroids.
In our model of A1758N we find important shock waves prop-
agating outwards, ahead of each of the clusters. The very fact that
c© 2015 RAS, MNRAS 000, 1–12
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Figure 7. Pressure profiles for the (a) NW and the (b) SE clusters, mea-
sured across the shock fronts (along the directions indicated by the arrows
in Fig. 5). The horizontal dashed lines show the amplitudes of the jumps at
the discontinuity, as estimated from the dynamically measured Mach num-
bers.
the shock fronts are already much further away than the dark matter
haloes is in itself an indication that the shock advances faster than
the dark matter haloes. At the t = 1.7 Gyr snapshot, each shock
front (the outer surfaces of the shocked gas; Fig. 5) is almost 1 Mpc
ahead of the respective halo centroid. From the simulation output,
we have the necessary quantities to compute all relevant veloci-
ties. The following procedure is applyed independently to the NW
shock front and to the SE shock front. First we measure temperature
profiles along the directions that interceps the shock fronts as per-
pendicularly as possible (the black arrows in Fig. 5). This is done at
several time-steps before and after the t = 1.7 Gyr snapshot. The
discontinuity in temperature is easily detectable, as the outer face
of the shock, where temperature drops abruptly. Once the locations
of these drops are known as a function of time, trivial numerical
differentiation of the successive positions provides the velocities of
the shock waves, repectively vs = 3054 km s−1 and vs = 3220
km s−1 for the NW and the SE fronts, at the relevant instant in time.
However, following Springel & Farrar (2007), we note that the pre-
shock gas (i.e. the gas that has not yet been met by the shock front)
is not at rest; rather, it falls towards the centre of mass. It is possi-
ble to measure the velocity of this upstream gas which is coming
to meet the shock wave from the outside. We obtain, for NW and
SE respectively, u = −1440 km s−1 and u = −1462 km s−1.
Since vs is the velocity at which the shock front advances in the
centre-of-mass rest-frame, and u is the velocity of the upstrem gas
in the centre-of-mass rest-frame, vs − u is the effective velocity
with which the shock front encounters the pre-shock gas.
Once we know the effective shock velocities, the Mach num-
bers may be computed as:
M =
vs − u
cs
(3)
where c2s = γkTµmp is the sound speed of the pre-shock gas (k is
Boltzmann’s constant, T is the temperature, µ is the mean molecu-
lar weight of the gas, and mp is the mass of the proton). The sound
speed is thus obtained essentially by measuring the temperature of
the upstream gas within a suitable region. Because the shock waves
Figure 8. Regions within which the pressure profiles of Fig. 9 were mea-
sured. Colors are the X-ray surface brightness.
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Figure 9. Pressure profiles for the NW and the SE clusters, measured within
the circular sectors displayed in Fig. 8.
are advancing into the coldest parts of the ICM, the sound speed in
those outer regions will be relatively low. We arrive at cs = 711
km s−1 and cs = 715 km s−1, for NW and SE respectively. From
these, it follows that the Mach numbers are quite high, M = 6.3
andM = 6.7 for NW and SE respectively.
And yet the Mach numbers meausured according to this pro-
cedure are precisely consistent with the independently measured
pressure jumps. Having measured the Mach numbers dynamically,
we can use those result to compute the expected amplitudes of the
pressure discontinuities at the locations of the shock fronts. The ra-
tios between pre-shock (subscript 1) and post-shock (subscript 2)
pressures are given by the corresponding Rankine-Hugoniot jump
condition (e.g. Landau & Lifshitz 1959):
P2
P1
=
5M2 − 1
4
(4)
where the adiabatic index γ = 5/3 was assumed. Using the Mach
numbers obtained above, we find that the pressures must drop by
factors of approximately P2/P1 = 50 and P2/P1 = 56 for NW
and SE. These amplitudes are plotted in Fig. 7, where they clearly
match the pressure profiles measured in the simulation (along the
black arrows in Fig. 5). The pressure profiles are measured within
narrow cylinders that cross the shock front perpendicularly.
No such strong shocks are detected from the observational
data, however. One should notice that the shocks in the simulation
are located far away from the peaks of X-ray emission, in very low-
density regions, where photon counts are expected to be extremely
low (Fig. 1c). From the observational point of view, it is conceiv-
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able that such features would be undetectable from the available
data, for lack of a high-resolution temperature map covering a
much larger area. David & Kempner (2004) reported no evidence
of a shock front within 400 kpc of either subcluster in A1758N.
In this regard, our simulated scenario is in full agreement: indeed
the shocks are more than twice as far in the simulation and would
not have been detected within 400 kpc. Our model also agrees with
their conclusion that A1758N is in the late stages of the collision, as
they correctly point out that the merger shocks have already passed
through most of the cluster.
However, our simulation analysis departs from their interpre-
tation of the strength of the shock, estimated as M≤ 1.15. This is
a salient point that we attempt to reconcile here. David & Kempner
(2004) estimate a pressure jump by a factor of only 1.4±0.3 across
the NW edge and conclude that the relative velocity between the
two subclusters should be less than about 1600 km s−1. That the
velocity of the subclusters cannot be constrained in this way, has
already been made clear by Springel & Farrar (2007) and by our
analysis. As far as the interpretation of the pressure jump is con-
cerned, we offer a possibile argument that may connect the simu-
lation output with what is available to be measured in the observa-
tional data.
If, in the simulation, we were to measure pressure profiles
within the circular sectors marked in Fig. 8 – rather than at the
actual location of the shocks –, we would obtain the results shown
in Fig. 9. This exercise cannot be expected to accurately emulate
the observational data points. Nevertheless, the smoothness of the
curves in Fig. 9 may be used to argue in favor of the following in-
terpretation: that it is conceivable that one might obtain pressure
decrements of order unity if the regions used for measurements are
immediately ahead of the X-ray peaks.
According to our model, the current dynamical stage of
A1758N is such that the shock fronts are far removed from the
dense inner regions. But this configuration does not need to hold
true for any cluster merger. In fact, the Bullet Cluster itself is a
good example of a merging cluster where deep X-ray observations
do reveal a strong shock shortly after core passage. In their SPH
simulation of the Bullet Cluster, Springel & Farrar (2007), for ex-
ample, measured a temperature jump from∼30 keV to∼10 keV at
the bow shock position. This was in good agreement with the pro-
jected temperature profile measured by Markevitch (2006). That
may be reagarded as a ‘strong’ shock, at least in the sense that the
temperature of the shock-heated gas is substantially high. Yet, the
resulting Mach number of M ∼ 3 is not exceedingly large be-
cause the pre-shock gas is also quite warm, meaning that the tem-
perature jump is not too large (and neither is the sound speed).
However, in that model the best instant takes place 0.18 Gyr af-
ter core passage, a time when the bow shock is only∼70 kpc ahead
of the bullet centroid, i.e. still within a high-density region, where
X-ray emission is relatively abundant. Perhaps a similar situation
should be expected for the El Gordo cluster, which is generally re-
garded as a high-redshift analog of the Bullet Cluster. Some simula-
tions of the El Gordo merger have been carried out (Donnert 2014;
Molnar & Broadhurst 2015), but no detailed study of its shock and
Mach number has been performed yet.
The absolute ages (or mass centroid separations) of different
cluster mergers should not be directly compared, because the time
scales depend on the dynamics of each system. Nevertheless, one
could expect in general that the detectability of shock fronts must
ultimately depend on the emissivity (i.e. essentially gas density)
of the region where the bow shock is currently located. Then, there
might be three reasons why such detections are relatively rare. First,
a massive cluster is needed to obtain a strong shock. Second, it must
be observed shortly after core passage to ensure sufficient X-ray
emission. Third, the orbital plane should be close to the plane of
the sky not to weaken the temperature jump in projection. Each of
these requirements is separately unlikely: massive clusters are less
abundant than low-mass ones; core passage is the moment of high-
est velocity, thus the time spent near the pericenter is short; and all
orientations are possible, although a range of small inclinations is
tolerable. According to our model, A1758N would seem to satisfy
only the first and the third requirements.
4 DISCUSSION AND SUMMARY
We have offered one possible scenario for the merging event of
A1758N. In our best model, two massive galaxy clusters – of
∼ 5 × 1014M⊙ each – undergo an off-axis collision. Our model
recovers the general morphological feature that in one of the clus-
ters the X-ray and mass peaks coincide, while in the other gas and
dark matter are offset. This model accounts for several observed
features, namely the current separation between the mass peaks,
the global X-ray morphology, central gas densities and central gas
temperatures. This scenario also entails the existence of two promi-
nent bow shocks, which are not detected from currently available
observations. It also introduces an apparently high shock velocity.
Nevertheless we argue in favor of the plausibility of such a veloc-
ity, given the parameters of the merger. If this scenario can be uns-
destood to be a fair representation of A1758N’s history, then one
must attempt to reconcile its predictions with the observations.
Starting from an initial separation of 3 Mpc, with impact pa-
rameter b = 250 kpc and relative velocity v0 = −1500 km s−1, the
clusters pass by each other at a pericentric distance of only about
60 kpc. Although the off-axis nature of the encounter might appear
inexpressive, as suggested by such a small pericentric distance, in
reality the angular momentum of the system – set by the initial
conditions – is quite sufficient to bring about the necessary degree
of asymmetry in the final configuration. The small pericentric dis-
tance would also suggest an important deflection angle of the tra-
jectories in the case of point masses, but given the extended nature
of the simulated objects, the deflection is in fact as small as 15◦.
One should also note that the v0 employed is somewhat lower than
the velocity of the zero-energy orbit. This means that this collision
can hardly be said to be particularly violent, at least in terms of the
relative velocity of the clusters. Approximately 0.4 Gyr after the
first central passage, the clusters reach the required separation of
750 kpc, by which time they have decelerated almost to the return-
ing point. Their relative velocity is then 380 km s−1 and they are
slowing down to approach the apocenter.
The morphology of the ICM is the most challenging feature to
reproduce, specially while simultaneously satisfying all the other
observational constraints. In our model, the broad curved shape of
the X-ray emission is recovered, as well as the necessary offset be-
tween gas and dark matter in one of the clusters. The secondary
X-ray peak does not appear as distinctly intense in the visualiza-
tions, but quantitatively, the measured gas densities in the simula-
tion agree well with the values from David & Kempner (2004). Our
preferred model has no inclination with respect to the line of sight,
i.e. the plane of the orbit coincides with the plane of the sky. This
is so for the simple reason that no relevant morphological improve-
ment was obtained by projecting the simulation under different an-
gles. Nevertheless, small inclinations of i . 20◦ could produce
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similarly acceptable results. This would accomodate a line-of-sight
relative velocity of up to ∼130 km s−1.
The inner temperatures of approximately T ∼ 8 keV for both
clusters are well reproduced in or model. This is consistent with
the masses of the clusters and with the fact that the gas densities
were also in good agreement. However, the simulation implies the
existence of shock-heated gas at high temperatures expanding to-
wards the periphery of the cluster. This is not seen in the obser-
vations, however. In the simulation each shock wave has already
propagated outward to very large distances, being found at nearly
1 Mpc away from the respective cluster centre. We argue that it is
plausible that the high temperatures would be undetectable in the in
those remote low-emission regions. Furthermore, it is not clear how
one would produce a model where two clusters of ∼ 5× 1014M⊙
and ∼8 keV could collide without giving rise to shock-heated gas.
We cannot cover the parameter space of collisions broadly enough
to strictly rule out alternative models. But given the reasonable or-
ders of magnitude involved in this problem, we tend to favour a
picture in which strong shocks did occur, but have already propa-
gate to regions where their detectability is made difficult.
We have measured shock velocities of ∼4500 km s−1 in the
simulation. As we have pointed out, following Springel & Farrar
(2007), the velocity of the shock and the velocity of the clusters
are entirely separate concepts, and may not be identified. In fact,
we present an extreme case, in which the clusters themselves are
nearly coming to a halt, while the shock front continues to advance
with a substantial velocity. This illustrates again the roles played
by numerical simulations of cluster mergers: not merely to model
observed phenomena, but also to supply the means by which to cor-
rectly interpret observational results. We measured the Mach num-
bers dynamically, taking into account the infalling velocity of the
upstream gas, and obtained M = 6.3 and M = 6.7. These are
consistent with the amplitudes of the pressure jumps at the location
of the shock front, corresponding to factors of about ∼50 given by
the Rankine-Hugoniot conditions. No such thing is seen in the ob-
servations. But to detect such pressure discontinuities, one would
have to be able to estimate density and temperature across the re-
gion of the shock fronts, which are not detectable. In an attempt to
reconcile the simulations model with what is actually available to
be measured, we showed what would be the outcome of measuring
pressures in the region immediately ahead of the X-ray peaks. The
results show that the decrements would be of order unity, rather
than ∼50. Therefore, we argue in favor of the scenario where the
shock fronts are very removed from the central regions, suggesting
that if pressure discontinuities are sought in the vicinity of the X-
ray peaks, it is not the actual shock front that will be found. From
statistical studies of shock waves in cosmological simulations (e.g.
Hoeft et al. 2008; Skillman et al. 2008), it is found that larger shock
waves are more often found in low-density regions and tend to
have larger Mach numbers. Conversely, smaller shock waves oc-
cur nearer the cluster centres, having lower Mach numbers. This
trend, by the way, is consistent with the rarity of central radio relics
(van Weeren et al. 2009; Skillman et al. 2011; Vazza et al. 2012).
Given the specific circumstance of A1758N, our best model hap-
pened to be at a time when the shock fronts are already in distant
regions, but in our simulations we generally see shocks passing
through the cluster cores. However, their presence near the cores
is short-lived, compared to the other phases of evolution.
We have offered one plausible scenario that is physically well-
motivated and that satisfies a number of specific observational con-
straints. This scenario predicts properties of the shock front that
cannot be detected with currently available data. It is of course im-
possible to argue for the uniqueness of the solution we have pro-
posed. One cannot rule out the possibility that alternative combi-
nations of collision parameters might provide comparable or even
better results.
From the simulation standpoint, one prospect would be to re-
run these simulations with an AMR code, since that scheme is
known to capture fluid instabilities more accurately. The results
could then either corroborate the prediction of strong shocks in
this model of A1758N, or else they could reveal weaker shocks,
thereby suggesting the inadequacy of the SPH approach in mod-
elling certain aspects of this kind of cluster merger. From the ob-
servational side, the issue of the detectability of strong shocks in the
low-density periphery of the cluster remains challenging since we
would need roughly between 800 ks to 1 Ms exposure to achieve
the necessary signal-to-noise ratio at the shock region in order to
map the temperature through the surface brightness hardeness ra-
tio.
With the simulation model presented here, we have shown that
it is indeed possible to reproduce the very specific morphological
features of A1758N by means of a major merger. In a forthcoming
paper, we will provide improved estimates of the masses of each
subcluster, derived from new gravitational weak lensing analysis.
The new mass determinations will help fine-tune our dynamical
model.
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