In this paper we study several aspects of solitary wave solutions of the Ostrovsky equation. Using variational methods, we show that as the rotation parameter goes to zero, ground state solitary waves of the Ostrovsky equation converge to solitary waves of the Korteweg-deVries equation. We also investigate the properties of the function d(c) which determines the stability of the ground states. Using an important scaling identity, together with numerical approximations of the solitary waves, we are able to numerically approximate d(c). These calculations suggest that d is convex everywhere, and therefore all ground state solitary waves of the Ostrovsky equation are stable.
Introduction
The equation
was derived by Ostrovsky [10] as a model for the propagation of small-amplitude internal waves in a rotating fluid, where the parameter γ > 0 measures the effect of rotation. The parameter β determines the type of dispersion. For β < 0 (negative dispersion), the equation models surface and internal waves in the ocean and surface waves in a shallow channel with uneven bottom [2] , while for β > 0 (positive dispersion), it models capillary waves on the surface of a liquid and magneto-acoustic waves in a plasma [4, 5] . Liu and Varlamov [14] Liu and Varlamov [9] showed using the Concentration Compactness Lemma that there exist solutions of (1.2) in the space X 1 provided c < 2 √ βγ. Moreover, these ground state solutions are characterized as minimizers of I(u; β, c, γ) = βu
3) subject to a constraint of the form
The set of all such solutions will be denoted by G (β, c, γ) . In this paper, we are concerned with two aspects of these solutions. First, we are interested in their behavior as the rotation parameter γ vanishes. If we set γ = 0 in equation (1.1) and integrate, we obtain the Korteweg-deVries (KdV) equation
Thus it is natural to wonder whether the solitary waves of the Ostrovsky equation converge to those of the KdV equation as γ approaches zero. We prove in Theorem 3.1 that the solitary waves of the Ostrovsky equation converge strongly in the space H 1 (R) to those of the KdV equation as γ goes to zero. The proof uses the variational characterization of both the Ostrovsky and KdV solitary waves.
We are also interested in the stability of solitary wave solutions of (1.1). Following the notation of Liu and Varlamov [9] , we make the following definition.
Otherwise we say S is X-unstable.
Using the methods of [3] , [6] and [13] , it was shown by Liu and Varlamov [9] that the function
determines the stability of the set of ground states. The main result is the following. 
Analytical Properties of d.
In this section we establish some important regularity and scaling properties of the function d. We begin by relating d to the minimization problem that characterizes the ground states. First, we define m(β, c, γ) = inf
For β > 0, γ > 0 and c < 2 √ βγ we have
where
The ground state solutions of (1.2) achieve this minimum, and if we multiply (1.2) by ϕ and integrate, we find that
Next, using the definition (1.6) of d, which we will now consider as a function of β, c and γ, we have
This in fact proves that d is well-defined, independently of the choice of ϕ ∈ G(β, c, γ) in equation (1.6). Using equation (2.2), we may very concisely characterize the set of ground states is as
The following lemma restates in terms of d the relative compactness, up to translation, of minimizing sequences. See the proof of Theorem 2.3 in [9] .
Then there exists some ϕ ∈ G(β, c, γ), a subsequence, renamed ψ k , and a sequence y
Our next lemma establishes the scaling properties of m, and hence of d. Proof. Let u ∈ X 1 with K(u) = 0. For any r > 0 we have
and consequently m(s Since the stability condition in Theorem 1.2 involves the convexity of d, it would be desirable to work with d (c). However, it is not generally known whether or not d is twice differentiable. The following lemmas summarize the regularity properties of d.
Lemma 2.4. The function d is continuous on the domain
Furthermore, d is strictly increasing in γ and β and strictly decreasing in c.
Proof. First, fix c and γ > 0 and consider
, where c + = max{0, c}. Let ϕ β 1 and ϕ β 2 be ground states with β = β 1 and β = β 2 , respectively. Then
so m is strictly increasing in β. On the other hand,
where M is defined by (2.1), it follows that
so m is locally Lipschitz continuous in β. By similar reasoning it follows that m is decreasing in c, increasing in γ, and locally Lipschitz in c and γ. 
Proof. Since d is continuous and monotone with respect to each variable, it follows that the partial derivatives exist at all but countable many points. To verify the formulas above, first fix c and γ. Then by the inequalities in the proof of Lemma 2.4,
We now claim that lim
To see this, choose any β k → β 0 and ϕ k ∈ G(β k , c, γ). The continuity of m implies that
Then by Lemma 2.1, there is a translated subsequence ϕ k j which converges in
Now, as d = For the remainder of this section we fix β = 1 and we make the following assumption.
Assumption 2.7. The function d(c, γ) is twice differentiable in the region
In order to be able to draw conclusions about the concavity of d for all c, we need to use its scaling properties to reduce the scope of the problem. Using Corollary 2.3 with s = r Thus it suffices to determine the sign of 
Weak Rotation Limit
In this section, we show that the solitary waves of the Ostrovsky equation (1.1) and that for each β > 0 and c < 0 the unique (up to translation) ground state solution of (3.1) is given explicitly by To prove this result, we first note that the solutions (3.2) satisfy the same variational principle as do the Ostrovsky solitary waves, but with γ = 0 and in the space H 1 (R). That is, they achieve the minimum m(β, c, 0) = inf
and K is defined as before by equation (1.4) . We may extend the definition of d(β, c, γ) to the boundary γ = 0 (see Figure 1 ), as
Thus, equation (2.3) again characterizes the set of these ground states, and we have the following analog of Lemma 2.1
Then there exists some ϕ ∈ G(β, c, 0), a subsequence, renamed ψ k , and a sequence
The idea of the proof of Theorem 3.1 is to show that the Ostrovsky solitary waves form a minimizing sequence for the KdV variational problem as γ vanishes. We first need to show that d is continuous up to the boundary γ = 0. The following lemma is needed. 
This equals zero when
We define ψ similarly for x ≤ 0. Since ψ is continuous, piecewise C 
The first term is less than by our choice of R. We now calculate the second term explicitly. On I 1 and I 3 , ψ 2 x = 1, so
On the interval I 2 , we have ψ x = 0, so
We estimate the integral over (−∞, 0) similarly. This completes the proof of the lemma. 
and let
Since I(·; β, c, 0) and K are both continuous on H Thus, the result follows by Lemma 3.2.
Numerical Results
We now present some numerical results that imply the convexity of d in c for all c. We first outline the numerical method employed to compute the solutions. Letting z = D 
