Explicit piecewise linear state feedback solutions to the constrained linear model predictive control problem bas recently been characterized and computed numerically using multiparametric quadratic programming. The piecewise linear state feedback is defined on a polyhedral partitioning of the state space, which may be quite complex. Here we suggest an uppmximate multi-parametric quadratic programming approach, which has the advantages that the partition is structured as a binary search tree. This leads to real-time computation of the piecewise linear state feedback with a co,mputational complexity that is logarithmic with respect to the number of regions in the partition. The algorithm is based on heuristic rules that .are used to partition the state space and estimate the approximation error.
Introduction
The main motivation behind explicit model predictive control OMpC) is that.an explicit state feedback solution avoids the need for real-time optimization, and is therefore potentially useful for embedded control applications with fast samp h g where MPC has not baditionally been used. In [1, 21 it was recognized that the constrained linear MPC problem is a multi-parametric quadratic program (mp-QP), when the state is viewed as a parameter to the problem. It was shown that the solution (the control input) bas an explicit representation as a piecewise linear (PWL) state feedback on a polyhedral partition of the state space, see also [3, 4, 51, and they develop an mp-QP algorithm to compute this function. In [6] an altemativdefficient mp-QP algorithm is developed. Even though an explicit PWL state feedback representation of the MPC is found, it may be quite complex. It is of interest to study approximate solutions which may offer computational advantages. A sub-optimal approach was developed in [3, 7] , by introducing constraints on the allowed number of active set switches on the horizon. An alternative suboptimal approach was introduced in [8] where small slacks are introduced on the optimality conditions and the mp-QP algorithm [l] is modified for the relaxed problem. An algorithm for approximate mp-QP was developed in [9] , based on the idea that significant real-time computational advantages are achieved by restricting the state space partition to 
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'TOT.Alne.JOhanSen@itk.ntn".n~ be orthogonal and represented as a search tree. The realtime computational complexity can also be reduced by exploiting the convexity of the cost function [IO] , and it should be mentioned that recent work has also focused on reducing the computational complexity of MPC implemented by realtimeoptimization, e.g. [ll, 121. The present paper extends the authors work [9] , where the approximate mp-QP algorithm is guaranteed to terminate with an approximate solution that satisfies a specified maximum allowed error in the cost function and constraint violations.
It is of interest to study alternative approaches since sometimes it may be more natural to specify the approximation tolerance in terms of the error in the control input rather than the cost. Moreover, it is desirable to fully exploit that one is only interested in the first sample of the optimal control trajectory for receding horizon MPC implementation. Hence, we study a modified algorithm that allows an approximation tolerance on the control input at the first sample to be specified. Such an algorithm is developed in this paper, and we suggest the use of a k -d tree [13,14] as a more flexible and powerful alternative to the generalized quadloct-tree used in [9] . In [E] it was shown how also in the exact case a binary search tree can be computed a posteriori to reduce the computational complexity.
Explicit MPC and exact mp-QP
Formulating a linear MPC problem as an mp-QP is briefly described below, see [l] 
U&{"*, ..., "<+N-,) subject to with the cost function given by 3 Approximate mp-QP algorithm We will in this section describe an approximate mp-QP algorithm. We restrict our attention to a hyper-rectangle X c R" where we seek to approximate the optimal PWL solution z*(x) to the mp-QP (5)- (6) . In order to minimize the real-time computational complexity we require that the state space partition is orthogonal and can be represented as a k-d tree, [13, 14] , such that the search complexity is logarithmic with respect to the number of regions. The k -d tree is a hierarchical data structure where a hyper-rectangle can be sub-divided into smaller hyper-rectangles allowing the local resolution to be adapted, cf. As shown in [I] , the mp-QP problem (5) - (6) can be solved by applying the Kamsh-Kuhn-Tucker conditions which leads to the following explicit solution for a given active set: ( 
= H -~G~( G H -~G~) -I ( W + S I )
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The matrices 8, and 3 contain the rows of G, W and S corresponding to the given active set. As long as this active set remains optimal, the solution (7) remains optimal, when z is viewed as a function of z. First, z must remain feasible
Second, the Lagrange multipliers X must remain nonnegative
The inequalities (8) and (9) Initially the algorithm will consider the whole region X o = X. The main idea of the approximate mp-QP algorithm is to compute the solution of the problem (5)-(6) at the 2" vertices of the hyper-rectangle X o , by solving up to 2" QPs. Based on these solutions we compute a local approximation io(x) to the PWL optimal solution z*(z), restricted to the hyper-rectangle X O . Assume for a moment there exist feasible solutions at all vertices of X O . As described above, the linear solution (7) is exact in some polyhedral critical region.
A linear approximation may be computed as a least-squares fit under the constraint of feasibility of the solution, [8] : This follows directly from the convexity. We define the error in the solution
where C _> 0 is a weighting matrix which typically has nonzero weight only on the components of the solution corresponding to the first sample of the trajectory. Ideally, we would like to find an approximate PWL solution which respects a pre-specified tolerance I > 0 on the uniform error Consider an arhitrary polyhedral set X o c X C R", and suppose the exact optimal solution zp(x) (defined by (7) 
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Observe that the error bound (14) can be computed using information of the solutions at the vertices only if X o C UiCRi. Unfortunately, this condition is not straightforward to verify without knowing the exact solution in Xo. In special cases, for example when the active set is the same at all vertices, the condition in Lemma 2 is easily verified to hold. Better estimates than (14) can in general he found by utilizing additional information, such as sampling the exact solution also at the interior of X O or compute the exact solution using an mp-QP solver. In this paper we use the following estimate E^ = maxe(z)
=EX:
where X t c X O contains a finite number of representative points in X o , typically the vertices of one or more hyperrectangles contained in the interior of X O .
Algorithm 1 (approximate mp-QP)
Step 1. Initialize the partition to the whole hyper-rectangle, i.e. P = { X } . Mark the hyper-rectangle X as unexplored.
Step 2. Select any unexplored hyper-rectangle X O E P. If no such hyper-rectangleexists, the algorithm terminates with the partition P.
Step 3. Compute the solution to the QP (5)-(6) for x fixed to each of the 2" vertices of the hyper-rectangle X O and its center point (some of these QPs may have been solved in earlier steps). If one or more solutions are infeasible, go to step 6. Otherwise, go to step 4.
Step 4. From the optimal solutions at the vertices of the hyper-rectangle. compute a local linear state feedback as an approximation to he used in the hyper-rectangle X O , using Lemma 1. If the least-squares problem in Lemma 1 is feasible, go to step 5, otherwise go to step 6.
Step 5. Compute the estimate E^ of E from (15). If E^ 5 Z, mark X o as explored and go to step 2. Otherwise, go to step 6.
Step 6. Split the hyper-rectangle X o into two hyperrectangles X i and X Z . Mark them unexplored, remove X O from P, add X I and X Z to P, and go to step 2.
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Step 6 needs further specification of how the hyper-rectangle is split. Assume first that the solutions at all vertices are feasible. We suggest a heuristic rule for how to split a hyperrectangle X O into two byper-rectangles such that the error e(x) in each hyper-rectangle is significantly reduced. The rule attempts to split the hyper-rectangle at the axis along which the change of error e(x) is maximal (before splitting), because it is reasonable to hope this is how the largest reduction of the error e(x) can be made. Heuristic splitting rule. Split the hyper-rectangle X O by a hyperplane through its center and orthogonal to the axis x j where the total absolute change n3 of the approximation error measured both at the facet centers of X O and the vertices of xt is maximal. The splitting hyperplane is then selected to be orthogonal to the axis zj for which K , is largest. If the solution is infeasible at one or more vertices, or the least-squares problem in Lemma 1 is infeasible, the above rule is not used. Instead we apply the following rules Infeasibility heuristic rules.
1. If all vertices are infeasible, no splitting is necessary, since by convexity arguments every point in the hyperrectangle has an infeasible solution. An exception is when the state space region to be partitioned is chosen too large so that all vertices of the initial hyperrectangle are infeasible and the feasible p" is inside the hyper-rectangle. If this occur, the initial hyperrectangle is split on arbitrary axes until one or more feasible points appear. The state z ( t ) used for feedback is usually uncertain due to measurement or estimation errors. Hence, no overall accuracy is gained by allowing extremely small regions in the partition, since they cannot be distinguished due to state uncertainty. Hence, we allow a minimum size on each region in the partition to be specified.
The tolerance B > 0 is typically chosen to depend On xo such that 5 1.
Ilio(z)lit)
(19) input trajectory is given weight. Table 2 shows the complexity of relative tolerances, respectively. the partition and accuracy of approximation when no heuristic is used (the hyper-rectangles are split on both axes into four hyper-rectangles rather than just two hyper-rectangles), for comparison. We ohserve that the use of heuristics reduce the complexity of the partition significantly. Figure 3 shows the partitions for the case N = 10 and relative toler-
Example
Consider the double integrator [3] 1 Ts It is interesting to compare the structure of the partitions of the approximate PWL explicit MPC feedback laws with the partitions of the exact PWL explicit MPC feedback law, as shown in Figure 4 for the case of horizon N = 10. In parts of the state space where the exact partition contains several smaller regions while the approximate partition contains only a few large regions, the explanation is that the approximate approach only considers the first sample of the control input and is able to reduce complexity. In parts of the state space where the opposite is true, i.e. the approximate partition is more complex, this is due to a structural mismatch because the orthogonality of the hyperplanes of the approximate partition is enforced. The exact partition in Figure 4 contains 191 polyhedral regions and is thus of comparable complexity to the approximate partitions. Still, it is clear that there will be significantly higher demand for real-time processing capacity and computer memory, since all hyperplanes in the partition are different and they are not onhogonal. This also holds if a Of course, the price to be paid for this complexity reduction is an approximation error. As in 191 we remark that there is a significant difference between the exact and approximate approaches when the complexity of the partition is viewed as a function of the horizon N . While the number of regions with the exact approach seems to give a very rapid growth with N, [6], the approximate approach gives a partition complexity that is almost independent of the horizon N . One reason for this is that in the approximate approach it is taken into account that we only need the first sample of the input trajectory in order to implement the MPC. Figure 5 shows a simulation comparing the approximate and exact solutions. We notice that the control inputs computed by exact and approximate controller are almost indistinguishable.
Conclusions
An algorithm for approximate implementation of linear MPC in the form of an explicit PWL state feedback is described.
The approximate implementation has the advantage (compared to the exact PWL state feedback, [l, 61) that it imposes a search tree structure on an orthogonal partition. This leads to reduced real-time computational complexity compared to the exact approach.
