Abstract-In this paper the problem of the Non Minimum Phase (NMP) channel identification using blind and adaptive algorithms is theoretically and numerically evaluated in noise environment case for different signal to noise ratio (SNR). For this problem, three blind algorithms based on Higher Order Cumulants (HOC) versus adaptive algorithms, i.e. Recursive Least Squares (RLS) and Least Mean Squares (LMS) are presented. In order to assess the performance of these approaches to identify the parameters of non minimum phase channels, we have selected the Macchi channel model. The simulation results in noisy environment and for different data input channel, provided to illustrate the performance of the blind approaches and compare them with adaptive algorithms.
I. INTRODUCTION
R ECENTLY blind channel identification has drawn a great deal of attentions in the literature [1−10] , [12−15] . In this work, identification of non minimum phase channel driven by a non gaussian in noisy environment is considered. The first methods are based on the autocorrelation function (second order cumulants) of the observed sequences. Thus, the autocorrelation sequence is insensitive to the phase characteristics of the system, and a non minimum phase system cannot be identified correctly using the second order statistics [2] , their performances degrade when the output is noisy, because the second order cumulants for a gaussian process are not identically zero.
To overcome these problems, other approaches were proposed and consist in using higher order cumulants (HOC) [1] , this is because the gaussian noise will vanish in the higher order cumulants (3 rd and 4 th cumulants) domain, and the HOC preserve the phase characteristics, unlike the autocorrelation function. Further, the autocorrelation sequence fails to provide a complete statistical description for a non gaussian process, it was shown that consistent estimates of the parameters of any finite impulse response (FIR) system can be obtained by using higher order statistics or cumulants of the observed process [2−4] . Indeed, the HOS constitute a powerful tool in modelling stationary processes when the output signal of a system is corrupte with an additive gaussian noise. However, blind algorithm allows identification of non minimum phase channel with only output measurements, unlike the adaptive M. Zidane algorithms exploiting the information of input and output for the impulse response channel estimation, for this reason the users periodically transmit a training sequence known by the receiver, which then estimates the impulse response channel parameters. Indeed, 20% of the bandwidth is devoted to training in GSM (up to 40% in UMTS). Blind methods are thus attractive so as to guarantee a high communication rate by eliminating (or reducing) the training sets [19] . In this paper, we address the problem of the blind and adaptive identification of non minimum phase channel. In order to evaluate the presented algorithms, we consider the Macchi channel model. The simulation results in noisy environment and for different data input channel, demonstrate that the blind and adaptive algorithms could estimate the phase and magnitude of Macchi channel with different precision. The rest of this paper is organised as follows: In section II, the model and its assumptions, basic relationships are presented. In the following, blind and adaptive algorithms are presented to estimate the parameters of NMP channel. The simulations results showing the performance of the developed methods are presented in section VII. This paper is finally concluded in section VIII.
II. PROBLEM STATEMENT

A. Channel modeling
We consider non minimum phase channel ( Fig. 1 ) described by the following diagram: In noise free case:
In presence of noise:
where x(i) is the input sequence, h(k) and q are the parameters and the order of linear channel, respectively, y(k) represents the channel output in noiseless case and r(k) is the observed channel output corrupted by additive gaussian noise n(k). For this system we assume that:
• The input sequence, x(i), is independent and identically distributed (i.i.d) zero mean, and non-gaussian; • The system is supposed causal and truncated, i.e. h(k) = 0 for k < 0 and k > q, where h(0) = 1; • The system order q is known;
• The measurement noise sequence n(k) is assumed zero mean, i.i.d, gaussian and independent of x(i) with unknown variance.
B. Basic Relationships
In this section, we present the general relationships for impulse response coefficients that constitute the basic relations in development of most linear HOC based methods proposed in the literature. The m th order cumulants of the y(k) can be expressed as a function of impulse response coefficients h(k) as follows [17] :
where ξ m,x represents the m th order cumulants of the excitation signal x(i) at origin. If we take m = 2 into Eq. (3) we obtain the second order cumulant (autocorrelation function):
For m = 3, Eq. (3) becomes:
Stogioglou and McLaughlin [18] presents the relationship between different n th cumulants slices of the output signal y(k), and the coefficients h(k), are linked by the following relationship:
where 1 ≤ r ≤ n − 2. If we take n = 4 into Eq. (6) we obtain the following equation:
The Fourier transform of Eqs. (4) and (5) gives us the bispectra and the spectrum respectively [5] :
If we suppose that ω = ω 1 + ω 2 , Eq. (9) becomes:
Then, from Eqs. (8) and (10) we obtain the following equation:
The inverse Fourier transform of Eq. (11) demonstrates that the 3 rd order cumulants, the autocorrelation function and the impulse response channel parameters are combined by the following equation [5] :
If we use the autocorrelation function property of the stationary process such as C 2,y (t) ̸ = 0 only for −q ≤ t ≤ q and vanishes elsewhere if we take t 1 = −q, Eq. (12) takes the forme [5] : (13) else, if we suppose that t 2 = −q, Eq. (13) will become:
Using Eqs. (13) and (14) we obtain the following relation [5] :
The system of Eq. (15) can be written in matrix form as:
where θ = C 3,y (−q, −q). Or in more compact form, the Eq. (16) can be written as follows:
where M is the matrix of size (q + 1) × (q) elements, h q is a column vector constituted by the unknown impulse response parameters h(k) for k = 1, ..., q and d is a column vector of size (q + 1) as indicated in the Eq. (17).
The least squares solution of the system of Eq. (17), permits blindly identification of the parameters h(k) and without any information of the input selective channel. Thus, the solution will be written under the following form:
Antari, et al. [9] demonstrates that the coefficients h(k) for an finite impulse response system can be obtained by the Eq. (12), if we take t 2 −t 1 = q and the considered system is causal. The following equation describes (ALGcum2) algorithm:
where t 1 = −q, ..., q the Eq. (19) can be written as follows:
where M is the matrix of size (2q+1)×(q+1) elements, h e is a column vector constituted by the unknown impulse response parameters h(k) : k = 0, ..., q and d is a column vector of size (2q +1) as indicated in the Eq. (20) . The least squares solution of the system of Eq. (20), will be written under the following form:
Abderrahim, et al. [10] use the relationship (7), based on fourth order cumulants, with β 1 = β 2 = 0, t 1 = q and t 2 = 0. This algorithm is given by the following relation:
where α 1 = −q, ..., q. In more compact form, the system of Eq. (22) can be written in the following form:
T is a column vector of size (q + 1);
T is a vector of size (2q + 1); The least squares solution of the system of Eq. (23), will be written under the following form:
The parameters h(i) for k = 1, ..., q are estimated from the estimated values θ(i) using the following equation:
VI. ADAPTIVE ALGORITHMS
A. Description of the LMS Algorithm
From the method of steepest descent, the weight vector equation is given by [20] : h(1), . .
., h(q)]
T . µ is the step-size parameter and controls the convergence characteristics of the LMS algorithm including between 0 and 1. The gradient vector in the above weight update equation can be computed as:
The LMS algorithm is initiated with an arbitrary value h(0) for the weight vector at n = 0. The successive corrections of the weight vector eventually leads to the minimum value of the mean squared error. Therefore the LMS algorithm can be summarized in the following equations:
with
B. Description of the RLS Algorithm
The RLS algorithm [12] is discribed by the following equations (with initial conditions H(0) = 0). Q −1 (0) = δ −1 I, δ is a small positive constant value.
VII. SIMULATION RESULTS
To verify the performance of these algorithms, we have applied a Macchi channel model. To measure the strength of noise, we define the signal to noise ratio (SN R) as:
To measure the accuracy of parameter estimation with respect to the real values, we define the mean square error (M SE) for each run as
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1) Macchi channel:
The Macchi channel is defined by the following equation:
+0.1636x(k − 3) + 0.8100x(k − 4), zeros: z 1 =0.5500 + 0.9526j;z 2 =0.5500 − 0.9526j; z 3 =−0.4500 + 0.7794j;z 4 =−0.4500 − 0.7794j.
(37) The Macchi channel is a non minimum phase because two of its zeros are outside of the unit circle. Table I for different values of sample sizes and for SNR=8 dB. For all sample sizes and for a SNR=8 dB, the values, of mean square error (M SE), of the (ALGcum1), LM S and RLS algorithms are small than those obtained by the (ALGcum2) and (ALGcum3) algorithms, this implies the true parameters are near the estimates parameters. The Fig. 3 give us a good idea about the precision of these algorithms. In the Table II we well present the impulse response parameters estimation of the Macchi's channel for different SN R and data length N = 2048. From the Table II we can conclude that: the RLS, LM S and (ALGcum1) algorithms are more effective than (ALGcum2) and (ALGcum3) algorithms in noisy environment, with an advantage of the RLS algorithm in terms of M SE. But the results given by the algorithms based on higher order cumulants, are blindly without any information about the input, comparing to adaptive algorithms exploiting the information of input and output for the estimation of the impulse response channel. For that the adaptive methods send occasionally a training sequence known to the transmitter and receiver. The Fig. 4 give us a good idea about the precision of these algorithms for different SN R.
3) Magnitude and phase estimation: In the following figure  (Fig. 5) we have presented the estimation of the magnitude and phase of the impulse response channel using the presented phase using (ALGcum1), LM S and RLS algorithms have the same allure and we have not more difference between the estimated and the true ones. The (ALGcum2) algorithm is able to estimate the phase response, but we have more difference between the magnitude estimated and the true ones, of the Macchi channel. The results given by (ALGcum3) algorithm are more different to the true ones.
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VIII. CONCLUSION In this paper, we have compared blind identification methods based on HOC, with the adaptive algorithms (RLS and LM S), to identify the parameters of the impulse response of the frequency selective channel such as the Macchi channel. The simulation results show the efficiency of the RLS, LM S and (ALGcum1) algorithms, but the blind algorithm present the advantage to estimate the impulse response of the frequency selective channel blindly, comparing to adaptive algorithms. The magnitude and phase of the impulse response are estimated, using RLS, LM S and (ALGcum1) algorithms with a very good precision in noisy environment, but the (ALGcum2) and (ALGcum3) give us a significant difference between the estimated and the true ones.
