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Abstract
The advantage of using orthogonal frequency division multiplexing (OFDM) over
the single-carrier modulation is its ability to mitigate interference and fading
without complex equalization filters in the receiver [1]. OFDM systems have a
high peak-to-average ratio (PAPR) which results in a high requirement for the
resolution of AD converters. High-resolution AD converters are therefore widely
used in OFDM receivers. However, the power consumption is proportional to the
resolution of the AD converters. In this paper we investigate the quantization
effects in OFDM systems. Quantization is a nonlinear function which happens in
the time domain, so the quantization effect in the frequency domain (important
for OFDM) is not simple. Here, we derive a model for the quantization effect
in the frequency domain. Further, we investigate whether it is possible to ap-
ply low-resolution AD converters in reliable communications based on OFDM.
Simulations with an AWGN channel reveal that the proposed model predicts the
quantization noise in the frequency domain very well. Difference in σ2q between
simulation outcomes and our model is less than 0.6%. Also, simulations show
that 5-bits AD resolution is required for OFDM communication over an AWGN
channel.
1 Introduction
OFDM has become a popular scheme for recent WLAN standards which operate at
high bit rate [4]. The main advantage of OFDM over the single-carrier scheme is its
ability to eliminate inter-symbol interference (ISI) without complex equalization filters
in the receiver [1]. OFDM has a high requirement for the resolution of analog-to-
digital (AD) converters. The design of conventional OFDM systems does not need to
take quantization effects into account, because a large number of quantization levels is
used. In this case, the quantization effect can be neglected. However, for e.g. mobile
communication systems the power consumption at the receiver is proportional to the
resolution of AD converters. Hence, it is of interest to investigate the quantization
effect for OFDM systems and see whether we can quantize OFDM signals with a low
number of quantization levels. If we can lower the resolution of AD converters, the
receivers will consume less power.
In [2], we have studied this problem for single-carrier systems from an information
theoretical point of view. In the present paper, we analyze the quantization effect
in the OFDM systems from a statistical point of view. We investigate the statistical
model of quantization effects in the subcarrier. The main questions we want to answer
are as follows. Can we find the probability density function (PDF) of the quantization
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Figure 1: System model showing the transmission over one subchannel in the OFDM
system with ideal synchronization
noise in the frequency domain? If we wish to transmit reliably at a rate of R bits/use
over each subcarrier, do we actually need many more than R quantization bits? In
this paper, we show that the quantization noise in each subcarrier can be modeled as
a Gaussian noise with zero-mean and a variance which can be derived mathematically.
Besides, we design an optimum quantization scheme by using a limited number of
quantization levels. In this paper, we use a mid-rising uniform quantization scheme.
The organization of this paper is as follows. Our system model is presented in
section 2. We name the combination of the channel and AD converters as a quantized
channel. In section 3, we derive the statistical model of the quantized subchannel in
the OFDM systems. The design of the optimum uniform quantization scheme will be
described in section 4. We show the simulation results in section 5. Conclusions are
drawn in section 6.
2 System Model
Let us first introduce the system model as shown in figure 1. In the system, Xk is the
symbol to be transmitted over the k-th subchannel, xn is the n-th transmitted symbol
in the time domain, rn is the n-th received symbol in the time domain, yn is the n-th
quantized symbol and Yk is the received signal over the k-th subchannel. We denote
N as the number of subcarriers and Nq as the number of quantization levels.
In this section, we assume the channel is noiseless which means that the received
symbol rn equals to the transmitted symbol xn. Every block of complex symbols trans-
mitted over N subcarriers is denoted by:
X = [X0,X1, · · · ,XN−1]
To communicate over this quantized channel, we map a sequence of d binary digits
into one of M = 2d symbols defined as:
sm = φ(b0, · · · , bd−1) m = 0, 1, · · · ,M− 1 (1)
where (b0, · · · , bd−1) are the binary digits and φ is defined as:
φ : GF(2)d → R (2)
We refer to φ as the modulation map and it defines the signal constellation S:
S = {sm ∈ R : sm = φ(b0, · · · , bd−1)} (3)
We select two sm from S as Re{Xk} and Im{Xk} respectively to construct Xk by :
Xk = sm1 + jsm2 (4)
which tells that Xk is mapped from a sequence of 2d binary digits. The modula-
tion scheme that map 2d bits into one of 22d complex constellation symbols is called
Quadrature Amplitude Modulation (QAM) [5].
By taking the inverse discrete Fourier transform (IDFT) of X, we have the trans-
mitted symbols in the time domain expressed as [1]:
xn =
1√
N
N−1∑
k=0
Xke
j 2pi
N
kn n = 0, 1, · · · ,N− 1 (5)
According to the 802.11a standard [4], xn is transmitted at a rate of 20 MSPS (mega
samples per second). After the transmission over the channel, the real part and imag-
inary part of xn are sampled at a sampling rate of 20 MHz assuming that there is no
adjacent interference and the synchronization is perfect in the baseband. Then, they
are quantized by quantizers respectively and we have:
yn = Q(Re{xn}) + jQ(Im{xn}) (6)
We refer Q as the quantization map and is defined as:
Q : R→ Z (7)
where Z ∈ N and represents the output of the quantizer. A quantization map is
surjective and Q also defines an inverse quantization map which is defined as the set
function Q−1:
Q−1(i) = {xn ∈ R : Q(xn) = i, i ∈ Z} (8)
We restrict ourselves to quantizers where each Q−1(i) is of the form Ii = (a, b] for
a, b ∈ R. In this case {Ii} partitions R and the quantizer is defined by the set of
intervals {Ii}.
The quantization mapping function Q can also be expressed as:
y = Q(x) = x + n (9)
where n ∈ R is called as the quantization noise. The quantization function is a non-
linear function and the quantization noise is signal-dependent. (6) can be rewritten
as:
yn = xn + nn (10)
where the quantization noise nn ∈ C and its real and imaginary part are independent
identical distributed (i.i.d.).
The quantized outputs are transformed back into the frequency domain by the
discrete Fourier transform (DFT) [1]:
Yk =
1√
N
N−1∑
n=0
yne
−j 2pi
N
kn
=
1√
N
N−1∑
n=0
(xn + nn)e
−j 2pi
N
kn
= Xk +Nk k = 0, 1, · · · ,N− 1 (11)
where Nk is the quantization noise in the frequency domain. In other words, it shows
the quantization effect of the OFDM systems.
3 Statistics Analysis
Because the quantization noise is signal-dependent we first analyze the statistical char-
acteristic of the quantizer input xn. We assume:
E[Xk] = 0 (12)
E[XkX
∗
k] = 1 (13)
The elements in vector X are mutual independent and identically distributed.
According to the central limit theorem [3], the sum of a sequence of independent,
identically distributed random variables tends to be Gaussian distributed, so the PDF
of xn can be defined as:
f(xn) ≈ 1
pi
e−|xn|
2
(14)
xn is complex number but the quantization happens in each dimension. 16 subcarriers
are already enough to approximate the PDF of xn as a Gaussian PDF. Since the real
and imaginary part of xn are independent and identical distributed, we just analyze
the real part of xn which can be approximated as Gaussian distributed with zero-mean
and a variance of 1
2
:
f(Re{xn}) ≈ 1√
pi
e−(Re{xn})
2
(15)
as shown in figure 2.
As we mentioned before, the quantization noise is signal-dependent which means the
PDF of the quantization noise depends on the PDF of the signal to be quantized. We
denote the step of the uniform quantization scheme as ∆ and assume that the number
of quantization levels is even in order to make the quantized channel as a symmetric
channel. For each quantization step the noise is non-uniform. However, due to the
PDF of Re{xn} is symmetric to 0, the total average Re{nn} is uniform-distributed
which is defined as:
f(Re{nn}) = 1
∆
− ∆
2
≤ Re{nn} ≤ ∆
2
(16)
The mean of nn is equal to zero and the variance of nn is:
E[nnn
∗
n] =
∆2
6
(17)
Each nn is mutual independent and Nk is the discrete Fourier transform (DFT) of
[n0, n1, · · · , nN−1], Nk is therefore Gaussian-distributed according to the central limit
theorem. The mean of Nk is 0 and the variance of Nk is denoted as σ
2
q which is equal
to ∆
2
6
. Therefore, Nk can be modeled as a Gaussian random variable and its PDF is
defined as:
f(Nk) ≈ 6
pi∆2
e−
6|Nk|2
∆2 (18)
In the OFDM system, the quantized subchannel can be modeled as an AWGN channel
with a zero mean and variance of σ2q.
4 Quantization Scheme Design
In this section, we design the optimum uniform quantization scheme for the noiseless
channel by using a limited number of quantization levels. If we do not use any error
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Figure 2: The PDF of Re{xn} (the PDF of Im{xn} is the same)
correcting codes but still can correctly detect Xk from Yk, we should have:
P{|Nk| > dmin
2
} → 0 (19)
where dmin is the minimum distance between the constellation symbols Xk. The PDF
of Nk is only depending on the quantization step ∆, (19) can give us the optimum quan-
tization step to detect Xk from Yk correctly. If we apply error correcting codes (e.g.
LDPC codes) to mitigate the quantization effect, we can design the error correcting
codes according to the channel limit which is dependent on the signal-to-quantization-
noise ratio (SNR). The required SNR determines the variance of quantization noise
σ2q which corresponds to the quantization step ∆. The goal is to design an optimum
quantization step which makes the number of quantization level Nq as small as pos-
sible. The peak-to-average ratio is large and moreover peaks occur not often. So it
is advantageous to allow some clipping and hence lower the consumption of the AD
converters. Here, we design the optimum quantization scheme for two scenarios: one
without clipping and the other with clipping.
4.1 Without Clipping
First let us have a look at the case without clipping. The range of Re{Xk} and Im{Xk}
is limited:
−1 ≤ Re{Xk} ≤ 1 (20)
−1 ≤ Im{Xk} ≤ 1 (21)
which means the range of Re{xn} and Im{xn} is also limited. xn defined in (5) can be
written out as:
xn =
1√
N
∑
k
[(
Re{Xk} cos
(
2pi
N
nk
)
− Im{Xk} sin
(
2pi
N
nk
))
+ j
(
Re{Xk} sin
(
2pi
N
nk
)
+ Im{Xk} cos
(
2pi
N
nk
))]
(22)
The range of Re{xn} and Im{xn} are, respectively:
−
√
2N ≤ Re{xn} ≤
√
2N (23)
−
√
2N ≤ Im{xn} ≤
√
2N (24)
The quantization step ∆ determines the variance of quantization noise σ2q. Once ∆
is determined, the required quantization levels Nq per dimension can be derived as:
Nq = 2d
√
2N
∆
e (25)
where d·e is the ceiling function. From the above equation we can see that Nq is depen-
dent on the number of subcarriers N as well. Given the requirement of quantization
noise, different OFDM systems with different number of subcarriers have the same
quantization step ∆ but different number quantization levels Nq per dimension.
4.2 With Clipping
As we discussed before, the number of subcarriers N determines the range of xn which
determines the number of quantization level Nq. From figure 2 we notice that the value
of Gaussian-distributed random variable Re{xn} is larger than a certain value C which
is smaller than
√
2N, its PDF is very close to zero which means:
P{|Re{xn}| ≤ C} → 1.0 (26)
Therefore, it is not necessary to spend many quantization levels for |Re{xn}| ∈ [C,
√
2N].
When clipping is allowed the number of quantization levels can be reduced to:
Nq = 2dC
∆
e (27)
In this case, the number of quantization scheme Nq is not dependent on the number of
subcarriers N. Moreover, performance penalty is expected to be small.
5 Simulation
5.1 Only Quantization Noise
In this section, we show the simulation results for the noiseless channel and discuss the
difference between the quantization scheme without clipping and with clipping. We
assume that N = 64 and QAM-16 is the modulation scheme. Our goal is to detect Xk
correctly from Yk which means:
P{|Re{Nk}| > dmin
2
} → 0 (28)
where dmin =
2√
10
. The above equation is equivalent to:
P{|Re{Nk}| > dmin
2
} = 1− erf
(
dmin
2
σNk
)
→ 0 (29)
where erf(·) is called as the error function:
erf(x) =
2√
pi
∫ x
0
e−t
2
dt (30)
Table 1: The number of quantization levels for different OFDM systems
N 16 32 64 128 256 512 1024 2048 4096 8192
No-Clipping 44 62 88 124 176 248 350 496 702 992
Clipping 24 24 24 24 24 24 24 24 24 24
When x = 3, erf(3) ≈ 1. The optimum quantization step ∆ can be derived as:
∆ =
√
1
15
(31)
Therefore, the number of quantization levels for the no-clipping case is given by:
Nq−NC = 2d
√
2N
∆
e (32)
and the number of quantization levels for the clipping case is:
Nq−C = 2dC
∆
e (33)
In the simulation, we choose C = 3σxn . The difference between Nq−NC and Nq−C is
shown in the table 1 and plotted in figure 3. Obviously, the number of quantization
levels in the case of clipping case is much less than the case without clipping. How-
ever, only the symbol error rate and the variance of quantization noise validate which
quantization scheme is better. We transmit 1.024×106 QAM-16 symbols over noiseless
channel in each OFDM systems and the symbol error rate (SER) is shown in figure 4.
We can see that the SER for the clipping case is less than 3× 10−5 and the difference
from the case without clipping is within 3.33%. Figure 5 is the variance of quantization
noise which is defined in (17) and can also be defined as:
σ2q = E[|yn − xn|2] (34)
In figure 5, the red line is the simulation result for the case without clipping, the blue
line is for the case when clipping is allowed and the black line is the theoretical variance
of quantization noise defined in (17). From the figure, we can see that the difference
among these three variances is within 0.6%.
In summary, the quantization effect in the frequency domain can be modeled as a
white noise in the OFDM systems, the quantized subchannel therefore can be modeled
as an AWGN channel and the low-resolution AD converters are possible to be applied
in the OFDM systems.
5.2 AWGN Channel
In this section, we simulate the quantization effects in the OFDM system over the
AWGN channel with a noise variance of σ2. We want to find out whether the quantized
channel can be modeled as an AWGN channel with a noise variance of σ2 + σ2q. We
verify this answer by comparing the quantized channel in OFDM system with the
AWGN channel with a noise variance of σ2 + σ2q in the single-carrier system.
We assume N = 64 and QAM-16 is the modulation scheme. The received signal rn
is expressed as:
rn = xn + ηn (35)
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Figure 3: The number of quantization levels for different number of subcarriers
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Figure 4: Symbol error rate
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Figure 5: Variance of quantization noise
where ηn is white noise with zero-mean and a variance of σ
2. As discussed before,
xn ∼ CN(0, 1) so rn ∼ CN(0, 1 + σ2).
The quantized symbol yn is expressed by:
yn = rn + nn = xn + ηn + nn (36)
After the OFDM demodulation, we have Yk as:
Yk =
1√
N
N−1∑
n=0
yne
−j 2pi
N
nk
=
1√
N
N−1∑
n=0
(xn + ηn + nn)e
−j 2pi
N
nk
= Xk +Nk (37)
where Nk is the noise in frequency domain including the channel noise effect and quan-
tization noise effect:
Nk =
1√
N
N−1∑
n=0
(ηn + nn)e
−j 2pi
N
nk (38)
The mean of Nk is 0 and the variance of Nk is σ
2+∆
2
6
. Each subchannel can be modeled
as an AWGN channel with a variance of σ2 + ∆
2
6
. The number of quantization levels
in the clipping case is given by:
Nq−C = 2dC
∆
e (39)
where C = 3σxn = 3
√
1 + σ2. The number of required quantization levels in different
AWGN channels are shown in table 2. From this table, we can see that when SNR ≥
SNR(dB) 0 1 2 3 4 5 6 7 8 9 10
Nq 34 32 30 30 28 28 26 26 26 26 26
SNR(dB) 11 12 13 14 15 16 17 18 19 20
Nq 26 24 24 24 24 24 24 24 24 24
Table 2: The number of quantization levels for uniform quantization scheme in AWGN
channel with different SNR
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Figure 6: Symbol Error Rate for AWGN Channel
12 dB, the number of quantization levels is 24 which is same as the case in the noiseless
channel.
In the simulation, 1.024×106 training QAM-16 symbols are transmitted over AWGN
channels with different variance of channel noise in the OFDM system. We compare
the average SER for the OFDM system with the SER for single carrier system in which
the same amount of the training symbols are transmitted over AWGN channels with
noise variance of σ2 + σ2q, as shown in figure 6. SNR in figure 6 is defined as:
SNR = 10 log10
|Xk|2
σ2
(40)
From figure 6, we can see that the curve of the average SER for the OFDM system
almost overlap over the curve of the SER for the single carrier system. The difference
between them becomes larger when SNR is increased. When SNR is less than 18 dB,
the difference is within 5% but when SNR is 20 dB the difference increases to 17.8%.
6 Conclusions
In this paper, we analyze the quantization noise in the frequency domain which can be
modeled as a Gaussian noise with zero mean and variance of σ2q (0.6% difference between
the model and the simulation outcome). In other words, each quantized subchannel can
be modeled by an AWGN channel. Simulations show that the number of quantization
levels is related to the number of subcarriers under the condition of the same σ2q and
without clipping. If clipping is allowed (3σxn), the number of quantization levels is
constant which is equal to 24 and does not depend on the number of subcarriers. We
have validated our model by simulation. The simulation results show that the average
SER for the OFDM system with the quantization noise variance of σ2q over the AWGN
channel when SNR is less than 18 dB has less than 5% difference from the SER of the
single carrier system over the AWGN channel with a noise variance of σ2 + σ2q.
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