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1. Introduction
We give a simple and natural sufﬁcient condition for the solution to an extension of the Stein’s
equation with semideﬁnite right-hand side to be positive deﬁnite and use it to study second order
stationarity in mixture autoregressive (MAR) models and other random coefﬁcient models.
Mixture autoregressive models have been introduced by Wong and Li [17], see also Wong [16].
Previous work directly related to this class of models has been done by Le et al. [9]. Extensions of the
MAR class to conditionally heteroscedastic, logistic and multivariate processes can be found in [18,
19,16,6]. Saikkonen [12] has studied a very general model which subsumes most of these models and
obtained strong results for stability and ergodicity. Extension ofMARmodels to periodically correlated
time series has been considered by Shao [14].
The most important feature of MAR models is probably that the predictive distributions change
over time, depend on the recent history of the process, and can be asymmetric and/or multimodal
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(e.g. [17] and [3]). In particular,MARmodels canbeused as an alternative toARCH-typemodels for time
series with variable conditional variance which is a measure of volatility and is a typical characteristic
of ﬁnancial time series [15], see Lanne and Saikkonen [8] and Sampietro [13] for applications, further
references anddiscussion.Onepossible advantageof theMARclass is that its basic speciﬁcationalready
accommodates asymmetry and related features. In comparison,manyARCH-type andvolatilitymodels
have been developed for this purpose.
MAR models are closely related to random coefﬁcient autoregressive models. Andel [1] obtains
necessary and sufﬁcient conditions for stationarity and Yule–Walker equations in the univariate case.
Conlisk [4] gives a sufﬁcient condition for stability for somemultivariatemodels. Furtherdevelopments
and a comprehensive exposition of the theory may be found in Nicholls and Quinn [10].
Stationarity is an important concept since it is customary to ﬁt models to time series which are
stationary in some sense, either because subject speciﬁc considerations suggest so or because transfor-
mations have been carried out tomake the time series stationary. For numerical estimation one needs
efﬁcient ways to check if a particular set of parameters gives a stationary model. Statistical inference
is best developed under stationarity conditions.
Conditions for ﬁrst and secondorder stationarity ofmixture transitiondistributionmodels (a subset
of the MARmodels) are given by Le et al. [9, Theorems 1 and 2]. Similar conditions for MARmodels of
orders one and two are obtained by Wong and Li [17].
We give necessary and sufﬁcient conditions for ﬁrst and second order stationarity ofMARprocesses
of arbitrary order. Our conditions do not reduce exactly to the ones given by Le et al. [9] and Wong
and Li [17] for the above mentioned special cases. The main reason for the discrepancy is that those
authors implicitly work with a stronger notion of stationarity of order k, essentially requiring strict
stationarity [9, Appendix A]. Also, their conditions ensure existence of processes with the stated
stationary properties, not that a particular process satisfying their conditions is stationary. The nature
of the results is inherently different as their proofs use a measure-theoretic result by Beneš [2] while
ours are based on a study of the extended Stein’s equation.
MAR models are non-linear but their representation as random coefﬁcient autoregressive models
makes itpossible tousematrix theoryand linear algebra for their analysis.Weuse sucha representation
of the MAR model. This was not mentioned in the original paper [17] but was used by later authors
(see [12], and the references therein). This representation allows for using the theory and themethods
developed by Nicholls and Quinn [10].
We use the terms stationary and strictly stationary for weakly stationary processes and strictly
stationary processes, respectively. A vector of ones is denoted by 1. P > 0 and P 0 specify that the
symmetric matrix P is positive deﬁnite and positive semideﬁnite, respectively. If M is a matrix, then
λ(M) is the maximum of the moduli of its eigenvalues.
2. An extension of Stein’s equation
Consider the following pair of equations
R − ARA′ = Q, (1)
P − APA′ − E(U′PU) = Q, (2)
where A and Q are p × p non-random matrices while U is a random matrix with ﬁnite second
moments. The ﬁrst equation is known as Stein’s equation. In this paperwe refer to the second equation
as extended Stein’s equation.
Conlisk [4] has shown that if λ(A ⊗ A + E(U′ ⊗ U′)) < 1, then there exists a pair of positive
deﬁnitematricesQ andP satisfying (2). The same author later showed [5] that the inverse is also true.
A more reﬁned result was obtained by Nicholls and Quinn [10, pp. 35] and Quinn and Nicholls [11].
Here we give a generalisation to cover the case of semideﬁnite Q.
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Lemma 1
1. If Q 0 and λ(A ⊗ A + E(U′ ⊗ U′)) < 1, then P 0.
2. If Q 0, λ(A ⊗ A + E(U′ ⊗ U′)) < 1, and the solution, R, to Eq. (1) is positive deﬁnite, then
P > 0.
Proof. The ﬁrst part follows as in Conlisk [4] or using a sequence of positive deﬁnite matrices Q. To
prove the second part, subtract Eq. (1) from (2) to get
(P − R) − A(P − R)A′ = E(U′PU) 0. (3)
The condition λ(A ⊗ A + E(U′ ⊗ U′)) < 1 implies that the eigenvalues of A have moduli smaller
than 1 [4]. If E(U
′
PU) is positive deﬁnite, thenP − R is also p.d. as the solution of the Stein’s equation
with a stable matrix and positive deﬁnite right-hand side. Therefore P > 0 in this case.
If E(U
′
PU) is only positive semideﬁnite, then we can rewrite Eq. (3) as follows:
0=(P − R) − A(P − R)A′ − E(U′PU)
=(P − R) − A(P − R)A′ − E(U′(P − R)U) − E(U′RU).
Hence,
(P − R) − A(P − R)A′ − E(U′(P − R)U) = E(U′RU) 0.
From the ﬁrst part of the lemma it follows that P − R 0, i.e. PR > 0, since R is positive deﬁnite.
Hence, P > 0. 
3. Models
To avoid confusion we give here deﬁnitions for ﬁrst and second order stationarity. The deﬁnitions
below apply to both univariate and multivariate processes. In the latter case the mean is a vector and
the covariances are matrices.
Deﬁnition 1. The process {yt} is said to be stationary in the mean (or ﬁrst order stationary) if Eyt is
constant.
Deﬁnition 2. The process {yt} is said to be stationary (weakly stationary, covariance stationary, second
order stationary) if Eyt is constant and the covariances Cov(yt , yt−k) depend only on the lag k.
To clarify the ideas we ﬁrst look at the basic constant coefﬁcient model
Xt+1 = c + AXt + t+1, t = 1, 2, . . . (4)
where c ∼ (p × 1) andA ∼ (p × p) are non-randomand t , t = 1, 2, . . . is a sequence of independent
randomvectorswhich are also independent from the initial stateX0 and have variancematrix Vart =
Q. It is clear from Eq. (4) that the existence of Et for all t is necessary for the existence of the mean
EYt for all t. So, we will assume that this condition holds.
The process deﬁned by Eq. (4) is ﬁrst order stationary if and only if the mean, 0 = EX0, of the
initial value is a solution to the equation 0 = c + A0. For second order stationarity it is necessary
also that none of the eigenvalues of A has modulus larger than 1 and VarX0 is a solution with respect
to R of Stein’s equation (1). Usually it is also required that VarX0 be positive deﬁnite. If Q is positive
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deﬁnite this happens if and only if the moduli of all eigenvalues of A are strictly smaller than 1. There
may be positive deﬁnite solutions when Q is only semideﬁnite but the description is more delicate
(see [7], Theorem 13.2.4).
Random coefﬁcient models can be obtained by allowing for the coefﬁcients of model (4) to be
random. Let zt , t = 1, 2, . . ., be a sequence of random variables such that E(t|zt) = 0 for all t and the
bivariate sequence (zt , t), t = 1, 2, . . ., is i.i.d. It is important that t is not necessarily independent of
zt . Suppose also that for each t the random vector czt is a function of zt such that Eczt = c, and Azt is
a random function of zt such that EAzt = A. In other words, there are collections of (p × 1) vectors,
{ck}, and (p × p)matrices, {Ak}, such that czt = ck andAzt = Ak when zt = k. It is advantageous for
some purposes to work with centred variables Uzt = Azt − A which are such that EUzt = 0.
Consider now the random coefﬁcient model
Yt+1 = czt+1 + Azt+1Yt + t+1, t = 1, 2, . . . , (5)
with initial value Y0 independent of all other random variables.
Let t = EYt be the mean of Yt . From Eq. (5) we get
t+1=Eczt+1 + E
(
Azt+1Yt
)
+ Et+1
=c + EAzt+1EYt + 0
=c + At .
So, the conditions for ﬁrst order stationarity of this model are the same as for themodel with constant
coefﬁcients.
Turning to second order stationarity, assume that the mean is constant, i.e. EYt = . Subtracting
 from both sides of (5) we obtain
Yt+1 − =czt+1 −  + Azt+1 − Azt+1 + Azt+1Yt + t+1
=(czt+1 −  + Azt+1) + Azt+1(Yt − ) + t+1
=dzt+1 + Azt+1(Yt − ) + t+1,
where
dzt+1 = czt+1 −  + Azt+1
and Edzt+1 = 0. So, the centred process obeys a model similar to that of the non-centred one:
Yt+1 −  = dzt+1 + Azt+1(Yt − ) + t+1. (6)
The centred process has a zero-mean random intercept which can be aggregated with the noise term
if desired.
Let Ct,s ≡ Cov(Yt ,Ys) = E(Yt − )(Ys − )T be the covariance between Yt and Ys. Let l > 0.
Multiplying both sides of Eq. (6) by (Yt+1−l − )T and taking expectationwe get Ct+1,t+1−l = EAzt+1
Ct,t+1−l = ACt,t+1−l . Iterating this we obtain
Ct+l,t = AlCt,t , for l > 0. (7)
The same relation holds for the autocovariances of the constant coefﬁcient model (4).
If A has eigenvalues outside the unit circle, then for ﬁxed t some elements of Ct+l,t will become
arbitrarily large for large l, and larger than the diagonal elements of Ct,t . Together with the Cauchy–
Schwartz inequality this shows that some diagonal elements of Ct+l,t+l will also be larger then the
corresponding elements of Ct,t , i.e. Ct,t cannot be chosen to be constant. It also shows that Ct,t cannot
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have a ﬁnite limit as t → ∞. We therefore conclude that the moduli of all eigenvalues of A should
not exceed one if the process is to be second order stationary.
We also need the variance (lag 0 autocovariance) of Yt . Taking variances on both sides of Eq. (6)
and noting that the expected values of crossproducts are zero we get
Var
{
Yt+1 − 
}
= Var
{
dzt+1
}
+ Var
{
Azt+1(Yt − )
}
+ Var {t+1}
Denoting by  = Var
{
dzt+1
}
the variance of the random intercept, we obtain
Ct+1,t+1= + E
{
Azt+1Ct,tA
T
zt+1
}
+ Q
=E
{
Azt+1Ct,tA
T
zt+1
}
+ 1, (8)
where 1 =  + Q. Using the centred variables Uzt introduced earlier we obtain
E
{
Azt+1Ct,tA
T
zt+1
}
=E
{
(A + Uzt+1)Ct,t(A + U
T
zt+1)
}
=ACt,tAT + E
{
Uzt+1Ct,tU
T
zt+1
}
.
So, Eq. (8) can be written also in the form
Ct+1,t+1 = ACt,tAT + E
{
Uzt+1Ct,tU
T
zt+1
}
+ 1.
For stationarity we need Ct+1,t+1 = Ct,t , i.e.
Ct,t = ACt,tAT + E
{
Uzt+1Ct,tU
T
zt+1
}
+ 1.
Comparing the last equation with (2) we see that this is the extended Stein’s equation with Q =
1,P = Ct,t , and U′ = Uzt+1 . It is natural to impose the restriction that Eq. (1) has a positive deﬁnite
solution since it corresponds to a model with non-random coefﬁcients where Ak = A for all k.
Using Lemma 1 we can prove the following theorem. The semideﬁnite case was not considered by
Conlisk. The related result of Nicholls and Quinn [10, Theorem 2.2 on pp. 21, ﬁrst half of pp. 24] is more
general but does not have the full rank conclusion in the semideﬁnite case.
We will say that a process is of full rank if its lag 0 covariance matrix is of full rank, i.e. positive
deﬁnite.
Theorem 1. Let λ
(
A ⊗ A + E
{
Uzt+1 ⊗ Uzt+1
})
< 1 and 1 be a positive deﬁnite or positive semidef-
inite matrix such that the solution to the equation
R − ARA′ = 1 (9)
is positive deﬁnite. The process {Yt}, t = 0, 1, 2, . . . is second order stationary and of full rank if and only
if the initial vector Y0 has mean  = (I − A)−1c and its covariance matrix, C0,0, is the solution of the
equation
C0,0 = AC0,0AT + E
{
Uzt+1C0,0U
T
zt+1
}
+ 1. (10)
Informally, the theorem states that to every autoregression model with non-random coefﬁcients
there is a range of random coefﬁcient models obtained by replacing its coefﬁcients with random
variables which do not vary “toomuch”. The theorem alsomakes it clear that the existence of full rank
stationary solution (equivalently, positive deﬁnite solution to Eq. (10)) cannot be expressed entirely in
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terms of the eigenvalues of the matrixA ⊗ A + E
{
Uzt+1 ⊗ Uzt+1
}
. Indeed, if Var t = Q is such that
the solution to the Stein’s equation is only positive semideﬁnite it may happen that the solution, C0,0,
to (10) is semideﬁnite, as well. However, allowing for enough variation of the random intercept, dzt+1
(in particular, giving it a positive deﬁnite covariance matrix), we can make the matrix R, and hence
C0,0, positive deﬁnite.
The case of positive deﬁnite1 follows from the results of Nicholls and Quinn [10] and Conlisk [4].
Strictly speaking the model here is not particular case of theirs since it contains a random intercept
and unlike Quinn’s model the coefﬁcient matrix and the innovations are not assumed independent of
each other. The main point of the theorem presented here however is that it covers the semideﬁnite
case in a neat way. Moreover, the condition that the corresponding constant coefﬁcientmodel is of full
rank is often easy to verify. It would hardly be exaggeration to claim that all models of interest possess
this property. On the other hand, allowing for a semideﬁnite right-hand side is essential since models
like this one often represent lower dimensional processes and thus have singular innovation variance
matrices. This is the case with MAR models considered in the following sections.
4. The MAR model
Aprocess {y(t)} is said tobeamixtureautoregressiveprocess if the conditional distribution function
of y(t + 1) given the information from the past of the process is a mixture of the following form:
Ft+1|t(x)≡Pr(y(t + 1) x|Ft)
=
g∑
k=1
πkFk
(
x − φk,0 −∑pki=1 φk,iy(t + 1 − i)
σk
)
, (11)
where g is a positive integer, the number of components in the model; the probabilities πk > 0, k =
1, . . . , g,
∑g
k=1 πk = 1, deﬁne a discrete distribution, ; σk > 0 and Fk is a distribution function for
each k = 1, . . . , g. It is convenient to set p = max1 k g pk and φk,i = 0 for i > pk . We assume also
that t > p. For many applications it is sufﬁcient to consider standard normal noise components.
The MAR model is such that at each time t one of g autoregressive-like equations is picked up at
random to generate y(t). This observation can be used to give themodel in another form. Let {zt} be an
iid sequence of random variables with distribution , such that Pr{zt = k} = πk, k = 1, . . . , g. Now
the model (11) can be written as
y(t + 1) = φzt+1 ,0 +
p∑
i=1
φzt+1 ,iy(t + 1 − i) + σzt+1εzt+1(t + 1), (12)
where the distribution function of εk(t) is Fk for each k = 1, . . . , g.
When the MAR model is represented by Eq. (12), the dependence structure needs to be speciﬁed.
Let Ft be the sigma ﬁeld generated by the process {y(t)} up to and including time t. We assume that
εk(t) are jointly independent and are also independent of past ys in the sense that for each t the
σ -ﬁeld generated by the set of random variables {εk(t + n), n 1, 1 k g} is independent of Ft .
Further, we assume that the choice of the component at time t (i.e., zt) does not depend on Ft−1 and{εk(t), t  1, 1 k g}.
For k = 1, . . . , g deﬁne Ak by
Ak = C[φk,1, . . . ,φk,p] ≡
⎛
⎜⎜⎜⎜⎜⎜⎝
φk,1 φk,2 . . . φk,p−1 φk,p
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Let A be the expected value of Azt+1 . Then
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A ≡ E
(
Azt+1
)
=
g∑
k=1
πkAk.
For t  0, let Yt = (yt , . . . , yt+1−p)T be a vector of p values of the time series {yt}. Then the vector
process {Yt} is a ﬁrst order random coefﬁcient autoregressive process:
Yt+1 = czt+1 + Azt+1Yt + t+1,zt+1 , (13)
where t+1,zt+1 = (σzt+1εzt+1(t + 1), 0, . . . , 0)T ,
czt+1 =
⎛
⎜⎜⎜⎝
φzt+1 ,0
0
...
0
⎞
⎟⎟⎟⎠ , c = Eczt+1 =
⎛
⎜⎜⎜⎝
Eφzt+1 ,0
0
...
0
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
c
0
...
0
⎞
⎟⎟⎟⎠ .
Themodel speciﬁed by Eq. (13) is a randomcoefﬁcient autoregressivemodel [10] but two of its features
need tobenoted: the randominterceptand thedependencebetween thecoefﬁcient and thenoise term.
The intercept of course is a trivial difference. The absence of independence between the coefﬁcient and
the noise term is a more serious difference but it does not affect the ﬁrst and second order properties
of the model which we discuss in this paper.
5. First order stationarity
For themean of the process {yt} to be constantwe obviously need that themean of the initial vector
Y0 be0 = μ1 for somescalar constantμ. This is sowithout additional conditions ifc = 0and0 = 0,
since then1 = c + A0 = 0 and by inductiont = 0 for all t. Non-zero constantmean is possible in
the case c = 0, if 1 is an eigenvector ofA associatedwith the eigenvalue 1. If this is the case we can set
0 = μ1. Then 1 = c + A0 = 0 + μ1 = μ1, and by induction themean is constant. Finally, when
c /= 0 note that A(μ1) = μA1 = μ (∑φi, 1, . . . , 1)T . So, (I − A)(μ1) = μ (1 −∑φi, 0, . . . , 0)T .
In this case, t will be equal to μ1 if and only if μ = c/(1 −∑φi). For the denominator in the
last expression to be non-zero it is also necessary that 1 is not an eigenvalue of A. This analy-
sis exhausts the possibilities for constant mean and we summarise our ﬁndings in the following
theorem.
Theorem 2. The process {yt}, t = 1 − p, . . . , 0, 1, 2, . . . is stationary in the mean if and only if
Eεzt+1(t + 1) exists and one of the following three cases holds:
1. c = 0 and 0 = 0,
2. c = 0, 1 is an eigenvector of A associated with eigenvalue 1, and 0 = μ1 for some constant μ,
3. c /= 0, 1 is not an eigenvalue of A, and 0 = μ1 where μ = c/ (1 −∑φi) .
Note the limited importance of the eigenvalues ofA for ﬁrst order stationarity. This theorem is also
a clear illustration that ﬁrst order stationarity is a very weak requirement.
When the process is started at the indeﬁnite past the requirement that the eigenvalues ofA should
be inside the unit circle becomes necessary from the outset. However this is not to so much to ensure
ﬁrst order stationarity but to ensure that the process can be deﬁned at all. Indeed, Eq. (12) shows that
the process is causal, i.e. innovations are independent of past values of the process. Therefore iterating
the equation we obtain a series which does not converge if some of the eigenvalues of A are greater
than or equal to 1.
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6. Second order stationarity of the MAR model
For second order stationarity it is necessary that {y(t)} has constant meanμ = Ey(t). Then EYt =
μ1. Eq. (6) for the centred process specialises to
Yt+1 − μ1 = dzt+1 + Azt+1(Yt − μ1) + t+1,zt+1 ,
where
dzt+1 = czt+1 − μ1 + Azt+1μ1
and Edzt+1 = 0. Note that Azt+1 is a companion matrix and only the top element of czt+1 is non-zero,
see Eq. (4). Also, dzt+1 has the same pattern as czt+1 , i.e. only its ﬁrst element may be non-zero. So, the
centred process obeys a MAR model as well. As before, the centred process has a zero-mean random
intercept which can be aggregated with the noise term if desired.
Theorem 1 can be specialised to this case as follows.
Theorem 3. Let λ
(
A ⊗ A + E
{
Uzt+1 ⊗ Uzt+1
})
< 1 and 1 /= 0.
The process {yt}, t = 1 − p, . . . , 0, 1, 2, . . . is second order stationary if and only if the initial vector
(y0, y−1, . . . , y1−p)T hasmeanμ1, whereμ is some scalar, and covariancematrix C0,0 which is the solution
of the equation
C0,0 = AC0,0AT + E
{
Uzt+1C0,0U
T
zt+1
}
+ 1.
Informally, the theorem states that to every MAR model with non-random coefﬁcients there is a
range of random coefﬁcient autoregressive models obtained by replacing its coefﬁcients with random
variables which do not vary “too much”.
7. Conclusion
We extended a result about positive deﬁniteness of the solution of the extended Stein’s equation,
used it to obtain a necessary and sufﬁcient condition for the vector random coefﬁcient model (5) to be
stationary and of full rank, and studied in more details the special case of the scalar MAR model. We
believe that our results contribute to better understanding of these models, see the discussion after
each of Theorems 1, 2, and 3, and clarify some issues related to their stationarity. The expository part of
Section 3 may be of some interest in itself. For example, it shows that the “natural” zero-mean variant
of model (5) is obtained by choosing a random intercept with mean zero as in Eq. (6), not by dropping
it completely.
Theorem 1 applies to other models, such as vector MAR [6] and periodic MAR [14], that are special
cases of model (5).
Acknowledgement
I thank the referee for the constructive comments and suggestions.
References
[1] J. Andel, Autoregressive series with random parameters,Math. Operationsforsch. Stat. 7 (1976) 735–741.
[2] V. Beneš, Existence of ﬁnite invariant measures for Markov processes, Proc. Am. Math. Soc. 18 (1967) 1058–1061.
[3] G.N. Boshnakov, Analytic expressions for predictive distributions in mixture autoregressive models, Stat. Probab. Lett. 79
(15) (2009) 1704–1709.
[4] J. Conlisk, Stability in a random coefﬁcient model, Internat. Econom. Rev. 15 (1974) 529–533.
[5] J. Conlisk, A further note on stability in a random coefﬁcient model, Internat. Econom. Rev. 17 (1976) 759–764.
[6] P. Fong, W. Li, C. Yau, C. Wong, On a mixture vector autoregressive model, Canad. J. Statist. 35 (1) (2007) 135–150.
[7] P. Lancaster, M. Tismenetsky, The theory of matrices, second ed. with applications, Computer Science and Applied
Mathematics, Academic Press, Harcourt Brace Jovanovich Publishers, Orlando etc., 1985.
G.N. Boshnakov / Linear Algebra and its Applications 434 (2011) 415–423 423
[8] M. Lanne, P. Saikkonen, Modeling the US short-term interest rate bymixture autoregressive processes, J. Financial Econom.
1 (1) (2003) 96.
[9] N.D. Le, R. Martin, A.E. Raftery, Modeling ﬂat stretches, bursts, and outliers in time series using mixture transition
distribution models, J. Am. Stat. Assoc. 91 (436) (1996) 1504–1515.
[10] D.F. Nicholls, B.G. Quinn, Random Coefﬁcient Autoregressive Models: An Introduction, Lecture Notes in Statistics, vol. 11,
Springer-Verlag, New York, Heidelberg, Berlin, 1982, pp. 154.
[11] B. Quinn, D. Nicholls, The stability of random coefﬁcient autoregressive models, Internat. Econom. Rev. 22 (1981) 741–744.
[12] P. Saikkonen, Stability of mixtures of vector autoregressions with autoregressive conditional heteroskedasticity, Stat. Sin.
17 (1) (2007) 221–239.
[13] S. Sampietro, Bayesian analysis of mixture of autoregressive components with an application to ﬁnancial market volatility,
Appl. Stoch. Models Bus. Ind. 22 (3) (2006) 242.
[14] Q. Shao, Mixture periodic autoregressive time series models, Stat. Probab. Lett. 76 (6) (2006) 609–618.
[15] R.S. Tsay, Analysis of Financial Time Series, second ed.,Wiley Series in Probability and Statistics, vol. xxi, JohnWiley & Sons,
Hoboken, NJ, 2005, pp. 605.
[16] C.S. Wong, Statistical inference for some nonlinear time series models, Ph.D. thesis, University of Hong Kong, Hong Kong,
1998.
[17] C.S. Wong, W.K. Li, On a mixture autoregressive model, J. R. Stat. Soc. Ser. B Stat. Methodol. 62 (1) (2000) 95–115.
[18] C.S. Wong, W.K. Li, On a logistic mixture autoregressive model, Biometrika 88 (3) (2001) 833–846.
[19] C.S. Wong, W.K. Li, On a mixture autoregressive conditional heteroscedastic model, J. Am. Stat. Assoc. 96 (455) (2001)
982–995.
