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Abstract
This dissertation contributes to the design and analysis of bunch phase
feedback systems in a heavy-ion synchrotron which is operated with a
dual-harmonic cavity system.
Due to the ring structure of the synchrotron the particles are focused in
transverse and longitudinal direction forming particle bunches, which may
be subject to various disturbances. Depending on the disturbance, bunch
oscillations may occur, which lower the beam quality and may also lead to
particle loss. This compromises the efforts which are constantly taken to
increase the beam intensity, energy and quality. Thus, control measures are
taken to stabilize the beam, which are usually based on the linearized single
particle dynamics. In the present case, however, the accelerating voltage
is supplied by two cavities running with different frequencies, introducing
an additional nonlinearity, and simple linearization of the voltage is no
longer possible.
The problem of modeling and damping of rigid dipole oscillations in case
of a dual-harmonic cavity system is treated here by deriving a simple linear
model based on central moments, which is accurate enough to serve as a
base for various control design approaches. Beside the feedback already
existing at GSI Helmholtzzentrum fu¨r Schwerionenforschung GmbH for
single-harmonic operation based on a finite impulse response filter, which
is transferred here to the dual-harmonic case, an alternative filter design
for the feedback is presented, along with different output controllers based
on pole placement and a state feedback combined with an observer.
The effectiveness of the feedback with a finite impulse response filter
was demonstrated in two beam experiments, which are also presented in
this dissertation.
XVI
Kurzfassung
Die vorliegende Doktorarbeit leistet einen Beitrag zur Analyse und zum
Entwurf von Strahlphasenregelungen in einem Schwerionensynchrotron,
das mit einem doppeltharmonischen Kavita¨tensystem betrieben wird.
Aufgrund der Ringstruktur des Synchrotrons werden die Teilchen
in transversaler und longitudinaler Richtung fokussiert, wodurch sich
Teilchenwolken bilden, die verschiedenen Sto¨rungen ausgesetzt sein
ko¨nnen. Abha¨ngig von der Sto¨rung ko¨nnen Strahlschwingungen auftreten,
welche die Strahlqualita¨t verringern und eventuell zu Teilchenverlust
fu¨hren. Dies la¨uft dem Bestreben zuwider, die Strahlintensita¨t, -energie
und -qualita¨t fortwa¨hrend zu erho¨hen. Um den Strahl zu stabilisieren wer-
den daher Regelungsmaßnahmen ergriffen, die im Allgemeinen auf einer
Linearisierung der Dynamik eines einzelnen Teilchens basieren. Im vor-
liegenden Fall setzt sich die beschleunigende Spannung allerdings aus den
Teilspannungen zweier Kavita¨ten zusammen, welche mit unterschiedlichen
Frequenzen betrieben werden, wodurch eine weitere Nichtlinearita¨t in der
Strecke auftritt und eine Linearisierung der Spannung unmo¨glich wird.
Dem Problem der Modellierung und der Da¨mpfung starrer
Dipolschwingungen im Falle eines doppeltharmonischen Kavita¨ten-
systems wird hier durch die Herleitung eines einfachen linearen Modells
basierend auf zentralen Momenten begegnet, welches akkurat genug ist,
um als Grundlage fu¨r verschiedene Reglerentwu¨rfe zu dienen. Neben
der bereits am GSI Helmholtzzentrum fu¨r Schwerionenforschung GmbH
fu¨r den einfachharmonischen Betrieb bestehenden Regelung, basierend
auf einem Filter mit endlicher Impulsantwort, welche im Rahmen dieser
Arbeit auf den doppeltharmonischen Fall u¨bertragen wird, wird ein alter-
nativer Filterentwurf vorgestellt, sowie verschiedene auf einer Polvorgabe
beruhende Ausgangsru¨ckfu¨hrungen und eine Zustandsru¨ckfu¨hrung in
Kombination mit einem Beobachter.
Die Effektivita¨t der Regelung basierend auf einem Filter mit endlicher
Impulsantwort wurde anhand zweier Strahlexperimente demonstriert,
welche ebenfalls in der vorliegenden Arbeit vorgestellt werden.
11 Introduction
All men by nature desire knowledge.
- Aristotle (384 BC - 322 BC), Metaphysics, bk. 1, ch. 1
For centuries it has been a need of mankind to understand the physics
behind our environment and the world we live in for which increasing
efforts are taken. An important role in this scientific process is played by
particle accelerators. They were not only used in the beginning of modern
experimental physics, e. g. for the discovery of X-rays, but nowadays also
allow an insight into the structure of matter by supplying particle beams
at very high energies [84].
Modern particle accelerators are built since the beginning of the 20th
century and are by now used in various fields covering e. g. physical, medic-
inal and biological research areas, cancer treatment and several industrial
applications like ion implantation for the production of semiconductor de-
vices, material irradiation, nondestructive inspection and many more, cf.
e. g. [28, 36, 37, 74]. Common accelerators can be clustered in three groups:
linear accelerators with DC or RF (radio frequency) voltages and circu-
lar accelerators. An overview on the historical development of accelera-
tors, different accelerator types and their applications can be found e. g. in
[41, 61, 99]. Linear accelerators with DC voltages are simple to construct
but have the disadvantage that the particle energies which can be reached
are limited as the maximum voltage is limited by the electrical insulation
material. Linear accelerators with RF voltages can reach higher energies
but require huge lengths of up to several kilometers like the linear acceler-
ator at SLAC National Accelerator Laboratory in Menlo Park, California
[75]. Circular accelerators can overcome this drawback by using the same
voltage multiple times to accelerate the beam, although the number of
turns can be limited (e. g. in a cyclotron [61]).
A theoretically unlimited number of turns can be accomplished in a
synchrotron, a ring accelerator characterized by a constant reference orbit
making it necessary to focus the beam during the whole acceleration cycle
in transverse (perpendicular to the beam orbit) as well as in longitudi-
nal direction (along the beam orbit). Transverse focusing is realized by
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magnetic fields in the quadrupole magnets while longitudinal (or phase)
focusing is accomplished by an electric well created in one or more cavi-
ties. Deviations of the single particles from the reference orbit will thus
lead to incoherent oscillations instead of particle loss.
cavity
dipole magnet
triplet of
quadrupole
magnets
injection
extraction
transverse
transverse
longitudinal
bunched particles
Figure 1.1: Simplified scheme of a synchrotron with illustration of the trans-
verse and longitudinal axes
The synchrotron was proposed independently in 1945 by E. M. McMillan
[73] and V. I. Veksler [96], whose discovery of the phase focusing princi-
ple led to the construction of the Cosmotron at the Brookhaven National
Laboratory in 1952, the first weak-focusing proton synchrotron [61]. Weak-
focusing means that the beam is only weakly focused in transverse direc-
tion, only allowing low beam intensities. In the same year however the
strong-focusing principle was discovered by E. D. Courant, H. S. Snyder
and M. S. Livingston, combining focusing and defocusing magnets [26].
Fig. 1.1 shows a simplified scheme of a synchrotron. The dipole mag-
nets are used to bend the particle beam orbit. Only two triplets 1 of
the quadrupole magnets are shown, which in reality are present along the
whole circumference. In addition also higher order magnets can occur
1Also other set-ups than triplets are possible.
3which were omitted in the illustration. The cavities provide the acceler-
ation voltages and the already mentioned phase focusing. Due to phase
focusing the particle beam is bunched. Although the particle bunches are
usually much longer, only a short bunch is shown in Fig. 1.1 for sake of
lucidity. The magnetic fields created by dipole and quadrupole magnets
are shown in Fig. 1.2.
~v
~B
N
S
(a) Scheme of dipole magnet to bend the
particle orbit
N S
NS
~B
~v
(b) Scheme of quadrupole magnet focus-
ing in vertical and defocusing in hori-
zontal direction (for positively charged
particles)
Figure 1.2: Dipole and quadrupole magnets in a synchrotron
Since the dawn of accelerator physics huge efforts have been taken to
increase beam intensities, maximum energies and beam quality making
synchrotrons one of the most complex research facilities. Due to this de-
velopment the stabilization of particle beams becomes more and more
important. In addition to the incoherent oscillation of single particles, dis-
turbances of the beam may lead to undesired coherent oscillations which
result in a lower beam quality or even in beam loss. Disturbances cannot
only occur because of inaccurate beam processing, or errors or noise in the
electromagnetic fields, but also because of the interaction of the charged
particles with their environment, which becomes more important at higher
beam intensities [23]. Furthermore, interaction of the particles with each
other due to their electrical charge (space charge) is usually blamed for
the loss of damping effects (cf. e. g. [15]), which is however controversially
discussed in literature (cf. e. g. [76]). As the requirements for both, better
beam qualities and higher intensities are increasing, stabilizing controllers
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become more and more essential.
1.1 Objectives, Contribution and Structure
of the Dissertation
This dissertation contributes to the development of the new Facility for
Antiproton and Ion Research (FAIR), which is currently under construc-
tion at GSI Helmholtzzentrum fu¨r Schwerionenforschung GmbH (short:
GSI) 2 [1, 27]. After its completion the existing synchrotron SIS18 3
will be used as a pre-accelerator for the new synchrotron SIS100/300,
and the standard operation mode of its cavity system will be switched
from single-harmonic (both cavities running with the same frequency) to
dual-harmonic (second cavity running with double frequency). In a single-
harmonic cavity system the voltage strictly focuses the particles around
the reference point. The dual-harmonic voltage under consideration in
this dissertation however is characterized by a saddle point in the phase-
voltage diagram introducing a drift section where no phase focusing is
present, leading to a lengthening of the particle bunch (bunch lengthening
mode, BLM ). As the particle beam may be subject to various disturbances,
beam oscillations may occur which lower the beam quality and may lead
to particle loss. Beam oscillations are therefore usually damped by a beam
feedback system whose design is based on a linear model of the beam os-
cillations. The classical modeling approach used in the single-harmonic
case is to linearize the voltage around the reference point to obtain a lin-
ear oscillator, which is however no longer valid in the dual-harmonic case
due to the introduced nonlinearity in the combined cavity voltage. This
rises the question about how to design the controller and how to analyze
stability if a dual-harmonic cavity system is present.
The dissertation is structured as follows and as depicted in Fig. 1.3.
In Chap. 2 the fundamentals of longitudinal single-particle dynamics
are reviewed. After a detailed introduction to synchrotron oscillation the
characteristics of the dual-harmonic cavity system are discussed. In ad-
dition, a brief overview on the procedure of an acceleration cycle is given
before the chapter ends with a discussion.
2Planckstraße 1, 64291 Darmstadt, www.gsi.de
3SIS18 stands for Schwerionensynchrotron 18, named after its maximum magnetic
rigidity Bmax · ρ = 1.8 T · 10 m, the maximum magnetic field times the bending
radius of the dipole magnets.
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controller
design, Chap. 5
model of rigid dipole
oscillation in dual-
harm. case, Chap. 3
model of rigid dipole
oscillation in single-
harm. case, Chap. 3
FIR filter in
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Figure 1.3: Structure of the dissertation. Contributions are marked blue, and
patterned if only partly new developed; existing theory is not col-
ored.
Chap. 3 is concerned with the dynamics of coherent bunch motion and
reviews properties of particle bunches, filamentation and Landau damping.
Furthermore, a modeling approach based on central moments of a distri-
bution function of the particles in phase space is presented which was first
proposed for heavy-ion synchrotrons and successfully applied to single-
harmonic cavity systems in [62]. Linearizing the obtained state space
model about a reference point yields a harmonic oscillator, which can be
used for controller and observer designs. In addition, it yields a method to
estimate the coherent synchrotron frequency, i. e. the oscillation frequency
of the rigid dipole mode. The model is on the one hand accurate enough
to reflect the behavior of the bunch barycenter subject to rigid dipole
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oscillations, and on the other hand simple enough for an easy controller
design.
High intensity effects of particle bunches are outlined in Chap. 4, where
space charge, wall impedance and resonator effects are discussed. All high
intensity effects are however treated as external disturbances from a control
engineering point of view and are not discussed exhaustively.
In Chap. 5 different controller designs for a beam phase feedback are
presented after a short overview on previous developments. The currently
used finite impulse response (FIR) filter for single-harmonic operation is
discussed against the background of a dual-harmonic cavity system and
compared to a matched filter design of variable filter length. Using the
model derived in Chap. 3, an output feedback which can again be consid-
ered as an FIR filter is designed and its limitations and sensitivity against
design parameters are outlined. These limitations are overcome by a state
feedback in combination with an observer representing an infinite impulse
response (IIR) filter. All controllers are verified in macro-particle simula-
tions.
The damping of dipole oscillations with an FIR filter was tested in two
beam experiments whose results are presented and compared to simula-
tions in Chap. 6.
The model derived in Chap. 3, the controllers presented in Chap. 5
and the beam experiment in Chap. 6 are the main contributions of the
dissertation at hand. For the beam experiment, the beam phase feedback
in case of a dual-harmonic cavity system was implemented for the SIS18
and its effectiveness was demonstrated. The behavior of the beam phase
feedback is now understood also in the dual-harmonic case in theory and
in practice.
72 Longitudinal Single Particle
Dynamics
This chapter reviews and summarizes fundamentals of longitudinal beam
dynamics and the equations of motion in phase space. After a short intro-
duction, an overview on synchrotron oscillation in Sec. 2.2 follows, includ-
ing the definition of the reference particle, the description of the applied
coordinate systems and an introduction to the dual-harmonic cavity sys-
tem. In addition, the longitudinal equations of motion of single particles
are derived and the phase-focusing principle is reviewed in detail. Impor-
tant characteristics of a beam in the dual-harmonic cavity setting like the
bucket area and the synchrotron frequency are discussed in Sec. 2.3. A
complete acceleration cycle from injection to extraction of the particles is
depicted in Sec. 2.4 before the chapter ends with a discussion in Sec. 2.5.
The chapter is mainly based on [61, 62] and partly on [98], which give
a good overview on the subject.
2.1 Introduction
In a synchrotron, one or more cavities are used to provide radio frequency
(RF) voltages. The RF field creates a potential well which accelerates the
particles but also focuses the beam and creates so-called particle bunches.
To make sure that the beam is constantly accelerated and focused, the ra-
dio frequency fRF,0(t) has to be synchronized with the reference revolution
frequency fR(t) of the particles,
fRF,0(t) = hfR(t) . (2.1)
The harmonic number h ∈ N denotes the maximum number of bunches
which can be accelerated simultaneously [61, 62] and the index 0 indicates
that the radio frequency can differ from its nominal value, resulting in the
frequency
fRF = fRF,0 + ∆fRF,z ,
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omitting the notation of the time-dependency. The disturbance ∆fRF,z
can occur e. g. due to an incorrect setting or parameter deviations in the
cavities.
Fig. 2.1 illustrates the particle line density λ(z) of a bunched beam along
the longitudinal axis z for h = 2 and a reference orbit length LR.
0 LR/2 LR
z
li
n
e
d
en
si
ty
λ
(z
)
Figure 2.1: Particle line density along the longitudinal axis for h = 2
While longitudinal beam dynamics are mainly determined by the RF
voltage, transverse dynamics are mainly affected by the magnetic lattice
consisting of bending dipole magnets, focusing quadrupole magnets and,
where required, of higher order magnets [62, 98].
Focusing in transverse as well as in longitudinal direction is necessary
because of unavoidable deviations of the particles from reference states
like position and velocity, which would otherwise lead to particle loss. In
the presence of focusing, however, deviations lead to incoherent particle
oscillations around a reference point 1.
Particle oscillations in transverse direction were first observed in beta-
trons which is why they are referred to as betatron oscillations [46, 61].
In longitudinal direction, particle oscillations are named synchrotron os-
cillations accordingly. Accelerator components are usually constructed in
such a way that betatron and synchrotron motion are not or only little
coupled. Furthermore, betatron oscillation has a much higher frequency
than synchrotron oscillation [98]. For these reasons, particle dynamics in
transverse direction will not be considered in this work, apart from the
fact that energy deviations will lead to different path lengths and there-
fore different revolution times depending on the magnetic lattice, an effect
which corresponds to an average over many betatron oscillations during
one turn [61].
1Longitudinal focusing is always present if RF voltages with a certain amplitude are
used, i. e. no additional components are needed beside the cavities.
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2.2 Synchrotron Oscillation
In this section the longitudinal dynamics of single particles are described.
Therefore, the so-called reference particle is introduced in Subsec. 2.2.1.
Accounting for the ring shape of the synchrotron, a curvilinear coordinate
system as well as the longitudinal phase space coordinates are introduced
in Subsec. 2.2.2. The already mentioned dual-harmonic cavity mode is
motivated and the resulting combined voltage is explained in Subsec. 2.2.3,
based on which both the discrete and continuous longitudinal equations of
motion are derived in Subsec. 2.2.4. Subsec. 2.2.5 introduces the principle
of Hamiltonian dynamics as well as Liouville’s theorem of area preservation
which is an important characteristic of the discrete equations of motion.
The Hamiltonian function will finally be used in Subsec. 2.2.6 to explain
the phase stability principle.
2.2.1 The Reference Particle
All particles which are accelerated within one cycle are assumed to have
the same rest mass m0 and charge q
2, but to a certain extent different
velocities v. Due to the ring structure of the synchrotron with a small
beam pipe radius, however, the particles still have to travel close to a ref-
erence orbit making it necessary to focus the beam. An ideal (but usually
non-existing) particle which follows the reference orbit exactly is referred
to as the synchronous or reference particle as illustrated in Fig. 2.2. This
implies that the reference particle also always has the reference energy and
revolution period, to which the frequency and amplitude of the cavities as
well as the magnetic fields are synchronized. Throughout this disserta-
tion all values referring to the reference particle will be labeled with the
subscript R.
2.2.2 The Curvilinear Coordinate System and
Longitudinal Phase Coordinates
To fully describe a particle in the beam pipe, six coordinates are needed,
namely the three space coordinates x, y and z together with the three
momenta px, py and pz. While the horizontal axis x and the vertical axis
y are perpendicular to the beam reference orbit, the longitudinal axis z is
curved along the reference orbit according to Fig. 2.3.
2In principle the particles only need to have the same ratio m0
q
, see Subsec. 2.2.4
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reference particle
non-ideal particle
Figure 2.2: Illustration of the reference particle
The synchrotron SIS18 at GSI is presently equipped with two equally
constructed cavities 3 located at opposite sites of the ring having the refer-
ence orbit length LR. The zero point of the coordinate system is placed in
the middle of the first cavity (z = 0) whereby the second cavity is located
at z = LR2 . The longitudinal axis z points in the direction of the reference
beam velocity.
As all components of the accelerator are synchronized with the reference
particle, however, it is usually sufficient to describe the particles not with
absolute values but with respect to the reference R. In this case relative
coordinates ∆x, ∆y and ∆z are used which are defined as
∆ξ = ξ − ξR ,
where ξ is an arbitrary variable. The origin of the relative coordinate
system is located at xrel,0yrel,0
zrel,0
 =
 00
zR(t)

on the reference orbit.
As already motivated in the introduction, longitudinal and transverse
motion can be considered to be decoupled which is why in the following
3Additional cavities are currently added but were not yet in operation during the
beam experiments presented in Chap. 6. In this dissertation the present state of the
synchrotron in July 2014 is considered.
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∆y
∆x
∆z
y x
z
cavity 1
cavity 2
Figure 2.3: Illustration of the curvilinear coordinate system with zero point in
the middle of the first cavity
only longitudinal coordinates will be studied in more detail. Any coupling
effects that still occur are treated as disturbances.
First of all it can be more convenient to consider the phase φ(t) of a
particle with respect to the accelerating voltage
V (t) = Vˆ (t) sin (φ(t)−∆φu(t))
instead of the location z, as for longitudinal beam dynamics mainly the
voltage present in the cavity during crossing of the particle is important,
and not the absolute location of the particle in the ring [61, 62, 98]. The
phase φ(t) can be expressed as
φ(t) = 2pi
t∫
t0
[
fRF,0
(
t˜
)
+ ∆fRF,z
(
t˜
)]
dt˜+ φ(t0)
= φ0(t) + ∆φz(t) + φ(t0) . (2.2)
The voltage amplitude is changed during the acceleration cycle (cf.
Sec. 2.3) and is therefore a function of time t. The phase shift ∆φu
is introduced by a possible phase feedback. Although a disturbance
∆fRF,z may change the phase φ(t), this will be omitted further on, and
φ(t) = φ0(t) + φ(t0) is understood to represent the nominal phase.
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Crossing the cavity with a gap length Lgap across which the voltage is
applied takes particle i the time Tcross. The particle is assumed to enter the
cavity gap at time ti−Tcross/2 and leave the gap at time ti+Tcross/2. The
cavities in the SIS18 have a gap length of Lgap = 0.15 m LR = 216.72 m
[30] in which the RF voltage is applied. Therefore also the crossing time
Tcross is much smaller than the revolution time TR and the approximation
Tcross → 0 is justified [61, 62]. It can therefore also be assumed that ωRF
and Vˆ (t) = Vˆ are constant during crossing, and the voltage seen by the
particle is
Vi =
1
Tcross
ti+Tcross/2∫
ti−Tcross/2
Vˆ sin(ωRFt+ φ(t0)−∆φu(t)) dt
≈ Vˆ sin(ωRFti + φ(t0)−∆φu(t)) = V (ti)
for ∆fRF,z = 0. Now ti denotes the arrival time instant of the particle at
the cavity, which the particle leaves immediately for its next turn.
All variables can be considered in the continuous and the discrete time
domain. In the latter case the variables are sampled at time instant ti(k),
i. e. at the arrival time of the particle under consideration in turn k at the
cavity. If more than one cavity is present, their voltages add up as will
be explained later, and ti(k) refers to the arrival time at a virtual cavity
which is assumed to supply the combined voltage. In Eq. (2.2) the absolute
RF phase at time t depending on its initial value φ(t0) is given, but for
the acceleration of a particle only a relative phase with respect to the zero
crossing of the voltage is important. For a given harmonic number h, as
many bunches can be placed in the synchrotron, and in each turn k there
are h zero crossings of the positive as well as of the negative slope of V (t),
as illustrated in Fig. 2.4 for h = 2.
Defining φ+m(k) = φ (t
+
m(k)) as the absolute phase at time t
+
m(k) denoting
the time instant of the zero crossing of the positive slope in turn k of bunch
m ∈ {1, . . . , h}, the relative phase of particle i crossing the cavity in the
time instant ti is
ϕ(ti(k)) = φ(ti(k))− φ
(
t+m(k)
)
,
as shown in Fig. 2.5.
The relative phase ϕ(ti(k)) thus refers to the zero crossing of the positive
slope if no feedback system is present. The feedback can be accounted for
by the phase shift
∆φu(ti(k)) ≈ ∆φu(k)
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TR/2 TR
φ(t+1 (k)) φ(t
+
2 (k))
V
(t
)
−Vˆ
Vˆ
0
φ
t
Figure 2.4: Illustration of V (t) for h = 2
assuming that the phase shift introduced by the feedback system barely
changes between the crossing of individual particles and therefore ∆φu(k)
is identical for all particles i. The voltage V (ti(k)) now reads
V (ti(k)) = Vˆ1 sin(ϕ(ti(k))−∆ϕu(k)) ,
where also the phase shift ∆ϕu(k) due to a feedback systems was expressed
relative to the voltage zero crossing of the unshifted voltage.
To improve readability, further on the notation ξi(k) will be used instead
of ξ(ti(k)) for an arbitrary variable ξ.
In [62] also a relative arrival time τ is introduced, where
ϕi(k) = ωRF(k)τi(k) . (2.3)
Eq. (2.3) holds if the RF frequency changes adiabatically, i. e. if changes
are small compared to absolute values. This is true if [61]
αad =
∣∣∣∣ 1ω2syn dωsyndt
∣∣∣∣ 1
where ωsyn is the angular synchrotron frequency explained in detail in
Sec. 2.3. Adiabatic changes are assumed throughout this dissertation. In
this case ωRF can be considered constant during one turn.
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φ(t)
ϕ(k)
τ(k)
z(k)
V
(t
)
φ+m(k)φ
+
m−1(k) φi(k)
φR(k)
0 ϕR(k)−pi ϕi(k) pi
∆ϕi
0 τR(k)−TR2h τi(k)
TR
2h
∆τi
zR(k)LR
2h
zi(k) −LR
2h
∆zi
VR
Vi
0
Vˆ
−Vˆ
Figure 2.5: Absolute (φi) and relative phase (∆ϕi) of particle i within bunch m
in turn k, together with its relative arrival time (∆τi) and relative
location (∆zi)
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Both the phase ϕ and the arrival time τ can again be referred to the
reference particle,
∆ϕ = ϕ− ϕR ,
∆τ = τ − τR .
Note that the relative phase ∆ϕ and arrival time ∆τ are positive for par-
ticles traveling behind the reference particle, whereas the relative location
∆z is negative.
Besides the absolute phase φi(k) and the relative phase ϕi(k), Fig. 2.5
also illustrates the relative arrival time τi(k) and the relative location
∆zi(k) of a particle i within bunch m in turn k.
2.2.3 Introduction to Dual-Harmonic Cavity System
Currently the SIS18 is operated in single-harmonic mode which means
that both cavities run with the same frequency fRF providing the same
voltage V1,2(t) = Vˆ (t) sin (φ1,2(t)). Taking into account the position of the
cavities by an appropriate phase shift φ1,2(t0), each particle i experiences
the same voltage
Vi(k) = Vˆ sin(ϕi(k)−∆ϕu(k))
twice per turn.
After construction of the FAIR, however, operation will be switched to
the so-called dual-harmonic mode in which the second cavity 4 runs with
twice the fundamental frequency [77]
fRF,2 = 2fRF,0 + ∆fRF,z,2 .
If a beam phase feedback is active, twice the actuating phase shift of the
first cavity has to be applied to the second one. In the beam pipe electric
fields E provided by the cavities and magnetic fields B created by the
magnets are present, in which the particles with charge q and velocity v
experience the Lorentz force
FL = qE + q(v ×B) ,
which is also valid for relativistic particles [61]. The kinetic energy of a
particle crossing a cavity is changed by the amount
∆Ekin =
∫
FL dz =
∫
qE dz +
∫
q(v ×B)v dt = qV
4If wide-band cavities are used, dual-harmonic operation can also be obtained with a
single cavity [92].
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linear in V . If the particle crosses two cavities, their voltages add up to
the combined voltage
V (ϕi) = Vˆ1 sin(ϕi −∆ϕu) + Vˆ2 sin(2ϕi − 2∆ϕu + ψ) ,
where ψ is an adjustable phase shift between the cavity voltages. Doubling
∆ϕu when applied to the second cavity guarantees that the shape of the
combined voltage is not changed. The following derivations are carried
out for ∆ϕu = 0, but also hold otherwise.
The amplitude Vˆ2 of the second voltage and the phase ψ represent addi-
tional degrees of freedom which are used to lengthen the bunch by creating
a saddle point in the voltage at the reference phase ϕR. Thereby beam cur-
rent peaks are reduced and higher beam currents can be handled [12, 77].
A saddle point at ϕR requires that
V (ϕR) = Vˆ1 sin(ϕR) + Vˆ2 sin(2ϕR + ψ) = VR , (2.4a)
dV (ϕ)
dϕ
∣∣∣∣
ϕ=ϕR
= Vˆ1 cos(ϕR) + 2Vˆ2 cos(2ϕR + ψ) = 0 , (2.4b)
d2V (ϕ)
dϕ2
∣∣∣∣
ϕ=ϕR
= −Vˆ1 sin(ϕR)− 4Vˆ2 sin(2ϕR + ψ) = 0 . (2.4c)
Eq. (2.4) hold for [49]
Vˆ2 = − Vˆ1 cos(ϕR)
2 cos(2ϕR + ψ)
, (2.5a)
ϕR = arcsin
(
4
3
VR
Vˆ1
)
, (2.5b)
ψ = arctan
(
1
2
tan(ϕR)
)
− 2ϕR . (2.5c)
For ϕR <
pi
2 the saddle point is located in the positive slope of the
combined voltage, while for ϕR >
pi
2 the saddle point is in the negative
slope. Both options are possible and depend on the energy of the beam
which will be discussed in Subsec. 2.2.4. Fig. 2.6 illustrates the combined
voltage for VR = 0.3 · Vˆ1 and ϕR < pi2 .
In the following, the dual-harmonic cavity mode is considered as the
standard setting for which the longitudinal equations of motion are de-
rived.
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ϕ
V
(ϕ
)
0 pi−pi ϕR
Vˆ1
−Vˆ1
VR
0
Figure 2.6: Illustration of the combined dual-harmonic voltage for VR = 0.3·Vˆ1
2.2.4 Longitudinal Equations of Motion
As the particles in the beam in general have phases ϕi(k) 6= ϕR(k), they
are accelerated or decelerated by a voltage V (ϕi(k)) 6= VR(k) leading to a
change of their kinetic energy of
∆Ekin,i(k) = qVi(k) 6= qVR(k) ,
where
V (ϕi(k)) = Vˆ1(k) sin(ϕi(k)) + Vˆ2(k) sin(2ϕi(k) + ψ(k)) ,
and the total energy of the particle in turn k + 1 is
Ei(k + 1) = Ei(k) + ∆Ekin,i(k) .
The total energy
Ei = γim0c
2
of a particle consists of the rest energy
E0 = m0c
2
and the kinetic energy
Ekin,i = (γi − 1)m0c2
where
γ =
√
1
1− v2c2
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is the so-called Lorentz factor, v = |v| is the velocity and c the speed of
light in vacuum.
As the rest energy is constant and equals the rest energy of the refer-
ence particle, it is again convenient not to regard total energies but only
deviations
∆Ei = Ei − ER = Ekin,i − Ekin,R
from the reference. The energy deviation in turn k + 1 is therefore
∆Ei(k + 1) = ∆Ei(k) + ∆Ekin,i(k)−∆Ekin,R(k)
= ∆Ei(k) + q (V (ϕi(k))− VR(k)) . (2.6)
An energy deviation ∆Ei(k + 1) 6= 0 results in a revolution period of
Ti(k + 1) 6= TR(k + 1). Neglecting energy losses due to synchrotron ra-
diation or collisions with residual gas particles in the non-ideal vacuum,
the revolution period Ti(k) remains constant during the whole turn k and
for an adiabatic process, also ωRF does not change significantly. Therefore
the relative phase at the end of turn k + 1 is
∆ϕi(k + 1) = ∆ϕi(k) + ωRF(k + 1)(Ti(k + 1)− TR(k + 1))
= ∆ϕi(k) + ωRF(k + 1)∆Ti(k + 1) . (2.7)
From Eq. (2.6) the change of energy is known, which has now to be set
in relation to a change of the period ∆T . The revolution period Ti, being
close to the reference period TR for particles within the bunch, can be
expressed in terms of reference values as
Ti =
Li
vi
=
LR
vR
+
1
vR
∆Li − LR
v2R
∆vi + T
(
∆L
(n>1)
i ,∆v
(n>1)
i
)
,
where T
(
∆L
(n>1)
i ,∆v
(n>1)
i
)
denotes higher order terms of the Taylor
series. In a linear approximation
∆Ti = Ti − TR ≈ 1
vR
∆Li − LR
v2R
∆vi
follows.
Setting ∆Ti in relation to TR yields
∆Ti
TR
≈ ∆Li
LR
− ∆vi
vR
. (2.8)
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According to Eq. (A.1) in the appendix
∆vi
vR
≈ 1
β2Rγ
2
R
∆Ei
ER
, (2.9)
which sets the velocity deviation in relation to the energy deviation. The
relation between the energy of a particle and the length of the correspond-
ing orbit depends on the lattice of the accelerator under consideration,
i. e. on the magnetic setting consisting of the dipole, the quadrupole and
higher order magnets [61, 62, 98]. In the literature usually
Li
LR
= 1 + α0δi + α1δ
2
i + α2δ
3
i + · · · = 1 +
∆Li
LR
(2.10)
can be found where
δi =
∆pi
pR
=
pi − pR
pR
≈ 1
β2R
∆Ei
ER
(2.11)
is the fractional momentum using the approximation for small deviations
given in (A.1). The parameters αν , ν ∈ N0 depend on the magnetic lattice.
Inserting (2.9) and (2.10) into (2.8) using (2.11) yields
∆Ti
TR
≈ α0 1
β2R
∆Ei
ER
+ α1
(
1
β2R
∆Ei
ER
)2
+ α2
(
1
β2R
∆Ei
ER
)3
− 1
β2Rγ
2
R
∆Ei
ER
.
Neglecting again higher order terms finally results in
∆Ti
TR
≈
(
α0 − 1
γ2R
)
1
β2R
∆Ei
ER
= ηR
1
β2R
∆Ei
ER
, (2.12)
and inserting (2.12) into (2.7) using (2.1) yields
∆ϕi(k + 1) = ∆ϕi(k) +
ωRFηRTR
β2RER
∣∣∣∣
(k+1)
∆Ei(k + 1) ,
which for nominal ωRF = ωRF,0 = hωR reads
∆ϕi(k + 1) = ∆ϕi(k) +
2pihηR
β2RER
∣∣∣∣
(k+1)
∆Ei(k + 1) . (2.13)
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The parameter α0 is called the momentum compaction factor and can
also be expressed in terms of the so-called transition energy γt which is
defined as
α0 =
1
γ2t
.
The phase slip factor
ηR =
1
γ2t
− 1
γ2R
compares the normalized reference energy γR to the transition energy.
Eq. (2.6) and (2.13) form the discrete longitudinal equations of motion
of a single particle and span the longitudinal phase space. They are also
referred to as the mapping or tracking equations of a particle, because
they track the trajectory of the particle in phase space, and can also be
expressed in different coordinates, which will be elucidated in Subsec. 2.2.5.
Remark 1. Eq. (2.13) describes the change of the relative phase ∆ϕi =
ϕi − ϕR. Of course also ϕR changes during the acceleration cycle (see
Sec. 2.4). It can however be regarded as constant during one turn if changes
are adiabatic. In this case (2.13) still holds and ϕi(k + 1) = ϕR(k + 1) +
∆ϕi(k + 1).
For beam energies below transition energy, i. e. for γR < γt the phase slip
factor ηR is negative, which means that a positive energy deviation ∆Ei
leads to a decrease of the relative phase ∆ϕi (and vice versa). Particles
which arrive at the cavities later than the reference particle (i. e. with
a phase ϕi > ϕR) thus have to be accelerated relative to the reference
particle by crossing a voltage Vi > VR. Particles which arrive earlier than
the reference particle, on the other hand, have to cross a voltage Vi < VR
in order to decrease their relative energy.
Above transition energy however, ηR is positive, and a positive energy
deviation ∆Ei > 0 results in an increase of the phase and of the arrival
time, respectively.
Increasing the energy of a particle has two effects:
1. The velocity v of the particle is increased.
2. The relativistic mass m = γm0 of the particle is increased.
If the kinetic energy of the particle is small, the Lorentz factor γ is small
and the first effect predominates, which is the case below transition energy.
The particle is faster and completes the orbit L in a shorter time. For
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highly relativistic particles above transition energy with a velocity closer
to the speed of light, however, the second effect predominates. In this case,
the particle mainly gets heavier and the centripetal force in the dipole
magnets with bending radius ρ,
Fc =
γm0v
2
ρ
outbalances the Lorentz force
FL = qvB
leading to an increased orbit L for which the particle needs more time to
complete as v ≈ const.
These effects can also be seen in Eq. (2.8) where enlarging the orbit
length and increasing the velocity both affect the revolution period Ti. If
the particle has exactly transition energy, both effects cancel each other
out (in a linear approximation) and small changes to the particle energy
do not change its phase at the cavity.
Particles above transition therefore have to cross a negative energy if
they arrive at the cavities later than the reference in order to decrease
their mass, while early particles have to gain energy. This is accomplished
by changing the phase of the accelerating voltages, and for a stable beam
the stability condition (see also Subsec. 2.2.6)
−ηR cos(ϕR) > 0 , (2.14)
discovered by E. M. McMillan [73] and V. I. Veksler [96], must be fulfilled.
The resulting voltages below and above transition in the stationary case,
i. e. in the absence of beam acceleration, are shown in Fig. 2.7.
At transition energy, ηR = 0 and no phase focusing is present. If needed,
crossing of transition energy is therefore usually done as fast as possible. In
this dissertation only energies below transition are considered. The results,
however, are in principle also transferable to energies above transition.
Remark 2. Equating Fc and FL, after some transformations, yields
Bρ = γm0vq =
p
q , where Bρ is the magnetic rigidity, which is the same for
all particles having the same velocity and mass-to-charge ratio m0q . This
means that in principle different particles can be accelerated simultaneously
as long as they have the same mass to charge ratio.
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Remark 3. Close to the transition energy, η strongly depends on δ and
reads η(δ) = η0 + η1δ + η2δ
2 + . . . . The non-constant terms have been
neglected here due to linear approximations done during the derivation of
(2.12) [61].
ϕ
V
(ϕ
)
pi−pi ϕR = 0
Vˆ1
−Vˆ1
VR
(a) Below transition energy: Vˆ2 = 0.5 · Vˆ1,
ψ = pi
ϕ
V
(ϕ
)
2pi0 ϕR = pi
Vˆ1
−Vˆ1
VR
(b) Above transition energy: Vˆ2 = 0.5 · Vˆ1,
ψ = 0
Figure 2.7: Required voltage below and above transition energy for VR = 0 for
a stable operation
The discrete mapping equations (2.6) and (2.13) can be transferred to
the continuous time domain by simply forming the forward difference quo-
tient
∆ξi(k + 1)−∆ξi(k)
TR
≈ ∆ξ˙i(t) . (2.15)
This approximation is valid because the particle dynamics are much slower
than the revolution in the synchrotron, which will be discussed in detail
in Sec. 2.3.2. The continuous equations of motion read
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∆E˙i(t) =
q
TR
(V (ϕi(t))− VR) , (2.16a)
∆ϕ˙i(t) =
ωRFηR
β2RER
∆Ei(t) . (2.16b)
Eq. (2.16a) is to be discussed further. It is assumed that the phase
of the particle relative to the voltage zero crossing is continuous which
means that a voltage is applied continuously along the whole ring. The
continuous voltage leads to the same energy change as the assumed voltage
kick in the discrete domain, resulting in the already mentioned assumption
Tcross → 0.
2.2.5 Hamiltonian Function of Longitudinal Motion
An elegant way to describe the trajectories of the particles in phase space
is the use of the Hamiltonian function. It has the benefit that the contour
lines of the Hamiltonian function equal the trajectories in phase space of
the single particles. A general overview on Hamiltonian dynamics can for
example be found in [11, 33, 44, 81]. For their applications to synchrotron
motion refer to e. g. [61, 62, 98].
For one-dimensional 5 canonical conjugate variables Q and P the Hamil-
tonian function is defined as
H(Q,P ) = PQ˙− L ,
where P is called the generalized momentum to the generalized coordinate
Q, and L is the Lagrange function. Considering a particle in a potential
field Φ(Q,t) depending on the location Q and possibly on time t, the
Lagrange function is
L = Ekin − Φ(Q,t) .
The generalized coordinates P and Q are also called canonical conjugate
variables. Differentiating the Hamiltonian function H(Q,P ) with respect
to Q and P gives the equations of motion,
Q˙ =
∂H
∂P
, P˙ = −∂H
∂Q
.
5The Hamiltonian can also be formulated for multi-dimensional variablesQ and P , but
as only the longitudinal motion is regarded here, the treatment of one-dimensional
variables is sufficient in the present context.
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Hamiltonian systems have the important property that they preserve area
in phase space, known as Liouville’s theorem [81]. This means that any
element defined by the area between nearby points moving in phase space
has a constant value, although its shape may change with time. Expressing
the equations of motion in the discrete time-domain with the sampling
period TR,
P (k + 1) = P (k)− TR ∂H(Q(k),P (k),t(k))
∂Q(k)
, (2.17a)
Q(k + 1) = Q(k) + TR
∂H(Q(k),P (k + 1),t(k + 1))
∂P (k + 1)
, (2.17b)
the flow is area-preserving as shown e. g. in [49, 62, 81], if the determinant
of the Jacobian of the transformation [Q(k), P (k)]→ [Q(k+ 1), P (k+ 1)],
det J =
∣∣∣∣∂[Q(k + 1), P (k + 1)]∂[Q(k), P (k)]
∣∣∣∣ =
∣∣∣∣∣
∂P (k+1)
∂P (k)
∂P (k+1)
∂Q(k)
∂Q(k+1)
∂P (k)
∂Q(k+1)
∂Q(k)
∣∣∣∣∣ = 1 .
Note that in (2.17b) the value of P for the sample k + 1 is used instead
of the value P (k), as it was already done in (2.13). This is necessary for
area-preservation [50, 62].
It is interesting to note that area preservation also holds for non-
conjugate pairs of variables if the beam is stationary. If however an accel-
eration is simulated, care has to be taken that only canonical conjugate
variables are used, which can e. g. be obtained from another pair of canon-
ical conjugate variables by the transformation
Q˜ = g(t)Q , P˜ =
1
g(t)
P
with a (possibly) slowly time-varying factor g(t) [62]. Using other trans-
formations may lead to reduction or increasing of the bunch size in phase
space during acceleration of the beam. There are however exceptions like
the pair (∆ϕ, ∆E/ωR) which is obtained from the canonical conjugate
pair (∆τ, ∆E) by the transformation
∆ϕ = hωR∆τ , ∆E/ωR =
∆E
ωR
.
As the harmonic number h is constant, area is also preserved during ac-
celeration.
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Tab. 2.1 gives an overview on some combinations of longitudinal coor-
dinates and which pairs are canonical conjugate or preserve area in phase
space also during acceleration. Transformations are given with respect to
the pair (∆τ,∆E).
Table 2.1: Overview on some combinations of longitudinal coordinates
coordinates
can.
conj.?
area
preserv.?
unit of phase
space area
(∆z = −βRc∆τ,
∆p = 1βRc∆E)
yes yes Js
(∆τ,∆E) yes yes Js
(∆ϕ = ωRF∆τ,∆E) no no rad · J
(∆ϕ, ∆EωR ) no yes rad · Js
(∆ϕ,∆W = ∆EωRF ) yes yes rad · Js
(∆ϕ, δ = ∆ppR ≈ 1β2R
∆E
ER
) no no rad
Below, the longitudinal coordinates (∆ϕ,∆W = ∆EωRF ) will be used for
the following reasons:
• the pair is area preservative.
• regardless of the radio frequency fRF, the phase interval (in rad) of
a stable bunch remains constant.
The continuous equations of motion and the associated Hamiltonian of
selected coordinate pairs from Tab. 2.1 are listed in Tab. 2.2. They are
only valid if changes are adiabatic, i. e. if the parameters can be assumed
to be constant during one turn, and for small deviations of reference val-
ues such that Eq. (A.1) holds. For simulations, the equations of motion
are discretized analogously to (2.15) and evaluated for each turn in the
synchrotron with constant parameters. If the beam is accelerated, the pa-
rameters have to be adjusted in each simulation loop, i. e. for each turn.
The potential V˜ (ϑ, ξR,∆ξ) given in Tab. 2.2 reads
V˜ (ϑ,ξR,∆ξ) =
Vˆ1
[
1
ϑ
cos (ϑ · (ξR + ∆ξ))− 1
ϑ
cos (ϑ · ξR) + ∆ξ sin (ϑ · ξR)
]
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+ Vˆ2
[
1
2ϑ
cos (2ϑ · (ξR + ∆ξ) + ψ)− 1
2ϑ
cos (2ϑ · ξR + ψ)
+∆ξ sin (2ϑ · ξR + ψ)
]
. (2.18)
Table 2.2: Overview on equations of motion and associated Hamiltonian func-
tions for different coordinates with V˜ (ϑ,ξR,∆ξ) according to (2.18)
(∆z,∆p):
∆z˙ = −βRcηRpR ∆p , ∆p˙ =
q
TRβRc
[
Vˆ1 sin
(
−ωRFβRc (zR + ∆z)
)
+Vˆ2 sin
(
−2ωRFβRc (zR + ∆z) + ψ
)
− VR
]
H(∆z,∆p) = −βRcηR2pR ∆p2 +
q
TRβRc
V˜
(
−ωRFβRc , zR,∆z
)
(∆τ,∆E):
∆τ˙ = ηR
β2RER
∆E ∆E˙ = qTR
[
Vˆ1 sin (ωRF(τR + ∆τ))
+Vˆ2 sin (2ωRF(τR + ∆τ) + ψ)− VR
]
H(∆τ,∆E) = ηR
2β2RER
∆E2 + qTR V˜ (ωRF, τR,∆τ)
(∆ϕ,∆E):
∆ϕ˙ = ωRFηR
β2RER
∆E , ∆E˙ = qTR
[
Vˆ1 sin (ϕR + ∆ϕ)
+Vˆ2 sin (2ϕR + 2∆ϕ+ ψ)− VR
]
H(∆ϕ,∆E) = ωRFηR
2β2RER
∆E2 + qTR V˜ (1, ϕR,∆ϕ)
(∆ϕ,∆W ):
∆ϕ˙ =
ω2RFηR
β2RER
∆W ∆W˙ = q2pih
[
Vˆ1 sin (ϕR + ∆ϕ)
+Vˆ2 sin (2ϕR + 2∆ϕ+ ψ)− VR
]
H(∆ϕ,∆W ) = ω2RFηR
2β2RER
∆W 2 + q2pih V˜ (1,ϕR,∆ϕ)
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2.2.6 Phase Stability Principle
The ring-shape structure of the synchrotron requires that the momenta of
all particles are within a certain range such that their trajectories in the
ring determined by the magnetic lattice lay within the vacuum pipe. This
is achieved by longitudinal phase focusing which leads to an oscillation of
the single particles around the reference particle, as was demonstrated in
Sec. 2.2.4. The trajectories in phase space are determined by the Hamil-
tonian function which is a constant of motion along the trajectories for
adiabatic synchrotron motion [61]. Fig. 2.8 depicts the contour lines of
the Hamiltonian in the (∆ϕ, ∆W )-plane for VR = 0 and h = 2.
ϕR,1 ϕR,2
−max(∆Wsx)
0
max(∆Wsx)
∆ϕ
∆
W
Figure 2.8: Trajectories for VR = 0 in phase space, being contour lines of the
Hamiltonian function
The contour lines equal the trajectories of the single particles and are
closed curves where the particles perform a stable oscillation around one of
the two reference points, shown in blue. The red line is the so-called separa-
trix which separates the stable from the unstable area (yellow trajectories)
and encloses the so-called bucket. All particles that are located within the
buckets remain bunched as long as the separatrix is not changed, e. g. by a
change of the voltage amplitudes. The trajectories for VR = 0.4 · Vˆ1 below
transition energy (γR < γt) can be seen in Fig. 2.9.
In this case particles outside the bucket may get lost if their orbit differs
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ϕR,1 ϕR,2
−max(∆Wsx)
0
max(∆Wsx)
∆ϕ
∆
W
Figure 2.9: Trajectories for VR = 0.4 · Vˆ1 in phase space
too much from the reference orbit because there are trajectories which
lead to an unlimited ∆W . Above transition energy the buckets would be
flipped at the dashed lines. Please note that the scale of the ∆W axis was
not changed compared to Fig. 2.8. Instead, the bucket area decreased as
will be discussed in the following section.
Each bucket has two fixed points [61] where
∆W˙ = 0 , ∆ϕ˙ = 0 ,
namely the stable fixed point (ϕsfp = ϕR, ∆Wsfp = 0) and the unstable
fixed point (ϕufp,∆Wufp = 0) where
ϕufp ∈M , M = {ϕ |−pi < ϕ ≤ pi , Vˆ1 sin(ϕ)+ Vˆ2 sin(2ϕ+ψ) = VR}\ϕR .
(2.19)
In general the condition in Eq. (2.19) is only numerically solvable, ex-
cept for ϕR = 0 where ϕufp = pi. The plot shows that although particles
with different energies can be accelerated simultaneously as a bunch, their
maximum energy deviation is limited to ∆Wi ≤ max(∆Wsx), the maxi-
mum energy deviation on the separatrix, if they do not have an additional
phase deviation. In the latter case their allowed energy deviation is fur-
ther decreased. Also note that the bucket size is decreased if VR 6= 0. This
is accounted for by increasing the voltage amplitudes which is discussed
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in more detail in Section 2.3.1. A bucket exists as long as the stability
condition (2.14),
−ηR cos(ϕR) > 0
holds. This is valid for a single- as well as for a dual-harmonic cavity
system. However, the bucket shrinks faster (in terms of the reference
voltage) in the latter case as cos(ϕR) = 0 is already met for VR = 0.75Vˆ1
in dual-harmonic mode (cf. Eq. 2.5b).
2.2.7 Summary
The longitudinal “position” of a particle relative to the reference can be
specified for example by the spatial coordinate ∆z, by the phase ∆ϕ or
the arrival time ∆τ . They can be converted into each other by the relation
∆ϕ = ωRF∆τ = −ωRF
βRc
∆z .
Each of them can be regarded as a generalized coordinate for which a gen-
eralized momentum exists. The trajectories in phase space are the contour
lines of the Hamiltonian function associated with the chosen phase space
coordinate pair, and the flow is area-preserving according to Liouville’s
theorem. The trajectories are closed (quasi closed) curves if processes are
stationary (adiabatic), and the equations of motion can be expressed either
in the discrete domain, assuming that the crossing time Tcross which the
particles need to cross the cavity gap is zero, or they can be expressed in
the continuous domain assuming that the electric field is applied continu-
ously along the orbit. The particles are bunched, and each bunch is placed
within a bucket, which exists if the stability condition (2.14) is fulfilled.
2.3 Characteristics of the Dual-Harmonic
Bucket
In literature usually only single-harmonic cavity systems are discussed [41,
62, 98]. This section shortly summarizes some characteristics of the dual-
harmonic voltage which are obtained analogously to the single-harmonic
case. All results are given for the phase space variables (∆ϕ,∆W ).
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2.3.1 Bucket Area
As the bucket is enclosed by the separatrix, its area equals twice the in-
tegral over the function ∆Wsx(∆ϕ) denoting the corresponding value of
energy deviation on the separatrix for a given relative phase. Along the
separatrix the associated Hamiltonian is constant and has the value
Hsx = H(∆ϕ = ϕufp − ϕR,∆W = 0) ,
which is the Hamiltonian evaluated at the unstable fix point. The function
∆Wsx(∆ϕ) describing the separatrix can thus be obtained by solving
H(∆ϕ,∆Wsx(∆ϕ)) = Hsx (2.20)
for ∆Wsx(∆ϕ).
Bucket Area in Stationary Case
For VR = 0, corresponding to ϕR = 0, the unstable fix point equals pi, and
the Hamiltonian along the separatrix is easy to evaluate:
Hsx = H(∆ϕ = pi,∆W = 0)
=
q
2pih
[
Vˆ1 (cos(pi)− cos(0) + pi sin(0))
+Vˆ2
(
1
2
cos(2pi + ψ)− 1
2
cos(ψ) + pi sin(ψ)
)]
,
where according to (2.5) Vˆ2 =
1
2 Vˆ1 and ψ = pi. Therefore,
Hsx = −qVˆ1
pih
(2.21)
follows. Inserting (2.21) into (2.20) yields
ω2RFηR
2β2RER
∆W 2sx(∆ϕ)
+
qVˆ1
2pih
[
cos(∆ϕ)− cos(0) + ∆ϕ sin(0)
+
1
2
(
1
2
cos(2∆ϕ+ pi)− 1
2
cos(pi) + ∆ϕ sin(pi)
)]
= −qVˆ1
pih
,
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⇔ ∆W 2sx(∆ϕ) = −
2β2RER
ω2RFηR
qVˆ1
2pih
[
2 + cos(∆ϕ)− 1
+
1
4
cos(2∆ϕ+ pi) +
1
4
]
,
⇔ ∆Wsx(∆ϕ) =
√
− qVˆ1β
2
RER
4ω2RFηRpih
[5 + 4 cos(∆ϕ) + cos(2∆ϕ+ pi)] .
The bucket area in the stationary case thus reads
Abuck,st =
√
−qVˆ1β
2
RER
ω2RFηRpih
pi∫
−pi
√
5 + 4 cos(∆ϕ) + cos(2∆ϕ+ pi) d∆ϕ .
≈ 12.986 ·
√
−qVˆ1β
2
RER
ω2RFηRpih
(2.22)
Note that the bucket area was derived for ϕR = 0 corresponding to the
stable reference phase of a beam below transition energy. In this case
ηR < 0 holds and the argument of the square root is positive.
Bucket Area in Case of Acceleration
For ϕR 6= 0 the unstable fix point ϕufp and therefore also the bucket area
can only be obtained numerically. For increasing VR and fixed Vˆ1, Abuck,acc
is shown in Fig. 2.10 as a multiple of the stationary bucket area Abuck,st.
The bucket vanishes for VR = 0.75 · Vˆ1 corresponding to ϕR = pi/2. In the
literature the approximation
Abuck,acc
Abuck,st
≈ 1− sin(ϕR)
1 + sin(ϕR)
(2.23)
for the ratio of the bucket area in case of acceleration and the stationary
bucket for fixed Vˆ in the single-harmonic case can be found [61]. A similar
result for the dual-harmonic cavity mode can be obtained by means of a
least squares approximation. Taking (2.23) as an ansatz, the area of an
accelerating bucket can be approximated as
Abuck,acc
Abuck,st
≈ (1− sin(ϕR))
p
(1 + sin(ϕR))q
=
(
1− 43
VR
Vˆ1
)p
(
1 + 43
VR
Vˆ1
)q (2.24)
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with
p = 1.02595 , q = 0.06378 .
Taking a look at Fig. 2.10 also suggests an approximation
Abuck,acc
Abuck,st
≈ −4
3
VR
Vˆ1
+ 1 (2.25)
affine in VR. Both approximations are also shown in Fig. 2.10. The relative
error
 =
Abuck,acc,approx −Abuck,acc
Abuck,acc
is depicted in Fig. 2.11 for 0 ≤ VR/Vˆ1 ≤ 0.5. For larger VR the rela-
tive error increases strongly as Abuck,acc approaches zero. For reasonable
reference voltages, Eq. (2.25) is thus a simple and eventually sufficiently
accurate approximation. During operation the bucket area decrease is usu-
ally compensated by increasing the voltage amplitude Vˆ . The length of
the bucket along the phase axis in nonetheless decreased.
0 0.25 0.5 0.75
0
0.2
0.4
0.6
0.8
1
VR/Vˆ1
A
b
u
ck
e
t,
a
c
c
/A
b
u
ck
e
t,
st
a
t
exact run
Eq. (2.24)
Eq. (2.25)
Figure 2.10: Bucket area for accelerated beam
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Figure 2.11: Relative error of bucket area approximations
2.3.2 Synchrotron Frequency
The synchrotron frequency fsyn denotes the oscillation frequency of a sin-
gle particle around the reference. A common way to estimate fsyn in
the single-harmonic case is to linearize the sinusoidal voltage around the
reference, which is assumed to be close to zero [61, 98]. The estimation
furthermore only holds for small bunches [62] for which the synchrotron
frequency of the linearized bucket reads
fsyn,0 = fR
√
−hqVˆ ηR cos(ϕR)
2piβ2RER
(2.26)
with the amplitude Vˆ of the total voltage provided by both cavities. For a
dual-harmonic cavity system, linearization of the combined voltage around
∆ϕ = 0 is not constructive due to the saddle point at ϕR. Instead, the
synchrotron frequency has to be calculated by an integration along the
trajectory under consideration depending on the oscillation amplitude,
similar to the case of big amplitudes in the single-harmonic case [61, 62]:
∆ϕ˙ =
d∆ϕ
dt
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⇔ Tsyn =
∮
dt =
∮
1
∆ϕ˙
d∆ϕ . (2.27)
The dependency of ∆ϕ˙ in (2.27) on ∆W according to (2.16b) can be
eliminated by using the fact that the Hamiltonian is constant along the
trajectory. Considering an arbitrary trajectory with the extrema ∆ϕ− and
∆ϕ+, the associated Hamiltonian has the value
Htraj = q
2pih
V˜ (1,ϕR,∆ϕ
+) =
q
2pih
V˜ (1,ϕR,∆ϕ
−) ,
where again the abbreviation V˜ (ξ,ϕR,∆ϕ) according to (2.18) was used.
Thus
∆ϕ˙ =
ω2RFηR
β2RER
√
2β2RER
ω2RFηR
(
Htraj − q
2pih
V˜ (1,ϕR,∆ϕ)
)
and Eq. (2.27) reads
Tsyn(∆ϕ
+) =
∮ [
ω2RFηRq
pihβ2RER
(
V˜ (1,ϕR,∆ϕ
+)− V˜ (1,ϕR,∆ϕ)
)]−1/2
d∆ϕ .
(2.28)
The synchrotron frequency fsyn =
1
Tsyn
as a function of ∆ϕ+ is depicted in
Fig. 2.12 for VR = 0. The corresponding bunch parameters can be found
in Tab. B.1 in the appendix.
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Figure 2.12: Synchrotron frequency for different trajectories and VR = 0
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2.4 Acceleration Cycle
This section intends to give a short overview on the process of an ac-
celeration cycle covering injection of the particles into the synchrotron,
capturing, acceleration and extraction.
Pre-acceleration and Injection:
Before injection, the particles are pre-accelerated in a linear accelerator.
The UNILAC at GSI Helmholtzzentrum fu¨r Schwerionenforschung GmbH
is able to accelerate any (stable) element from the periodic table [3]. Via
a so-called kicker magnet the particles are injected into the synchrotron
as micro bunches which then debunch into a coasting beam. The coasting
beam is captured as explained in the following.
Another possibility of injection, which is however not given for the SIS18,
is the injection of an already bunched beam, e. g. by another synchrotron.
In this case the cavity system of the receiving synchrotron has to provide
an appropriate voltage to establish adequate buckets. The injection has to
be done with caution or elsewise coherent bunch oscillations (see Chap. 3)
or particle loss may occur.
Capturing:
The voltage amplitudes of the cavities are kept low after injection of the
micro bunches and slowly increased after the particles have debunched
into a coasting beam. The coasting beam is then re-captured in bunches
placed in the buckets. As the bucket area is directly linked to the voltage
amplitude Vˆ1 according to (2.22), increasing the voltage enables particles
with an energy deviation ∆W 6= 0 to enter the bucket. Fig. 2.13 depicts
the capturing process.
Acceleration:
In order to apply an accelerating reference voltage VR 6= 0, the reference
phase ϕR has to be changed. This is done by simultaneously ramping
the magnetic dipole fields B and the cavity frequency fRF. In order to
run an adiabatic process, however, B˙ must not jump as is demonstrated
below. During acceleration, the bucket area decreases as demonstrated in
Sec. 2.3.1. This is compensated by increasing the cavity voltage amplitudes
accordingly.
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∆ϕ
∆W
(a) Coasting beam with small voltage
amplitudes
∆ϕ
∆W
(b) Captured bunches after increasing
the voltage amplitudes
Figure 2.13: Schematic drawing of capturing process
The required reference voltage VR is given by the equilibrium of the
Lorentz and the centripetal force, reading
FL,R = Fc,R
⇔ qvRB = γRm0v
2
R
ρ
⇔ qρB˙ = m0(γ˙RvR + v˙RγR)
= m0γ˙R
(
vR +
c2
vRγ2R
)
= m0γ˙R
c2
vR
⇔ qρLRB˙ = m0TRγ˙Rc2
= TRE˙R
≈ ER(k + 1)− ER(k)
= qVR
⇒ VR = ρLRB˙ ,
where the relations
γ˙ = γ3
vv˙
c2
and
c2
vγ2
=
c2
v
− v
were used. As B˙ ∼ VR = 0.75Vˆ1 sin(ϕR), the reference phase would jump
if B˙ jumps and the process would not be adiabatic. The radius ρ is de-
2.5 Discussion 37
termined by the bending radius of the dipole magnets and amounts to
10 m for the SIS18. A schematic drawing of the beam energy ER and
the derivative of the magnetic dipole fields B˙ is shown in Fig. 2.14. The
beam is extracted after reaching the extraction energy ER,ext. In the syn-
chrotron SIS18 the magnets can be ramped with a maximum derivative of
B˙max = 4.2
T
s [30].
ER,inj
ER,ext
extraction
t
E
R
−B˙max
0
B˙max
t
B˙
Figure 2.14: Schematic drawing of beam energy gain and magnetic ramp
Extraction:
Extraction of the beam can be done in two different ways denoted as fast
and slow extraction. Fast extraction means that one or more bunches
are extracted completely within one turn. To extract the beam slowly,
it can either remain bunched or be debunched by decreasing the voltage
amplitudes before extraction, losing phase focusing. After extraction the
particles are for example directed on a target, stored in a storage ring or
further accelerated in another synchrotron.
2.5 Discussion
The longitudinal beam dynamics of single particles relative to the refer-
ence particle can be described either in the continuous or in the discrete
time domain. Each particle represents a Hamiltonian system where the
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Hamiltonian is a constant of motion along the trajectories in phase space,
and the trajectories are closed curves if the particles are within a bucket
and changes are adiabatic. Buckets exist only if the stability condition
−ηR cos(ϕR) > 0
holds and their area decreases for increasing ϕR if the voltage amplitudes
are unchanged. Due to the dual-harmonic cavity system another nonlinear
term is introduced in the equations of motion of the particles, and a saddle
point is created around the reference point. Thus the bunch is lengthened
and the particle trajectories contain a drift section.
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3 Coherent Bunch Oscillation
While the previous chapter treated the longitudinal dynamics of single
particles, this chapter focuses on the behavior of the entire bunch in the
presence of guiding fields and disturbances, which is of more interest than
the characteristics of a single particle from an operational point of view.
After a short introduction, the density function of a bunch denoting the
distribution of the particles in phase space is considered in Sec. 3.2. A
bunch is called undisturbed or matched, if the contour lines of the den-
sity function match the trajectories of the single particles. If the bunch
is unmatched, however, coherent bunch oscillations of different order oc-
cur, depending on the type of disturbance. The single particle still follows
its dedicated trajectory, but the shape of the bunch as well as the bunch
barycenter may oscillate as illustrated in Sec. 3.1 and discussed in more de-
tail in the following. Because the voltage as a function of ∆ϕ is nonlinear,
there is a synchrotron frequency spread resulting in a filamentation of the
bunch, changing its shape respectively the distribution function, but also
ceasing longitudinal bunch oscillations. The frequency spread also leads
to Landau damping named after L. D. Landau who described the princi-
ple for an electronic plasma in 1946 [60]. Sec. 3.3 explores the subject in
depth. Modeling of coherent bunch oscillations is treated in Sec. 3.4 before
the chapter ends with a discussion in Sec. 3.5.
3.1 Introduction
Assuming an ideal synchrotron with ideal components, ideal operation
and no interference between the single particles or between the beam and
the surroundings, a bunch would always be matched and no coherent mo-
tion would occur. Energy deviations would simply lead to stable incoher-
ent synchrotron oscillations in the longitudinal direction as discussed in
Chap. 2, and to stable betatron oscillations in the transverse directions
[62]. A real bunch is however subject to various disturbances, possibly
driving coherent bunch oscillations. Examples for the most common dis-
turbances according to [16] are
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• fluctuations of the magnetic field leading for instance to a varying
orbit length and thus to arrival time or phase errors,
• incorrect injection of a bunched beam leading to phase errors if the
bunch is injected at the wrong moment, and to voltage amplitude
errors if the bucket height is incorrect,
• noise in the frequency generators of the cavities resulting in phase
errors,
• ripples in the cavity power amplifiers resulting in voltage amplitude
errors.
Another source of coherent dipole oscillations in the SIS18 is described
in [15]. If the energy of the particles injected from the linear accelerator
does not match the cavity frequency, the bunches are captured with an
energy offset. An oscillation of the bunch barycenter is denoted as dipole
oscillation, whereas an oscillation of the bunch length is called quadrupole
oscillation. Higher order modes are called sextupole, octupole, etc. accord-
ingly and refer to an oscillation of the bunch shape in phase space. They
occur in rarer cases and are not considered in this dissertation. In the
following, only the dipole oscillation is subject to beam feedback design
and analysis. Dipole oscillations occur, if a phase or energy error exists,
while quadrupole oscillations are driven by voltage amplitude errors.
An overview on the different oscillation modes can be found e. g. in
[51, 62, 80, 86] and is also given in Fig. 3.1 for dipole and quadrupole
oscillation, where the bunch in phase space along with the corresponding
particle line density λ is depicted. The mode number m ∈ N0 can be
defined according to the bunch position and shape in phase space. For m =
0 the bunch is matched and no coherent oscillation is present, m = 1 stands
for dipole oscillations, m = 2 for quadrupole oscillations and so on. In case
of a dipole oscillation the bunch barycenter oscillates with the coherent
synchrotron frequency fsyn,coh which is subject of Subsec. 3.2.3. If more
than one bunch is present in the accelerator, coupled-bunch oscillations
may occur which are distinguished by the mode number n [79, 87]. These
are however not considered in this dissertation and bunches are assumed
to oscillate in-phase, corresponding to the coupled-bunch mode number
n = 0.
3.2 Properties of Particle Bunches 41
ϕ
∆W
ϕ
∆W
ϕ
∆W
ϕ
∆W
ϕ
λ
ϕ
λ
ϕ
λ
ϕ
λ
ϕ
∆W
ϕ
∆W
ϕ
∆W
ϕ
∆W
ϕ
λ
ϕ
λ
ϕ
λ
ϕ
λ
T = 0 T =
1
4
Tsyn,coh T =
1
2
Tsyn,coh T =
3
4
Tsyn,coh
d
ip
o
le
o
sc
il
la
ti
o
n
(m
=
1
)
q
u
a
d
ru
p
o
le
o
sc
il
la
ti
o
n
(m
=
2
)
Figure 3.1: Illustration of dipole and quadrupole oscillation in phase space and
corresponding line density λ
3.2 Properties of Particle Bunches
In this section important properties of particle bunches are reviewed. Sub-
sec. 3.2.1 introduces distribution functions determining the particle den-
sity at a certain location in phase space. The area occupied by the bunch
in phase space is characterized by the root mean square emittance intro-
duced in Subsec. 3.2.2 which will become important for the evaluation
of the performance of beam feedback systems. Finally the frequency of
coherent dipole oscillations is derived in Subsec. 3.2.3.
3.2.1 Distribution Function
The bunch in phase space is either determined by the location of all single
particles (where a bunch can contain a number of particles in the order
of 107 to 1011 or more), or by a distribution function f(∆ϕ,∆W, t) repre-
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senting the particle density at a certain location (∆ϕ,∆W ) in phase space
at time t.
The distribution function is usually normalized to
∞∫
−∞
∞∫
−∞
f(∆ϕ,∆W, t) d∆ϕ d∆W = 1 ∀ t , (3.1)
and its contour lines match the trajectories of the particles in phase space,
if the bunch is matched. This leads to a distribution function which only
depends on the Hamiltonian H(∆ϕ,∆W ) and not explicitly on the phase
space variables themselves. Thus any distribution function f = f(H)
describes a matched bunch [22].
Assuming that the energy deviation is Gaussian distributed which is in
general the case, this results in the density function
f (H(∆ϕ,∆W )) = c1 exp
{
−H(∆ϕ,∆W )
c2
}
with
c2 =
ω2RFηRσ
2
∆W
β2RER
and σ∆W being the standard deviation of ∆W . The constant c1 normal-
izing the distribution function has to be calculated numerically as well as
the resulting line density λ(∆ϕ). If the distibution function f is not nor-
malized according to Eq. (3.1), the line density λ is the projection of f on
the ∆ϕ-axis.
Other common distribution functions are the purely Gaussian (where
not only the energy but also the phase deviation are Gaussian distributed),
the parabolic, the Hofmann-Pedersen [43] or the uniform distribution as
well as a combination of parabolic and Gaussian distribution. These are
listed in Tab. 3.1. Note that the so-described bunch is not exactly matched
if the distribution functions are not a function f = f(H) of the Hamil-
tonian. A good approximation for the distribution of a matched bunch
is given by the parabolic-Gaussian function where the particle energy is
Gaussian distributed and the phase follows a parabolic distribution. The
index B denotes the barycenter of the bunch.
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Table 3.1: Overview on common distribution functions
Gaussian distribution
f(∆ϕ,∆W ) = 12piσ∆ϕσ∆W exp
{
− (∆ϕ−∆ϕB)2+(∆W−∆WB)2
2σ2∆ϕσ
2
∆W
}
λ(∆ϕ) = 1√
2piσ∆ϕ
exp
{
− (∆ϕ−∆ϕB)2
2σ2∆ϕ
}
parabolic distribution
f(∆ϕ,∆W ) = 13piσ∆ϕσ∆W
(
1− (∆ϕ−∆ϕB)2
6σ2∆ϕ
− (∆W−∆WB)2
6σ2∆W
)
λ(∆ϕ) =
2(6σ2∆ϕ−(∆ϕ−∆ϕB)2)
3/2
27piσ4∆ϕ
parabolic-Gaussian distribution
f(∆ϕ,∆W ) = 3
20
√
10piσ3∆ϕσ∆W
exp
{
− (∆W−∆WB)2
2σ2∆W
}
· (5σ2∆ϕ − (∆ϕ−∆ϕB)2)
λ(∆ϕ) = 3
20
√
5σ3∆ϕ
(
5σ2∆ϕ − (∆ϕ−∆ϕB)2
)
Hofmann-Pedersen distribution
f(∆ϕ,∆W ) = c
√H(∆ϕ+,0)−H(∆ϕ,∆W ) ,
c = const. , ∆ϕ+ = bunch boundary
λ(∆ϕ) = 1u(∆ϕ−,∆ϕ+) (U(∆ϕ)− U(∆ϕ+))
u(∆ϕ−,∆ϕ+) =
∫∆ϕ+
∆ϕ− U(∆ϕ)− U(∆ϕ+) d(∆ϕ)
U(∆ϕ) =
∫∆ϕ
0
V (∆ϕ˜)− VR d(∆ϕ˜)
uniform distribution
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f(∆ϕ,∆W ) =

1
4piσ∆ϕσ∆W
,
(
∆ϕ
2σ∆ϕ
)2
+
(
∆W
2σ∆W
)2
≤ 1
0 , else
λ(∆ϕ) =

1
piσ∆ϕ
√
1− (∆ϕ−∆ϕB)2
4σ2∆ϕ
, |∆ϕ−∆ϕB| ≤ 2σ∆ϕ
0 , else
3.2.2 Longitudinal Root Mean Square Emittance
As will be shown in Sec. 3.3, coherent bunch oscillations may increase the
bunch size in phase space. A measure for the region in phase space occu-
pied by a bunch is the root mean square (rms) emittance . If multiplied
by pi the emittance equals the area covered by an ellipse which encircles
all points in phase space located within the standard deviation around the
barycenter [66, 85, 98],
pi = pi
√
σ2∆ϕσ
2
∆W − σ4∆ϕ,∆W (3.2)
with the variances σ2∆ϕ and σ
2
∆W and the covariance σ
2
∆ϕ,∆W .
For elliptical distribution functions the emittance is also a measure for
the area
Abunch ∝ 
occupied by the bunch.
A higher emittance is linked to a lengthening of the bunch and an in-
crease of the maximum energy deviation. This may be undesired for cer-
tain beam experiments or applications which is why a high beam quality is
characterized by a low rms emittance. In Chap. 5 the emittance is there-
fore used as a measure for the effectiveness of the beam phase controllers.
3.2.3 Coherent Synchrotron Frequency
An important property of bunch disturbances is the oscillation frequency
of the particular coherent motion. It is not only a characteristic for the
determination of occurring disturbances, but also necessary for various
modeling and controller design approaches [51, 52], [105, 111].
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If a small bunch in a single-harmonic bucket is considered, all particles
have approximately the same synchrotron frequency fsyn,0 according to
(2.26) which is also the frequency of the dipole oscillation.
This approximation is as already mentioned not possible in case of a
dual-harmonic cavity system due to the saddle point in ϕR. Therefore
in the following other approaches to determine the synchrotron frequency
of the dipole oscillation, which will further on be referred to as coherent
synchrotron frequency fsyn,coh, are presented.
According to [15, 43], the net force F acting on a bunch rigidly displaced
by a phase ∆ϕB is proportional to the integral of the potential V (∆ϕ)−VR
and the line density of the displaced bunch λ(∆ϕ − ∆ϕB). For small
displacements this results in the coherent synchrotron frequency
f2syn,coh = f
2
syn,0
1
|u|
∆ϕ+∫
∆ϕ−
(
V (∆ϕ)− VR
Vˆ1
)2
d(∆ϕ) ,
where ∆ϕ− (∆ϕ+) denotes the left (right) border of the bunch which is as-
sumed to be Hofmann-Pedersen distributed, and again (see the Hofmann-
Pedersen distribution in Tab. 3.1)
u =
∆ϕ+∫
∆ϕ−
U(∆ϕ)− U(∆ϕ+) d(∆ϕ) .
For a stationary bucket in a dual-harmonic RF system with ∆ϕ− = ∆ϕ+,
one obtains [15](
fsyn,coh
fsyn,0
)2
=
− 54∆ϕ+ + sin(∆ϕ+) + 12 sin(2∆ϕ+)− 13 sin(3∆ϕ+) + 116 sin(4∆ϕ+)
2∆ϕ+ cos(∆ϕ+)− 12∆ϕ+ cos(2∆ϕ+)− 2 sin(∆ϕ+) + 14 sin(2∆ϕ+)
.
(3.3)
Another approach to estimate the coherent synchrotron frequency in a
stationary bucket was first introduced in [62] and further discussed in [111].
It is based on the assumption that in a single-harmonic RF regime the co-
herent synchrotron frequency of a stationary bunch equals the synchrotron
frequency of a particle with the maximum phase deviation ∆ϕ+ = 2σ∆ϕ.
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In the single-harmonic RF regime, the synchrotron frequency given by
(2.28) can be expressed in terms of the complete elliptic integral of the
first kind, K(∆ϕ) yielding
fsyn,sh(∆ϕ
+) = fsyn,0
pi
2K(sin(∆ϕ+/2))
,
fsyn,coh = fsyn,sh(∆ϕ
+ = 2σ∆ϕ) .
For a dual-harmonic cavity system, the synchrotron frequency of a single
particle with maximum phase deviation ∆ϕ+ in a stationary bunch reads
fsyn,dh(∆ϕ
+) = fsyn,0
pi sin(∆ϕ+/2)
√
2K
√
1
2
(
1 + sin2(∆ϕ+/2)
) (3.4)
as demonstrated in [61]. The coherent synchrotron frequency in this case
is given by [111]
fsyn,coh = fsyn,dh
(
∆ϕ+ = 2.19 · σ∆ϕ − 1.05 ·
σ2∆ϕ
pi
)
.
A third method results from the modeling of coherent bunch oscilla-
tions by means of central moments of the distribution function which is
discussed in detail in Sec. 3.4. Fig. 3.2 shows the presented estimations of
the coherent synchrotron frequency compared to simulations with bunches
of different length. For each bunch length five different bunches were sim-
ulated and the average value is plotted in Fig. 3.2. The values of the
synchrotron frequencies obtained for each bunch length differ only little
with a variance of less than 6 Hz which is why the variances are not shown
in the plot.
3.3 Filamentation and Landau Damping
According to (2.28) the synchrotron frequency of a single particle depends
on its maximum phase deviation ∆ϕ+ resulting in a frequency spread as
shown in Fig. 2.12 for the stationary case. In the following it is demon-
strated that the coherent motion of a set of oscillators, driven by an ex-
ternal force is damped, if the single oscillators have different resonance
frequencies. This phenomenon is called Landau damping and was first
described by L. D. Landau in 1946 [60]. For the same reasons also non-
vanishing initial conditions like a rigid bunch displacement cease after some
time. Additional literature includes for example [22, 42, 61].
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Figure 3.2: Comparison of the different estimation approaches for the coherent
synchrotron frequency
Considering a set of undamped oscillators
x¨j + ω
2
rjxj = u (3.5)
with different resonant frequencies ωrj and initial conditions xj(0) = 0,
x˙j(0) = 0, driven by an external force
u(t) = A cos(Ωt) ,
the solution of (3.5) is [22]
xj(t > 0) = − A
Ω2 − ω2rj
(cos(Ωt)− cos(ωrjt)) . (3.6)
If the resonant frequencies ωrj are distributed according to
f(ωr) ,
∫
f(ωr) dωr = 1 ,
the barycenter displacement is given by the superposition
xB(t > 0) = −
∞∫
−∞
f(ωr)
A
Ω2 − ω2r
(cos(Ωt)− cos(ωrt)) dωr . (3.7)
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Following the procedure in [22, 42], a narrow beam spectrum with center
frequency ωr0 and a driving force close to the spectrum is considered. In
this case (3.7) can be simplified to
xB(t) = − A
2ωr0
∞∫
−∞
f(ωr)
1
Ω− ωr (cos(Ωt)− cos(ωrt)) dωr
and a change of variables from ωr to ν = ωr − Ω yields
xB(t) =
A
2ωr0
∞∫
−∞
f(ν + Ω)
1
ν
(cos(Ωt)− cos(Ωt+ νt)) dν
=
A
2ωr0
cos(Ωt) ∞∫
−∞
f(ν + Ω)
1− cos(νt)
ν
dν
+ sin(Ωt)
∞∫
−∞
f(ν + Ω)
sin(νt)
ν
dν
 . (3.8)
For large t (neglecting transient effects) the two terms in (3.8) can be
approximated by
lim
t→∞
sin(νt)
ν
= piδ(ν) , (3.9)
lim
t→∞
1− cos(νt)
ν
= P.V.
(
1
ν
)
. (3.10)
The limit in (3.9) equals pi times the δ-Distribution as the area under sin(νt)ν
is pi ∀ t and the function peaks around ν = 0 for t → ∞ with decreasing
width. The limit in (3.10) is given by the Cauchy principal value P.V.
[22, 67]. Eq. (3.8) therefore reads
xB(t) =
A
2ωr0
[
cos(Ωt)P.V.
∫
f(ωr)
ωr − Ω dωr + pif(Ω) sin(Ωt)
]
,
holding for t > 1∆ωr , where ∆ωr denotes the frequency spread of the sys-
tem. To determine the work which is done on the set of oscillators, the
energy of the single oscillators as the square of their amplitude is consid-
ered. From (3.6),
xj(t > 0) = − A
Ω2 − ω2rj
(cos(Ωt)− cos(ωrjt))
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≈ − A
2ωr0(Ω− ωrj)
[
2 sin
(
Ωt+ ωrjt
2
)
sin
(
Ωt− ωrjt
2
)]
,
the slowly changing envelope
A˜(t) =
A
ωr0(Ω− ωrj) sin
(
Ωt− ωrjt
2
)
and the total energy
E(t) = N
∞∫
−∞
f(ωr)
[
A
ωr0(Ω− ωr) sin
(
Ωt− ωrt
2
)]2
dωr (3.11)
=
NA2
ω2r0
∞∫
−∞
f(ν + Ω)
sin2(νt/2)
ν2
dν
follow, where N is the total number of oscillators [22]. With the limit
lim
t→∞
sin2(νt/2)
ν2
=
pit
2
δ(ν)
for large t, (3.11) is reduced to
E(t) =
NA2pi
2ωr0
tf(Ω) .
The total energy of the system increases linearly with time, which means
that the system absorbs energy from the driving source while the oscilla-
tor ensemble response stays within bounds. The energy is stored within
particles with a resonance frequency within a narrowing band around the
driving frequency Ω. This is the essence of Landau damping. However,
Landau damping will cease after a time t > 1δωr , where δωr is the smallest
frequency difference which occurs in the set of oscillators, as the number
of oscillators is finite. Applied to the bunches of a particle beam, Landau
damping might cease earlier when the resonance particles are lost because
their amplitudes exceed the bucket limit.
Another kind of disturbance is the rigid displacement of the bunch
(dipole oscillation) or an unmatched bunch shape (higher order modes)
which were already introduced in Subsec. 3.2.1. The first case can be
considered by including the two additional terms
xB(0)
∞∫
−∞
f(ωr) cos(ωRt) dωr ,
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x˙B(0)
∞∫
−∞
f(ωr)
ωr
sin(ωRt) dωr
in Eq. (3.7) to account for non-vanishing initial conditions [22]. If for
example the frequency spread is Gaussian distributed around ωr0 according
to
f(ωr) =
1√
2piσωr
exp
{
− (ωr − ωr0)
2
σ2ωr
}
,
no external force is present (A = 0), and the initial conditions are xB(0) 6=
0, x˙B(0) = 0, the barycenter
xB(t) = exp
{
−1
2
t2σ2ωr
}
cos(ωr0t)
will perform a damped oscillation although the single oscillators are un-
damped. The resulting center-of-mass displacement xB of six undamped
oscillators with different resonant frequencies is shown in Fig. 3.3. After
some time the oscillation amplitude of the barycenter may increase again,
i. e. it is not strictly damped. This depends on the frequency spread and
the number of oscillators.
−xˆ0
xˆ0
t
xj(t), xB(t)
Figure 3.3: Barycenter displacement xB (red) of a set of oscillators xj (blue)
with different resonance frequencies [42]
This effect is closely related to Landau damping and is accompanied by
a filamentation process which can also be seen in Fig. 3.3. The sources of
Landau damping and damping of rigid bunch oscillation due to filamenta-
tion are the same, namely the spread of incoherent frequencies of the single
particles. The damping of a rigid bunch oscillation however only depends
on the kinematics of the single particles (and thus does not involve any
interaction between the particles), which is why it is also called kinematic
decoherence in literature [76]. Landau damping on the other hand involves
a harmonic driving force and a coupling between the particles, e. g. due to
coupling impedances (see Chap. 4). Coupling impedances may also affect
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kinetic decoherence, but the effect is usually small if the beam is not close
to instability. A detailed discussion about the differences and similarities
between Landau damping and filamentation due to a rigid displacement
can be found e. g. in [76].
Interpreting xj(t) as the phase ∆ϕ or local displacement ∆z of single
particles, the bunch length increases while the particles are redistributed in
phase space. Fig. 3.4 shows simulation results of a bunch rigidly displaced
by ϕB(0) = 0.2 · pi. The barycenter shown in red comes to rest while the
bunch length and maximum energy deviation are increased. The results
were obtained with macro-particle simulations (see Sec. 3.4) whose pa-
rameters are given in Tab. B.1 in the appendix. For the illustration only
N = 2000 macro-particles and a smaller bunch than listed in Tab. B.1
(σϕ ≈ 0.64 rad, σ∆W ≈ 1.31 · 10−19 Js) were used for sake of a better
depiction.
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Figure 3.4: Filamentation process of rigidly displaced bunch
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3.4 Modeling and Simulation of Coherent
Bunch Oscillations
To simulate coherent bunch oscillations, the already mentioned macro-
particle simulation [70] is used. For this purpose, the tracking equations
(2.6) and (2.13) are implemented for a number of macro-particles, each
representing several particles of the bunch. The main advantage of the
procedure is that only small numerical issues arise in the calculation of the
single-particle trajectories and that its implementation is fast and simple.
A major drawback however is the fact that the simulated beam current,
if e. g. obtained by the histogram of the particles on the ∆ϕ-axis, is not
smooth unless a number of macro-particles in the region of several hundred
thousands is used, in which case computation time becomes an issue. A
smooth beam current though is necessary for the evaluation of high inten-
sity effects like space-charge and wakefields, see Chap. 4. To overcome this
issue, in the simulations presented in this dissertation the beam current is
first obtained by allocating interpolating quadratic splines to the particles
[13], and second only the first 20 harmonics of the Fourier transformed
beam current are used to obtain the voltages resulting from high intensity
effects.
To describe the whole bunch with a state space model, central moments
for bunched beams in a synchrotron can be used as introduced in [62],
where they were successfully applied to single-harmonic buckets. Under
certain conditions stated below, central moments fully describe the density
function [78] and thus the position and shape of the bunch. Some of the
results presented here were already published in [114].
To the distribution f(x,y) the moment generating function is defined as
F (s1, s2,t) =
∞∫
−∞
∞∫
−∞
f(x,y,t)es1x+s2y dx dy (3.12)
representing a Laplace transform of the distribution. Expanding (3.12)
into a series around the origin (s1, s2) = (0,0) yields
F (s1, s2,t) =
∞∫
−∞
∞∫
−∞
f(x,y,t)
∞∑
nx=0
snx1 x
nx
nx!
∞∑
ny=0
s
ny
1 y
ny
ny!
dx dy
=
∞∑
nx=0
∞∑
ny=0
snx1
nx!
s
ny
1
ny!
∞∫
−∞
∞∫
−∞
xnxynyf(x,y,t) dx dy
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=
∞∑
nx=0
∞∑
ny=0
snx1
nx!
s
ny
1
ny!
m(nx,ny)(t)
if the raw moments
m(nx,ny)(t) =
∞∫
−∞
∞∫
−∞
xnxynyf(x,y,t) dx dy (3.13)
are finite and the series converges absolutely near (s1, s2) = (0,0). In this
case, the derivatives of F (s1 = 0, s2 = 0,t) are the raw moments of f(x,y,t)
and since f(x,y,t) can be obtained from F (s1,s2,t) with a reverse Laplace
transform, f(x,y,t) is uniquely determined under the stated conditions if
the moments are known [62, 78].
Beside the raw moments m(nx,ny)(t) of order n = nx + ny, also central
moments
µ(nx,ny)(t) =
∞∫
−∞
∞∫
−∞
(x−m(1,0)(t))nx(y −m(0,1)(t))ny · f(x,y,t) dx dy
(3.14)
about the barycenter (m(1,0)(t),m(0,1)(t)) with
m(1,0)(t) =
∞∫
−∞
∞∫
−∞
x · f(x,y,t) dx dy ,
m(0,1)(t) =
∞∫
−∞
∞∫
−∞
y · f(x,y,t) dx dy ,
can be defined. The central moments on the other hand can be expressed
as raw moments (and vice versa) as follows from Eq. (3.13) and (3.14)
because
µ(nx,ny) =
∞∫
−∞
∞∫
−∞
nx∑
kx=0
(
nx
kx
)
xnx−kx(−m(1,0))kx
·
ny∑
ky=0
(
ny
ky
)
yny−ky (−m(0,1))kyf(x,y) dx dy
=
nx∑
kx=0
ny∑
ky=0
(
nx
kx
)(
ny
ky
)
m(nx−kx,ny−kx)(−m(1,0))kx(−m(0,1))ky
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and
m(nx,ny) =
∞∫
−∞
∞∫
−∞
[(x−m(1,0) +m(1,0)]nx
· [(y −m(0,1)) +m(0,1)]nyf(x,y,t) dx dy
=
nx∑
kx=0
ny∑
ky=0
(
nx
kx
)(
ny
ky
)
µ(kx,ky)m
nx−kx
(1,0) m
ny−ky
(0,1) ,
where the notation of the time dependence has been omitted as will be
continued further on. Deriving the equations of motion for the central
moments is therefore sufficient to uniquely model the particle bunch. This
is simplified if instead of the continuous representation with a particle
density function, a discrete representation
m(1,0) =
1
N
N∑
i=1
xi ,
m(0,1) =
1
N
N∑
i=1
yi ,
µ(nx,ny) =
1
N − 1
N∑
i=1
(xi −m(1,0))nx(yi −m(0,1))ny
is used, where N is the number of particles in the bunch, and xi and yi
are the coordinates of particle i in phase space.
For x = ∆ϕ and y = ∆W , the time derivative of the barycenter reads
m˙(1,0) =
1
N
N∑
i=1
∆ϕ˙i =
1
N
N∑
i=1
ω2RFηR
β2RER︸ ︷︷ ︸
κ1
∆Wi = κ1m(0,1) , (3.15a)
m˙(0,1) =
1
N
N∑
i=1
∆W˙i
=
1
N
N∑
i=1
q
2pih
(
1 + ∆Vˆu
)
·
[
Vˆ1 sin(∆ϕi + ϕR −∆ϕu)
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+Vˆ2 sin(2∆ϕ+ 2ϕR − 2∆ϕu + ψ)− VR
]
(3.15b)
of which only (3.15a) can be expressed in terms of other moments because
of the sine terms in (3.15b). These have therefore to be replaced by a
polynomial, and due to the saddle point in ϕR a Lagrangian polynomial is
suitable here instead of e. g. a Taylor approximation. The additional actu-
ating variable ∆Vu used to damp quadrupole oscillations was introduced
here to demonstrate in the following, that the dipole and quadrupole mode
are decoupled in a linear approximation for a stationary bunch.
Fig. 3.5 shows a Lagrangian polynomial of order eleven for ϕR = 0,
P (∆ϕ) =
(
1 + ∆Vˆu
)
Vˆ1
11∑
l=1
pl(∆ϕ−∆ϕu)l ,
which fits very well to the exact voltage
V (∆ϕ) =
(
1 + ∆Vˆu
)
·
(
Vˆ1 sin(∆ϕ+ ϕR −∆ϕu)
+Vˆ2 sin(2∆ϕ+ 2ϕR − 2∆ϕu + ψ)
)
.
Both, ∆ϕu and ∆Vˆu were set to zero in Fig. 3.5. The parameters pl are
given in Tab. C.1 in the appendix.
With the polynomial approximation, Eq. (3.15b) reads
m˙(0,1) ≈ 1
N
N∑
i=1
qVˆ1
2pih︸︷︷︸
κ2
11∑
l=1
(
1 + ∆Vˆu
)
pl(∆ϕi −∆ϕu)l
≈ κ2
(
1 + ∆Vˆu
) 11∑
l=1
pl
l∑
kp=0
(
l
kp
)
m(l−kp,0)(−∆ϕu)kp
= κ2
(
1 + ∆Vˆu
)
·
11∑
l=1
pl
l∑
kp=0
(
l
kp
) l−kp∑
kx=0
(
l − kp
kx
)
µ(l−kp,0)m
l−kp
(1,0) (−∆ϕu)kp
(3.16)
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Figure 3.5: Comparison of dual-harmonic voltage and 11th order Lagrangian
polynomial for ϕR = 0
where the approximation
m(nx,ny) =
1
N − 1
N∑
i=1
xnxi y
ny
i ≈
1
N
N∑
i=1
xnxi y
ny
i , nx + ny > 1
for large N was used. Eq. (3.16) depends on central moments of max-
imum order nx = 11. Deriving the time derivative of the second order
moments (n = nx + ny = 2) yields equations of motion which depend on
moments of maximum order n = 12, etc. The modeling scheme therefore
yields a model of infinite order which can be reduced by assuming a fixed
bunch form and distribution function whereby higher order moments can
be expressed in terms of lower order moments [62]. A matched bunch has
e. g. a distribution function f(H(∆ϕ,∆W )) = c1 exp
{
−H(∆ϕ,∆W )c2
}
as
stated in Sec. 3.2.1. The integral over f(H(∆ϕ,∆W )) on the phase space
plane is however not analytically solvable which makes it impossible to find
analytical expressions for higher order moments. Instead, the parabolic-
Gaussian distribution is used as an approximation for a matched bunch.
The resulting time derivatives of the first and second order moments are
listed in App. C.2. Fig. 3.6 shows the simulation results for the model
with the stated approximations. For comparison also the evolution of the
central moments obtained by a macro-particle simulation is shown.
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Figure 3.6: Simulation results of a macro-particle simulation (blue), the non-
linear central moments model (Eq. (C.1), red) and the linearized
model of dipole oscillation (Eq. (3.18), orange)
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The macro-particles were distributed as an originally matched bunch
which was shifted by m(1,0)(t = 0) = 0.15pi.
The central moments model reproduces the coherent synchrotron fre-
quency with only small deviations, but does not reflect Landau damping.
The moments of second order are modeled less accurately, as expected, be-
cause they depend stronger than the first order moments on higher order
moments which were set to zero due to the assumption of a parabolic-
Gaussian distributed bunch.
Linearizing the model around a working point
m¯(1,0) = 0 , m¯(0,1) = 0 ,
µ¯(2,0) 6= 0 , µ¯(1,1) = 0 , µ¯(0,2) 6= 0
yields 
∆m˙(1,0)
∆m˙(0,1)
∆µ˙(2,0)
∆µ˙(1,1)
∆µ˙(0,2)
 =

0 κ1 0 0 0
κ2a1 0 0 0 0
0 0 0 2κ1 0
0 0 κ2a2 0 κ1
0 0 0 2κ2p1 0


∆m(1,0)
∆m(0,1)
∆µ(2,0)
∆µ(1,1)
∆µ(0,2)

+

0 0
κ2b1 0
0 0
0 κ2b2
0 0

[
∆ϕu
∆Vˆu
]
(3.17)
with
a1 = p1 + 3p3µ¯(2,0) +
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7
p5µ¯
2
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3
p7µ¯
3
(2,0) +
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11
p9µ¯
4
(2,0) +
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13
p11µ¯
5
(2,0) ,
a2 = p1 +
30
7
p3µ¯(2,0) +
125
7
p5µ¯
2
(2,0)
+
2500
33
p7µ¯
3
(2,0) +
46875
143
p9µ¯
4
(2,0) +
18750
13
p11µ¯
5
(2,0) ,
b1 = −a1 ,
b2 = p1µ¯(2,0) +
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7
p3µ¯
2
(2,0) +
125
21
p5µ¯
3
(2,0)
+
625
33
p7µ¯
4
(2,0) +
9375
143
p9µ¯
5
(2,0) +
3125
13
p11µ¯
6
(2,0) ,
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consisting of two decoupled systems, one describing the dipole and one
describing the quadrupole oscillation.
So far a bunch distribution with elliptical contour lines was assumed
and the fact that the bunch shape changes was neglected when expressing
higher order moments in terms of first and second order moments. The
model thus only represents dipole and quadrupole oscillations. In order to
also model higher oscillation modes, a more sophisticated bunch distribu-
tion function has to be assumed. This is discussed in detail in [62] for a
single-harmonic cavity system, but as the dissertation at hand focuses on
the damping of dipole oscillations in a dual-harmonic cavity setting, the
modeling of higher modes is not necessary in this context. In fact, for the
controller design the linearized model proves to be sufficient, eventually
extended with an additional damping term to account for filamentation
effects.
It is again stressed that the model derived here is only valid for a sta-
tionary bunch, i. e. if no acceleration is present and VR = 0. For VR 6= 0
the resulting voltage has a saddle point at ϕR 6= 0 and thus a different
shape. In this case not only the parameters pl change, but also the dis-
tribution function of a matched bunch has no longer contour lines which
resemble ellipses. Depending on the value of VR eventually a more com-
plex distribution function has to be assumed in order to limit the order of
the model.
The linearized model (3.17) of the first and second order central mo-
ments consists of two decoupled systems. The one representing dipole
oscillations in a stationary bucket reads[
∆m˙(1,0)
∆m˙(0,1)
]
=
[
0 κ1
κ2a1 0
] [
∆m(1,0)
∆m(0,1)
]
+
[
0
−κ2a1
]
∆ϕu .
Below transition, κ1 < 0 and κ2a1 > 0 hold, while above transition
the signs are switched. This represents an undamped harmonic oscilla-
tor which can be extended by a linear damping term dcoh and expressed
in terms of the coherent synchrotron frequency according to[
∆m˙(1,0)
∆m˙(0,1)
]
=
[
0 κ1
−ω
2
syn,coh
κ1
−2dcoh
] [
∆m(1,0)
∆m(0,1)
]
+
[
0
ω2syn,coh
κ1
]
∆ϕu , (3.18)
resulting in the well-known equation of motion of a damped harmonic
oscillator
∆m¨(1,0) + 2dcoh∆m˙(1,0) + ω
2
syn,coh∆m(1,0) = ω
2
syn,coh∆ϕu .
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Note that this also establishes a third method to obtain the coherent syn-
chrotron frequency in addition to the methods discussed in section 3.2.3.
Eq. (3.18) offers the possibility of an easy controller design which how-
ever has to be robust against model uncertainties due to the linearization,
and the fact that the coherent synchrotron frequency depends on the bunch
length which eventually has to be estimated.
3.5 Discussion
In this dissertation, macro-particle simulations are performed, combined
with a spline interpolation to obtain a smoother beam current. Further-
more, only the first 20 harmonics of the beam current are used to calculate
the voltages resulting from high intensity effects (cf. Chap. 4).
For modeling purposes, the central moments modeling scheme intro-
duced in [62] for bunched beams in a synchrotron with a single-harmonic
cavity system is also transferable to the dual-harmonic case. If a distribu-
tion function with (fixed) elliptic contour lines is assumed, only the first
and second oscillation modes can be covered by the model. This is how-
ever sufficient for the goals of this dissertation which is only concerned
with damping of the rigid dipole mode.
The central moments model can be linearized around a working point
yielding a harmonic oscillator. This simplified model will be used in
Chap. 5 for the controller design.
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So far only external forces on the particles supplied by the cavities and the
magnets were considered. Depending on the beam current, however, also
self forces are present, mainly space charge, wall impedance and resonator
effects like beam loading in the cavities.
Space charge effects are determined by the repulsing force the charged
particles exert on each other. They are strongest at low energies and
decrease for highly relativistic beams [22, 88]. Space charge has a de-
focusing effect on the bunch below transition energy and focuses the bunch
above transition energy.
In cavity-like surroundings the particles induce fields acting back on a
succeeding bunch or the same one in a later turn. The field strength in
these resonators depends on the beam current and the resonance frequency
of the machine parts. The driven frequency also determines whether the
wall impedances lead to instabilities by driving coherent bunch oscillations
or whether they provide additional damping [87]. In addition the vacuum
pipe has only a finite conductivity. The bunch induces so called mirror
currents in the wall which are affected by the wall resistance. The mirror
currents on the other hand act back on the beam.
The electrical fields originating e. g. from space charge can either be
expressed in the time domain where they depend on the derivative of
the particle line density respectively the beam current 1 [15, 22, 87, 88].
Alternatively fields are often considered in the frequency domain by multi-
plying the transformed beam current and a complex longitudinal coupling
impedance [6, 8, 22, 101]. The latter method is appealing because the
coupling impedance describes the physical behavior of the surroundings in
an easy fashion. It is therefore possible to add the impedances of different
machine parts like the cavities or the resistive walls as well as the space
charge impedance [8]. Transient effects are however neglected. In this
chapter, the impedances of longitudinal space charge, broad-band- and
narrow-band-resonators and resistive walls are considered and differences
1This is only valid for a “smooth” beam current, i. e. only if higher frequency compo-
nents of its spectrum have negligibly small amplitudes.
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in literature especially in the treatment of space charge and resistive walls
are discussed.
The chapter is structured as follows: Sec. 4.1 considers space charge ef-
fects, followed by the treatment of resistive wall and resonator impedances
in Sec. 4.2. The chapter ends with a brief discussion about stability issues
in Sec. 4.3.
4.1 Space Charge Effects
For the derivation of the space charge impedance the bunch in the beam
pipe is usually assumed to perform no oscillations in transverse direction,
i. e. it is located on the reference orbit as depicted in Fig. 4.1 [76, 87].
Furthermore, the bunches are assumed to be long and smooth in the sense
that the distance over which the longitudinal distribution changes percep-
tibly is long [22]. The round and homogenous beam has a cross section
with radius a which may be a function of the longitudinal coordinate z but
not of the azimuthal θ, while the constant cylindrical beam pipe radius is
denoted by b. Furthermore the beam is rigid and its longitudinal extent
is much bigger than the transverse one.
thin disk to apply
Gauss’s law;
r
δz
dz
Ez(z)
Er(z,r)
Er(z + dz,r)
Ew(z)
Bθ(z,r)
path to apply
Stoke’s law
v
Figure 4.1: Electrical fields induced by the beam
The radial electric field component Er(z,r) at the longitudinal location z
and the transverse distance r from the center of the pipe is given by Gauss’s
law, applied to a thin disk with radius r and thickness δz perpendicular to
the longitudinal axis. The electric flux for a disk of radius r > a is given
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by
Φel =
∫∫
A
E dA = Er(z,r,t) · 2pirδz = qλ(z,t)δz
0
,
where λ(z,t) = λ(z − βRct) is the longitudinal line density of the rigid
beam, normalized to ∫
λ(z,t) dz = N
with N being the total number of particles in one bunch. For r ≤ a, the
electric flux is given by
Φel = Er(z,r,t) · 2pirδz = qλ(z,t)δz
0
pir2
pia2
,
assuming a homogenous cross section. The radial electrical field therefore
reads
Er(z,r,t) =

qλ(z,t)
2pi0
r
a2 r ≤ a ,
qλ(z,t)
2pi0
1
r r > a .
The longitudinal and the radial magnetic fields vanish, while the azimuthal
magnetic field is given by Ampe`re’s circuital law,∮
C
B dl =
∫∫
A
µ0J dA (4.1)
where J is the current density passing through the area A enclosed by the
curve C, resulting in
Bθ(z,r,t) =

µ0qλ(z,t)βRc
2pi
r
a2 r ≤ a ,
µ0qλ(z,t)βRc
2pi
1
r r > a .
Note that in Eq. (4.1) the displacement current induced by ∂Ez∂t was ne-
glected. This is valid under the assumption that the displacement current
is small compared to the current induced by the particle beam and holds
for the smooth and long beam assumed for the derivation. Applying now
Stoke’s law ∮
C
E dl = − d
dt
∫
S
B dS
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to the electrical fields along the path shown in Fig. 4.1 with small dz
yields
Ez(z,t) dz +
b∫
0
Er(z + dz,r,t) dr − Ew(z,t) dz +
0∫
b
Er(z,r,t) dr
= − ∂
∂t
b∫
0
Bθ(z,r,t) dr · dz .
The left side is simplified by assuming Er(z + dz,r,t) ≈ Er(z,r,t) +
∂Er
∂z
∣∣
z
dz, resulting in
Ez(z,t) dz +
q
4pi0
∂λ(z,t)
∂z
(
1 + 2 ln
(
b
a
))
dz − Ew(z,t) dz
=
µ0qβ
2
Rc
2
4pi
∂λ(z,t)
∂z
(
1 + 2 ln
(
b
a
))
dz
⇒ Ez(z,t)− Ew(z,t) = − qg0
4pi0
(1− β2R)
∂λ(z,t)
∂z
⇒ Ez(z,t) = − qg0
4pi0γ2R
∂λ(z,t)
∂z
+ Ew(z,t) , (4.2)
for the longitudinal space charge field on the z-axis. Here, ∂λ(z−βRct)∂t =
−βRc∂λ(z−βRct)∂z was used and g0 = 1 + 2 ln
(
b
a
)
is the geometry factor.
The first term of the right hand side of Eq. (4.2) corresponds to the
space charge effect. It induces an additional voltage
Vsc(∆z) = (Ez(∆z)− Ew(∆z)) · 2piR
per turn in the synchrotron, acting on the beam at location ∆z = z − zR.
Assuming a uniformly distributed coasting beam with small fluctuations
[61],
λ(z,t) = λ0 + λne
jn(βRct−z)/R
with the harmonic n = ωωR and the corresponding beam current In =
qβRcλn, the space charge voltage can be expressed as [61, 98]
Vsc = j
2piqg0nR
4pi0γ2RR
λne
jn(βRct−z)/R = j
g0n
2βRγ2R0c
qβRcλne
jn(βRct−z)/R
= j
ng0Z0
2βRγ2R
Ine
jn(βRct−z)/R = −ZscInejn(βRct−z)/R (4.3)
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with the space charge impedance 2
Zsc(n) = −j ng0Z0
2βRγ2R
(4.4)
and the so-called free space impedance Z0 =
1
0c
≈ 376.7 Ω. The minus
sign in the definition of the space charge impedance in Eq. (4.3) indicates
that the voltage is understood as a voltage drop per unit current [61].
Eq. (4.4) gives the space charge impedance if the electric field only
on the z-axis is considered, without averaging over the electrical field at
different radii r < a. There exist various extensions and alternations to
Eq. (4.4), yielding alternative geometry factors g. The expressions found
in literature usually read g = α + 2 ln(b/a), where α ∈ [0,1], cf. [97], but
are also extended sometimes to be frequency dependent.
Al-katheeb et al. [6] obtained e. g. a formula for the space charge
impedance by averaging over a uniform transverse beam distribution.
They suggest to use the geometry factor
g =
(
1
2
+ 2 ln
(
b
a
))
1
1 +
(
n
nc
)2 ,
decreasing strongly at the cutoff frequency ωc = ncωR, which is used in
the simulations carried out in this dissertation. A similar expression is
presented e. g. in [45].
Wang et al. [97] obtain the geometry factor
g = 2 ln
(
b
a
)
as an average value for changing beam diameters in an experimental set-
ting.
According to [55] a beam with a constant transverse density but with
an elliptical cross section of major/minor semi-axes a1 and a2 in a pipe
with elliptical cross section of major/minor semi-axes b1 and b2 features
an on-axis geometry factor
g = 2 ln
(
b1 + b2
a1 + a2
)
+
2b1b2
b21 + b
2
2
.
2The sign of Zsc is not consistent in literature and depends on the definition of the
beam perturbation, cf. [22, 76].
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All mentioned references have in common that the pipe and the beam
are considered to have a certain (usually) constant geometry. Further-
more, any analytical derivation of beam impedances is subject to various
assumptions and averaging. In the context of controller design, space
charge effects as well as wall impedances are therefore considered to be
disturbances which are not explicitly considered in the controller design
process. Nevertheless, the controllers have to be robust enough to remain
stable under any occurring disturbance. The extensive treatment of space
charge and wall impedance effects is not within the scope of this disser-
tation, but instead a rough model of high-intensity effects is considered
in the beam simulations as an example of possible disturbances and to
demonstrate robustness of the controllers.
4.2 Wall Impedances and Resonators
In the derivation of Eq. (4.4) from Eq. (4.2), the electric field in the vac-
uum pipe was neglected, assuming a perfectly conducting material. Due
to a finite conductivity however, fields emitted by the beam can pene-
trate the wall and cause the beam to lose energy. Furthermore, several
components of the synchrotron act as resonators, e. g. the cavities, kicker
magnets or changing cross sections of the beam pipe. When the beam
passes these resonators, electromagnetic fields are induced which act back
on the inducing bunch (possibly in later turns) or on successive bunches.
This effect can again be treated as impedances Zrw of a resistive wall and
Zres of a resonant component resulting in induced and total voltage [8]
Vind = −I
(
Zsc + Zrw +
∑
Zres
)
,
Vtot = VRF + Vind . (4.5)
As well as for space-charge effects, also for wall impedances several ex-
pressions can be found in literature depending on which effects are taken
into account, e. g. whether the beam is considered to be non-relativistic
or ultra-relativistic (i. e. γ  1). This section, like the previous one, at-
tempts to give some examples of different approaches, keeping in mind that
wall impedances are also disturbances from a control engineering point of
view. They are therefore not considered explicitly in the controller design
process, but again the controllers have to be robust against any occurring
disturbances.
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In literature usually the expression
Zrw(n)
n
= (1 + j · sgn(n))Z0βRδs(ωR)
2
√|n|b (4.6)
for the resistive wall impedance of a cylindrical pipe can be found which
holds for an ultra-relativistic beam [59, 61]. It depends on the skin depth
δs(ω) =
√
2
µ0σwω
with the conductivity σw at revolution frequency with
the approximation µr ≈ 1 3. The real part is due to the electric, and the
imaginary part due to the magnetic field acting on the beam.
The authors of [6] suggest the expression
Zrw(n)
n
= (1 + j · sgn(n))Z0βRδs(ωR)
2
√|n|b 4I21 (σa)σ2a2I20 (σa) (4.7)
to describe the resistive wall also for lower beam energies which is used in
the simulations presented here. Here, σ = ωβRcγR
4 was introduced and Iν ,
ν ∈ {0,1} is the modified Bessel function of first kind. For ultra-relativistic
beams σ → 0 holds, and Eq. (4.7) reduces to (4.6).
Cavity-like objects in the ring like the accelerating cavities, but also e. g.
kicker magnets are resonators which act back on the beam via a coupling
impedance. In addition, also changes in the geometry or the cross section
of the vacuum chamber act as resonators. Modeling the structure as a
simple RLC-circuit yields the resonator impedance [8, 14, 61, 76]
Zres(ω) =
Rs
1 + jQ
(
ω
ωres
− ωresω
) ,
where the shunt resistance Rs, the quality factor Q, and the resonance
frequency ωres depend on the machine part under consideration. For the
cavities they also depend on the voltage amplitude and radio frequency
[38]. Values for the broadband resonators due to discontinuities in the
vacuum pipe can be found e. g. in [8].
The cavity impedance is linked to beam loading which describes the per-
turbation of the cavity voltage by the beam. While all voltages induced
by high intensity effects are added to the RF voltage (cf. Eq. (4.5)), no
matter at which location they occur, the fields induced by beam loading
3The vacuum pipe is usually non-magnetic [103].
4Not to be confused with the conductivity σw.
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are located in the cavity gap. They may therefore be measured and coun-
teracted by a possibly existing inner feedback loop for the cavity phase
and amplitude (cf. [38] for the cavity feedback of SIS18). However, beam
loading may also disturb the inner control loops by de-tuning the cavities.
Nevertheless, as the inner control loops are not within the scope of this
dissertation, they are not considered in the simulations.
The resonator induced voltages acting on the beam evaluated in one
iteration step in the simulations are used in the subsequent one as initial
values.
Fields induced by a bunch interacting with its environment are not nec-
essarily completely decayed when a following bunch or the same one in a
later turn arrives at the location under consideration. This gives rise to
coupled-bunch oscillations (cf. Sec. 3.1) which are not within the scope of
this dissertation. Instead the bunches are assumed to oscillate coherently,
which was also the case in the beam experiments presented in Chap. 6.
Wall impedances are therefore considered in simulations as if there was
only one bunch in the synchrotron within a bucket of length LR/h but
with a revolution frequency of hωR, similar to [56].
4.3 Discussion
A lot of research is concerned with the stability issues in synchrotrons
caused by space charge and wall impedances. In a coasting beam, space
charge can cause self-bunching if the beam energy is above transition. In
this case, any occurring humps are growing due to the focusing effect of the
space charge and the coasting beam is unstable. Below transition, how-
ever, space charge has a defocusing effect and humps in a coasting beam
vanish after some time. Thus the beam is stable. A bunched beam is also
focused/defocused above/below transition. In addition, the altered total
voltage Vtot = VRF + Vind leads to a change of the incoherent synchrotron
frequency spectrum. The author of [76] states, that also a coherent syn-
chrotron frequency shift of the dipole oscillation occurs under the condition
that there is an incoherent frequency spread and the beam intensity is not
weak. This is usually neglected in literature and it is assumed that the
coherent synchrotron frequency of the dipole oscillation does not shift,
resulting in a loss of coherent damping if the incoherent synchrotron fre-
quency spectrum is shifted away from the coherent synchrotron frequency.
Resistive wall impedances lead to an energy loss of the beam. This may
drive dipole oscillations as the bunches get out of synchronization with the
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RF cavity voltage.
However, the detailed investigation of stability issues is beyond the scope
of this dissertation. Deviations of the total voltage from the ideal RF
voltage due to high intensity effects are treated as unknown disturbances
which drive instabilities and/or change model parameters like the damping
rate of the dipole oscillation due to filamentation. They are therefore
included in the simulations but not in the modeling process discussed in
Sec. 3.4. The simulated beam intensities are furthermore comparatively
low and bunch oscillations are instead introduced artificially by a phase
kick applied to the bunches. This is done first to investigate the controller
results by means of a pre-defined and known disturbance, and second to
enable comparison to the beam experiments presented in Chap. 6 which
were also performed with low intensities (cf. Tab. B.4 and Tab. B.5).
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In Chap. 3 coherent bunch oscillations were described which can be driven
by several sources. Although coherent effects provide a natural damping
(cf. Sec. 3.3), recurring disturbances such as high intensity effects may
exceed damping effects, leading to particle loss. Furthermore, the beam
emittance is blown up, decreasing the beam quality. If the bunch be-
comes too long due to filamentation, particles may also leave the bucket
during the acceleration cycle as the bucket length decreases, although the
bucket area is usually kept constant by adjusting the voltage amplitudes
(cf. Subsec. 2.3.1).
Therefore feedback systems are used to provide additional damping of
the various bunch oscillations of which the most common one is the dipole
mode. Usually the accelerating cavities are used to damp bunch oscilla-
tions where the phase of the voltage acts as an actuating variable that
damps oscillations of odd mode (dipole, sextupole, etc.), and the voltage
amplitude can be used to damp oscillations of even mode (quadrupole, oc-
tupole, etc.) [63]. Alternatively, separate kicker cavities can be installed
to provide an energy change to the particles of the bunches which can
also damp dipole oscillations [34]. This energy change only serves the pur-
pose of beam stabilization and is not to be confused with a change of the
reference beam energy ER.
The dissertation at hand only treats damping of dipole oscillations which
is accomplished by shifting the total cavity voltage in phase, maintaining
its shape. Neither the phase shift between the first and second harmonic
cavity nor their amplitudes are changed by the presented phase feedback
systems.
After an overview on previous developments in Sec. 5.1, the feedback
loop used in SIS18 is depicted in Sec. 5.2. Currently, a finite impulse re-
sponse (FIR) filter is used for SIS18 operating in single-harmonic cavity
mode [52], which can be transferred to the dual-harmonic mode as pre-
sented in Sec. 5.3 along with possible alternative filter structures. Using
the model of a harmonic oscillator as derived in Sec. 3.4, also an output
feedback controller can be designed which is discussed in Sec. 5.4. The
output feedback results in an FIR filter with a short filter length which
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in contrast to the filters presented in Sec. 5.3 is obtained by pole place-
ment for the closed-loop system. By means of linear matrix inequalities
(LMIs) the controller can be optimized for robustness against parameter
uncertainties. As a simple model for the dipole oscillation is known, also
a state feedback along with an observer can be designed as demonstrated
in Sec. 5.5. The controller and observer are again optimized concerning
robustness against parameter uncertainties. Simulation results including
high intensity effects as discussed in Chap. 4 are presented for the different
controller designs. The chapter ends with a discussion in Sec. 5.6.
5.1 Previous Developments
This section intends to give a brief overview on previous developments of
phase feedback loops, but rather by presenting selected publications giving
an idea of the different approaches instead of delivering an exhaustive sum-
mary of literature. Two main approaches can be distinguished concerning
the feedback design process:
1. Impedance-based: Feeding back the filtered beam signal to the RF-
signal driving the cavities changes their impedance. This is used to
damp sidebands of the beam spectrum.
2. Model-based: The phase and/or magnitude of the first harmonic of
the beam signal is determined and fed back to change the phase
and/or amplitude of the cavity voltage.
Both approaches result in a phase shift of the cavity voltage to damp dipole
oscillation.
In the seventies of the 20th century, Kriegbaum, Pedersen and Sacherer
already presented an active damping system for the CERN PS Booster in
[57, 80]. It feeds back the filtered signal from a longitudinal pick-up unit to
the RF-signal driving the cavity in order to change the cavity impedance.
A very fundamental disquisition on the damping of dipole and
quadrupole oscillations is given by Boussard in [16], decomposing the prob-
lem of damping the dipole oscillation into two parts, namely a phase loop
to suppress oscillations and a radial loop to correct the radial beam po-
sition. This corresponds to a state feedback as the radius is related to a
frequency or energy deviation of the beam. He also states that damping
of dipole oscillations is achieved by shifting the phase deviation signal by
90◦ which can be accomplished e. g. by a differentiator (which is accord-
ing to [16] limited in its gain due to noise and a possible coupling with
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quadrupole modes if the beam signal is not filtered) or by an integrator
(which is also limited in its gain to obtain closed loop stability and does
not reject static offsets).
Based on [16], phase and radial feedback loops for the Brookhaven AGS
Booster were analyzed by Zhang and Weng in [100] by means of a linearized
beam model, using P- and I-elements for the control laws. The work
only considers analytic calculations and simulations, but no measurement
results are presented. These are however given in [19] by Brennan using
a PID-structure in the phase loop. A similar approach is realized for the
Brookhaven RHIC in terms of a state-variable feedback [20].
Tan and Steimel [93] presented a bunch by bunch damping system for
the Tevatron 1 at Fermilab consisting of a notch filter to suppress the rev-
olution harmonics of the beam signal and to differentiate the synchrotron
sidebands around revolution harmonics. Depending on the derivatives, a
phase kick was applied to the cavities.
Kuo et al. [58] describe a feedback consisting of finite impulse response
(FIR) bandpass filters for bunch-by-bunch feedback by means of a longi-
tudinal kicker in the Taiwan Light Source 2.
At GSI currently the phase difference between the beam signal, obtained
by a fast current transformer (FCT) or a beam position monitor (BPM)
[40, 50], and the RF signal driving the cavities is fed back via an FIR
filter. The filter output serves as a frequency change ∆ωgap in the cavities
resulting in a phase shift ∆ϕu =
∫
∆ωgap dt of the gap voltage [52]. The
filter has the advantage that it suppresses unavoidable measurement offsets
due to its multi-passband characteristic.
The results presented in the mentioned literature are not necessarily
comparable to the results in this dissertation in the sense that they are
obtained for different synchrotrons with in general different conditions, re-
quirements and sometimes available sensors. None of the literature is how-
ever concerned with the damping of dipole oscillations in a dual-harmonic
cavity setting in bunch lengthening mode. In addition, the modeling ap-
proach used here is usually replaced by a one-particle model. An exception
is e. g. [62].
5.2 Control Loop
The principal scheme of the phase feedback system is depicted in Fig. 5.1.
1The Tevatron was shut down on September 29th, 2011 [2].
2No heavy-ion synchrotron, but an electron synchrotron.
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Figure 5.1: Principal scheme of the beam phase control loop for dual-harmonic
cavity mode at GSI
The bunches are monitored either by a fast current transformer (FCT)
or a beam position monitor (BPM). Both provide a measurement of the
beam current IB(t). This signal is compared to a reference signal, usually
the signal supplied by the first-harmonic group direct digital synthesizer
(DDS), indicated by h1 in Fig. 5.1. The group DDS of each cavity acts as
a reference for the cavity Digital Signal Processor (DSP) which regulates
the internal cavity DDS. The internal cavity DDS on the other hand drives
the cavity voltage. Both components, the cavity DSP and the cavity DDS
are not shown in the block diagram.
A phase discriminator determines the phase shift between the signals,
yielding the measured output
y = ∆ϕB −∆ϕu,d + z , (5.1)
referring the bunch barycenter phase to the desired actuating variable
∆ϕu,d. A measurement offset z may occur. For sake of simplicity, Fig. 5.1
shows only the first harmonic of the beam signal with amplitude IˆB,1 as
the output of the FCT which in reality also delivers the higher harmonic
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components. Therefore an analog preprocessing takes place in the phase
discriminator which is not shown here [47].
As illustrated in Fig. 5.2, there is always a quasi-constant offset z be-
tween the signal from the BPM and the signal from the DDS for which
there are several reasons. First, a matched bunch features a current signal
with a phase shift of 90◦ compared to the first harmonic. Second, the
BPM and the cavities necessarily have different mounting positions, and
third, there are possible differences in cable lengths.
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Figure 5.2: Beam current of a matched bunch as measured by a BPM, com-
pared to the DDS signal driving the first cavity with offset z
The bunch center should be located in the rising edge of the DDS signal
yielding the 90◦ phase shift, if both signals are considered as sinusoidal.
Due to unbalanced cable lengths in the measurement and the distance of
the BPM to the respective cavity, the bunches are shifted further. This
offset has to be taken into account during the controller design process
and will be addressed in different ways by the approaches presented in the
following.
All controller designs presented in this dissertation have in common
that they rely on the knowledge of the coherent synchrotron frequency
fsyn,coh. In Subsec. 3.2.3 different possibilities have been presented to
estimate fsyn,coh for a stationary bucket, but also during acceleration the
coherent synchrotron frequency could be estimated by simply adapting the
respective expressions. In this case the controller has a variable-structure
design. The dissertation at hand however focuses on stationary buckets.
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The controller computes the actuating variable −∆ϕu,c which is delayed
by a time TD due to cable lengths and total computation time. After the
negative feedback (obeying control engineering convention) the value of
the delayed actuating variable ∆ϕu,d(k) = −∆ϕu,c(k − kD) is doubled by
a splitter [102] which provides the respective desired phase shifts for the
group DDS rack driving the single- and dual-harmonic cavity. Amplitude
and frequency of the cavities are provided by the central control system.
As the cavities themselves also represent dynamic systems, the actual ac-
tuating variable ∆ϕu,a may differ from the desired value. This is however
neglected in the the controller design process as the dynamics of the cav-
ities are much faster than the dipole oscillation. At GSI the controller is
currently implemented on a digital signal processor (DSP).
5.3 Finite Impulse Response (FIR) Filter
This section introduces the currently used feedback system for the single-
harmonic cavity mode which uses an FIR filter in the feedback loop. Fur-
thermore its extension toward the dual-harmonic mode is presented along
with alternative filter settings. Some of the results were already published
in [107].
An FIR filter of length N + 1 has the unit sample response
h(n) =
N∑
i=0
aiy(n− i)
where the coefficients ai are the so-called tap weights of the filter. FIR
filters, when compared to infinite impulse response (IIR) filters, have the
advantage that they can have precise linear phase [89]. The filter in the
beam phase feedback has to provide a phase shift of 180◦ at the passing
frequency fpass = fsyn,coh with the chosen sign of the actuating phase shift
in the total voltage
V (∆ϕ,∆ϕu,a) = Vˆ1 sin(ϕR+∆ϕ−∆ϕu,a)+Vˆ2 sin(2(ϕR+∆ϕ−∆ϕu,a)+ψ),
the negative feedback and the integrator for the feedback system to result
in total a phase shift of −90◦ and to provide damping to the beam 3,
if TD = 0 and ∆ϕu,a = ∆ϕu,d, i. e. if the dynamics of the cavities are
3Note that the phase response of a transfer function H(ejωT ) is not consistently
defined in the literature. While e. g. [31] defines the phase response φ(ω) =
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negligible. For a linear phase response, it is in general possible to obtain
the desired phase shift by adjusting the passing frequency.
The currently used feedback system for the single-harmonic cavity mode
consists of a phase discriminator which supplies the output signal y =
∆ϕB−∆ϕu,d+z and an FIR filter [52] as shown in Fig. 5.1, but without the
splitter. Unlike the general controller block in Fig. 5.1 however, the FIR
filter in single-harmonic mode does not compute a desired phase shift, but
a desired frequency deviation ∆ωRF,d. In this case the DDS thus accept
a frequency change instead of a phase shift. This was changed in order to
implement beam phase control for the dual-harmonic mode, cf. Chap. 6
and [108, 110, 113], and an integrator was added in the feedback.
The filter needs to suppress the measurement offset z and all even mul-
tiples of the coherent synchrotron frequency fsyn,coh. Even multiples of
fsyn,coh correspond to coherent oscillation modes which are damped by
changing the voltage magnitude and not its phase. A feedback which also
passes even multiples may thus create an unwanted coupling between the
different coherent modes.
5.3.1 Currently used Filter Setting
The currently used filter 4 has the discrete transfer function
HF,current(z) = K
(
−1 + 2z−int(1/(2Tsfpass)) − z−int(1/(Tsfpass))
)
(5.2)
with a gain K, center frequency of the first passband fpass and sampling
period Ts, representing a multi-passband with equal heights as depicted in
Fig. 5.3. The delays 1/(2Tsfpass) and 1/(Tsfpass) are rounded toward the
nearest integer, denoted by int(·).
In principle any passband filter fulfilling the requirements given above
is suitable to damp coherent dipole oscillations. However, two issues may
render certain filters more or less effective. First, the additional time
delay TD (cf. Fig. 5.1) introduces an additional phase shift which can
be compensated by changing the phase shift provided by the filter. As
HF,current does not provide an additional degree of freedom to change only
arctan
(=(H(ejωT ))
<(H(ejωT ))
)
, which is also used in the dissertation at hand, e. g. [89] defines
φ(ω) = − arctan
(=(H(ejωT ))
<(H(ejωT ))
)
.
4This filter setting is further on denoted as the currently used filter, keeping in mind
that it is so far only used in single-harmonic cavity mode. The extension toward
dual-harmonic cavity mode is a contribution of this dissertation.
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Figure 5.3: Frequency response of the currently used filter and the matched
filter at fpass = fsyn,coh ≈ 870 Hz for K = 1
its phase response, this can only be accomplished by altering the center
frequency of the first passband. Second, the feedback loop is only closed
by the DSP computing the controller output if a sufficient number of phase
measurements matching the length of the filter has been conducted. If for
any reason a measurement fails, the control loop is opened until a valid
filter output is available again. Although this issue does not necessarily
occur often, a shorter filter length may be of benefit. This is in conflict
with the requirement that the filter does not pass even multiples of the
coherent synchrotron frequency as a narrow passband requires a longer
filter if realized as an FIR filter [82].
5.3.2 Alternative Filter Setting
As an alternative filter setting, a matched filter was proposed in [21] and
[107]. Matched filters are known e. g. from radar applications and are
designed to optimize the signal-to-noise ratio (SNR) [35, 64]. Assuming
an input signal si(t) which is superimposed by white noise ni(t) with a two-
sided power spectral density of N02 , the filter output is y(t) = so(t)+no(t).
The aim of the matched filter design is to find a filter hF(t) (or HF(ω) in
the frequency domain) which maximizes the signal-to-noise ratio [64, 71]
SNR(T ) =
|so(T )|2
n2o
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at sampling time instant T , where
n2o =
N0
4pi
∞∫
−∞
|H(ω)|2 dω (5.3)
is the mean-squared value of the output noise. The output signal at time
T is derived by the inverse Fourier transform
so(T ) =
1
2pi
∞∫
−∞
H(ω)Si(ω)e
jωT dω (5.4)
with the Fourier transform Si(ω) of the input signal si(t). With (5.3) and
(5.4), the signal-to-noise ratio reads
SNR(T ) =
∣∣∣∫∞−∞H(ω)Si(ω)ejωT dω∣∣∣2
N0pi
∫∞
−∞ |H(ω)|2 dω
≤
∫∞
−∞ |H(ω)|2 dω
∫∞
−∞ |Si(ω)|2 dω
N0pi
∫∞
−∞ |H(ω)|2 dω
=
1
N0pi
∞∫
−∞
|Si(ω)|2 dω
applying the Cauchy-Schwarz inequality. Equality only holds if
hF(t) = Ks¯i(T − t) ,
i. e. if the impulse response of the filter is the delayed mirror image of
the complex conjugate of the expected signal, possibly with an additional
gain K. As the signal in this case is the beam barycenter phase of the co-
herent dipole oscillation, modeled with a harmonic oscillator, the impulse
response of the filter is a cosine function
hF(t) = K cos(2pifpasst+ ϑ(t))
in the continuous, respectively
hF(k) = K cos(2pifpasskTs + ϑ(k))
in the discrete domain. By the phase shift ϑ the phase of the filter at
passing frequency fpass can be adjusted. The frequency response of the
matched filter is also depicted in Fig. 5.3. The corresponding cosine shaped
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impulse response covers one period, i. e. the last nonzero tap weight is
N = int
{
l · fsfsyn,coh
}
with l = 1. Adjustments of the filter length can
easily be accomplished by changing l where a longer filter results in a
sharper passband while a shorter filter results in a faster feedback response
after the beginning of the measurement. This may be of benefit if the
measurement is regularly interrupted.
FIR filters are phase linear, i. e. arg(HF(ω)) = α · ω, if they have a
symmetric or antisymmetric impulse response, which is the case for the
presented filters, provided that the impulse response of the matched filter
is chosen accordingly. This should be kept in mind when choosing l, as the
filter has to provide the desired phase shift of 180◦, eventually adjusted
by ϑ to counteract time delays in the feedback loop.
Note that the gain of the matched filter at a certain frequency differs a
lot from the gain obtained with the currently used filter setting, which is
why the corresponding gain K has to be adjusted accordingly. Both filters
suppress the frequency f = 2fpass = 2fsyn,coh ≈ 1740 Hz.
In principle also a simple bandpass filter can be used with the center
frequency close to the coherent synchrotron frequency and suppression of
2 · fsyn,coh as long as the filter provides the correct phase shift at f =
fsyn,coh. The phase shift at the coherent synchrotron frequency depends
however on the chosen filter parameters like the filter order, the stopband
and passband frequencies and the filter type. When using a bandpass filter,
obtaining the correct phase shift and compensation of possible delays in
the feedback loop may be subject to trial and error. The phase shift of
the matched filter, however, can easily be adjusted by simply changing ϑ.
It is thus for the task at hand more intuitive to design than the common
bandpass filter.
Fig. 5.4 shows the evolution of the bunch barycenter and the beam
emittance according to Eq. (3.2) for an open loop beam, the currently
used FIR filter in case of a dual-harmonic cavity operation, the matched
filter of length N = int
{
fsample
fsyn,coh
}
and the matched filter of length
N = int
{
0.5 · fsamplefsyn,coh
}
. Tab. 5.1 lists the chosen parameters of the fil-
ters where the gain is normalized to the coherent synchrotron frequency
and the sampling time Ts = 3.22µs of the DSP
5. For parameters of the
currently used filter setting see also Chap. 6.
The currently used filter and the matched filter of length N =
5Normalizing the gain yields similar filter parameters for different coherent synchrotron
frequencies, cf. Chap. 6.
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int
{
fsample
fsyn,coh
}
start to damp the dipole oscillation after approximately 750
turns corresponding to the length of the filter. Using a matched filter of
half length
(
N = int
{
0.5 · fsamplefsyn,coh
})
results in a faster feedback response
which is able to keep the emittance lower than the longer filters. This is
however only valid, if the phase was not measured before the disturbance
occurred or if the measurement was recently interrupted. Otherwise the
filters respond immediately. The shorter filter has however a broader pass-
band than the longer ones which may be undesired if the second harmonic
of the coherent synchrotron frequency is to be suppressed [107]. On the
other hand, the broader passband may be of benefit if the coherent syn-
chrotron frequency is only roughly known.
Table 5.1: Exemplary parameter settings for presented FIR filters
currently used filter
K/(ωsyn,coh · Ts) = −0.071
fpass
fsyn,coh
= 1.1
matched filter l = 1
K/(ωsyn,coh · Ts) = −0.46 · 10−3
fpass
fsyn,coh
= 1
ϑ = 1.1pi
matched filter l = 0.5
K/(ωsyn,coh · Ts) = −2.28 · 10−3
fpass
fsyn,coh
= 1
ϑ = 1.06pi
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Figure 5.4: Simulation results of FIR filters
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5.4 Output Feedback
In this section an output feedback resulting in an FIR filter is designed by
“classical” control engineering means like pole placement, while the FIR
filters presented in Sec. 5.3 were designed with regard to the center fre-
quency of their first passband and the provided phase shift. The integrator
which was used in the previous section was introduced to provide the cor-
rect phase shift for damping of the bunch oscillations. If the eigenvalues
of the closed control loop are chosen appropriately to achieve a damping
effect, no integrator is needed which is why it is not considered in this
section. It will however become evident that the present constraints the
controller is subject to, namely the provision of only the phase deviation
of the bunch barycenter and not its energy deviation, restricts the pole
placement considerably. Therefore, the desired poles are in general not
met accurately. A more exact solution by means of a state feedback in
combination with an observer is presented afterward in Sec. 5.5.
The controller feeds back the output vector
y(k) =
[
y(k) y(k − 1) . . . y(k −N)]T ∈ RN+1
consisting of the current measurement and N previous ones, obtaining the
control law
∆ϕu(k) = −kTy(k) .
Note that no distinction was made between the desired and the actual
control variable ∆ϕu,d and ∆ϕu,a, neglecting possible time delays in the
feedback and the cavity dynamics. This will be continued further on for
the controller designs, but time delays and cavity dynamics are still consid-
ered in the simulations. For N = 0, i. e. if only the current measurement is
used, the output feedback reduces to a proportional controller. Damping
of dipole oscillations is not possible with a pure proportional control which
only provides a phase shift of either 0◦ or 180◦. The required phase shift
could only be obtained if an integrator or a differentiator is added. In the
first case, however, measurement offset suppression is impossible while the
differentiator would highly amplify measurement noise as already men-
tioned in Sec. 5.1. Using the offset aﬄicted measurement output
y(k) = ∆ϕB(k)−∆ϕu(k) + z(k)
given in Eq. (5.1), where the phase of the bunch barycenter is computed
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relative to the actuating variable renders the control law
∆ϕu(k) = −kT

∆ϕB(k)−∆ϕu(k) + z(k)
∆ϕB(k − 1)−∆ϕu(k − 1) + z(k)
...
∆ϕB(k −N)−∆ϕu(k −N) + z(k)

implicit. There are several ways to deal with this issue of which the fol-
lowing are considered here:
1. Formulating the beam dynamics as a descriptor system for which an
output feedback can be designed as demonstrated in [72].
2. Adding an additional time delay in the feedthrough loop which can
be interpreted as a measurement time delay from the group DDS to
the phase discriminator. In this case, the additional state x3(k+1) =
∆ϕu(k) can be introduced and the control law becomes
∆ϕu(k) = −kT

∆ϕB(k − 1)− x3(k) + z(k)
∆ϕB(k − 2)− x3(k − 1) + z(k)
...
∆ϕB(k −N − 1)− x3(k −N) + z(k)
 . (5.5)
Note that also ∆ϕB was shifted further in Eq. (5.5).
3. Using an additional DDS running with the first-harmonic cavity fre-
quency (harmonic number h = 4) which is not affected by the ac-
tuating variable. If the phase of the bunch barycenter is obtained
relative to the freely running DDS, no feedthrough is present. There
may however still occur an additional measurement offset z.
In all cases suppression of the constant measurement offset z is realized
if
kTo = 0 , (5.6)
where o =
[
1 . . . 1
]T
is a vector of respective length which contains
only ones.
To design the output feedback, the Direct Approach as introduced by
U. Konigorski [29, 53, 54] is used in the following. The derivation closely
sticks to [29] and [53] for state space systems and to [72] for the descriptor
system, where the procedure is described for time continuous systems.
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The approach is however noted here in the discrete time domain. The
Direct Approach for an output feedback tries to meet a set of n desired
eigenvalues λd,i in the best possible way.
For an introductory explanation of the Direct Approach, consider a time
discrete system
x(k + 1) = Ax(k) +Bu(k) ,
y(k) = Cx(k) ,
with A ∈ Rn×n, B ∈ Rn×p, C ∈ Rq×n. Then a given output feedback K
shifts the eigenvalues of the closed-loop system to λi given by the equation
det [λiIn −A+BKC] = 0 .
If there exists a K which yields
det [λd,iIn −A+BKC] = 0 , (5.7)
the resulting eigenvalues match the desired eigenvalues exactly. This will
however in general not be possible due to the structural restrictions of the
feedback
u = −KCx
unless C = In, i. e. if the output feedback turns into a state feedback.
The Direct Approach therefore tries to minimize the deviation of the
resulting eigenvalues from their desired location by minimizing a cost func-
tion J , yielding the controller gain
K = arg min
K
J = arg min
K
1
2
n∑
i=1
w1,i |det [λd,iIn −A+BKC]|2
with weights w1,i ≥ 0.
For multiple input systems Eq. (5.7) is furthermore nonlinear and only
a numerical solution can be expected. As the computational effort to
calculate determinants of matrices with n rows grows with n3, it is first
decreased by applying
Theorem 1. [29] For arbitrary matrices X ∈ Cn,p and Y ∈ Cp,n
det [In +XY ] = det [Ip + Y X] . (5.8)
Eq. (5.7) is rewritten in the form
det
[
(λd,iIn −A)
(
In + (λd,iIn −A)−1BKC
)]
= 0
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⇔ det [λd,iIn −A] · det
[
In + (λd,iIn −A)−1BKC
]
= 0 . (5.9)
The inverse of λd,iIn − A only exists if det [λd,iIn −A] 6= 0. Therefore
none of the desired eigenvalues λd,i can equal one of the eigenvalues of
the open loop system, and furthermore the desired eigenvalues need to be
unique [53]. These restrictions can however be overcome easily as will be
shown later. From Eq. (5.8) and (5.9)
det
[
In + (λd,iIn −A)−1BKC
]
= 0
⇔ det [Ip +KC(λd,iIn −A)−1B] = 0
⇔ det [Ip +KG(λd,i)] = 0 (5.10)
with the transfer matrix G(z) = C(zIn − A)−1B follows. For a single
input system (p = 1), Ip reduces to a scalar and the transfer matrix is
reduced to a transfer vector g(z). Eq. (5.10) is now linear in k,
1 + kTg(λd,i) = 0 , i = 1 , . . . , n , (5.11)
and can be solved analytically. However, as (5.11) yields n equations for
the q < n elements of k, no exact solution can be expected and k is again
obtained by minimizing the quality criterion
J =
1
2
n∑
i=1
w1,i
∣∣∣1 + kTg(λd,i)∣∣∣2 , w1,i ∈ R .
As the controller has to suppress the measurement offset, the sum of all
elements of k has to equal zero and Eq. (5.6) must be fulfilled. This is
accounted for by expanding the quality criterion to
J =
1
2
n∑
i=1
w1,i
∣∣∣1 + kTg(λd,i)∣∣∣2 + 1
2
w2
(
kTo
)2
, w2 ∈ R .
Although minimizing J will in general not result in the exact equality
kTo = 0, the sum over the controller gain elements is still minimized.
Any remaining deviations can be dealt with by defining
k := k − k
To
dim(k)
· o
where dim denotes the dimension of the vector k, i. e. the number of its
elements. If |kTo| is small enough the induced changes of the eigenvalue
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configuration is negligible. It also showed to be useful to limit the values
of kT by expanding J to
J =
1
2
n∑
i=1
w1,i
∣∣∣1 + kTg(λd,i)∣∣∣2 + 1
2
w2
(
kTo
)2
+
1
2
w3k
Tk , w3 ∈ R .
With g¯(λd,i) denoting the complex conjugate of g(λd,i), the absolute value
of the first term can be expanded and J reads
J =
1
2
n∑
i=1
w1,i
(
1 + kTg(λd,i)
)(
1 + kT g¯(λd,i)
)
+
1
2
w2
(
kTo
)2
+
1
2
w3k
Tk.
To minimize J , its derivative
∂J
∂k
=

∂J
∂k1
...
∂J
∂kq
 , (5.12a)
∂J
∂kµ
=
n∑
i=1
w1,i
∂
(
1 + kTg(λd,i)
)
∂kµ
(
1 + kT g¯(λd,i)
)
+ w2k
To+ w3kµ
=
n∑
i=1
w1,i
[
0 . . . 1 . . . 0
]
g(λd,i)
(
1 + g¯(λd,i)
Tk
)
+ w2o
Tk
+ w3kµ , µ = 1, . . . , q (5.12b)
with respect to k is considered, where the ’1’ is located at position µ (cf.
e. g. [29]). Eq. (5.12b) holds because g(λd,i) = g¯(λd,j) for λd,i = λ¯d,j and
if w1,i = w1,j for λd,i = λ¯d,j is chosen [53]. This results in
∂J
∂kµ
=
n∑
i=1
w1,igµ(λd,i) (1 + g
∗(λd,i)k) + w2oTk + w3kµ
with g∗ = g¯T denoting the adjoint vector to g. Thus,
∂J
∂k
=
n∑
i=1
w1,ig(λd,i) (1 + g
∗(λd,i)k) + w2Ok + w3k
=
n∑
i=1
w1,ig(λd,i) +
n∑
i=1
w1,ig(λd,i)g
∗(λd,i)k + w2Ok + w3k
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= ΓWo+ ΓWΓ∗k + w2Ok + w3k
= ΓWo+ (ΓWΓ∗ + w2O + w3In)k
!
= 0
with
Γ =
[
g(λd,1) . . . g(λd,n)
]
, W = diag(w1,1 , . . . , w1,n)
and O being a matrix consisting only of ones. An extremum of J requires
∂J
∂k = 0, yielding
k = − (ΓWΓ∗ + w2O + w3In)−1 ΓWo ,
which indeed results in a minimum of J [29]. As already mentioned, the
approach is restricted to eigenvalues which are unequal to the eigenvalues
of the open loop system. This can be overcome by specifying arbitrary
support points instead of poles of the desired characteristic polynomial
p(z).
Theorem 2. [90] A polynomial p(z) = anz
n + an−1zn−1 + · · ·+ a0 of the
order n is fully characterized by n+ 1 arbitrary support points ξi , ξi 6= ξj
for i 6= j, and the respective function values p(ξi).
This immediately results in
Theorem 3. [54] A normalized polynomial p(z) = zn+an−1zn−1+· · ·+a0
of the order n is fully characterized by n arbitrary support points ξi, ξi 6= ξj
for i 6= j, and the respective function values p(ξi).
The desired characteristic polynomial
pd(z) = kd
n∏
i=1
(z − λd,i)
of the closed loop system is defined by choosing n poles λd,i which may
equal poles of the open loop system or be not unique. For kd = 1 the
polynomial is normalized and it is sufficient to choose n arbitrary but
unique support points which differ from the poles of the open loop system.
If however kd 6= 1 is chosen, one needs to select n+1 support points. In this
case kd can be regarded as an additional optimization variable to minimize
J [72]. If support points are complex, also their complex conjugate should
be selected [29]. In the following, the quality criterion J is formulated for
n+ 1 support points and kd 6= 1.
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The controller gain K now has to fulfill the equations
det [ξiIn −A+BKC] = pd(ξi) , i = 1 , . . . , n+ 1
or
det [ξiIp +KG(ξi)] =
pd(ξi)
det [ξiIn −A] , i = 1 , . . . , n+ 1 (5.13)
respectively. For the single input system (q = 1), Eq. (5.13) reduces to
1 + kTg(ξi) =
pd(ξi)
det [ξiIn −A] =
pd(ξi)
po(ξi)
where po(z) = det [zIn −A] is the characteristic polynomial of the open
loop system. The quality criterion now reads
J =
1
2
n∑
i=1
w1,i
∣∣∣∣1 + kTg(ξi)− pd(ξi)po(ξi)
∣∣∣∣2 + w2 (kTo)2 + w3kTk
and a minimum is obtained for
k = − (ΓWΓ∗ + w2O + w3In)−1 (ΓWo− ΓWp) (5.14)
with
p =
[
pd(ξ1)
po(ξ1)
. . .
pd(ξn)
po(ξn)
]T
.
The procedure strongly depends on the choice of the free parameters like
the weights, the support points and kd. An optimal choice for the weights
w1,i in the sense that the quality criterion increases equally around the
different support points is given in [54] for state systems and in [72] for
descriptor systems. Assuming that an optimal solution kopt is known, the
w1,i-depending part of the error around a support point ξi is defined as
i(kopt, ξ) =
1
2
w1,i
∣∣∣∣1 + kToptg(ξ)− pd(ξi)po(ξi)
∣∣∣∣2 .
As for the optimal solution i(kopt, ξi) = 0 as well as
∂
∂ξ i(kopt, ξ)|ξ=ξi = 0 hold regardless of w1,i, the second derivative of
i(kopt, ξ)
∂2
∂ξ2
i(kopt, ξ)|ξ=ξi =
∂2
∂ξ2
j(kopt, ξ)|ξ=ξj
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is regarded to establish an expression of the curvature of J . This leads
–after some calculations– to the expression [54, 72]
w1,i =
∣∣∣∣ p0(ξi)/pd(ξi)p′d(ξi)/pd(ξi)− p′0(ξi)/po(ξi)
∣∣∣∣2
=
∣∣∣∣∣∣ p0(ξi)/pd(ξi)∑nj=1 1ξi−λd,j −∑nj=1 1ξi−λo,j
∣∣∣∣∣∣
2
. (5.15)
It is obvious that (5.15) is not valid for any choice ξi = λd,j , i. e. when a
support point equals a desired eigenvalue, because in this case pd(ξi) = 0.
If desired eigenvalues are chosen as support points only the specific or all
weights must be chosen arbitrarily.
5.4.1 Descriptor Model
Descriptor models allow the incorporation of additional algebraic equations
of the form h(x) = 0 in the description of the system dynamics. The
system equations are formulated as
Ex(k + 1) = Ax(k) +Bu(k) ,
y(k) = Cx(k) .
For E = I the descriptor model simplifies to a state space model. In
the present case, the feedthrough can be accounted for by introducing
the descriptor x3(k) = x1(k) − ∆ϕu(k) leading to the linear condition
x1(k)− x3(k)−∆ϕu(k) = 0 and
E =

1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 0 0 0 . . . 0
0 0 0 1 . . . 0
...
...
...
...
. . .
...
0 0 0 0 . . . 1

, E ∈ R(N+3)×(N+3)
with the convention
x4(k) = x3(k − 1) , x5(k) = x4(k − 1) , . . . , xN+3(k) = xN+2(k − 1)
for the feedback of N previous output measurements.
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The system matrix A is composed by the discretized beam dynamics,
the algebraic equation x1(k) − x3(k) − ∆ϕu(k) = 0 and the time delays
for the descriptors x4 , . . . , xN+3. As the controller is time discrete
with a sampling period of Ts = 3.22µs, the system transfer function is
sampled with the same frequency. In the continuous time domain the
beam dynamics are known from Eq. (3.18),[
∆ϕ˙B
∆W˙B
]
=
[
0 κ1
−ω
2
syn,coh
κ1
−2dcoh
]
︸ ︷︷ ︸
Acon
[
∆ϕB
∆WB
]
+
[
0
ω2syn,coh
κ1
]
︸ ︷︷ ︸
bcon
∆ϕu , (5.16)
which are discretized by
Adis = e
AconTs , (5.17a)
bdis =
Ts∫
0
eAcon(Ts−τ)bcon dτ . (5.17b)
To obtain better numerical results, the continuous system equations can
be normalized according to
∆ϕ˜B =
∆ϕB
pi
, (5.18a)
∆W˜B =
∆WB
max(∆Wsx)
, (5.18b)
where max(∆Wsx) denotes the maximum normalized energy deviation of
the separatrix. Thereby, the bucket spans within a square with edges of
length 2 and the differential equations have coefficients of similar power.
Normalization of the continuous system dynamics is simply obtained by
using the coefficient
κ˜1 =
max(∆Wsx)
pi
κ1
instead of κ1 in Eq. (5.16). For the output as well as for the state feedback
design a normalized bucket was used. De-normalization of the output
feedback parameters is not necessary as the normalization factor does not
affect the resulting actuating variable. The system, input and output
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matrix of the resulting descriptor system read
A =

Adis
0 . . . 0 0
0 . . . 0 0
1 0
0 0
...
...
0 0
−1 . . . 0 0
1 . . . 0 0
...
. . .
...
...
0 . . . 1 0

, A ∈ R(N+3)×(N+3) ,
b =

bdis
−1
0
...
0
 , b ∈ R(N+3) ,
C =

0 0 1 0 . . . 0
0 0 0 1 . . . 0
...
...
...
...
. . .
...
0 0 0 0 . . . 1
 , C ∈ R(N+1)×(N+3) .
As introduced in [72], a constant output feedback with the Direct Ap-
proach can be designed, keeping in mind that the transfer vector g(ξi) in
case of a descriptor system reads
g(ξi) = C(ξiE −A)−1b
and the characteristic polynomial of the open loop system is
po(ξi) = det [λd,iE −A] .
The discretized (and linearized) state space model (5.16) describing rigid
dipole oscillations of the exemplary beam (parameters given in Tab. B.1
in App. B) has the eigenvalues
λ1,2 = 0.9998± 0.01758j
assuming dcoh = 0. This corresponds to neglecting an additional damping
due to coherent effects. For dcoh > 0, the bunch is additionally stabilized.
The case dcoh < 0 corresponds to an unstable system. The controller has
to be robust enough to still stabilize the beam if external disturbances
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are present (cf. Subsec. 5.4.3 and Sec. 5.5). For the controller design the
desired eigenvalues are chosen as
λd,1,2 = 0.9839± 0.01267j .
The rest of the finite eigenvalues 6 refer to the sampling shifts and can not
be moved by the controller. They are thus chosen as
λd,i = 0 , i = 3 , . . . , n− 1 .
The system has one infinite eigenvalue at λ∞ = −1.
As an example, N = 4 previously measured values of y are fed back,
whereby the descriptor system has the order n = 7 and nf = 6 fi-
nite eigenvalues. Using a normalized characteristic polynomial pd(z) =∏nf
i=1(z − λd,i), only nf support points are needed which are chosen as
ξ =
[
0.8 0.82 0.84 0.86 0.88 0.9
]T
.
From (5.15) the weights
W 1 = diag (0.5456 , 0.3566 , 0.2232 , 0.1325 , 0.07368 , 0.03771)
result. Furthermore,
w2 = 100 , w3 = 0.01
are chosen. The high value of w2 ensures that the sum over the elements
of the controller gain kT is small and its values do not have to be changed
much to obtain kTo = 0. Eq. (5.14) yields the controller gain
kT =
[
0.3621 0.1535 −0.03638 −0.1911 −0.2883]
with kTo = −1.8 · 10−4. Therefore, kT has to be changed only little.
The resulting eigenvalues of the dipole oscillation are moved to the new
location
λk,1,2 = 0.9996± 0.01758j ,
which is far from the desired values but still provides some additional
damping.
The results obtained with the Direct Approach strongly depend on the
parameter settings including the weights, the desired pole placement and
6Following the convention for time continuous systems, the terms finite and infinite
eigenvalues are used. Infinite eigenvalues in the time discrete domain are located at
λ∞ = −1.
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the support points. It is potentially possible to find better parameter
settings in order to improve the results, but the effort is quite high and
subject to trial and error. The procedure is therefore not suitable for an
effective controller design, because
1. the obtained damping is low and
2. for different beam parameters, i. e. different coherent synchrotron
frequencies, the resulting pole placement may differ significantly.
It is therefore in general not possible to estimate the damping rate during
acceleration of the beam. This is why the approach is not considered
any further, especially as in the following much more effective controller
designs are presented. For sake of completeness in the next subsection the
modeling approach with an additional time delay in the feedthrough is
discussed which suffers from the same problems as the descriptor system.
In Subsec. 5.4.3 however the approach of using an additional DDS as a
reference for the beam phase is presented which yields much better results
and allows damping of rigid dipole oscillations with a very short filter.
5.4.2 Additional Time Delay in the Feedthrough
Using an additional time delay in the model equations for the feedthrough
is another way to deal with the implicit control law, resulting in Eq. (5.5).
With the convention
x(k) =

x1(k)
x2(k)
x3(k)
x4(k)
x5(k)
x6(k)
...
x2N+1(k)
x2N+2(k)

=

∆ϕB(k)
∆WB(k)
∆ϕu(k − 1)
∆ϕB(k − 1)
∆ϕu(k − 2)
∆ϕB(k − 2)
...
∆ϕu(k −N)
∆ϕB(k −N)

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the system, input and output matrix read
A =

Adis
0 . . . 0 0
0 . . . 0 0
0 0
1 0
0 0
...
...
0 0
0 . . . 0 0
0 . . . 0 0
1 . . . 0 0
...
. . .
...
...
0 . . . 1 0

, A ∈ R(2N+2)×(2N+2) ,
b =

bdis
1
0
...
0
 , b ∈ R(2N+2) ,
C =

0 0 −1 1 0 0 . . . 0 0
0 0 0 0 −1 1 . . . 0 0
...
...
. . .
...
...
0 0 0 0 0 0 . . . −1 1
 ∈ RN×(2N+2) ,
and as the previous values of the input variable are now contained in x(k),
the system output reduces to
y(k) =
[
y1(k) y2(k) . . . yN (k)
]T
= Cx(k) + z .
With e. g. N = 5, 2N + 2 supporting points equally distributed within
[0.8, 0.9], a normalized polynomial (i. e. kd = 1), W 1 = 10·I2N+2, w2 = 1,
w3 = 0.01 and desired poles
λd,1,2 = 0.9839± 0.01267j
for the beam dynamics, a controller gain
kT =
[−0.1546 0.2711 0.4045 0.1877 −0.4385]
is obtained. As kTo = 0.2702, the applied changes to the controller param-
eters are not negligible. The controller is however still stable and places
the poles of the beam dynamics at
λk,1,2 = 0.9997± 0.01759j ,
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which is again far from the desired poles.
Similar to the output controller design for the descriptor system, the
procedure strongly depends on the parameter choice and will sometimes
not yield a stable solution. The approach is therefore again not suitable
for an effective controller design.
5.4.3 Removing the Feedthrough
If an additional DDS is used as a reference signal to determine the beam
phase (cf. the phase discriminator in Fig. 5.1), the feedthrough is omitted.
With the convention
x(k) =

x1(k)
x2(k)
x3(k)
...
xN+2(k)
 =

∆ϕB(k)
∆WB(k)
∆ϕB(k − 1)
...
∆ϕB(k −N)

the system, input and output matrix for feeding back N previously mea-
sured values of y are
A =

Adis
0 . . . 0 0
0 . . . 0 0
1 0
0 0
...
...
0 0
0 . . . 0 0
1 . . . 0 0
...
. . .
...
...
0 . . . 1 0

, A ∈ R(N+2)×(N+2) ,
b =

bdis
0
...
0
 , b ∈ R(N+2) ,
C =

1 0 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
 ∈ R(N+1)×(N+2) ,
with the output vector
y(k) = Cx(k) + z .
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Choosing the support points
ξT =
[
ξT1 λd,1 λd,2
]
with the values of ξ1 ∈ RN being equally distributed within [0.8 , 0.9], the
desired eigenvalues
λd,1,2 = 0.9839± 0.01267j
for the beam dynamics, N = 6 previously measured output values y(k),
and the weights
W 1 = 1000IN+2 , w2 = 750 , w3 = 1
results in the feedback gain
kT =

7.7088
5.0830
2.4682
−0.1173
−2.6513
−5.1063
−7.4486

T
.
After adjusting kT to obtain kTo = 0, the closed loop eigenvalues describ-
ing the beam dynamics are located at
λk,1,2 = 0.9881± 0.0138j
which is comparably close to the desired eigenvalues. Fig. 5.5 shows the
simulation results with the proposed output feedback in form of the evolu-
tion of the bunch barycenter phase as well as the beam emittance according
to Eq. (3.2), together with a comparison to the open loop case.
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Figure 5.5: Simulation results of output feedback
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The linear model is however only roughly valid for the nonlinear process
of a rigid dipole oscillation with filamentation. Furthermore, the model
parameters, i. e. the coherent synchrotron frequency and the damping rate
dcoh have to be estimated. While this is more or less accurately possible
for the frequency (cf. Subsec. 3.2.3), the damping has to be estimated
very conservatively. This is due to the fact that the dipole oscillation
is not strictly damped for small perturbations, i. e. its amplitude does
not necessarily decrease monotonously. Both parameters are furthermore
time-varying as the bunch size changes and particles are redistributed in
phase space. Therefore, the model suffers from parameter uncertainties
which may cause instabilities because the poles of the real closed loop sys-
tem differ from the pole placement carried out with nominal parameters.
The robustness of the output feedback against parameter uncertainties is
therefore an important question.
Analysis and optimization of robustness against parameter uncertainty
can be carried out by means of linear matrix inequalities (LMIs) as demon-
strated in [105] 7. LMIs are widely used for stability analysis or controller
design, cf. e. g. [7, 18, 24, 83]. An LMI problem is convex and several nu-
merical solvers e. g. for Matlab like the free sdpt3 [94, 95] or SeDuMi [4, 91]
are available. They do however not guarantee to find a valid solution even
if one exists.
The aim of [105] is to maximize the region of parameter uncertainty
in which stability can be guaranteed for the linear model by varying the
initial controller gain. To this end a Lyapunov function V (x) = xTRx for
quadratic stability [10] of the closed loop system
x(k + 1) = (Adis(q)− bdis(q)kTC)x(k) = Acl(q,kT )x(k)
is sought, where q is a vector of uncertain parameters. The resulting
stability conditions are
V (x(k)) = xT (k)Rx(k)
{
> 0 ∀x 6= 0 ,
= 0 x = 0 ,
V (x(k + 1))− V (x(k)) = xT (k)ATclRAclx(k)− xT (k)Rx(k)
= xT (k)(ATclRAcl −R)x(k){
< 0 ∀x 6= 0 ,
= 0 x = 0 ,
7In [105] robustness optimization for the state feedback presented in Sec. 5.5 is dis-
cussed. The results are however also valid in case of an output feedback.
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leading to the matrix inequalities
R  0 , (5.20a)
ATcl(q,k
T )RAcl(q,k
T )−R ≺ 0 , (5.20b)
with  (≺) denoting positive (negative) definiteness. The matrix R = RT
is symmetric. Assuming a symmetric matrix R does not result in a loss
of generality, because if R is not symmetric, always a symmetric matrix
R˜ = 12 (R + R
T ) can be defined with xTRX = xT R˜x. The solvers,
however, assume matrix variables to be symmetric by default, and the
determination of definiteness is simplified if the matrix under consideration
is symmetric. If the polytope Q containing all sets of parameters q for
which the complete system is stable is convex, it is sufficient to find a
single matrix R which fulfills (5.20) for all ATcl(qi,k
T ), where qi denotes
the parameter set at the corner vertices of Q [83]. In the following, only
hyperrectangles are considered in order to reduce computational cost.
After kT0 has been determined assuming a nominal parameter set q0,
the goal of the optimization is to maximize the region Q of parameters for
which a Lyapunov function for the system xcl(k + 1) = Acl(q,k
T )xcl(k)
can be found by altering kT .
To express the system matrixAcl as a function of the uncertain coherent
synchrotron frequency and damping rate in an easy fashion, at first dis-
cretization of the continuous equations of motion of the bunch barycenter,[
∆ ˙˜ϕB
∆ ˙˜WB
]
=
[
0 κ˜1
−ω
2
syn,coh
κ˜1
−2dcoh
] [
∆ϕ˜B
∆W˜B
]
+
[
0
ω2syn,coh
κ˜1
]
∆ϕu
is no longer performed according to Eq. (5.17), but instead a simple Euler
discretization[
x1(k + 1)
x2(k + 1)
]
=
[
1 Tsκ˜1
−Ts ω
2
syn,coh
κ˜1
1− 2Tsdcoh
]
︸ ︷︷ ︸
Adis
[
x1(k)
x2(k)
]
+
[
0
Ts
ω2syn,coh
κ˜1
]
︸ ︷︷ ︸
bdis
∆ϕu(k) (5.21a)
y(k) =
[
1 0
]︸ ︷︷ ︸
cT
[
x1(k)
x2(k)
]
+ (−1)︸︷︷︸
d
∆ϕu(k) + z(k) (5.21b)
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with [
x1(k)
x2(k)
]
=
[
∆ϕ˜B(k)
∆W˜B(k)
]
is used. The Euler discretization is a good approximation of Eq. (5.17) if
the sampling time Ts is small. In the present case the sampling frequency
is 1/Ts ≈ 310 kHz [48] while the coherent synchrotron frequency is in the
region of fsyn,coh ≈ 1 kHz, justifying the approximate discretization.
With the uncertain parameter set
q =
[
q1
q2
]
=
[
ω2syn,coh
κ˜1
2dcoh
]
= q0 + ∆q , (5.22)
where q0 =
[
q1,0 q2,0
]T
denotes the nominal values, the hyperrectangle
Q is reduced to a rectangle with the four corner vertices
qi = ∆iqmax + ∆
−
i qmin , i ∈ {1, 2, 3, 4}
∆1 =
[
0 0
0 0
]
, ∆2 =
[
1 0
0 0
]
,
∆3 =
[
0 0
0 1
]
, ∆4 =
[
1 0
0 1
]
,
∆−i = I −∆i
and qmax and qmin denoting the maximum and minimum values of uncer-
tain parameters within the convex envelope spanned by the corners qi, as
shown in Fig. 5.6. The rectangle Q can thus be expressed as
Q = {q ∈ conv(∆iqmax + ∆−i qmin)} .
It is easy to see that the inequality (5.20b) is not linear in the variables
q, kT and R, first because of the multiplication AclRAcl and second
because Acl(q,k
T ) features multiplications of the variables qi,1 and k
T .
This renders the problem non-convex. For non-convex matrix inequalities
several solving algorithms exist of which two are combined here. The
algorithm is divided into two iteration steps in which either R or kT acts
as a variable while the other one is kept constant, analogously to the V-
K-iteration known from literature [32]. In both cases, however, the corner
vertices qi, i = 1, . . . 4 of the domain Q are pushed in order to enlarge
the area of Q. Therefore, in each iteration step still a nonlinear matrix
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q1
q2
q0
q4 = qmaxq3
q1 = qmin q2
Q
Figure 5.6: Region Q of stable parameters with corner vertices qi and nominal
parameter set q0
inequality has to be solved. This is done by a path-following algorithm
[39] which linearizes the matrix Acl around the working points qi. The
combined algorithm is depicted in Fig. 5.7. Predefined step sizes for both
the optimization of R and kT keep the search domain within some limits
[105].
A validation step is added in each iteration because it is possible that
the LMI solver returns an invalid solution. In this case, the new values of
qi and either of R or k
T are discarded and the corresponding step size for
the path-following algorithm is reduced.
The algorithm is very sensitive to the choice of the LMI-solver, the
Matlab-interface and initial parameters regarding the quality of the solu-
tion. Here the solver SeDuMi [4, 91] together with the interface Yalmip
[5, 65] were used. Parameter settings are listed in Tab. B.3 in the appendix.
The bunch was initialized according to the parameters in Tab. B.1, but
as already mentioned normalized to the new phase space coordinates
∆W˜ =
∆W
max(∆Wsx)
, ∆ϕ˜ =
∆ϕ
pi
,
in order to obtain well-conditioned matrices rendering the optimization
process numerically more stable.
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Initialize:
• estimate q0,1 and q0,2
• design nominal kT0 ; set kT := kT0
• solve R0  0 , ATcl(q0,kT0 )R0Acl(q0,kT0 )−R0 ≺ 0
for R0; set R := R0
repeat
on even turns
A = ATcl(qi,k
T ).
Linearize and solve ATRA−
R ≺ 0, wrt. qi and R,
subject to: max(Q)
If valid solution found:
R := R + ∆R,
increase step size.
Else: decrease step si-
ze and discard ∆R
on odd turns
A = ATcl(qi,k
T ).
Linearize and solve ATRA−
R ≺ 0, wrt. qi, kT ,
subject to: max(Q)
If valid solution found:
kT := kT + ∆kT ,
increase step size.
Else: decrease step si-
ze and discard ∆kT
Abort
condition
met?
Ropt = R,
kTopt = k
T
yesno
Figure 5.7: Algorithm to solve non-convex matrix inequalities
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The applied path-following algorithm needs an initial solution for the
controller gain, which is available from the Direct Approach. For the initial
controller gain
kT0 =

7.7088
5.0830
2.4682
−0.1173
−2.6513
−5.1063
−7.4486

T
the solver is able to find a Lyapunov matrix guarantying stability of the
linear system within the region
fsyn,coh,0,min = 490.04 Hz , fsyn,coh,0,max = 1448.64 Hz ,
dcoh,0,min = −6.06 · 10−6 1
s
, dcoh,0,max = 277.93
1
s
.
After optimization the new gain
kT =

7.4051
5.0323
2.4723
−0.1082
−2.6465
−5.1269
−7.5153

T
is found which differs only little from the initial values. The region of
stability for the linearized dynamics,
fsyn,coh,min = 152.09 Hz , fsyn,coh,max = 3948.58 Hz ,
dcoh,min = −9.03 · 10−5 1
s
, dcoh,max = 2220.24
1
s
on the other hand increased significantly. Especially the region of un-
certainty in which the coherent synchrotron frequency may vary is more
than sufficient also for a very rough estimation. The coherent synchrotron
frequency may even vary on a large range, e. g. on the acceleration ramp.
It is worth to emphasize that the fact that stability for the initial con-
troller is guaranteed in a smaller region does not necessarily mean that
it is unstable outside, but can also mean that the LMI solver was simply
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not able to find a better Lyapunov matrix. This is the case here as the
controller gain was just slightly altered, and it is apparent that the initial
system was already comparably robust. By changing the controller gain,
though, the proof of stability for the linear system was possible on a much
larger parameter region. The same procedure is however also applied to
the state feedback designed in the next section where it is demonstrated
that robustness is nonetheless increased.
5.5 State Feedback
To overcome the drawbacks of the output feedback, namely the impre-
cise pole placement and the sensitivity toward parameter settings, a state
space controller can be designed. It is again based on the linearized and
normalized discrete equations of motion for rigid dipole oscillations, which
are subject to parameter uncertainties. As only the phase of the bunch
barycenter can be measured, an observer is needed which estimates the
energy deviation of the barycenter, ∆WB from the measurement output y.
However, for deviations of the parameters from their nominal values, i. e.
for ∆q1 6= 0 or ∆q2 6= 0 not only the eigenvalues of the closed loop system
differ from the design values, but also the separation theorem is not valid
and the controller and the observer cannot be designed separately. There-
fore, the controller and the observer are designed simultaneously by means
of LMIs as presented in [105] and discretization of the model equations is
again performed by a Euler discretization, cf. Eq. (5.21).
Now the feedthrough d = −1 proves to be not problematic anymore
as it is known to the observer which also estimates ∆ϕB. Nonetheless,
the system is not only characterized by the feedthrough, but also by the
measurement offset z. Offset-free control, i. e. the robust control of a
system subject to measurement offsets is a problem widely discussed in
literature. The approach used in this dissertation was presented in [9].
The beam dynamics are extended with a model of the constant offset, as
well as with an additional white noise which can affect the states, the offset
and the output,
x(k + 1) = Adisx(k) + bdis∆ϕu(k) +Gxwx(k) , (5.23a)
z(k + 1) = z(k) + wz(k) , (5.23b)
y(k) = cTx(k) + d∆ϕu(k) + z(k) + wy(k) . (5.23c)
The state process covariance matrix Qx, offset noise covariance Qz and
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measurement output noise covariance Qy are given by
Qx = Q
T
x = E
(
wxw
T
x
)  0 ,
Qz = E
(
wzw
T
z
)
> 0 ,
Qy = E
(
wyw
T
y
)
> 0 .
The noises are furthermore uncorrelated. The extended system (5.23) is
rewritten as
X(k + 1) = AˇX(k + t) + Bˇ∆ϕu(k) + Gˇw(k) , (5.24)
Y (k) = cˇTX(k) + d∆ϕu(k) + wy(k) ,
where
X =
[
xT z
]T
, Aˇ =
[
Adis 0
0 1
]
, bˇ =
[
bdis
0
]
,
Gˇ =
[
Gx 1
]
, w =
[
wTx wz
]T
, cˇT =
[
cT 1
]
.
An observer designed for the extended system (5.24) will estimate the
states x of the original system and the constant offset z. In [9], as well as
in this dissertation, a Kalman filter [25] is used due to the fact that the
measured phase may suffer from stochastic noise (cf. Chap. 6). The ob-
served states xˆ1 and xˆ2 can be fed back with a state controller as shown in
Fig. 5.8. Note that an additional feedthrough in the observer is introduced
to compensate the feedthrough of the system.
With the uncertain parameters
q =
[
ω2syn,coh
κ˜1
2dcoh
]
according to Eq. (5.22), the beam dynamics (5.21) extended with the mea-
surement offset z are given by the system matrices
Aˇ(q) =
 1 Tsκ1 0−Tsq1,0 1− Tsq2,0 0
0 0 1

︸ ︷︷ ︸
Aˇ(q0)
+
 0 0 0−Ts∆q1 −Ts∆q2 0
0 0 0

︸ ︷︷ ︸
Aˇ(∆q)
,
bˇ(q) =
 0Tsq1,0
0

︸ ︷︷ ︸
bˇ(q0)
+
 0Ts∆q1
0

︸ ︷︷ ︸
bˇ(∆q)
,
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Figure 5.8: Block diagram of state space controller with offset free observer
cˇT =
[
1 0 1
]
.
Both, the controller kT =
[
k1 k2 0
]
and the observer l =
[
l1 l2 l3
]T
are first designed assuming the nominal parameters q0 and optimized later
for robustness. The estimation errors
e =
e1e2
e3
 =
x1 − xˆ1x2 − xˆ2
z − zˆ

can thus be described by the difference equation
e(k + 1) = X(k + 1)− Xˆ(k + 1)
=
(
Aˇ(q0) + Aˇ(∆q)
)
X(k)− (bˇ(q0) + bˇ(∆q))kT Xˆ(k)
− Aˇ(q0)Xˆ(k) + bˇ(q0)kT Xˆ(k)
− l
(
cˇTX(k) + dkT Xˆ(k)− cˇT Xˆ(k)− dkT Xˆ(k)
)
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= Aˇ(∆q)X(k)− bˇ(∆q)kT Xˆ(k) + Aˇ(q0)e(k) + lcˇTe(k)
=
(
Aˇ(∆q)− bˇ(∆q)kT
)
X(k) +
(
Aˇ(q0) + bˇ(∆q)k
T + lcˇT
)
e(k)
=
 0 0 0−Ts∆q1(1 + k1) −Ts∆q2 − Ts∆q1k2 0
0 0 0
X(k)
+
[
1−l1 Tsκ1 −l1
−Tsq1,0+Ts∆q1k1−l2 1−Tsq2,0+Ts∆q1k2 −l2
−l3 0 1−l3
]
e(k) .
Expressing the control law in terms of the estimation errors, the extended
closed loop beam dynamics are
X(k + 1) = Aˇ(q)X(k)− bˇ(q)kT (X(k)− e(k))
=
 1 Tsκ1 0−Tsq1(1 + k1) 1− Tsq2 − Tsq1k2 0
0 0 1
X(k)
+
 0 0 0Tsq1k1 Tsq1k2 0
0 0 0
 e(k) .
Combining the states of the beam dynamics and the observer to the
closed loop system xcl =
[
x1 x2 z e1 e2 e3
]T
, its dynamics includ-
ing the controller and observer read
xcl(k + 1) = Acl(q,k
T , l)xcl(k) ,
with
Acl(q,k
T , l) =
1 Tsκ1 0 0 0 0
−Tsq1(1+k1) 1−Tsq2−Tsq1k2 0 Tsq1k1 Tsq1k2 0
0 0 1 0 0 0
0 0 0 1−l1 Tsκ1 −l1
−Ts∆q1(1+k1) −Ts(∆q1k2+∆q2) 0 Ts(−q1,0+∆q1k1)−l2 1+Ts(∆q1k2−q2,0) −l2
0 0 0 −l3 0 1−l3
 .
Note that the measurement offset z has understandably no effect on the
dynamics of any other state. For stability analysis it can thus be neglected
and in the following xcl =
[
x1 x2 e1 e2 e3
]T
and
Acl(q,k
T , l) =
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 1 Tsκ1 0 0 0−Tsq1(1+k1) 1−Tsq2−Tsq1k2 Tsq1k1 Tsq1k2 00 0 1−l1 Tsκ1 −l1
−Ts∆q1(1+k1) −Ts(∆q1k2+∆q2) Ts(−q1,0+∆q1k1)−l2 1+Ts(∆q1k2−q2,0) −l2
0 0 −l3 0 1−l3

are defined.
Similar to the previous section, finding robust controller and parameter
gains is addressed by linear matrix inequalities as demonstrated in [105].
After kT0 and l0 have been determined assuming a nominal parameter set
q0, the goal of the optimization is again to maximize the region Q of
parameters in which stability of the linearized system is guaranteed. As
the inequality
R  0 ,
ATcl(q,k
T , l)RAcl(q,k
T , l)−R ≺ 0 ,
is again nonlinear in the variables q, kT , l and R, the same approach as in
Sec. 5.4 is applied. The algorithm is now divided into three iteration steps
in which either R, kT or l acts as a variable while the other two are kept
constant, and in all three cases the corner vertices qi, i = 1, . . . 4 of the
domain Q are pushed in order to enlarge the area of Q. The remaining
nonlinear matrix inequality in each iteration step is solved by a path-
following algorithm.
For a bunch initialized according to Tab. B.3, the desired poles of the
controller were placed at
λdes,1,2 = 0.9961± j0.0019
and the Kalman filter was designed with assumed noise covariances
Qx =
[
0.05 0
0 0.05
]
, Qz = 0.05 , Qy = 0.0025 .
While no data for the process and offset noise are available, the measure-
ment noise is comparable to the results obtained in the beam experiment
presented in Chap. 6. The covariances Qx and Qz instead act as weight-
ing coefficients for the observer design. They were chosen heuristically by
comparing the resulting pole placements of the observer for the nominal
system with the closed loop poles defined by the controller.
Without varying the initial normalized controller and observer gain
k˜
T
0 =
[−0.9398 −0.3404 0] , l˜0 = [0.3060 −0.9718 0.6851]T ,
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the solver is able to find a Lyapunov matrixR guaranteeing stability within
the region
fsyn,coh,0,min = 629.52 Hz , fsyn,coh,0,max = 1213.42 Hz ,
dcoh,0,min = 4.71 · 10−5 1
s
, dcoh,0,max = 195.17
1
s
.
After the optimization process the new gains
k˜
T
=
[−0.9559 −0.3066 0] , l˜ = [0.3041 −0.9786 0.7273]
are found which differ once more only little from the initial values. The
region of stability for the linearized dynamics however,
fsyn,coh,min = 296.62 Hz , fsyn,coh,max = 2647.43 Hz ,
dcoh,min = −8.80 · 10−7 1
s
, dcoh,max = 993.17
1
s
was, like before in Sec. 5.4, significantly increased. For denormalization
the relations
k1 = k˜1 , k2 =
pi
max(∆Wsx)
k˜2
l1 = l˜1 , l2 =
max(∆Wsx)
pi
l˜2 , l3 = l˜3
hold.
Fig. 5.9 shows the simulation results with the proposed state feedback.
After 2000 turns of the bunches in the synchrotron a phase kick of
∆ϕ0 = 20
◦ was applied to drive dipole oscillations, giving the observer
time to engage. The measurement offset was artificially set to z(k) = pi ∀k,
i. e. to the maximum possible value. Besides the evolution of the bunch
barycenter phase also the emittance growth is depicted in Fig 5.9, both
for the closed loop and the open loop case.
As stated above, the fact that the controller and observer gain are
changed only little implies that also the initial system may be stable on a
larger region than indicated by the initial Lyapunov matrix. To demon-
strate that robustness is nonetheless increased, an academic example can
be given in which the damping rate of the bunch is lowered by applying a
driving force
w(k) = −1.55 ·∆W˜B(k) ,
∆ϕu(k) = −kT Xˆ + w(k) .
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Figure 5.9: Simulation results of state feedback
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Figure 5.10: Bunch barycenter under a continuous disturbance
Note that w(k) carries a negative sign because the input matrix b of the
system has the entry
ω2syn,coh
κ1
< 0 . The driving force can be interpreted as
an instability due to external effects, where the choice of the gain of 1.55
is arbitrary. The results are depicted in Fig. 5.10 showing the phase of
the bunch barycenter ϕB of an open loop bunch and bunches damped by
the optimized and the non-optimized state feedback. The bunches were
furthermore dislocated by ϕB,0 at the beginning of the simulation, and
the measurement offset z was set to zero here to close the control loops
already at the first turn. In the open loop case, the particles are lost after
only approximately 1000 turns, visible in the noisy evolution and indicated
by the vertical blue dashed line. The non-optimized controller loses the
bunch after approximately 7500 turns while the optimized controller is
able to keep the particles bunched for about 13500 turns. Also shown for
comparison is the currently used FIR filter presented in Sec. 5.3 which
stabilizes the beam for approximately 1500 turns. Note that a very strong
and non-realistic disturbance was applied here to demonstrate robustness.
For implementation, the observer can be expressed as an infinite impulse
respond (IIR) filter, avoiding the explicit implementation of the additional
states x2, xˆ1, xˆ2 and zˆ by storage registers. However, one has to keep in
mind that the observer has to engage before the control loop is closed.
In particular the estimation of the measurement offset z is crucial, and
instability of the system may result if the estimated offset differs too much
from its actual value.
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From the observer equations
Xˆ(k + 1) =
(
Aˇ(q0)− lcˇT
)
Xˆ(k) + bˇ(q0)∆ϕu(k) + l(y(k)− d∆ϕu(k))
=
(
Aˇ(q0)− lcˇT
)
Xˆ(k) + b˜(q0)∆ϕu(k) + ly(k)
with
b˜(q0) = bˇ(q0)− l · d =
 l1Tsq1,0 + l2
l3
 ,
a z-transform leads to
Xˆ =
(
zI − Aˇ(q0) + lcˇT
)−1 (
b˜(q0)∆ϕu + ly
)
⇔ ∆ϕu = −kT
(
zI − Aˇ(q0) + lcˇT
)−1 (
b˜(q0)∆ϕu + ly
)
⇔ ∆ϕu
(
1 + kT
(
zI − Aˇ(q0) + lcˇT
)−1
b˜(q0)
)
= −kT (zI − Aˇ(q0) + lcˇT )−1 ly
⇔ ∆ϕu = −kT
(
zI − Aˇ(q0) + lcˇT
)−1
l(
1 + kT
(
zI − Aˇ(q0) + lcˇT
)−1
b˜(q0)
)−1
y
= gy,∆ϕu(z)y
with the transfer function
gy,∆ϕu(z) =
(
z2(−k1l1 − k2l2)
+ z(2k1l1 + 2k2l2 + l1Ts(q1,0k2 − q2,0k1)− k1l2Tsκ1)
− k1l1 − k2l2 + l1Ts(q2,0k1 − q1,0k2) + k1l2Tsκ1
)/
(
z3 + z2(−3 + l1 + l3 + k2q1,0Ts + q2,0Ts)
+ z(3− 2l1 − 2l3 + Ts(−2 + l1 + l3)(k2q1,0 + q2,0)
+ l2Tsκ1 + q1,0T
2
s κ1(1 + k1))
− 1 + l1 + l3 + Ts(1− l1 − l3)(k2q1,0 + q2,0)− l2Tsκ1+
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q1,0T
2
s κ1(k1 + 1)(l3 − 1)
)
representing an IIR filter. It is worth noting that designing a classical
IIR low pass filter similar to the FIR design presented in Sec. 5.3 suffers
from the fact that the cutoff frequency is extremely low compared to the
sampling frequency whereby the IIR filters are ill-conditioned. Alternative
filter designs dealing with this issue exist, however, and can e. g. be found
in [69]. The problem is also overcome (respectively avoided) by the state
feedback and observer design.
5.6 Discussion
In this chapter it was demonstrated, that the FIR filter currently used
at GSI can be transferred to the dual-harmonic cavity mode, if a phase
instead of a frequency correction is provided to the group DDS. For this
purpose an additional integrator is implemented in the beam phase control
DSP and an optical splitter is used as conducted by the ring RF group at
GSI. Also alternative filter designs are possible if they provide the neces-
sary phase shift and suppress the measurement offset and possibly even
multiples of the coherent synchrotron frequency.
Instead of an FIR filter design by choosing the passing frequency and
phase shift, an output feedback can be designed, e. g. by means of the
Direct Approach introduced by U. Konigorski [54]. The procedure is how-
ever very sensitive to the chosen parameter settings and may result in a
non-optimal solution. On the other hand, if a valid solution is found one
ends up with a short FIR filter which effectively damps the dipole oscil-
lation. In addition, no integrator is needed providing a −90◦ phase shift.
Designing longer FIR filters by means of an output feedback, feeding back
more previous measurements, tends to result in an invalid solution if the
Direct Approach is used. It is worth noting that the output feedback gains
in all presented cases have an antisymmetric structure, similar to a type
III FIR filter. This indicates an FIR derivative estimator.
A much more accurate pole placement is possible if instead of the output
feedback a state feedback along with an observer is used, resulting in an IIR
filter. The measurement offset can easily be suppressed by the observer.
For both, the output and the state feedback an analysis and optimiza-
tion of robustness against parameter uncertainties of the controlled system
can be conducted by means of linear matrix inequalities. In principle LMIs
can also be used to find initial solutions for the nominal system without
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parameter uncertainties in a very convenient way, if the equations of mo-
tion are noted in the continuous time domain [105]. In this case also a
region for the pole placement can be defined, but no exact pole placement
is possible. If the region in which the closed loop poles may vary is chosen
too narrow, the solvers might also not be able to find a valid solution. It
is thus more constructive to design an initial controller and observer by
pole placement or the Direct Approach in case of an output feedback.
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6 Beam Experiment
To verify the beam stabilization with an FIR filter, two experiments in the
synchrotron SIS18 at GSI were conducted on November 21st, 2012 and on
March 23rd, 2014, where the second experiment was a repetition of the
first one with a different ion species. The experiments were carried out in
close cooperation with the ring RF group at GSI.
In this chapter the results from both experiments are presented, starting
with the setting and procedure in Sec. 6.1 and followed by the results in
Sec. 6.2. The chapter ends with a discussion in Sec. 6.3.
Some of the results were already published in [106, 108, 110, 113].
6.1 Setting and Procedure
The principal scheme of the beam phase control loop is shown in Fig. 5.1
and the setup for the experiment is depicted in Fig. 6.1.
To create a dual-harmonic bucket, the cavity S02BE1 runs with the
harmonic number h = 4 while the second cavity S08BE2 is driven with
twice the frequency and h = 8. Both cavities get their target frequency
and amplitude from the central control room (CCR). The target frequency
drives the cavity direct digital synthesizer (DDS), whose signal is amplified
with the specified peak voltage by the cavity control (cav. ctrl.) which
represents nested amplitude and frequency control loops [38]. The sum-
mation card (sum. card) adds a desired voltage amplitude specified by an
arbitrary wave generator (AWG) to the one defined by the central control
room. A phase shift can be applied to the cavity direct digital synthesizer
by means of a digital signal processor (DSP) and a calibration electronic
(CEL), communicating via a fiber optical hub (FOH). Providing a voltage
to the calibration electronic with another arbitrary wave generator causes
phase shifts exciting dipole oscillations, while the digital signal processor
closes the inner control loop forcing the phase of the cavity voltage to follow
a desired value provided to the digital signal processor, if the calibration
electronic does not shift the phase further. To drive dipole oscillations,
a step voltage was applied to the cavity calibration electronics, repeated
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several times with a period of 40 ms. The output voltage of each cavity
(cav.) is composed of the voltages at the left and right gap half which add
up to the total voltage seen by the beam,
V1(t) = V1,l(t) + V1,r(t) ,
V2(t) = V2,l(t) + V2,r(t) ,
V (t) = V1(t) + V2(t) .
Pre-amplifiers amplify the signal coming from the group direct digital syn-
thesizer which the single cavities synchronize to. While the group direct
digital synthesizer running at h = 1 and the first one running at h = 4 are
used as a reference for the analysis of the experiment, the second group
DDS running at h = 4 and the one running at h = 8 are shifted in phase
by the beam phase control digital signal processor (BPC DSP). The beam
phase control DSP uses another fiber optical hub to communicate with
the splitter [102] which doubles the desired phase shift at its input on
its second output for the second-harmonic cavity S08BE2, while it also
passes an unchanged phase on its first output for the first-harmonic cavity
S02BE1. On the beam phase control DSP, a phase discriminator is imple-
mented which compares the phase of the beam signal provided by a fast
current transformer (FCT) with the signal of the first-harmonic (h = 4)
group DDS, which is shifted by the controller. The phase discriminator
computes the phase difference
∆ϕdet(k) = ∆ϕB(k)−∆ϕDDS,h=4(k) + z(k) .
Note that the measured phase difference is again aﬄicted by the offset z.
The relative phase ∆ϕdet is filtered by the filter given in Eq. (5.2) and
afterward integrated with the discrete integrator
Hint(z) =
z
z − a
with a = 3276732768
1. The algorithm is depicted in Fig. 6.2. In the DSP
software, the filter gain K in (5.2) is composed of the scaling factor sF and
a gain K˜,
K = K˜ · sF . (6.1)
While the scaling factor was set to the constant value sF =
1
4 , the gain K˜
is varied.
1Note that a < 1 to avoid a wind-up effect.
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During the experiment the filter parameters, i. e. the center frequency
of the first passband fpass
2 and the controller gain K˜ were fixed during
one acceleration cycle and adjusted for a specific coherent synchrotron
frequency. Therefore, an RF switch driven by an arbitrary wave generator
was used to make sure that the beam phase control loop is only closed
after the beam reached its flattop energy. For different acceleration cycles
different filter gains K˜ and passing frequencies fpass were chosen to analyze
the region of stable parameter settings. The beam parameters of the first
experiment which took place on November 21st, 2012 are listed in Tab. B.4,
and the beam parameters of the second experiment of March 23rd, 2014
in Tab. B.5. Both tables can be found in the appendix.
2Further on denoted as the “passing frequency”.
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Figure 6.1: Setup of beam experiment
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nal processor (BPC DSP)
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6.2 Results
Fig. 6.3 shows the results from the first beam experiment. The stability
diagram of the second beam experiment with voltage amplitudes Vˆ1 = 6 kV
and Vˆ2 = 3 kV is depicted in Fig. 6.4, while the stability diagram of the
second experiment with Vˆ1 = 10 kV and Vˆ2 = 5 kV is depicted in Fig. 6.5.
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Figure 6.3: Stability diagram of the first beam experiment (November 21st,
2012), 238U73+, Vˆ1 = 4 kV
The colored background represents the results from macro-particle sim-
ulations in a qualitative manner. Each pixel represents a simulation with
the respective filter settings for K˜ and fpass, cf. (5.2) and (6.1). Both
parameters are normalized in the diagram with the coherent synchrotron
frequency, and K˜ in addition with the sampling time. This makes the
shape of the stability region independent of the beam parameters like ion
type or beam energy, and of the cavity voltage amplitude.
Blue regions represent stable filter settings while red regions are unsta-
ble, where as a stability criterion for the simulations the number of lost
particles (i. e. particles outside the bucket) after 5000 turns in the syn-
chrotron was used. The black line surrounds the stable area according to
the Nyquist criteria for discrete systems [68], for which also a total time de-
lay of TD = 20µs was assumed in the feedback to account for computation
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Figure 6.4: Stability diagram of the second beam experiment (March 23rd,
2014), 86Kr33+, Vˆ1 = 6 kV
and procession time as well as for delays in the cavities. High intensity
effects were not taken into account in this plot in contrast to the other
simulations presented in this dissertation, because by omitting high inten-
sity effects the simulations for the stability diagram could be performed on
a parallel computing graphics processing unit (GPU). Due to the rather
low intensities during the beam experiments this does not contradict the
validity of the results. In addition, only N = 5000 macro-particles were
used to save computation time. A circle (white or black) marks a stable
parameter setting in the beam experiment. If the beam was lost or heavily
driven by the feedback, the unstable setting is marked with an x. Some
parameter settings on the other hand did not cause beam loss but caused
significant disturbances in the bunches and were marked with a diamond
to indicate critical stability.
The gain K˜ is normalized with the coherent synchrotron frequency and
the sampling Ts = 3.22µs of the DSP to make the results comparable to
the single-harmonic case (cf. [52]). The additional normalization with the
sampling frequency is performed here because of the usage of a time dis-
crete integrator and the provision of a phase correction to the group DDS
in the dual-harmonic case, while in the single-harmonic case a frequency
correction was supplied. In this case the cavities act as a time continuous
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Figure 6.5: Stability diagram of the second beam experiment (March 23rd,
2014), 86Kr33+, Vˆ1 = 10 kV
integrator.
It is evident that the macro-particle simulations are in very good agree-
ment with the measurements in all three cases. The Nyquist criterion,
however, differs to some extent due to the linearization of the beam dy-
namics and the neglect of coherent effects, apart from a linear damping
term. It can thus only be used as a first estimation of stable filter param-
eters. Furthermore, it is worth noting that the stability diagrams of all
experimental settings are similar, although different ion species and differ-
ent voltage amplitudes were used. This is due to the normalization with
the coherent synchrotron frequency, which depends on the ion species and
the voltage amplitude.
Fig. 6.6 shows as an example two measurements from the second
experiment, 86Kr33+, Vˆ1 = 6 kV, once in open-loop and once with
K˜/(ωsyn,coh · Ts) ≈ −0.34, fpass/fsyn,coh ≈ 1.08 in closed-loop.
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(b) 86Kr33+, Vˆ1 = 6kV, K˜/(ωsyn,coh · Ts) ≈ −0.34, fpass/fsyn,coh ≈ 1.08
Figure 6.6: Example for measured bunch barycenter evolution after a voltage
phase shift, causing a dipole oscillation: 86Kr33+, Vˆ1 = 6 kV in
open-loop (a), and with K˜/(ωsyn,coh ·Ts) ≈ −0.34, fpass/fsyn,coh ≈
1.08 in closed-loop (b)
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To find an optimal parameter set (K˜/(ωsyn,coh · Ts), fpass), the relative
emittance growth
∆rel(kend) =
(kend)− (1)
(1)
after kend = 5000 simulated turns as well as a measure for the signal
energy,
Esig(kend) =
kend∑
k=1
∆ϕB(k)
2
were regarded. The results can be seen in Fig. 6.7. Note that the maximum
values have been limited for sake of clarity.
A low emittance growth is obtained for a gain comparatively close to
the border of stability, while a smaller signal energy is reached for a gain
and passing frequency with some tolerance to unstable parameter settings.
It is suggested to use the parameters for a small signal energy in the syn-
chrotron to increase robustness against parameter uncertainties because of
the normalization with the coherent synchrotron frequency. Furthermore,
the optimal parameter set obtained for a small signal energy also yields
a comparatively low emittance growth. Therefore, only a little trade-off
is necessary when using the optimal parameters for small signal energy,
but robustness is strongly increased. Tab. 6.1 lists the optimal parameters
obtained in the three presented simulations.
Table 6.1: Optimal parameter settings according to simulations
238U73+, 86Kr33+, 86Kr33+,
Vˆ1 = 4 kV Vˆ1 = 6 kV Vˆ1 = 10 kV
K˜opt
ωsyn,coh·Ts -0.25 -0.3 -0.3
fpass,opt
fsyn,coh
1.025 1.1 1.125
TD,est 16µs 45µs 22µs
For both the normalized gain and the passing frequency, the simulations
yield similar optimal values. Note that the optimal passing frequency is
slightly bigger than the coherent synchrotron tune shift. The phase shift of
180◦ required to provide damping to the system is exactly met for fpass =
fsyn,coh. Nevertheless, the dead time due to cable lengths, computation
time or cavity dynamics shifts the phase further, cf. Sec. 5.2. By changing
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fpass, this phase shift can be compensated by the filter. This is depicted
in Fig. 6.8 showing the phase response of two FIR filters, which were both
designed for 86Kr33+, Vˆ1 = 6 kV. The filter, whose phase response is shown
in red has a passing frequency of fpass = fsyn,coh, while the one whose phase
response is shown in blue has a passing frequency of fpass = 1.1fsyn,coh.
By the phase difference
∆ϕD = arg(HF,fpass=1.1fsyn,coh(fsyn,coh))
− arg(HF,fpass=fsyn,coh(fsyn,coh)) ,
the unknown dead time can be estimated. The respective values for the
three experimental settings are also listed in Tab. 6.1.
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(c) Emittance growths ∆rel(kend),
86Kr33+, Vˆ1 = 6kV
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(e) Emittance growths ∆rel(kend),
86Kr33+, Vˆ1 = 10kV
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Figure 6.7: Relative emittance growth ∆rel(kend) and measure for signal en-
ergy Esig(kend) (in arbitrary units) after kend = 5000 simulated
turns
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Figure 6.8: Phase response of FIR filters
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6.3 Discussion
The coherent synchrotron frequency was badly estimated during the first
beam experiment which is why measurements are concentrated at a pass-
ing frequency of fpass ≈ 1.25fsyn,coh. This was corrected in the second
experiment, and more measurements could be taken due to a longer beam
time.
From the experiments it is evident that
1. the FIR filter can effectively be used to damp rigid dipole oscillations
also in a dual-harmonic bucket.
2. in all three cases, the stability diagram obtained with macro-particle
simulations could be accurately verified by the measurements.
3. the Nyquist criterion can be used to get a first estimation of stable
filter parameters.
4. the damping of longitudinal rigid dipole oscillations in SIS18 oper-
ating in dual-harmonic cavity mode is now fully understood.
Furthermore, in all experiments the obtained stability diagram and opti-
mal parameter set is comparable regardless of the ion species or the cavity
voltage amplitude, due to the normalization with the coherent synchrotron
frequency fsyn,coh.
So far the beam phase feedback is only implemented for a stationary
bucket in which the coherent synchrotron frequency and thus the optimal
passing frequency of the filter does not change. During acceleration, the
filter parameters have to be adjusted e. g. by switching between several
parameter sets. To this end, the current coherent synchrotron frequency
has to be provided to the beam phase control DSP.
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7 Conclusion
Particle bunches in a synchrotron are in general subject to various dis-
turbances which may drive different kinds of coherent bunch oscillations.
These can furthermore be caused by non-ideal initial conditions like e. g.
phase or energy errors due to an incorrect injection. As bunch oscillations
lower the beam quality by increasing the rms emittance and can also result
in particle loss, control measures are taken to damp the coherent bunch
oscillations and to stabilize the beam.
In the course of the construction of the Facility for Antiproton and
Ion Research (FAIR) at GSI Helmholtzzentrum fu¨r Schwerionenforschung
GmbH, the existing synchrotron SIS18 is switched from single-harmonic
to dual-harmonic cavity operation in bunch lengthening mode. This in-
troduces an additional nonlinearity in the longitudinal particle dynam-
ics. “Classical” controller design approaches for the single-harmonic cav-
ity mode, which linearize the particle dynamics around the reference point
are thus not applicable anymore, and new methods are needed, e. g. to
obtain the coherent synchrotron frequency of the dipole mode. For more
sophisticated controller designs also a mathematical model of the beam
dynamics is needed.
This question was answered in the dissertation at hand by means of
a central moment modeling approach which results in a simple, yet suf-
ficiently accurate linear model of the dipole oscillation, also yielding the
coherent synchrotron frequency. Based on these results, the FIR filter cur-
rently used for the damping of dipole oscillations in the single-harmonic
domain is transferred to the dual-harmonic case and its suitability is ana-
lyzed. Furthermore, an alternative filter design is presented and the results
are compared. As an FIR filter represents a constant output feedback, it
seems logical to design an output feedback by e. g. pole placement. The
procedure suffers however from a high sensitivity toward parameter set-
tings. This can be avoided if instead of the output feedback a state feed-
back is designed, requiring an observer to estimate the non-measurable
energy deviation of the bunch barycenter. For a more convenient imple-
mentation, the state feedback and observer can be expressed as an IIR
filter. The output and the state feedback are optimized concerning their
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robustness against modeling parameter uncertainties by means of linear
matrix inequalities. Stability and effectiveness of the controllers are ver-
ified in macro-particle simulations taking into account time delays, the
cavity dynamics and high intensity effects. Especially the state feedback
proves to be very efficient, providing a fast damping while keeping the rms
emittance of the bunch low, and as it is designed by pole placement, its
performance is easy to adjust. Although the controllers were only pre-
sented for stationary bunches, the design approaches are also valid during
acceleration. In this case, however, a more sophisticated distribution func-
tion is needed to describe the particles in phase space, which is used during
the modeling of the bunch barycenter dynamics.
In addition to the simulations, two beam experiments were performed
where the feedback was closed with an FIR filter and discrete integrator as
developed by the ring RF group at GSI. Thereby the stability diagrams of
stable filter parameters as predicted in simulations could be verified and
an optimal parameter set could be found. In the experiment, the bunches
were excited to perform dipole oscillations by shifting the phase of the RF
voltage after the bunches reached extraction energy. An RF switch made
sure that the control loop was not closed earlier on the acceleration ramp
in which case the filter parameters would have been to be adjusted online.
Further development is needed to close the feedback loop also during
acceleration. The parameters of the FIR filters have to be adjusted fre-
quently as the coherent synchrotron frequency changes which has to be
provided to the beam phase control DSP.
If other controllers than the FIR filter used in the experiments are to
be implemented, it has to be investigated whether the DSP is capable of
a real time operation even when the calculations become more complex.
Eventually an implementation on FPGAs should be considered. While the
matched filter only requires more multiplications and the summation over
more elements, the state feedback requires the implementation of an IIR
filter. It also has to be made sure that the observer has enough time to
engage before the control loop is closed. The time needed depends on the
value of the measurement offset.
Damping of quadrupole oscillations is not yet treated for dual-harmonic
RF systems. In principle the same approach is practicable consisting of
the linearization of the central moment dynamics and a corresponding
feedback design. If a coupling of the dipole and quadrupole mode in case
of a non-stationary beam exists, a multivariable control is worth to be
considered.
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A Accelerator Physics
A.1 Quantity Relations for Relativistic
Particles
This section gives a short overview on the relations between different quan-
tities of relativistic particles which can e. g. be found in [17].
Quantities which are important in the main part of the thesis are the rel-
ativistic normalized velocity β, the relativistic normalized energy γ which
is also known as the Lorentz factor, the total energy E, the kinetic en-
ergy Ekin and the momentum p. They depend on the rest mass m0 and
the speed of light in vacuum c and can be expressed as a function of one
other quantity as listed in Tab. A.1. In addition, the relativistic mass m
is defined as
m = γm0 .
The first derivatives can also be put into relation resulting in
dp
p
= γ2
dv
v
= γ2
dβ
β
=
1
β2
dγ
γ
=
1
β2
dE
E
.
If deviations are small, the approximation d→ ∆ holds and
∆p
p
≈ γ2 ∆v
v
≈ γ2 ∆β
β
≈ 1
β2
∆γ
γ
≈ 1
β2
∆E
E
. (A.1)
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B Simulation and Beam
Experiment Parameters
B.1 General Simulation Examples
If not stated differently the simulation parameters listed in Tab. B.1 where
used to obtain the results shown in various plots in this thesis.
Table B.1: General simulation parameters
parameter value
ion species 238U73+
kinetic energy Ekin = 120
MeV
u
first cavity voltage Vˆ1 = 5 kV
reference voltage VR = 0
first cavity harmonic number h = 4
reference revolution frequency fR ≈ 641 kHz
coherent synchrotron frequency fsyn,coh ≈ 870 Hz
particle distribution parabolic (cf. Tab. 3.1)
bunch size
σϕ ≈ 0.90 rad
σ∆W ≈ 2.08 · 10−19 Js
number of macro-particles N = 50,000
number of assumed particles per bunch N = 5 · 108
nominal damping of linearized state model dcoh = 100
1
s
cavity time constant
Tcav = 20µs
(modeled as first order lag element)
total time delay in the feedback TD = 10µs
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B.2 Controller Optimization with Matrix
Inequalities
For the optimization of the output feedback (Subsec. 5.4.3) and the state
feedback (Sec. 5.5) the following parameter settings were used.
Table B.3: Parameter settings for output and state feedback optimization with
matrix inequalities
parameter value
interface yalmip version 13-Feb-2013
solver SeDuMi version 1.3
nominal damping dcoh,0 = 100
1
s
B.3 Beam Experiments
The beam parameters of the experiments conducted on November 21st,
2012 and March 23rd, 2014 are listed in Tab. B.4 and Tab. B.5.
Table B.4: Beam parameters of first experiment from November 21st, 2012
parameter value
ion species 238U73+
kinetic energy Ekin = 120
MeV
u
first cavity voltage Vˆ1 = 4 kV
reference voltage VR = 0
first cavity harmonic number h = 4
reference revolution frequency fR ≈ 641 kHz
coherent synchrotron frequency fsyn,coh ≈ 780 Hz
number of ions per bunch N ≈ 2.5 · 108
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Table B.5: Beam parameters of second experiment from March 23rd, 2014
parameter value
ion species 86Kr33+
kinetic energy Ekin = 120
MeV
u
first cavity voltage (first/second setting) Vˆ1 = 6 kV/10 kV
reference voltage VR = 0
first cavity harmonic number h = 4
reference revolution frequency fR ≈ 641 kHz
coherent synchrotron frequency fsyn,coh ≈ 1100 Hz/1400 Hz
number of ions per bunch N ≈ 1.5 · 108
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C Model of Central Moments
C.1 Lagrangian Polynomial
The parameters pl of the Lagrangian fit to the dual-harmonic voltage for
ϕR = 0 are listed in Tab. C.1.
Table C.1: Parameters of 11th order Lagrangian polynomial
l pl l pl
1 0.00001342 9 −0.0006160
3 0.4998 11 0.00001399
5 −0.1246 else 0
7 0.01221
C.2 Time Derivatives of First and Second
Order Moments
With the actuating variables ∆Vˆu and ∆ϕu, as well as with the modeling
parameters κ1 and κ2, the time derivatives of the first and second order
central moments derived in Sec. 3.4, assuming a bunch with a parabolic-
Gaussian distribution read
m˙(1,0) =κ1m(0,1) , (C.1a)
m˙(0,1) =κ2(1 + ∆Vˆu)
[
p1(m(1,0) −∆ϕu)
+ p3
(
(m(1,0) −∆ϕu)3 + 3(m(1,0) −∆ϕu)µ(2,0)
)
+ p5
(
(m(1,0) −∆ϕu)5 + 10(m(1,0) −∆ϕu)3µ(2,0)
+
75
7
(m(1,0) −∆ϕu)µ2(2,0)
)
136 C Model of Central Moments
+ p7
(
(m(1,0) −∆ϕu)7 + 21(m(1,0) −∆ϕu)5µ(2,0)
+ 75(m(1,0) −∆ϕu)3µ2(2,0)
+
125
3
(m(1,0) −∆ϕu)µ3(2,0)
)
+ p9
(
(m(1,0) −∆ϕu)9 + 36(m(1,0) −∆ϕu)7µ(2,0)
+ 270(m(1,0) −∆ϕu)5µ2(2,0)
+ 500(m(1,0) −∆ϕu)3µ3(2,0)
+
1875
11
(m(1,0) −∆ϕu)µ4(2,0)
)
+ p11
(
(m(1,0) −∆ϕu)11 + 55(m(1,0) −∆ϕu)9µ(2,0)
+
4950
7
(m(1,0) −∆ϕu)7µ2(2,0)
+ 2750(m(1,0) −∆ϕu)5µ3(2,0)
+ 3125(m(1,0) −∆ϕu)3µ4(2,0)
+
9375
13
(m(1,0) −∆ϕu)µ5(2,0)
)]
, (C.1b)
µ˙(2,0) =2κ1µ(1,1) , (C.1c)
µ˙(1,1) =κ1µ(0,2)
+ κ2(1 + ∆Vˆu)µ(2,0)
·
[
p1 + p3
(
3(m(1,0) −∆ϕu)2 + 15
7
µ(2,0)
)
+ p5
(
5(m(1,0) −∆ϕu)4 + 450
21
(m(1,0) −∆ϕu)2µ(2,0)
+
125
21
µ2(2,0)
)
+ p7 · 1
33
(
231(m(1,0) −∆ϕu)6
+ 2475(m(1,0) −∆ϕu)4µ(2,0)
+ 4125(m(1,0) −∆ϕu)2µ2(2,0) + 625µ3(2,0)
)
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+ p9 · 3
143
(
429(m(1,0) −∆ϕu)8
+ 8580(m(1,0) −∆ϕu)6µ(2,0)
+ 35750(m(1,0) −∆ϕu)4µ2(2,0)
+ 32500(m(1,0) −∆ϕu)2µ3(2,0) + 3125µ4(2,0)
)
+ p11 · 1
91
(
1001(m(1,0) −∆ϕu)10
+ 32175(m(1,0) −∆ϕu)8µ(2,0)
+ 250250(m(1,0) −∆ϕu)6µ2(2,0)
+ 568750(m(1,0) −∆ϕu)4µ3(2,0)
+ 328125(m(1,0) −∆ϕu)2µ4(2,0) + 21875µ5(2,0)
)]
,
(C.1d)
µ˙(0,2) =2 · κ2(1 + ∆Vˆu)µ(1,1)
·
[
p1 + p3 · 3(m(1,0) −∆ϕu)2 + p5 · 5(m(1,0) −∆ϕu)4
+ p7 · 7(m(1,0) −∆ϕu)6 + p9 · 9(m(1,0) −∆ϕu)8
+ p11 · 11(m(1,0) −∆ϕu)10
]
. (C.1e)
C.3 Higher Order Moments for
Parabolic-Gaussian Distribution
Assuming the bunch to be parabolic-Gaussian distributed according to
Tab. 3.1, the central moments of order n = nx + ny > 2 can be expressed
as functions of second order moments as listed in Tab. C.2.
Table C.2: Higher order moments as functions of second order moments
nx + ny central moments
3 µ(nx,ny) = 0
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4
µ(4,0) =
75
35µ
2
(2,0) , µ(3,1) = 0 , µ(2,2) = µ(2,0)µ(0,2) ,
µ(1,3) = 0 , µ(0,4) = 3µ
2
(0,2)
5 µ(nx,ny) = 0
6
µ(6,0) =
125
21 µ
3
(2,0) , µ(5,1) = 0 , µ(4,2) =
15
7 µ
2
(2,0)µ(0,2) ,
µ(3,3) = 0 , µ(2,4) = 3µ(2,0)µ
2
(0,2) , µ(1,5) = 0 ,
µ(0,6) = 15µ
3
(0,2)
7 µ(nx,ny) = 0
8
µ(8,0) =
625
33 µ
4
(2,0) , µ(7,1) = 0 , µ(6,2) =
125
21 µ
3
(2,0)µ(0,2) ,
µ(5,3) = 0 , µ(4,4) =
225
35 µ
2
(2,0)µ
2
(0,2) , µ(3,5) = 0 ,
µ(2,6) = 15µ(2,0)µ
3
(0,2) , µ(1,7) = 0 , µ(0,8) = 105µ
4
(0,2)
9 µ(nx,ny) = 0
10
µ(10,0) =
9375
143 µ
5
(2,0) , µ(9,1) = 0 , µ(8,2) =
625
33 µ
4
(2,0)µ(0,2) ,
µ(7,3) = 0 , µ(6,4) =
125
7 µ
3
(2,0)µ
2
(0,2) , µ(5,5) = 0 ,
µ(4,6) =
225
7 µ
2
(2,0)µ
3
(0,2) , µ(3,7) = 0 ,
µ(2,8) = 105µ(2,0)µ
4
(0,2) , µ(1,9) = 0 , µ
2
(0,10) = 945µ
5
(0,2)
11 µ(nx,ny) = 0
12
µ(12,0) =
3125
13 µ
6
(2,0) , µ(11,1) = 0 ,
µ(10,2) =
9375
143 µ
5
(2,0)µ(0,2) , µ(9,3) = 0 ,
µ(8,4) =
625
11 µ
4
(2,0)µ
2
(0,2) , µ(7,5) = 0 ,
µ(6,6) =
625
7 µ
3
(2,0)µ
3
(0,2) , µ(5,7) = 0 ,
µ(4,8) = 45µ
2
(2,0)µ
4
(0,2) , µ(3,9) = 0 ,
µ2(2,10) = 945µ(2,0)µ
5
(0,2) , µ(1,11) = 0 ,
µ2(0,12) = 10395µ
6
(0,2)
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