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Abstract
We investigate the class of root systems R obtained by extending an irreducible root system by a torsion-
free group G. In this context there is a Weyl groupW and a group U with the presentation by conjugation.
We show under additional hypotheses that the kernel of the natural homomorphism U →W is isomorphic
to the kernel of Uab →Wab, where Uab andWab denote the abelianizations of U andW respectively.
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1. Introduction
Extended affine root systems (EARSs) belong to the theory of extended affine Lie algebras
(EALAs). The class of EALAs is a generalization of the class of affine Kac–Moody algebras. In
[AAB+97] EALAs are introduced axiomatically and the EARSs are classified. Lie algebras in
this class were studied by physicists under the name of irreducible quasi-simple Lie algebras in
[HKT90]. Several years earlier, a certain subclass of EALAs was already studied in [Sai85]. In
[Yos04] the notion of a root system extended by an abelian group G is introduced. This more
modern approach generalizes the notions of affine root systems given in [AAB+97] and [Sai85]
and does not rely on the idea of the root system being embedded discretely in a real vector
✩ The research for this article was supported by a postdoctoral fellowship at the Department of Mathematics and
Statistics at Dalhousie University.
E-mail address: hofmann@mathstat.dal.ca.0021-8693/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2008.03.026
1742 G.W. Hofmann / Journal of Algebra 320 (2008) 1741–1763space. Arguments using discreteness are replaced by algebraic ones and the abelian group G is
no longer necessarily free and finitely generated.
In the context of EARSs a group U is given by the so-called presentation by conjugation:
U ∼= 〈(rˆα)α∈R× ∣∣ rˆα = rˆβ if α and β are linearly dependent,
rˆ2α = 1, rˆαrˆβ rˆ−1α = rˆrα(β); for α,β ∈ R×
〉
,
where R× stands for the set of anisotropic roots. There is a natural group homomorphism from
U into the Weyl group W .
Question. Is U →W injective? In other words, does W have the presentation by conjugation?
Various answers are given for different subclasses of EARS in [Kry00,Aza99,Aza00,AS07,
AS,Hof07]. However there is no unified answer to this question.
This article attempts to modernize the theory of presentation by conjugation of Weyl groups
by extending the class of root systems under consideration to the class proposed by [Yos04]
and by choosing a systematic approach based on the concept of a discrete symmetric space in
the sense of [Loo69]. While the connection we use between discrete symmetric spaces and root
systems may be interesting in its own right, our motivation for this approach is that it allows
intermediate results to be stated and proved in a less technical and more natural fashion. With
our approach the group U is the initial element of a certain category of reflection groups and
is in a sense a universal central extension. We generalize the notion of the Weyl group W to
the case where G is torsion-free and R is twist-decomposable, that is, G possesses a certain
decomposition that exists automatically, if G is finitely generated and free abelian. We obtain the
following characterization of the relationship between the group U and the Weyl group W .
Suppose R is a twist-decomposable irreducible reduced root system extended by a free abelian
group G. Denote the abelianizations of U and W by Uab and Wab, respectively.
Theorem. The natural homomorphism ϕ : ker(U →W) → ker(Uab →Wab) is an isomorphism.
This is the main result of this article and it is proved in the last section. We recall the notion of
a discrete symmetric space in Section 2 and provide the results needed to prove the main result.
In Section 3 we obtain the necessary results about finite irreducible root systems and the action
of their Weyl group on the root lattice and the coroot lattice.
The theorem reduces the question stated above to the investigation of the central extension
Uab →Wab of elementary abelian 2-groups. This kind of extension is accessible to arguments of
linear algebra over the Galois field GF(2). So the theorem is a unifying step towards answering
the question above for a broader class of root systems and also shows, in the case of negation
of the question, what kind of obstructions can be expected. The group Uab is given explicitly in
terms of the orbit space of the action of W or U on the root system. We expect further investi-
gation of Wab to reveal generalizations of answers to the question above to our broader class of
root systems. In [AS] necessary and sufficient conditions for an affirmative answer are given for
extended affine Weyl groups of type A1 in terms of so-called integral collections for semilattices.
We expect that these technical conditions can be replaced by more natural conditions expressed
in terms of linear algebra over the Galois field GF(2).
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In this section we provide the definition of discrete symmetric spaces and their morphisms
following [Loo69]. To a discrete symmetric space T we associate the category of T -reflection
groups. It is an important observation that the morphisms of this category are central extensions.
We introduce the so-called abelianization functor, which we will need in the last section to state
our main result.
Definition 2.1 (Discrete symmetric space). Let T be a set with a (not necessarily associative)
multiplication
μ :T × T → T , (s, t) → s.t.
Then the pair (T ,μ) is called a discrete symmetric space if the following conditions are satisfied
for all s, t and r ∈ T :
(S1) s.s = s,
(S2) s.(s.t) = t ,
(S3) r.(s.t) = (r.s).(r.t).
By abuse of language, we will sometimes say that T is a discrete symmetric space instead of
saying that (T ,μ) is a discrete symmetric space. If s.t = t for all s and t ∈ T then we call μ the
trivial multiplication. If s and t ∈ T we write s ⊥ t if s = t , s.t = t and t.s = s.
Example 2.2. Let X be a group with a subset T of involutions that is invariant under conjugation.
Then the multiplication T × T → T , (t, s) → t.s = tst−1 turns T into a discrete symmetric
space. We have s ⊥ t if and only if s and t are distinct and commute.
For the remainder of this section, let T be a discrete symmetric space.
Definition 2.3 (Reflection group). Let X be a group acting on T . We will denote the element in
T obtained by x acting on t by x.t . Let
•X :T →X , t → tX
be a function. Then (X ,•X ) is called a T -reflection group, if the following conditions are satis-
fied:
(G1) The group X is generated by the set T X := {tX | t ∈ T }.
(G2) For all s and t ∈ T we have tX .s = t.s.
(G3) For all s and t ∈ T we have tX .sX = (t.s)X .
(G4) For every t ∈ T we have (tX )2 = 1.
If we do not need to specify the map •X we will also say that X is a reflection group instead
of saying that (X ,•X ) is a reflection group. We say that a reflection group (X ,•X ) separates
reflections if the map •X is injective and that X is proper if it separates reflections and tX = id
for every t ∈ T .
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morphism ϕ :X → Y is called a T -morphism, if ϕ(tX ) = tY for every t ∈ T .
If reflection groups X and Y are given, then there is at most one morphism X → Y , since the
images of a generating set are prescribed. Every reflection morphism is surjective, since it has a
generating set in its image.
Definition 2.5 (Category of T -reflection groups). We associate to T the category of T -reflection
groups as follows: The objects of the category are the T -isomorphism classes of reflection
groups. The morphisms in this category are given by the reflection morphisms.
Lemma 2.6. Every T -morphism ζ :X → Y is a central extension.
Proof. Let x ∈ ker ζ . Then xsX x−1 = x.sX = (x.s)X = (ζ(x).s)X = sX for every s ∈ T . Since
T X generates X , this proves the claim. 
We want to point out that the category of T -reflection groups always contains the so-called
main group. (See [Cap05].) This is the subgroup of the symmetric group of T generated by the
elements t → s.t for s ∈ T . In fact this is the terminal object of the category.
The existence of the terminal reflection group (or any other reflection group), in turn, guaran-
tees the existence of an initial one: Consider the group U with the presentation
U := 〈(tU )
t∈T
∣∣ (tU )2 = 1 and tU sU (tU )−1 = (t.s)U for s and t ∈ T 〉 (1)
with the natural map •U :T → U, t → tU . There is a reflection morphism from this group into
the terminal reflection group, giving rise to an action of U on T .
Definition 2.7. Suppose T and S are discrete symmetric spaces. A map • :T → S, t → t is called
a morphism of discrete symmetric spaces or simply a morphism, if t.s = t .s for all s and t ∈ T .
Definition 2.8. Let • :T → S, be a morphism of discrete symmetric spaces. Let X be a T -
reflection group and P an S-reflection group. A group homomorphism ϕ :X → P is called •-
compatible if ϕ(tX ) = tP for every t ∈ T .
If • :T → S is a morphism of symmetric spaces, we can associate to it a functor from the cate-
gory of T -reflection groups into the category of S-reflection groups by assigning to a T -reflection
group the limitX of all S-reflection groups that allow a •-compatible group homomorphism from
X into them. Morphisms are mapped by this functor in the unique possible way.
Lemma 2.9. If • :T → S is a surjective morphism of discrete symmetric spaces, then the kernel
of X →X is the subgroup of X generated by
M := {sX tX ∣∣ s, t ∈ T with s = t}.
Proof. Set K := ker(X → X ) and let N be the subgroup of X generated by M . Since M ⊆K
we have N ⊆K. Note that M is invariant under conjugation by elements in X , so N is a normal
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for s and t ∈ T with s = t and since • is surjective the assignment t → ϕ(tX ) provides a function
•P :S → P .
The group homomorphism X →X provides an action of X on S. SinceN acts trivially on S,
we can define an action of P on S via ϕ(x).s = x.s for x ∈ X and s ∈ S. It is a straightforward
computation to verify that (P,•P ) becomes an S-reflection group with this action and that ϕ is
•-compatible. So there is an S-reflection morphism X →P , which means K⊆N . 
Construction 2.10 (The abelianization functor). Let T be the terminal T -reflection group. We
denote the orbit space by T ab and the orbit map by •ab :T → T ab, t → tab. We turn this map into
a morphism of discrete symmetric spaces by equipping T ab with the trivial multiplication. Let Y
be a T -reflection group. If s and t ∈ T then the commutator of sY and tY is given by
[
sY , tY
]= sY tY(sY)−1(tY)−1 = (sY .tY)tY = (s.t)Y tY .
So, in view of Lemma 2.9 the image Yab of Y under the ab-functor is precisely the abelianization
of Y . We shall therefore call this functor the abelianization functor. Since it maps initial objects
to initial objects, the initial T ab-reflection group is isomorphic to ZT ab2 and is a proper reflection
group.
Lemma 2.11. Let P , Q, R, S , X and Y be groups and suppose we have the commutative
diagram
1 1
P Q
R S
X Y
1 1,
where all horizontal arrows represent surjective group homomorphisms and the two columns are
exact. Then there are groups A, B and C such that the diagram can be extended to the following
commutative diagram with three vertical and three horizontal short exact sequences:
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1 A P Q 1
1 B R S 1
1 C X Y 1
1 1 1.
Proof. Set A := ker(P →Q), B := ker(R→ S) and D := ker(X → Y). Then all the arrows in
the diagram above exist due to [Bou98], Ch. I, §1.4, Lemma 1. Moreover A→ B is injective,
since P →R is. By [Bou98], Ch. I, §1.4, Proposition 2 there is an exact sequence
A→ B→ C→ coker(P →Q)︸ ︷︷ ︸
=1
→ coker(R→ S)︸ ︷︷ ︸
=1
→ coker(X → Y)︸ ︷︷ ︸
=1
.
Although the cited lemma and proposition are stated for abelian groups, their proofs works for ar-
bitrary groups, as well. (The statements hold more generally in so-called semi-abelian categories,
which include the category of groups. See, for instance, [Van06].) 
Definition 2.12. Let • :T → S be a morphism of discrete symmetric spaces. A morphism •˙ :S →
T is called a section ( for •), if it is a right inverse of • (i.e. s˙ = s for all s ∈ S). If such a system
section is given and t ∈ T , we sometimes write t˙ instead of t˙ to keep notation simple.
Remark 2.13. Suppose •˙ :S → T is a system section for • :T → S. Let U be the initial T -
reflection group and let V be the initial S-reflection group. If there is a •-compatible group
homomorphism X → V , then the diagram
S
•˙
T
•
S
V U X V
shows that there is a homomorphic section V → X for X → V . So we can write the group
X as X ∼= K  V with K := ker(X → V). We set tK := tX t˙X ∈ K for t ∈ T . Then we have
tX ∼= (tK, tV ).
For the remainder of this section, let • : T → S be a morphism of discrete symmetric spaces
with a section •˙. Denote the initial T -reflection group by U and the initial S-reflection group
by V . Suppose that the terminal T reflection group A satisfies A = V and suppose that K :=
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abelian group K. We will write the group K additively. Note that the hypotheses imply that
X = V for any T -reflection group X . The group homomorphism X → V has a section V →A
by Remark 2.13. So X is isomorphic to the semidirect product KX  V .
Let X be a T -reflection group. Set
Xab :=X /
(KX )′ and •Xab :T →Xab, t → tXab = q(tX ),
where q :X →Xab denotes the quotient map.
Lemma 2.14. The pair (Xab,•Xab) is a T -reflection group.
Proof. By Lemma 2.11 we have the following commutative diagram:
ker(ψ)
id
KX KA
ker(ψ) X
ψ
A
1 V V .
Since KA is abelian, the kernel kerψ contains the commutator subgroup (KX )′. So ψ factors
through Xab yielding group homomorphisms X −→Xab −→A. This provides an action of Xab
on T . It is straightforward to check that the axioms of a reflection group are satisfied. 
Let B be a T -reflection group with B = Bab, i.e. such that KB := ker(B→ V) is abelian. We
have the following commuting diagram:
ker(B→A)
ϕ
B A
ker(Bab →Aab) Bab Aab.
Proposition 2.15. If K is free abelian, then ϕ is an isomorphism.
Proof. The central extension KB → K splits, since K is free abelian and KB is abelian. So
we have KB ∼= Z ×K for some abelian group Z . By Remark 2.13, we have B ∼= KB  V and
A∼=K V . We can identify ker(A→ B) with Z . Since Z is central in B, the action of V on it
is trivial. This implies
B ∼= (Z ×K)  V ∼= Z × (K V) ∼=Z ×A.
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Z
id
Z ×A A
Z Z ×Aab Aab.
The identity map id :Z →Z is the unique map that makes this diagram commute. 
In the following we will see how certain bihomomorphisms allow us to construct new reflec-
tion groups from A. This process could be investigated more generally using arbitrary cocycles.
However the alternating bihomomorphic ones are the ones that we need in order to construct the
Weyl group in the last section.
Recall that K = ker(A→ V). Suppose that Z is an abelian group and that c :K2 → Z is an
alternating bihomomorphism that is V-invariant in the following sense: If k, k′ ∈ K and v ∈ V ,
then c(v.k, v.k′) = c(k, k′). Now consider the group Kc :=Z ×c K with the multiplication
(Kc)2 →Kc, ((z1, k1), (z2, k2)) → (z1 + z2 + c(k1, k2), k1k2)
and note that V acts on it by group automorphisms via v.(z, k) = (z, v.k) for v ∈ V , z ∈ Z and
k ∈K. So we can form the semidirect product Kc  V . Set
•X :T →Kc  V, t → tX = (0, tK, tV)
and let X be the subgroup of Kc  V generated by T X . The projection Kc  V → K  V is a
group homomorphism which restricts to one X → A such that tX is mapped to tA for every
t ∈ T . Via this homomorphism we obtain an action of X on T .
Definition 2.16. We will denote the pair (X ,•X ) by (Ac,•Ac ) and call c a reflection bihomo-
morphism ( for A) if Ac is a T -reflection group.
If c is a reflection bihomomorphism, then the group homomorphism Ac → A above is a
reflection morphism. Recall the definition of tK from Remark 2.13.
Lemma 2.17. An alternating bihomomorphism c :K2 → Z is a reflection bihomomorphism if
and only if c(sV .tK, tK) = 0 for every s and t ∈ T .
Proof. Set X := Yc and note that
tV .tK = t˙X tX t˙X t˙X = (tK)−1
in A for every t ∈ T . Written additively in K this means tV .tK = −tK. Axioms (G1) and (G2)
are satisfied. If s and t ∈ T then
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tX
)2 = (0, tK, tV)2 = (c(tK, tV .tK), tK + tV .tK, (tV)2)
= (−c(tK, tK),0,1)= (0,0,1) and
tX .sX = tX sX tX = (0, tK, tV)(0, sK, sV)(0, tK, tV)
= (c(tK, tV .sK), tK + tV .sK, tV sV)(0, tK, tV)
= (c(tV .tK, sK)+ c(tK + tV .sK, (tVsV).tK), ∗,∗︸︷︷︸
(t.s)A
)
= (c(−tK, sK)+ c(sV .tK − sK, tK), (t.s)K, t.sV)
= (c(sV .tK, tK), (t.s)K, t.sV).
So, axioms (G3) and (G4) are satisfied if and only if c(sV .tK, tK) = 0. 
Remark 2.18. Let X be an arbitrary T -reflection group and let ζ :X →A be a reflection mor-
phism. We have the central extension ζ :KX → K. There is a unique map cX : K2 → (KX )′
satisfying cX (ζ(k), ζ(l)) = [k, l] for all k and l ∈K. This map is bilinear since KX is two-step
nilpotent. It is also V-invariant and alternating.
Suppose X = Ab for some reflection bihomomorphism b :K2 → Z and set KX :=
ker(X → V).
Lemma 2.19. There is an injective group homomorphism (KX )′ → 2Z such that the following
diagram commutes:
K2
cX
b
(KX )′
Z 2Z.
Proof. For (z1, k1) and (z2, k2) ∈KX , we can compute the commutator in KX as follows:
[
(z1, k1), (z2, k2)
]= (z1, k1)(z2, k2)(−z1,−k1)(−z2,−k2)
= (z1 + z2 + c(k1, k2), k1 + k2)(−z1 − z2 + c(−k1,−k2),−k1 − k2)
= (2c(k1, k2),0). 
Corollary 2.20. If Z contains no involutions, then there is an injective group homomorphism
(KX )′ →Z such that the following diagram commutes:
K2 (KX )′
Z.
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that makes a connection between the bihomomorphism cX and reflection bihomomorphisms.
Proposition 2.21. If A separates reflections, then the map cX is a reflection bihomomorphism.
Proof. The map cX is bihomomorphic since KX is 2-step nilpotent. It is alternating and V-
invariant. Now let s and t ∈ T . Since K is abelian, we have
s˙A = [tK, sV .tK]s˙A = [tA t˙A, s˙A.(tA t˙A)]s˙A
= tA t˙As˙AtA t˙As˙A t˙AtAs˙A t˙AtAs˙As˙A = (tA t˙As˙AtA t˙A).s˙A.
Since A separates reflections, this entails s˙ = (tA t˙As˙AtA t˙A).s˙. We obtain
cX
(
tK, sV .tK
)= [tX t˙X , sˆ.(tX t˙X )]= ((tX t˙X s˙X tX t˙X ).s˙X )s˙X
= ((tX t˙X s˙X tX t˙X ).s˙)X s˙X = ((tA t˙As˙AtA t˙A).s˙)X s˙X = s˙X s˙X = 1.
We are done by Lemma 2.17. 
3. Finite root systems
In this section we investigate the action of the Weyl group V of an irreducible finite root
system Δ on the root lattice L and the coroot lattice L∨. For more details we refer the reader
to [Bou68], Ch. VI. We will derive results needed in the last section of this article. All of these
results are stated in terms of the action of V on the abelian groups L and L∨ and their subsets Δ
and Δ∨ (the coroot system) and rely on the pairing L∨ ×L→ Z and the bijection Δ → Δ∨.
It is well known that there is up to non-zero scalar multiples a unique non-zero V-invariant
bilinear form on the underlying Q-vector space LQ of L, in other words LQ ⊗V LQ ∼= Q as
V–Q-modules. However, we do not generally have L⊗V L∼= Z as V–Z-modules. In this section
we are interested in a quotient LL of L⊗V L that is isomorphic to Z.
Throughout this section, let Δ be an irreducible finite root system with root basis B . If α and
β are distinct roots in B , then we will say that α and β are adjacent and write α ∼ β if they are
connected by an edge in the Dynkin diagram. We will say that α and β are simply adjacent if
they are connected by a simple edge. We will write α  β if α and β are not connected by an
edge.
The root system Δ is the disjoint union of the divisible roots Δex (for extra long) and the
indivisible ones Δred (for reduced). The set Δred, in turn, can be partitioned into the short roots
Δsh and the long roots Δlg. The coroots Δ∨ form a root system in their own right and we partition
them in the same way: Δ∨ = Δ∨sh ∪ Δ∨lg ∪ Δ∨ex. Denote the root lattice by L and the coroot
lattice by L∨. There is a bihomomorphic pairing L∨ ×L→ Z, (λ,μ) → 〈λ,μ〉 and a bijection
•∨,Δ → Δ∨, α → α∨. For every α ∈ Δ there is a reflection rα that acts in the following ways
on L and L∨:
rα.λ = λ −
〈
α∨, λ
〉
α and rα.μ = μ − 〈μ,α〉α∨
for λ ∈ L and μ ∈ L∨. The Weyl group V is the subgroup of Aut(L) generated by the reflec-
tions rΔ. It acts faithfully and by group automorphisms on L and L∨. We can view L and L∨ as
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Irreducible finite root systems of rank 2
Type Dynkin Diagram 〈α∨, β〉 〈β∨, α〉 rα.β rβ .α
A2 α ◦ ◦β −1 −1 β + α α + β
B2 α ◦ < ◦β −2 −1 β + 2α α + β
G2 α ◦ < ◦β −3 −1 β + 3α α + β
V-modules. The bijection Δ → Δ∨ is V-equivariant and the pairing 〈•,•〉 is V-invariant in the
following sense: We have 〈v.λ, v.μ〉 = 〈λ,μ〉 for λ ∈ L, μ ∈ L∨ and v ∈ V . We provide some
important values of the pairing for root systems of rank 2 in Table 1 using the standard terminol-
ogy of the classification of the irreducible finite root systems. If we set T := {rα | α ∈ Δ}, then
T is a discrete symmetric space with the multiplication defined by t.s = tst−1 for s and t ∈ T .
Definition 3.1. We call T the discrete symmetric space associated to Δ.
If S := {rα | α ∈ B}, then (V, S) is a Coxeter system. In this case, V is the initial reflection
group. (See [Hof07], Proposition 4.2, for instance.) Recall that for α and β ∈ Δ we write rα ⊥ rβ
if rα = rβ and [rα, rβ ] = 1. There is a nontrivial V-invariant bihomomorphism (•|•) :L×L→ Z.
It satisfies (α|β) = 0 if and only if rα ⊥ rβ .
For the remainder of this section we will limit our attention to a reduced root system Δ, so we
suppose Δex = ∅.
Remark 3.2. If Δ is simply laced, i.e. Δlg = ∅, then the map Δ → Δ∨ extends to a V-equivariant
group isomorphism L→ L∨. So we can identify the V-modules L and L∨.
Now suppose Δ is non-simply laced, i.e. Δlg = ∅. Then Δsh is mapped to Δ∨lg and Δlg is
mapped to Δ∨sh by Δ → Δ∨. Set
kΔ :=
{
2 if Δ is of type B	(	 2), C	(	 3), F4 or BC	(	 2),
3 if Δ is of type G2.
(2)
Lemma 3.3. There is an injective V-equivariant group homomorphism from L→ L∨ satisfying
ϕ(α) =
{
α∨ if α ∈ Δlg,
kΔα
∨ if α ∈ Δsh.
Via ϕ the V-module L can be identified with the submodule of L∨ generated by Δ∨sh. With this
identification we have kΔL∨ ⊆ L⊆ L∨.
Proof. The groups L and L∨ can be viewed as subgroups of a real vector space V and its dual V ∗
respectively. According to [Bou68], Ch. VI, no 1.1, Proposition 3 and [Bou68], Ch. VI, no 1.4,
Proposition 11, we can pick a V-invariant symmetric non-degenerate bilinear form (•|•) on V
that satisfies (β|β) = 2 for all β ∈ Δlg. If we use this form to identify V with V ∗, then we have
α∨ = 2α/(α|α) for every α ∈ Δ. If α ∈ Δsh and β ∈ Δlg then
(β|β) = 〈α
∨, β〉
∨ = kΔ, so α∨ =
2α = kΔα and β∨ = 2β = β.
(α|α) 〈β ,α〉 (α|α) (β|β)
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generated by the short roots. 
Let LL be the quotient of the tensor product L⊗L by its subgroup generated by
{α ⊗ β | α,β ∈ Δsh with rα ⊥ rβ} ∪
{
(v.λ) ⊗ (v.μ) − λ ⊗ μ ∣∣ v ∈ V, λ,μ ∈ L}
and denote by  :L×L→ LL the associated V-invariant bihomomorphism.
Lemma 3.4. The map is symmetric and αβ = βα = 0 for every pair of roots α and β ∈ B
with α  β .
Proof. Let α and β be adjacent in B . Then Table 1 shows that 〈β∨, α〉 = −1 or 〈α∨, β〉 = −1.
Without loss of generality we assume the latter. Then
β  (β + α) = β  (rα.β) = (rα.β) β = (β + α) β.
This entails α  β = β  α.
Now suppose α and β ∈ B with α  β . This implies 〈β∨, α〉 = 0. Since the Dynkin graph is
connected and all except possibly one edge are simple there must be a root γ ∈ B such that α and
γ are simply adjacent, or β and γ are simply adjacent. We may assume the latter. So we have
〈β∨, γ 〉 = −1. Then
α  γ = (rβ .α) (rβ .γ ) = α  (γ + β),
γ  α = (rβ .γ ) (rβ .α) = (γ + β) α,
so, α β = β  α = 0. 
Lemma 3.5. Let α, β and γ be roots.
(i) If rα ⊥ rγ then 〈β∨, γ 〉α  β = 〈β∨, α〉β  γ.
(ii) 2α  β = 〈α∨, β〉α  α.
Proof. Ad (i):
〈
β∨, γ
〉
α  β = −α  (γ − 〈β∨, γ 〉β)= −α  (rβ .γ )
= −(rβ .α) γ = −
(
α − 〈β∨, α〉β) γ
= 〈β∨, α〉β  γ.
Ad (ii): α  β = (rα.α) (rα.β) = −α (β − 〈α∨, β〉α). 
Proposition 3.6. We have LL∼= Z and LL is generated by the set
{α  α | α ∈ Δsh} ∪
{
α  (rβ .α)
∣∣ α ∈ Δsh, β ∈ Δ}.
Moreover α β = 0 for α,β ∈ Δ with rα ⊥ rβ .
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L  L ∼= Z. This, in turn, implies the last statement of the proposition, since there is a group
homomorphism Z → LL mapping (α|β) to α  β for all α,β ∈ Δ.
Case 1. The root system Δ is of type A1. Then L ∼= Z, generated by the single root α ∈ B . So
LL is generated by α  α.
Case 2. The root system Δ is simply laced and of rank 	 2, i.e. of one of the types A	 (	 2),
D	 (	  4), E6, E7 and E8. Let α and α′ be adjacent roots in B . Lemma 3.5(ii) implies α 
α = α′  α′ = −2α  α′. Moreover, if α′′ ∈ B is adjacent to α′ then α  α′′ since the Dynkin
diagram contains no loops. Lemma 3.5(i) implies α  α′ = α′  α′′. Since the Dynkin diagram
is connected and in view of Lemma 3.4 we obtain the following for γ and δ ∈ B:
γ  δ =
{
α  α′ if γ and δ are adjacent,
−2α  α′ if γ = δ.
This proves that LL is generated by α′  (rα.α′) = −α α′.
In the following cases there will be two different root lengths. Let α and β be the unique pair
of adjacent roots in B such that α is short and β is long.
Case 3. The root system Δ is of type G2. Then we obtain
β  β = −2α  β and 3α α = −2α β.
The group LL is generated by the set {α  β,α  α}. Thus the group LL is a quotient of
the group Z2/(Z(2,3)) ∼= Z. This is a cyclic group. Moreover, since αβ = α (rβ .α)−αα
the group is generated by the set {α  (rβ .α),α  α}.
Case 4. In the remaining cases, the roots α and β generate a subroot system of type B2. Then we
have rα ⊥ rβ+α , so α  α = −α  β . If there is at least one short root α′ ∈ B other than α, i.e.
the root system Δ is of type C	 (	 3) or F4, then we have 〈α∨, β〉 = −2 and 〈β∨, α〉 = −1. If
γ and δ ∈ B then
γ  δ =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2α  α′ if γ = α and δ = β (by Lemma 3.5(ii)),
α  α′ if γ and δ ∈ Δsh and γ ∼ δ (by Lemma 3.5(ii)),
2α  α′ if γ and δ ∈ Δlg and γ ∼ δ (by Lemma 3.5(ii)),
−2α  α′ if γ = δ ∈ Δsh (by Lemma 3.5(i)),
−4α  α′ if γ = δ ∈ Δlg (by Lemma 3.5(i)).
So L L is generated by α′  (rα.α′) = −α  α′. If there is no such α′ then it is generated by
α  α = −α β . 
Now let LL∨ be the quotient of the tensor product L⊗L∨ by its subgroup generated by
{
α ⊗ β∨ ∣∣ α,β ∈ Δsh with rα ⊥ rβ}∪ {(v.λ) ⊗ (v.μ) − λ ⊗ μ ∣∣ v ∈ V, λ ∈ L, μ ∈ L∨}
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techniques as in the proof of Proposition 3.6 we obtain:
Proposition 3.7. LL∨ ∼= Z.
Remark 3.8. Suppose Δ is non-simply laced and reduced. With the identification L⊆ L∨ from
Lemma 3.3 we have the following commutative digram due to the universal properties of LL
and LL∨:
L×L LL
ϕ
L×L∨ LL∨
ψ
L∨ ×L∨ L∨ L∨.
(3)
The maps ϕ and ψ are injective, since ψ ◦ ϕ is.
4. Root systems extended by an abelian group
In this section we use the results derived in the previous one about a finite root system Δ to
understand a root system R of the kind Δ extended by an abelian group G. (Compare [Yos04].)
We associate a discrete symmetric space T to R and a particular T -reflection groupW , the Weyl
group of R. This notion of a Weyl group generalizes the notion of extended affine Weyl groups
(EAWeGs). We prove the main result of this article (Theorem 4.16), which characterizes the
relationship between the initial T -reflection group U and the Weyl group W in terms of their
abelianizations.
We continue to work with the notation of the previous section, so let Δ be an irreducible finite
root system with coroot system Δ∨. Denote its Weyl group by V , its root lattice by L and its
coroot lattice by L∨. Let G be an abelian group.
For (g,α) ∈ G × Δ set
r(g,α) :G ×L→ G ×L, (h,β) →
(
h − 〈α∨, β〉g, rα.β).
Then r(g,α) is a group homomorphism. It is an involution and in particular an element of the
group
AutG(G ×L) =
{
ϕ ∈ Aut(G ×L) ∣∣ ϕ(g,0) = (g,0) for all g ∈ G}.
Definition 4.1. We shall call a subset R ⊆ G × Δ a root system of the kind Δ extended by G if
the following are satisfied:
(R0) The projection R → Δ is surjective.
(R1) The image of the projection R → G generates G.
(R2) {0} × Δred ⊆ R.
(R3) rα.R ⊆ R for every α ∈ R.
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If we set
Sα :=
{
g ∈ G ∣∣ (g,α) ∈ R}
then the axioms (R0) to (R3) above are equivalent to those of a (not necessarily reduced) root
system of type Δ extended by G defined in [Yos04]. The anisotropic roots R× of an extended
affine root system (EARS) (see, for instance, [AAB+97]) form a root system of the kind Δ
extended by a finitely generated free abelian group G. So the results that follow are applicable to
EARSs.
We present some results about the sets Sα taken from [Yos04], Section 3. If two roots α and
β ∈ Δ have the same length, then Sα = Sβ . This allows us to define Ssh, Slg and Sex as follows.
Let x ∈ {sh, lg, ex}. If Δx is not empty then Sx := Sα where α ∈ Δx . Provided the following exist
we have
kΔSlg ⊆ Sex ⊆ Slg, kΔSsh ⊆ Slg ⊆ Ssh, and k2ΔSsh ⊆ Sex ⊆ Ssh, (4)
where kΔ is the number defined in (2) in the previous section. This means that condition (R1) is
equivalent to 〈Ssh〉 = G.
From now on, let G be a torsion-free group and let R be a root system of the kind Δ extended
by G.
Remark 4.2. The group AutG(G × L) is isomorphic to the semidirect product Hom(L,G) 
Aut(L), where we use the left action of Aut(L) on Hom(L,G) given by ϕ.ψ = ψ ◦ ϕ−1 for ϕ ∈
Aut(L) and ψ ∈ Hom(L,G). The isomorphism can be expressed by the action of Hom(L,G) 
Aut(L) on G ×L given by
(ϕ,ψ).(g,λ) = (g + ϕ ◦ ψ(λ),ψ(λ)).
We will identify the two isomorphic groups.
There is an injective group homomorphism
L∨ → Hom(L,Z), λ → (μ → 〈λ,μ〉)
This gives rise to a group homomorphism
G ⊗L∨ → G ⊗ Hom(L,Z) ∼= Hom(L,G),
which is injective since G is torsion-free. We will identify elements of G ⊗ L with their corre-
sponding images in Hom(L,G). With the two identifications discussed we have
r(g,α) =
(
g ⊗ α∨, rα
)
for every g ∈ G and α ∈ Δ.
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With the identification in Remark 4.2 it is straightforward to verify rαrβ = rrα.βrβ for all α and
β ∈ R. So, for every s and t ∈ T the element s.t := sts−1 is in T and defines a multiplication
T × T → T , (s, t) → s.t on T . As observed in Example 2.2 this multiplication turns T into a
discrete symmetric space.
Definition 4.3. We call T the discrete symmetric space associated to R.
Denote the discrete symmetric space associated to Δ by T . Then
T → T , r(g,α) → r(g,α) = rα
is well-defined and provides a surjective morphism. If α ∈ Δ is a root such that 2α ∈ Δ, then
rα = r2α . So, in view of (R2) the assignment rα → r˙α = r(0,α) for every α ∈ Δred defines a map
T → T , which is a system section for •.
Let A be the subgroup of AutG(G × L) generated by T . Then A acts on T by conjugation.
Denote by •A :T →A the embedding, then (A,•A) is a proper T -reflection group.
With Remark 4.2 we identify A with the subgroup of (G ⊗L∨)  Aut(L) generated by TA.
By definition V is the subgroup of Aut(L) generated by the reflections rΔ. LetK be the subgroup
of G ⊗L∨ generated by elements of the form
tK := tA t˙A = (g ⊗ α∨, rα)(0, rα) = (g ⊗ α∨,1) (5)
where t = r(g,α) with (g,α) ∈ R. Then A = K  V . Moreover the projection K  V → V is
•-compatible, and since V is the initial T -reflection group, we have A= V and K is the kernel
of A→ V .
Remark 4.4. Suppose R is of non-reduced type, i.e. of type BC	 (	 1). As done in [Hof07],
we will associate a trimmed version of R to it. However, here we will accomplish this by turning
short roots into extra long ones and not the other way around, as in the cited article. For a root
(g,α) ∈ R we set
trim(g,α) =
{
(2g,2α) if α ∈ Δsh,
(g,α) otherwise.
Then we define
R′ := trim(R) ⊆ Rlg ∪ Rex, Δ′ := Δlg ∪ Δex and G′ := 〈Slg〉 ⊆ G.
Then Δ′ is an irreducible finite root system. Its associated discrete symmetric space can be iden-
tified with the symmetric system T associated to Δ. The Weyl group V ′ of Δ′ then coincides, as
a T -reflection group, with V . Since we have rtrim(α) = rα and rα. trim(β) = trim(rα.β) for all α
and β ∈ R, the set R′ is a root system of kind Δ′ extended by G′.
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Aut(G′ × L′) extends to a unique element of Aut(G × L). This provides an injective group
homomorphism Aut(G′ ×L′) → Aut(G×L). This homomorphism maps r ′trim(α) to rα for every
α ∈ R. So it restricts to an isomorphism A′ →A. Using this isomorphism, we may identify the
discrete symmetric spaces T ′ and T .
Since our further investigations only depend on the discrete symmetric space T with its ter-
minal reflection group A, we may restrict ourselves to the case of a reduced root system Δ.
From now on, let Δ be a reduced irreducible root system. If R is of simply laced type, i.e.
only contains short roots, then K = G ⊗ L∨ since Ssh generates G. If R is of non-simply laced
type, we will use the concept of a twist decomposition to understand K better.
Definition 4.5 (Twist decomposition). Suppose Δ is of non-simply laced type. A decomposition
G = G1 ⊕G2 as a direct sum is called a twist decomposition ( for R) if the following conditions
are satisfied:
(T1) Ssh = (Ssh ∩ G1) + 〈Slg ∩ G2〉,
(T2) Slg = kΔ〈Ssh ∩ G1〉 + (Slg ∩ G2).
A root system R will be called twist-decomposable if it is of non-simply-laced type and G has a
twist decomposition, or if it is of simply laced type.
If G is finitely generated and free then R is twist-decomposable. (See [Aza99], Lemma 1.19.)
The twist number defined in [Aza99], Definition 1.18 in the case of EARSs is the rank of G1 for
a corresponding twist decomposition G = G1 ⊕ G2.
Remark 4.6. In view of the fact that 〈Ssh〉 = G, a decomposition G = G1 ⊕ G2 is a twist de-
composition if and only if the following conditions are satisfied:
(i) Ssh = (Ssh ∩ G1) + G2,
(ii) Slg = kΔG1 + (Slg ∩ G2),
(iii) 〈G2 ∩ Slg〉 = G2.
If it is a twist decomposition, then
(iv) 〈G1 ∩ Ssh〉 = G1,
(v) 〈Ssh〉 = G1 + G2 and 〈Slg〉 = kΔG1 + G2.
From now on suppose that R is twist-decomposable. If we have a twist decomposition G =
G1 ⊕ G2 then we will use the identification of L⊆ L∨ from Lemma 3.3. In this case we have
Lemma 4.7. K= (G1 ⊗L) ⊕ (G2 ⊗L∨).
Proof. Recall (5) and the fact that K is the subgroup of G ⊗ L∨ = (G1 ⊗ L∨) ⊕ (G2 ⊗ L∨)
generated by TK. Let TKsh be the subset of K consisting of the elements rKα with α ∈ Δsh and let
TK be the subset of K consisting of the elements rKα with α ∈ Δlg. Thenlg
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TKsh
〉= (G1 ⊗L) + (G2 ⊗L) and 〈TKlg 〉= (kΔG1 ⊗L∨)+ (G2 ⊗L∨).
Since kL∨ ⊆ L⊆ L∨ by Lemma 3.3 we obtain the claim of the lemma. 
Definition 4.8. A reflection bihomomorphism b :K2 → Z is called admissible if the following
condition is satisfied: If s and t ∈ T with s ⊥ t then b(sK, tK) = 0.
Remark 4.9. There is an abelian group KupriseK and an admissible reflection bihomomorphism
uprise :K2 →KupriseK, (x, y) → x uprise y
such that the following universal property is satisfied: For any admissible b :K2 → B there is a
unique group homomorphism ϕ :KupriseK→ B such that the following diagram commutes:
K2
b
KupriseK
ϕ
B.
The group KupriseK can be constructed as the quotient of K⊗K by the subgroup generated by
the union of the sets
M1 =
{
tK1 ⊗ tK2
∣∣ t1 and t2 ∈ T with t1 ⊥ t2},
M2 =
{
tK1 ⊗ tK2 − sV .tK1 ⊗ sV .tK2
∣∣ t1, t2 ∈ T and s ∈ S},
M3 =
{
tK ⊗ tK ∣∣ t ∈ T },
M4 =
{
tK1 ⊗ tK2 + tK2 ⊗ tK1
∣∣ t1 and t2 ∈ T } and
M5 =
{
tK ⊗ sV .tK ∣∣ t ∈ T and s ∈ S}.
Recall that R is supposed to be twist-decomposable and consider the map
(
G ⊗L∨)2 → (G ∧ G) ⊗ (L∨ L∨), (g,λ,h,μ) → (g ∧ h) ⊗ (λμ).
Its restriction to K2 is admissible. So, by the universal property of KupriseK there is a group homo-
morphism ψ such that the following diagram commutes:
K2 KupriseK
ψ
(G ∧ G) ⊗ (L∨ L∨).
Theorem 4.10. The map ψ is injective and if R is simply laced, it is surjective.
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mutative and associative and identify K⊗K with the subgroup of G⊗G⊗L∨ ⊗L∨ generated
by {g ⊗ h ⊗ α ⊗ β | (g,α) and (h,β) ∈ R}.
First we assume that R is simply laced, so K ∼= G ⊗ L∨. We will use the sets M1 to M5
defined in Remark 4.9 and restate them here. LetKK be the quotient ofK⊗K by the subgroup
generated by the union of the sets
M1 =
{
g ⊗ h ⊗ α∨ ⊗ β∨ ∣∣ (g,α), (h,β) ∈ R with rα ⊥ rβ} and
M2 =
{
g ⊗ h ⊗ (α∨ ⊗ β∨ − (rγ .α∨)⊗ (rγ .β∨)) ∣∣ (g,α), (h,β) ∈ R and γ ∈ Δ}.
By π :K ⊗ K→ K  K we denote the quotient morphism. Recall the properties of L∨  L∨
given in Proposition 3.6. We have
KK∼= G ⊗ G ⊗ (L∨ L∨).
Now set
M3 =
{
g ⊗ g ⊗ α∨ ⊗ α∨ ∣∣ (g,α) ∈ R},
M4 =
{
g ⊗ h ⊗ α∨ ⊗ β∨ − h ⊗ g ⊗ β∨ ⊗ Vα∨ ∣∣ (g,α), (h,β) ∈ R}
M ′4 =
{
(g ⊗ h − h ⊗ g) ⊗ α∨ ⊗ β∨ ∣∣ (g,α), (h,β) ∈ R} and
M5 =
{
g ⊗ g ⊗ α∨ ⊗ (rγ .α∨) ∣∣ (g,α) ∈ R and γ ∈ Δ}.
Note that π(M4) = π(M ′4) since (L∨)2 → L∨  L∨ is symmetric according to Lemma 3.4. So
KupriseK is the quotient of KK by its subgroup generated by π(M3) ∪ π(M ′4) ∪ π(M5). Since
L∨ L∨ is generated by
{
α∨  α∨
∣∣ α ∈ Δ}∪ {α∨  (rβ .α∨) ∣∣ α and β ∈ Δ}
due to Proposition 3.6, we have KupriseK∼= (G ∧ G) ⊗ (L∨ L∨).
Now we assume that R is not simply laced and that there is a twist decomposition G =
G1 ⊕ G2. We have
K⊗K= ((G1 ⊗L) ⊕ (G2 ⊗L∨))⊗ ((G1 ⊗L) ⊕ (G2 ⊗L∨))
= (G1 ⊗ G1 ⊗L⊗L) ⊕
(
G1 ⊗ G2 ⊗L⊗L∨
)
⊕ (G2 ⊗ G1 ⊗L∨ ⊗L)⊕ (G2 ⊗ G2 ⊗L∨ ⊗L∨).
Set
KK= (G1 ⊗ G1 ⊗ (LL))⊕ (G1 ⊗ G2 ⊗ (LL∨))
⊕ (G2 ⊗ G1 ⊗ (L∨ L))⊕ (G2 ⊗ G2 ⊗ (L∨ L∨)).
Then KK can be obtained as a quotient of K⊗K by some subgroup of the group 〈M1 ∪ M2〉.
Denote the quotient homomorphism by π :K⊗K→KK.
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KupriseK= ((G1 ∧ G1) ⊗ (LL))⊕ ((G1 ⊗ G2) ⊗ (LL∨))⊕ ((G2 ∧ G2) ⊗ (L∨ L∨)).
Then K uprise K can be obtained as a quotient of K  K by some subgroup of 〈π(M3 ∪ M4 ∪
M ′4 ∪ M5)〉. For this, note that L∨  L∨ is generated by the set {α∨  α∨ | α ∈ Δlg} ∪ {α∨ 
(rβ .α
∨) | α ∈ Δlg, β ∈ Δ} and with the identification L⊆ L∨ from Lemma 3.3 the group LL
is generated by the set {α∨  α∨ | α ∈ Δsh} ∪ {α∨  (rβ .α∨) | α ∈ Δsh, β ∈ Δ}.
By Remark 3.8, we have LL⊆ LL∨ ⊆ L∨ L∨. So KK is a subgroup of
G ∧ G ⊗ (L∨ L∨)= ((G1 ∧ G1) ⊗ (L∨ L∨))⊕ ((G1 ⊗ G2) ⊗ (L∨ L∨))
⊕ ((G2 ∧ G2) ⊗ (L∨ L∨)).
By the way we have constructed KupriseK, there is a surjective homomorphism KupriseK→KupriseK
and overall we have the following commuting diagram:
KupriseK
ϕK2 KupriseK
ψ
(G ∧ G) ⊗ (L∨ L∨),
where ϕ is injective. This means that the map ψ is injective. 
Corollary 4.11. The group KupriseK is isomorphic to a subgroup of G∧G and is thus torsion-free.
Proof. By the preceding theorem, the group K upriseK is isomorphic to a subgroup of (G ∧ G) ⊗
(L∨ L∨), which in turn is isomorphic to G ∧ G by Proposition 3.6. 
Definition 4.12 (Weyl group). Suppose R is twist-decomposable. Then the T -reflection group
Auprise is called the Weyl group of R.
This new notion of a Weyl group coincides with the existing notion of a Weyl group when R
can be interpreted as an EARS.
Recall that cU :K2 → (KU )′ (defined in Remark 2.18) is a reflection bihomomorphism due to
Proposition 2.21.
Lemma 4.13. The reflection bihomomorphism cU is admissible.
Proof. Suppose s and t ∈ T . There are (g,α) and (h,β) ∈ R such that s = r(g,α) and t = r(h,β).
Now we suppose s ⊥ t , in other words rα ⊥ rβ . This implies 〈α∨, β〉 = 0. So we have
s.t = r(g,α).r(h,β) = r(h+〈α∨,β〉g,r .β) = r(h,β) = t.α
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[
sU , tU
]= [sU , t˙U ]= [s˙U , tU ]= [s˙U , t˙U ]= 1 and thus[
sU s˙U , tU t˙U
]= sU s˙U tU t˙U s˙U sU t˙U tU = tU t˙U sU s˙U s˙U sU t˙U tU = 1
in U . Written additively, in the center of U this means cU (sK, tK) = 0. 
Denote the Weyl group of R by W . The T -reflection morphism U →W restricts to a surjec-
tive group homomorphism ϕ : (KU )′ → (KW )′.
Proposition 4.14. The map ϕ is an isomorphism.
Proof. The way cU and cW are defined in Remark 2.18 the following diagram commutes:
KupriseK
id
K2
uprise
cU
cW
uprise
(KU )′
ϕ
(KW )′
KupriseK.
The map (KW )′ →KupriseK exists due to Corollary 2.20. The map KupriseK→ (KU )′ exists by the
universal property of uprise. It is surjective, so ϕ is injective. 
Due to the preceding proposition we have the commutative diagram
1 (KU )′ (KW )′
ker(U →W)
ψ
U W
ker(Uab →Wab) Uab Wab
and by Lemma 2.11 we obtain
Corollary 4.15. The map ψ is an isomorphism.
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root system. Let G be a free abelian group. Let R be a twist-decomposable root system of kind
Δ extended by G. Let T be the discrete symmetric space associated to R. Let U be the initial
T -reflection group and let W be the Weyl group. Using the ab-functor we obtain the following
commutative diagram:
ker(U →W) U W
ker(Uab →Wab) Uab Wab,
where U →W is a T -reflection morphism, Uab →Wab is a T ab-reflection morphism and U →
Uab and W →Wab are ab-compatible. The groups Uab and Wab are just the abelianizations of
U and W respectively.
Theorem 4.16. The map ker(U →W) → ker(Uab →Wab) is an isomorphism.
Proof. The composition ker(U →W) → ker(Uab →Wab) → ker(Uab →Wab) is an isomor-
phism due to Corollary 4.15 and Proposition 2.15. 
The author expects that this result will be used to answer the question stated in the introduction
of this article for the general class of Weyl groups that the result is stated for. On the other hand,
it seems possible that some of the hypotheses of the theorem are not necessary: For type A1 root
systems, for instance, the hypothesis about the abelian group G could be generalized from ‘free’
to ‘torsion free,’ or even ‘involution free.’ The theorem may generalize to this weaker hypothesis.
In the same spirit it would be of interest to understand if the hypothesis ‘twist-decomposable’ is
necessary.
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