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s.2013.0Abstract An efﬁcient numerical method based on quintic nonpolynomial spline basis and high
order ﬁnite difference approximations has been presented. The scheme deals with the space contain-
ing hyperbolic and polynomial functions as spline basis. With the help of spline functions we derive
consistency conditions and high order discretizations of the differential equation with the signiﬁcant
ﬁrst order derivative. The error analysis of the new method is discussed brieﬂy. The new method is
analyzed for its efﬁciency using the physical problems. The order and accuracy of the proposed
method have been analyzed in terms of maximum errors and root mean square errors.
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5.009 d2y
dx2
þ U x; y; dy
dx
  ¼ 0
yðaÞ ¼ ya; yðbÞ ¼ yb; a < x < b
(
ð1Þ
where the function U is supposed to be sufﬁciently smooth in
order to a unique solution exists and ya, yb are ﬁnite constants.
The mathematical formulations of a wide variety of engi-
neering problems are modeled by nonlinear systems of differ-
ential equations depending upon second order derivative of
unknowns [1–4]. But we have limited scope of solving the vast
majority of differential equations in explicit, analytic form,
hence the design of suitable numerical algorithms for
accurately approximating solutions is essential. The ubiquity
of deferential equations throughout mathematics and itsgyptian Mathematical Society.Open access under CC BY-NC-ND license.
116 N. Jha, R.K. Mohantyapplications has driven the tremendous research efforts de-
voted to numerical solution schemes. Nowadays, one has the
luxury of choosing from a wide range of excellent software
packages that provide reliable and accurate results for a broad
range of systems, at least, for solutions over moderately long
time periods. However, all of these packages and the underly-
ing methods have their limitations. Explicit solutions, when
known, can also be used as test cases for tracking the reliability
and accuracy of a chosen numerical scheme.
We survey some of the computational techniques for solv-
ing second order boundary value problems. In [5], author con-
sidered spline scaling functions and wavelets for singularly
perturbed problems and discussed their convergence theory.
A numerical algorithm based on optimal monitor function
for mesh selection was developed for second order differential
equations in [6]. The quintic spline difference scheme for linear
boundary value problem was developed by [7]. In [8], author
had provided an exhaustive list of references based on spline
solution of two point boundary value problems in his review
article. In [9], exponential spline basis for the numerical solu-
tion of two point boundary value problems over a semi-inﬁnite
range was discussed in detail. A quartic B-spline collocation
scheme for ﬁfth order boundary value problems had been
developed by [10]. A uniformly convergent monotone iterative
method for nonlinear boundary value problems occurring in
population dynamics and heat conduction phenomenon were
discussed by [11,12]. Reference [13] had developed quintic non-
polynomial spline functions to obtain approximate solution of
boundary value problems with singular perturbation. Quintic
nonpolynomial spline function with polynomial and trigono-
metric parts to obtain numerical solution of second order dif-
ferential equations subject to the neumann boundary
conditions was discussed by [14]. In the recent past, researchers
have developed a C1-differentiable trigonometric and expo-
nential spline basis for the solution of second and higher order
differential equations. The detail study of nonpolynomial
spline basis for second and higher order differential equations
were presented by [15–17].
In the present paper, an efﬁcient numerical algorithm based
on hyperbolic functions as nonpolynomial spline basis and ﬁ-
nite difference approximations has been developed for solving
second order boundary value problems. The essence of the
method lies in the fact that it offers sixth order of accuracy
for differential equations with signiﬁcant ﬁrst order derivative.
The proposed method uses evaluations at two off steps nodes.
The frequency of the trigonometric parts in the nonpolynomial
spline basis optimizes the accuracy of the solution. The method
shows superiority in terms of order and accuracy over existing
methods because it provides continuous approximations for y
and dy/dx. Also the C1 -differentiability of the trigonometric
part of nonpolynomial spline basis compensates for the loss of
smoothness inherited by the polynomial approximations func-
tions [18]. For practical purposes, we have solved both nonlin-
ear and linear problems. The resulting difference equations are
solved using standard Newton’s method in case of nonlinear prob-
lem while Gauss-elimination method is used for linear problems.
2. Nonpolynomial spline ﬁnite difference approximations
The numerical scheme has been developed on the domain of
integration X= [a, b] with the partitions {a= x0 <x1 <   < xn+1 = b} using the uniform mesh step size
h= (b  a)/(n+ 1), where n 2 Zþ. The nonpolynomial spline
function spaces are more ﬂexible than polynomials [19,20]. Our
approach includes the basis
I ¼ f1; x; x2; x3; sinhðl1xÞ; coshðl2xÞg
or I ¼ f1; x; x2; x3; x4; x5g when ðl1; l2Þ ! ð0; 0Þ
The basis I in the limiting case (l1, l2)ﬁ 0, is consistent with
the polynomial spline basis I and it can be easily investigated
using the series expansions of hyperbolic functions.
Now, for each segment [xk, xk+1], k= 0(1)n, let Sk(x) be
the interpolating nonpolynomial function which interpolate
y(x) at xk deﬁned as follows:
SkðxÞ ¼ ak sinhðl1ðx xkÞÞ þ bk coshðl2ðx xkÞÞ
þ ckðx xkÞ3 þ dkðx xkÞ2 þ ekðx xkÞ þ fk ð2Þ
where l1 and l2 are the frequency of hyperbolic part of the
spline basis and the coefﬁcients ak, bk, ck, dk, ek and fk are
obtained using the following relations
SkðxkÞ ¼ yk; S00kðxkÞ ¼Mk; S00kðxk1=2Þ
¼Mk1=2; S0000k ðxkÞ ¼ Fk ð3Þ










2Fkðcoshðt2Þ  1Þ þ h22ðMk Mkþ1ÞÞ sinhðh1Þ
6hh22 sinhðt1Þð1 coshðt1ÞÞ
þ h




















; h1 ¼ hl1; h2 ¼ hl2; t1 ¼
h1
2
; t2 ¼ h2
2
Now, using the continuity conditions of ﬁrst and third
derivatives, that is
S0k1ðxkÞ ¼ S0kðxkÞ
S000k1ðxkÞ ¼ S000k ðxkÞ

ð4Þ
Eliminating Fk from Eq. (4), we obtain the following nonpoly-
nomial spline relation
yk1  2yk þ ykþ1 þ aðMk1 þMkþ1Þ þ bMk þ cðMk1=2
þMkþ1=2Þ
¼ 0 ð5Þ
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a ¼  1
6
ðh2ðð12h22ðcoshðt2Þ  1Þ sinhðh1Þ þ ð6h21ð2þ h22  2
 coshðh2ÞÞ sinhðt1Þ þ h31ð6 coshðh2Þ  6 2h22 coshðt2Þ
 h22Þ þ 12h1h22ð1 coshðt2ÞÞÞÞ=ðh21h22ð2ðcoshðt2Þ  1Þ
 sinhðh1Þ þ 2ð1 coshðh2ÞÞ sinhðt1Þ þ h1ð1 2 coshðt2Þ
þ coshðh2ÞÞÞÞÞÞ
b ¼  1
3
h2 12 h22  h21
 
sinhðh1Þ  6h21h22 sinhðt1Þ þ h31 6þ h22
 
þ12h1ðh1 sinhðt1Þ  h22Þ







coshðt2Þ þ 12h21ðsinhðh1Þ  sinhðt1ÞÞ
 6h31

=ðh21h22ððh1  2 sinhðt1ÞÞ coshðh2Þ þ 2ðsinhðh1Þ
 h1Þ coshðt2Þ þ 2 sinhðt1Þ þ h1  2 sinhðh1ÞÞÞ
c ¼  1
3
h2 6 sinhðh1Þ h21  h22
 þ h31ðh22  6Þ
þ 6h1h22

coshðh2Þ  3h21 sinhðh1Þð2þ h22Þ
þ 6h22ðð1 h1Þ sinhðh1Þ




2ððh1  2 sinhðt1ÞÞ coshðh2Þ

þ 2ðsinhðh1Þ  h1Þ coshðt2Þ þ 2 sinhðt1Þ þ h1  2 sinhðh1ÞÞÞ
When (l1, l2)ﬁ (0, 0) or equivalently (h1, h2)ﬁ (0, 0) and (t1,
t2)ﬁ (0, 0), we obtain ða; b; cÞ !  h260 ½1; 26; 16 and the non-
polynomial spline relation deﬁned by (5) reduces into usual
quintic polynomial spline difference scheme.








ð3yk1  4yk  yk1Þ ð7Þ
eFkþs ¼ U xkþs; ykþs; ~y0kþs ; s ¼ 0;1 ð8Þ
~yk1=2 ¼ 1
32
ð15yk1 þ 18yk  yk1Þ 
h2
64





ð5yk1  6yk  yk1Þ 
h
48









k1 ¼ ~y0k 
h
3
ð2 eFk þ eFk1Þ ð12Þ
M
_















fMk ¼ U xk; yk; y__0k  ð15Þwhere r1, r2 and r3 are to be determined so as to satisfy the
approximationsMk  ~Mk ¼ Oðh8Þ and Mk M
_
k} ¼ Oðh8Þ; } ¼ 1; 1=2
Now, incorporating the above approximations into the Eq. (5),
we obtain the following nonpolynomial spline ﬁnite difference
scheme for k= 1(1)n









where y0 = ya and yn+1 = yb. If we choose ½a; b; c ¼
 h2
60
½1; 26; 16, the method (6) reduces to the method of
[22,23]. The method (16) has local truncation error of sixth or-
der. Since the difference scheme computes yk1, yk and yk+1
and the resulting scheme has tri-diagonal iteration matrix,
the method is compact. Neglecting O(h8) and higher order
terms, the method is applicable to the numerical solution of
linear and nonlinear second order differential equation with
appropriate Dirichlet’s boundary conditions. For the nonlin-
ear problems, standard Newton’s method can be used with suf-
ﬁciently close initial guess and in case of linear problems
Gauss-elimination solver is used for computations.3. Formulation of the difference scheme
In this section, we explain the formulation of the hyperbolic
spline ﬁnite difference method (16) and obtain its local trunca-
tion errors.
The series expansion yields the approximations (6) and (7)
as











































With the help of Eq. (8), we get























wherex1 ¼ 5Rk yð3Þk
 2
þ 3Qkyð5Þk x2 ¼ 4Qð1Þk yð3Þk þQkyð4Þk x3
¼ 3 2Qkyð5Þk þ 5Qð1Þk yð4Þk
 









k þ 12Qð1Þk yð5Þk





With the help of series expansion, we obtain












































































r11 r12 r13 r14 r15 r16
r21 r22 r23 r24 r25 r26
r31 r32 r33 r34 r35 r36
r41 r42 r43 r44 r45 r46
r51 r52 r53 r54 r55 r56









where rlm, l, m= 1(1)6 to be determined so as to obtain the
following approximations
~yk1=2  yk1=2 ¼ Oðh5Þ ð25Þ
~y0k1=2  yð1Þk1=2 ¼ Oðh5Þ ð26Þ
M
_ 0
k1  yð1Þk1 ¼ Oðh4Þ ð27Þ
Using the approximations (19)–(23) in Eq. (24) and equating
the like powers of h, we get the values of undermined coefﬁ-
cients alm that satisﬁes the relations (9), (10) and (12), further
it leads to the following approximations












k þ 8ðx1  x3Þ
 
þOðh7Þ ð28Þ







































With the help of approximations (28)–(30), we may write the
equations (11) and (13) as follows:
M
_

























x5 ¼ 45 5yð5Þk  4x2
 





þ 57yð6Þk þ 16ðx1  x3Þ
 
Qkx6




k þ 3yð6Þk þ x1  x3
 
Qk









k  yð1Þk ¼ Oðh4Þ. Using the approximations (20), (31) and
















With the help of relations (3), we can easily obtain
Mkþ1 Mk1 ¼ yð2Þkþ1  yð2Þk1































Applying the approximation (17), (34) and (35), we can rewrite
the Eq. (33) as follows:
































Form the Eq. (34), if
2ðr1 þ r2Þ þ r3 þ 1
6
¼ 0 ð37Þ
Then, we obtain ~~y0k  yð1Þk ¼ Oðh4Þ and
~~y0k ¼ yð1Þk þ
h4
120
ð1þ 40ðr1 þ r2Þ þ 5r3Þyð5Þk  20r1x2
 
þOðh6Þ ð38Þ
Now, with the help of Eq. (15), we get
f
Mk ¼Mk þ h
4
120
ðð1þ 40ðr1 þ r2Þ þ 5r3Þyð5Þk  20r1x2Þ
þOðh6Þ ð39Þ
Using the ﬁnite difference approximations (31), (32) and (39)
in the hyperbolic spline relation (5), we obtain
















 cÞQk 4Qð1Þk yð3Þk þQkyð4Þk
 
þOðh8Þ ð40Þ
The difference method (40) is to be of O(h8), if the coefﬁcient
of h6 vanishes. Since a, b and c are O(h2), we must have
8aþ 24br1  c ¼ 0 ð41Þ
128aþ 24ð5r3 þ 40ðr1 þ r2Þ þ 1Þb 7c ¼ 0 ð42Þ
Solving the Eqs. (37), (41) and (42) for r1, r2 and r3, we obtain
Quintic hyperbolic nonpolynomial spline and ﬁnite difference method for nonlinear second order 119r1 ¼ ð8a cÞ=ð24bÞ
r2 ¼ ð112a 4b 23cÞ=ð720bÞ
r3 ¼ ð128a 56b 7cÞ=ð360bÞ
ð43Þ
Thus, the local truncation error becomes O(h8) and hence the
method is sixth order accurate.
4. Error analysis
In this section, we investigate the error of the hyperbolic spline







þ bðxÞyþ gðxÞ ¼ 0; 0 6 x 6 1 ð44Þ
Applying the quintic nonpolynomial spline ﬁnite difference
technique (16) to the differential Eq. (44), we obtain the fol-
lowing difference equation:













































































and Tk = O(h
8).Incorporating the boundary values, the system of algebraic
equations given by (45) in matrix notations can be written as
Pyþ Jþ T ¼ 0 ð46Þ
where
Let Y= [y(x1), y(x2), . . ., y(xn)]
T @ y= [y1, y2, . . ., yn]T
satisﬁes
PYþ J ¼ 0 ð47Þ
Let ek = Œyk  y(xk)Œ be the discretization errors at the grid
point xk and e = [e1, e2, . . ., en]
T be the error vector. With
the help of Eqs. (46) and (47), we obtain the error equation














¼maxkfjgkj; jgk1j; jgk1=2jg; G
^
¼minkfjgkj; jgk1j; jgk1=2jg
Then, for k= 1(1)n





















































































Since a, b and c are all O(h2), hence, for sufﬁciently small h and
hi, ti, i= 1, 2, we obtain
jPk;kþ1j 6 1; k ¼ 1ð1Þn 1 and jPk;k1j 6 1; k ¼ 2ð1Þn
Thus, P is irreducible and monotone [21]. Consequently, we
ﬁnd P1 exists and P1P 0.
Now, let
Sk ¼
qk þ rk; k ¼ 1
pk þ qk þ rk; k ¼ 2ð1Þn 1
pk þ qk; k ¼ n
8<:
From the error Eq. (48), we obtain the error bound
kek 6 kP1k:kTk ð49Þ
If P1ij be the (i, j)th element of P






			 			 and kTk ¼ max16i6njTij ð50Þ
Also, from the theory of matrix, we have
Xn
j¼1
P1ij Sj ¼ 1; i ¼ 1ð1Þn ð51Þ






















Figure 1 Numerical solution vs. analytical solution for Problem
5.1.
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Also, we have 2a+ 2b+ c= h2. Hence, it follows that
iei 6 O(h6). The error analysis of nonlinear problems can be
investigated in a similar manner and we conclude above results
in the following theorem:
Theorem 4.1. The hyperbolic spline ﬁnite difference method
deﬁned by (16) for solving the second order boundary value
problems, with sufﬁciently small h and (l1, l2) gives a sixth
order convergent solution.5. Computational illustrations
In this section, we have implemented our method for solving
some of the problems arising in population dynamics, ﬁrst or-
der equation in chemical reactor, heat transfer and convection-
diffusion problems. We compute the maximum absolute er-
rors: Ln1ðeÞ and root mean square errors: Ln2ðeÞ using the fol-
lowing formula







The numerical accuracy are obtained using following three
approaches
(a) Sixth order ﬁnite difference method.
(b) Hyperbolic spline ﬁnite difference method (l1 = l2).
(c) Hyperbolic spline ﬁnite difference method (l1 „ l2).
The symbols Ln1ðeÞ and Ln2 ðeÞ represents the estimates of
Ln1ðeÞ and Ln2ðeÞ in case of hyperbolic spline ﬁnite difference
method (l1 = l2) while L
n
1 ðeÞ and Ln2 ðeÞ represents the esti-
mates of Ln1ðeÞ and Ln2ðeÞ in case of sixth order polynomial
spline ﬁnite difference method.Table 1 The maximum absolute error and root mean square error
n l1 l2 L
n
2ðeÞ
10 0.010 0.110 1.02e0
20 0.010 2.760 2.96e0
30 2.290 0.030 3.69e0






þ y 1  ¼ 0
yð0Þ ¼ yð1Þ ¼ 0; 0 < x < 1
(









































The numerical results comprising maximum absolute errors
and root mean square errors are reported in Table 1 for vari-
ous mesh arrangements corresponding to k= 0.01 and opti-
mum frequency parameter (l1, l2). The numerical solution
obtained using hyperbolic spline ﬁnite difference scheme clo-
sely approximate the analytical solution. Fig. 1 illustrate the
comparison of numerical solution and analytical solution val-
ues at n= 80. The proposed numerical solution gives almost
overlapping behavior with the corresponding exact solution
values.
Problem 5.2. Consider the heat transfer in a thin wire with the
given temperatures AP 0 and BP 0 at two ends. The temper-
ature distribution y(x) in the thin wire based on Boltzmann
fourth power law is given byfor Problem 5.1.
l1 = l2 L
n
2 ðeÞ Ln2 ðeÞ
3 0.0400 1.68e02 1.88e02
5 0.0500 4.77e04 1.76e03
6 0.1430 2.71e05 2.86e04
8 0.2039 1.08e06 6.61e05
Table 2 The maximum absolute error and root mean square error for Problem 5.2.
n l1 l2 L
n
1ðeÞ Ln2ðeÞ Ln1 ðeÞ Ln2 ðeÞ
10 3.680 0.010 1.23e06 7.80e07 2.17e06 1.55e06
20 0.503 0.303 1.65e08 9.08e09 5.41e08 3.65e08
40 3.281 1.282 2.84e10 1.54e10 1.02e09 6.78e10
80 6.046 6.000 4.98e12 2.53e12 1.74e11 1.15e11
Table 3 The maximum absolute error and root mean square error for Problem 5.3.
n l1 l2 L
n
1ðeÞ Ln2ðeÞ Ln1 ðeÞ Ln2 ðeÞ
10 0.200 0.100 1.60e07 1.25e07 overﬂow overﬂow
20 3.200 0.100 7.18e09 5.45e09 overﬂow overﬂow
40 4.600 0.800 9.45e11 7.08e11 overﬂow overﬂow
80 8.000 2.200 5.71e12 4.25e12 overﬂow overﬂow
Table 4 The maximum absolute error and root mean square error for Problem 5.4.
n l1 l2 L
n
1ðeÞ Ln2ðeÞ Ln1 ðeÞ Ln2 ðeÞ
10 0.2 0.1 8.43e07 6.52e07 overﬂow overﬂow
20 3.2 0.1 2.62e08 1.98e08 overﬂow overﬂow
40 4.6 0.8 2.14e10 1.59e10 overﬂow overﬂow
80 8.0 2.2 3.12e12 2.31e12 overﬂow overﬂow







þ kgðxÞ ¼ ky4; yð0Þ ¼ A; yð1Þ ¼ B
where k> 0 is a constant and g(x) denotes the surrounding
temperature (see [1]). The proposed method is tested for the
solution of above problem using exact solution y(x) = sin(px).
The function g(x) may be obtained from analytical solution as
a test procedure. The maximum absolute errors are obtained in
Table 2 from the presented method corresponding to k= 1
and optimum value of frequency (l1, l2).






  ¼ kyð1 yÞ þ gðxÞ
yð0Þ ¼ yð1Þ ¼ 0; 0 < x < 1;
(
where k is a positive constant and g(x)P 0 is an internal
source (see [4,11]). The analytical solution of the problem is gi-
ven by y(x) = x  x2. The problem is solved using proposed
method using standard Newton’s solver with k= 1. Table 3
presents the numerical accuracy of computed solution with er-
ror tolerance of 1015. The method takes very little iteration to
converge the desired accuracy.
Problem 5.4. Consider the nonlinear problem arising in chem-









¼ kð1 yÞem=ð1þyÞ þ gðxÞ
yð0Þ ¼ 1; yð1Þ ¼ 1=2; 0 < x < 1
(
The analytical solution of the problem is yðxÞ ¼ 1 x2
2
. The
computational results are shown in Table 4 for k= 1,
m= 0.5 and various values of n.The tabulated results show that two parameter hyperbolic
spline ﬁnite difference method shows superiority over single
parameter method and classical ﬁnite difference technique. In
case of nonlinear problems, the ﬁnite difference method gives
divergent solution. The proposed method can be extended to
nonlinear elliptic problems.6. Conclusion
The proposed method is sixth order accurate using two param-
eter hyperbolic nonpolynomial spline basis for the numerical
treatment of two point boundary value problems with signiﬁ-
cant ﬁrst order derivative. The signiﬁcance of two parameters
has been shown while solving convection dominated equa-
tions. Proposed method provides the convergent solution to
the problems related with logistic equation in population
dynamics and chemical reactor theory, compared with classical
ﬁnite difference method. The graphical illustration of numeri-
cal results shows that the proposed method maintains a very
high accuracy for dealing with the solution.Acknowledgements
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