ABSTRACT Multivariate time series forecasting recently has received extensive attention with its wide application in finance, transportation, environment, and so on. However, few of the currently developed models have considered the impact of noise on prediction. Since multivariate time series contains multiple subsequences with strong nonlinear fluctuations, it is also difficult to obtain satisfactory prediction results. In this paper, aiming at improving prediction performance, we have proposed a novel ensemble threephase model called adaptive noise reducer-stacked auto-encoder-validating-AdaBoost-based long shortterm memory (ANR-SAE-VALSTM). We start with an introduction of a novel ANR for time series noise elimination. The SAEs are then used to extract features from the de-noised multivariate time series. Finally, we feed the de-noised features into the VALSTM to train an ensemble over-fitting prevention predictor. The proposed model is employed on the Beijing PM2.5 dataset and GEFCom2014 Electricity Price dataset. Compared with other popular models, the proposed model has achieved the best prediction performance in all prediction horizons. In addition, a careful ablation study is conducted to demonstrate the efficiency of our model design.
I. INTRODUCTION
Multivariate time series forecasting has been widely applied in many fields, e.g., financial market forecasting [1] - [3] , energy forecasting [4] , [5] , and environmental pollution forecasting [6] . It is of great significance to predict future new trends or potential hazardous events based on historical observations. For instance, accurate electricity price forecasting makes it possible to allow power generation plants to construct optimal price bidding strategy. Accurate environmental pollution forecasting can provide timely environmental quality information to assist in environmental management decisions. However, how to preprocess the complex chaotic multivariate time series, capture features among
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Multivariate time series is chaotic and noisy. For example, in the Beijing PM2.5 dataset, the target series is PM2.5, and the correlated variables include dew point (DEWP), temperature (TEMP), pressure (PRES), etc. Besides these measurable universal indicators, there are also noise factors such as local factory waste emissions and regional greening conditions related to PM2.5. However, these factors show randomness and abruptness, so it is difficult to consider them as related variables. Hassani et al. [7] pointed out that noise in time series seriously reduced the efficiency and effectiveness of analysis. Therefore, it is necessary to eliminate noise before analyzing the multivariate time series. However, due to the non-stationary and non-linear characteristics of the multivariate time series, traditional de-noising methods have many limits. Although the theory of frequency domain analysis is mature, it is still difficult to separate the time series of overlapping frequencies. The Wavelet Transform (WT) [8] - [10] is excellent in time-frequency localization. However, its de-noising ability depends on the selection of wavelet base function and the determination of threshold. Empirical Mode Decomposition (EMD) based de-noising method [11] - [13] applies EMD to decompose time series to multiple Intrinsic Mode Functions (IMFs) and a Residue (R). As the noise is concentrated in the high-frequency IMFs, only the noise reduction of the high-frequency IMFs is required. However, there are still two problems with EMD based de-noising method: (1) the difficulty to determine demarcation points of the high-frequency IMFs and low-frequency IMFs; and (2) how to de-noise the high-frequency IMFs. In order to address these two issues, we propose an Adaptive Noise Reducer (ANR) based on Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN). The idea of Permutation Entropy (PE) [14] is used to determine the demarcation point of high-frequency IMFs and lowfrequency IMFs, and an adaptive soft threshold function is constructed to de-noise high-frequency IMFs.
Extracting the features of the time series and finding a more reasonable data input format help to reduce the training time and speed up the convergence [15] , so it's essential to extract features before training predictor. Convolutional Neural Network (CNN) [16] , [17] and Auto-Encoder (AE) [18] , [19] are two effective time series feature extraction methods. CNN applies convolution layers on each variable time series aiming to extract distinctive features in the individual input time series. Although CNN adds a merged layer to concatenate the distinctive features, it still loses a lot of associated information. Furthermore, CNN is a kind of supervised learning. In the back propagation, the model needs to adjust both the weights of the predictor (e.g. MLP and RNN) and CNN, which leads to slowing convergence and falling into local optimum easily. AE is another effective method for time series feature extraction. AE is unsupervised, so feature extraction and time series prediction can be completely separated. Furthermore, AE treats the entire multivariate time series, which can fully take into account the relationship among multivariate time series so that the extracted features are more representative and robustness. However, singlelayer AE can only construct simple function mapping, making it difficult to handle complex multivariate time series. In this paper, we use stacked auto-encoders (SAEs) [20] to extract features of multivariate time series layer by layer and fully consider the dependencies among multiple variables.
Time series analysis methods based on stochastic process theory and mathematical statistics have been difficult to deal with complex multivariate time series. In recent years, Recurrent Neural Networks (RNN) has become the most popular deep learning method for time series forecasting [21] , [22] . The variant of RNN in particular, called Long Short-Term Memory (LSTM) [23] has significantly improved the prediction performance as it can effectively capture long-and short-term dependencies of time series. However, multivariate time series usually contains multiple subsequences with strongly nonlinear fluctuations, making it hard to obtain ideal prediction performance. To address this issue, many researches [24] - [26] apply the AdaBoost algorithm to combine a series of weak predictors to obtain a strong predictor, thus improving prediction accuracy. Nevertheless, these AdaBoost methods suffer from the over-fitting problem when used for time series forecasting. In each iteration of the AdaBoost algorithm, only the prediction error on the training set is considered so that the final weight of each predictor is also only related to the prediction error on the training set. As the weak predictor is continually added, the upper bound of the prediction error on the training set will continuously drop, and the risk of over-fitting will inevitably occur. To alleviate this issue, an improved Validating AdaBoost algorithm (V-AdaBoost) is proposed in this paper. V-AdaBoost algorithm adds the weight distribution of the validation set in each iteration. The weight of the predictor in each iteration is determined by both the prediction error on the training set and the validation set, which can largely prevent over-fitting and improve the generalization ability of the predictor.
The major contributions of this paper are summarized as follows:
1) A novel ensemble model called ANR-SAEs-VALSTM is proposed for multivariate time series forecasting.
Its superiority and effectiveness are demonstrated by the experiments. 2) To tackle the problems of EMD based de-noising method mentioned above, an Adaptive Noise Reducer (ANR) is proposed. The idea of permutation entropy (PE) is used to determine the demarcation point among high-frequency IMFs and low-frequency IMFs, and an adaptive soft threshold function is constructed to de-noise the high-frequency IMFs. 3) For the reason that a more reasonable data input format helps to train the predictor more efficiently, SAEs is used to extract features, which fully considers the dependencies among multivariate time series. 4) To further enhance the forecasting performance and prevent over-fitting of LSTM model when using AdaBoost algorithm, Validating AdaBoost algorithm (V-AdaBoost) is proposed to combine LSTM predictors to obtain a strong predictor. The remainder of this paper is organized as follows: Section II outlines the related work of time series forecasting models. Section III formulates the multivariate time series forecasting problem. The proposed model ANR-SAEs-VALSTM is introduced in section IV. The experiment and analysis are given in section V. Finally, we conclude our work and introduce the outlook for the future in section VI.
II. RELATED WORK
Time series forecasting models can be divided into two categories. The first is the traditional model based on stochastic process theory and mathematical statistics. The second is VOLUME 7, 2019 based on neural networks. Traditional models usually use predefined linear or nonlinear models, and then dynamically adjust the parameters of the model based on the input data. The structure of neural network models is not fixed. They can flexibly explore the linear or nonlinear features based on the input data and learn the appropriate function mapping.
Autoregressive Moving Average Model (ARIMA) [27] is the most common traditional time series forecasting model. ARIMA is popular because of its prominent statistical properties and the well-known BOX-JenKins method. However, univariate ARIMA models are difficult for non-linear multivariate time series modeling. The Vector Autoregressive Model (VAR) [28] is therefore proposed to extend AR to multivariate time series modeling. However, VAR is still hard to deal with the dependencies among multivariate time series. For this reason, the elliptical VAR [29] model and the structured VAR [30] model are proposed to better resolve dependencies among multivariate time series. Nevertheless, the model capacity of VAR increases linearly over the temporal windows size, but the number of variables grows quadratically. A large number of variable parameters easily lead to over-fitting. Time series prediction problem can also be regarded as a standard variable parameter regression problem. It is therefore many machine learning methods with different loss function and regularization conditions are applied to time series forecasting. For example, Ridge regression with L2 regularization [31] is a technique for analyzing multiple regression data that suffers from multiple collinearities. It gets a more reliable and realistic result at the expense of abandoning the unbiasedness of the least squares method and losing part of the information. Support Vector Regression (SVR) [32] learns the max edge hyperplane based on the regression loss and controls the prediction error by the hyperparameter ε. However, SVR is global and not flexible enough to capture local trend features. Therefore, Local Support Vector Regression (LSVR) [33] is proposed to solve this problem by adjusting the margin locally and flexibly. Kernel Adaptive Filters (KAF) [34] , [35] uses a linear adaptive filtering algorithm to achieve nonlinear signal processing and maps the input data to high-dimensional feature spaces. Besides parameter methods for modeling time series, there are also non-parametric methods which can reduce the computational complexity of the problem. For example, Gaussian Processes (GP) [36] is a non-parametric method and it models over a continuous domain of functions. The above traditional time series forecasting models use predefined models, and it is difficult to explore complex patterns in non-linear time series and dependencies among multiple variables. Therefore, in recent years, more and more works of literature analyze multivariate time series based on deep learning.
Neural network models, especially the Recurrent Neural Network (RNN), has been proved to be very suitable for modeling time series and capturing long-and shortterm dependencies of nonlinear time series. In recent years, RNN has been widely used in time series forecasting. For example, Dasgupta and Osogami [37] proposed RNN-Gaussian DyBM which applies RNN to control the bias input of DyBM unit and derives a random gradient update rule. It enables the weights of the RNN to be trained online with other DyBM parameters. Qin et al. [38] proposed a Dual-Stage Attention-Based Recurrent Neural Network (DA-RNN). DA-RNN uses an input attention mechanism to adaptively extract relevant driving series according to the previous encoder hidden state. RNN based methods, however, easily suffer from the problem of gradient vanishing or gradient exploding when learning the long-term dependencies of time series [39] . Recently, Long Short-Term Memory (LSTM) [23] has achieved great success in many applications because its threshold structure can solve the gradient problem of RNN, such as the solar irradiance forecasting model (DWT-CNN-LSTM) [40] , wind speed forecasting model (LSTMDE-HELM) [22] , and stock index forecasting model (WSAEs-LSTM) [9] . Most of these models achieve better prediction accuracy by adding optimization methods to LSTM. In addition, Chang et al. [41] proposed a Memory Time-series Network (MTNet), which is a novel model based on LSTM. MTNet consists of a large memory component, three independent encoders, and an autoregressive component to train jointly. This model can capture long-term patterns of multivariate time series and is highly interpretable. Compared with traditional time series prediction models, neural network models have obvious advantages in capturing long-and short-term dependencies of multivariate time series, extracting features among them, and making accurate forecasting.
III. NOTATION AND PROBLEM STATEMENT
The multivariate time series is denoted as X = {X (1) ,
} where time series in X are correlated with each other. For example, in the Beijing PM2.5 dataset example, we have X = {X (1) , X (2) , · · · , X (8) }, where X (1) represents PM2.5 and others are the correlated time series which represent dew point (DEWP), temperature (TEMP), pressure (PRES), combined wind direction (CBWD), cumulated wind speed (LWS), cumulated hours of snow (LS) and cumulated hours of rain (LR), respectively. The notation definition is shown in Table 1 .
Problem statement: Given a Multivariate time series set X = {X (1) , X (2) , · · · , X (n) }, we aim at forecasting the future measurements of a target time series in X . In general, the first time series X (1) is selected as the target forecasting time series. More specifically, we suppose that the target time series X (1) in X has measurements covering a window t a+1 , t a+l which includes l timestamps. Our goal is to predict the measurements of X (1) in the future window t a+l+1 , t a+l+p where p is the desirable horizon ahead of the current timestamp. This problem is called p-steps ahead forecasting.
IV. PROPOSED MODEL
The flowchart of the proposed model ANR-SAEs-VALSTM is presented in Figure 1 . The original multivariate time series 
FIGURE 1. The framework of the proposed model (ANR-SAEs-VALSTM).
is divided into three parts. The first part is the training set, which is used to train the model and update parameters. The second part is the validation set, which is used to adjust the hyper-parameters of the model and adjust the weight of LSTM predictor obtained in each iteration of the V-AdaBoost algorithm. The last part is the test set which is applied to evaluate the prediction performance of the model. The model involves three stages. In the first stage, an Adaptive Noise Reducer (ANR) is applied to eliminate noise for the target time series of multivariate time series. In the second stage, we introduce an unsupervised feature extractor Stacked AutoEncoders (SAEs) to capture the features of the de-noised multivariate time series. Finally, the de-noised features are fed into Validating AdaBoost (V-AdaBoost) algorithm based Long Short-term Memory (VALSTM) to train an over-fitting prevention ensemble predictor.
A. ADAPTIVE NOISE REDUCER 1) TIME SERIES DECOMPOSITION
In the first phase of the ANR, we apply the Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) [42] to decompose time series into Multiple Intrinsic Mode Functions (IMFs) and a Residue (R). R has the lowest frequency and the frequency distribution of IMFs is from high to low. We assume that the original time series
is the j-th IMF decomposed by EMD, w i is the i-th Gaussian noise with N (0, 1), and k is the serial number of IMF k . The principles of decomposition is presented as follows:
Step 1: Add Gaussian noise ε 0 w i (i = 1, . . . I ) to the original time series, and decompose X + ε 0 w i by EMD to get the first IMF:
where ε 0 is an adaptive coefficient and I denotes the number of times the Gaussian noise added. In this paper, I is set to 100.
Step 2: When k = 1, calculate the first residue as
) by EMD to get the first EMD mode and define the second IMF as:
Step 3:
) by EMD to get the first EMD mode and define the (k + 1)-th IMF as:
Step 4: Repeat step3 to step4 until the residue cannot to be decomposed. The final residue satisfies:
where K is the total number of IMFs, and the original time series can be expressed as:
Permutation Entropy (PE) [43] is a kind of measure of time series complexity, and it is commonly used to discover complex structures from noisy time series. The size of the permutation entropy measures the randomness of the time series. The larger the permutation entropy is, the more noise the time series contains. In the second phase of ANR, the IMFs are divided into two categories: noisy and noise-free. The principle for IMFs classification is presented as follows: Considering the time series
where d is the embedded dimension and τ is the embedded delay time.
Higher embedding dimensions can detect more complex patterns in time series, but the computation time will increase obviously. The embedded delay describes the time scale of complex structures. Empirically, in this paper, d is set to 4 and τ is set to 2. Each row in the matrix is a reconstructed component, with a total of M . Then the elements of each component X (j) are ranked in ascending order. It can be denoted as: (7) where j 1 , j 2, . . . , j d represent the index number of the columns in the reconstructed component. Therefore, a set of symbols sequence can be obtained for each row in the matrix. The symbol sequence is recorded as:
where
Calculate the probability distribution of the symbol sequences as P 1 , P 2 , · · · ,P M , and then the PE value can be estimated according to the Shannon entropy:
where ln(d!) is the normalization factor. The IMFs classification is based on the PE value of each IMF. The threshold for PE value is set to 0.7 by literature review and multiple experiments. If the PE value of the IMF is greater than the threshold, the IMF is considered to contain noise, otherwise, the IMF is noise-free. Assuming P is the demarcation point between the noisy IMFs in high frequency and the noise-free IMFs in low frequency, the decomposed time series can be classified as:
3) HIGH-FREQUENCY IMFS NOISE REDUCTION
To de-noise the noisy IMFs in high frequency, the adaptive soft threshold λ and threshold function w λ are defined as Eq. (11 -12):
where σ , m and K is the standard deviation, length and the number of IMFs, respectively. w is a value in IMF. If the absolute value of w is greater than λ, takes [sgn(w)]( |w| −)λ, otherwise, takes 0.
4) RECONSTRUCTION
The de-noised time series is obtained by constructed the de-noised IMFs in high frequency and the noise-free IMFs in low frequency. The de-noised time series is obtained as:
where IMF (k) (k = P, P + 1, · · · , K ) is the de-noised IMF in high frequency and IMF (k) (k = 1, 2, · · · , P − 1) is the noise-free IMF in low frequency, and R is the residue.
B. UNSUPERVISED FEATURE LEARNING
In order to analyze the complex multivariate time series efficiently, an important method is to extract its features and the interdependence among variables. The method of feature extraction can be divided into supervised learning methods and unsupervised learning methods. The supervised learning method is a machine learning task that infers functions from a labeled training data set. However, time series is usually unlabeled. Converting it to labeled data is expensive, timeconsuming, and requires professional knowledge. Another alternative is to use unsupervised learning method, it is capable of learning a layer of feature representations from unlabeled data. Furthermore, these layers of feature representations can be stacked to create deep networks. In our model, we use stacked auto-encoders (SAEs) [18] - [20] which is a kind of an unsupervised learning method for extracting the features of multivariate time series. Auto-Encoder (AE) is a neural network that reconstructs the original input by encoding and decoding, as shown in Eq. (14) (15) . In the encoding phase, AE obtains a (X ) by mapping the input vector X to the hidden layer. In the decoding phase, AE maps a (X ) to the reconstruction layer for reconstructing X . It can be considered that the hidden layer a (X ) is an abstract feature representation of the input X when the input vector X and reconstruction vector X are the same or similar.
where W 1 , W 2 denote the weight vector of the hidden layer and the reconstruction layer, respectively. b 1 , b 2 denote the bias of the hidden layer and the reconstruction layer, respectively. f is an activation function. The purpose of training a single layer AE is to find the optimal parameters W 1 , W 2 , b 1 , and b 2 by minimizing the error between the input vector and the reconstruction vector. The error between the input vector and the output vector is expressed as the mean square error, as illustrated in Eq. (16) .
where m represents the length of time series, and n represents the number of variables. The optimization function for minimizing the error between the input vector and the reconstruction vector is formulated as:
Figure 2 (a) shows the structure of an auto-encoder with n input units and L hidden units. n corresponds to variables number of multivariate time series and L corresponds to the dimensions of the extracted features. Training AE is an unsupervised learning task because the labels are not given. The advantage of unsupervised learning is that the feature learning and time series prediction can be separated, which transforms the model into a multi-task learning model. Figure 2 (b) demonstrates a classical neural network, which is a supervised learning task and labels are given to minimize the error of predicting labels.
Single-layer AE can only construct simple function mappings, making it difficult to handle complex multivariate nonlinear time series. Therefore, Stacked Auto-Encoders (SAEs) is constructed by stacking several single-layer AEs to solve this problem. In SAEs, the single-layer AE maps the input into the first hidden layer. The reconstruction layer of the first single-layer AE is abandoned after training the first singlelayer AE, the hidden layer becomes the input layer of the second single-layer AE, and the same for other layers. Each single-layer AE is trained by using the optimization function as formulated in the Eq. (17) and the same gradient descent method. Figure 3 presents the SAEs used in our model. The number of input units is n, which is determined by the number of variables in the multivariate time series. The depth of SAEs is set to 5 and the number of units in each hidden layer is set to 12, 10, 8 and 6, respectively by trial and error.
C. OVER-FITTING PREVENTION ENSEMBLE PREDICTOR 1) LONG SHORT-TERM MEMORY
Long Short-Term Memory (LSTM) is a kind of variant of Recurrent Neural Network (RNN). The threshold structure of LSTM can solve the gradient vanishing and gradient exploding problems. LSTM uses memory blocks to replace the traditional neurons in the hidden layer. As Figure 4 presents, the LSTM block contains a memory cell (C t ), an input gate (i t ), an output gate (o t ), and a forget gate (f t ).
⊗ is the point-wise multiplication. sigmoid activation function and tanh activation function for gating are marked as σ and tanh, respectively. At time t, x t denotes the input and h t the hidden state.Ĉ t is the candidate state of the memory cell, which determines how much the input is received in the cell state. The calculations for each gate, input candidate, hidden state, and cell state are presented as following:
2) THE PROPOSED ENSEMBLE PREDICTOR
AdaBoost is an algorithm that aims to combine a series of weak learners to a strong learner. Although AdaBoost algorithm has achieved satisfactory results on the classification problem, few works of literature apply it to time series forecasting. There are two problems using the AdaBoost algorithm for time series forecasting. One is how to determine the update of the weight distribution of samples, and the other is how to assign weight to each weak predictor. To the best of our knowledge, current AdaBoost algorithms are all based on the training set, and both the weight distribution of the samples and the weight of each weak predictor are determined by the prediction error on the training set. As the number of iterations of the AdaBoost algorithm increases, the upper bound of the prediction error on the training set will continually drop, and the risk of over-fitting will inevitably occur.
To solve the over-fitting problem mentioned above, in this study, Validating AdaBoost algorithm (V-AdaBoost) is proposed to combine weak LSTM predictors for developing a strong predictor which is called VALSTM. The V-AdaBoost algorithm adds the weight distribution of the validation set to the iterative process. The weight distribution of the samples and the weight of each weak predictor are determined not only by the prediction error on the training set but also the prediction error on the validation set. The prediction error on the validation set plays an out-of-sample evaluation on the LSTM predictor. If the error on the validation set is small, it has a positive effect on the weight of the LSTM predictor, otherwise, it has a negative effect, which prevents over-fitting to a great extent and enhances the generalization capability of the LSTM predictor. The principle of the V-AdaBoost algorithm is described below.
The original time series X = {x 1 , x 2 , · · · , x m } is divided into three parts, i.e., training set Train = {x 1 , x 2 , · · · , x l 1 }, validation set Validate = x l 1 +1 , x l 1 +2 , · · · , x l 1 +l 2 , and test set Test = {x l 1 +l 2 +1 , x l 1 +l 2 +2 , · · · , x m }. The training set and the validation set are fed into VALSTM to train an ensemble predictor. The test set is used to evaluate the prediction performance. Initialize the weight distribution of the training set and the validation set to DT 0 = {
), respectively. The weak LSTM predictor in the k-th iteration is defined as ξ k (·), and a total of N iterations. The discriminative prediction error E k in the k-th iteration of the V-AdaBoost algorithm can be denoted as:
where DT i k and DV i k represent the weight of the i-th sample of the training set and validating set, respectively. E k is denoted as the sum of the discriminative prediction error on the training set and the validation set. As the length of the training set and validation set are different, . θ is the threshold of the prediction error and J (·) is defined as a discriminative function:
which means the case that e i k exceeds θ will take positive effect, vice versa.
Then, in order to ensure that the selected LSTM predictor in each iteration has good prediction performance and is not over-fitting, a double conditional discriminative function is presented as:
False, otherwise (26) where η T and η V are the average prediction errors on the training set and the validation set respectively, which can be
respectively. E k ≤ 1 2 indicates that the discriminative prediction error is less than 50%, which ensures the good prediction performance of the selected LSTM predictor.
that the average prediction error on the validation set is smaller than the average prediction error on the training set, which ensures that the selected LSTM predictor is not over-fitting.
The importance of the selected LSTM predictor in the k-th iteration can be denoted as: (27) which means the case that the smaller discriminative prediction error of the selected LSTM predictor achieves, the more important in the final ensemble strong predictor. After the end of the k-th iteration, the new weight distributions of the training set and the validation set are updated to:
where ZT k and ZV k are normalization factors, which can be denoted as
The larger the discriminative prediction error of the sample achieves, the larger the new weight it obtains after updating, vice versa.
After N iterations by V-AdaBoost algorithm, N weak LSTM predictors are trained and different weights are assigned to them. Finally, the ensemble strong predictor can be obtained by:
is the normalized weight.
Since the weight distribution of the validation set is added to the V-AdaBoost algorithm, both the computational complexity and space complexity of the V-AdaBoost algorithm are increased. The computational complexity of the V-AdaBoost algorithm is O(N (T + 3l 1 + 3l 2 ) + 2N ), where T is the average time for the V-AdaBoost algorithm to train the LSTM predictor in each iteration, 3l 1 is the time consumption for calculating the loss on the training set and updating the weight distribution of the training set, 3l 2 is the time consumption for calculating the loss on the validation set and updating the weight distribution of the validation set, and 2N is the time consumption for calculating the final strong predictor. The computational complexity of the original AdaBoost algorithm is O(N (T + 3l 1 ) + 2N ) because it does not consider the weight distribution of the validation set. It can be seen that the computational complexity is just slightly increased. Correspondingly, the space complexity is also slightly increased because the size of the validation set is much smaller than the size of the training set.
The V-AdaBoost algorithm can be summarized as follows:
V. EXPERIMENTS AND ANALYSIS

A. DATA DESCRIPTION
In this section, we conducted extensive experiments with 6 models (including the proposed model) on 2 benchmark
Algorithm 1 The V-AdaBoost algorithm
Input:
The original time series
The threshold of prediction error θ ; The number of iterations N ; Output:
The ensemble strong predictor P final 1: Divide the time series into three parts, i.e., the training set x 1 , x 2 , · · · , x l 1 , the validation set x l 1+1 , x l 1+2 , · · · , x l 1 +l 2 and the test set
Initialize the weight distribution of the training set
Train a LSTM predictor with the current weight distribution of the training set and validation set as the k-th base LSTM predictor ξ k 5: Calculate the loss
6: Calculate the total loss
Calculate the average loss on the training set and the validation set 
11: end while 12: Calculate the normalized weight distribution of the final predictor
13: Calculate the final hypothesis
datasets for multivariate time series forecasting. Furthermore, to demonstrate the efficiency of our model design, an ablation study is conducted. Finally, we vary two problem parameters in the experiment, including the number of variables |X | and the input length l of the time series when training the model. Two publicly available benchmark datasets are used in our experiment. The datasets details are summarized in Table 2 .
Beijing PM2.5 dataset [44] contains hourly PM2.5 data and the correlated variables in Beijing of China. PM2.5 is the VOLUME 7, 2019 TABLE 2. Dataset details, where T is the length of time series, D is the total number of variables, and L is the sample rate. GEFCom2014 Electricity Price datasets [45] were published in the Global Energy Forecasting Competition 2014. The datasets contain four parts, which are electric load dataset, electricity price dataset, wind power dataset, and solar power dataset, respectively. In our study, the electricity price dataset is selected for multivariate time series forecasting. The target time series is hourly locational marginal price, and the correlated variables include zonal load and system load. Totally, the size of GEFCom2014 Electricity Price dataset is 21552.
B. EXPERIMENTAL DESIGN
In our experiment, each dataset is split into a training set (60%), a validation set (20%), and a test set (20%) in chronological order, as illustrated in Figure 5 . When training the proposed model, the training data are segmented into multiple training cases using a sliding window. In particular, in each segment, a sequence of l samples are used as the input data to the proposed model and the immediately following p samples are used as the actual target data. The validation data are used to adjust the hyper-parameters of the model and adjust the weight of LSTM predictor obtained in each iteration of V-AdaBoost algorithm. The test data are used to evaluate the model.
C. METRICS
Two conventional metrics which are defined as follows are used to evaluate the prediction performance.
• Root Mean Squared Error (RMSE)
• Mean Absolute Error (MAE)
where x t and z t represent the actual value and prediction value at time tin the test set, respectively. m is the length of the test set. RMSE and MAE measure the prediction error, and the lower value is better.
D. EXPERIMENT 1: MODELS FOR COMPARISON
To demonstrate the superiority of the proposed model ANR-SAEs-VALSTM, we compare it against the following 5 models:
• ARIMA is the Autoregressive Moving Average Model [27] .
• LSVR is the Vector Autoregression (VAR) model with Support Vector Regression objective function [33] .
• GP is the Gaussian Process for time series modeling [36] .
• WSAEs-LSTM uses the Discrete Wavelet Transform (DWT) to decompose time series to eliminate noise.
Then SAEs is applied to extract high-level features. Finally, the high-level de-noised features are fed into LSTM for time series forecasting [9] .
• DWT-CNN-LSTM uses DWT to decompose the original time series into several subsequences. Then CNN is used to learn the abstract feature representation of each subsequence. Finally, the features are fed into LSTM for time series forecasting [40] . The experiment uses grid search over tunable hyperparameters for each model and dataset. Specifically, for ARIMA, the number of AR parameters p and MA parameters q are determined by the minimum AIC of each input sample, and the difference order d is determined by Dickey-Fuller test. For LSVR, the regularization coefficient λ is set from {2 −10 ,2 −8 , · · · ,2 8 ,2 10 }. For GP, the noise level α and the RBF kernel bandwidth σ are set from
8 , 2 10 }. For WSAEs-LSTM, the decomposition layer of DWT is set from {1, 2, 3, 4}, the size of the hidden layer of SAEs is set to 10, and the hidden layer of LSTM is set from {50, 100, 150}. For DWT-CNN-LSTM, the decomposition layer of DWT is set from {1, 2, 3, 4}, the convolution kernel of CNN is set to 3×3, the pooling layer is set to maxpooling1d, and the hidden dimension of LSTM is set from {50, 100, 150}. For the proposed model, the threshold of permutation entropy is set to 0.7, the depth of SAEs is set to 5, the hidden dimensions of SAEs are set to {12, 10, 8, 6}, respectively, the number of LSTM layer is set from {1, 2, 3}, and the hidden dimension of LSTM is set from {50, 100, 150}.
The evaluation results of all models in all metrics are summarized in Table 3 . The horizon is set to from {3, 6, 12, 24}. The larger the horizon is, the harder the forecasting task is because of the larger uncertainty. The best result for each dataset and horizon is highlighted. ANR-SAEs-VALSTM outperforms the best comparative model DWT-CNN-LSTM on different datasets and in different horizons. In particular, ANR-SAEs-VALSTM is 12.09%, 4.67%, 22.29%, and 20% better than DWT-CNN-LSTM with respect to MAE metric when the horizons are 3, 6, 12, and 24, respectively. Besides, ANR-SAEs-VALSTM also performs well on the GEFCom2014 Electricity Price dataset, and is 9.36%, 10.46%, 11.62%, and 22.31% better than DWT-CNN-LSTM with respect to MAE metric when the horizons are 3, 6, 12, and 24, respectively.
For visualization, taking the (horizon = 24) as an example, we show the prediction result of ANR-SAEs-VALSTM and DWT-CNN-LSTM (the best comparative model) on the Beijing PM2.5 dataset and GEFCom2014 Electricity Price dataset in Figure 6 and 7. For clarity, only 10% of the prediction results are shown. The results show that ANR-SAEs-VALSTM generally fits the actual data much better than DWT-CNN-LSTM, which demonstrates that the ANR-SAEs-VALSTM has better prediction performance.
E. EXPERIMENT 2: ABLATION STUDY
To demonstrate the efficiency of the proposed model design, an ablation study is conducted. Specifically, we remove each component by one at a time in ANR-SAEs-VALSTM. The models without different components are defined as follows:
• ANR-SAEs-ALSTM:ANR-SAEs-VALSTM with the normal AdaBoost algorithm.
• ANR-SAEs-δ ALSTM: ANR-SAEs-VALSTM with the δ-agree AdaBoost algorithm [20] .
• SAEs-VALSTM:ANR-SAEs-VALSTM without the de-noising component (ANR).
• ANR-VALSTM:ANR-SAEs-VALSTM without the features extractor component (SAEs). The experiment takes the Beijing PM2.5 dataset as an example, and the horizons are from 3 to 24. Table 4 and Figure 8 shows the prediction results of different models. Several observations for these results are worth highlighting:
• The best results are obtained by ANR-SAEs-VALSTM in all horizons.
• Removing the ANR component or SAEs component caused the most significant performance drops in all horizons, showing the crucial role of ANR component and SAEs component.
• ANR-SAEs-VALSTM outperforms ANR-SAEs-ALSTM with respect to MAE and RMSE, which demonstrates that the proposed V-AdaBoost algorithm is superior to the normal AdaBoost algorithm.
• ANR-SAEs-VALSTM has better prediction performance than ANR-SAEs-δALSTM with respect to MAE and RMSE, which demonstrates that the proposed V-AdaBoost algorithm is superior to the δ-agree AdaBoost algorithm.
The conclusion is that the architecture design of the proposed model is the most robust across all experiment settings mentioned above. The ANR component plays a crucial role in the proposed model, this is because ANR eliminates the noise of the original time series which improves the efficiency and effectiveness of the subsequent analysis. Besides, SAEs learns deep features and provides LSTM with a more reasonable data input format, which reduces the training time and speeds up the convergence of LSTM. What's more, as illustrated in Figure 8 (b) , the ANR-SAEs-ALSTM with the normal AdaBoost algorithm performs well when the horizon is 3 and 6, but not good in large horizons. In contrast, ANR-SAEs-VALSTM with the V-AdaBoost algorithm has a greater advantage when the horizon is large.
F. EXPERIMENT 3: PARAMETERS SELECTION
The number of variables |X | and the length l of input time series when training the model have a great impact on the prediction performance of ANR-SAEs-VALSTM. In this section, the experiment takes the Beijing PM2.5 dataset as an example and sets the horizon to 6. Table 5 shows the prediction results of ANR-SAEs-VALSTM while the number of variables |X | is set from {1, 2, 4, 6, 8} and the input length l is set from {3, 6, 12, 24}.
When l is very short, e.g., l = 3, ANR-SAEs-VALSTM has poor prediction performance, which suggests that it is hard to learn enough historical features and make an accurate prediction. Besides, the prediction performance of ANRSAEs-VALSTM significantly drops when l is very long, e.g., l = 24. This is because the learned features are too redundant to predict correctly. In contrast, ANR-SAEs-VALSTM has the smallest prediction error when l = 12. As |X | increases, the prediction performance of ANR-SAEs-VASLTM also increases generally, which means that there are strong dependencies among variables and extracting the features of them is capable of enhancing the prediction ability.
VI. CONCLUSION
Multivariate time series forecasting has a great significance across many domains. In this paper, aiming at improving the prediction performance of multivariate time series with noise and subsequences with strong nonlinear fluctuations. We have proposed a novel ensemble model called ANR-SAEs-VALSTM. The Adaptive Noise Reducer (ANR) is introduced for time series noise elimination. To further enhance the forecasting performance, SAEs is applied to capture the dependencies among multivariate time series and an over-fitting prevention ensemble algorithm (V-AdaBoost) is introduced to combine LSTM predictors to obtain a strong predictor. Extensive experiments on the Beijing PM2.5 dataset and GEFCom2014 electricity Price dataset demonstrate that the proposed model outperforms other models for multivariate time series forecasting.
However, there are missing data at some timestamps in the time series dataset. At present, we just replace them with nearby data, which may reduce the prediction performance of the model. Our further work will focus on finding a more effective method to solve this problem. 
