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Abstract—As an unsupervised dimensionality reduction
method, principal component analysis (PCA) has been widely
considered as an efficient and effective preprocessing step for
hyperspectral image (HSI) processing and analysis tasks. It
takes each band as a whole and globally extracts the most
representative bands. However, different homogeneous regions
correspond to different objects, whose spectral features are
diverse. It is obviously inappropriate to carry out dimensionality
reduction through a unified projection for an entire HSI. In
this paper, a simple but very effective superpixelwise PCA ap-
proach, called SuperPCA, is proposed to learn the intrinsic low-
dimensional features of HSIs. In contrast to classical PCA models,
SuperPCA has four main properties. (1) Unlike the traditional
PCA method based on a whole image, SuperPCA takes into
account the diversity in different homogeneous regions, that
is, different regions should have different projections. (2) Most
of the conventional feature extraction models cannot directly
use the spatial information of HSIs, while SuperPCA is able
to incorporate the spatial context information into the unsu-
pervised dimensionality reduction by superpixel segmentation.
(3) Since the regions obtained by superpixel segmentation have
homogeneity, SuperPCA can extract potential low-dimensional
features even under noise. (4) Although SuperPCA is an unsu-
pervised method, it can achieve competitive performance when
compared with supervised approaches. The resulting features are
discriminative, compact, and noise resistant, leading to improved
HSI classification performance. Experiments on three public
datasets demonstrate that the SuperPCA model significantly out-
performs the conventional PCA based dimensionality reduction
baselines for HSI classification, and some state-of-the-art feature
extraction approaches. The Matlab source code is available at
https://github.com/junjun-jiang/SuperPCA.
Index Terms—Hyperspectral image classification, unsupervised
dimensionality reduction, feature extraction, principal compo-
nent analysis (PCA), superpixel segmentation.
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Fig. 1. Schematic of SuperPCA based dimensionality reduction for HSIs.
HYPERSPECTRAL image (HSI) acquired by spaceborneor airborne sensors, such as AVIRIS, HyMap, HYDICE,
and Hyperion, typically record material’s hundreds of thou-
sands of spectral wavelengths for each pixel in the image,
which has opened new perspectives in many applications
in remote sensing [1], [2], [3]. Since the subtle differences
in ground covers can be captured by different spectral sig-
natures, hyperspectral imagery is a well-suited technology
for discriminating materials of interest. Although the rich
spectral signatures can provide useful information for data
analysis, the high dimensionality of HSI data presents some
new challenges: (i) increasing the burden of data transmis-
sion and storage; (ii) leading to the curse of dimensionality
problem [4] which will reduce the generalization capability
of classifiers and deteriorate the classification performance,
especially when the available labeled samples are limited.
Owing to (i) the dense sampling of spectral wavelengths and
(ii) the spectral reflectance of most materials changes only
gradually over certain spectral bands, many contiguous bands
are highly correlated and not all features (or spectral bands)
are expected to contribute useful information for the data clas-
sification/analysis task at hand. As one of the typical method
to alleviate this problem, dimensionality reduction is widely
used as a preprocessing step to remove the highly correlated
and redundant measurements in the original high-dimensional
HSI spectral space and preserve essential information in a low-
dimensional subspace. It has attracted increasing attentions in
recent years.
Generally speaking, dimensionality reduction of HSI data
can be divided into two categories: feature selection [5], [6],
[7], [8] and feature extraction [9], [10], [11]. The former
tends to select a small subset of the most representative bands
from the original bands, whereas the latter aims to find an
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Fig. 2. Outline of the proposed multiscale SuperPCA based HSI classification framework.
optimal transformation matrix to project the original high-
dimensional spectral features into a low-dimensional subspace.
Feature selection can only select existing bands from HSIs,
whereas feature extraction can use entire bands to generate
more discriminative features. In [12], a joint feature extraction
and feature extraction method for HSI representation and
classification has been developed. In this paper we mainly
focus on employing feature extraction to reduce the feature
dimensions of HSIs. Based on whether or not the label
information is used, the feature extraction can be classified
into unsupervised approaches and supervised approaches.
One of the most widely applied unsupervised dimension-
ality reduction techniques in HSI analysis is the principal
component analysis (PCA) [13] and its variants [14], [15],
[16], [17], [10]. Without any label information, PCA tends to
find orthogonal transformations to maximize the total variance
of the projected data. Different from preserving the largest
data variance as in PCA, independent component analysis
(ICA) [18] tries to find the independent components by max-
imizing the statistical independence of the estimated compo-
nents. Recently, some nonlinear methods based on manifold
learning [19], [20] have been used to compute the essential
embedded low-dimensional space of observed high dimen-
sional data [21], e.g., locally linear embedding (LLE) [22],
[23], neighborhood preserving embedding (NPE) [24], locality
preserving projection (LPP) [25], and most recently proposed
local pixel neighborhood preserving embedding (LPNPE) [26].
Other efficient unsupervised feature extraction and learning
methods also include intrinsic representation [27], sub-feature
learning [28], and latent subclass learning [29]. Supervised
dimensionality reduction algorithms leverage the supervised
information, i.e., the labels, to learn the dimensionality reduced
feature space. The most representative works include Fisher’s
linear discriminant analysis (LDA) [14] and Local Fisher
discriminant analysis (LFDA) [30].
Most of the above feature extrication methods use only
spectral signature of each pixel and the dimensionality reduc-
tion models cannot directly use spatial information of HSIs,
which has been proven to be very effective to improve the HSI
representation and classification accuracy [1], [31], [32], [33].
In [26], the spatial information is applied to spatial filtering (as
a preprocessing) as well as modeling the spatial neighboring
pixel correlations. Wen et al. proposed to incorporate the
spatial information, e.g., texture or morphological features,
into the framework of orthogonal nonnegative matrix factor-
ization [34]. The approach of [35] presents a novel spectral-
spatial feature based similarity measurement which can be
incorporated into existing dimensionality reduction methods
including linear or nonlinear techniques. In [36], [37], spatial
information is used to regularize the spectral representation.
A. Motivation and Contributions
Conventional methods usually learn a unified projection for
HSI feature extraction [30], [38], [39], [40]. However, different
regions in an HSI may correspond to different objects, whose
spectral features are diverse. Therefore, a reasonable way is to
learn different projection matrices for different regions. Image
segmentation can be seen as an exhaustive partitioning of the
3observed image into many different regions, and each of which
is considered to be homogeneous [41]. These regions form a
segmentation map that can be used as spatial structures for the
spectral-spatial classification.
In this paper, we advocate a simple yet very effective un-
supervised feature extraction method based on superpixelwise
PCA, which is denoted as SuperPCA. It can learn the intrinsic
low-dimensional features of different regions of the HSI data
by performing PCA on each homogeneous region obtained
by superpixel segmentation, as shown in Fig. 1. An HSI is
firstly divided into many homogeneous regions via superpixel
segmentation, which are denoted by matrices whose columns
are the spectral vectors of pixels. PCA is applied to these high-
dimension matrices to obtain the dimensionality reduced ones.
Finally, we rearrange and combine all these low dimensional
matrices to form the dimensionality reduced HSIs.
In an attempt to make full use of the spatial information
contained in the HSI cube, we further develop a multiscale
segmentation based SuperPCA model, namely MSuperPCA,
which can effectively integrate multiscale spatial informa-
tion to obtain the optimal classification result by decision
fusion. Fig. 2 demonstrates the schematic of our proposed
multiscale SuperPCA method. We first apply entropy rate su-
perpixel (ESR) to obtain multiscale superpixel segmentations
(by setting different superpixel numbers) based on the first
principal component of the input HSIs. Then, for each scale,
the proposed SuperPCA based unsupervised dimensionality
reduction method is used to obtain the dimensionality reduced
HSIs. Based on the predictions of different scales through
support vector machine (SVM) classifier, we generate the final
classification result via the majority voting decision fusion
strategy.
To the best of our knowledge, this is the first time that
a superpixelwise model is adopted for unsupervised dimen-
sionality reduction and classification in hyperspectral imagery.
Extensive experimental results demonstrate that, our method
is not only simple and intuitive, but also achieves the most
competitive HSI classification results as compared with the
state-of-the-art dimensionality reduction based methods, in-
cluding some recently proposed supervised feature extraction
techniques. When the label information is limited (a small
number of labeled training samples, e.g. 5 samples per class),
our proposed SuperPCA and MSuperPCA methods obtain
even better classification accuracies than the state-of-the-art
supervised feature extraction techniques.
B. Organization of This Paper
The remainder of the paper is organized as follows. Sec-
tion II firstly reviews and introduces the ESR superpixel
segmentation algorithm. Section III introduces notations and
then explains the details of the proposed HSI classification
approach based on SuperPCA and the multiscale extension
of SuperPCA model. And then, we also give some analysis
of the proposed SuperPCA algorithm. Section IV presents
the experimental results and analysis. Finally, the concluding
remarks are stated in Section V.
II. ENTROPY RATE SUPER-PIXEL SEGMENTATION (ERS)
For a superpixel segmentation algorithm, it should have the
following characteristics. Firstly, superpixels should adhere
well to the object boundaries. Secondly, as a preprocessing
process, superpixel segmentation should be of low computa-
tional complexity itself.
Recently, graph structure based segmentation approaches
are widely used in superpixel segmentation [42] and appli-
cations [43]. A typical superpixel segmentation technique is
the eigen-based solution to the normalized cuts (NCuts) [44].
However, it needs to construct a very large graph (G = (V,E))
whose vertices (V) are the pixels in the image to be segmented,
the edge set (E) consists of the pairwise similarities by the
weight function s : E → R+ ∪ {0}. Therefore, performing
eigenvalue decomposition on such a large similarity matrix
is very time consuming, which will take several minutes for
segmenting an image of moderate size, e.g., around 500×300
pixels. TurboPixel [45] is an efficient alternative to achieve a
similar regularity. However, it sacrifices fine image details and
results in a low boundary recall. In [46], an ERS segmentation
approach is proposed, and the graph is partitioned into a
connected subgraph by choosing a subset of edges A ⊆ E
such that the resulting graph G
′
= (V,A) consists of smaller
connected components/subgraphs. In the objective function
of ERS, it incorporates an entropy rate term H(A) and a
balancing term B(A) to optimize the superpixel segmentation:
A∗= argmax
A
Tr {H(A) + αB(A)} , s.t. A ⊆ E. (1)
Here, the first term favors the formation of homogeneous
and compact clusters, while the second term can be used to
encourage the cluster with similar sizes. α is used to balance
the contributions of the entropy rate term H(A) and the
balancing term B(A). As described in [47], a greedy algorithm
effectively solves the optimization problem in (1). This method
is highly efficient, which only takes about 2.5 seconds to
segment an image of size 500×300 pixels.
III. SUPERPIXELWISE PRINCIPAL COMPONENT ANALYSIS
(SUPERPCA)
An HSI cube X ∈ RM×N×L is made up with hundreds
of nearly contiguous spectral bands, with high (5-10 nm)
spectral resolution, from the visible to infrared spectrum for
each image pixel. Here, M , N and L are the number of image
rows, columns and sampled wavelengths, respectively. We can
reshape the 3D cube to a 2D matrix, X = [x1, x2, · · · ,xP ] ∈
RL×P (P =MN ), in which each column represents one pixel
vector that reflects the energy spectrum of the materials within
the spatial area covered by the pixel.
Denote xi ∈ RL(1 ≤ i ≤ P ) the i-th pixel vector of the
observed HSI cube X ∈ RL×P ,
xi = [xi1, xi2, · · · , xiL]T . (2)
PCA performs the dimensionality reduction by computing the
low-dimensional representation that maximizes data variance
in the dimensionality reduced space. Specifically, it finds a
linear mapping from the original L-dimensional space X ∈
4RL×P to a low d-dimensional space Y = [y1,y2, · · · ,yP ] ∈
Rd×P , d < L. Without loss of generality, we denote the trans-
formation matrix by W. That is, yi = W
T xi. Mathematically,
it aims at finding the linear transformation matrix by solving
the following objective function,
W∗= argmax
WTW=I
Tr
(
WTCov (X)W
)
, (3)
where Cov (X) stands for the covariance matrix of the data
set X, and Tr(X) denotes the trace of an n-by-n square matrix
X.
Fig. 3. The principal projection directions of global PCA and class specific
PCA.
Owing to its simplicity, effectiveness, and robustness to
noise, PCA has been widely used as a preprocessing step
of many HSI based applications. However, in an HSI, there
are many homogeneous regions. Within each region, pixels
are more likely to be the same class [48], [49], [50], [51].
The global PCA approach considers the entire data space
(composed of all the pixel vectors of the HSI cube), and tries to
find the best transformation vector for this space. It may ignore
the differences of homogeneous regions. As illustrated by a toy
example (Fig. 3), we suppose that the data space is formed by
class 1 (marked with blue squares) and class 2 (marked with
orange squares), which could possibly represent distributions
of samples from two different homogeneous regions of HSIs.
We can obviously see that the transformation vectors w1 and
w2 for class 1 and class 2 are significantly different, and they
are also different from the transformation vector w generated
for the entire data space. As shown in Fig. 4, we plot the
correlation matrices of spectral bands of the entire University
of Pavia image as well as some typical homogeneous regions.
From this figure, we can learn that the correlation matrices
are variant. Therefore, different regions will have varying
transformation vectors (see Eq. (3)).
A. Generation of Homogeneous Regions
Inspired by the above observation, in this paper we propose
a divide-and-conquer strategy to perform unsupervised feature
extraction based on PCA for each homogeneous region. By
extracting the same number of principal components (PCs)
for each homogeneous region, we can combine them to form
the dimensionality reduced HSIs (Fig. 2). In the following, we
will introduce the construction of homogeneous regions using
superpixel segmentation, which can exhaustively partition the
image into many homogeneous regions.
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Fig. 4. Visualization of the correlation matrices of spectral bands of the entire
University of Pavia image (the top left subfigure) and different homogeneous
regions (the rest subfigures).
As in many superpixel segmentation based hyperspectral
image classification and restoration methods [48], [49], [52],
[53], we adopt ERS due to its promising performance in
both efficiency and efficacy. Other state-of-the-art methods
such as simple linear iterative clustering (SLIC) [54] can also
be used to replace the ERS. Specially, we first obtain the
first principal component of HSIs, If , capturing the major
information of HSIs. This further reduces the computational
cost for superpixel segmentation. And then, we perform ESR
on If to obtain the superpixel segmentation,
If =
S⋃
k
Xk, s.t. Xk ∩Xg = ∅, (k 6= g), (4)
where S denotes the number of superpixels, and Xk is the
k-th superpixel.
B. Multiscale Extension of SuperPCA
By segmenting the HSIs to superpixels, it will be beneficial
to exploit rich spatial information about the land surface [52],
[32]. However, how to select an optimal value for the number
of superpixels is a very challenging problem in actual appli-
cations [46]. When the superpixels are too large (by setting
a small superpixel number), the resultant under-segmentation
can lead to ambiguity-labeled boundary superpixels that re-
quire further segmentation. When superpixels are too small
(by setting a large superpixel number), the features computed
from the over-segmented regions may become less distinctive,
making it more difficult to infer correct labels. In addition,
as reported in [55], there is no single region size that would
adequately characterize the spatial information of HSIs. In-
spired by the classifier and decision fusion techniques [56],
[57], [58], in this paper we propose the multiscale segmen-
tation strategy to enhance the performance of single scale
SuperPCA based method, thus alleviating above-mentioned
problem. More specifically, the principal component image
If (the first principal component of HSIs) is segmented into
2C + 1 scales. The number of superpixel of the c-th scale is
Sc,
Sc = (
√
2)cSf , c = 0,±1,±2, · · · ,±C, (5)
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Fig. 5. The ratio between the first and second eigenvalues (λ1/λ2). The
red lines are the ratios of the global PCA method, while the blue plots are
the ratios of all the homogeneous regions based on the proposed SuperPCA
method when the number of superpixel is set to the optimal value, S = 100,
S = 20, and S = 100, for Indian Pines, University of Pavia, and Salinas
Scene, respectively. The blue horizontal line represents the average ratio of
all the homogeneous regions. For the convenience of observation, we use a
logarithmic scale for the values of ratios.
where Sf is the fundamental superpixel number and is
set empirically. Since the value of Sc may not be an
integer number in {1, 2, ..., P}, we reset it as Sc =
min(max(1; round(Sc));P ). Here, P is the number of total
pixels in the HSIs.
By taking advantage of the multiscale superpixels, the
decision fusion strategy can boost the classification accuracy,
especially in conflicting situations. Specifically, we fuse the
label information of each test pixel predicted by different
multiscale superpixels. That is, given that the fundamental
image If is segmented to 2C + 1 scales, and there will
be 2C + 1 different classification results for an HSI. Then,
we can aggregate the results through an effective decision
fusion strategy. In this paper, we leverage the majority voting
(MV) based decision fusion strategy due to its insensitivity to
inaccurate estimates of posterior probabilities:
l = argmax
i∈{1,2,...,G}
N(i), N(i) =
2C+1∑
j=1
αjI(lj = i), (6)
where l is the class label from one of the G possible classes
for the test pixel, j is the classifier index, N(i) represents
the number of times that class i is predicted in the bank of
classifiers, and I denotes the indicator function. In Eq. (6), αj
denotes the voting strength of the j-th classifier. One possible
way of performing this adaptive voting mechanism is to weigh
a classifier’s vote based on its confidence score, which can be
learned from training data. In this paper, we directly use the
equal voting strength, αj = 12C+1 (j = 1, 2, ..., 2C + 1).
Fig. 2 shows the framework of the proposed multiscale
SuperPCA method for HSI classification. We firstly obtain
the first principal component of the input HSIs. Then, it is
segmented to multiple scales based on the ESR algorithm [46]
with different superpixel numbers. For each scale, we per-
form PCA dimensionality reduction on each homogeneous
region and combine all regions to form the dimension-reduced
HSIs. Lastly, we apply SVM classification to each dimension-
reduced HSIs and fuse the classification results by majority
voting to predict the final labels for testing samples.
C. Analysis of the Proposed SuperPCA
Remark 1. Through superpixel segmentation, we can obtain
different homogeneous regions, in which pixels are more likely
to fall in the same class [48], [49], [50]. By dividing the global
HSIs to some small regions, it becomes easier to find the
intrinsic projection directions. Fig. 5 shows the ratios between
the first and second eigenvalues of PCA (global based) and
the proposed SuperPCA on Indian Pines, University of Pavia,
and Salinas Scene HSI datasets (for more detailed information
about the datasets and the parameter setting of the number
of superpixel S, please refer to the experimental section).
Obviously, the larger the ratio, the more representative and
discriminant the primary projected features are. By segmenting
the HSIs to different homogeneous regions, SuperPCA gains
larger ratio than conventional global PCA method (see the
blue and red horizontal lines). It is worth noting that larger
S results in smaller homogeneous regions, and each of which
has a better consistency. However, it does not necessarily lead
to better classification performance. This is because, when
the homogeneous region (superpixel) is too small, there will
be few data samples in each superpixel, which may cause
instability for PCA. From the experimental analysis, it is clear
that the divide-and-conquer strategy of unsupervised feature
extraction based on SuperPCA can significantly increase the
eccentricity in the direction of the first eigenvector. This
further corroborates our claim that a homogeneous region
based PCA will be more effective in preserving the essential
data information in a low dimensional space.
Remark 2. There are currently a number of region-based
PCA methods for feature extraction or other related applica-
tions. For example, in region-based PCA face recognition [59],
[60], [61], they divide the whole face image into small
patches, and then use PCA to extract the local features that
cannot be captured by traditional global face based PCA
algorithm; in region-based PCA image denosing [62], they
first divide the whole face image into small patches, and then
stack similar noisy patches and apply PCA to exploit these
consistency structure among similar patches (thus removing
the noise). However, when we directly apply the regular
patch based PCA algorithm to hyperspectral images, it cannot
fully exploit the rich spatial information contained in HSIs.
To this end, we propose a novel region-based PCA through
superpixel segmentation strategy. Table I shows the average
overall classification accuracies of three divide-and-conquer
strategies1, Clustering dependent PCA (ClusterPCA for short),
Square patch dependent PCA (SquarePCA for short), and the
proposed SuperPCA, with different training sample numbers
on the Indian Pines dataset. In addition, the Global PCA
method is used as a baseline for comparison. Without loss of
generality, we only conduct experiments on this dataset and
similar conclusions can be found on the other two datasets.
It is should be noted that we use two different classifiers
to conduct the classification, i.e., SVM and nearest neighbor
1The differences of these three strategies lie in their dividing strategies. In
ClusterPCA, all the pixels are clustered by K-means, and then PCA is applied
to each cluster to obtain the dimensionality reduced features. SquarePCA
directly performs PCA dimensionality reduction on the squared patches of
HSIs.
6TABLE I
CLASSIFICATION RESULTS (IN TERMS OF OA) OF THREE
DIVIDE-AND-CONQUER STRATEGIES ON THE INDIAN PINES DATASET
USING SVM AND NN CLASSIFIERS.
Noise T.N.s/C Global PCA ClusterPCA SquarePCA SuperPCA
σ = 0
5 46.37, 46.94 46.37, 46.94 67.32, 65.64 77.34, 75.85
10 55.72, 52.06 55.72, 51.83 77.59, 76.89 85.76, 83.79
20 62.97, 56.88 62.97, 56.65 84.32, 83.97 92.87, 91.94
30 67.27, 59.50 67.27, 59.37 87.36, 87.02 94.62, 93.78
σ = 10
5 35.25, 36.17 37.08, 36.09 64.68, 63.49 74.26, 74.20
10 38.63, 37.68 39.76, 39.08 75.95, 75.14 82.52, 82.18
20 44.40, 39.65 44.40, 41.19 81.71, 81.33 90.42, 89.05
30 45.51, 41.13 45.51, 42.04 84.00, 83.86 93.36, 90.84
(NN). For each result in the bracket, the left is based on the
SVM classifier while the right is based on the NN classi-
fier, respectively. To evaluate the performance, we randomly
choose N = 5, 10, 20, 30 samples from each class to form the
training set2, and the rest of the samples for testing. Due to
space limitation, we use “T.N.s/C” to denote training numbers
in each class in the table. In comparison to ClusterPCA and
SquarePCA, the proposed SuperPCA method is more efficient.
Global PCA and ClusterPCA have the similar results, which
indicates that the preprocessing of clustering is invalid. This is
because ClusterPCA does not use the spatial information, and
considers each pixel as an isolated data sample. In contrast,
SquarePCA and SuperPCA leverage the spatial information
inside a square patch or a superpixel region, thus leading to
better performance. Such advantage becomes more obvious
in the case of noise presence. To demonstrate this, we add
additive white Gaussian noise (AWGN) with the variance of
σ = 10 to the original HSIs. Please refer to the third block
in Table I. The performance of ClusterPCA drops drastically
when adding noise, while SquarePCA and SuperPCA meth-
ods are less affected by the noise. For example, when the
noise level is σ = 10 and the number of training samples
per class is 30, the classification accuracy of ClusterPCA
is less than 50%, while SquarePCA and SuperPCA can go
beyond 80%. Our SuperPCA method even reaches 93.36% (for
SVM classifier) and 90.48% (for NN classifier). In all cases,
our method achieves the best performance. In comparison
to the SquarePCA method, which also takes into account
the spatial information, our proposed SuperPCA method also
yields significant performance gains, with an average of 8%
increase no matter what kind of classifier is used. We attributes
this superiority of SuperPCA over SquarePCA to that pixels
in a superpixel are much more like to be the same class
than those in a regular patch, and our method can exploit
the spatial information more effectively. In summary, clearly
demonstrates the robustness of SuperPCA to noise in HSIs for
image classification.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we first introduce the three HSI datasets used
in our experiments. Then, we assess the impact of the number
of superpixels and the reduced dimension on the classification
performance using SuperPCA. The comparison results with
2At a maximum half of the total samples in Grass-pasture-mowed and Oats
classes, which have relatively small sample sizes, are chosen.
the state-of-the-art dimensionality reduction approaches are
presented.
A. Datasets and Experimental Procedure
In order to evaluate the proposed SuperPCA method, we
use three publicly available HSI datasets3.
1) The first HSI dataset is the Indian Pine, which is
acquired by the AVIRIS sensor in June 1992. The scene
is with 145×145 pixels and 220 bands in the 0.4-2.45
m region covering the agricultural fields with regular
geometry. In this paper, 20 low SNR bands are removed
and a total of 200 bands are used for classification.
It contains 16 different land-covers, and approximately
10249 labeled pixels are from the ground-truth map.
2) The second HSI dataset is the University of Pavia, which
contains a spatial coverage of 610×340 pixels and is
collected by the ROSIS sensor under the HySens project
managed by DLR (the German Aerospace Agency). It
generates 115 spectral bands, of which 12 noisy and
water-bands are removed. It has a spectral coverage
from 0.43-0.86 µm and a spatial resolution of 1.3 m.
Approximately 42776 labeled pixels with nine classes
are from the ground truth map.
3) The third HSI dataset is the Salinas Scene, collected by
the 224-band AVIRIS sensor over Salinas Valley, Cali-
fornia, capturing an area over Salinas Valley, CA, USA.
It generates 512×217 pixels and 204 bands over 0.4-2.5
µm with spatial resolution of 3.7 m, of which 20 water
absorption bands are removed before classification. In
this image, there are approximately 54129 labeled pixels
with 16 classes sampled from the ground truth map.
For the three datasets, the training and testing samples
are randomly selected from the available ground truth maps.
The class-specific numbers of labeled samples are shown
in Table II. To evaluate the performance of our proposed
SuperPCA algorithm, we randomly choose T = 5, 10, 20, 30
samples from each class to build the training set, leaving the
rest samples to form the testing set. For some classes, e.g.,
Grass-pasture-mowed and Oats in the Indian Pines image,
which have a few labeled samples, we only select a maximum
half of the total samples in them. To avoid any bias, all the
experiments are repeated 10 times, and we report the average
classification accuracy.
We compare the proposed methods with two baseline
methods (raw spectral features based and PCA method),
as well as the state-of-the-art dimensionality reduction ap-
proaches, including five unsupervised feature extraction meth-
ods (PCA [13], ICA [18], LPP [25], NPE [24] and LP-
NPE [26]), and two supervised feature extraction methods
(LDA [14] and LFDA [30]). Similar to many previous repre-
sentative works [31], [63], [64], three measurements, overall
accuracy (OA), average accuracy (AA) and Kappa, are used to
evaluate the performance of different dimensionality reduction
algorithms for HSI classification. Similar to [25], all above-
mentioned feature extraction methods are performed on the
3http://www.ehu.eus/ccwintco/index.php/Hyperspectral Remote Sensing
Scenes
7TABLE II
NUMBER OF SAMPLES IN THE INDIAN PINES, UNIVERSITY OF PAVIA, AND SALINAS SCENE IMAGES
Indian Pines University of Pavia Salinas Scene
Class Names Numbers Class Names Numbers Class Names Numbers
Alfalfa 46 Asphalt 6631 Brocoli green weeds 1 2009
Corn-notill 1428 Bare soil 18649 Brocoli green weeds 2 3726
Corn-mintill 830 Bitumen 2099 Fallow 1976
Corn 237 Bricks 3064 Fallow rough plow 1394
Grass-pasture 483 Gravel 1345 Fallow smooth 2678
Grass-trees 730 Meadows 5029 Stubble 3959
Grass-pasture-mowed 28 Metal sheets 1330 Celery 3579
Hay-windrowed 478 Shadows 3682 Grapes untrained 11271
Oats 20 Trees 947 Soil vinyard develop 6203
Soybean-notill 972 Corn senesced green weeds 3278
Soybean-mintill 2455 Lettuce romaine 4wk 1068
Soybean-clean 593 Lettuce romaine 5wk 1927
Wheat 205 Lettuce romaine 6wk 916
Woods 1265 Lettuce romaine 7wk 1070
Buildings-Grass-Trees-Drives 386 Vinyard untrained 7268
Stone-Steel-Towers 93 Vinyard vertical trellis 1807
Total Number 10249 Total Number 42776 Total Number 54129
filtered data using a 5×5 weighted mean filter, and then SVM
classifier is applied to filtered data. It is worth noting that
for all the comparison methods, they all go through these
two procedures. Firstly, they extract the features of the input
HSIs with an unsupervised or supervised manner, and then the
supervised SVM classifier is adopted to test their classification
performances.
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Fig. 6. The influences of the number of superpixels on the overall classi-
fication accuracy (%) of the proposed SuperPCA method for Indian Pines
(first column), University of Pavia (second column), and Salinas Scene (third
column). Different rows represent results of using different training sizes.
Specifically, the first to fourth row are the performance when the training size
is 5, 10, 20 and 30 samples per class, respectively.
B. Parameter Tuning
In this subsection, we investigate the influences of (i) the
number of superpixels in the SuperPCA approach, (ii) the
number of scales of the proposed Multiscale SuperPCA, i.e.,
the value of the power exponent in Eq. (5) on the performance
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Fig. 7. The OA results of the proposed approaches according to the scale
number of C for Indian Pines, University of Pavia, and Salinas Scene. The
best performance is achieved when C is set to 4, 6, and 4, for these three
datasets respectively.
of the proposed SuperPCA method. Fig. 6 illustrates the OA
of SuperPCA as a function of the number of superpixels, Sf ,
whose value is chosen from {1, 3, 5, 10, 20, 30, 40, 50, 75,
100, 150, 200, 300}. From the parameter tuning results, we
can at least draw the following two conclusions:
• With the increase of the number of superpixels, it shows
that the overall performance will first ascend and then
descend. Too large or too small number of superpixel will
lead to reduced performance of the proposed SuperPCA
method. This is mainly because that too large number
of superpixel will result in over-segmented regions and
cannot make full use of all the samples belong to the ho-
mogeneous area, while a too small number of superpixel
will result in under-segmentation and introduce some
samples from different homogeneous areas. In addition,
when the number of superpixel is too large, each region
will have a limited number of pixels, it will not guarantee
the stability and reliability of the PCA results, i.e., limited
number of samples are not enough to ensure that the real
projection.
• By setting a proper value of the number of superpixels,
the performance is always better than when the number
of superpixels is set to 1 (which reduces to the case of
traditional global PCA method). It is evident that the
proposed SuperPCA, which takes the spatial homogeneity
of HSIs into account, is much more effective than the
8traditional PCA for capturing the intrinsic data structure.
Based on the above experiments, we can obtain the optimal
fundamental superpixel number Sf for Indian Pines, Univer-
sity of Pavia, and Salinas Scene, which is set to 100, 20, and
100, respectively.
In order to verify the necessity of multiscale fusion, we
report the classification results of the proposed SuperPCA
approach with different segmentation scales, i.e., c is set from
-5 to 5. When c is set to zero, it means that the input HSI
is segmented with the fundamental superpixel number. Tables
III, IV, and V tabulate the OA, AA, and Kappa coefficient
when the training number is 30, under different segmentation
scales for Indian Pines, University of Pavia, and Salinas Scene
images, respectively. The best performance for each class is
highlighted in bold typeface. From these tables, we learn that
even though SuperPCA can obtain the best overall perfor-
mance when the power exponent c is set to zero, i.e., under the
fundamental superpixel number Sf , it cannot achieve the best
performance in every class (for the sake of convenience, we
highlight the best performance for each class (row) in bold).
For example, as shown in Table III, when c = −4, the OA
is obviously inferior to the best scale, i.e. 92.15% to 94.62%.
In this case, however, the sixth and eighth classes get the best
classification accuracy. Similar results can be also observed in
Table IV and Table V (please refer to the case when c = −5).
The OA is minimum, but it achieves the best classification
performances in the fifth and ninth classes. All these results
demonstrate that the superpixel segmentation based on a single
scale is not able to fully model the complexity and diversity
of HSIs. Therefore, it is an effective and reliable choice to
perform multiscale segmentation based decision fusion for HSI
classification.
To further verify the usefulness of the multiscale segmenta-
tion strategy as well as to assess the influence of the different
values of C, as shown in Fig. 7, we show the OA results of
the proposed multiscale SuperPCA method according to scale
number C for the images of Indian Pines, University of Pavia,
and Salinas Scene. By fusing multiscale segmentation based
classification results, we can expect better results than single
scale SuperPCA method, i.e., setting C to 0. When setting
the value of C to 4, 6, and 4 for Indian Pines, University of
Pavia, and Salinas Scene images, the improvements of single
scale SuperPCA method over multiscale SuperPCA method
are 0.65%, 4.38%, and 0.30%, respectively. From these results,
we observe that the improvement on the University of Pavia
image is more obvious than the other two images. This is
mainly due to the following two reasons: on the one hand,
the single scale SuperPCA performs not very well and has
a relatively large space for improvement. On the other hand,
the University of Pavia image has richer and more complex
texture information, and it is much more difficult for the
single scale based segmentation method to capture these useful
spatial knowledge. At the same time, we also observe another
phenomenon: in order to achieve high classification accuracy,
the relatively complex HSIs may require a larger scale number
to exploit its spatial information, e.g., the optimal scale number
of the University of Pavia image is 6, which is larger than that
of the other two HSI datasets.
C. Comparison Results with State-of-the-arts
The classification maps obtained with above-mentioned
three public HSI datasets for the proposed SuperPCA and
MSuperPCA approaches and the comparison methods are
given in Fig. 8, Fig. 9, and Fig. 10. Here, we only show
the results when the number of training samples is set to 30.
From these maps, we can learn that raw spectral features based
method, PCA [13], ICA [18], LPP [25], and NPE [24] exhibit
higher classification errors than other methods. Among the
comparison unsupervised methods, LPNPE [26] achieves the
best performance due to its local spatialCspectral scatter based
effective spatial information extraction. By taking advantage
of the discrimination information of the labeled samples, these
supervised methods (LDA [14] and LFDA [30]) can produce
very good results. As for the datasets of Indian Pines and
University of Pavia, the proposed SuperPCA and MSuperPCA
are clearly better than previous arts. When comparing the
classification maps of our methods with LDA [14] and LFDA
[30] (please refer to the University of Pavia dataset), it can
be observed that our methods can achieve much better results
for these large regions (i.e., Bare soil and Meadows), which
can be attributed to the efficient segmentation. Through the
fusion of multiscale segmentation based classification results,
MSuperPCA can improve the result of single scale segmenta-
tion based SuperPCA and obtain accurate classification maps
(please refer to the edges and the holes of regions).
According to the experimental settings of LPNPE
method [26], which can be seen as the best unsupervised
feature extraction method for HSI classification to the best of
our knowledge, we further randomly choose T = 5, 10, 20, 30
samples from each class to form the training set to test the
comparison results (in terms of OA), respectively. Table VI
tabulates the OA performance of different approaches. From
the results of each individual method, the OA performance of
the proposed SuperPCA is better than others in most instances,
and this advantage is particularly evident when the number of
training samples is small. With the increase of training number,
the performance of supervised methods becomes much better.
This can be explained as follows: with the increase of labeled
training samples, these supervised methods are able to use
more discriminant information from the training samples.
To further utilize the spatial information of HSIs, MSu-
perPCA is advocated to fuse the decisions of SuperPCA
with different segmentation scales. By comparing the last
two columns, we can clearly see that the performance of
MSuperPCA is better than that of SuperPCA in all cases
(regardless of different datasets or different training sample
numbers). In particular, the improvement of MSuperPCA over
SuperPCA is much more impressive on the University of Pavia
dataset, that is over 4% higher accuracy. It is because of the
rich texture information contained in that dataset.
The above results show that our proposed method can
achieve good performance when the number of training sam-
ples are small. At the fourth row of each block, we additionally
provide the results when the number of training samples
is relatively large, e.g., T = 200. In this situation, these
supervised methods (LDA [14] and LFDA [30]) can learn
9TABLE III
PERFORMANCE OF THE PROPOSED SUPERPCA APPROACH ON THE INDIAN PINES DATASET WITH DIFFERENT SEGMENTATION SCALES (-5 TO 5).
Class Names c = -5 c = -4 c = -3 c = -2 c = -1 c = 0 c = 1 c = 2 c = 3 c = 4 c = 5
Alfalfa 97.83 96.96 96.52 96.96 100 100 100 99.13 99.13 99.13 99.13
Corn-notill 83.13 84.48 87.83 87.03 91.12 89.67 88.04 82.85 77.52 72.38 60.67
Corn-mintill 77.95 82.23 87.80 86.23 86.18 92.44 88.88 87.63 85.29 81.90 78.30
Corn 91.64 94.93 92.56 93.43 94.01 95.51 96.28 97.63 96.23 91.84 88.41
Grass-pasture 94.92 96.36 95.92 96.42 97.00 96.56 95.74 95.65 94.02 90.77 89.89
Grass-trees 98.47 99.61 98.49 98.57 98.47 97.93 96.99 94.93 92.51 82.19 78.50
Grass-pasture-mowed 95.71 94.29 89.29 90.00 97.14 97.14 97.14 97.14 97.14 97.14 97.14
Hay-windrowed 99.98 100 99.80 99.80 100 99.64 99.64 99.64 99.64 96.38 93.62
Oats 94.00 99.00 99.00 98.00 100 100 100 100 100 100 100
Soybean-notill 84.71 85.12 91.09 91.40 91.19 90.69 90.67 90.10 85.22 77.14 69.72
Soybean-mintill 90.76 93.30 91.18 93.97 94.72 94.48 94.08 96.02 96.51 89.61 88.34
Soybean-clean 84.74 90.50 91.08 89.40 90.48 92.97 92.13 94.65 93.36 89.17 79.98
Wheat 99.20 99.31 99.43 99.43 99.43 99.43 99.43 99.43 98.46 98.29 96.46
Woods 98.85 98.85 98.84 98.94 98.76 98.89 95.33 91.21 83.65 83.31 72.69
Buildings-Grass-Trees-Drives 97.61 98.06 98.43 98.62 97.33 98.65 98.60 98.26 97.36 94.58 90.73
Stone-Steel-Towers 97.14 97.30 96.98 97.14 98.41 98.41 98.89 99.52 99.52 98.57 98.57
OA[%] 90.37 92.15 93.01 93.45 94.26 94.62 93.41 92.49 89.84 84.83 79.30
AA[%] 92.92 94.39 94.64 94.71 95.89 96.40 95.74 95.24 93.47 90.15 86.38
Kappa 0.8899 0.9101 0.9200 0.9251 0.9342 0.9383 0.9243 0.9133 0.8821 0.8241 0.7579
TABLE IV
PERFORMANCE OF THE PROPOSED APPROACH ON THE UNIVERSITY OF PAVIA DATASET WITH DIFFERENT SEGMENTATION SCALES (-5 TO 5).
Class Names c = -5 c = -4 c = -3 c = -2 c = -1 c = 0 c = 1 c = 2 c = 3 c = 4 c = 5
Asphalt 71.68 71.99 78.32 79.10 78.06 81.40 86.80 83.46 79.01 82.16 77.30
Bare soil 74.67 93.97 86.32 92.12 91.22 94.41 92.63 88.63 84.32 83.76 77.13
Bitumen 81.58 89.98 88.89 89.96 94.40 97.09 96.02 95.22 89.93 93.33 92.35
Bricks 90.89 92.75 92.90 86.34 89.85 86.21 82.88 78.60 78.70 75.80 70.59
Gravel 97.89 97.59 97.53 97.00 97.47 96.65 97.05 96.05 91.58 91.59 90.31
Meadows 69.40 89.11 86.95 90.86 91.02 92.23 89.96 90.13 84.78 83.20 82.11
Metal sheets 90.78 89.50 94.69 90.76 94.20 94.55 95.66 95.68 95.98 97.45 96.94
Shadows 73.50 81.07 86.08 88.11 87.58 88.16 92.44 95.52 91.62 91.64 86.66
Trees 99.97 99.44 99.64 99.65 97.56 98.53 98.85 97.47 97.72 97.26 97.04
OA[%] 76.74 88.69 86.61 89.36 89.32 91.30 91.23 88.83 84.92 84.97 80.28
AA[%] 83.37 89.49 90.15 90.43 91.26 92.14 92.48 91.20 88.18 88.47 85.60
Kappa 0.7030 0.8516 0.8265 0.8608 0.8604 0.8856 0.8851 0.8547 0.8057 0.8064 0.7485
TABLE V
PERFORMANCE OF THE PROPOSED APPROACH ON THE SALINAS SCENE DATASET WITH DIFFERENT SEGMENTATION SCALES (-5 TO 5).
Class Names c = -5 c = -4 c = -3 c = -2 c = -1 c = 0 c = 1 c = 2 c = 3 c = 4 c = 5
Brocoli green weeds 1 100 100 100 100 100 100 100 100 100 98.74 93.75
Brocoli green weeds 2 99.99 99.95 99.8 99.96 99.85 99.78 99.73 97.9 96.96 91.57 82.39
Fallow 100 100 99.97 99.23 98.21 99.67 98.32 99.22 99.54 96.78 96.03
Fallow rough plow 99.07 99.02 99.05 99.12 98.91 99.16 99.32 99.27 96.74 95.50 93.20
Fallow smooth 99.45 99.46 99.44 99.38 98.69 99.37 98.62 98.70 96.72 95.32 89.13
Stubble 99.88 99.87 99.76 99.82 99.79 98.37 98.33 98.68 94.83 87.45 80.62
Celery 99.91 99.55 98.06 98.19 98.11 97.78 98.00 97.81 96.73 94.65 81.93
Grapes untrained 96.63 93.66 94.87 96.62 96.52 99.39 99.48 98.13 98.93 94.74 97.02
Soil vinyard develop 99.25 99.39 99.54 99.58 99.51 99.02 99.57 95.11 89.46 81.65 68.6
Corn senesced green weeds 92.55 96.09 97.25 97.08 96.59 97.16 94.35 94.59 89.89 83.56 79.72
Lettuce romaine 4wk 98.01 98.30 98.05 98.14 98.61 98.38 98.42 98.72 98.78 95.31 92.36
Lettuce romaine 5wk 99.28 99.35 99.27 99.67 98.34 99.80 99.51 99.10 97.53 96.85 91.75
Lettuce romaine 6wk 98.21 98.21 98.21 98.19 98.23 98.28 98.09 97.99 97.79 97.81 97.14
Lettuce romaine 7wk 95.41 97.83 97.74 98.06 98.25 97.95 98.01 96.29 94.92 93.65 92.57
Vinyard untrained 91.17 97.46 97.11 95.96 96.12 99.05 97.43 94.58 83.91 71.9 60.08
Vinyard vertical trellis 99.18 99.33 98.98 99.18 98.92 98.99 98.66 97.97 91.54 87.30 85.17
OA[%] 97.29 97.78 97.93 98.16 97.99 98.97 98.57 97.26 94.19 88.85 83.12
AA[%] 98.00 98.59 98.57 98.64 98.42 98.89 98.49 97.75 95.27 91.42 86.34
Kappa 0.9698 0.9753 0.9770 0.9795 0.9776 0.9886 0.9841 0.9694 0.9349 0.8746 0.8088
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TABLE VI
CLASSIFICATION RESULTS (IN TERMS OF OA) OF THE PROPOSED APPROACHES AND EIGHT COMPARISON ALGORITHMS ON THREE HSI DATASETS WITH
DIFFERENT TRAINING NUMBERS.
Datasets T.N.s/C Raw PCA ICA LPP NPE LPNPE LDA LFDA SuperPCA MSuperPCA
5 44.88 46.37 45.21 53.58 53.68 67.25 59.95 59.62 77.34 78.68
Indian 10 55.77 55.72 57.12 70.41 70.49 76.45 69.30 64.91 85.76 87.12
Pines 20 63.81 62.97 64.41 80.26 79.87 83.51 76.56 74.01 93.90 95.69
30 68.77 67.27 68.92 84.43 83.98 90.10 89.51 90.19 94.62 96.78
200 84.01 84.40 82.86 94.31 94.16 97.80 98.55 99.15 97.13 98.25
5 64.59 65.26 66.58 70.86 68.35 76.12 72.43 74.67 74.39 78.49
University 10 70.22 70.15 71.39 81.29 80.63 82.55 81.24 78.95 83.42 91.67
of Pavia 20 75.85 75.91 76.65 86.00 85.69 88.56 85.00 86.98 89.38 95.37
30 76.45 76.31 76.87 86.90 87.19 90.56 87.91 90.19 91.30 95.68
200 85.71 85.70 85.79 94.08 93.69 97.50 95.72 98.72 96.99 98.84
5 81.79 81.87 81.75 85.23 84.86 92.09 89.03 88.83 94.42 95.00
Salinas 10 85.24 85.28 85.74 88.60 88.99 94.52 91.46 82.77 96.78 98.15
Scene 20 87.85 87.79 88.08 90.61 90.69 95.89 93.72 93.56 98.37 99.04
30 88.93 89.24 89.28 91.73 91.69 96.66 95.87 95.89 98.97 99.27
200 91.48 91.94 91.74 96.18 95.88 99.09 99.87 99.57 99.63 99.70
(a) (b) (c) OA=66.84 (d) OA=66.21 (e) OA=79.80 (f) OA=83.31 
(g) OA=83.52 (h) OA=88.98 (i) OA=91.31 (j) OA=92.54 (k) OA=95.21 (l) OA=95.70 
Fig. 8. Classification maps obtained with the Indian Pines dataset. (a) First principal component, (b) Ground truth, (c) Raw pixel, (d) PCA [13], (e) ICA
[18], (f) LPP [25], (g) NPE [24], (h) LPNPE [26], (i) LDA [14], (f) LFDA [30], (k) SuperPCA, (l) MSuperPCA.
more discriminative information from the labeled training data
for classification. Therefore, all of them have considerable
performance improvements as compared to the situation when
the training samples are limited. Nevertheless, the results
of SuperPCA, which do not use any label information, are
still very competitive in this situation. By fusing multiscale
classification results, MSuperPCA can even surpass LDA [14]
and LFDA [30] on the University of Pavia and Salinas
datasets. This proves the effectiveness of the proposed method
once again.
D. Running Times
In Table VII, we report the run times of extracting the
dimensionality reduced features of different algorithms on
the Indian Pines, University of Pavia, and Salinas Scene
images with different training numbers (T = 5, 10, 20, 30). As
for the proposed method, we report the whole running time
including the segmentation and dimensionality reduction of all
superpixels. All methods were tested on MATLAB R2014a
using an Intel Xeon CPU with 3.50 GHz and 16G memory
PC with Windows platform. The testing time of all methods is
measured using a single-threaded MATLAB process. It should
be noted that for these unsupervised methods, PCA [13], ICA
[18], LPP [25], NPE [24], LPNPE [26], and our proposed
SuperPCA, the running time will not change with the training
number per class. PCA, LDA [14], and LFDA [30] show
the fastest performance. While LPP [25] and NPE [24] need
to construct the large similarity graph and decompose it via
SVD, and thus the computational complexities of them are
relatively high. With the increase of training numbers, the
run times of these supervised methods (LDA [14] and LFDA
[30]) will also increase. The timings reveal that although our
method requires pre-segmentation and feature extraction for
each region, the run time is still acceptable. Also, thanks
to the independence of the dimensionality reduction of each
superpixel, we can accelerate the algorithm simply by parallel
computation.
E. Discussions
Since the key idea of the proposed methods is to oversege-
ment the HSIs and perform PCA superpixelwisely, how to
determine the parameter of the superpixel segmentation model
(i.e., the superpixel number in ERS) and the segmentation
scales is a a crucial and open problem. In this paper, we
set them experimentally to achieve the best performance. In
fact, the segmentation scales and superpixel number jointly
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(a) (b) (c) OA=72.69 (d) OA=72.66 (e) OA=75.60 (f) OA=85.76 
(g) OA=88.15 (h) OA=89.80 (i) OA=85.21 (j) OA=89.56 (k) OA=92.18 (l) OA=95.59 
Fig. 9. Classification maps obtained with the University of Pavia dataset. (a) First principal component, (b) Ground truth, (c) Raw pixel, (d) PCA [13], (e)
ICA [18], (f) LPP [25], (g) NPE [24], (h) LPNPE [26], (i) LDA [14], (f) LFDA [30], (k) SuperPCA, (l) MSuperPCA.
TABLE VII
RUNNING TIMES OF THE FEATURE EXTRACTION PROCESS (IN SECONDS)
OF THE PROPOSED APPROACH AND SOME COMPARISON ALGORITHMS ON
THE THREE HSI DATASETS WITH DIFFERENT TRAINING NUMBERS.
Dataset T.N.s/C PCA ICA LPP NPE LPNPE LDA LFDA SuperPCA
5 0.0076 2.5417 0.2428 0.7018 0.3834 0.0027 0.0167 0.6879
Indian 10 0.0076 2.5417 0.2428 0.7018 0.3834 0.0047 0.0249 0.6879
Pines 20 0.0076 2.5417 0.2428 0.7018 0.3834 0.0054 0.0388 0.6879
30 0.0076 2.5417 0.2428 0.2428 0.3834 0.0057 0.0356 0.6879
5 0.4004 3.1445 2.9477 6.5322 1.2357 0.0017 0.0053 2.8867
University 10 0.4004 3.1445 2.9477 6.5322 1.2357 0.0022 0.0110 2.8867
of Pavia 20 0.4004 3.1445 2.9477 6.5322 1.2357 0.0024 0.0097 2.8867
30 0.4004 3.1445 2.9477 6.5322 1.2357 0.0024 0.0095 2.8867
5 0.4145 5.8702 4.7492 9.8365 1.2003 0.0027 0.0174 2.7452
Salinas 10 0.4145 5.8702 4.7492 9.8365 1.2003 0.0046 0.0260 2.7452
Scene 20 0.4145 5.8702 4.7492 9.8365 1.2003 0.0066 0.0377 2.7452
30 0.4145 5.8702 4.7492 9.8365 1.2003 0.0067 0.0391 2.7452
determine the minimum and maximum homogeneous regions,
which can be deduced from the Eq. (5). The searching of
optimal segmentation scales and superpixel number can be
converted to the problem of setting the size of minimum and
maximum homogeneous regions of the given HSIs. Obviously,
the size of homogeneous region is determined by the texture
information. Therefore, the most direct approach is to detect
the edges in a given images through some edge detectors, such
as Canny and Sobel. Therefore, we can obtain the texture ratio,
which can be used to define the size of homogeneous region.
V. CONCLUSIONS
In this paper, we propose a simple but very effective
technique for unsupervised feature extraction of hyperspec-
tral imagery based on superpixelwise principal component
analysis (SuperPCA). By segmenting the entire hyperspectral
image (HSI) to many different homogeneous regions, which
have similar reflectance properties, it can facilitate the di-
mensionality reduction process of finding the essential low-
dimensional feature space of HSIs. To take full advantage of
the spatial information contained in the HSIs, which cannot be
extracted using a single scale, we further advocate a decision
fusion strategy through multiscale segmentation based on the
SuperPCA model (MSuperPCA). Extensive experiments on
three standard HSI datasets demonstrate that the proposed Su-
perPCA and MSuperPCA algorithms outperform the existing
state-of-the-art feature extraction methods, including unsuper-
vised feature extraction methods as well as supervised feature
extraction methods, especially when the training samples are
limited. When the number of the training samples is relatively
large, the proposed algorithm can still obtain very competitive
classification results when compared with these supervised
feature extraction methods. Because of inheriting the merits
of PCA technology, the proposed SuperPCA can be also used
as a preprocessing for many hyperspectral image processing
and analysis tasks.
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