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Resumo
Neste trabalho mostramos a existência e unicidade de soluções fortes de um
modelo de ondas com efeitos térmicos em um domı́nio limitado do Rn, na presença
de uma dissipação localizada em uma vizinhança da fronteira do dominio. Também
provamos a estabilização da energia total do sistema com taxas de decaimento ex-
ponencial. Para obtenção da existência de soluções usamos o método de Galerkin
enquanto que a estabilização ou decaimento da energia é obtida via Lema de Nakao
considerando-se o Método de Multiplicadores associado com adequadas estimativas
de energia e um argumento de continuação única (Teorema de Holmgreen).
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Abstract
In this work we study the existence and uniqueness of strong solutions for a
model of waves with termal efects in a bounded domain of Rn and with a localized
linear dissipative term. Also we prove the exponential stabilization of the total en-
ergy of the system. To prove the existence of solutions we use the Galerkin method.
The stabilization of the energy is obtained via Nakao’s method and the multiplier
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O seguinte problema de valor inicial para a equação unidimensional da onda
acoplada de modo linear com a equação unidimensional do calor é chamado na
literatura como sistema termoelástico. Este problema modela vibrações de uma





utt − uxx + αθx = 0, 0 < x < L, 0 < t < T,
θt − θxx + β uxt = 0, 0 < x < L, 0 < t < T,
u(x, 0) = u0(x), ut(x, 0) = u1(x) e θ(x, 0) = θ0(x), 0 < x < L,
u(0, t) = u(L, t) = θ(0, t) = θ(L, t) = 0, 0 < t < T.
(1)
Aqui u = u(x, t) é a função deslocamento, θ = θ(x, t) é a temperatura da barra, α
e β são números reais positivos que descrevem o acoplamento.
Um importante trabalho sobre este sistema é o trabalho de C. Dafermos [2],
onde prova-se a existência, unicidade, regularidade da solução do sistema (1) e o
comportamento assintótico da solução quando t −→ ∞. De fato, este trabalho é
o precursor no que se refere ao estudo de sistemas termoelásticos. Em Dassios e
Grillakis [8], estudou-se o decaimento da energia para um modelo isotrópico em R3,
a qual os autores dividiram em três partes: energia cinética, energia de deformação
e energia térmica. Eles conclúıram que quando os dados iniciais são regulares com




), sendo m um número real positivo adequado que depende dos dados
iniciais.
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No caso especial do sistema termoelástico em um meio isotrópico, não ho-




ρ(x)utt − b2∆u − (a2 − b2)∇(div u) + αut +
+ q(x)u + β∇θ = 0, x ∈ Ω, t > 0
ρ(x)θt − k∆θ + βdiv ut = 0, x ∈ Ω, t > 0
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω
θ(x, 0) = θ0(x), x ∈ Ω
u(x, t) = 0 = θ(x, t), x ∈ ∂Ω, t > 0,
(2)
com uma força de restauração proporcional à velocidade do vetor deslocamento, D.
Carvalho e G.P Menzala [3] provaram que a energia total do sistema decai para zero
de modo exponencial.
Em J. E. M. Rivera [10], prova-se que a energia do sistema (1) decai para zero
exponencialmente quando t −→ +∞. De fato, esse trabalho foi surpreendente pois
C. Dafermos [2] não obteve taxas uniformes em seu trabalho.
Posteriormente D. Henry, O. Lopes e Perisinotto [4], mostraram que as três
partes da energia decaem exponencialmente para zero no caso unidimensional, mas
não quando n > 1. Os autores provaram o decaimento assintótico, estudando o
espectro essencial de semigrupos associados ao sistema termoelástico.
Além destes trabalhos, podemos citar outros trabalhos relacionados a termoe-
lasticidade como W. Scott Hansen [28] e J. E. M. Rivera [11], [12] e [13].
Em E. Bisognin, V. Bisognin, R. Coimbra Charão [5] e [6] estudaram a esta-
bilização do sistema de elasticidade linear com dissipação localizada. Observamos
que nos trabalhos sobre sistemas termoelásticos acima mencionados a dissipação é
considerada efetiva sobre todo o domı́nio.
Neste trabalho estudamos um problema que generaliza o sistema (1) e o tra-
balho de D. Carvalho e G.P Menzala [3]. O problema de valor inicial e de fronteira
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utt − ∆u + ∇θ + a(x)ut = 0, x ∈ Ω, t > 0
θt −∆θ + div ut = 0, x ∈ Ω, t > 0
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω
θ(x, 0) = θ0(x), x ∈ Ω
u(x, t) = 0 = θ(x, t), x ∈ ∂Ω, t > 0
(3)
sendo u = u(x, t) = (u1(x, t), u2(x, t), . . . , un(x, t)), θ = θ(x, t), Ω ⊂ Rn um con-
junto aberto limitado regular do Rn, n ≥ 1, (u0, u1, θ0) as condições iniciais e
a : Ω −→ R+ uma função de L∞(Ω) que é efetiva apenas em uma parte do domı́nio
Ω, isto é, a(x) ≥ a0 > 0 apenas em uma vizinhança da fronteira de Ω. Assim, a
dissipação que consideramos neste trabalho é localizada e, portanto, mais fraca que
a dissipação considerada no trabalho de D. Carvalho e G.P Menzala [3]. Notamos
que quando ρ(x) = 1, a = b = β = k = 1, q(x) ≡ 0 e a(x) ≡ α, então o sistema (2)
é exatamente o sistema (3).
Portanto, neste trabalho estudamos no caṕıtulo 2 a existência e unicidade de
soluções para o sistema (3). No caṕıtulo 3, estudamos a estabilização da energia
total do sistema (3) e obtemos taxas de decaimento exponencial.
Para obtenção de existência de soluções, usamos o método de Galerkin, en-
quanto que a estabilização ou decaimento da energia é obtido via Lema de Nakao,
considerando-se o Método de Multiplicadores associado com adequadas estimativas





Neste caṕıtulo apresentaremos alguns conceitos e resultados básicos os quais
serão utilizados nos caṕıtulos posteriores. As demonstrações são omitidas por se
tratarem de resultados conhecidos, mas citamos referências onde tais resultados,
junto com suas demonstrações, podem ser encontrados.
Em todo este trabalho, o śımbolo Ω representará um subconjunto aberto e
limitado do Rn.
1.1 Notações
1. K indica o corpo R ou C.






, α = (α1, · · · , αn), αi ∈ N.
4. Se f : Ω ⊂ Rn −→ R é diferenciável, então o gradiente de f , que será denotado








5. Se F(x) = (f1(x), . . . , fn(x)) é um campo vetorial de classe C
1, definimos o






















e é denotado por 4f .
Identidades Úteis
Se f, g são funções escalares de classe C1(Ω), Ω ⊆ Rn aberto, c uma constante
real e F e G são campos vetoriais também de classe C1(Ω), então as seguintes
relações podem ser facilmente provadas.
1. ∇(f + g) = ∇f +∇g
2. ∇(cf) = c∇f
3. ∇(fg) = f∇g + g∇f
4. div(F + G) = div F + div G
5. div(fF) = f div F + F · ∇f
1.2 Topologias Fraca e Fraca-?
Um espaço métrico é dito completo quando toda sucessão de Cauchy nesse
espaço for convergente. Um espaço vetorial normado que é completo, relativamente
à métrica induzida pela norma, chama-se espaço de Banach.
Um espaço vetorial com produto interno V denomina-se um espaço de Hilbert
V , se V é um espaço de Banach com a norma induzida pelo produto interno.
Um espaço métrico E é dito separável se existe um subconjunto D ⊂ E, tal
que D é enumerável e denso em E. Seja E um espaço de Banach e seja f ∈ E ′
designamos por Tf : E −→ K a aplicação dada por Tf (x) = 〈f, x〉, onde a notação
〈f, x〉 indica o funcional f calculado em x. A qui E 8 é o dual de E dado por
E 8 =
{
f : E −→ K; f linear e continua
}
.
A topologia fraca σ(E,E ′) sobre E é a topologia menos fina sobre E que torna
cont́ınua todas as aplicações (Tf )f∈E′ .
Se E é espaço normado, diz-se que xn −→ x forte em E se ‖xn − x‖E −→ 0.
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Dada uma sucessão xn em E espaço normado, a notação de convergência fraca
é indicada por:
xn ⇀ x σ(E, E
′) ou simplesmente xn −→ x fraco em σ(E,E ′).
Proposição 1.1 Seja xn uma sucessão em E. Então:
(i) xn ⇀ x σ(E, E
′) se e somente se 〈f, xn〉 −→ 〈f, x〉, ∀f ∈ E ′;
(ii) xn −→ x forte em E, então xn ⇀ x fraco em E.
Demonstração em Brézis [9].
Seja E ′ o dual de E munido da norma ‖f‖ = sup‖x‖≤1|f(x)| e E ′′ o bidual
munido da norma ‖ξ‖ = supf∈E′, ‖f‖≤1 |〈ξ, f〉|. A topologia fraca-? denotada por
σ(E ′, E) é a topologia menos fina sobre E ′ que torna cont́ınua todas as aplicações
(Tx)x∈E, onde Tx : E ′ −→ K, 〈Tx, , f〉, ∀ f ∈ E ′.
Dada uma sucessão fn em E
′ a notação de convergência fraca-? pode ser fn
?
⇀ x
σ(E ′, E) ou simplesmente xn −→ x fraco-? σ(E ′, E).




⇀ f σ(E ′, E) se e somente se 〈fn, x〉 −→ 〈f, x〉, ∀x ∈ E;
(ii) fn −→ f , então fn ⇀ f σ(E ′, E ′′).
(iii) fn ⇀ f σ(E
′, E ′′), então fn
?
⇀ f σ(E ′, E);
(iv) Se fn
?
⇀ f σ(E ′, E), então ‖fn‖ é limitada e ‖f‖ ≤ lim inf‖fn‖;
(v) Se fn
?
⇀ f σ(E ′, E) e xn −→ x fonte em E, então 〈fn, xn〉 −→ 〈f, x〉.
Demonstração em Brézis [9].
1.3 Distribuições
Seja f : Ω −→ K uma função. O suporte de f , que denotaremos por supp f , é
o fecho em Ω do seguinte conjunto:
{x ∈ Ω; f(x) 6= 0}.
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Definição 1.1 Representamos por C∞0 (Ω) o conjunto das funções u : Ω −→ K,
cujas derivadas parciais de todas as ordens são cont́ınuas e cujo suporte é um con-
junto compacto de Ω. Os elementos de C∞0 (Ω) são chamados de funções testes.
Naturalmente, C∞0 (Ω) é um espaço vetorial sobre K com as operações usuais
de soma de funções e de multiplicação por escalar.
Noção de convergência em C∞0 (Ω)
Definição 1.2 Sejam (ϕk) uma sequência em C
∞
0 (Ω) e ϕ ∈ C∞0 (Ω). Dizemos que
ϕk −→ ϕ se:
i) ∃ K ⊂ Ω, K compacto, tal que Suppϕk ⊂ K, para todo k ∈ N;
ii) Para cada α ∈ Nn, Dα ϕk(x) −→ Dα ϕ(x) uniformemente em x ∈ Ω.
Definição 1.3 O espaço vetorial C∞0 (Ω) com a noção de convergência definida
acima é denotado por D(Ω) e é chamado de espaço das funções testes.
Definição 1.4 Uma distribuição sobre Ω é um funcional linear definido em D(Ω)
e cont́ınuo em relação a noção de convergência definida em D(Ω). O conjunto de
todas as distribuições sobre Ω é denotado por D′(Ω).
Desse modo,
D′(Ω) = {T : D(Ω) −→ K; T é linear e cont́ınuo}.
Observamos que D′(Ω) é um espaço vetorial sobre K.
Se T ∈ D′(Ω) e ϕ ∈ D(Ω) denotaremos por 〈T, ϕ〉 o valor de T aplicado
ao elemento ϕ.
Noção de convergência em D′(Ω)




Neste trabalho as integrais realizadas sobre Ω são no sentido de Lebesgue,
assim como a mensurabilidade das funções envolvidas.
Definição 1.6 Sejam Ω um conjunto mensurável e 1 ≤ p ≤ ∞. Indicamos por











, se 1 ≤ p < ∞
e
‖f‖∞ = sup esst∈Ω |f(t)| = inf{C ∈ R+ / med{t ∈ Ω / |f(t)| > C} = 0}
= inf{C; |f | ≤ C q.s}.
Observação: As funções ‖.‖p : Lp(Ω) −→ R+, 1 ≤ p ≤ ∞, são normas.
Na verdade Lp(Ω) deve ser entendido como um conjunto de classes de funções
onde duas funções estão na mesma classe se elas são iguais quase sempre em Ω.
Os espaços Lp(Ω) , 1 ≤ p ≤ ∞ , são espaços de Banach, sendo L2(Ω) um
espaço de Hilbert com o produto interno usual da integral.
Teorema 1.1 C∞0 (Ω) é denso em L
p(Ω), 1 ≤ p < +∞.
Teorema 1.2 (Interpolação dos Espaços Lp(Ω)) Sejam 1 ≤ p < q ≤ ∞. Se
f ∈ Lp(Ω) ∩ Lq(Ω) então f ∈ lr(Ω) para todo r ∈ (p, q). Além disso,
‖f‖Lr(Ω) ≤ ‖f‖αLp(Ω) ‖f‖1−αLq(Ω)









Definição 1.7 Sejam Ω um aberto do Rn e 1 ≤ p ≤ ∞. Indicamos por Lploc(Ω) o
conjunto das funções mensuráveis f : Ω −→ R tais que fχK ∈ Lp(Ω), para todo K
compacto de Ω, onde χK é a função caracteŕıstica do compacto K.
8
Observação: L1loc(Ω) é chamado o espaço das funções localmente integraveis.
Para u ∈ L1loc(Ω) o funcional T = Tu : D(Ω) −→ K dado por




define uma distribuição sobre Ω.
Lema 1.1 (Du Bois Reymond) Seja u ∈ L1loc(Ω). Então Tu = 0 se e somente
se u = 0 q.s. em Ω.





é linear, cont́ınua e injetiva (devido ao Lema 1.1 ). Em decorrência disso é comum
identificar a distribuição Tu com a função u ∈ L1loc. Nesse sentido tem-se que L1loc ⊂
D′(Ω). Como Lp(Ω) ⊂ L1loc temos que toda função de Lp(Ω) define uma distribuição
sobre Ω, isto é, toda função de Lp(Ω) pode ser vista como uma distribuição.
Definição 1.8 Sejam T ∈ D′(Ω) e α ∈ Nn. A derivada de ordem α de T , denotada
por DαT , é a distribuição definida por
< DαT, ϕ > = (−1)|α| < T, Dαϕ >, para toda ϕ ∈ D(Ω).
Com esta definição tem-se que se u ∈ Ck(Ω) então DαTu = TDαu, para todo |α| ≤ k,
onde Dαu indica a derivada clássica de u. Assim, se T ∈ D′(Ω) então DαT ∈ D′(Ω)
para todo α ∈ Nn.
1.5 Espaços de Sobolev
Os principais resultados desta seção podem ser vistos nas referências Adams
[25], Brezis [9], Kesavan [27] e Medeiros [21], [22].
Definição 1.9 Sejam m ∈ N e 1 ≤ p ≤ ∞. Indicaremos por Wm,p(Ω) o conjunto
de todas as funções u de Lp(Ω) tais que para todo |α| 6 m, Dαu pertence a Lp(Ω),
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sendo Dαu a derivada distribucional de u. Wm,p(Ω) é chamado de Espaço de Sobolev
de ordem m relativo ao espaço Lp(Ω).
Resumidamente,
Wm,p(Ω) = {u ∈ Lp(Ω); Dαu ∈ Lp(Ω), |α| 6 m}
Norma em Wm,p(Ω)


























‖Dαu‖L∞(Ω), p = ∞
define uma norma sobre Wm,p(Ω).
Observações
1. (Wm,p(Ω), ‖ · ‖m,p) é um espaço de Banach.
2. Quando p = 2, o espaço de Sobolev Wm,2(Ω) torna-se um espaço de Hilbert




(Dαu,Dαv)L2(Ω) u, v ∈ Wm,2(Ω).
3. Denota-se Wm,2(Ω) por Hm(Ω).
O Espaço Wm,p0 (Ω)









2. Se Wm,p0 (Ω) = W
m,p(Ω) então a medida de Rn \ Ω é nula.
3. Vale que Wm,p0 (Rn) = Wm,p(Rn).
O Espaço W−m,q(Ω)




= 1. Representa-se por
W−m,q(Ω) o dual topológico de Wm,p0 (Ω).
O dual topológico de Hm0 (Ω) representa-se por H
−m(Ω).
Os espaços Hs(Rn), s ∈ R
Proposição 1.3 O espaço Hm(Rn), m ∈ N coincide com o conjunto
{u ∈ L2(Rn); Jmû ∈ L2(Rn)}
onde Jm é a função dada por Jm(x) = (1 + ‖x‖2)m2 , x ∈ Rn. Aqui, û indica a
Transformada de Fourier da função u.
Além disso, a função ‖|.‖|m : Hm(Rn) −→ R+ definida por ‖|u‖|m = ‖Jmû‖L2(Rn)
é uma norma equivalente a norma de Sobolev.
A partir dessa proposição definimos:
Definição 1.12 Para s ∈ R+, indicaremos por Hs(Rn) o conjunto
{u ∈ L2(Rn); Jsû ∈ L2(Rn)}
onde Js(x) = (1 + ‖x‖2) s2 , x ∈ Rn.
Observações
1. Em Hs(Rn) define-se o seguinte produto interno:




2. Hs(Rn), s ∈ R+, é um espaço de Hilbert.
Definição 1.13 Seja s ∈ R+. Representa-se por H−s(Rn) o dual topológico de
Hs(Rn).
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Os espaços Hs(Ω), s ∈ R
Definição 1.14 Um aberto Ω do Rn é dito ser bem regular se a fronteira de Ω é
uma variedade C∞ de dimensão n− 1.
Definição 1.15 Sejam s ≥ 0 e Ω um conjunto aberto limitado bem regular. O
espaço de Sobolev Hs(Ω) é definido por:
Hs(Ω) = {rΩu; u ∈ Hs(Rn)}
onde rΩu indica a restrição de u ao aberto Ω.
Para cada u ∈ Hs(Ω) tem-se que
‖u‖Hs(Ω) = inf{‖v‖Hs(Rn); v ∈ Hs(Rn) e rΩv = u}
define uma norma em Hs(Ω).
Observações
1. H0(Ω) = L2(Ω).
2. Hs(Ω), s > 0, é um espaço de Hilbert.
3. Hs(Ω) coincide com o espaço usual de Sobolev Hm(Ω), definido anteriormente,
se s = m ∈ N e se ∂Ω for regular (ver Adams [25], Kesavan [27] e Medeiros
[21]).
4. Hs0(Ω) é definido como sendo o fecho de C
∞
0 (Ω) em H
s(Ω).
5. H−s(Ω) é definido como sendo o dual de Hs0(Ω), s > 0.
Os espaços Hs(Γ), s ∈ R
Seja Ω um aberto limitado bem regular do Rn.
Definição 1.16 Seja Ω̄ o fecho de Ω em Rn. Denotaremos por D(Ω̄) o seguinte
conjunto:
D(Ω̄) = {ϕ|Ω̄; ϕ ∈ D(Rn)}.
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Observação: D(Ω̄) é denso em Hs(Ω), s ≥ 0.
Definição 1.17 Denotaremos por D(Γ) o seguinte conjunto:
D(Γ) = {u : Γ −→ K; u ∈ C∞(Γ) e tem suporte compacto em Γ}
onde Γ denota a fronteira de Ω, isto é, Γ = ∂Ω.
Seja u : Ω̄ −→ K uma função. Então γ0u = u|Γ está bem definida como uma
função de Γ em K. Com isto tem-se que se u ∈ D(Ω̄) então γ0u ∈ D(Γ).
Definição 1.18 Um sistema de cartas locais para Ω é uma famı́lia {ϕi, Ui}i∈I tal
que:
i) para todo i ∈ I:
ϕi : Ūi −→ Q = [0, 1]n−1 × [−1, 1]
é um difeomorfismo de classe C∞ tal que
 ϕi(Ui ∩ Ω) ⊂ [0, 1]n = Q+
 ϕi(Ui ∩ ∂Ω) ⊂ [0, 1]n−1 × {0} = Γ0
 ϕi(∂(Ui ∩ Ω)) = ∂Q+.




iii) Se Ui ∩ Uj 6= ∅ e se Wi = ϕi(Ui ∩ Uj) e Wj = ϕj(Ui ∩ Uj) então
ϕj(ϕ
−1
i ) : Wi −→ Wj e ϕi(ϕ−1j ) : Wj −→ Wi são de classe C∞.
Agora, sejam (ψ1, U1), · · · , (ψN , UN) um sistema de cartas locais e σ1, · · · , σN
funções testes do Rn tais que
N∑
i=1
σi(x) = 1 para todo x ∈ Γ = ∂Ω e sppσi ⊂ Ui (tais
funções existem pois Ω é um aberto limitado bem regular).
Para uma função w definida em Γ = ∂Ω sejam wj : Rn−1 −→ K, j =











, 0), se x
′ ∈ Ω0 = (0, 1)n−1
0, se x
′ ∈ Rn−1\Ω0
Definição 1.19 Denotaremos por Hs(Γ) o conjunto das funções w : Γ −→ K tal
que wj ∈ Hs(Rn−1), j = 1, · · · , N , onde wj são definidas acima. Isto é,
Hs(Γ) = {w : Γ −→ K; wj ∈ Hs(Rn−1), j = 1, · · · , N}.
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Observações





define um produto interno sobre Hs(Γ).
2. Hs(Γ) é um espaço de Hilbert.
3. D(Γ) é denso em Hs(Γ).
Proposição 1.4 A aplicação
γ0 : D(Ω̄) −→ H 12 (Γ)
definida por γ0u = u|Γ, é cont́ınua na topologia de H1(Ω), isto é, existe uma cons-
tante positiva C tal que
‖γ0u‖H 12 (Γ) ≤ C‖u‖H1(Ω).
Como D(Ω̄) é denso em Hs(Ω), em particular em H1(Ω), segue da proposição




2 (Γ) linear e cont́ınua que estende γ0, isto é, tal que γ0u = u|Γ para toda
u ∈ D(Ω̄). Esta aplicação γ0 : H1(Ω) −→ H 12 (Γ) é chamada de função traço e seu
valor em um dado u ∈ H1(Ω) é chamado o traço de u sobre Γ.
Teorema 1.3 (Teorema do Traço) Seja Ω um conjunto aberto limitado bem re-
gular do Rn . A função traço
γ0 : H
1(Ω) −→ H 12 (Γ)
é sobrejetiva e Ker(γ0) = H
1
0 (Ω)
Observação: Quando dizemos que u ∈ H10 (Ω) anula na fronteira de Ω, isto é, que
u = 0 sobre Γ = ∂Ω, na verdade significa que γ0u = 0 sobre Γ.
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Imersões de Sobolev





















< 0 então Wm,p(Ω) ⊂ L∞(Ω)
sendo as imersões acima cont́ınuas.
1.6 Desigualdades Importantes
Desigualdade de Hölder




= 1 (q = 1 se p = ∞ e














Desigualdade de Cauchy-Schwarz para funções L2(Ω)



















Seja Ω é um aberto limitado do Rn. Então existe uma constante C (dependendo
de Ω) tal que
‖u‖L2(Ω) ≤ C‖∇u‖L2(Ω) para toda u ∈ H10 (Ω). (1.1)
A constante C = C(Ω) citada no teorema acima é chamada de constante de




1. A desigualdade de Poincaré também é válida se u ∈ H1(Ω) e o traço de u
sobre Γ = ∂Ω anular sobre apenas uma parte de Γ (ver Brezis [9]).
2. A desigualdade de Poincaré (1.1) continua válida em W 1,p0 (Ω).
Consequências da Desigualdade de Poincaré
1. A norma de Sobolev ‖.‖1,Ω em H10 (Ω) é equivalente a norma do gradiente
em L2(Ω). De fato, a desigualdade de Poicaré diz que existe c > 0 tal que
‖u‖H1(Ω) ≤ c‖∇u‖L2(Ω) para toda u ∈ H10 (Ω). Além disso, naturalmente,
tem-se que ‖∇u‖L2(Ω) ≤ ‖u‖H1(Ω), ∀u ∈ H1(Ω).
2. A norma de Sobolev ‖.‖H2(Ω) é equivalente à norma do Laplaciano em L2(Ω)
para funções em H20 (Ω), isto é, existe c > 0 tal que ‖u‖H2(Ω) ≤ c‖∆u‖L2(Ω)
para toda u ∈ H20 (Ω). Isso segue do fato que se u ∈ H20 (Ω) então ∂u∂xi ∈ H10 (Ω)
e ainda da desigualdade de Poincaré.
1.7 Teorema da Divergência e Fórmulas de Green
Valem as seguintes fórmulas
i. ∫
Ω
(div F)(x) dx =
∫
∂Ω
F(x) · η(x) dΓ, F ∈ [H1(Ω)]n
ii. ∫
Ω
v4u dx = −
∫
Ω






(∆v)u dx, u, v ∈ H10 (Ω) ∩H2(Ω).
onde Ω é um aberto limitado do Rn com fronteira de classe C2 e η(x) denota a
normal exterior unitária no ponto x ∈ ∂Ω. A função F(x) integrada sobre ∂Ω é no
sentido da função traço, isto é,
∫
∂Ω
F(x) · η(x) dΓ significa
∫
∂Ω
(γ0F)(x) · η(x) dΓ
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1.8 Teoremas de Compacidade
Teorema 1.5 (Banach - Alaoglu - Bourbaki) Seja E um espaço de Banach re-
flexivo. Então
BE′ = {f ∈ E
′
: ‖f‖ ≤ 1}
é compacto na topologia fraca*, onde E
′
é o dual topológico de E.
A demonstração do teorema acima pode ser vista em Brezis [9].





2αu, x ∈ Ω





para todo ξ ∈ Rn e para todo x ∈ Ω.
Teorema 1.6 (Teorema de Regularidade Eĺıptica) Sejam L um operador di-
ferencial eĺıptico de ordem 2m, m ∈ N, definido em um aberto Ω do Rn, u ∈ D′(Ω)
e u solução de Lu = f , no sentido das distribuições, com f ∈ L2(Ω). Então
u ∈ H2m(Ω).
Demonstração em Agmon-Douglis-Nirenberg [26] ( e também Perla Menzala
[3]).
Definição 1.21 Seja X um espaço de Banach. Denotaremos por Lp(0, T ; X) o







< ∞, se 1 ≤ p < ∞.
Se p = ∞, então Lp(0, T ; X) é constitúıdo das funções f : [0, T ] −→ X tais que





1. Lp(0, T ; X) é um espaço de Banach para 1 ≤ p ≤ ∞ (veja Boubarki [24]).
2. Lp(0, T ; Lp(Ω)) = Lp(Q), onde Q = (0, T )× Ω.
3. L∞(0, T ; L2(Ω)) é o dual de L1(0, T ; L2(Ω)) (ver Yosida [20]).
Vamos enunciar outro resultado conhecido como Teorema Rellich sobre compacidade
que pode ser encontrado em L. A. Medeiros, P. H. Rivera, [21].
Teorema 1.7 (Teorema Rellich) Seja Ω aberto limitado do Rn. Então Hm+10 (Ω)
está imerso compactamente em Hm(Ω), m ∈ N. Além disso, se Ω for aberto




Existência e Unicidade de
Soluções Fortes
2.1 Introdução
Usando o método de Faedo-Galerkin, mostraremos neste caṕıtulo a existência
e unicidade de soluções fortes do problema abaixo, que se refere a um Sistema




utt −∆u +∇θ + a(x)ut = 0 x ∈ Ω, t > 0
θt −∆θ + div ut = 0 x ∈ Ω, t > 0
u(x, 0) = u0(x), ut(x, 0) = u1(x) x ∈ Ω
θ(x, 0) = θ0(x) x ∈ Ω
u(x, t) = 0 = θ(x, t) x ∈ ∂Ω, t > 0
(2.1)
sendo u = u(x, t) = (u1(x, t), u2(x, t), . . . , un(x, t)) e θ = θ(x, t), Ω ⊂ Rn, n ≥ 1 um
conjunto aberto limitado regular do Rn, (u0, u1, θ0) as condições iniciais e a : Ω −→
R+ uma função de L∞(Ω).





utt − µ∆u− (λ + µ)∇(div u) + a(x)ut +∇θ = 0 x ∈ Ω, t > 0
θt −∆θ + div ut = 0 x ∈ Ω, t > 0
(2.2)
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quando µ = 1 e λ + µ = 0.
Todos os resultados obtidos neste trabalho para o sistema (2.1) são facilmente
estendidos para o sistema termoelástico (2.2). De fato, o termo (λ+µ)∇(div u) não
acarreta grandes dificuldades técnicas.
2.2 Formulação Variacional
Suponhamos que (u(x, t), θ(x, t)) seja uma solução regular de (2.1) em algum
intervalo [0, T ]. Então, fazendo o produto interno em Rn, que indicaremos por
“·”, da equação utt − ∆u +∇θ + a(x)ut = 0 com w ∈ [H10 (Ω)]n e integrando em
relação a x ∈ Ω, tem-se
∫
Ω
utt · w dx−
∫
Ω
w ·∆u dx +
∫
Ω
w · ∇θ dx +
∫
Ω
a(x)ut · w dx = 0.




w ·∆u dx =
∫
Ω









∇ui ·∇wi dx, sendo ui e wi as i-ésimas componentes de
u = u(x, t) = (u1(x, t), u2(x, t), . . . , un(x, t)) e w = (w1, . . . , wn). Também escreve-
mos a notação que ‖∇u‖2[L2(Ω)]n =
n∑
i=1
‖∇ui‖2L2(Ω) onde ui é a i-ésima componente
do vetor u = (u1, u2, . . . , un) e ‖∇ui‖2L2(Ω) =
∫
Ω
|∇ui(x)|2dx. No entanto, neste
trabalhos vamos denotar ‖∇u‖2L2(Ω) como sendo ‖∇u‖2[L2(Ω)]n também denotaremos




utt · w dx +
∫
Ω
∇u · ∇w dx +
∫
Ω
w · ∇θ dx +
∫
Ω
a(x)ut · w dx = 0, ∀w ∈ [H10 (Ω)]n.
Com isso obtemos,
(utt, w)L2(Ω)+(∇u,∇w)L2(Ω)+(∇θ, w)L2(Ω)+(aut, w)L2(Ω) = 0, ∀w ∈ [H10 (Ω)]n. (2.3)










v div ut dx = 0,∀v ∈ H10 (Ω).
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∇θ · ∇v dx
e ∫
Ω
v divut dx = −
∫
Ω
ut · ∇v dx.
Assim obtemos que
(θt, v)L2(Ω) + (∇θ,∇v)L2(Ω) − (ut,∇v)L2(Ω) = 0,∀v ∈ H10 (Ω). (2.4)
Conclúımos então, por (2.3) e (2.4), que (u, θ) devem satisfazer o seguinte




(utt, w)L2(Ω) + (∇u,∇w)L2(Ω) + (∇θ, w)L2(Ω) + (a(x)ut, w)L2(Ω) = 0
(θt, v)L2(Ω) + (∇θ,∇v)L2(Ω) − (ut,∇v)L2(Ω) = 0
(2.5)
para toda w ∈ [H10 (Ω)]n, para toda v ∈ H10 (Ω) e para todo t ∈ [0, T ].
É claro que se o par (u, θ) é solucão clássica de (2.1), então o par (u, θ) é
solução de (2.5). Reciprocamente se o par (u, θ) é solução de (2.5) na classe
u ∈ L∞(0, T ; [H10 (Ω) ∩H2(Ω)]n),
ut ∈ L∞(0, T ; [H10 (Ω)]n),
utt ∈ L∞(0, T ; [L2(Ω)]n),
θ ∈ L2(0, T ; H10 (Ω) ∩H2(Ω)),
θt ∈ L∞(0, T ; L2(Ω)),
então o par (u, θ) é chamado de solução forte da equação (2.1) em [0, T ].
Teorema 2.1 Seja a ∈ L∞(Ω) com a(x) ≥ 0 q.s. em Ω e (u0, u1, θ0) ∈ [H10 (Ω) ∩
H2(Ω)]n × [H10 (Ω)]n × H10 (Ω) ∩ H2(Ω). Então, existe um único par (u, θ) solução
forte de (2.1).
A demonstração desse Teorema será feita em várias etapas e usaremos para




Sabemos que os espaços de Sobolev Hm(Ω) são espaços de Hilbert separáveis e
H10 (Ω) = D(Ω)
H1(Ω)
. Logo, podemos tomar uma base Hilbertiana (wν)ν∈N em W =
[H10 (Ω)∩H2(Ω)]n. As componentes desta base podem ser formadas por autofunções
(vν)∈N do Laplaciano.
De fato, pois −∆ : H10 (Ω) ∩ H2(Ω) ⊂ L2(Ω) −→ L2(Ω) é autoadjunto e
positivo definido, pois (−∆u, u) ≥ c‖u‖H10 (Ω), ∀u ∈ H10 (Ω)∩H2(Ω), c > 0. Também
notamos ∗ que H10 (Ω) tem imersão compacta em L
2(Ω), pois Ω é limitado. Então,
pela Teoria Espectral, W = [H10 (Ω)∩H2(Ω)]n possui base Hilbertiana formada por
autofunções de −∆.
Seja Wm = [w1, w2, ..., wm], onde wi, i = 1, · · · ,m são os m primeiros elemen-
tos da base de W e Vm = [v1, v2, ..., vm], onde vi, i = 1, · · · ,m são os m primeiros
elementos da base de V = H10 (Ω) ∩H2(Ω). Claro que Wm e Vm tem dimensão
m e são subespaços fechados de W e V , respectivamente.












com gjm(t) e hjm(t), 1 5 j 5 m, funções reais definidas em algum intervalo [0, T ] e
satisfazendo adequadas condições iniciais em t = 0. De fato, podemos tomar T > 0
arbitrário por causa da linearidade do problema.
Claro que um e θm não podem satisfazer os dados iniciais de (2.1), pois, um e
θm estão em subespaços de dimensão finita.





cj wj, u1 =
∞∑
j=1




∗Teorema Rellich; cap.1; seção 1.8
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com cj, dj e ej constantes reais, j = 1, 2, . . ..





(umtt , w)L2(Ω) + (∇um,∇w)L2(Ω) + (∇θm, w)L2(Ω) + (a(x)umt , w)L2(Ω) = 0
(θmt , v)L2(Ω) + (∇θm,∇v)L2(Ω) − (umt ,∇v)L2(Ω) = 0















com w ∈ Wm e v ∈ Vm.
Vamos mostrar que para cada m ∈ N fixo, existem funções um : [0,∞) −→ Wm
e θm : [0,∞) −→ Vm, da forma (2.6), que satisfazem o problema (2.8). O problema
se reduz a achar as funções gjm(t) e hjm(t).









em algum sentido e que o par (u, θ) seja solução de (2.1).
Então, devemos ter que
m∑
j=1




















Como (wj) e (vj) são L.I., devemos impor que gjm(0) = cj, g
′
jm(0) = dj, hjm(0) = ej
para 1 ≤ j ≤ m.
Como Wm = [w1, w2, · · · , wm] e Vm = [v1, v2, · · · , vm], pela linearidade do
produto interno, é suficiente satisfazer (2.8) com wi e vi em lugar de w ∈ Wm
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hjm(t)vj no problema aproximado, obtemos que (2.8) fica equivalente ao























































gjm(0) = cj, 1 ≤ j ≤ m
g
′
jm(0) = dj, 1 ≤ j ≤ m
hjm(0) = ej, 1 ≤ j ≤ m
(2.9)
para 1 ≤ i ≤ m.

































gjm(0) = cj, 1 ≤ j ≤ m
g
′
jm(0) = dj, 1 ≤ j ≤ m
hjm(0) = ej, 1 ≤ j ≤ m
(2.10)
para 1 ≤ i ≤ m.
Vamos chamar (wj, wi)L2(Ω) = Aji, (a(x)wj, wi)L2(Ω) = Bji,
(∇wj,∇wi)L2(Ω) = Cji, (∇vj, wi)L2(Ω) = Dji, (wj,∇vi)L2(Ω) = Eji, (vj, vi)L2(Ω) =
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gjm(0) = cj, 1 ≤ j ≤ m
g
′
jm(0) = dj, 1 ≤ j ≤ m
hjm(0) = ej, 1 ≤ j ≤ m
(2.11)
para 1 ≤ i ≤ m.
Esse é um sistema linear de 2m EDO´S de 1ª e 2ª ordens com condições iniciais











Y (0) = Y0
(2.12)
com Y = (g1m, · · · , gmm, g′1m, · · · , g′mm, h1m, · · · , hmm) e Y0 = (c1, · · · , cm, d1, · · · , dm,
















sendo A a matriz (Aij), B a matriz (Bij), C a matriz (Cij), D a matriz (Dij), E a
matriz (Eij), F a matriz (Fij) e G a matriz (Gij).
Observamos que A é uma matriz de ordem 3m × 3m e suas entradas são
constantes. Logo, a solução do sistema linear (2.12) é dada por Y (t) = etAY0, t ≥ 0.
Assim (2.12) possui solução global. Portanto, se
Y (t) = (y1(t), · · · , ym(t), ym+1(t), · · · , y2m(t), y2m+1(t), · · · , y3m(t)), t ≥ 0,
então os coeficientes gjm(t) e hjm(t) são dados, respectivamente, por gjm(t) = yj(t),
j = 1, 2, · · · ,m e hjm(t) = y2m+j(t), j = 1, 2, · · · ,m, onde estão definidas para todo
t ≥ 0.
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hjm(t)vj são soluções do problema aproximado (2.8)
no intervalo [0,∞).
2.3.2 Estimativas para as Soluções Aproximadas
Nesta seção faremos algumas estimativas, com o objetivo de obtermos limitações
das normas de um, umt , u
m
tt , θ
m e θmt . Essas estimativas serão usadas para
passagem ao limite no problema aproximado e alguns resultados desses serão usados
posteriormente para análise das condições iniciais.







hjm(t)vj estão definidas para
todo t ≥ 0 e satisfazem:
(umtt , w)L2(Ω) + (∇um,∇w)L2(Ω) + (∇θm, w)L2(Ω) + (a(x)umt , w)L2(Ω) = 0 (2.13)
(θmt , v)L2(Ω) + (∇θm,∇v)L2(Ω) − (umt ,∇v)L2(Ω) = 0, (2.14)
para todo w ∈ Wm e v ∈ Vm. Agora, tomando w = umt e v = θm obtemos que:































(∇um, ∇w)L2(Ω) = (∇um, div umt )L2(Ω) =
∫
Ω




∇2um · umt dx = −
∫
Ω



























(∇θm, w)L2(Ω) = (∇θm, umt )L2(Ω), (2.17)




















































(∇θm, ∇v)L2(Ω) = (∇θm, ∇θm)L2(Ω) = ‖∇θm‖2L2(Ω), (2.20)
(umt , ∇v)L2(Ω) = (umt , ∇θm)L2(Ω) = (∇θm, umt )L2(Ω). (2.21)
Substituindo (2.15), (2.16), (2.17) e (2.18) em (2.13) e substituindo (2.19),



































+ ‖∇θm‖2L2(Ω) = 0.





‖umt ‖2L2(Ω) + ‖∇um‖2L2(Ω) + ‖θm‖2L2(Ω)
}
.








+ ‖∇θm‖2L2(Ω) = 0.











‖∇θm‖2L2(Ω) ds = Em(0). (2.22)
Logo,




















1 em (2.8) temos, que θ
m
0 −→ θ0 forte em H10 (Ω)∩H2(Ω),
um1 −→ u1 forte em [L2(Ω)]n e ∇ um0 −→ ∇u0 forte em [H10 (Ω)]n quando
m −→∞. Notamos que a última convergência é devido ao fato que um0 −→ u0 forte
em [H10 (Ω) ∩ H2(Ω)]n. Então {θm0 } é uma seqüência limitada em W , {um1 } é uma
seqüência limitada em [H10 (Ω)]
n e {∇um0 } é uma seqüência limitada em [L2(Ω)]n.
Logo, existe C = C(θ0, u0, u1) uma constante positiva independente de m,
tal que Em(0) ≤ C, ∀m ∈ N. Como Em(t) ≤ Em(0), ∀ t, concluimos que
Em(t) ≤ C, ∀m ∈ N e ∀ t ≥ 0, com C > 0 independente de m e t. Isto é
sup
t≥0
{‖umt ‖2L2(Ω) + ‖∇um‖2L2(Ω) + ‖θm‖2L2(Ω)} ≤ 2C, ∀m ∈ N.
Essa estimativa diz que as seqüências {umt }, {um} e {θm} são tais que
{umt } limitada em L∞(0,∞; [L2(Ω)]n)
{um} limitada em L∞(0,∞; [H10 (Ω)]n)
{θm} limitada em L∞(0,∞; L2(Ω)).
Mas, pela estimativa (2.22), temos que ‖∇θm‖L2(Ω×(0,∞)) é limitada por alguma
constante que independe de m. Como ‖∇θm‖L2(Ω) é equivalente a ‖θm‖H10 (Ω) segue
que também
{umt } limitada em L∞(0,∞; [L2(Ω)]n)
{um} limitada em L∞(0,∞; [H10 (Ω)]n)
{θm} limitada em L∞(0,∞; L2(Ω))
{θm} limitada em L2(0,∞; H10 (Ω)).
Agora, vamos estimar a norma de umtt (0) e θ
m
t (0) em [L
2(Ω)]n e L2(Ω), respectiva-
mente. Consideramos w = umtt (t) e v = θ
m
t (t). Substituindo em (2.8) segue que
(umtt (t), u
m
tt (t)) + (∇um(t),∇umtt (t)) + (∇θm(t), umtt (t)) + (a(x)umt (t), umtt (t)) = 0,
(θmt (t), θ
m
t (t)) + (∇θm(t),∇θmt (t))− (umt (t),∇θmt (t)) = 0
para t ∈ [0,∞).
Isso diz que
‖umtt (t)‖2 + (∇um(t),∇umtt (t)) + (∇θm(t), umtt (t)) + (a(x)umt (t), umtt (t)) = 0,
‖θmt (t)‖2 + (∇θm(t),∇θmt (t))− (umt (t),∇θmt (t)) = 0
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Calculando em t = 0 e usando a segunda Fórmula de Green e Teorema da Di-
vergência, já que um(t) ∈ [H10 (Ω) ∩ H2(Ω)]n e θm(t) ∈ H10 (Ω) ∩ H2(Ω), resulta
que:
‖umtt (0)‖2L2(Ω) − (∆um(0), umtt (0)) + (∇θm(0), umtt (0)) + (a(x)umt (0), umtt (0)) = 0,
‖θmt (0)‖2L2(Ω) − (∆θm(0), θmt (0)) + (divumt (0), θmt (0)) = 0.
Agora, usando a desigualdade de Cauchy-Schwarz em L2(Ω), segue que
‖umtt (0)‖2L2(Ω) ≤
{‖∆um(0)‖L2(Ω) + ‖∇θm(0)‖L2(Ω) + ‖a(.)umt (0)‖L2(Ω)
} ‖umtt (0)‖L2(Ω)
‖θmt (0)‖2L2(Ω) ≤
{‖∆θm(0)‖L2(Ω) + ‖divumt (0)‖L2(Ω)
} ‖θmt (0))‖L2(Ω).
(2.23)
Se ‖umtt (0)‖2L2(Ω) = 0 e ‖θmt (0))‖L2(Ω) = 0 então ‖umtt (0)‖ e ‖θmt (0))‖ são limitadas.
Caso contrário, tem-se de (2.23) que
‖umtt (0)‖L2(Ω) ≤ ‖∆um(0)‖L2(Ω) + ‖∇θm(0)‖L2(Ω) + ‖a(.)umt (0)‖
‖θmt (0)‖L2(Ω) ≤ ‖∆θm(0)‖L2(Ω) + ‖divumt (0)‖
(2.24)
De (2.24) e do fato que um(0) = um0 −→ u0 forte em [H10 (Ω) ∩ H2(Ω)]n, umt (0) =
um1 −→ u1 forte em [H10 (Ω)]n e θm(0) = θm0 −→ θ0 forte em H10 (Ω) ∩ H2(Ω) segue
que
‖umtt (0)‖2L2(Ω) ≤ C1(u0) + C1(θ0) + C1(u1) = C1
‖θmt (0)‖L2(Ω) ≤ C2(θ0) + C2(u1) = C2
(2.25)
onde C1 e C2 são constantes positivas independentes de m.
Conclúımos, então, que umtt (0) e θ
m
t (0) são seqüências limitadas, respectiva-
mente, em [L2(Ω)]n e L2(Ω), respectivamente.








































gjm(0) = cj, 1 ≤ j ≤ m
g
′
jm(0) = dj, 1 ≤ j ≤ m
g
′′
jm(0) = αj, 1 ≤ j ≤ m
hjm(0) = ej, 1 ≤ j ≤ m
h
′
jm(0) = βj, 1 ≤ j ≤ m
(2.26)
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Pelo Teorema de Existência e Unicidade para EDO’S, o problema (2.26)
tem únicas soluções gjm e hjm definidas em [0,∞). Isto é, o sistema de EDO’s possui
única funções, gjm e hjm definida para todo t ≥ 0, onde essas funções são três vezes






















hjm(t)vj satisfazem em [0,∞) o
seguinte problema:
(umttt, w)L2(Ω) + (∇umt ,∇w)L2(Ω) + (∇ θmt , w)L2(0,1) + (a(x)umtt , w)L2(Ω) = 0
(θmtt , v)L2(Ω) + (∇ θmt ,∇v)L2(Ω) − (umtt ,∇v)L2(Ω) = 0




















+ ‖∇θmt ‖2 = 0,
para cada t ≥ 0.As normas acima são em L2(Ω). Agora, integrando em (0, t), 0 <
t < ∞, tem-se que











= ‖umtt (0)‖2 + ‖∇umt (0)‖2 + ‖θmt (0)‖2.
Assim
‖umtt (t)‖2 + ‖∇umt (t)‖2 + ‖θmt (t)‖2 ≤ ‖umtt (0)‖2 + ‖∇umt (0)‖2 + ‖θmt (0)‖2
= ‖umtt (0)‖2 + ‖∇um1 ‖2 + ‖θmt (0)‖2 ≤ C,
(2.27)
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onde C = C(u0, u1, θ0, ) é uma constante positiva independente de m e t, devido a
(2.25) e ao fato que u1m −→ u1 forte em [H10 (Ω)]n. Então concluimos que
‖umtt (t)‖2L2(Ω) + ‖∇umt (t)‖2L2(Ω) + ‖θmt (t)‖2L2(Ω) ≤ C, ∀m ∈ N, ∀ t ≥ 0,
com C > 0 independente de m e t. Logo
∫ ∞
0
‖∇θm‖2L2(Ω) dx 5 C, ∀t = 0 e
sup t≥0{‖umt ‖2L2(Ω) + ‖∇um‖2L2(Ω) + ‖θm‖2L2(Ω)} ≤ 2C, ∀m ∈ N.
Isso diz que as seqüências {umtt }, {umt } e {θmt } são tais que
{∇umt } limitada em L∞(0,∞; [L2(Ω)]n)
{umtt } limitada em L∞(0,∞; [L2(Ω)]n)
{θmt } limitada em L∞(0,∞; L2(Ω)).
Mas, como ‖∇umt ‖L2(Ω) é equivalente a ‖umt ‖H10 (Ω), segue que umt é uma seqüência
limitada em L∞(0,∞; [H10 (Ω)]n). Então, temos que
{umt } limitada em L∞(0,∞; [H10 (Ω)]n)
{umtt } limitada em L∞(0,∞; [L2(Ω)]n)
{θmt } limitada em L∞(0,∞; L2(Ω)).
Portanto, as seqüências {umtt }, {umt }, {um}, {θmt } e {θm} são tais que
{um} limitada em L∞(0,∞; [H10 (Ω)]n)
{umt } limitada em L∞(0,∞; [H10 (Ω)]n)
{umtt } limitada em L∞(0,∞; [L2(Ω)]n)
{θm} limitada em L∞(0,∞; L2(Ω))
{θm} limitada em L2(0,∞; H10 (Ω))
{θmt } limitada em L∞(0,∞; L2(Ω)).
(2.28)
Agora, de (2.28) segue † que existe funções u ∈ L∞(0,∞; [H10 (Ω)]n) e θ ∈
L∞(0,∞; L2(Ω)) ∩ L2(0,∞; H10 (Ω)), com ut ∈ L∞(0,∞; [H10 (Ω)]n),
†Teorema Banach-Aloglu-Boubarki; cap.1; seção 1.7
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utt ∈ L∞(0,∞; [L2(Ω)]n) e θt ∈ L∞(0,∞; L2(Ω)), tais que
um −→ u, fraco-? em L∞(0,∞; [H10 (Ω)]n)
umt −→ ut, fraco-? em L∞(0,∞; [H10 (Ω)]n)
umtt −→ utt, fraco-? em L∞(0,∞; [L2(Ω)]n)
θm −→ θ, fraco-? em L∞(0,∞; L2(Ω))
θm −→ θ, fraco em L2(0,∞; H10 (Ω))
θmt −→ θt, fraco-? em L∞(0,∞; L2(Ω)).
(2.29)
2.3.3 Passagem ao Limite
Agora, queremos passar o limite, quando m −→∞, no problema aproximado
(2.8).
Como podemos identificar L∞( 0, ∞; [L2(Ω)]n) com o dual de
L1( 0, T ; [L2(Ω)]n), o fato que umt −→ ut, fraco-? em L∞(0,∞; [H10 (Ω)]n) ⊂

















ut(x, t) · w(x, t) dxdt (2.30)
para toda w ∈ L1( 0, T, ; [L2(Ω)]n).




(umt (t), ψ)L2(Ω) ϕ(t) dt −→
∫ ∞
0
(ut(t), ψ)L2(Ω) ϕ(t) dt (2.31)
para toda ϕ ∈ L1(0,∞) e para toda ψ ∈ [H10 (Ω)]n. Em particular tomando ϕ ∈
D(0,∞) ⊂ L1(0,∞). Podemos concluir de (2.31) que
(umt , ψ)L2(Ω) −→ (ut, ψ)L2(Ω)
em D8(0,∞), para cada ψ ∈ [H10 (Ω)]n. Portanto, para toda ψ ∈ [H10 (Ω)]n vale que
(umtt , ψ) =
d
dt
(umt , ψ) −→
d
dt
(ut, v) = (utt, ψ) (2.32)
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em D′(0,∞).
Também, de (2.29) temos a convergência
um −→ u, fraco-? em L∞(0,∞; [H10 (Ω)]n).
Então,
∇um −→ ∇u, fraco-? em L∞(0,∞; [L2(Ω)]n) = (L1(0,∞; [L2(Ω)]n))8.
Mas o fato de ∇um −→ ∇u, fraco-? em (L1(0,∞; [L2(Ω)]n))8, significa que para
toda w ∈ L1(0,∞; [L2(Ω)]n) tem-se que
〈∇um, w〉 −→ 〈∇u, w〉, (2.33)
onde usamos a notação que
〈∇um, w〉 = ∑ni=1
〈∇umi , w
〉
sendo ui a i-ésima compo-
nente do vetor u.
Seja ϕ(t) ∈ L1(0,∞) e ψ(x) ∈ [H10 (Ω)]n. Seja v = ϕψ ∈ L1(0,∞; [H10 (Ω)]n).
Portanto w = ∇v = ϕ∇ψ ∈ L1(0,∞; [L2(Ω)]n).
Então de (2.33) tem-se que











∇u(x, t) ϕ(t)∇ψ(x) dxdt
para ϕ ∈ L1(0,∞) e ψ ∈ [H10 (Ω)]n. Ou seja,
∫ ∞
0




para ϕ ∈ L1(0,∞), ψ ∈ [H10 (Ω)]n. Portanto temos que
(∇um, ∇ψ)L2(Ω) −→ (∇u, ∇ψ)L2(Ω) (2.34)
em D′(0,∞), para cada ψ ∈ [H10 (Ω)]n.
Agora, usando a convergência (conforme (2.29)),
∇θm −→ ∇θ, fraco em (L2(0,∞; L2(Ω)))8 ∼= L2(0,∞; L2(Ω)) (2.35)
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De (2.35), para toda w ∈ L2(0,∞; [L2(Ω)]n) tem-se que











∇θ(x, t) · w(x, t) dxdt
para toda w ∈ L2( 0, T ; [L2(Ω)]n).
Seja w = ϕψ com ϕ(t) ∈ L2(0,∞) e ψ(x) ∈ [H10 (Ω)]n ⊂ [L2(Ω)]n. Então,
tem-se ∫ ∞
0
(∇θm(t), ψ)L2(Ω) ϕ(t) dt −→
∫ ∞
0
(∇θ(t), ψ)L2(Ω) ϕ(t) dt
para toda ϕ ∈ L2(0,∞) e para toda ψ ∈ [H10 (Ω)]n. Tomando ϕ ∈ D(0,∞) ⊂
L2(0,∞), tem-se que
(∇θm, ψ)L2(Ω) −→ (∇θ, ψ)L2(Ω) (2.36)
em D′(0,∞), para cada ψ ∈ [H10 (Ω)]n.
Agora da convergência (conforme (2.29)) umt −→ ut, fraco-? em
L∞(0,∞; [H10 (Ω)]n) ⊂ L∞(0,∞; [L2(Ω)]n) e do fato que a : Ω −→ R+ é uma
função de L∞(Ω;R+) temos que
a(.) umt −→ a(.) ut, fraco-? em L∞(0,∞; [L2(Ω)]n)
Identificando L∞( 0, T ; [L2(Ω)]n) com o dual do L1( 0, T ; [L2(Ω)]n), temos
para toda w ∈ L1(0,∞; [L2(Ω)]n) que
〈
a(.) umt , w













a(.) umt (x, t) · w(x, t) dxdt
para toda w ∈ L1( 0, T, [L2(Ω)]n). Seja w = ϕψ com ϕ(t) ∈ D(0,∞) ⊂ L1(0,∞) e
ψ(x) ∈ [H10 (Ω)]n ⊂ [L2(Ω)]n. Então,
∫ ∞
0
(a(.) umt (t), ψ)L2(Ω) ϕ(t) dt −→
∫ ∞
0
(a(.) ut(t), ψ)L2(Ω) ϕ(t) dt
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para toda ϕ ∈ D(0,∞) e para toda ψ ∈ [H10 (Ω)]n. Assim temos que
(a(.) umt , ψ)L2(Ω) −→ (a(.) ut, ψ)L2(Ω) (2.37)
em D′(0,∞), para cada ψ ∈ [H10 (Ω)]n.
Usando a convergência de (2.29) a qual diz que θmt −→ θt fraco-? em
L∞(0,∞; L2(Ω)) e também o fato que podemos identificar L∞(0,∞; L2(Ω))
com o dual do L1(0,∞; L2(Ω)), teremos que para toda v ∈ L1(0,∞; L2(Ω))
〈
θmt , v
〉 −→ 〈θt, v
〉
.









θt(x, t) v(x, t) dxdt (2.38)
para toda v ∈ L1( 0, ∞; L2(Ω)). Seja v = ϕψ com ϕ(t) ∈ L1(0,∞) e ψ ∈ H10 (Ω) ⊂
L2(Ω). Então, de (2.38) tem-se
∫ ∞
0
(θmt (t), ψ)L2(Ω) ϕ(t) dt −→
∫ ∞
0
(θt(t), ψ)L2(Ω) ϕ(t) dt (2.39)
para toda ϕ ∈ L1(0,∞) e para toda ψ ∈ H10 (Ω).
Tomemos ϕ ∈ D(0,∞) ⊂ L1(0,∞). Então, concluimos que
(θmt , ψ)L2(Ω) −→ (θt, ψ)L2(Ω) (2.40)
em D′(0,∞), para cada ψ ∈ H10 (Ω).
Do fato que ∇θm −→ ∇θ, fraco em L2(0,∞; [L2(Ω)]n) (conforme 2.35) e como
podemos identificar L2( 0,∞; [L2(Ω)]n) com o dual de L2( 0, ∞; [L2(Ω)]n), então
para toda v ∈ L2(0,∞; [L2(Ω)]n) tem-se que










∇θ(x, t) v(x, t) dxdt
para toda v ∈ L2( 0, ∞, [L2(Ω)]n). Seja w = ϕ ψ com ϕ(t) ∈ D(0,∞) ⊂ L2(0,∞)
e ψ(x) ∈ H10 (Ω), assim v = ∇w = ϕ∇ψ ∈ L2(0,∞; [L2(Ω)]n). Então temos
que
〈∇θm, ϕ∇ψ〉 −→ 〈∇θ, ϕ∇ψ〉,
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∇θ(x, t) ϕ(t)∇ψ(x) dxdt
para ϕ ∈ D(0,∞) e ψ ∈ H10 (Ω)). Isto é:
∫ ∞
0




para ϕ ∈ D(0,∞), ψ ∈ H10 (Ω). Portanto temos que
(∇θm, ∇ψ)L2(Ω) −→ (∇θ, ∇ψ)L2(Ω) (2.41)
em D′(0,∞), para cada ψ ∈ H10 (Ω).
Por fim vamos mostrar que (umt , ∇ψ)L2(Ω) −→ (ut, ∇ψ)L2(Ω) em D′(0,∞),
para cada ψ ∈ H10 (Ω). De fato isso ocorre, pois, de (2.29) umt −→ ut fraco-? em
L∞(0,∞; [H10 (Ω)]n) ⊂ L∞(0,∞; [L2(Ω)]n). Então identificando L∞( 0, ∞; [L2(Ω)]n)










ut(x, t) v(x, t) dxdt (2.42)
para toda v ∈ L1( 0, ∞, [L2(Ω)]n).
Seja ϕ ∈ D(0,∞) ⊂ L1(0,∞) e ψ ∈ H10 (Ω). Assim w = ϕψ ∈ L1( 0, T ; H10 (Ω))










ut(x, t) ϕ(t)∇ψ(x) dxdt
para ϕ ∈ D(0,∞) e para ψ ∈ H10 (Ω). Então,
∫ ∞
0




para toda ϕ ∈ D(0,∞) e para toda ψ ∈ H10 (Ω). Portanto, temos que
(umt , ∇ψ)L2(Ω) −→ (ut, ∇ψ)L2(Ω) (2.43)
em D′(0,∞), para cada ψ ∈ H10 (Ω).
Como um e θm satisfazem o Problema Aproximado (2.8) para cada w ∈ Wm e
v ∈ Vm, então como as combinações lineares finitas de Wm e Vm, m ∈ N, são densos
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em W e V , respectivamente, segue que o Problema Aproximado vale para w ∈ W e
v ∈ V .
Portanto de (2.32), (2.34), (2.36), (2.37), (2.40), (2.41) e (2.43), tomando limite




(utt, w)L2(Ω) + (∇u,∇w)L2(Ω) + (∇θ, w)L2(Ω) + (a(.) ut, w)L2(Ω) = 0
(θt, v)L2(Ω) + (∇θ,∇v)L2(Ω) − (ut,∇v)L2(Ω) = 0




utt −∆u + a(x)ut +∇θ = 0
θt −∆θ + divut = 0
(2.44)
no sentido de D′((0,∞)× Ω).
2.3.4 Regularidade
Seja (u, θ) a solução de (2.1) obtida na seção anterior. Usando o fato utt,




∆u(t) = utt(t) + a(x)ut(t) +∇θ(t)
∆θ(t) = θt(t) + divut(t)
(2.45)
no sentido de D′(Ω), para cada t ∈ [0,∞], segue então do Teorema de Regularidade
Eĺıptica ‡ aplicando ao operador de Laplace que
u(t) ∈ [H2(Ω)]n e θ(t) ∈ H2(Ω)
para cada t ∈ [0,∞). Então podemos concluir de (2.45) que:
u ∈ L∞(0,∞; [H2(Ω)]n ∩ [H10 (Ω)]n), ut ∈ L∞(0,∞; [H10 (Ω)]n),
utt ∈ L∞(0,∞; [L2(Ω)]n), θ ∈ L2(0,∞; H10 (Ω)) ∩ L∞(0,∞; H2(Ω))
e θt ∈ L∞(0,∞; L2(Ω)).
(2.46)




utt −∆u + a(x)ut +∇θ = 0
θt −∆θ + divut = 0
‡ver cap1; seção 1.8
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valem no sentido de L∞(0, T ; [L2(Ω)]n) e L∞(0, T ; L2(Ω)), respectivamente. Assim,
u e θ são soluções fortes do sistema (2.1).
2.3.5 Análise das Condições Iniciais
Vamos mostrar agora, que as funções u e θ dadas em (2.29) também satisfazem
as condições inicias do problema (2.1), isto é,
u(0) = u0, ut(0) = u1 e θ(0) = θ0.
Para fazer isso, vamos considerar a seguinte proposição, que pode ser encontrada
em Lions [17]:
Proposição 2.1 Sejam V1 e V2 espaços de Hilbert tal que V1 está imerso contin-
uamente em V2. Seja, W (0, T ) = {φ ∈ Lp(0, T ; V1) : dφ
dt
∈ Lp(0, T ; V2)}. Então
W (0, T ) está imerso continuamente em C(0, T ; V2).
Lembremos que as soluções u e θ de (2.1), dadas em (2.46), são tais que u ∈
L∞(0,∞; [H10 (Ω) ∩H2(Ω)]n), ut ∈ L∞(0,∞; [H10 (Ω)]n), utt ∈ L∞(0,∞; [L2(Ω)]n),
θ ∈ L2(0,∞; H10 (Ω)∩H2(Ω)) e θt ∈ L∞(0,∞; L2(Ω)). Logo é claro que u ∈ W (0, T )
com p = ∞ e V1 = V2 = [H10 (Ω)]n. Portanto, pela proposição acima tem-se que
u ∈ C([0,∞], [H10 (Ω)]n).
Também é claro que θ ∈ W (0,∞) com p = ∞ e V1 = H2(Ω) e V2 = L2(Ω). Então,
pela proposição tem-se que
θ ∈ C([0,∞), L2(Ω)).
Temos ainda que ut ∈ W (0,∞) com p = ∞ e V1 = [H10 (Ω)]n e V2 = [L2(Ω)]n. Assim,
pela Proposição 2.1
ut ∈ C([0,∞); [L2(Ω)]n.
Logo, faz sentido calcular u(0), ut(0) e θ(0).
Vamos então calcular u(0). Temos que




Então, como em (2.30) e (2.31), escolhendo w = ϕψ com ψ ∈ [H10 (Ω)]n ⊂
[L2(Ω)]n e ϕ ∈ L1(0,∞) tem-se:
∫ ∞
0




para toda ϕ ∈ L1(0,∞). Em particular, para toda ϕ ∈ C10(0,∞) já que C10(0,∞) ⊂
L1(0,∞), onde C10(0,∞) são as funções de classe C1 com suporte compacto em
[0,∞).
Também, de (2.29) tem-se
um ⇀ u fraco-? em L∞([0,∞; [H10 (Ω)]n).
Então, como acima, para ψ ∈ [H10 (Ω)]n ⊂ [L2(Ω)]n e φ ∈ L1(0,∞) vale que:
∫ ∞
0
(um, ψ)L2(Ω)φ dt −→
∫ ∞
0
(u, ψ)L2(Ω)φ dt (2.48)
para toda φ ∈ L1(0,∞). Em particular, para toda φ ∈ C0(0,∞) pois C0(0,∞) ⊂
L1(0,∞), onde C0(0,∞) representa as funcões continuas que tem suporte compacto
em [0,∞).
Escolhendo φ = ϕ
′
com ϕ ∈ C10(0,∞) concluimos de (2.47) que
∫ ∞
0















para toda ψ ∈ [H10 (Ω)]n ⊂ [L2(Ω)]n e para toda ϕ ∈ C10(0,∞).

















para ψ ∈ [H10 (Ω)]n e ϕ ∈ C10(0,∞). Então, integrando e impondo a condição
adicional sobre ϕ que ϕ(0) = 1 segue que
(um(0), ψ)L2(Ω) −→ (u(0), ψ)L2(Ω)
para toda ψ ∈ [H10 (Ω)]n ⊂ [L2(Ω)]n.
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Mas, pela escolha de um(0) em (2.8), tem-se um(0) = um0 −→ u0 forte em
[H10 (Ω)]
n e portanto em [L2(Ω)]n. Dai, tem-se que
(um(0), ψ)L2(Ω) −→ (u0, ψ)L2(Ω)
para toda ψ ∈ [H10 (Ω)]n. Portanto, da unicidade do limite, concluimos que
u(0) = u0. (2.51)
Assim, como era esperado, u(t) atende a condição inicial dada.
Calculamos agora θ(0). Sabemos que
θmt ⇀ θt fraco-? em L
∞(0,∞; L2(Ω))
(conforme (2.29)).
Então, escolhendo w = ϕψ com ψ ∈ H10 (Ω) ⊂ L2(0, 1) e ϕ ∈ L1(0,∞) tem-se:
∫ ∞
0




para toda ϕ ∈ L1(0,∞). Em particular, para toda ϕ ∈ C10(0,∞) já que C10(0,∞) ⊂
L1(0,∞). Temos também, de (2.29) que
θm ⇀ θ fraco em L2(0,∞; H10 (Ω)).
Então, para ψ ∈ H10 (Ω) ⊂ L2(Ω) e φ ∈ L2(0,∞) vale que:
∫ ∞
0




para toda φ ∈ L2(0,∞). Em particular, para toda φ ∈ C0(0,∞) pois C0(0,∞) ⊂
L2(0,∞). Tomando φ = ϕ′ com ϕ ∈ C10(0,∞) concluimos que
∫ ∞
0














para toda ψ ∈ H10 (Ω) ⊂ L2(Ω) e para toda ϕ ∈ C10(0,∞).


















para toda ψ ∈ H10 (Ω) e ϕ ∈ C10(0,∞). Então, impondo a condição adicional que
ϕ(0) = 1 e integrando, tem-se que
(θm(0), ψ)L2(Ω) −→ (θ(0), ψ)L2(Ω)
para toda ψ ∈ H10 (Ω) ⊂ L2(Ω). Mas pela escolha de θm(0) em (2.8), tem-se θm(0) =
θm0 −→ θ0 forte em H10 (Ω) e portanto em L2(Ω). Desse modo tem-se que
(θm(0), ψ)L2(Ω) −→ (θ0, ψ)L2(Ω)
para toda ψ ∈ H10 (Ω). Logo, da unicidade do limite, concluimos que
θ(0) = θ0. (2.54)
Usando as convergências
umt −→ ut, fraco-? em L∞(0,∞; [H10 (Ω)]n)
umtt −→ utt, fraco-? em L∞(0,∞; [L2(Ω)]n)
já vistas em (2.29) e fazendo de modo semelhante ao acima para u(0) = u0 e θ(0) =
θ0, mostra-se que
ut(0) = u1. (2.55)
Agora, de (2.46), (2.51), (2.54) e (2.55) conclúımos que as funções u e θ são soluções
do problema (2.1), já que as condições de fronteira em (2.1) estão satisfeitas pois
u ∈ [H10 (Ω)]n e θ ∈ H10 (Ω).
Resta então, verificar a unicidade das soluções u e θ.
2.4 Unicidade de Soluções
Suponhamos que existem dois pares (u, θ) e (ũ, θ̃) soluções do problema (2.1)





wtt −∆w + a(x)wt +∇v = 0 x ∈ Ω, t > 0
vt −∆v + divwt = 0 x ∈ Ω, t > 0
w(x, 0) = 0, wt(x, 0) = 0 x ∈ Ω
v(x, 0) = 0 x ∈ Ω
w(x, t) = 0, v(x, t) = 0 t ≥ 0, x ∈ ∂Ω
(2.56)
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Multiplicando a primeira equação de (2.56) por wt e a segunda equação de (2.56)
por v, somando as duas e, em seguida integrando em relação a x ∈ Ω e usando as











+ ‖∇v‖2L2(Ω) = 0.
para todo t ≥ 0.
A energia do problema (2.56) é dada por:




‖wt‖2L2(Ω) + ‖∇w‖2L2(Ω) + ‖v‖2L2(Ω)
}
.
Agora, integrando em [0, t], t > 0, e usando as condições iniciais dadas em








L2(Ω) + ‖∇v‖2L2(Ω)} ds = E(0) = E(w(0), v(0)). (2.57)
para todo t ≥ 0. Assim E(t) = 0, ∀t. Donde resulta que w = v = 0 quase sempre.




Neste caṕıtulo estudamos a estabilização do sistema acoplado Equação da
Onda × Equação do Calor (2.1). Por estabilização, entendemos o comportamento
da energia E(t) do sistema, quando t −→ ∞ ou o estudo do comportamento










Mostraremos taxas de decaimento expĺıcitas para as soluções do sistema (2.1).
De fato, nosso objetivo é estudar a estabilização da energia E(t), do sistema






( |ut|2 + |∇u|2 + θ2
)
dx.






( |ut|2 + |∇u|2
)






θ2 dx (energia térmica). (3.2)










para todo t ≥ 0.
Assim, para t ≥ 0 e T > 0 a energia E(t) satisfaz a identidade












Em particular, vê-se que a energia E(t) é uma função decrescente. Então, faz sentido
estudar taxas de decaimento da energia total E(t) associada ao sistema (2.1).
Agora precisamos definir o subconjunto Γ(x0) de Γ = ∂Ω, para x0 ∈ Rn fixado
de modo arbitrário.
Γ(x0) = {x ∈ Γ; (x− x0).η(x) ≥ 0}
onde η(x) é a normal exterior unitária a Ω no ponto x ∈ Γ = ∂Ω.
Seja, ω ⊂ Ω̄ uma vizinhança em Ω̄ de Γ(x0). Assim, ω = Ω̄ ∩W , onde W é
um aberto do Rn tal que Γ(x0) ⊂ W .
A estabilização da energia E(t) será estudada com a seguinte hipótese adicional
na função a(x):
a(x) ≥ a0 sobre ω (3.4)
para alguma constante a0 positiva.
Assim, o termo dissipativo a(x)ut na primeira equação em (2.1) é localizado
ou efetivo apenas em uma parte de Ω
De fato, temos o seguinte resultado:
Teorema 3.1 (Estabilização) Sejam u = u(x, t) e θ = θ(x, t) as soluções do
problema (2.1). Seja a ∈ L∞(Ω), a(x) ≥ 0 q.s. em Ω, satisfazendo (3.4). Então,
existem constantes positivas C e σ, com C dependendo da energia inicial E(0), tais
que:
E(t) ≤ Ce−σt, (3.5)
para todo t ≥ 0.
Para provar esse teorema vamos precisar de alguns lemas e estimativas especiais
sobre as soluções u e θ.
3.1 Lema de Nakao
Para provar a estabilização da energia E(t) vamos mostrar que E(t) satisfaz
uma desigualdade do tipo:
E(t) ≤ C[E(t)− E(t + T )], t ≥ 0, (3.6)
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onde C é uma constante positiva e T > 0 é uma constante fixa adequada.
Então, a propriedade de decaimento (3.5) seguirá de (3.6) e do seguinte lema:




ϕ(s) ≤ C[ϕ(t)− ϕ(t + T )]
com T > 0 e C > 0 constantes fixas.
Então ϕ tem o seguinte comportamento assintótico
ϕ(t) ≤ Cϕ(0)e−σt, t ≥ 0,
para algum σ > 0 fixo e C > 0 uma constante.
3.2 Identidades de Energia
Para provar (3.6) também precisamos desenvolver algumas identidades de
energia.
Lema 3.2 Sejam u = u(x, t) e θ = θ(x, t) as soluções do problema (2.1). Sejam
h : Ω −→ Rn funcão de classe C1(Ω), m ∈ W 1,∞(Ω) e T > 0 fixado. Então as


















































[|∇u|2 − |ut|2] dxds = −
[∫
Ω

























m(x)[|∇u|2 − |ut|2] dxds = −
[∫
Ω








































































∂khi ∂iuj ∂kuj dxds,
(3.11)
onde hk indica a k-ésima componente do campo h, ∆h = (∆h1, · · · , ∆hn) e η = η(x)















































As identidades (3.7) e (3.8) são obtidas fazendo o produto da segunda equação
do sistema (2.1) com os multiplicadores M(θ) = θ e M(θ) = m(x)θ respectivamente,
e integrando em Ω × [t, t + T ]. As identidades (3.9), (3.10) e (3.11) são obtidas
fazendo o produto interno em Rn da primeira equação do sistema (2.1) com os
multiplicadores M(u) = u, M(u) = m(x)u e M(u) = h.∇u respectivamente, e
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integrando em Ω × [t, t + T ]. A identidade (3.12) é um caso particular da equação
(3.11) quando h(x) = (x− x0).
¤
3.3 Estimativas de Energia
Observamos que, em todas as estimativas que se seguirem, a letra C poderá
indicar diferentes constantes positivas.
Seja h : Rn −→ Rn um campo vetorial de classe C1(Ω) tal que
h(x) = η(x) sobre Γ(x0)
h(x).η(x) ≥ 0 sobre ∂Ω
h(x) = 0 sobre Ω\ω̂
(3.13)
onde η(x) é a normal únitaria exterior a Ω no ponto x ∈ ∂Ω e ω̂ é um aberto do Rn
tal que ω̂ ⊂ ω, Γ(x0) ⊂ ω̂ ∩ Ω ⊂ ω ⊂ Ω (a existência de um tal campo h aparece
em Lions [15]). O conjunto ω foi definido na introdução deste caṕıtulo.
A primeira estimativa é dada pelo seguinte lema:
Lema 3.3 Seja T > 0 fixo. Então, existem γ > 0 e β > 0 tal que as soluções u(x, t)




E1(s) ds ≤ C
[


























[|u|+ βM |∇u|]|∇θ| dxds,
onde M = sup
Ω̄
|x − x0| e E1(t) é a energia associada a solução u(x, t) da primeira





































































































































































n− 2 , n ≥ 3
β > 2, n = 1
β > 1, n = 2
Tomamos γ := 2 min
{βn
2
− 1, 1 + β(1 − n
2
}




















































































































































































já que (x− x0).η ≤ 0 em Γ\Γ(x0).
Então, sendo M = sup
x∈Ω̄












































≤ C{‖ut(t + T )‖
[‖∇u(t + T )‖+ ‖u(t + T )‖]









































































E1(s) ds ≤ C
[



























|∇θ|[|u|+ βM |∇u|] dxds
(3.19)
¤
Para a demonstração do próximo Lema vamos precisar usar a identidade (3.10),
m = m(x) ∈ W 1,∞(Ω) uma função satisfazendo as seguintes propriedades:
|∇m|2
m
é limitada em Ω
0 ≤ m(x) ≤ 1 em Ω
m = 1 em ω̂ ∩ Ω
m = 0 em Ω\ω
(3.20)
onde ω̂ aparece nas propriedades de h em (3.13).
A existência de uma tal função m(x) é mencionada em A. Haraux [1] e J. L.
Lions [15].
Lema 3.4 Seja T > 0 fixo. Então, existe γ > 0 tal que as soluções u(x, t) e θ(x, t)




E1(s) ds ≤ C
[
























































































∂khi ∂iuj ∂kuj dxds.
(3.21)





































































Agora, vamos usar (3.10), com m = m(x) satisfazendo (3.20). Do fato que m(x) ≥ 0
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E1(s) ds ≤ C
[






















Isso prova o Lema.
¤
Lema 3.5 Seja (u, θ) solução do problema (2.1), existe uma constante T > 0, que
depende de E(0), tal que
E(t) ≤ C
{
















para alguma constante positiva C e para todo t ≥ 0.
Demonstração:










|∇θ|2dxds = E(t) − E(t + T ).






































E(s) ds ≤ C
[





















onde 4E = E(t)− E(t + T ).
No entanto, usando a desigualdade de Cauchy-Schwarz, a desigualdade de











































































E(s) ≤ C√TE(t) ≤ C E(t).
(3.27)
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E(s) ds ≤ C
[















Do fato que E(t) é decrescente obtemos que
T E(t + T ) ≤ C
[
































Nas estimativas acima C indica diferentes constantes positivas.
¤
3.4 Estimativa Fundamental
Agora, vamos enunciar a estimativa dada na próxima proposição que produzira
uma estimativa para a energia E(t).
Proposição 3.1 Sejam u e θ as soluções do problema (2.1) e T > 0 fixado pelo



















para todo t ≥ 0.
Demonstração:


















































Então, de (3.32), tem-se
lim
n−→∞
In(tn) = 0. (3.35)
Seja vn(x, t) =
un(x, t + tn)
λn
e wn(x, t) =
θn(x, t + tn)
λn
, 0 ≤ t ≤ T . Além disso,







|un|2 + |∇θn|[|un|+ |∇un|] dxds = 1, (3.36)
para todo n ∈ N.
Da estimativa do lema (3.5), de (3.35) e de (3.36), segue que
E(vn(t), wn(t)) = E(
un(x, t + tn)
λn
,






E(un(x, t + tn), θ




























= C In(tn) + C.
Mas, In(tn) é limitado devido a (3.35). Assim, obtemos que
E(vn(t), wn(t)) ≤ C, isto é
∫
Ω
|vnt |2 + |∇vn|2 + |∇wn|2dx ≤ C,
para todo 0 ≤ t ≤ T e para todo n ∈ N, onde C > 0 independe de t e n. Portanto,
‖vnt (t)‖[L2(Ω)]n ≤ C, ‖∇vn(t)‖[L2(Ω)]n ≤ C e ‖wn(t)‖L2(Ω) ≤ C, (3.37)
para todo 0 ≤ t ≤ T e para todo n ∈ N. Mas da desigualdade de Poincaré e da
















|∇un(x, t + tn)|2 dx = C2
∫
Ω
|∇vn(x, t)|2 dx ≤ C,
para todo 0 ≤ t ≤ T e para todo n ∈ N. Isto é, existe uma constante C > 0 tal que
∫
Ω
|vn(x, t)|2 dx ≤ C, (3.38)
para todo 0 ≤ t ≤ T e para todo n ∈ N.
Portanto, conclúımos que
vn é limitada em W 1,∞(0, T ; [L2(Ω)]n) ∩ L∞(0, T ; [H10 (Ω)]n),
wn é limitada em L∞(0, T ; L2(Ω)),
(3.39)






(a(x)unt (t + tn)) = 0 em L
1((0, T )× Ω). (3.40)
Demonstração:







































































a(x)|unt | dxds ≤ C
√








(∇θn(t + tn)) = 0 em L1((0, T )× Ω). (3.43)
Demonstração:
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|∇θn(t + tn)| dxds ≤ C
√
In(tn) −→ 0 (3.45)
quando n −→∞.
¤




|vt|2 dxds = 0.
Demonstração:

























































∇wn[|vn(t)|+ |∇vn(t)|] dxdt = 0.
Demonstração:
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≤ C√T√In −→ 0.
¤





segue que existem funções v(t) e w(t) e subseqüências das seqüências vn e wn que
continuaremos denominando por vn e wn tais que
vn(t) ⇀ v(t) fraco ? em W 1,∞(0, T ; [L2(Ω)]n) ∩ L∞(0, T ; [H10 (Ω)]n)
wn(t) ⇀ w(t) fraco ? em L∞(0, T ; L2(Ω)).
Assim, as funções v(t) e w(t) satisfazem:





vtt −∆v = 0
wt −∆w + divvt = 0
, pois vn e wn são soluções do nosso sistema.




untt(t + tn)−∆un(t + tn) +∇θn(t + tn) + a(x)unt (t + tn) = 0
θnt (t + tn)−∆θn(t + tn) + div unt (t + tn) = 0.
(3.46)








a(x)unt (t + tn)
λn
= 0
wnt (t)−∆wn(t) + div vnt (t) = 0,
(3.47)
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para 0 ≤ t ≤ T e para todo n ∈ N. Passando o limite quando n −→ ∞,




vtt −∆v = 0


















|∇wn|[|vn|+ |∇vn|] dxds = 1.
Agora, como v(x, t) é solução de
vtt − ∆v = 0 (3.48)
em Ω× [0, T ) então também vt é solução de (3.48) em Ω× [0, T ).
Mas (iii) diz que vt = 0 q.s. em ω× [0, T ). Logo, pelo Teorema de Holmgreen
(continuação única) em Kim [19], Lions [14] e [23], resulta que vt ≡ 0 em Ω× [0, T ).
Assim v(x, t) = f(x) em Ω× [0, T ).




−∆v = 0 em Ω
v = 0 sobre Γ = ∂Ω
(3.49)
pois v é limita de vn que é solução do nosso sistema e portanto satisfaz condição
de Dirichelt sobre ∂Ω. Pela unicidade do Problema de Dirichel, resulta que v = 0
q.s. em (0, T ) × Ω. Isso contradiz o item (iv). Assim, a Proposição 3.1 é válida.
¤
3.5 Prova do Teorema de Estabilização



















para alguma constante positiva C e para todo t ≥ 0.




















para todo t ≥ 0, C constante positiva independe de u e θ.
Logo, por (3.3), temos
E(t) ≤ C
{




E(t) ≤ C 4 E, (3.51)
para todo t ≥ 0. Aqui, C é uma constante positiva que independe de u e θ, mas
depende dos dados iniciais.
Agora, como E(t) é decrescente temos que
sup
t≤s≤t+T
E(s) ≤ E(t) ≤ C 4 E = C[E(t)− E(t + T )]
com T > 0 fixado e dado pelo Lema 3.5, e t ≥ 0 qualquer.
Portanto aplicando o Lema Nakao 3.1 obtemos que
E(t) ≤ Ce−σt, t ≥ 0,
para constantes positivas C e σ.
Isso completa a prova do Teorema 3.1 de estabilização exponencial da energia.
60
Bibliografia
[1] A. Haraux, Semigroupes Linéaires et équations d’évolution linéaires périodiques.
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Linéaires. Gauthier - Villars, Paris, 1969.
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