ABSTRACT: We generated a new set of reference geometries of small radicals using experimental equilibrium structures, as well as a benchmark-quality coupled cluster additivity scheme including up to quadruples excitations (CCSDTQ). Using these geometries and a set of experimental vibrational frequencies of open shell diatomics, we evaluated the performance of various coupled cluster methods based mainly on unrestricted references, using Dunning basis sets both with and without core correlation. Contrary to previous results, we found that UCCSD(T) and ROCCSD(T) perform equally well for geometries, better than CCSD, and close to their performances for closed shell systems. No improvement over CCSD(T) was achieved by using a Brueckner reference (BD(T)) or full triples (CCSDT). For frequencies, ROCCSD(T), BD(T), and CCSDT improve upon UCCSD(T), especially for the troublesome NO and CO + cases. EOMIP-CCSD yields geometries and harmonic frequencies similar to CCSD, and qualitatively correct anharmonic (VPT2) contributions in all cases, like the RO−CC methods. The double hybrid DFT functional B2PLYP-D yields geometries and frequencies of similar quality to that of CCSD but at a much reduced cost. The meta hybrid functionals M06-2X, M06-HF, and BMK perform worse than CCSD, and worse than B3LYP, on average.
INTRODUCTION
Quantum chemistry enables the study of molecular systems that are not easily accessed experimentally. Radical species constitute a broad category of such systems, and thus, their theoretical description is of special importance. Calculations of high-quality geometries and vibrational frequencies are an integral part of such studies, as results can be used either for comparison with experiment, for (sub)-kJ/mol thermochemistry, or as benchmarks for the testing of more approximate methods. If the goal is "spectroscopic accuracy," then errors should be <0.1 pm for bond lengths and 1 cm −1 for vibrational frequencies. Stringent composite methods (e.g., HEAT, 1 W4 2 ) offer the needed accuracy for single point calculations of systems with several heavy atoms. So far, their use for obtaining geometries and vibrational frequencies has been limited to small systems such as diatomics. For bigger systems, one must select the "best" method affordable.
For geometries of larger closed shell systems, the CCSD-(T) 3, 4 method with triple-or quadruple-ζ basis sets is often the method of choice, and corresponding analytical gradient calculations can now be carried out for systems as big as ferrocene in a core correlated triple-ζ basis (672 basis functions). 5 Geometry optimizations with this method yield highly accurate results: on a set of 28 small, closed shell molecules, Helgaker et al. 6 reported a mean unsigned error (MUE) in bond lengths vs experimental results of 0.23 pm using the CCSD(T)/cc-pVTZ model chemistry. In a subsequent study using improved reference geometries, Bak et al. 7 reported MUEs of 0.2 and 0.1 pm for triple-and quadruple-ζ basis sets, respectively; they observed only minor differences in performance between the different Dunning basis set types 8−10 (cc-pVXZ, aug-cc-pVXZ, cc-pCVXZ) of the same cardinal number. Hence, the highly accurate thermochemical methods HEAT 1, 11 and W4, 2 the former originating from the need of accurate models for radicals, base their calculations on CCSD(T) geometries and frequencies.
For open shell systems, the situation is less clear. The only study of bond lengths of radicals using a statistically relevant data set was published in 2001 by Byrd et al.: 12 Applying frozen core (FC)-ROCCSD(T) 13 /cc-pVTZ to a set of small radicals, the authors reported a MUE in bond length of 0.58 pm, inferior to the performance for closed shell systems. More surprisingly, UCCSD(T) was found to perform worse (MUE of 1.25 pm) than ROCCSD(T) and also worse than CCSD.
14 However, the Byrd study 12 employed basis sets of limited size and did not account for core correlation, and these data are discussed in more detail later on.
For harmonic vibrational frequencies of diatomic radicals, Beran et al. 15 reported erratic performance of CCSD(T). The reasons for the mixed performance of CCSD(T) have been analyzed in the subsequent literature, 16 and some systems have been studied in great detail. 17 As reviewed by Stanton and Gauss, 16 these systems pose problems for ab initio methods that are not (or are to a lesser extent) encountered for their closed shell counterparts: spin contamination, symmetry breaking, problems associated with near-instabilities of the reference wave function, pseudo Jahn−Teller effects, and multireference character. The above-mentioned publications 12, 15, 16 are highly cited, frequently as a justification for not performing CCSD(T) computations at all when radicals are involved, but to use either CCSD or density functional (DFT) methods instead. This is in strong contrast with the literature on closed shell molecules: CCSD(T) is still considered the "gold standard" benchmark for the majority of chemical problems.
These studies 12, 15, 16 concerning the shortcomings of CCSD-(T) on radicals propose two strategies to improve the performance of CCSD(T): (a) a change of the reference wave function, e.g., from UHF to ROHF or vice versa, to Brueckner 18 or otherwise optimized orbitals, 19 or possibly to Kohn−Sham orbitals, 15 or (b) switching from CCSD(T) to a method less dependent on the quality of the reference, such as connected triples (CCSDT) 20 or the CCSD(2) 15 method. Beran et al. 15 applied orbital-optimized coupled cluster with perturbative triples (OD(T)) and CCSD (2) to frequency calculations of some diatomic doublet radicals. This seemed to eliminate the biggest outliers of the frequency test set. However, the authors chose the unorthodox strategy of computing harmonic frequencies on the experimental geometries instead of using properly minimized geometries for each model chemistry. Thus, it remains unclear whether OD(T) and CCSD(2) could be good choices for geometry optimizations, as well, and whether the true performance of those model chemistries was assessed properly by the use of nonminimized geometries. In order to avoid problems with an open shell reference, it is also possible to use closed shell electronic states as references, such as in the EOMIP-CCSD 21 and EOMEA-CCSD 22 methods. In this study, we (a) compile a set of accurate reference geometries for radicals, (b) evaluate the performance of different coupled cluster and more approximate methods for predicting these geometries, and (c) evaluate a selected set of model chemistries for vibrational frequencies of radical diatomics, with a special focus on methods that promise an improved description of radicals. Ultimately, we aim to assess the magnitude of error to be expected from different methods for both properties. In order to address the need to describe larger systems, we included a few DFT methods that have been shown to perform well across a variety of chemistry assessments. 23 As we will show in section 3.1.7, the choice of appropriate reference geometries is crucial when assessing the methods for bond lengths in our study. One should use true equilibrium r e experimental structures when comparing theory to experiments. These are derived from equilibrium rotational constants, B e , that are free from vibrational effects. For many, especially larger, systems, only B 0 constants are available, and the resulting r 0 structures correspond to an average over zero point vibrational motion. 24 However, in cases where experimental rotational− vibrational coupling constants are lacking or are of limited quality, these can be computed using quantum chemistry. From experimental B 0 constants and calculated coupling constants, semiempirical equilibrium structures, r se , can be derived. 25, 26 Bak et al. 7 used r se structures for the evaluation of CCSD(T) equilibrium structures of closed shell species, and good agreement between r se bond lengths and computed bond lengths was achieved. The authors also concluded that their r se structures are likely of higher quality than the corresponding experimental r e structures used in a previous study, 6 and only when using r se structures were they able to show that CCSD(T)/cc-pVQZ outperforms CCSD(T)/cc-pVTZ for bond lengths (MUEs of 0.20 and 0.13 pm, respectively). However, this strategy has not always been successful: an r se structure of HCC, 27 using vibrational corrections calculated at the all-electron CCSD(T)/ aug-cc-pCVQZ level of theory, left a discrepancy of 0.15 pm with respect to the theoretical best estimate that accounted for correlation up to the full configuration interaction (FCI) level.
The authors suggested that this remaining discrepancy most likely originates from the shortcomings of the VPT2 scheme 26 used for the vibrational corrections. In light of these considerations, we decided to compute accurate geometries for the molecules in our test set and then choose on a case-by-case basis whether we prefer experimental, semiempirical, or computed equilibrium structures as a reference.
To achieve highly accurate geometries using coupled cluster theory, the quality of the model chemistry can be improved in systematic ways using composite methods. 16, 28 In short, the quality of the reference wave function becomes less important as higher levels of correlation are incorporated into the calculation, 16, 28 cumulating in the correct correlation treatment (in the given basis set) when the full configuration interaction (FCI) limit is reached. As an approximation to FCI, higher correlated treatments 29 (CCSDT, CCSDTQ, etc.) can be incorporated into single point energy or derivative calculations. This strategy is applicable to geometry optimizations and frequency calculations. Gradients determined using the W4 2 scheme yielded excellent geometries on first-row diatomics 30 including the OH and CH radicals. Similar studies by Heckert et al. 31, 32 also found excellent agreement between computed and experimental bond lengths of mostly closed shell diatomics. We chose one of Heckert's methods that applies basis-set converged CCSD(T) and up to CCSDTQ contributions as a "best affordable" approach for our benchmark geometries.
Using experimental equilibrium structures, computed benchmark geometries, and a set of experimental vibrational frequencies, we test several conventional wave function methods (CCSD(T), CCSD, MP2, 33 and HF), both with and without core correlation. Besides these widely used models, our focus is on methods that promise to improve upon them: coupled cluster calculation with Brueckner orbitals as a reference (BD, BD(T)), 34 with connected triples (CCSDT), 20 and the EOMIP 21 approach for the treatment of ionized species. EOMIP-CCSD reportedly gives qualitatively correct descriptions of very problematic systems such as the nitrate radical. 35, 36 Thus, EOMIP-CCSD is of special importance to verify results from other methods. However, to obtain properties comparable to CCSD(T) quality, the EOMIP approach typically needs larger basis sets and some kind of triples excitation. 37 For more approximate methods, we (re)evaluate the optimized orbitalsbased MP2 (O2-MP2) 38 as well as a selection of the different families of DFT methods that can be used to treat much larger systems, including double hybrid (B2PLYP-D 39 ), meta hybrid (M06-2X,  40 M06-HF,  40 BMK  41 ), hybrid (B3LYP  42 ) , and GGA (B97-D 43 ) functionals. We decided to use an unrestricted reference function in most cases. For the present geometry reference set, RO-CCSD(T) did not perform significantly better than UCCSD(T). RO methods can resolve (near-)instability problems of the reference wave function, 17 but these are especially prone to artifactual symmetry breaking, 1, 16 which often results in nonsensical vibrational frequencies. UHF-based coupled cluster methods are also favorable from a computational cost point of view: to our knowledge, analytical second derivatives are not available for coupled cluster RO methods in currently available quantum chemistry software packages, and hence we focused on UHF-based methods. For the geometry test set, we emphasize a statistical evaluation of the errors of the individual methods. For vibrational frequencies, collective statistics are less meaningful, because the errors are dominated by a handful of problematic systems.
We do not aim to further investigate the origin of the problems for the treatment of open shell species by wave function methods. To this end, we refer the reader to the excellent review by Stanton and Gauss 16 as well as the detailed analysis of "triplet instabilities" by Szalay et al. 17 We also refer the reader to numerous studies on some of the individual radicals (see Methodology section for a list). These studies report on the problems they pose to quantum chemistry, and what methods have so far been found to perform best for each particular case. A comprehensive literature review thereon is out of the scope of the present work.
METHODOLOGY
2.1. Geometry Optimizations. Geometry optimizations using the HF, MP2, 33 CC2, 44 CCSD, 14 and CCSD(T) 3 model chemistries were conducted with the CFOUR v1 program package. 45 CC3, 46 CCSDT, 47 and higher excited calculations were carried out with the MRCC 48 package linked to the CFOUR v1 package. Most calculations were based on UHF reference wave functions, and in the remainder of the manuscript, we refer to them without the prefix U. CCSD(T) calculations based on an ROHF reference 13 are prefixed with RO. 49 EOMIP-CCSD 21 calculations were conducted with the CFOUR v1 package, and the underlying CCSD calculation was always the restricted n + 1-electron configuration for the n-electron EOMIP calculation. Our initial guess for the root was ionization from the HOMO, but this did not always lead to the ionized state of lowest energy and had to be changed appropriately in some cases. In tables, EOMIP-CCSD is abbreviated as EOMIP.
All CFOUR calculations, except CC3, used analytic gradients. 26, 50 The RMS forces were converged to at least 10 −8 Hartree per Bohr in Z-matrix coordinates. Dunning's correlation consistent basis sets 8−10 were used throughout and are abbreviated PVXZ, APVXZ, PCVXZ, and APCVXZ for cc-pVXZ, aug-cc-pVXZ, ccpCVXZ, and aug-cc-pCVXZ (X = D,T,Q) in the remainder of the article. The (A)PVXZ bases are designed for use with the frozen core (FC) approximation, and the (A)PCVXZ bases are designed for use with correlated core electrons (all electron, AE). However, due to the increased computational expense of the PCVXZ bases, AE computations with PVXZ bases are frequently found in the literature; these computations do not account for all core correlation, but the resulting bias in geometries is found improved compared to the corresponding FC calculations. 51 Because of their practical relevance, we included such methods in the present study.
We applied three composite schemes, by using the CFOUR implementations of additivity of energies, gradients, and force constants, as well as basis set extrapolation. 31, 32, 52 Our theoretical best estimate computations were carried out with one of the additivity schemes formerly used by Heckert et al. 31, 32 The HF-SCF gradient was evaluated with the PV6Z basis and refined by CCSD(T)/PV6Z, CCSDT/PVTZ, and CCSDTQ/ PVDZ calculations, all using the frozen core (FC) approximation. Core correlation was treated with an AE calculation at the CCSD(T)/PCVQZ level. This scheme assumes additivity of energy and gradient, and analytical gradient calculations were used throughout. In the rest of the manuscript, this is referred to as CCSDTQex. A computationally less demanding additivity scheme with up to triples excitations (CCSDT) using basis set extrapolation was used in the following way: the HF-SCF gradient was evaluated with a three-point extrapolation (PVTZ-PVQZ-PV5Z), the FC-CCSD(T) contribution with a PVTZ-PVQZ extrapolation, and the FC-CCSDT contribution with a PVDZ-PVTZ extrapolation, and the contribution of core correlation was evaluated at the CCSD(T)/ PCVTZ level. This is referred to as CCSDTex. Finally, an additivity and extrapolation scheme using only up to CCSD(T) calculations was used, being identical to CCSDTex, but lacking the CCSDT contribution. This is referred to as CCSD(T)ex. BD(T), 34 . MP2 calculations employing the resolutionof-identity approximation (RI-MP2) 54 were carried out with the Q-Chem 3.2.0.2 55 program. We conducted Scaled Opposite Spin MP2 (SOS-MP2) 56 using a scaling factor of 1.0 and the "optimized second order opposite spin" (O2) methodology. 38 A consistent choice of the reference function was made for all UHF and ROHF based methods; broken symmetry references were not used for symmetric molecules. For compounds that were not part of the frequency test set, the structures found were confirmed to be true minima by geometry optimizations and frequency calculations at the FC-CCSD/PVTZ level of theory. For all methods, geometries were optimized in the same symmetry and with the same occupation vectors as used for these frequency calculations.
2.2. Frequency Calculations. Harmonic frequencies were calculated using analytical second derivatives for the MP2, 57 
CC2
, 58 CCSD, 59 CCSD(T), 59 CCSDT, 58 and CCSDTQex 52 models with the CFOUR and CFOUR/MRCC packages. For technical reasons, frozen core calculations including CCSDT and higher excitations were calculated using numerical second derivatives of analytical first derivatives for N 2 + ,O 2 + , and F 2 + . For EOMIP-CCSD and ROHF-based frequencies, numerical second derivatives of analytical first derivatives were used throughout. For CC3 46 frequencies, numerical derivatives were used. Fundamental 60 frequencies were approximated by the VPT2 26 method as implemented in CFOUR v1. For all numerical derivatives, the default parameters of CFOUR v1 were employed. The equilibrium geometries for VPT2 calculations were optimized to 10 −10 Hartree per Bohr in Z-matrix coordinates. Harmonic frequencies with the BD(T), BD, B2PLYP-D, BMK, M06-2X, M06-HF, B3LYP, and B97-D methods were conducted with Gaussian 09, using standard settings throughout. The current implementation of VPT2 in the Gaussian 09 package does not allow for computations of linear molecules; therefore, no anharmonic calculations with the corresponding methods were conducted. It would be interesting to proceed with a test of B2PLYP-D in a future study, as B2PLYP anharmonicity constants for closed shell systems are very promising. 61 Frequency calculations with the SOS-O2-MP2 method were not correctly enabled in the Q-Chem 3.2.0.2 version available to the authors. Hence, we simply cite SOS-O2-MP2 frequencies for the same test set obtained in a previous study 38 using a development version of Q-Chem.
2.3. Reference Data. Geometries. The geometry reference set is a subset of the molecules considered in the study by Byrd et al.; 12 we discarded the CH 3 O and C 4 H 2 + systems because of their larger size and the unavailability of experimental r e structures. For CH 3 O, the reported experimental geometry 62 is interpreted in C 3v symmetry. However, the real geometry is slightly distorted to C s , 63 and a comparison of the corresponding bond lengths is not meaningful. Both systems are large compared to the rest of our test set, and we did not conduct calculations beyond the AE-CCSD(T)/PCVQZ level for them. For the methods tested in our study, the discrepancies compared to experimental results are much larger than for other systems in the test set, i.e., up to 2.5 pm for the HC bond in HCCCCH + and up to 1 pm for the CO bond in CH 3 O, which may or may not be explained by not using rotational−vibrational interaction constants in the derivation of those geometries. Performing benchmark calculations was out of the scope of the present study, so we decided to not include these two systems in our test set. Nevertheless, these systems warrant further examination in future theoretical and experimental studies.
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For the remaining 27 systems (32 bond lengths), we compiled an updated set of experimental values from the literature, which resulted in values significantly different from the ones used by Byrd et al. 12 Experimental values were compiled from the NIST CCCBDB database, 64 the collections by Huber and Herzberg, 65, 66 the Landolt-Bornstein book series, 67−70 the references therein, and often from newer literature not included in those collections.
For all diatomic molecules, we recalculated equilibrium bond lengths from experimental B e constants using a consistent set of physical constants (CODATA 2010 recommended values), 71 and the reported uncertainties correspond to the propagation of 2σ in B e .T h er e structures of H 2 O + ,N H 2 , BH 2 ,C H 3 , HCO, and HOO are reproduced from the cited literature without modification. For CNC, CO 2 + , HCC, HCP + ,H N F ,a n dN 3 , only experimental r 0 (r s for HCC) structures are available. For CNC and N 3 ,w ee s t i m a t e dt h e experimental uncertainty from the reported rotational B 0 constants, as no experimental uncertainty was given in the original literature.
The data set was subdivided into subsets A and B. This was necessary because we conducted some of the more expensive calculations only for the smallest molecules (set A). All experimental bond lengths, corresponding experimental uncertainty, semiempirical structures (r se ) if available, and CCSDTQex theoretical best estimates (r ai ) are tabulated for sets A (Table 1) and B (Table 2) .
Frequencies. The frequency test set consisted of harmonic and anharmonic frequencies of several diatomics, identical to the set used by Beran et al., 15 but using more recent experimental data. Experimental values for the harmonic frequencies, ω e ,a n dfirst anharmonicity constants, ω e x e , are given in Table 3 . Different frequencies have been reported for FH + , and we chose the (identical) values of Gewurtz et al. 72 and Hovde et al. 73 Both authors report an anharmonic frequency of 2912.5 cm −1 . In a more recent study, Yencha et al. 74 report lower values, i.e., a ω e of 3061. 76 (1091.5 cm
). As for FH + , the photoelectron spectroscopy value of Cormack et al. 77 is higher than the recent results from other types of spectroscopy, and we used the result of Yang et al. 76 for ω e and ω e x e .
3. RESULTS AND DISCUSSION 3.1. Geometries. We conducted geometry optimizations for a set of small radicals using several unrestricted wave function methods (HF, MP2, O2-MP2, CC2, CCSD, CCSD(T), CC3, CCSDT, BD, BD(T)), ab initio additivity schemes (CCSDTQex, CCSDTex, CCSD(T)ex), density functional methods (B2PLYP-D, M06-2X, M06-HF, BMK, B3LYP, and B97-D), ROHF-based wave function methods (MP2, CCSD, and CCSD(T)), and restricted EOMIP-CCSD calculations. We used Dunning's basis sets, with and without core correlation. We compared the results to reference valueseither experimental or theoretical best estimates, depending on the case, as discussed in section 3.1.1. We report the following statistical descriptors: mean signed errors (MSEs), standard deviations (STDs), mean unsigned errors (MUEs), and the maximum (MAX) and the minimum (MIN) deviations. All statistical data are summarized in Table 4 . The relevance of accurate geometries for thermochemical studies is briefly discussed in the Supporting Information. For the interpretation of the results, we remind the reader that the convergence of the oneelectron treatment (the basis set) and the N-electron treatment (the correlation method) are independent of each other: the quality of an electron correlation method should be evaluated at the CBS limit, including core−valence correlation, to avoid error cancellation between the incompleteness of correlation treatment, incompleteness of basis set, and/or core correlation treatment. However, the usefulness of a method/ basis set combination often benefits from such error cancellation. As many methods produce similar error spreads (STDs), it is of some practical importance to find, among those, the method with the smallest bias (MSE), resulting in a good performance (MUE). Good performance often depends on error cancellation, and this is not necessarily indicative of the quality of the electron correlation method used.
3. 2 ,a significant discrepancy is found between the experimental r e and calculated r ai structures, but the calculated structure agrees well with a semiempirical structure reported by Demaison et al., 79 so we chose the r ai structure as the reference. All experimental r e structures in set B have uncertainties of at least 0.1 pm, and hence we chose the CCSDTQex values as references, all of which fell within the experimental uncertainties. For systems with an experimental r 0 structure, CCSDTQex structures were chosen as the reference. Another strategy w o u l db et oc a l c u l a t er se structures for these compounds, but we consider the CCSDTQex structures to be accurate enough for the purpose of the present study.
Coupled Cluster Including Iterative
Triples. The CCSDTex model shows good performance (MUEs of 0.17 and 0.10 pm for sets A and B, respectively) and small bias (MSEs of −0.14 and −0.10 pm), slightly worse than the closed shell CCSDT/PVQZ results of Halkier et al. 51 Pure CCSDT calculations were only carried out for set A. CCSDT typically 17 For regular CCSD(T) calculations, we find trends similar to those reported by Bak et al. 7 for closed shell species, although with slightly worse overall performance: quadruple-ζ basis sets yield MUEs down to ∼0.1 pm, and triple-ζ basis sets perform slightly worse when used in AE calculations and significantly worse in FC calculations, exhibiting a positive bias of ∼0.4 pm. Using double-ζ basis sets produces a large positive bias. Similar to Bak et al.'s results, 7 the use of the appropriate core correlation basis (PCVXZ) produces only small changes in bond lengths compared to AE calculations with the PVXZ basis sets.
AE-CCSD(T) calculations with quadruple-ζ basis sets performed similar to or better than the CCSD(T)ex additivity scheme, and triple-ζ calculations only slightly worse. Also, quadruple-ζ results are only slightly worse than the CCSDTex scheme, so the former should only be used for specific systems that have already been diagnosed to benefit from a CCSDT contribution (e.g., NO, CN, CO + ). UCCSD(T) and ROCCSD(T) results do not differ much: using the PVTZ basis, UCCSD(T) seems slighly more appropriate, whereas with the PCVQZ basis, ROCCSD(T) performs slightly better. The differences in bond length between the two methods are usually <0.07 pm, with the exception of CN, CO + , HCC, and OF. The use of a Brueckner reference function (AE-BD(T)/PVTZ) does not improve statistics compared to AE-CCSD(T)/PVTZ.
Using the PVQZ basis, AE-CCSD(T) performs slightly worse than CC3, and the latter may be considered as an alternative, but current implementations lack analytical gradients. With triple-ζ basis sets, there is no statistical benefit from using iterative triples. From a cost/benefit point of view, AE-CCSD(T) with PVTZ or PVQZ bases provide good results (MUEs between 0.15 and 0.25 pm) at a rather moderate cost, with the PVQZ basis being clearly better for larger systems. In comparison, Bak et al. 7 reported results for closed shell geometries, yielding MUEs of 0.20 and 0.13 pm for AE-CCSD(T) with the PVTZ and PVQZ basis sets, respectively.
Coupled Cluster with Doubles Excitations.
There is significant variation among the performances achieved by the different CCSD computations. CCSD is typically less accurate than CCSD(T) and also shows increased error spread (STD). FC-CCSD/APVTZ performs best (MUE of 0.36 and 0.13 pm for sets A and B), apparently due to error cancellation of basis set incompleteness, frozen core electrons, and limited correlation treatment. All CCSD calculations have similar error spreads, so the performance is dictated by the bias (all models are biased toward short bond lengths). As with CCSD(T), the use of double-ζ basis sets results in an overestimation of bond lengths by >1 pm and a slightly increased standard deviation. The differences between ROCCSD and UCCSD are small: using FC-CCSD/PVTZ, the differences are <0.07 pm, except for CN, CO 2 + ,N 3 , CNC, and F 2 + . The use of Brueckner orbitals slightly worsens the performance compared to AE-CCSD/ PVTZ; we observed an increase in both systematic error and standard deviation for sets A and B.
FC-EOMIP-CCSD/APVTZ is almost as accurate as FC-CCSD/ APVTZ and more accurate than the other CCSD models tested, exhibiting MUEs of 0.36 and 0.27 pm for sets A and B. The use of the corresponding FC-PVTZ or AE-APCVTZ methods results in slightly worse accuracy, the latter indicating error cancellation in the FC-EOMIP-CCSD/APVTZ results. Geometries of some systems (e.g., OF, CF, CN, NO) show a strong dependence on basis set and core correlation. For notoriously difficult cases such as the nitrate radical, only EOMIP coupled cluster and multireference methods give a qualitatively correct geometry. 35, 36, 80 Hence, for the systems studied here, it is encouraging that the EOMIP-CC formalism gives very reasonable geometries with only doubles excitations in combination with triple-ζ basis sets. Finally, CC2 is much less accurate than the above methods, with errors about twice as large as for CCSD.
3.1.5. Perturbation Theory. Among the tested perturbation theory methods, O2-MP2 is the most accurate, with MUEs of 0.49 for both sets A and B, somewhat worse than the best CCSD results, but better than CC2 for set A. Conventional MP2, either with UHF or ROHF references, with and without core correlation, is much less accurate (MUEs between 0.6 and 1.5 pm), followed by HF-SCF (MUEs of 2.73 and 1.81 pm).
For conventional MP2, MUE and STD values for sets A and B are roughly 2-to 4-fold larger than those observed for CCSD when a comparable basis set and frozen core approximation are used. Like CCSD, MP2 shows a smaller bias for the frozen core calculation, indicating cancellation of errors.
Compared to conventional MP2, the O2 methodology significantly improves results for most of the systems in sets A and B (errors in CO 2 + , the CC bond in HCC, HCP+, the OO bond in HOO, CO + ,O 2 + ,N 2 + , NO, CN, BO, F 2 + , and OF are reduced to <1 pm), but it also worsens some results compared to conventional MP2 (errors in CH, NH + , HNF, and the HC bond in HCC are increased to >1 pm). Overall, using optimized orbitals decreases the largest errors and constitutes as i g n i ficant improvement over conventional MP2; errors approach conventional MP2 results for closed shell geometries. 7 The implementation of O2-MP2 that we used (RI-MP2 with scaled opposite spin and optimized orbitals) is formally a fourth-order scaling method, but with a large prefactor because a perturbative calculation is carried out at each SCF cycle. Therefore, it is cost-competitive with conventional MP2 only for large systems. Like MP2, the CC2 approach is a fifth-order scaling method. CC2 improves significantly over the MP2 results, but it still does not reach "closed shell MP2" performance.
3.1.6. Hybrid, Meta Hybrid, and Double Hybrid DFT. Calculations with the B2PLYP-D, BMK, M06-2X, M06-HF, B3LYP, and B97-D density functional methods were conducted. Although B2PLYP-D was originally calibrated in conjunction with quadruple-ζ basis sets, 39 it performs remarkably well with the PVTZ basis, yielding an accuracy en par with the best CCSD results, with MUEs of 0.30 and 0.18 pm for sets A and B and little bias. The meta hybrid functionals are less accurate, exhibiting MUEs between 0.6 and 1.7 pm and pronounced negative bias. B3LYP performs better than the meta hybrids but does not rival CCSD. B97-D yields a bias of ∼0.9 pm, but the bond lengths have a relatively low standard deviation. The B97-D MUEs are en par with the meta hybrid functionals for set A, but worse for set B (except M06-HF). We briefly discuss the appropriateness of DFT-derived geometries for high-accuracy thermochemical calculations in the Supporting Information.
3.1.7. Comparison to Results Reported by Byrd et al. 12 The results obtained in the present study, using our reference geometries, differ significantly from results reported previously for some methods and basis sets. In the present study, identical methods were found to perform better for predicting geometries, on average, compared to the Byrd statistics. The Byrd et al. geometry test set differs from ours not only by the use of different reference geometries for the same systems but also by incorporating two more systems which we did not include in our test set: HCCCCH + and CH 3 O. With the Byrd reference set, our calculations using AE-CCSD(T)/PCVQZ would yield an MUE of 0.51 pm, whereas we found MUEs of 0.15 and 0.08 pm for our improved reference sets A and B, respectively. Hence, the improved reference set is crucial for showing that AE-CCSD(T) performs significantly better than CCSD methods.
In Table 8 , we report statistics for our frozen core results, employing methods identical to those used by Byrd et al. and with respect to the reference geometries used by Byrd et al., including CH 3 O and HCCCCH + . The following discussion refers to the Byrd et al. reference values throughout. The statistical descriptors reported by us and Byrd et al., using identical methods, differ at least slightly in all cases. This can possibly be explained by convergence of the reference wave function, for some systems, to a different electronic state in the two studies. However, the striking differences between the two sets of results in Table 8 are the performances of UHF versus ROHF based methods, especially for CCSD(T) and MP2. Byrd et al. reported that UCCSD(T) and UMP2 perform significantly worse than ROCCSD(T) and ROMP2. In contrast, we found that the reference function has only a small influence on the MUE, and that UCCSD(T) does not perform worse than UCCSD or ROCCSD. A possible rationalization is that for some systems, Byrd et al. may have used reference wave functions corresponding to different electronic states for UHF versus ROHF, whereas we ensured the same occupation in both cases. Figure 1 and 2 in Byrd et al. 12 support this hypothesis: for some systems, e.g., HCO, HCP + ,C O 2 + ,N 3 ,a n dB O , differences in bond length between UCCSD(T) and ROCCSD(T) are >1 pm, whereas we observed maximum differences of <0.5 pm using identical methods. However, following this argument, the resemblance of the ROCCSD and ROCCSD(T) statistics between the previous and present studies would have to be coincidental. Also, perturbative methods (MP2, CCSD(T)) are more sensitive to the choice of reference function, and the differences in properties resulting from restricted and unrestricted calculations can be expected to be more pronounced when using these methods. Finally, we cannot rule out a software bug and/or limitation for frozen core gradients in the unspecified revision of the Florida-ACESII version used by Byrd et al.
3.2. Harmonic Frequency Calculations. We calculated harmonic frequencies for the same set of diatomics that Beran et al. 15 studied, and we compared these values to true harmonic frequencies extracted from experimental data. All results are shown in Table 5 . The error distributions are heavily influenced by a few outliers. Hence, for each method, we report the errors for individual systems, as well as the mean signed error (MSE), standard deviation (STD), and mean unsigned error (MUE). The impact of errors in vibrational frequencies on thermochemistry is briefly discussed in the Supporting Information.
3.2.1. Coupled Cluster Including Triples Excitations and Additivity Schemes. We applied the CCSDTQex additivity scheme as used for geometries to the frequency test set, using additivity of the force constant. This led to good agreement with experimental results: the largest discrepancies are FH + (14 cm ), and O 2 + (12 cm −1 ). The CCSDTQex method appears to obtain slightly more reliable results for closed shell systems: Heckert 52 applied it to calculate frequencies of a set of closed-shell molecules (HF, H 2 O, CH 2 ,N 2 ,F 2 , CO, HCN, HNC) and reported a MSE of −3.8, a MUE of 3.8, a STD of 2.5, and a maximum error of 8.6 cm −1 with respect to experimental fundamental frequencies, where the anharmonicity was estimated at the AE-CCSD(T)/PCVQZ level. Tew et al. 81 found that the lack of true basis set convergence on harmonic frequencies at the CCSD(T)/PV6Z level can result in errors of up to 3.5 cm −1 , a magnitude beginning to be relevant at the level of accuracy achieved by CCSDTQex. For comparison, W4 harmonic frequencies yielded a MUE < 1c m −1 for a set including 26 closed shell diatomics, CH, and OH. 30 Among the iterative triples methods, CCSDT/PVTZ performs best, and CC3 describes NO, CN, and CO + significantly worse. By comparison, unrestricted CCSD(T) encounters (known) difficulties for the NO, CO + , and CN systems, 17 irrespective of the basis set and treatment of core correlation. These systems were described slightly better by CC3. CCSD(T) results are comparable to those reported by Beran et al., 15 who employed experimental geometries to obtain computed force constants and resulting frequencies.
Using a ROHF reference improves the treatment of problematic systems (NO, CO + , CN, OF), which can in all cases be attributed to artifacts of the UHF reference. 17 Using a Brueckner reference (AE-BD(T)) also improves upon UCCSD(T) by eliminating the outliers (NO, CO + ,C N ) and produces an accuracy similar to ROCCSD(T), likely for t h es a m er e a s o n s .
3.2.2. Coupled Cluster with Doubles Excitations and Perturbation Theory. Compared to the above methods, CCSD has problems with a greater number of systems, and the use of a Brueckner reference does not ameliorate any of these failures. For most systems, BD provides poorer frequencies than CCSD, with deviations from experimental results up to ∼160 cm −1 . The typical performances of CCSD and BD are poor compared to CCSD(T), with the exception of NO. EOMIP-CCSD does not perform significantly better than CCSD for the diatomics studied here. For EOMIP-CCSD, the use of the APVTZ basis removes some of the problem cases encountered with the PVTZ basis (OH, FH + ), but frequencies for N 2 + ,CO + , and OF remain poor. The use of a quadruple-ζ basis with core correlation worsens the bias and does not improve the accuracy (STD). MP2 results are significantly worse than those of other methods in this study. However, previously reported O2-MP2 frequencies 38 are much more accurate compared to conventional MP2. O2-MP2 produces a MUE en par with the best CCSD results, but with a larger error spread. much more expensive ROCCSD(T), CCSDT, and BD(T). Among the remaining DFT methods, the same trend as for the geometries is observed: the meta hybrid functionals perform poorly compared to CCSD, whereas B3LYP produces more reliable results, only slightly worse than CCSD methods. B97-D produces accuracy comparable to B3LYP, possibly due to the absence of exact exchange, the latter being probably more prone than GGA methods to (near-) instabilities of the orbitals. 82 3.2.4. Scaling Factors. Some of the frequency results show a considerable bias but a relatively small error spread. For these methods (BD(T), BD, CCSD, EOMIP-CCSD), practical applications can possibly benefit from empirical frequency scaling factors. With the advent of useful semiempirical methods, it was noted that computed vibrational frequencies benefit from empirical corrections, 83, 84 and a systematic procedure for frequency scaling was devised a few years later. 85 To date, empirical frequency scaling factors for closed shell systems are available for many methods, and these correct the computed harmonic frequency to reproduce either harmonic experimental 86 or anharmonic experimental 87 vibrations. Here, we propose such scaling factors, although they are preliminary and should be validated on a larger data set including polyatomic systems. We chose to report scaling factors to correct for the intrinsic error of the model chemistry only, i.e., to achieve agreement between computed and experimental harmonic frequencies. In other words, the scaling factors do not correct for anharmonicity. Factors were fitted to minimize the MUEs and rounded to three decimal places, resulting in MSEs <1 cm
The resulting scaling factors and associated error statistics are reported in Table 6 . Bearing in mind the limitations of a small diatomic data set, these results suggest that scaling factors will improve the practical performance of these methods for open shell systems.
3.3. Anharmonic Frequencies. We used the VPT2 26 method to calculate the first anharmonicity constant, ω e x e , for the systems given in Table 3 with different coupled cluster methods. Errors with respect to experiment are given in Table 7 .
CCSDT and CCSD(T).
The ω e x e values of the AE-CCSDT/PVTZ model are in good agreement with experimental results, with the important exception of NO. The ω e x e of NO has the wrong sign; i.e., it is qualitatively wrong. The FC-CCSDT/PVTZ results are of similar quality as for the AE calculation. The UCCSD(T) models perform worse than CCSDT and produce nonsensical anharmonicity constants for NO and a qualitatively incorrect ω e x e value for OF. However, for the remaining systems, CCSD(T) yields good agreement with experimental results. The inclusion of core correlation had only little influence on performance for the present test set. As with harmonic frequency results, using a ROHF reference fixes the problems encountered for anharmonicity constants of NO and OF. . Again, FC and AE calculations yielded almost identical results. Only RO-CC and EOMIP-CC methods yielded qualitatively correct results for all systems considered, including NO. For the systems that are already well-described by CCSD, EOMIP-CCSD yields only slightly worse results. On the basis of the promising ROCCSD(T) results, we also tested ROMP2, which gave anharmonicity constants of low quality.
Identifying Problematic Cases for CCSD(T).
Frequency calculations using perturbative methods are especially sensitive to the reference wave function, 15, 16 resulting in large errors for ω e and ω e x e . CCSD(T) may be the best affordable method for many systems. Here we summarize strategies for detecting possible problems with CCSD(T) applied to frequencies, for cases where computationally more demanding methods are not feasible. Problems can be caused by different shortcomings of the reference wave function:
(a) Instabilities or near-instabilities can be present in a UHF reference function, as discussed in detail by Crawford et al. 88 and Szalay et al. 17 To diagnose near-instabilities of the reference, the smallest absolute eigenvalues of the molecular orbital (MO) Hessian can be used, 16, 17 as available, e.g., in the CFOUR and PSI3 89 packages. The diagnosis is somewhat delicate, as to our knowledge no "threshold" value has been devised below which a system is to be classified as problematic. Detailed analysis of the orbitals as a function of molecular geometry 17 can provide more information but may be difficult for polyatomic systems. For the present frequency test set, the smallest absolute eigenvalues (UHF) observed were 0.025 (NO), 0.036 (CH), 0.038 (O 2 + ), 0.041 (CF), and 0.047 (F 2 + ) (atomic units, see Supporting Information for a complete list). Of these, NO is known to be a pathological case of "triplet instability". 17 The OF system also suffers from such problems, but this is only apparent when analyzing the MO Hessian eigenvalues as a function of bond length. 17 These problems can be solved by using a ROHF or Brueckner reference instead, which removed the outliers at the UCCSD(T) level in our frequency test set. However, other problems, not dealt with in the present work, can also occur.
(b) The system may exhibit multireference character/nondynamical correlation; that is, a single Slater determinant describes the system insufficiently. reference. When using ROCCSD, the T1 values are improved for the most severe cases (CN, 0.04; CO + , 0.03) and remain the same or increase slightly for the remaining systems. This may partly contribute to the improved treatment of these systems by ROHF-based methods.
Karton et al. 2 found the energy-based %TAE(T) diagnostic 91 useful for predicting the importance of post-CCSD(T) contributions to the atomization energy, indicative of nondynamical correlation. The %TAE descriptor is not defined for ions, but in the same spirit, we can define %TBE(T) = ((TBE CCSD(T) − TBE CCSD )/ (TBE CCSD(T) )·100, where TBE is the total bond dissociation energy calculated using either CCSD or CCSD-(T). For neutral diatomics, the %TBE(T) definition is equivalent to %TAE(T). For our frequency test set, %TBE(T) values, calculated using AE-CCSD(T)/PCVTZ, differ by <0.5% between ROHF and UHF references, and we report mean values hereafter. F 2 + (14.9%) and OF (13.3%) are predicted to have severe nondynamical correlation. O 2 + (7.6%), N 2 + (6.9%), NO (6.1%), CN (5.6%), and CO + (4.4%) are predicted to have moderate nondynamical correlation, and CF (3.8%) and BO (3.5%) are predicted to have mild nondynamical correlation. From these data, it is not obvious to what extent the insufficient treatment of nondynamical correlation by CCSD(T) affects the resulting vibrational frequencies: for example, the ROCCSD(T)/PCVQZ frequency for F 2 + exhibits significant error, whereas the OF frequency is not worse than the OH frequency. However, strong effects of multireference character on geometries and frequencies cannot be excluded for other systems. In severe cases, for example, those having equally contributing configurations, single-determinantal methods generally fail, and such systems should be treated more appropriately by EOMIP-CCSD. (c) Another issue with (restricted and unrestricted) HF references is the unphysical localization of the unpaired electron. This is commonly referred to as symmetry breaking, but it is not limited to symmetric systems. ROHF references are more prone 1, 16 to this phenomenon. The fitness of the reference can be judged qualitatively by comparing charge or spin distributions of CCSD(T) with those of EOMIP-CCSD. The latter uses a reference based on a closed shell electronic state and produces a spin-pure, qualitatively correct result. Also the use of a Brueckner reference solves the symmetry breaking problem in many (but not all) cases. 92 We did not encounter this phenomenon in the present study, since the known symmetry breakers (C 2 − ,N 2 + ,O 2 + ,F 2 + ) were treated using a D 2h symmetric reference function. We saw that ROCCSD(T) is a robust method for the vibrational frequencies of our test set, which is even more trueforEOMIP-CCSDandregularCCSD,albeitatreduced accuracy. As the latter methods are computationally less demanding than CCSD(T), they provide a heuristic way to verify CCSD(T) results, even at moderate basis set size. Depending on the specific problem, UCCSD(T) or ROCCSD-(T) calculations may be preferred, and a comparison between U C C S D ( T ) ,R O C C S D ( T ) ,C C S D ,a n dE O M I P -C C S D results, also using only a moderate basis set size, can help to identify problematic cases prior to a detailed analysis of the specific problem.
CONCLUSIONS AND RECOMMENDATIONS
We have evaluated the performance of different popular wave function and DFT methods for the geometries and normal modes of small molecular radicals. The most sophisticated method was an additivity scheme that accounts for CCSD(T) contributions close to the basis set limit and excitations up to CCSDTQ ("CCSDTQex"). CCSDTQex results compared favorably to highly accurate experimental geometries available for some diatomic radicals, and we assigned an uncertainty of ∼0.05 pm to CCSDTQex, accurate enough to serve as a benchmark for the evaluation of more approximate methods. CCSDTQex calculations using analytical first and second derivatives are routinely feasible for systems with up to three centers (and potentially slightly larger systems) using current computational resources. However, systems of interest to most practitioners are larger, and thus we evaluated more approximate methods, with the focus on coupled cluster theory.
In contrast to previous results by Byrd et al., 12 we found that CCSD(T), using both UHF and ROHF references, provides geometries of good quality, close to its performance for comparable closed shell systems. For harmonic and anharmonic frequencies, UCCSD(T) provides good results for most systems, and some severe outliers present in our test set are cured by using a ROHF reference.
CCSDT and BD(T) provide more reliable results for frequencies but at a much elevated cost: due to its N 8 scaling, CCSDT is prohibitively expensive when using a triple-ζ basis set. BD(T), while formally an N 7 method, has a larger prefactor than CCSD(T) and lacks analytical derivatives, which results in elevated cost due to the use of numerical first and second derivatives. Additionally, we have shown that coupled cluster methods based on ROHF references and on the EOMIP formalism are more robust for harmonic and anharmonic frequency calculations. To date, only analytical first derivative calculations are available for both approaches. Also, ROCCSD(T) analytical gradient calculations cannot be parallelized in the current version of CFOUR, in contrast to UCCSD(T) first and second derivatives. (However, a "trivial" parallelization is possible through purely numerical computation of vibrational frequencies from single point energies, implemented in CFOUR.) As our results stress the usefulness of ROCCSD(T) and EOMIP-CCSD frequency calculations, this may motivate the development of analytical second derivatives for these methods, more efficient implementations, and/or analytical derivatives for BD(T) calculations. At present, UCCSD(T) can be a cost-competitive alternative for geometries as well as vibrational frequencies, provided that problematic systems can be identified beforehand, as outlined above.
When the systems size exceeds what can be handled by CCSD(T), we would recommend the B2PLYP-D method for both geometries and normal modes. B2PLYP-D is an apparently reliable alternative to CCSD and produces similar results at lower cost. By comparison, recent meta hybrid functionals produce results worse than B3LYP throughout. Like wave function methods, DFT methods can suffer from (near-)instabilities of the MOs, 82 although such results have not been widely reported. The most robust method for frequencies tested here is EOMIP-CCSD, and we recommend using an EOMIP-CCSD calculation to confirm results obtained with wave function and DFT methods whenever affordable.
Highly accurate theoretically derived geometries, vibrational frequecies, and related properties are relevant to (a) the meaningful interpretation, confirmation, and prediction of spectroscopic data and (b) thermochemical calculations with kJ/mol or better accuracy. For these applications, highly accurate geometries and vibrational frequencies, beyond DFT quality, are needed. For calculations up to kcal/mol accuracy, our results show that B3LYP geometries and frequencies may be adequate for many open-shell systems (see the Supporting Information). Additionally, (c) accurate geometries and vibrational frequencies are pertinent to computational chemistry method evaluation, as diagnostics of the quality of the PES of more approximate (DFT) methods for a system of interest.
Finally, our results should not be interpreted as a general evaluation of methods for the treatment of open-shell species. For example, we have not evaluated method performance for energetics of reactions or for intra-and intermolecular throughspace interactions.
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