Abstract. We provide characterization of the strong termination property of the CCV λµ-calculus introduced in the first part of the series of the paper. The calculus is complete with respect to the standard CPS semantics. The union-intersection type systems for the calculus is developed in the previous paper. We characterize the strong normalizability of terms of the calculus in terms of the CPS semantics and typeability.
Introduction
This is the second half of a series of papers. In the first part [Has15] , we proposed a call-byvalue λµ-calculus, called the CCV λµ-calculus, that were complete for the CPS semantics. Furthermore, we proposed the union-intersection type discipline. Among others, we verified the following: of M contains neither empty intersection nor empty union. The theme of the second part is further pursuance of extension of these results. We give characterization of the strong termination property. Specifically we show (5) M is strongly normalizing iff its CPS translation [[M ] ] is strongly normalizing. (6) M is strongly normalizing iff M is typeable using empty intersection or empty union nowhere. After brief introduction to the CCV λµ-calculus and its type system containing union and intersection, we first verify strong termination for a fragment in §2.1 as an intermediate step. Employing this result, we verify (6) in Thm. 2.30 and (5) in Thm. 2.31 in §2.2.
An essential idea behind our calculus is in departure from the conventional demand that terms be freely generated by syntactic grammars. An analogy is found in arithmetic. We frequently use an expression such as 3 + 5 + 7. When we calculate it (or implement a calculator on computers), we forcibly interpret the expression as either (3 + 5) + 7 or 3 + (5 + 7) and perform calculation. However, there is little advantage to strictly distinguish them for humans to understand the essence of arithmetic. We positively use the expression 3+ 5+ 7 as an amalgamation of two ways of bracketed expressions, or even as a sum of three numbers. This type of intended ambiguity helps us to process arithmetic flexibly. In the same vein, we introduce ambiguity in the constructors of the call-by-value calculus. The produced calculus is complete with respect to the standard semantics, and yet usable.
Preliminaries
We recall the CCV λµ-calculus and the union-intersection type discipline for the calculus [Has15] . Also we review some of the results needed later. Details are found in that paper.
1.1. CCV λµ-calculus. The CCV λµ-calculus is a variant of the call-by-value λµ-calculus. It employs the let-syntax as in Moggi's λ c -calculus [Mog88] . However, we write the letbinding to the right of its body:
Note that the order of M and N is reversed. Formally, the syntax of the CCV λµ-calculus is given as follows. We distinguish ordinary variables and continuation variables. We also distinguish terms M and jumps J. They are defined mutually recursively by the following syntax:
where x ranges over ordinary variables and k over continuation variables. The notion of free variable is naturally defined. The let-construct M ↾ x := N binds x and its scope is M . We use notation z ∈ M to denote that a variable z that is ordinary or continuation occurs freely in M .
A key idea is that this syntax is not regarded to freely generate the entities. We introduce syntactic equalities by two associativity axioms:
We do not syntactically distinguish two terms (or two jumps) if they turn out to be equal by a series of application of these rules. Mostly we omit brackets:
For the first, if the side condition is not satisfied (i.e., if y ∈ L), we regard it to mean (L ↾ x := M ) ↾ y := N . For the second, we read it µk. (J ↾ x := M ).
A value is either a variable or a lambda abstraction. We have the following ten reduction rules where N is a non-value and V is a value:
In the first two rules, z is a fresh ordinary variable. We use curly brace for substitution.
We write L = ccv M if two terms are equivalent with respect to the smallest equivalence relation generated from reductions.
Since we allow to alter the scope of let-binding by the equality axioms, the continuation M ↾ x := captured by rule β µ is changeable, depending on the choice of the scope. This ambiguity is intended, and is crucial to verify the sharpened completeness theorem, that is a key result in the previous paper.
Remark 1.1. In the previous paper, we had the third equality axiom:
Namely we were able to exchange µ-operator and let-operator. As we commented in the paper, however, this equality axiom was inessential for proof of the sharpened completeness theorem. In place, we can consider a reduction rule. For the purpose in this paper, the latter approach gives better results at this stage. So we adopt the rule exch above. It is open whether the same results are obtained if the equality axiom is chosen. See Rem. 2.12.
The semantics of the CCV λµ-calculus is given by the call-by-value continuation-passing style (CPS) translation. It maps each CCV term and each jump to a lambda term. The following definition is standard.
This is a standard call-by-value CPS translation. We write [[M ] ] s for this type of CPS translation, however, since we largely consider the translation induced by the colon translation given below.
The colon translation is introduced in [Plo75] . We use the notation (|M | ) [K] in place of M : K for readability.
Here It is better to regard the target of the CPS translation as a sorted lambda calculus. There are four sorts. The terms of the sorted calculus are defined as follows:
The CPS translation yields the terms that are subject to this syntax. We also have the inverse translation (-) −1 from the target calculus back into the CCV λµ-calculus. We do not, however, need the concrete shape of the translation for we use it only through Lem. 1.2 and 1.3 below. We refer the interested reader to [Has15] .
We list several results that are used in this paper from [Has15] . We call a reduction by rule (η µ ) vertical, and a reduction by (ad 1 ) or (ad 2 ) administrative. A non-administrative reduction is called practical. 1.2. Union-intersection type discipline. Types are divided in three categories, raw types R, subsidiary types S, and types T . These are defined by the following syntax:
where α ranges over atomic types. R means a nonempty finite formal intersection
S is similar. Intersection and union follow associativity and commutativity.
Remark 1.5. In the previous work [Has15] , empty intersection ω and empty union ω are allowed. In this paper, we use only the type derivations that contain ω or ω nowhere. So we omit them from the beginning.
We define subtype relation ≤ by the following derivation rules.
The notation [ S ≤ S i ] i means a sequence of derivations where i ranges over a finite index set. [
A typing judgement has the form Γ ⊢ M : T | ∆ where Γ is a finite sequence of x i : S i , and ∆ is a finite sequence of k j :T j . Note that ordinary variables have only subsidiary types. We assume a special type ⊥ ⊥ for typing jumps. The inference rules are given as follows:
Each index (i or j) ranges over a finite set. The notation [· · · ] i denotes a finite sequence of judgements. In each rule, the same indices are understood to range over the same set. For example, in the third rule, i ranges over a finite set I and j over a finite set J(i) depending on i, and these I and J(i) are shared between the assumptions.
1.3. Type system of the target calculus. The characterization of strong termination is verified through the type theory of the target calculus we present here. It is based on the standard intersection type discipline. We assume a special atomic type ⊥ ⊥ and write ¬(-) in place of (-) → ⊥ ⊥. We define strict types τ, κ, σ and types κ, σ by the following:
where α represents atomic types.
κ denotes finite formal intersection κ 1 ∩ κ 2 ∩ · · · ∩ κ n with n ≥ 1.
σ is similar. Intersection follows associativity and commutativity. We have subtype relation ≤ between types. It is defined naturally.
A typing judgment Π, Θ ⊢ s M : ρ has two environments Π and Θ, the former a finite sequence of x : σ and the latter of k : κ. Here M is one of term T , jump Q, value W , and continuation K, on which the kind of type ρ depends. A term has type τ , a jump ⊥ ⊥, a value σ, and a continuation κ. We note that only strict types occur in the right hand of ⊢ s (the subscript signifies this).
The inference rules of the intersection type discipline is standard [vBa92] , except that sorts must be respected. For instance, the derivation rule for
Moreover, we include the inheritance rule for each sort, e.g.,
to deal with η-rules. We refer the reader to [Has15] for the presentation of the complete set. 
Strong Normalization
The main theorems of this section are the following: It explains why we regard the exchange of µ-operator and let-operator as a reduction rule rather than an equality rule in the previous work.
Since we have equality axioms between terms, the notion of subterms is obscure. As a replacing concept, we introduce the notion of places.
Definition 2.1. Suppose that a CCV λµ-term M 0 is given. A term M occurs at place p if p @ M is derived by the following recursive process. Let p 0 be an arbitrary fresh symbol. We start with p 0 @ M 0 , and apply the following operations recursively until we reach variables:
, then q @ M where q is a fresh place symbol. We say that a place q occurs in M whenever q @ N is derived for some N during the process from p @ M (case p = q is inclusive).
For associativity of let-construct, either bracketing yields the same set of places up to renaming of place symbols. For instance, the following term has five places:
Namely a place marks the location from which a term starts. Note that one place may mark several terms. For example, place p 0 marks the whole term, as well as µk.
[l](λz. x)y. Likewise place p 1 marks (λz. x)y and λz. x.
Definition 2.2. Let p be a place occurring in a given term M 0 . The vision V (p) is the set of places in M 0 recursively defined as follows:
(1) If p@M occurs as the let-argument of p 1 @L↾x:=M , then V (p) is defined by q ({q}∪V (q)) where q ranges over the set of all places in 
On the other hand, if we regard it as p 1 @ µk.
[l](L ↾ x := M ), the vision of p skips place p 1 jumping from [l] . Namely the vision is affected by bracketing.
Let us write q ≺ p if q is an immediately visible from p. Namely q ∈ V (p) holds while q ∈ V (r) and r ∈ V (p) hold for no r. Definition 2.5. The breadth |p| of a place p is defined by induction on physical locations from left to right. We define |p| as the smallest natural number n satisfying |q| < n for all places q ∈ V (p). In particular, |p| = 0 if V (p) = ∅.
In other words, |p| is the height of the tree of all sequences of places q ≺ q ′ ≺ · · · ≺ p having p as its root. Let us observe how the breadth |p| changes before and after one-step β µ -reduction. For distinction, we write bars over the places after reduction. Let us set places symbols as follows:
where the displayed jumper denotes the i-th occurrence of [k] under an appropriate enumeration i = 1, 2, . . . , n. For each placep in M after reduction, there is a unique corresponding place p in M before reduction. For each p in M , there are n placesp =p i (i = 1, 2, . . . , n), one in each copy. Namely we have an n-to-one correspondence if we look from the term after reduction. For all other placesp, there is a one-to-one correspondence to the places p before reduction.
Lemma 2.6. Let us consider
We set place symbols as above.
(1) Strict inequality |r 0 | < |r 0 | holds.
(2) |p| ≤ |p| holds for every placep occurring in C[µk. J ′ ].
Proof.
(1) is evident since s ∈ V (r 0 ). We note that V (s) and V (r 0 ) has a one-to-one correspondence, and thus |s| = |r 0 |.
(2) Recall that the breadth equals the height of the tree of places ordered by ≺. It suffices to show thatq ≺p implies q ≺ p, excluding the casep =r 0 . (i) Case thatp occurs in one of the copies of M . First, ifp =s i thenq ≺r 0 should hold. Since V (r 0 ) has a one-to-one correspondence to V (s), we have q ≺ s, that is, q ≺ p. Otherwisep occurs inside the i-th copy of M . Now the point (d) mentioned at the beginning of this subsection is at work. It ensures thatq stays inside the same copy of M , or to the left ofr 0 ifp is preceded by a jumper. Namelyq never lies in the dotted part betweenr 0 ands i . (See Rem 
Third we consider
Proof. Letr 1 denote the place of M after reduction. Moreover, let r 0 denote the place of µk.
[k]M . Then |r 1 | = |r 0 | = |r 1 |. For other places, the lemma is immediate.
We call p a µ-place if p @ µk. J happens.
Definition 2.9. The sight of a term M is the natural sum of ω |p| where p ranges over all µ-places occurring in M .
If we write in a Cantor normal form, the sight of M is equal to ω n 1 k 1 + ω n 2 k 2 + · · · + ω ns k s for integers k i > 0 and n 1 > n 2 > · · · > n s ≥ 0 where k i is the number of µ-places p satisfying |p| = n i . Remark 2.12. To understand the necessity of regarding the exchange of µ-operator and let-operator as reduction, we consider the following example:
We assume k does not occur elsewhere. By an application of β µ -reduction to µk, we obtain µk. This situation is troublesome since the problem does not arise if l ∈ N . In this case we cannot narrow the scope of µk. The behavior is influenced by whether l ∈ N or not. We would need a sensitive argument depending on occurrences of variables.
2.2. Characterization of strong normalizability. We characterize strong normalizable terms in the CCV λµ-calculus by the union-intersection type discipline and by the CPS translation. Strong normalizability is not closed under equality. So we must be sensitive to the choice of the CPS. We assume the CPS defined via the colon translation. We sketch how to generalize the results to the standard translation at the end of this section. Since we need to take care of sorts, we present a part of proof. We comment that, in the ordinary lambda calculus, strong normalizability with respect to βη implies strong normalizability with respect to β obviously.
Lemma 2.14. In the target calculus, if T is strongly normalizable, then there is a derivation tree of Π, Θ ⊢ s T : τ for some Π, Θ, and τ . Similar results hold for other sorts.
Proof. In this proof, we use strong normalizability only with respect to β. Let P and ρ denote a strongly normalizable term and a type of arbitrary sort in the target calculus. Each term in β-normal form admits a type, as easily checked [Has15] . Since P is assumed to be strongly normalizable, we can associate the maximum ν(P ) of the number of β-reduction steps from P . By induction on ν(P ), we prove the following assertion. If P β −→ P 1 and if Π, Θ ⊢ s P 1 : ρ, then Π ′ , Θ ′ ⊢ s P : ρ holds where Π ′ = Π ∩ Π 0 and Θ ′ = Θ ∩ Θ 0 for some Π 0 and Θ 0 . Here Π 1 ∩ Π 2 denotes the environment consisting of x : σ 1 ∩ σ 2 for x : σ i ∈ Π i (reading σ i an empty intersection if x : σ i does not occur); likewise for Θ 1 ∩ Θ 2 . In the following, we understand that the derivation trees of typing judgements do not use the inheritance rule at all.
We pick up the case that the reduction is by contracting (λx. T )W → T {W/x}, as the argument is similar. Let us assume that Π, Θ ⊢ s T {W/x} : τ . If x occurs in T , we collect the types W : σ i for all W substituted for x. Then giving the type i σ i to x, we obtain a correct typing of (λx. T )W . A crucial case is when x does not occur in T . If W is in β-normal form, we have a typing Π 0 , Θ 0 ⊢ s W : σ 0 . Thus, giving type σ 0 to x, we have a typing derivation
Since the inheritance rule is not used, we can find a family of strict types σ i such that Π ′ , Θ ′ ⊢ s λx. T : ( σ i ) → τ and Π ′ , Θ ′ ⊢ s W 1 : σ i for all i. Thence, applying induction hypothesis to ν(W ) < ν((λx. T )W ), By a technical reason, we add a new infix binary operator (-)·(-) to the ordinary lambda calculus. We assume that the operator is syntactically associative:
We write L · M · N for either of two bracketing. We consider the standard βη-reduction. As a new reduction rule involving the dot operator, we add
We define a new type of the colon translation. The target calculus is the lambda calculus augmented by the binary dot operator.
Definition 2.16. To each of continuation variables k, we associate a fresh variablek in a one-to-one manner. We defineK for each term of sort K as follows:
Each occurrence of variable x becomes free in the second case. We emphasize thatk is a variable independent from k. So substitution k → K does not automatically substitutek withK. 
where V denote a value and N a non-value. L and M are understood to be arbitrary terms. z is a fresh variable. We assume the infix dot operator has higher precedence than lambda binding. Though the definition is not a simple induction on construction, well-definedness is easy. . In fact, the first attempt by Parigot for the call-by-name λµ-calculus already uses a translation where the continuation is actually substituted [Par97] (unfortunately the proof has a flaw; see [NT03] ). If k does not occur in J, the substituted K vanishes. It is why we add prefixK. That is, we record the history of the continuations K, that may be deleted. By a technical reason, the order of a value and a continuation is reversed in the translation of V 1 V 2 , and the garbageK is added. The complication of definition of (λx. M ) * is nothing more than for proof to work out.
Lemma 2.20. Let M 1 and M 2 be CCV λµ-terms.
We comment that, in these two cases, associativity of the infix dot operator is indispensable. Since definition in 2.17 is compositional, the lemma follows. 
Proof is by induction on construction of terms and jumps.
Apply induction hypothesis to L.
. So elimination of two occurrences ofK settles this case. We comment that λx.K ·K · Q ′ actually occurs, viewing Rem. 2.18. Hence a positive number of β reductions is enforced by the elimination.
, irrelevant of whether M is a value or a non-value. Hence elimination ofK yields For rule η let , we have
Hence one step of β followed by three steps of η yields V * . Thus also {[λx.
, establishing the case of the η µ rule.
Lemma 2.23 ensures strict preservation of reductions in case where the redex occurs naked at the topmost level. In general the redex R may be encapsulated in a context as C [R] . We introduce the notion of E-depth to handle this.
We recall the definition of places in Def. 2.1 where also the notion of an occurrence of place q in M is defined. Here we say that q @ N occurs in M , specifying also the term N , whenever q @ N appears in the process from p @ M .
In the following definition, we use the evaluation contexts E defined by the following syntax:
Definition 2.24.
In general, the following table gives the definition, where q @ L is assumed to occur in M or V .
where E is an evaluation context given in Preliminaries. The number d M changes by bracketing of the associativity of let. It does no harm, however, for we use the number only as the measure of complexity of terms to handle one-step reductions.
We prove theorems by induction on the E-depth. We first explore the base case that the redex R has E-depth 0. Namely it occurs in the form E[R]. For rule β jmp , the redex is a jump. So, in place, we regard µm.
[l]µk. J to be the redex. We must beware of rule η λ , the redex of which is a value.
Lemma 2.25. Given an evaluation context E and a term K of sort K in the target calculus, there is Q E and K E that satisfy the following:
Here Q E and K E are terms in the extended language, though the former may be void. If it is the case, we just ignore the preceding Q E and the following dot.
(1) We have the following equalities:
From these equalities, we can read off inductive construction as follows: If E = , we set K = K and Q void. For inductive cases,
The first two in the left column depend on the choices of fresh variables z in the construction of {[·] }.
(2) By induction on construction of E. In case E = and case E[M ↾ x := ], both sides are equal. In case Proof. Except η λ -redex, R is a non-value. By Lem. 2.25, (1), 
Other cases are similar.
So the base case is done. Now, by induction on E-depth, we can verify a central proposition of this subsection.
holds with respect to βη reduction for every K.
Proof. It suffices to prove the case of one-step reduction L → L 1 . Let R → S be the instance of the reduction rule contracted by this step, and let q @ R be the place of the redex in L.
, by induction on m. We note that if V → V 1 and if V is a value V 1 is a value. The base case m = 0 is Lem. 2.26. We verify the induction step.
(i) First we consider the case that
We split cases further according to whether M ′ is a value. If it is a value W , we have
We apply induction hypothesis to all occurrences of V * . Observe that at least one occurrence of V * exists.
(ii) Case where
since z is a value while N is a non-value. Apply induction hypothesis to all occurrences of
. We note that, taking E to be void, this case essentially contains the proof of
We define the translation of union-intersection types of the CCV λµ-calculus into intersection types of the target calculus:
In the previous paper, we defined (S → T ) * as S * → [[T ]]. The modification corresponds to the change of the colon translation. Although the results of the type translation do not obey the rule of the target calculus in §1.3, it does not matter in the following argument. Simply ignore distinction among σ, κ, and τ . We add the following inference rule:
Proof. This lemma is proved in the previous paper [Has15] for the original colon translation. We can follow the same line. We need attention, however, to the added pieces by the dot operator. Let us consider the case Γ ⊢ J ↾ x := M :
We must take care of free occurrences of x that may appear in the first {[J] } in front of the dot. So we choose i 0 and add x : S * i 0 to the typing environment. The same happens to L ↾ x := M . Next we consider case N 1 N 2 where N i are non-values. We have [Has15] , the inverse is trivial.
Conclusion
In the series of two papers, we presented call-by-value lambda calculi with control operators. They are complete with respect to the standard CPS semantics. The key idea is to introduce equality axioms between terms, departing from the convention that terms are freely generated by grammars.
We demonstrated the aptitude of the calculi through several mathematical properties. In this second paper, we gave characterization of the strong termination property of the CCV λµ-calculus. We verified the following two results: (1) M is strongly normalizing iff its CPS translation [[M ] ] is strongly normalizing.
(2) M is strongly normalizing iff M is typeable (with use of empty intersection or empty union nowhere). Finally we mention the future problems that are not tackled in the series of papers. We adopted the reduction rule exch for characterization of strong termination. It remains open if we assume the equality rule 1.1 exchanging µ and let in place. Second, we plan to extend the results to the λµ-calculus having delimited control operators. As a matter of fact, this work is a precursory extract from our attempt to evolve complete calculi with delimited control operators.
