Relationships among twenty polytomous item response theory (IRT) models (parametric and nonparametric) and eight measurement properties relevant to polytomous IRT are described. Tests or questionnaires are frequently used to obtain data in the behavioral sciences and in research in education, marketing, and medicine. Often tests with polytomous items are preferred over those with dichotomous items. This preference might be based on (1) the fact that fewer polytomous items are typically needed to obtain the same degree of reliability, (2) some traits are more easily measured on rating scales, and/or (3) item responses for certain kinds of variables are better expressed on an ordinal scale.
Tests or questionnaires are frequently used to obtain data in the behavioral sciences and in research in education, marketing, and medicine. Often tests with polytomous items are preferred over those with dichotomous items. This preference might be based on (1) the fact that fewer polytomous items are typically needed to obtain the same degree of reliability, (2) some traits are more easily measured on rating scales, and/or (3) item responses for certain kinds of variables are better expressed on an ordinal scale.
Many psychometric models are available for analyzing tests with polytomous items. When choosing a model, it is important to consider its measurement properties. Within item response theory (IRT), much literature (e.g., Akkermans, 1999; Hemker, Sijtsma, Molenaar, & Junker, 1996 Samejima, 1995; Sijtsma & Hemker, 1998 is available on the measurement properties of IRT models for items with polytomous responses. Much of this literature focuses on the relationships among unidimensional polytomous IRT models and their measurement propertiesparticularly, whether a certain model implies a certain property. This paper also discusses relationships among unidimensional polytomous IRT models and their measurement properties. However, no sharp distinction is made between IRT models and measurement properties. Instead, each polytomous IRT model and measurement property is defined as a set of assumptions, which makes it possible to directly compare models and properties.
Types of Relationships
Consider two sets of assumptions, A and B. There are five logical relationships between A and B:
A implies B (A ⇒ B). That is, A is a special case of B (A is a subset of B). 2. A is implied by B (A ⇐ B). That is, A is a generalization of B (B is a subset of A).
3. A and B are disjoint (A ⊗ B). That is, if the assumptions of B hold, those of A do not hold, and vice versa. These symbols (•, ⊗, ⇐, ⇒, and ⇔) are used here in a conceptual framework in which a large part of the literature on the measurement properties of polytomous IRT models is summarized and expanded.
Some of the findings in this paper are illustrated with real data based on the responses of 825 examinees to a test measuring coping strategies in the event of industrial odor annoyance. The test consisted of five items with four answer categories each (Cavalini, 1992 ; see also Molenaar & Sijtsma, 2000) . All analyses were conducted with the computer program EM (Vermunt, 1997) .
Polytomous IRT Models
Assume a test of J polytomous locally independent items, indexed by j = 1, 2, . . . , J . Each item has m + 1 ordered answer categories, indicated by x = 0, 1, 2, . . . , m. The difference between two adjacent answer categories can be thought of as an item step (Molenaar, 1983) yielding m item steps for m + 1 categories. Let X j be a random variable for the discrete response to item j , and let X + = J j =1 X j be the unweighted total score based on the sum of the item category weights associated with the responses selected by an examinee. Assume that a unidimensional latent trait, θ , establishes the probability of X j = x, P (X j = x|θ).
Classification of Polytomous IRT Models
All polytomous IRT models discussed here can be placed into three classes (Molenaar, 1983 ; see also Agresti, 1990, pp. 318-322; Hemker, 1996, Chap. 6; Mellenbergh, 1995) -graded response models (GRMs), sequential models (SMs), and partial credit models (PCMs). The logit of passing the xth item step is defined differently in each class. GRMs assume that the cumulative logits,
are nondecreasing functions of θ . This assumption is known as monotonicity. SMs assume that the continuation ratio logits,
are nondecreasing functions of θ . PCMs assume that the adjacent category logits, logit
are nondecreasing functions of θ . Parametric IRT (PIRT) models. In addition to being classified based on logits, IRT models can also be classified as parametric or nonparametric. The PIRT models discussed here assume local independence, unidimensionality, and logits linear in θ . The linear function for the logit of item step x of item j is (Andrich, 1978) indicated by -R, which divides β jx into an item component (δ j ) and a step component (τ x ), such that β jx = δ j + τ x , with n τ n = 0. Thus, a PCM with logits equal to θ − δ j − τ x is indicated by 1P-PCM-R.
Using this notation: 2P(j)-GRM is the GRM (Samejima, 1969) , 1P-PCM is the PCM (Masters, 1982) , 1P-PCM-R is the rating scale model (Andrich, 1978) , 2P(j)-PCM is the generalized PCM (Muraki, 1992) , 1P-SM is the SM (Tutz, 1990) , and 1P-SM-R is the sequential rating scale model (Tutz, 1990 ). The acceleration model (AM; Samejima, 1995) also is discussed. The AM is a nonlogistic SM and assumes local independence, unidimensionality, and
where D is a scaling parameter and ξ j ≥ 0 is the acceleration parameter. Note that the AM is a logistic model for ξ = 1. For GRMs, α jx cannot change over the categories of the same item, so 2P(jx)-GRM and 2P(x)-GRM do not exist (e.g., Mellenbergh, 1995) . Moreover, a GRM's β jx must satisfy the ordering β j 1 < β j 2 < . . . < β jm (Samejima, 1969, p. 23) .
Nonparametric IRT (NIRT) models. Three NIRT models (indicated by NP-) assume local independence, unidimensionality, and nondecreasing logits in θ . These are the NP-GRM (Equation 1), NP-SM (Equation 2), and NP-PCM (Equation 3).
Three additional NIRT models-the double monotonicity model (DMM; Molenaar, 1997) , the isotonic ordinal probabilistic model (ISOP; Scheiblechner, 1995; see also Junker, 1998) , and the strong double monotonicity model (SDMM; Sijtsma & Hemker, 1998 )-have additional assumptions; these models are all GRMs. The DMM assumes that the cumulative logits are nonintersecting. The ISOP assumes that the cumulative logits are invariantly ordered for all items; that is, logit[P (
for all θ and x. The SDMM assumes that the cumulative logits are nonintersecting and invariantly ordered. Table 1 shows the relationships among twenty polytomous IRT models. These relationships should be read as follows: NP-SM is above 1P-PCM on the vertical axis. Therefore, the NP-SM should be read from the diagonal axis. The relationship ⇒ between these two models is indicated at the intersection of the column below NP-SM on the diagonal axis and the row for the 1P-PCM on the vertical axis: hence, 1P-PCM ⇒ NP-SM.
Relationships Among Models
In Table 1 , polytomous PIRT models from different classes are disjoint (⊗). This means that item parameters that pertain to the logit of one class of models cannot be written as a function of Table 1 Relationships Among 20 Polytomous IRT Models
those of the other two classes (Mellenbergh, 1995 ; see also Thissen & Steinberg, 1986 , for PCMs and GRMs).
In some tests, failing the xth item step yields an item score of x − 1. Passing the xth item step means that the x + 1th item step might be tried, yielding an item score of at least x. Such sequentially scored items can be modeled by a parametric SM (for an example, see Hemker, van der Ark, & Sijtsma, in press ). In these situations, location parameters can be interpreted as difficulty parameters for each item step. That is, examinees with θ values less than β jx have probabilities of less than .5 of passing the item step; examinees with θ > β jx have a probability of passing greater than .5.
Software for estimating SMs is not widely available [although WINMIRA (Von Davier, 1996) (Vermunt, 1997) . However, parametric PCMs and SMs are disjoint: PCM location parameter estimates cannot be expressed as those of SMs. Therefore, PCM parameter estimates cannot be interpreted within the sequential scoring context of a test. Hemker (1996, Chap. 6) proved that NIRT models-NP-GRM, NP-SM, and NP-PCM-are hierarchically nested (i.e., NP-PCM ⇒ NP-SM ⇒ NP-GRM). Other NIRT models (DMM, ISOP, and SDMM) are special cases of the NP-GRM. Table 1 shows that the 1P-GRM implies the DMM, and that the ISOP, DMM, and SDMM are unrelated to most PIRT models discussed here. Although this result is new, other relationships between PIRT and NIRT models were proven by Hemker et al. (1997) , Hemker et al. (in press) , and Sijtsma & Hemker (1998) . Figure 1 shows the hierarchical order of the polytomous IRT models. A solid arrow indicates an implication, and a dotted two-way arrow indicates that two models are unrelated-they neither imply nor exclude the other. The 1P-PCM-R, 1P-SM-R, and 1P-GRM-R are the most restrictive of the models. The NP-GRM is the most general model. When searching for a suitable model to analyze data, start with a restrictive model and if it does not fit, try the next model in the hierarchical order. Table 2 shows the result of fitting several logically related models to the Cavalini (1992) data using EM (Vermunt, 1997) . To test model-data fit, the likelihood ratio statistic
was used, where n i is the frequency of the ith response pattern, andm i is the estimated frequency of the ith response pattern (see Vermunt, 2001 , for a discussion of L 2 in an NIRT context). PIRT models were estimated by marginal maximum likelihood, assuming a normal distribution for θ with seven quadrature points. NIRT models were considered latent class models with seven ordered classes (thus, NIRT inequality restraints were satisfied) and estimated by maximum likelihood. Table 2 shows that the NP-PCM was the most restrictive model with an acceptable fit. Whether each model was identifiable also is indicated in Table 2 . For unidentifiable models, the implied measurement properties held, but parameter estimates could not be interpreted (see discussion below). 
Measurement Properties
In IRT, stochastic ordering properties relate the examinee ordering on a manifest variable, Y , and on θ . Two manifest variables were considered: the item score, X j , and the unweighted total score, X + .
Monotonicity. For monotonicity, P (X j ≥ x|θ) (or, equivalently, Equation 1) is nondecreasing in θ . Note that local independence and unidimensionality are assumed. Therefore, monotonicity always is assumed in combination with them.
Monotone likelihood ratio (MLR). MLR (Lehmann, 1986, p. 78-86 ; see also Hemker et al., 1996) holds if
is a nondecreasing function of θ for all C and K, where C < K. There are two versions of MLR. 1. MLR of the item score (MLR-X j ). Equation 7 holds when Y ≡ X j . 2. MLR of the total score (MLR-X + ). Equation 7 holds when Y ≡ X + .
Stochastic ordering of the manifest variable (SOM).
In SOM (Hemker et al., 1997) , the order of the examinees on the latent variable gives a stochastically correct ordering of the examinees on the manifest variable. That is,
for all x and θ A < θ B . SOM has two versions: (Hemker et al., 1997) , the order of the examinees on the manifest variable gives a stochastically correct ordering of the examinees on the latent variable. That is,
for all s, C, and K, where C < K. SOL allows inferences to be drawn about the unknown latent trait. Two versions also exist for SOL:
1. SOL of the item score (SOL-X j ). Equation 9 holds for Y ≡ X j . 2. SOL of the total score (SOL-X + ). Equation 9 holds for Y ≡ X + .
Invariant item ordering (IIO)
. IIO pertains to the ordering of items rather than of examinees: all items have the same order of difficulty for all examinees. Items have IIO if they can be ordered and numbered accordingly such that (Sijtsma & Hemker, 1998) 
for all θ . [For IIO applications and methods of investigation, see  dichotomous items) and Sijtsma & Hemker (1998;  
polytomous items).]
Relationships Among Properties Table 3 shows the relationships among measurement properties. IIO is unrelated to all other measurement properties: the presence of any other measurement property does not guarantee or preclude an IIO. As indicated above, MLR-X + implies SOM-X + and SOL-X + (Lehmann, 1986) . MLR-X j implies SOM-X j and SOL-X j , which follows for J = 1. SOM-X j implies SOM-X + (Hemker et al., 1997 , Theorem 1), so MLR-X j also implies SOM-X + . The remaining properties are unrelated.
Table 3
Relationships Among Measurement Properties (M = Monotonicity)
It is surprising that MLR-X + and MLR-X j , and SOL-X + and SOL-X j , are unrelated. Most IRT models do not assume SOL-X + or MLR-X + . Therefore, for most IRT models, SOL-X + and MLR-X + hold only for some fitted models (i.e., models with specific values for the item parameters) describing data for a particular set of J items, but not for other sets. All parametric models, however, imply MLR-X j . Because MLR-X + and MLR-X j are unrelated, MLR-X + might not hold for these fitted models when an item is added or removed. Table 4 shows the item parameter estimates of the 2P(j)-GRM for five items used to compute the likelihood ratio (Equation 7) of X + for 2,000 values of θ between [−10, 10] . Note that MLR-X j is implied by the 2P(j)-GRM. In Table 4 , the five items have MLR-X + . However, when Item 5 was deleted and X * + of the other four items recomputed, the likelihood ratio P (X * + = 3|θ )/P (X * + = 2|θ) decreased for θ < −4.58. That is, MLR-X + did not hold for the remaining four items. Thus, if an IRT model does not imply MLR-X + , each time an item is added or removed from the test it is necessary to determine whether the model has MLR-X + , even when all items have MLR-X j . Relationships Among Models and Measurement Properties Table 5 shows the relationships between polytomous IRT models and measurement properties. All models imply SOM-X j , SOM-X + , and monotonicity. Monotonicity (or SOM-X j ) is equivalent to the NP-GRM because all models and properties imply local independence and unidimensionality, so monotonicity is the only additional property. Hemker et al. (1996 Hemker et al. ( , 1997 showed that only the 1P-PCM and 1P-PCM-R imply MLR-X + and SOL-X + . Hemker et al. (1997, Proposition, p. 338) proved the equivalence of MLR-X j and the NP-PCM.
Thus, special cases of the NP-PCM imply MLR-X j and SOL-X j . It was shown here, however, that IRT models that are not special cases of the NP-PCM are unrelated to MLR-X j and SOL-X j . IIO is only implied by (1) parametric rating scale models discussed here and (2) NIRT models that assume invariantly ordered logits (the ISOP and SDMM). Table 5 permits identification of the least-restrictive (i.e., most desirable) models to satisfy a set of measurement properties. These models are the 1P-PCM (for SOL-X + and MLR-X + ), 1P-PCM-R (for all properties), ISOP (for IIO), NP-PCM (for MLR-X j and SOL-X j ), and NP-GRM (for monotonicity, SOM-X + and SOM-X j ).
Discussion
A practical researcher might select a model with all desirable properties. This type of model usually does not fit well. For example, the 1P-PCM-R (Table 2 ) had a very poor fit. Less-restrictive models had a better fit, but usually do not imply the desired measurement properties. When a model is unrelated to a particular measurement property, it sometimes can be determined whether the property holds for a particular fitted model. Item parameter estimates can be used to compute, for example, MLR (Equation 7), SOL (Equation 9) or IIO (Equation 10) for various values of θ . However, a condition for using this approach is that the model is identifiable. In Table 2 , the NP-PCM is the most-restrictive model with an acceptable fit. Table 3 shows that SOL-X j , monotonicity, SOM-X j , and SOM-X + are implied by the NP-PCM, but that it does not imply IIO, MLR-X + , and SOL-X + . Because the fitted NP-PCM was unidentifiable (Table 2 )-yielding meaningless parameter estimates-the latter properties could not be investigated. This could be an argument for choosing the 2P(jx)-PCM over the NP-PCM. Sometimes, neither the most-restrictive nor the least-restrictive model is adequate. In these cases, the choice depends on the willingness to pay for (1) identifiability and measurement properties or (2) fit.
IRT models that are unrelated to certain measurement properties might still be of interest. Often, a model has a property in most practical situations, and only exceptionally does the property not hold. (See Sijtsma & van der Ark, 2001 , for an example involving the NP-GRM and SOL-X + .) Some important measurement properties were not included and should be incorporated into this framework. These include ordinal modal points and unique maximum condition. For ordinal modal points, the modes of P (X j = x|θ) (for x = 0, 1, 2, . . . , m) are consecutively ordered in θ (Samejima, 1995) . For the unique maximum condition, the estimates of P (X j = x|θ) have a unique maximum (Samejima, 1972 (Samejima, , 1995 . Other properties cannot easily be incorporated into the present framework because they cannot be defined unambiguously (e.g., the psychological reality of a model; Samejima, 1995) or because their definition depends on the model, making a comparison across models difficult (e.g., additivity and scale reversibility; Hemker, 1996, Chap. 6; Jansen & Roskam, 1986; Samejima, 1995) . For NIRT models, parameter estimates often can be obtained by fitting an ordered latent class model (see also Vermunt, 2001 , who extensively discusses this topic).
