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Abstract
When Bardeen, Shockley and Brattain produced the first prototype transistor in 1947 no one could
have imagined the invention’s impact on today’s life. The new invention first was slow in replacing
the vacuum tubes commonly used then. It were the advances in thin-film technology which paved
the way for the transistor to wide range applicability.
Organic semiconductors have been subject to research since the early 1960s. In the mid 1980s, the
research on organic semiconductors took another leap forward when german researchers Karl, Warta
and Stehle published their research on ultrapure, high mobility organic photoconductors and on charge
carrier transport in organic conductors.
Organic electronics have entered everyday life as organic light-emitting diodes (OLEDs) can
nowadays be found in a variety of applications. While OLEDs have accomplished the step from basic
research to market readiness with sales exponentially growing and exceeding $ 1B/yr in 2008, organic
thin-film transistors still lag behind. Nevertheless they are intensively studied as the material of choice
in active matrix devices for flexible displays or in low-cost RFID (Radio-Frequency-Identification)
tags. However, it is only the combination of OLED and OTFT which reveals the potential of the
material class. As both OLED and OTFT materials can be processed at low temperatures, a new class
of substrates becomes feasible enabling the production of ultra-thin, transparent and flexible displays.
One of the reasons for the absence of commercial OTFT applications is their slow switching speed
due to low charge carrier mobility. The application of so-called dielectric surface modification (DSM)
is one pathway towards high performance thin-film OTFTs. DSMs, which are based on organic
molecules forming self-assembling monolayers or polymeric dielectrics, are studied due to their huge
impact on OTFT device performance and on the film perfection of organic semiconductor thin-films.
The appropriate choice of DSMs enables the combination of an arbitrary organic semiconductors
with any substrate materials. Hence, the key factor to high performance and film perfection is the
educated choice of thin and easily applicable DSM.
However, the reason for the performance enhancement is not yet understood. This hinders the
development of DSMs for high performance OTFTs. In this thesis two systematic approaches will be
presented. DSMs were chosen by knowledge, which means that suitable DSMs were identified by a
knowledge driven process. In addition, novel dielectrics were designed and synthesized specifically
for this thesis. In case of DSMs chosen by knowledge, we were able to show that different DSMs can
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be classified into three types: low adhesion DSMs, high adhesion DSMs and intermediate DSMs.
Perlyene films produced on low adhesion DSMs grow in highly textured films with large grains
while perylene films produced on high adhesion DSMs show a perturbed growth mode which leads
to an inferiour film quality. The film quality of perylene films grown on intermediate DSMs lies
between these two extrema. Furthermore, the measurements show that perylene OTFTs based on
low adhesion DSMs outperform all other perylene based OTFTs.
The application of novel dielectrics, based on derivates of tridecyltrichlorosilane (TTS) with different
functional end-groups aimed at the specific tailoring of the adhesion energy, which is assumed to be
the major factor in producing high perfomance OTFTs. The experiments confirm the importance of
an educated choice of an appropriate DSM. We were able to tailor the adhesion energy of perylene
molecules on a substrate by the application of deliberately designed DSMs. It was confirmed that
perylene based OTFTs on carefully chosen DSMs outperform TFTs without DSM in terms of charge
carrier mobilty and film quality. This is indicative for an influence of the DSMs on the trap-state
distribution and on the thin-film formation process. Both influences were investigated in detail.
In case of the thin-film formation process, the influence of DSMs on film perfection was unraveled.
We were able to show that the difference in adhesion energy for different DSMs influences the
diffusivity. This is also influencing the island density and hence the film perfection. Furthermore, the
influence of the balance between adhesion and cohesive energy on the growth of the first monolayers
was demonstrated.
The influence of DSMs on the trap-state distribution at the DSM/organic interface was investigated
in detail. To explain all observed time- and temperature dependend effects in perylene TFTs, a model
was developed that predicts the existence of states in the vicinity of the perylene HOMO level that
need energy in order to be filled and in order to be emptied. By the application of a novel variation of
temperature stimulated current (TSC) we were able to confirm the existence of this energy level. It
was shown that the existence of trap states has a huge impact on charge carrier transport and in turn
on device performance and that different DSMs lead to a different trap state density and distribution.
Hence, the origin of both the performance enhancement and the high thin-film perfection of
perylene based OTFTs on low adhesion DSMs was identified.
iv
Kurzfassung
Deutsche Übersetzung des Originaltitels:
Organische Molekülkristalle: von dünnen Schichten zu Bauelementen
Als Bardeen, Shockley und Brattain im Jahr 1947 den ersten Transistor produzierten konnte sich
noch niemand vorstellen, dass dieser Prototyp einen weitreichenden Einfluss auf unseren heutigen
Alltag haben würde. Die zu dieser Zeit genutzten Vakuumröhren wurden nur langsam durch die
neue Erfindung abgelöst. Erst das Voranschreiten der Dünnschichttechnologie bedeutete auch den
Beginn des bis heute währenden Triumphzuges des Transistors. Organische Halbleiter stehen schon
seit Anfang der sechziger Jahre des vorherigen Jahrhunderts im Blickpunkt der Forschung. Mitte
der achtziger Jahre waren es die deutschen Forscher Karl, Warta und Stehle, die mit Publikationen
zu "ultrareinen Fotoleitern mit hoher Ladungsträgermobilität" und zum "Ladungsträgertransport
in organischen Leitern" der Forschung an organischen Materialen zu einem weiteren Aufschwung
verhalfen. Mitte des ersten Jahrzehnts des 21. Jahrhunderts wurden organische Materialien mehr
oder weniger unbemerkt ein Teil des Alltags. Organische Leuchtdioden (OLED) werden heutzutage
in einer Vielzahl von Produkten wie Handys und Fotokameras verkauft, der Umsatz von OLEDs
überschritt im Jahr 2008 die Eine Milliarde Dollar Marke. An diesem kommerziellen Erfolg können
organische Dünnschichttransistoren noch nicht teilhaben. Dennoch - oder gerade deswegen - sind
sie ein Objekt aktueller Forschung da sie sich, vor allem in Kombination mit OLED, hervorragend
als sogenannten "aktive Matrizen" also als Schaltzentrale für flexible Displays eignen. Einer der
Gründe für die bisherige Abwesenheit von OTFTs in kommerziellen Produkten ist die vergleich-
sweise langsame Schaltgeschwindigkeit, welche in der niedrigen Ladungsträgermobilität begründet
ist. Eine Möglichkeit, die Schaltgeschwindigkeit zu verbessern, sind sogenannte Dielektrische Ober-
flächen Modifikationen (DSMs). DSMs basieren auf sehr dünnen organischen Schichten, die im
Transistor zwischen Dielektrikum und organischem Leiter eingebracht werden. Sie haben einen
großen Einfluss auf die Leistungsfähigkeit von OTFTs und auf die Filmperfektion der organischen
Dünnschichten. Außerdem ermöglichen DSMs die Kombination eines beliebigen Substrats mit
einem beliebigen organischen Leitermaterial. Sie sind somit einer der Hauptfaktoren für die Pro-
duktion von konkurrenz- und leistungsfähigen Dünnschichttransistoren. Obwohl in der heutigen
Forschung oftmals angewendet ist der Grund für die Leistungssteigerung durch DSMs bis heute
nicht verstanden. Das behindert die Entwicklung neuartiger DSMs für eine neue Generation von
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OTFTs drastisch. In dieser Arbeit werden zwei systematische Ansätze vorstellt, in denen DSMs
gezielt für die Anwendung in OTFTs ausgewählt oder sogar neu entwickelt worden sind. Im Rahmen
des ersten Ansatzes wurden passende, kommerziell erhältliche DSMs ausgewählt, welche in drei
Gruppen eingeteilt werden konnten: DSMs mit niedriger Adhäsionsenergie (immer bezogen auf die
Adhäsion zwischen der Oberflächenmodifikation und der aktiven Perylenschicht), DSMs mit hoher
Adhäsionsenergie und DSMs mit mittlerer Adhäsionsenergie. Perylen Dünnschichten, welche auf
DSMs mit niedriger Adhäsionsenergie aufwuchsen zeigen eine gute Texturierung und großflächige
Kristallite. Im Gegensatz dazu zeigen Perylen Dünnschichten, welche auf DSMs mit hoher Adhä-
sionsenergie produziert worden sind eine gestörtes Wachstumsverhalten welches zu einer schlechten
Dünnschichtqualität führte. Des Weiteren konnte gezeigt werden, dass OTFTs, welche auf DSMs mit
niedriger Adhäsionsenergie produziert worden sind, ein deutlich verbessertes Leistungsvermögen
gegenüber OTFTs ohne DSM zeigen.
Die Anwendung von neuartigen DSMs, welche auf Derivaten des Moleküls Tridecyltricholosilan
basierten, ermöglichte die gezielte Beeinfluss der Adhäsionsenergie. Diese Experimente bestätigten
die Wichtigkeit einer gezielten Wahl der passenden DSM. Mit speziell auf unsere Bedürfnisse hin
hergestellten DSMs waren wir in der Lage die Adhäsionsenergie zwischen DSM und Perylen gezielt
einzustellen. Die Experimente mit den neuartigen DSMs bestätigen die deutliche Verbesserung der
Filmqualität und der Transistorperformance durch passende DSMs. Da zu vermuten ist, dass DSMs
sowohl den Wachstumsprozess als auch die Fallenzustandverteilung beeinflussen wurde sowohl das
Dünnschichtwachstum von Perylen auf DSMs als auch der Ladungsträgertransport gezielt untersucht.
Im Falle des Dünnschichtwachstums von Perylen konnte der Einfluss verschiedener DSMs klar
nachgewiesen werden. Es konnte gezeigt werden, dass die Änderung in der Adhäsionsenergie, die mit
der Wahl einer bestimmten DSM einhergeht, die Diffusion von Molekülen auf der DSM Oberfläche
beeinflusst. Die Diffusion der Moleküle wiederum beeinflusst die Inseldichte auf der Probe und somit
die Filmqualität. Des Weiteren konnte gezeigt werden, dass die Balance zwischen Adhäsion und
Kohäsion für das Wachstum der ersten Monolagen von großer Bedeutung ist. Der Einfluss von DSMs
auf die Fallenzustandsverteilung wurde analysiert. Um alle in Perylen TFTs auftretenden zeit- und
temperaturabhängigen Effekte konsistent zu beschreiben wurde ein Model entwickelt. Dieses Model
sagt die Existenz eines besonderen Fallenzustandes voraus. Ein Landungsträger benötigt sowohl
Energie um in diesen Fallenzustand zu gelangen als auch um aus diesem Fallenzustand befreit zu
werden. Mit Hilfe einer neuartigen Version der sogenannten Temperaturstimulierten Strommessung
konnte die Existenz eines solchen Zustandes nachgewiesen werden. Es konnte gezeigt werden, dass
Fallenzustände einen großen Einfluss auf die Leistungsfähigkeit von OTFTs haben und dass DSMs
die Fallenzustandsverteilung beeinflussen können. Damit konnten beide Einflüsse von DSMs auf die
Leistungsfähigkeit von OTFTs identifiziert werden.
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CHAPTER 1
Introduction
" π is exactly three! [..] Very sorry that it had to come to that, but now that I have your attention, we
have some exciting new research..."
Prof. Frink
When Bardeen, Shockley and Brattain produced the first prototype transistor in 1947 no one could
have imagined the invention’s impact on today’s life. The new invention first was slow in replacing
the vacuum tubes commonly used then. It were the advances in thin-film technology which paved
the way for the transistor to wide range applicability [1–3].
Organic semiconductors have been subject to research since the early 1960s [4, 5]. Effects like
photoluminicence and electrical conductivitywere observed in these years of early research. In themid
1980s, the research on organic semiconductors took another leap forward when german researchers
Karl, Warta and Stehle published their research on ultrapure, high mobility organic photoconductors
and on charge carrier transport in organic conductors [6, 7].
Organic electronics have entered everyday life as organic light-emitting diodes (OLEDs) can
nowadays be found in a variety of applications. While OLEDs have accomplished the step from basic
research to market readiness with sales exponentially growing and exceeding $ 1B/yr in 2008, organic
thin-film transistors still lag behind. Nevertheless they are intensively studied as the material of choice
in active matrix devices for flexible displays or in low-cost RFID (Radio-Frequency-Identification)
tags. However, it is only the combination of OLED and OTFT which reveals the potential of the
material class. As both OLED and OTFT materials can be processed at low temperatures, a new
class of substrates becomes feasible enabling the production of ultra-thin, transparent and flexible
displays. [8–10]
One of the reasons for the absence of commercial OTFT applications is their slow switching speed
due to low charge carrier mobility. Recent reports indicate that organic single-crystals can match
hydrogenated amorphous silicon (a-Si:H) in terms of mobility, most OTFTs are based on inexpensive
processable thin-films which show significantly lower charge carrier mobilities. The application
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so-called dielectric surface modification (DSM) is one pathway towards high performance thin-film
OTFTs. [9, 11–13] DSMs, which are based on organic molecules forming self-assembling monolayers
or polymeric dielectrics, are studied due to their huge impact on OTFT device performance and on
the film perfection of organic semiconductor thin-films. The appropriate choice of DSMs enables the
combination of an arbitrary organic semiconductors with any substrate materials. Hence, the key
factor to high performance and film perfection is the educated choice of thin and easily applicable
DSM. [14, 15]
However, the reason for the performance enhancement is not yet understood. This hinders the
development of DSMs for high performance OTFTs. While most other groups until now have chosen
DSMs by a trial-and-error approach, in this thesis two systematic approaches will be presented. DSMs
were chosen by knowledge, which means that suitable DSMs were identified by a knowledge driven
process. In addition, novel dielectrics were designed and synthesized specifically for this thesis. The
impact of the DSMs on the device performance is intensively studied. By doing so, we were able to
identify two key factors which are crucial for the performance improvement of OTFT.
The thesis is partitioned into two major parts. After this introductory chapter, Part I introduces
the theoretical background to the thesis and presents the experimental techniques used for sample
preparation and thin-film characterization. In Chapter 2, the material class of organic semiconductors
is introduced and general properties as molecular and crystal structure are summarized. In the second
part of Chapter 2, charge transfer processes between two molecules will be introduced. The chapter is
concluded with a discussion on charge transport in organic semiconductors. Chapter 3 deals with
an application of charge carrier transport in organic semiconductors: organic thin-film transistors.
Typical device geometries and the basic operation principle will be introduced. Chapter 4 focusses
on the growth of organic thin-films. The chapter starts with a discussion on thin-film growth in
general. After the presentation of growth concepts which describe thin-film growth at or far from
thermal equilibrium, issues special to organic thin-film growth will be reviewed. Some of the key
factors to organic thin-film growth are the surface free energy (SFE) and the adhesion energy. In
Chapter 5, the theory of surface free energy and adhesion energy is presented. The challenges in
determining the adhesion energy will be discussed. The chapter concludes with the introduction of
the equation-of-state approach which makes the determination of the adhesion energy from contact
angle measurements feasible. Part I finally introduces the experimental techniques used for film
preparation and characterization in Chapter 6.
In Part II, the experimental results will be presented and discussed. Chapter 7 focusses on the
investigation of different DSMs and their influence on OTFT device performance and perylene thin-
film perfection. A variety of DSM including different polymeric dielectrics and SAMs will be utilized
to improve OTFT perfection. Besides well known polymeric dielectrics, a larger variety of novel SAM
molecules were designed, synthesized and applied as DSM. In order to make the combination of an
arbitrary organic semiconductors with any substrate materials feasible, the influence of both the SAM-
substrate interaction as well as the SAM-organic semiconductor interaction has to be understood.
Hence, the influence of different chemical groups on the adhesion energy was investigated in detail.
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The reasons for the performance enhancement by DSMs will be presented and two key factors will be
identified.
In (Chapter 8), the influence of dielectric surface modifications on the process of thin-film forma-
tion is studied in detail. The evolution of the morphology with film thickness as well as the thin-film
formation in dependence of the evaporation rate and the substrate temperature is investigated. The
results reveal the impact of DSMs on the thin-film formation.
(Chapter 9) focusses on the charge transport in polycrystalline organic materials. In order to
facilitate high performance OTFT devices, a detailed understanding of the charge transport mech-
anisms in organic semiconductors is indispensable. By different time and temperature dependent
charge transport measurements, one of the key factors that limits the charge transport in OTFTs was
identified and will be discussed.
The thesis is concluded with a summary and an outlook.
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Part I.
Theoretical Background & Experimental
Details
7

CHAPTER 2
Organic semiconductors: from single
molecules to charge transport in
polycrystalline materials
2.1. Introduction
The variety of organic compounds, which are compounds that mainly consist of carbon and hydrogen
but can also contain oxygen, nitrogen, metals or inorganic semiconductors, ranges from small
molecules containing only a few atoms over polymers to large biomolecules andmacromolecules like the
DNA.While these molecules are similar in some aspects (e.g. intramolecular bonding and constituent
elements), their properties can feature dramatic differences. The following chapter deals with the
molecular and crystal structure of small molecules and basic charge carrier transport properties of
organic materials.
2.2. Small molecules
The so called small molecules consist of comparatively few atoms, the number of constituents ranges
from 12 in the case of benzene to around 100. The so called Polycyclic Aromatic Hydrocarbons
(PAHs) are the most prominent group of small molecules. The term hydrocarbons in the name refers
to the fact that PAHs consist only of hydrogen and carbon. The term polycyclic aromatic points to
the fact that chemical bonds between the carbon atoms alternate between single and double bonds.
The relevance of these alternating bonds can be understood by regarding the simplest PAH, benzene
9
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Figure 2.1.: σ - and π-electron system of benzene. The σ -electrons, which are electrons in the 2sp2 states,
are responsible for C-C and C-H binding in the x-y-plane. The π-electrons, which are electrons
in 2pz state, are delocalized over the molecules backbone and provide additional binding.
[Picture by P. Schulz [18], reprinted with permission.]
C6H6. Benzene consists of six 2sp2-hybridized1 carbon atoms which bonded to two neighboring
carbon atoms and one hydrogen, each.
A benzene molecule is shown in Figure 2.1. A carbon atom’s three 2sp2 orbitals, which are arrangedBenzene
in the plane of the px , py orbitals and are separated by an angle of 120○, form the so called σ-bonds,
which are covalent bonds. The pz orbitals, which are arranged perpendicular to the plane of σ-bonds,
are occupied by one electron per carbon atom. Two electrons in the pz orbitals which come from
adjacent atoms form an additional bond, called π-bond. Three π-bonds can be constituted. This
would lead to alternating single and double bonds. There are two possible configurations that are
energetically indistinguishable since it does notmatter for which of the six carbon atoms double bonds
occur and between which of the atoms single bonds occur. Hence, the two possible configurations of
alternating single and double bonds are energetically degenerated. This is calledmesomerism and
leads to a superposition of both configurations. Hence, the π-electrons form a delocalized electron
cloud over the whole ring of carbon atoms (see Figure 2.1).
12sp2 hybrid orbitals are formed by linear combination of one 2s orbital and two 2p orbitals when one of the electrons
in the 2s orbital is raised into the 2p orbital. This can be energetically more favorable as 2sp2 orbitals often lead to a
larger overlap between two bonding carbon atoms. 2sp2-hybridized carbon atoms have the electronic configuration
1s22sp22pz . [16, 17]
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Since the 2sp2 orbitals of one carbon atom have a larger overlap with neighbouring orbitals than HOMO and
LUMOthe pz-orbitals, σ-electrons are tightly bonded to the molecule. The states occupied by π-electrons are
closer to the vacuum energy level. Hence, theHighestOccupiedMolecularOrbital (HOMO) and
the Lowest UnoccupiedMolecularOrbital (LUMO) are π-orbitals. The energetic configuration of
the HOMO and the LUMO dominates the electronic and optical properties of the PAH. A transition
from HOMO to LUMO is referred to as π−π∗ transition. [19]
The energy level of the LUMO and HOMO of benzene can be easily approximated by the model of
the particle in an one-dimensional ring. Since the potential influencing the particles movement over
the molecular backbone is zero, the Schödinger-Equation of this problem is
− ħ2
2m
∆Ψ = EΨ. (2.1)
Using polar coordinates, Equation 2.1 can be rewritten to
− ħ2
2 ⋅m ⋅ r2 ⋅ ∂2∂ϕ2Ψ = EΨ. (2.2)
The normalized of the wavefunction that solves Equation 2.2 is
Ψ(ϕ) =√ 1
2 ⋅π ⋅exp(±inψ) . (2.3)
By inserting Equation 2.3 into Equation 2.2 one obtains the quantized energy of the particle in an
one-dimensional ring
En = n2h22mL2 (2.4)
with n = 0,±1,±2, .... L is the circumference of the ring, which for benzene is six times the C-C
bondlength. The case of n = 0 gives a homogeniously distributed charge carrier density over the
molecular backbone. The energies for n =±ni are degenerated. Hence, the HOMO level corresponds
to n = 1, the LUMO to n = 2. [20, 21] For larger molecules, similar calculations can still give a first
estimate of the LUMO and HOMO energies.
In this thesis, the PAH perylene is studied. Perylene, as can be seen in Figure 2.2, has the molec- Perylene
ular formula (C20H12) and consists of two parallel naphthalene-like molecules (C10H6) which are
connected by C-C bonds.
Perylene has 20 π-electrons and a HOMO-LUMO distance of 2.85eV [22]. The molar mass of
perylene is 252.32 g/mol. Camerman and Trotter [23] have shown that the bond length of the C-C
bonds connecting the two naphthalene-like molecules is slightly larger than all other bonds which
indicates that these C-C bonds are single bonds.
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Figure 2.2.: Perylene (C20H12) consists of two parallel naphthalene-like molecules which are connected by
C-C bonds
2.3. Organic molecular crystals - structure of organic solids
In comparison to most inorganic solids, which are bonded by covalent, ionic or metallic bonds,
organic solids are weakly bonded by van der Waals forces 2. In particular, intermolecular bonding
is one to several orders of magnitude weaker than intramolecular bonding. While most optical
properties of organic solids are governed by the properties of single molecules3, electronic properties
of organic solids depend on the overlap between the electronic wavefunctions of adjacent molecules.
Hence, an efficient charge carrier conduction in organic solids depends on the angular arrangement
and lateral spacing between two molecules.
As discussed above, molecules in organic solids bind together by van der Waals forces. In the case
of neutral and non-polar molecules like perylene, dispersion forces provide the attraction between
adjacent molecules, assisted by weak hydrogen bonds between carbon atoms and hydrogen atoms of
neighbouring molecules. In addition, repulsive forces occur as the electron clouds of two molecules
cannot approach each other due to the Pauli exclusion principle. As the overlap of the electron clouds
of neighbouring molecules strongly depends on the orientation of the molecules to each other, it is
one of the factors governing the geometric arrangement of organic molecules in a crystal’s unit cell.
For organic solids, there are two opposing approaches to calculate the crystal structure: thePrinciple of
densest packing principle of densest packing and themolecular surface approach. The first of these was introduced by
Kitaigorodski [24]. He assumed that organic molecules are arranged in the crystalline configuration
which yields the highest packing density allowed by the Pauli exclusion principle. Interestingly,
2More details on van der Waals forces can be found in Section 5.4
3Excitonic effects are a commonly named exception.
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(a) herringbone structure (b) sandwich herringbone Structure
Figure 2.3.: Herringbone structure (a) and sandwich herringbone structure (b), exemplarily shown for
perylene: Both structures are monoclinic with three different lattice constants a, b and c and a
tilt angle of β. While the herringbone structure has two molecules per unit cell, the sandwich
herringbone has four molecules per unit cell, as each lattice point is occupied by a dimer
instead of a monomer. In case of the sandwich herringbone structure, the angle α and the R i p
specify the arrangement of the twomolecules forming the dimer. α perylene crystallized in
sandwich herringbone structure, β perylene crystallizes in herringbone structure. Picture by P.
Schulz [18], reprinted with permission.
calculations based on this theory showed that organic molecules arrange in only four different crystal
structures of which two, the herringbone and the sandwich herringbone, are most common (Figure 2.3).
Perylene has two stable phases at room temperature: the α-phasewhich is of the sandwich herringbone
type and the less common β-phase which is of the herringbone-type.
Themolecular surface approach sorts the atoms of a molecules into two partitions: glide-promoting Molecular surface
approachand stack-promoting. Stack promoting are the inner carbon atoms of the molecules which contribute
to the π-electrons and thus facilitate stacking by π-π bonds. Glide promoting are outer C-H bonds.
Due to the higher electronegativity of carbon in comparison to hydrogen, the electrons participating
in a C-H bond are located slightly nearer to the carbon than to the hydrogen atom. This leads to
a kind of hydrogen bonding between a H atom and a C atom of neighbouring molecules which
promotes the perpendicular arrangement of the molecules. The molecular surface approach predicts
the crystal structure of organic solids by considering the ratio between stack promoting and glide
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promoting interactions as well as the ratio between free atomic van der Waals surfaces of hydrogen
(Si ,H) and carbon (Si ,C)4. (C
H
)
Sur f ace
=∑
i
S i ,C/S i ,H (2.5)
This quantity is useful, since there is a good correlation between ( CH )Sur f ace and the packing energies.
In case of perylene, the theory predicts a sandwich herringbone motif by considering a glide/stack
ratio of 1.67 and a total molecular surface of 253Å2. [26, 27]
X-ray diffractionmeasurements showed that perylene thin-films indeed crystallize in amonoclinicStructural
parameters of
perylene
lattice utilizing the sandwich herringbone pattern, where the lattice parameters are [28]
a = 10.27Å b = 10.84Å c = 11.28Å β = 100.8○ α = 27○ Rip = 3.53Å. (2.6)
2.4. Charge carriers in organic semiconductors
Unlike in the case of metallic solids or inorganic semiconductors where the charge carriers which
contribute to conduction are highly delocalized, the π-electrons which contribute to conduction in
organic solids are localized at one molecular site. As discussed in Section 2.2, the relevant energy
levels in organic molecules for charge transport are the HOMO and the LUMO which correspond to
the valence and conduction band in inorganic semiconductors [17, 29, 30]. A single, isolated molecule
can be ionized by the addition or removal of an electron. Thereby, the electron affinity Ag is gained;
respectively the ionization energy Ig has to be brought up. When molecules condense to a solid, the
relevant energies are shifted due to polarization effects as can be seen in Figure 2.4. If a molecule is
ionized, a dipole is formed. This dipole stabilizes the binding of the molecule in the solid. Hence, the
effective electron affinity of an organic molecule in a solid is shifted by the polarization energy Pe ,
while the ionization energy is shifted by Ph . This effectively reduces the energy gap to Eg .
The Pauli exclusion principle states that no two electrons may occupy the same quantum stateFermi-Dirac
distribution simultaneously. In consequence, not all electrons in a solid will occupy the ground state at T = 0K but
also higher states are filled. The Fermi energy is defined as the energy of the highest state which can
be occupied at T = 0K. In case of semiconductors, the Fermi energy is located between the valence
band and the conduction band in the energy gap, hence, the conduction band is empty at T = 0K
whereas the valence band is completely filled. At higher temperatures T , the occupation probability
of a state with the energy E is given by the Fermi-Dirac distribution:
f (E ,T) = 1
exp(E−EFkBT )+ 1 . (2.7)
4The so called free atomic van der Waals surface can be calculated by considering a hard sphere of the radius rm around a
specific atom. The radius rm is referred to as van der Waals radius, the surface of the sphere is the free atomic van der
Waals surface. rm can be determined from the van der Waals equation of state and is an estimate for the range of the
interaction between two atoms. The free atomic van der Waals surfaces was one of the two enhancements introduced
to the equation of state for ideal gases to describe real gases. [25]
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Figure 2.4.: Energy levels of a molecule in gas phase compared with the energy levels of a molecular
solid. When molecules condense to a solid, their energetic levels are shifted in respect to their
energetic levels in the gas phase. If a molecule is ionized, a dipole is formed. In a solid this
dipole stabilizes the binding of the molecule. Hence, the energy gap is reduced. [31]
For temperatures approaching T = 0K, the Fermi-Dirac distribution approaches a step-function.
For higher temperatures, states above EF can be occupied while states below EF are empty. The
occupation probability at EF is 12 .
In order to calculate the charge carrier densities p (in the valence band) and n (in the conduction Charge carrier
densitiesband), the occupation probability multiplied with the density of states has to be integrated over all
states in the respective band:
p(T) = EV∫−∞ DV(E) f (E ,T)dE and n(T) =
∞∫
EC
DC(E) f (E ,T)dE . (2.8)
The band-edges are typically approximated to be of parabolic shape, since E(k⃗)∝ k⃗2 close to
minima andmaxima of the band structure. This leads to a density of statesD(E)which is proportional
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to E
1
2 . Furthermore, the Fermi-Dirac distribution at elevated temperatures around room temperature
can be approximated5 by
f (E) ≈ exp(−E−EF
kBT
) (2.9)
This approximation is valid as the Fermi energy in most semiconductors lies approximately halfway
between the valence and the conduction band and is thus of the order of EF −EVB ≈ ECB −EF ≈ 1eV
while the thermal energy kBT for room temperature is approximately 0.025eV6.
Using the previously stated approximations, the density of charge carriers in the conduction and
valence band can be calculated
p(T) = PV(T)exp(EVB −EFkBT ) and n(T) =NC(T)exp(−ECB −EFkBT ) (2.10)
with the valence band edge EVB and the conduction band edge ECB. PV and NC are the effective
density of states in the valence respectively conduction band which are
PV(T) = 2 ⋅(2πm∗hkBTh2 )
3/2
and NC(T) = 2 ⋅(2πm∗e kBTh2 )3/2 . (2.11)
m∗e andm∗h are the effective masses of the electrons and holes in the respective bands. The effective
mass of a charge carrier in a band E(k) is defined as
m∗ = h2(d2E
dk2
)−1 . (2.12)
An undoped semiconductor is neutral with an intrinsic charge carrier density ni = n = p which canIntrinsic
semiconductors be calculated from the law of mass action
n2i = n ⋅ p =NC ⋅PV exp(− EGkBT ) (2.13)
In consequence of Equation 2.13, the Fermi energy for T = 0K and equal effective masses of electrons
and holes lies halfway between valence and conduction band as depicted in Figure 2.5(a).
A semiconductor is called extrinsic if, in contrast to intrinsic semiconductors, it is doped. In caseExtrinsic
semiconductors of a donor doping, the doping leads to a occupied state close to the conduction band, in case of an
acceptor doping, the doping leads to an empty state close to the valence band. In many cases, the
donor or acceptor states are ionized at room temperature which leads to additional free charge carriers.
In Figure 2.5(b), an extrinsic p-doped semiconductor is shown. The empty states near the valence
band can be filled with electrons of the valence band which leads to mobile holes in the valence band.
In case of p-doping, the Fermi energy is shifted towards the valence band edge. [29, 33, 34]
In contrast to donor and acceptor states, trap states can reduce the number of free charge carriers.Trap states
Trap states are filled states near the valence band edge or empty states near the conduction band edge.
In case of hole traps, a state near the valence band is filled with electrons which can recombine with
free holes and thus reduce the number of free charge carriers (see Figure 2.5(c)).
5This approximation is used commonly not only for organic semiconductors and will be motivated in the following.
Details can be found e.g. in [29, 32]
6For this case f (E)Boltzmann/ f (E)Fermi-Dirac ≈ 1. If EF −EVB ≈ ECB −EF ≈ 0.1eV, the error made by the approximation is
still in the order of only 2%. A considerable error is made if EF ≈ kB ⋅T .
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Figure 2.5.: Electronic states of a semiconductor (a) in the intrinsic case, (b) in extrinsic case with p-dopant,
(c) with chemical impurities or structural defects creating hole traps in the bandgap.
In case of organic semiconductors, unintentional doping by oxygen is common as the ionization
energy of many organic molecules lies in the same order of magnitude as the electron affinity of
oxygen. Hence, an oxygen atom is ionized with an electron from an organic molecule which leaves
a hole in the valence band. Therefore, most organic semiconductors are p-type conducting. [35]
On the other hand side, moisture can lead to pronounced hole trapping in organic semiconductors.
Additional origins for traps in organic semiconductors are grain boundaries, chemical impurities
and crystal defects. [36–38]
2.5. Charge transfer processes between π-conjugated molecules
In order to understand the charge carrier transport in optoelectronic devices like OLED [39] or OTFT
(see Chapter 3), two aspects have to be taken into account: the microscopic charge transfer from one
molecule to another and the macroscopic charge transport through a polycrystalline thin-film layer.
While in the case of macroscopic charge transfer, which will be dealt with in Section 2.6, 100-1000 or
more molecules are involved, microscopic charge transfer deals with the movement of one electron
from one molecule to another. The following section focusses on microscopic charge transfer.
Basically, the transfer of an electron from one molecule to another can be regarded as a redox
reaction between a donor and an acceptor component. The donor molecule is oxidized while the
acceptor molecule is reduced when an electron is transferred between the two molecules. This
process is, like the energy transfer from one molecule to another, driven by electron-electron and
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electron-vibration interaction [39,40]. In the framework of perturbation theory, the probability for
the transition of a molecule from one state to another driven by a perturbation V is given by
Pi j = 1ħ2 (⟨Ψi ∣V ∣Ψj⟩)2 ⋅∫ dE(sin(∆E i j ⋅t/2ħ)∆E i j ⋅t/2ħ )2 (2.14)
where t denotes the transfer time, ∆Ei j is the transition energy between the states Ψi and Ψj.
Vi j = ⟨Ψi ∣V ∣Ψj⟩ is the coupling matrix element between the two states. The transition mechanism
of electron transfer does not only contain electronic but also vibrational contributions, since the
transition probability depends also on the distance between the two molecules. Vibrations of the
molecules lead to a periodically reduced distance. Using the Franck-Condon approximation, the
transfer rate ki j, which is the transition probability Pi j per unit time can be calculated to
ki j = 2π/ħ ∣Vi j∣2 ⋅ (FCWD) (2.15)
FCWD denotes the Franck-Condon-weighted density of states [39] which for room temperature can
be approximated by a standard Arrhenius type equation
FCWD =√ 1
4πkBTλ
exp(−(∆G0+ λ)2
4λkBT
) (2.16)
The Franck-Condon principle states that transition between two electronic states of a molecule is
instantaneous in comparison to the accompanying change of the vibrational state as depicted in
Figure 2.6. In Equation 2.16, λ denotes the reorganization energy induced by the electron transfer
and ∆G is the variation of the Gibbs free energy during the reaction. As can be seen from Equa-
tion 2.15, the lower the reorganization energy, the higher the transfer rate. For a redox reaction, the
reorganization energy contains inner and outer contributions. Inner contributions arise from the
change in equilibrium coordinates of the donor and acceptor molecule (see Figure 2.6), while the
outer contributions summarize the influence of the surrounding medium due to polarization effects.
Due to the difference of the intramolecular and intermolecular binding as discussed in Section 2.3, the
separation of the reorganization energy into outer and inner contributions is valid for most organic
semiconductors. [39]
The physical meaning of the intramolecular reorganization energy is depicted in Figure 2.6 for an
electron transfer which is a reaction of the type D+A+→D++A. The state labeled D1 is the donor
neutral state, the state labeled D2 is exited state of the ionized donor. The states A1 and A2 are the
respective states of the acceptor molecule. As a consequence of the Franck-Condon principle, the
electron transfer is partitioned into two steps:
• the transition from excited (ionized) state to ground (neutral) state as represented in Figure 2.6
by a vertical line
• the relaxation from an excited vibrational state into the vibrational ground state accompanied
by the relaxation into the geometric equilibrium configuration
18
2.5. Charge transfer processes between π-conjugated molecules
????
??
??
??
??
??
?? ? ?
? ?
????
??
????
??
????
??
????
??
??? ???
Figure 2.6.: Intramolecular processes during electron transfer which corresponds to a reaction of the type
D+A+→ D+ +A. As a consequence of the Franck-Condon principle, the electron transfer
is partitioned into two steps. Step I: Transition from excited state to ground state. Step
II:ÊRelaxation from an excited vibrational state into the vibrational ground state accompanied
by the relaxation into the equilibrium configuration.
The total reorganization energy upon electron transfer from donor to acceptor consists of two contri-
butions:
λi = λ(A1)i + λ(D2)i (2.17)
λ(A1)i = E(A1)(A+)−E(A1)(A) (2.18)
λ(D2)i = E(D2)(D)−E(D2)(D+) (2.19)
E(A1)(A+) is the energy of the neutral acceptor at the cation geometry, E(A1)(A) is the energy of the
neutral acceptor at the (vibrational) relaxed equilibrium geometry, E(D2)(D) is the energy of the
ionized donor at neutral geometry and E(D2)(D+) is the energy of the ionized donor at (vibrational)
relaxed geometry in the excited stated.
In order to obtain the contribution of each vibrational mode to λi , the potential energies of the
neutral and excited state of the molecule can be expressed by a power series [40]:
λi =∑
j
λ j =∑
j
ħω jS j (2.20)
Here, S j is the Huang-Rhys factor which is a measure of electron-vibrational coupling [39, 40]7.
7Wilson et. al. present a numerical procedure to obtain the reorganization energy. As this is not relevant for this thesis,
the reader might want to consult [41].
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Until now, the energetic aspects of the reorganization of the acceptor and donor molecule upon
charge transfer were discussed. However, in addition to the reorganization energy, the charge transport
depends on the geometrical configuration of the molecules in respect to each other, i.e. on the packing
of the molecules in the crystal. At the microscopic level, the influence of the packing of molecules
can be expressed by the interchain transfer integral which is proportional to the probability for an
electron to move from one molecule to another. In p-type organic semiconductors, the splitting of
the HOMO due to the interacting with adjacent molecules along a given direction yields the transfer
integral t = tmn. In the tight-binding model, the electronic Hamiltonian can be written as
H =∑
m
єma+mam + ∑
m≠n tmna+man (2.21)
with the creation and annihilation operators a+ and a and the transfer integral tmn. [42]
Thus, the total width of the valence band formed by the HOMO of adjacent π-conjugated systems
as discussed in Section 2.4 determines the hole mobility. As the temperature increases, the effective
bandwidth is decreased by phonon-scattering which gives rise to a high temperature regime where
the charge carriers are localized at single molecules and transport is governed by hopping between
adjacent molecules. The hopping rate kET from one molecule can be approximated to
kET =√4π3 ⋅ t4h2kBT ⋅exp(− λ4kBT ) (2.22)
λ is the reorganization energy as discussed above. [19, 39, 42] Equation 2.22 includes all factors
influencing the charge transfer from one molecule to another neighbouring molecule by hopping. λ
describes the impact of the geometric and vibrational reorganization on the electronic transport while
t includes the arrangement of the conjugated π-systems relative to each other and the intermolecular
distance. Hence, kET is a tool to calculate the transfer rate of one electron or hole from one molecule
to another. In an organic semiconductor device like an OTFT, many charge carriers move through a
crystal area containing of several 100 to 10000 molecules. The next section deals with effects that
arise from the large number of charge carriers and the large distances these carriers have to travel
through the crystal.
2.6. Charge transport in organic semiconductors
While on the microscopic scale discussed in Section 2.5, the charge transport of a single electron (or
hole) from onemolecule to another is described by the hopping rate Equation 2.22, on themacroscopic
scale, where several charge carriers move simultaneously through a crystal containing several 100 to
1000 molecules, charge transport is described by the mobility µ which can be regarded as a statistical
measure. [43] The mobility µ is the response of the charge carriers to an electric field E⃗. Be v⃗d the
drift mobility, then v⃗d = µE⃗, with µ being a tensor with six components. Note that in general the
mobility differs for each type of charge carrier: µhi j ≠ µei j. The current density
j⃗ = (−e)nv⃗ed + epv⃗hd (2.23)
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and Ohm’s law j⃗ = σ E⃗ connect the mobility with the conductivity σ : σ = enµe + epµp. n and p are the
charge carrier densities of electrons and holes, respectively.
There are three different models competing to describe charge carrier transport in organic solids,
namely the band transport model, the polaron hopping model and themultiple trapping and release
(MTR) model.
The band transport model is valid for a large variety of inorganic semiconductors [29]. In case of Band transport
modelthe band transport model, the charge carriers are assumed to be highly delocalized in a conduction
band (in case of electrons). Due to their large mean free path, the mobility at elevated temperatures is
limited by scattering at lattice phonons. By increasing the temperature, the lattice vibrations become
stronger which leads to a decrease in mobility leading to a temperature dependence of the mobility
µ∝ T−α (2.24)
with α = 3/2 for inorganic semiconductors, 0.5 < α < 3 for organic single crystals [43]. The band
transport model works best for materials with a large overlap between the π-orbitals of adjacent
molecules or, more specific, if the overlap integral Si j = ∫ Ψ∗j Ψidr3 is large compared with the
reorganization energy λ. As a general rule of thumb, the band regime is stabilized and the charge
carriers are fully delocalized if the bandwidth of the band responsible for charge transport exceeds
0.1eV. [39] This general rule of thumb will be motivated in the next paragraph.
While in the case of the band transport model the mobility is limited by phonon scattering, Polaron hopping
transportthe mobility in case of the hopping model is phonon assisted. Hence, the mobility decreases with
temperature in inorganic semiconductors while the opposite is true in polycrystalline organic systems.
For polycrystalline materials, due to the larger degree of disorder, the effective bandwidth falls below
0.1eV. Hence, a charge carrier moving through the crystal is localized at a molecular site upon arrival.
The time which the molecule needs to polarize is smaller than the residual time of the charge carrier
at the molecular site τ which can be approximated by
τ ≈ ħ
W
≈ 2 ⋅ 10−15
3 ⋅W(eV) s (2.25)
[19]. If the bandwidth falls under the limit of 0.1eV, a so called Polaron is formed, which is based on
the deformation of the molecule and its surrounding induced by the arriving charge carrier. Hence,
the charge carrier can be seen as self-trapped.
The Small-polaron-hopping model developed byHolstein [44, 45] describes the phonon assisted
charge transport in organic semiconductors. It is a one-dimensional, one electronmodel whichmeans
that it neglects electron-electron interactions. By considering the electrons within the framework of
the tight-binding approximation and the energy of the lattice to be the sum of N harmonic oscillators
with a reduced mass M that vibrate at a unique frequency ω0, Holstein was able to calculate the
electron transfer energy J and the electron-lattice coupling with the coupling parameter A:
єn =−A ⋅un (2.26)
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Here, un is the displacement of the n-th molecule from its equilibrium position. J can be derived in
the framework of the tight-bindingmodel by considering the electron’s energy dispersion to be [29,33]
Ek = E0−2J cos(ka) (2.27)
From the electron-lattice coupling, Holstein calculated the polaron binding energy
Eb = A22Mω20 (2.28)
If the bandwidth 2J is much smaller than Eb , a small polaron is formed. By solving the time-dependent
Schrödinger equation with the electronic term of the total Hamiltonian regarded as a perturbation,
Holstein was able to calculate the mobility of the small polaron
µ =√π
2
ea2
ħ
J2√
Eb
kBT−3/2 exp−( Eb2kBT ). (2.29)
If small polaron hopping occurs, Eb can be derived from the temperature dependence of Equation 2.29.
[44]
The competing model to the polaron hopping model is themultiple trapping and release (MTR)MTRmodel
model. In case of the MTR model, charge carriers are regarded as delocalized as long as they move
within a narrow band. In addition to the band, the organic semiconductor is assumed to have a high
concentration of localized levels that act as traps. The probability for a charge carrier to be trapped
is close to unity, the trapping is instantaneous while the release is thermally activated after a finite
residua time.
The effective mobility, which is measured in this case, can be expressed by the band mobility µ
times the ratio of free charge carriers pC to total charge carriers. The number of total charge carriers
is the sum of trapped charge carriers and free charge carriers pT + pC .
µ = µ0 pCpC + pT pT≫pC≈ µ0 pCpT (2.30)
In organic thin-film transistors (see Chapter 3) the organic semiconductor layer is capacitively
coupled to a dielectric8. Hence, charge transport occurs mainly in the first monolayers of the organic
thin-film next to the dielectric since this region is enriched with charge carriers while all other regions
of the device are depleted from charge carriers. The charge carrier density p can thus be substituted
by the surface charge carrier density σ :
µ = µ σC
σT
(2.31)
In order to calculate the number of trapped charge carriers, the distribution of trap states has to
be known. This distribution can basically be divided into two contributions: the deep traps, which
8i.e. the three layer system consisting of the gate, the dielectric and the organic active layer acts like a capacitor (see also
Chapter 3). Hence, when bias correctly, electrons are attracted to the gate-dielectric interface while holes are attracted
to the dielectric-organic interface.
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mainly influence the threshold voltage (see Chapter 3) and the so called tail states which are located
next to the valence band relevant for hole transport. Hence, the total density of states for trap states
can be written as
Dt(E) = D0,ts ⋅exp( EkBT )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=Dts(E), Tail states, influencing µ
+ D0,dt ⋅exp( EkBT )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Ddt(E), Deep traps, influencing VT
(2.32)
To calculate the total amount of trapped charge carriers, the density of states multiplied with the
occupation probability f (E) has to be integrated over the whole relevant energy range:
σt = e ∞∫−∞ Dts(E) ⋅ f (E)dE (2.33)
If one assumes one discrete tail state level close to the valence band edge, the execution of the
integration in Equation 2.33 yields
σt = eD0,ts ⋅exp(EF −ETkBT ) (2.34)
and, for the density of free charge carriers in analogy to Equation 2.10
σt = ePV ⋅exp(EF −ECkBT ) (2.35)
with EC being the conduction band edge. Insertion of Equation 2.34 and Equation 2.35 into Equa-
tion 2.31 yields
µ = µ0 α®=PV/D0,ts ⋅exp(−
EB
kBT
) (2.36)
Hence, the application of the multiple trapping and release model yields a thermally activated
mobility. This derivation is based on the assumption that there is only one tail state level close to
the valence band edge. For more than one trap distributed in the band gap, the calculation has to be
adjusted accordingly. [43, 44]
Different theories describing charge transport in polycrystalline organic semiconductors were pre-
sented in this section. They differ in the temperature dependence of the mobility. Hence, temperature
dependent measurements of the mobility should help to decide which of the models can be applied
in case of perylene thin-films. Measurements of OTFT characteristics offer a tool to determine the
charge carrier mobility µ. Therefore, OTFT basic principles will be presented in Chapter 3.
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CHAPTER 3
Organic thin-film transistors
3.1. Introduction and motivation
Since the invention of the transistor in 1947 by Bardeen, Shockley and Brattain and the advancement
of the thin-film technology, inorganic thin-film transistors became the basic building blocks of the
microelectronic industry and gained access to almost every aspect of everyday life. In the past decade,
organic thin-film transistor (OTFT) based products began to enter the markets. Several companies
introduced new classes of displays based on organic polymers and small molecules. These displays
offer, besides low power consumption, brilliant colors, high contrast and a wide viewing angle. One
of several benefits of OTFTs is that not only super-flat displays can be envisioned but also displays on
flexible, plastic based substrates are feasible. Due to the processability at low temperatures, production
costs for OTFTs are lower than for their inorganic counterparts. In order to compete with commonly
used materials in inorganic TFTs like amorphous hydrogenated silicon, OTFTs with high mobility,
switching speeds and a good resolution between the ON and the OFF state are needed. Hence, even
though first products using OTFTs have already reached readiness for market, research on organic
transistors is still indispensable. [9, 46–48] The performance of OTFTs is governed by the charge
carrier mobility µ1. The measurement of an OTFTs device characteristics is a powerful tool to derive
the mobility of charge carriers in the transistor’s organic semiconductor. [49, 50]
Organic thin-film transistors consist of four components [44, 49, 51]: OTFT geometries
• The active layer, which is the organic semiconductor, e.g. perylene (1)
• A dielectric, which can be thermally grown or sputtered silicondioxide, other sputtered oxides
or polymeric dielectrics (2)
• A substrate, which is commonly a highly doped silicon wafer but can also be a glass or plastic
substrate (3)
1see Section 2.6
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Figure 3.1.: Common OTFT geometries: (a) bottom-gate, top-contact, (b) bottom-gate, bottom-contact,
(c) top-gate, bottom-contact
• Nobel metal contacts
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3.2. Qualitative description of TFT operation
A thin-film transistor is a three-terminal device which means that there are three contacts. The
transistor can be set to its ON state by application of a gate voltage VG . If a voltage VD is applied
between the source and drain contacts, a current ID flows between the two contacts, this current can
be varied by the variation of the voltage VG . VG is applied at the third contact called gate. Thin-film
transistors used in scientific research are commonly produced in two different geometries which
are bottom-gate, top-contact and bottom-gate, bottom-contact (Figure 3.1(a,b)). Another possible
TFT geometry is top-gate, bottom-contact (Figure 3.1(c)). This geometry enables the use of OTFTs as
active-matrix in transparent or flexible displays. [9, 44, 49, 51] Important geometric dimensions of an
OTFT are the thickness of the dielectric (in the following labeled as d), the channel width (which is
the lateral length of the source and drain contacts labeledW) and the channel length (which is the
shortest distance between source and drain labeled L). The ratio of width to length W/L can range
from 1.5 to 1000 [47], d typically ranges from 50nm to 600nm [9, 11, 52].
3.2. Qualitative description of TFT operation
In the following we assume a perfect organic semiconductor without any trap states and doping and
with a band-like conduction mechanism. As discussed in Section 2.6, this is not always the case in
real devices. However, the general qualitative description of the operation principle also holds for
real devices whereas the quantitative description2 differs [49, 53].
Figure 3.2 shows the operation principle of a p-type OTFT. When the gate voltage VG and the drain
voltage VD is zero, no potential difference occurs between the energy levels of the source and drain
contacts, which are broad bands as the contacts are metallic. The Fermi level lies between HOMO and
LUMO. Hence, the HOMO is filled with electrons and the LUMO is empty (Figure 3.2(a)). All charge
carriers are located in their respective molecules π-electron system. No mobile charge carriers are
available, the drain current is zero. By appliance of a gate voltage VG < 0, the HOMO and LUMO are Hole
accumulationequally shifted in respect to the Fermi energy by the emerging electric field at the organic/dielectric
interface, while the energy levels of source and drain are fixed due to their external connection.
Therefore, the HOMO becomes resonant with the Fermi level and is filled with holes. As the organic
semiconductor is capacitively coupled3 with the dielectric, the free holes in the HOMO are attracted
to the semiconductor/dielectric interface (see Figure 3.2(b), left). Therefore, a conductive channel is
formed near the interface. This is referred to as hole accumulation. If a drain voltage VD is applied in
addition to the gate voltage while the source is connected to ground, the energy level of the drain shifts
and the holes can flow from source through the semiconductor to drain which leads to a measurable
current, the transistor is in its ON-state. This is referred to as hole transport. As indicated in the Hole transport
beginning of this section, the operation principle depicted in Figure 3.2 is simplistic. In particular,
2see Section 3.3
3i.e. the three layer system consisting of the gate, the dielectric and the organic active layer acts like a capacitor. Hence, when
biased correctly, electrons are attracted to the gate-dielectric interface while holes are attracted to the dielectric-organic
interface.
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Figure 3.2.:Operation principle of a p-type OTFT. (a) shows the transistor in the OFF state, no mobile
charge carriers are available. (b) shows the principle of hole accumulation by appliance of a
gate voltage. (c) shows hole transport due to drain bias. Colors and labels were chosen in
analogy to Figure 3.1.
the model neglects that the charge carrier density in the conductive channel considerably depends on
the applied drain voltage. This is considered in Section 3.3. [44, 51, 53]
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Figure 3.3.: Charge carrier concentration along the x-axis of the active layer in an organic thin-film
transistor depicted for three different cases: (a) linear regime, (b) pinch-off at VD ≈VG −VT , (c)
saturation regime. Note that all voltages applied are negative. Colors and labels were chosen
in analogy to Figure 3.1.
3.3. Quantitative description of TFT operation
In principle, there are two possibilities to characterize a thin-film transistor by measurements of the
drain current ID . One is holding the drain voltage constant while sweeping the gate voltage, the other
is holding the gate voltage constant while sweeping the drain voltage. The first is referred to as transfer
characteristics (Figure 3.4) while the second is referred to as output characteristics(Figure 3.5). Both
characteristics can be derived from Ohm’s Law. [51, 54, 55]
If one applies a negative gate voltage VG to an OTFT at VD = 0, the device acts like a capacitor:
negative charge carriers are induced at the interface between the gate and the dielectric while an equal
number of positive charge carriers move towards the semiconductor/dielectric interface as described
in Section 3.2. Since no drain voltage is applied, the charge carriers are homogeneously distributed
over the interface. Let x be the direction of the shortest distance between source and drain contact,
y the direction perpendicular to x in the plane of the semiconductor/insulator interface and z the
direction perpendicular to the substrate plane. The charge carrier density in x-direction can then be
written as (see Figure 3.3(a))
qind(x) = qind =Cox ⋅VG (3.1)
where qind is the charge carrier density and Cox is the capacity of the dielectric per unit area.
If a negative drain voltage is applied, the electric field in the dielectric is not constant along the x
direction but depends on the position. For low drain currents (VD ≥VG), the areal density of charge
carriers can be written as
qind =Cox ⋅(VG −V(x)) = p(x) ⋅ e ⋅ t (3.2)
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Figure 3.4.: Transfer characteristics: At VON the transistor switches from OFF to ON. For gate voltages VG
that fulfill VON <VG <Vth the transistor is in the subthreshold regime. As −V increases, the
current increases quadratically in the saturation regime. In the linear regime, as −V increases,
the current increases linearly.
with p(x) being the number density of charge carriers in the channel at x given in cm−3, e is the unit
charge and t is the thickness of the charged layer. The voltage drop V(x) in the channel leads to a
linear gradient of the charge carrier concentration since
V(x) = E ⋅ x = VD ⋅x/L (3.3)
with x = 0 is the position of the source contact. In general, a TFT is not switched to the ON state atThreshold
voltage VG = 0 but a larger negative voltage has to be applied in order to form a conducting channel at the
semiconductor/dielectric interface. Therefore, the threshold voltage VT is defined. VT is the voltage at
which mobile charge carriers are induced. The threshold voltage originates in the mismatch between
the contact´s Fermi level and the HOMO which can result in band-bending. In addition, deep-traps,
that have to be filled in order to make the transistor conducting, lead to a shift of the threshold voltage
to larger positive values while the existing of p-dopands will shift the threshold voltage towards
negative values. The threshold voltage can be seen in Figure 3.4. In the presented example, in addition
to the threshold voltage, the onset voltage VON is included. As the occupation probability is a step
function only at T = 0K but is softened for higher temperatures, there is a non-zero probability for
holes to contribute to a small current below for VON >V >VT . Furthermore, interface surface charges
can contribute to the current [56]. The interval between the onset and the threshold voltage is called
subthreshold regime. The subthreshold regime is neglected for simplicity’s sake in the following.
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With the threshold voltage, Equation 3.2 can be rewritten to
qind(x) =Cox ⋅(VG −VT −V(x)) = pind(x) ⋅ e ⋅ t (3.4)
If the absolute of the drain voltage is much smaller than the absolute of the gate voltage (−VG ≫ Linear Regime−VD), the potential drop in x-direction can be neglected, V(x) ≡ 0. With the dimensions introduced
in Figure 3.1, and with the channel thickness t, Ohm’s law j = σE can be written as
j = σE⇒ ID
t ⋅W = σ VDL (3.5)
By inserting σ = eµpind , with pind being the number density of induced charge carriers and µ
being the charge carrier mobility, Equation 3.5 yields
ID = µqindWL VD Equation 3.4⇒ ID = µCoxWL (VG −VT)VD (3.6)
Equation 3.6 shows that for VG ≫VD, the drain current depends linearly on the drain voltage, as
can be seen in Figure 3.5(a). Equation 3.6 thus makes it possible to obtain the charge carrier mobility
from the slope of the drain current as a function of either the drain voltage (output characteristics) or
gate voltage (transfer characteristics) in case of (−VG ≫−VD).
If −VG ≫−VD no longer holds, which can achieved either by decreasing −VG in case of transfer Quadratic regime
characteristics or by increasing −VD in case of output characteristics, the charge carrier distribution
along the channel becomes non-uniform (see Figure 3.3(b)) as can be seen from Equation 3.4. Hence,
σ has to be calculated by integrating over the charge carrier density in the channel:
σ = µ ⋅ e
L
⋅ L∫
0
pind(x)dx (3.7)
Equation 3.4= µ
t ⋅L
L∫
0
Cox (VG −VT −V(x))dx (3.8)
Equation 3.3= µ
t ⋅VD
VD∫
0
Cox (VG −VT −V(x))dV(x) (3.9)
= µ
t ⋅VDCox ((VG −VT)VD − V 2D2 ) (3.10)
Inserting Equation 3.10 into Equation 3.5 yields
ID = µCoxWL ((VG −VT)VD − V 2D2 ) (3.11)
The comparison of Equation 3.11 with Equation 3.6 shows that a non-zero voltage drop (as caused
by an increase of −VD) along the channel leads to an additional quadratic term in the drain current
ID. Hence, the output characteristics flattens for higher −VD as can be seen in Figure 3.5(b).
As −VD is increased further, there is a pronounced gradient in charge carrier concentration in the Saturation
regime
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channel (see Figure 3.3(c)). If VD =VG −VT , the potential difference between the gate and the part of
the channel next to the drain electrode vanishes. The channel is now pinched, i.e. parts of the channel
are depleted of free holes, as the electric field in the insulator next to the drain will change its sign in
comparison to the field between source and gate. The depleted region increases as −VD increases.
Hence, an increase in −VD does not lead to a further increase in ID, the transistor is saturated. The
drain current in the so called saturation regime ID,sat can be calculated by inserting the pinch-off
voltage VD =VG −VT into Equation 3.11:
ID,sat = µCoxWL (VG −VT)22 (3.12)
The drain current in the saturation regime is independent of the drain voltage but depends on the
gate voltage as can be seen in Figure 3.5(c). Equation 3.12 leads to an alternative method to determine
µ from transistor characteristics. The slope of the square root of the saturation current is proportional
to the charge carrier mobility. Hence, by measuring transfer characteristics and plotting
√
ID vs.
VG , µ can be extracted (see Figure 3.4). Furthermore, the intercept of a linear plotted though the
saturation regime yields the threshold voltage VT . [44, 49, 51, 54]
Transfer characteristics are often measured in the so called dual-sweepmode. In dual-sweepmode,
the transfer characteristic is measured by switching the transistor from OFF to ON. Instantaneously
after finishing the first sweep, the transfer characteristic is measured by switching the transistor from
ON to OFF. In that case, hysteresis broadening can be observed (see Figure 3.6). For each gate voltage−VG >−VT , a higher drain current is measured for the OFF to ON branch than for the ON to OFF
branch. The origin of the hysteresis broadening will be investigated in Chapter 9.
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(a) Linear Regime
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(b) Quadratic Regime
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(c) Saturation Regime
Figure 3.5.:Output characteristics
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Figure 3.6.:One common effect observable in organic thin-film transistor characteristics is hysteresis
broadening. It can be seen if the transfer characteristics are measured by switching the
transistor fromOFF to ON and subsequently fromON to OFF. In this case, for each gate voltage−VG >−VT , a higher drain current is measured for the OFF to ON branch than for the ON to
OFF branch.
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CHAPTER 4
Organic thin-film growth
4.1. Introduction and motivation
Growth processes have always been of interest for material scientists as well as for solid state physicists
as most properties of thin-film devices like conductivity, charge carrier mobility in TFTs, quantum
yield in solar cells etc., depend crucially on the structure and morphology of the active layer. While
some applications require very smooth surfaces, other are only feasible on rough ones. It is thus
important for scientists and engineers to gain insight into growth processes to tailor film properties.
In this chapter, the general concepts of thin-film growth are introduced and growth near and far
from thermodynamic equilibrium is discussed. A scaling relation for the formation of nuclei will be
introduced. Finally, issues special to organic thin-film growth will be reviewed.
4.2. General concepts of thin-film growth - supersaturation
The deposition process of a material on a surface as well as nucleation and growth of thin atomic and
molecular layers strongly depends on the parameters during growth, called growth conditions. These
parameters, which are evaporation rate, substrate type, surface free energy and temperature or (in
case of OVPD [28]) chamber pressure, influence properties such as microstructure and morphology
of the formed film. Thin-film growth can take place under thermodynamic equilibrium respectively
close to it or far from the equilibrium. In the first case, which is at hand for example when growing
single crystals from a melt, the growth is determined by energetic factors. In the second case, which
is characteristic for thin-film growth of organic molecules like perylene, kinetic aspects are more
important.
To determine if growth takes place under equilibrium conditions or far from equilibrium, the
supersaturation
σ = ( pv(T1)
p f (T2)) (4.1)
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is introduced, which is the ratio of the vapor pressure of vapor of the deposited material and film at
temperatures T1 (of the vapor) and T2 (of the substrates respectively the film). The supersaturation is
a dimensionless quantity which quantifies the driving force for the phase transition between vapor
and thin-film. At low pressure, the vapor can be regarded as an ideal gas, hence, the pressure p of the
vapor phase can be calculated by
µGas =−kBT ⋅ ln( kBTpλ3dB ) (4.2)
with the de-Broglie-wavelength
λdB = h√2πmkBT (4.3)
of amolecule with themassm. The phase transition from the gas to the solid phase i.e. the condesation
of a molecules originating from the gas phase on the solid surface occurs if the chemical potential of
the vapor is equal to the chemical potential of the solid (thin-film). If the growth process takes place
under equilibrium, µgas = µsol id , the pressure p can be rewritten as pe . By taking µgas = µsol id and
p = pe into account and inserting Equation 4.3 into Equation 4.2, the vapor pressure at equilibrium
yields:
pe = (2πmh2 )(kBT) 52 exp(µsol id/kBT) (4.4)
With the actual pressure p, which is given from the kinetic gas theory, and the supersaturation σ = pe/p,
the thermodynamic driving force can be defined by
∆µ = kBT ln(σ) (4.5)
∆µ is zero in equilibrium, negative during evaporation and positive during condensation. σ is also
quantifying if the growth process takes place near or far from thermodynamic equilibrium. For
the first to be the case, σ should only vary from unity by a few percent whereas in the later case,
∆µ≫ 1. [28, 57]
4.3. Growth at the thermodynamic equilibrium
If the growth takes place under equilibrium or near equilibrium conditions, which means that the
supersaturation is σ ≈ 1, the growth process is governed by energetic aspects. These are commonly
described by the concept of surface free energy and interface tension.
The relevant quantities which have to be taken into account are the surface free energy of the
substrate γs , the tension of the thin-film γ f and the interfacial tension of the film-substrate interface
γi 1. Bauer [58] introduced a criterion which enables to distinguish between three different growth
modes by the knowledge of the initial values of γ f , γs and γi :
1see also Chapter 5
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Figure 4.1.:Different thin-film growth modes: (a) Layer-by-Layer (or Frank-van-der-Merve) growth, (b)
Stranski-Krastanov growth and (c) Island (or Volmer-Weber growth).
∆γ = γ f +γi −γs
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
> 0 Volmer-Weber growth≤ 0 Frank-van-der-Merve growth< 0 Stranski-Krastanov growth2 (4.6)
If ∆γ > 0, the surface free energy of the substrate is lower than the sum of the thin-film tension and Volmer-Weber
growththe interfacial tension. Hence, it is energetically favorable to cover as little substrate as possible. On
the other hand side, the thin-film also tends to minimize its surface which is achieved by maximizing
the contact angle between the substrate and the film. This leads to the formation of three dimensional
islands as shown in Figure 4.1(b). This growth mode is called Volmer-Weber growth.
In case of ∆γ = 0, which is the case for homoepitaxial growth, the surface free energy of the substrate Frank-van-der-
Merve
growth
γs is in balance with the sum of γ f and γi3. Hence, the film will grow in a layer-by-layer fashion
since the formation of three dimensional islands would enlarge the surface which is energetically
less favorable. This growth scenario, which is called Frank-van-der-Merve growth can be seen in
Figure 4.1(a).
Occuring especially in the case of heteroepitaxial growth is Stranski-Krastanov growth (see Fig- Stranski-
Krastanov-
growth
ure 4.1(c)). In this case, ∆γ < 0 which means that the surface free energy of the substrate is larger than
the sum of interfacial tension and the film tension. Hence, for the first monolayers, the film tends
to cover as much substrate as possible while minimizing its surface which leads to layer-by-layer
growth. The formation of subsequent layers shields the influence of the substrate from newly arriving
molecules. The difference γs, which in this cases refers to the surface free energy of the monolayer
upon which the film is deposited on and γ f converges to zero. As the existing monolayers are influ-
enced by the mechanical stress which originates from the mismatch between substrate and thin-film,
the interfacial tension does not vanish completely but is γi > 0. Hence, ∆γ changes from ∆γ < 0 to
∆γ > 0 during the growth which means that after the formation of a few monolayers the film starts to
grow three dimensional islands like in the case of Volmer-Weber growth. [28, 57]
3in case of homoepitaxial growth, γ i = 0 as no interface between substrate and film can be defined
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Figure 4.2.: Possible scenarios of a molecule adsorbed on a substrate during thin-film formation: (a)
reflection, (b) adsorption, (c) desorption, (d) surface diffusion, (e) step adsorption and
desorption, (f) surface diffusion.
4.4. Growth far from thermodynamic equilibrium
While in the case of growth under equilibrium conditions energetic considerations govern the thin-
film formation process, in the case of growth far from equilibrium, kinetic aspects become more
important. Molecules arriving at a surface under conditions far from equilibrium can undergo several
processes as shown in Figure 4.2.
First, the arriving molecule can be elastically reflected which means that no energy is transferredSticking
coefficient and
residence time
(Figure 4.2(a)), or is captured at the surface after transferring its kinetic energy to the surface (Fig-
ure 4.2(b)). If the energy transfer is total and the kinetic energy of the molecule equals the thermic
energy of the surface, the molecule is thermalized. The probability of a molecule to be captured on
the surface is given by the sticking coefficient which is the ratio of captured molecules to the total
number of arriving molecules. All thermalized molecules have a finite non-zero probability to desorb
back into the vapor (Figure 4.2(c)). The average time a molecule can migrate on the surface is given
by the residence time τr which depends on the surface adsorption potential Ead and the substrate
temperature T :
τr∝ exp(Ead/kBT) (4.7)
In thin-film growth, there are two different adsorption mechanism, which are chemisorption and
physisorption. In case of chemisorption, the arriving molecule reacts with the surface and undergoes
a major rearrangement of its electron cloud. Thus it is strongly bond to the atoms of the substrate. In
case of physisorption, the molecule is less strongly bond to the surface and attaches to the substrate by
van der Waals forces4. The molecule-surface interaction of a physisorbed molecule can be described
in terms of the surface potential Esur f which is a periodic function of two coordinates x and y parallel
to the substrate surface (Figure 4.3) and a decreasing function of a third coordinate normal to the
surface. The minima of the surface potential correspond to favored adsorption sites.
4see Section 5.4
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Figure 4.3.: The potential energy Esur f of a molecule diffusing over the surface. ED denotes the diffusion
barrier height for diffusion over a terrace.
An adsorbed molecule can undergo further processes during its residence time. It can diffuse
over a specific terrace of the substrate Figure 4.2(d), it can be incorporated by or detach from a step
Figure 4.2(e) or diffuse along a step Figure 4.2(f).
The most important process for the formation of islands of the evaporatedmaterial upon a substrate Diffusion
is the diffusion of a molecule on a flat terrace. For low substrate temperatures the average barrier
height for diffusion, ED, is much higher than the thermal energy kBT , hence, the mobility of the
molecules on the surface is confined. The diffusion can be described as a two-dimensional random
walk with the surface diffusion coefficient D:
⟨(r(t)− r(0))2⟩ = 4 ⋅D ⋅ t (4.8)
If ν is the rate by which a molecule moves from one site to another and a is the effective distance
between two adsorption sites, the diffusion coefficient can be calculated by
D = 1/4a2ν (4.9)
The rate ν is related to the substrate temperature and the diffusion barrier height by
ν = ν0 ⋅ e− EDkBT (4.10)
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Hence, if the deposition rate is fixed, D determines the average distance a molecule can travel to
find an existing island or another molecule to form a new nucleus. In the early stage of growth, the
distance between nuclei and island is decreased due to the formation of new islands on the substrate
surface. Eventually, this distance becomes constant, as newly arriving molecules will predominantly
attach to existing islands which prevents the nucleation of new islands.
If the substrate is covered with nS clusters per unit area which contain s molecules, the change ofRate equation
model of
nucleation
this density can be expressed by
dns
dt
= Rs−1−Rs for s ≥ 2 (4.11)
Rx denotes the rate of formation of clusters with x + 1 molecules which form clusters with x
molecules by capturing of one molecule. A single molecule can form a dimer with another single
molecule by a rate of R1 or attach to a larger cluster of x molecules by a rate of Rx . New molecules
arrive at the surface by the incoming flux F. The change of the density of single molecules with time
can thus be written as
dn1
dt
= F −2R1−∑
s≥2Rs (4.12)
Two assumptions are commonly made to make Equation 4.11 and Equation 4.12 applicable. These
are:
• Clusters of the size i or larger are assumed to be stable and do not decay before the arrival of
an additional molecule whereas the opposite is true for clusters below the critical size i.
• The so called subcritical clusters with s < i molecules are in local equilibrium with the molecule
population on the surface
Hence, the total density of clusters can be defined as
N =∑
s>i ns (4.13)
If one assumes that σs is the probability that a cluster of the size s captures another molecule and γs+1
is the rate of molecules detaching from a cluster of the size s+ 1, the net rate for the formation of a
cluster of the size s is
Rs = σsDn1ns +γs+1ns+1−γsns (4.14)
By utilizing Equation 4.14, the increase of the number of stable clusters (in the following referred
to as islands) with time can be calculated to
dN
dt
= ∞∑
s>i
dns
dt
= ∞∑
s>i (Rs−1−Rs) (4.15)= Ri −Ri+1+(Ri+2−Ri+1)+(Ri+3−Ri+2)+ ...´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=0 = Ri (4.16)= σiDn1ni´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
withγs=0for s>i
(4.17)
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In Equation 4.16, all Rx with x ≠ i cancel each other out in pairs, in Equation 4.17, γs = 0 as clusters
of the size s > i are assumed to be stable and thus no molecules detach.
For subcritical clusters,Walton [59] introduced the concept of local equilibrium, which leads to all
Rs for s < i being zero separately, and hence to dns/dt = 0. While dns/dt = 0 would also be fulfilled for
Rs = Rs−1, Walton’s criterion is more restrictive. As stated in Equation 4.14, Rs contains terms of both
growth and decay which have to be equal to fulfill the requirement of local equilibrium. The decay
term has the form of
γs∝ e− Ed+∆EkBT (4.18)
with ∆E being the difference in binding energy between a cluster of size j compared with a cluster of
size j− 1. In local equilibrium, the ratio between n j and n j−1 can thus be written as
n j
n j−1 = n1 ⋅C ⋅ e ∆EkBT (4.19)
C is a statistical weight, which is constant for a particular cluster size5.
Multiplying the ratios from n j/n j−1 down to n2/n1 yields Walton relation
n j
n j−1 ⋅ n j−1n j−2 ⋅ ... ⋅ n2n1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
j−1 terms
= (n1) j−1C je E jkBT (4.20)
with E j the binding energy of a cluster of the size j. Equation 4.20 is referred to as theWalton relation.
With the insight gained into the rate equations for stable (Equation 4.17) and substable (Equa-
tion 4.20) clusters, Equation 4.12 can be rewritten to
dn1
dt
= F −(2R1+∑
s<i Rs)− σiDn1ni (4.21)
Equation 4.21 and Equation 4.17 form a set of coupled rate equations which describe the formation
of stable clusters on a substrate. The different channels a molecule can run through in the process of
cluster formation are shown in Figure 4.4.
Regarding Figure 4.4, Equation 4.21 can be rewritten in terms of various time constants to
dn1
dt
= F − n1
τ
, with τ−1 = τ−1a + τ−1n + τ−1c (4.22)
τa is the time constant of reevaporation, τn is the time constant of nucleation and τc is the time
constant of capture by a stable cluster. By comparing Equation 4.22 with Equation 4.21, one obtains
τ−1n = (2R1+∑ s < iRs)n1 (4.23)
τ−1c = σiDni (4.24)
5In a more general derivation, in addition to the cluster size, one has to take into account that a cluster of a given size can
have different geometrical configurations, which are neglected here. [57, 59]
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Figure 4.4.: Basic process during thin-film formation and corresponding time constants τ. Arriving
molecules can either nucleate to subcritical clusters, be captured by stable clusters or
reevaporate.
Since τa is the time constant for reevaporation, the ratio of τa/τc determines if the process is in
complete condensation regime (≫ 1, as for low temperatures or high deposition rates) or in incomplete
condensation regime (≪ 1, as for high temperatures or low deposition rates)6. If the growth starts out
incomplete and becomes complete by the end of the process, it is referred to as initially incomplete.
In case of totally suppressed diffusion, which is the case for substrates at very low temperatures, the
process is in an extremely incomplete regime as only atoms impinging directly on clusters condense. [57]
For each of these regimes, the coupled equations Equation 4.21 and Equation 4.17 can be solved.
The solution is a nucleation density of the form
N =Θχ ( F
D
)χ ⋅ e E∗kBT (4.25)
with χ and E∗ depending on the condensation regime and Θ being the total coverage of the
substrate. [28, 57]
Equation 4.25 is the central conclusion of nucleation theory and can be rewritten toScaling relation
of nucleation 6As mentioned above, τc is the time constant of capture, τa is the time constant for reevaporation. Time constants are of
the inverse dimension of a rate. If the rate of capture is much higher than the rate of reevaporation, the probability for
a molecule to contribute to the formation of an island is high. Hence, τ−1a /τ−1c = (τa/τc)− 1≪ 1⇒ τa/τc ≫ 1 holds for
complete condensation regime. Analogous considerations lead to τa/τc ≪ 1 for incomplete condensation regime.
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Table 4.1.: E and χ to be inserted into Equation 4.25 calculated of different nucleation regimes [57].
Regime 3D Islands 2D Islands
Extemely incomplete χ = 2/3 ⋅ i = i
E = 2/3 ⋅(Ei +(i+ 1)Ead −ED) = (Ei +(i+ 1)Ea −Ed)
Initially incomplete χ = 2/5 ⋅ i = i/2
E = 2/5 ⋅(Ei + i ⋅Ead) = (Ei + i ⋅Ead)
Complete χ = ii+5/2 = ii+2
E = E i+i⋅EDi+5/2 = E i+i⋅EDi+2
N ∝ ( F
D
)χ (4.26)
to stress the scaling relation. At a constant deposition rate, the formation of islands is governed by
the substrate temperature and the diffusion barrier. A low substrate temperature or a high diffusion
barrier will lead to suppression of the diffusion and thus a high density of small islands. At constant
substrate temperature, the island density is influenced by the deposition rate. A high deposition rate
will lead to a high island density. One has to note that the theory of nucleation presented above is
only valid in the early stage of growth or for very thin-films where island coalescence is negligible.
Nevertheless, Equation 4.26 is a powerful tool to determine the critical cluster size and the diffusion
barrier height from thin films grown at different temperatures and deposition rates. [28, 60, 61]
4.5. Organic thin-film growth - differences to inorganic growth
The previously presented concepts of thin-film growth apply both to the growth of organic and
inorganic thin-films. However, there are a variety of issues special to organic thin-film growth which
can lead to a different growth behaviour.
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Figure 4.5.: Growth of organic molecules: organic molecules are extended objects with internal degrees
of freedom and can thus arrange upon a substrate in different geometries: (a): standing-up,
(b) lying-down and (c) tilted.
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First, while in growth theory the basic building blocks - atoms - are commonly considered as
spherical objects, organic molecules are extended objects with internal degrees of freedom. Thus,
organic molecules can orientate in different angular arrangements on a substrate which are:
• Standing-up geometry (see Figure 4.5(a)), which maximizes the interaction area between two
molecules
• Lying-down geometry (see Figure 4.5(b)), which maximizes the interaction area between a
molecule and the substrate
• An in between configuration called tilted geometry (see Figure 4.5(c))
Furthermore, the fact that molecules are extended objects implies that the unit cell of molecular
crystals is larger than the unit cell of the substrate. Hence, the surface potential is smeared out over
the contact area between molecule and substrate. Both the orientational degrees of freedom and the
smearing out of the surface potential is influencing the growth near thermodynamic equilibrium (as
the interfacial tension is influenced) as well as the growth far from thermodynamic equilibrium (as
ED is influenced7).
Second, the interaction potential between adjacent molecules and molecules and substrate is
different from the case of atomic adsorbates since both the molecules among each other as well as the
molecules with the substrate interact by van der Waals forces, which are weak in comparison to ionic
or covalent bonds. Thus, the role of the lattice mismatch, which is major in the growth of inorganic
films and can lead to a high density of mismatch dislocations [62], is considerably alleviated. This,
in turn, can also influence the energetics (near thermodynamic equilibrium) and kinetics (far from
thermodynamic equilibrium) of organic thin-film growth. [15, 28] Special attention has thus to be
given if one wants to describe organic thin-film growth by the means of the theories presented above.
7see Section 4.4
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CHAPTER 5
Surface energetics - adhesion energy from
contact angle measurements
5.1. Introduction, motivation and definition
In Chapter 4, the role of the surface free energy and the adhesion energy on organic thin-film growth
was elucidated. The adhesion energy between two solids, for example a substrate and an organic
thin-film as present in OTFTs, cannot be determined directly. In the past, several methods were
developed to measure the adhesion energy indirectly, mainly by the investigation of the wetting
characteristics of liquids on the solid’s surfaces. By measurements of the contact angles of liquids
with the solids, given a detailed knowledge of the liquids’ properties, the adhesion between two solid
phases can be determined.
In accordance to IUPAC Compendium of Chemical Terminology [63], the surface tension Surface free
energyγ (in case of solids in the following also referred to as surface free energy) is the work required to
increase a surface area divided by that area,
∆E = γ∆A. (5.1)
In general, however, γ is not a scalar, but a tensional parameter. In the following, only isotropic phases
are considered, thus Equation 5.1 holds in the given form.
The principle of the surface tension is depicted in Figure 5.1: an infinitesimal area dA of a curved
surface can be described by two perpendicular principle curvature directions ds1 and ds2:
dA= ds1 ⋅ds2 (5.2)
In order to enlarge the surface, the forces F1 and F2 have to be applied in direction of the curvature:
F1 = γds1 (5.3)
F2 = γds2 (5.4)
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Figure 5.1.: The principle of surface tension: The energy that has to be raised to enlarge the surface by dA
is γ ⋅ds1 ⋅ds2 .
(a) Molecule inside a condensed phase (b) Molecule on a condensed phase surface
Figure 5.2.:Microscopic origin of the surface tension: In case of a molecule inside the condensed phase,
all forces applied to the molecule sum up to zero. This is not the case for molecules on the
surface which have a larger potential energy than molecules inside the phase. This is the
reason for the ambition of condensed matter to minimize its surface.
The energy that has to be raised to enlarge the surface by dA is:
F1 ⋅ds2 = F2 ⋅ds1 = γ ⋅ds1 ⋅ds2 = γ ⋅dA= dE´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Equation 5.1
(5.5)
In addition to this, mainly graphical derivation of the surface tension, a thermodynamically more
precise definition of the surface tension can be given:
γ = (∂G
∂A
)
T ,p
(5.6)
The surface tension is the partial derivative of the free enthalpy G with respect to the surface A
at constant temperature T and pressure p. Microscopically, the surface tension originates from
intermolecular interactions in a condensed phase as depicted in Figure 5.2. For a molecule, which is
located inside the condensed phase and is fully surrounded by neighboring molecules of the same
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Figure 5.3.: Surface tension at the 3-phase-point P in case of a droplet of a liquid on a solid, plane substrate
surface.
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Figure 5.4.: Young’s equation: The surface tensions of all three phases apply at P but are in thermal
equilibrium.
phase (Figure 5.2(a)), all forces sum up to zero. In contrast, if the molecule is located at the surface, it
is only partially surrounded by neighboring molecules of the same phase. Hence, the molecule is not
free of forces but in sum is pulled towards inside the phase. Molecules on the surface have a larger
potential energy than molecules inside the phase. This is the reason for the ambition of condensed
matter to minimize its surface. [64, 65]
5.2. Young’s equation
As mentioned in Section 5.1, the adhesion energy of two solid phases in contact can be indirectly
determined by contact angle experiments. In order to gain a deeper insight into the interaction
between a liquid and a solid phase, a droplet on a solid and plane substrate surface as can be seen in
Figure 5.3 is considered. Three surfaces can be identified: the surface of the substrate, the surface
of the droplet and the interface between liquid and solid. A point P, which lies on all three of these
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surfaces, is called the 3-phase-point. Although the surface tensions of all three phases apply at P, the
phases are in equilibrium. If the surface tension is regarded in a plane perpendicular to the substrate
which contains the point P and the pole of the droplet O, simple geometrical consideration (see
Figure 5.4) lead to [66]:
γs ⋅⎛⎝10⎞⎠ = γs,l ⋅⎛⎝10⎞⎠+γl ⋅⎛⎝cosθsinθ⎞⎠+⎛⎝0δ⎞⎠ (5.7)
In this equation, δ is the contribution of the strain-field beneath the 3-phase-point, which can be
disregarded for the following considerations. The components of Equation 5.7 in x-direction lead to
the Young’s equation named after Thomas Young:
γs = γs,l +γl ⋅cosθ (5.8)
Garandet et al. showed, that the Young’s equation, which was controversially discussed in history can
be justified by the means of thermodynamics1. [67]
5.3. Adhesion and cohesive energy
Adhesion energy (or more precise work of adhesion) is defined as the energy per unit area whichAdhesion Energy
is needed to reversibly separate two phases which are in contact. [63] The adhesion energy has the
dimension of a tension and is typically given in mN/m. The adhesion energy between two condensed
phases can be calculated using Equation 5.1:
Eadhi , j =−γi , j+γi +γ j (5.9)
γi , j ⋅dA is the energy gained when the interface between the two phases is resolved, γi ⋅dA and γ j ⋅dA
is the work to be done to form the surfaces of Phase i and Phase j. The sign of the adhesion energy is
positive if the process is run in the depicted direction as shown in Figure 5.5. The cohesive energy isCohesive Energy
defined in analogy to the adhesion energy as the energy that is needed to separate a system containing
of one condensed phase. Since two regions of one condensed phase in contact to each other do not
develop a interface, γi , j equals zero in that case. Hence, the cohesion energy can be calculated by:
Ecohi = γi +γ j®
with i= j
= 2 ⋅γi . (5.10)
The combination of Equation 5.9 and Equation 5.8 enables the calculation of the adhesion energyAdhesion,
cohesive energy
from contact
angle data
of a liquid and a solid phase from contact angle measurements without the explicit knowledge of
neither the surface free energy of the solid nor the interfacial tension:
Eadhs,l =−γi , j+γi +γ j =−(γs −γl ⋅cosθ)+γs +γl = γl(1+cosθ). (5.11)
1The justification is based on the minimization of the free energy G: G = ∫A l γ l dA+∫As γsdA+∫As , l γs , l dA. The full
calculation can be found in [64, 67]
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Figure 5.5.: Adhesion between two solid phases. The arrows define the sign of the adhesion energy. If the
process is run in the depicted direction, i.e. if the adsorbate is seperated from the substrate
towards infinity, the sign of the energy is positive.
However, there is no equivalent to the contact angle for the case of two solid surfaces in contact which
would enable the calculation of the adhesion energy of two solid phases. To facilitate the calculation
of the adhesion energy of two solid phases, an expression of the form
Eadhi , j = Eadhi , j (γi ,γ j) (5.12)
has to be found. Both γi and γ j can be determined from contact angle measurements. Two attempts
to find a relationship of the form of Equation 5.12 - namely the Dipole approach (Section 5.5) and the
Equation of state approach (Section 5.6) - will be introduced in following sections.
5.4. Attractive forces between two phases
Both approaches to calculate the adhesion energy between two solids are in principle based on the
microscopic interaction of two phases at their interface as proposed by Good and Girifalco [68]. The
authors approximated the adhesion energy Eadha,b between two solids a and b in dependance of the
pair-interaction potential єa,b between one molecule of each phase and the distance between the
surfaces r. If the phases neither are reacting chemically nor are charged (which is assumed in the
following), the pair-interaction potential has the form of a Lennard-Jones-Potential, which considers
attractive and repulsive contributions [33]:
єa,b = −Aa,br6´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
attractive
+ Ba,b
rm®
repulsive
. (5.13)
If one considers two semi-infinite solids, the adhesion energy between the two solids can then be
calculated by
Eadha,b = 2 ⋅π∫ ∞z dx∫ ∞x nbd j∫ ∞j f d f ∫ ∞f na ∂єa,b∂r dr. (5.14)
na,b are the microscopic densities of the two phases, given in molecules per unit volume. The
definition of f , j and r follows Figure 5.6. The calculation is not carried out here but can be found
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Figure 5.6.: Two semi-infinite solid phases A, B in interaction with each other. na and nb denote the
microscopic densities, z is the distance. f , j and r are needed for the calculation of the
adhesion energy. [68]
in [69]. The assumption that the two phases are free of forces in the equilibrium distance da,b2 leads
to
Eadha,b = πnanbAa,b6 ⋅d2a,b ( 12 − 1m−4) . (5.15)
The cohesive energy is a special case of Equation 5.15 for a = b:
Ecoha,a = πn2aAa,a6 ⋅d2a,a ( 12 − 1m−4) (5.16)
In order to determine the adhesion energy between two phases, the attractive constant Aa,b of the
Lennard-Jones-Potential has to be identified. The origin for the attractive interaction of two phases
are the van der Waals forces. The terminus "van der Waals forces" summarizes the influences of three
different interactions [70]:
• Keesom interaction - the interaction between two permanent dipoles e.g. between two polar
molecules
• London interaction - the interaction between two instantaneous induced dipoles, also called
"dispersion force", between two non-polar molecules
• Debye interaction - the interaction between an inducing and the induced dipole, involving the
polarization of molecules
If molecules, in solid or in liquid phase, do not carry a net charge, but posseses a permanentKeesom
interaction electric dipole, they are called polar. Permanent dipoles can only occur in asymmetric molecules but
not in single atoms.
2Based on the maximization of the adhesion energy, not on the minimization of the Lennard-Jones-Potential, [64, 68]
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Figure 5.7.: (a) Angular arrangement between two fixed permanent dipoles in interaction with each other,
(b) two freely rotating dipoles.
Two permanent dipoles of moments µ1 and µ2 are considered to have a distance r and an angular
arrangement as depicted in Figure 5.7 (a). Their interaction energy is then given by
w(r,θ ,α) = µ1µ2 ⋅cosα
4πє0r3
(3cos2 θ + 1) 12 . (5.17)
This energy is the interaction energy between two fixed dipoles. However, at room temperature or in a
medium with high є, dipoles can move freely. To calculate the interaction energy, the angle-averaged
free energy w(r) is calculated from the orientation dependent free energy w(r,Ω) by the potential
distribution theorem [71]:
e−w(r)/kBT = ∫ e−w(r ,Ω)/kBTdΩ∫ dΩ = ⟨e−w(r ,Ω)/kBT⟩ . (5.18)
The calculation, which is not carried out here, but can be found in [70], yields the interaction potential
between two freely rotating permanent dipoles:
U ppi , j =− 14πє0 2µ
2
i µ2j
3kBTr6
. (5.19)
The interaction potential between a polar molecule and a non-polar molecule, i.e. a dipole and an Debye
interactioninduced dipole can be calculated in analogy to the derivation of the Keesom interaction potential.
The magnitude of the electric field of a permanent dipole orientated at an angle θ relative to the
connection line between the dipole and a non-polar molecule acting on the non-polar molecule is
E = µ(1+ 3cos2 θ)1/2
4πє0r3
. (5.20)
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Therefore, the orientation dependent free energy is
w(r,θ) =− 1
2
α0E2
Equation 5.20= − µ2α0(1+ 3cos2 θ)
32π2є20є2r6
. (5.21)
Here, α0 is the polarizability of the non-polar molecule. By using Equation 5.18, the angle averaged
energy yields
w(r) =− µ2α0(4πє0)2r6 . (5.22)
A more general derivation which considers two different molecules each possessing a permanent
dipole µ and a polarizability α0, leads to
U ini , j =− µ2i α0 j+ µ2jα0i(4πє0)2r6 . (5.23)
The interaction potential is often referred to as Debye interaction or induction interaction [70].
The interaction between two instantaneous dipoles was calculated for the first time by Fritz LondonLondon
interaction and is thus referred to as London interaction. The interaction is based on the fluctuation of the density
of charge and has to be treated quantum-mechanically. If one considers a system of two quasi-elastic
dipoles at r⃗1 and r⃗2 at a constant distance R = ∣r⃗1− r⃗2∣, with a mass m, an impulse p⃗, a dipole moment
p⃗ and a polarizability α, the Hamilton functionH of the system is
H =Hkin +Hpot +Hdip (5.24)
with
Hpot = e22α (r⃗21 + r⃗22) and Hdip =−p⃗2 3R⃗(p⃗1R⃗)− p⃗2R⃗2R5 . (5.25)
By the introduction of normal coordinates and an educated choice of the coordinate system, the
Hamilton operatorH can be rewritten in the form of a 3-dimensional harmonic oscillator. London
calculated the energy of the ground state of this oscillator which is not shown here. The calculation
yields the interaction potential of the London interaction:
Uddi , j =− 32 Ii I jIi + I j αiα j 1r6 (5.26)
I = ħω is the first ionization energy of the molecules [72]. The comparison of Equation 5.13 with
Equation 5.19, Equation 5.23 and Equation 5.26 yields
Ai , j = 32 Ii I jIi + I j αiα j´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∶=Adi , j London
+ 1
4πє0
2µ2i µ2j
3kBT´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∶=Api , jKeesom
+ µ2i α0 j+ µ2jα0i(4πє0)2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∶=Aii , jDebye
(5.27)
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5.5. The dipole component approach
In Equation 5.27, the attractive constant of the Lennard-Jones potential Ai , j was partitioned into the
contributions of the different dipole interactions: London, Debye and Keesom forces, and can be
written as
Ai , j = Adi , j+Api , j+Aii , j . (5.28)
Hence, by using the proportionalities derived in Equation 5.16 and Equation 5.10, the surface free
energy can be partitioned likewise into the different dipole components:
γi = γpi +γdi +γii (5.29)
It has to be pointed out, that Aii , j, and thus also γ
i
i , is not an independent contribution to the attractive
constant and the surface free energy, but can be written as a function of the dispersive (London)
and polar (Keesom) contributions: Aii , j = Aii , j (Api , j ,Adi , j), γii = γii (γpi ,γdi ) and in consequence also
Api ,i = Api ,i (γpi ) and Adi ,i = Api ,i (γdi ) Equation 5.16 can be rearranged to
Ai ,i = 6di ,iEcohiπn2i ⋅ 2m−8m−6 Equation 5.10= 12di ,iγiπn2i ⋅ 2m−8m−6 . (5.30)
With the above stated assumptions, the dipole moment µi and the polarizability αi in Equation 5.27
can be rewritten to
αi =√ 43Ii Adi ,i Equation 5.30=
¿ÁÁÀ 96
3Ii
di ,iγdi
πn2i
⋅ m−4
m−6 (5.31)
µi = 4√3kBT2 Api ,i Equation 5.30= (72kBT2 di ,iγpiπn2i ⋅ m−4m−6)
1/4
(5.32)
which by the introduction of Equation 5.27 into Equation 5.15 yields
Eadhi , j = di ,id j, jd2i , j ⎛⎝4
√
Ii I j
Ii + I j√γdi γdj +2
√
γpi γ
p
j +2√2kBTIi γdi γpj +2
¿ÁÁÀ2kBT
I j
γdj γ
p
i
⎞⎠ . (5.33)
This equation enables to calculate the adhesion energy of two different (e.g. solid) phases by the Simplifications of
Equation 5.33knowledge of the surface tension partitioned into polar and dispersive contributions. In addition, by
combining Equation 5.33 and Equation 5.11, the surface free energy can be derived from contact angle
measurements. However, there are still quantities which are not easy to access, e.g. the equilibrium
distances d and the ionization energies I. In order to derive the adhesion energy Eadhi , j from contact
angle data, a multitude of simplifications and approximations are typically carried out to make
Equation 5.33 more easy to use: [66, 73–76]
• It is assumed that the first ionization energies for all involvedmaterials are similar, i.e. Ii ≈ I j = I:√
Ii I j
Ii + I j ≈
√
I ⋅ I
I+ I = 12 (5.34)
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• In order to eliminate the equilibrium distances di , j from Equation 5.33, the geometric-mean
approximation is applied:
di , j ≈√di ,id j, j (5.35)
• The ionization energy was assumed to be large in comparison to the thermal energy at room
temperature, thus only interaction of the same type of dipoles (polar or dispersive) are obtained
in Equation 5.33:
f =√2kBT
Ii
≪ 1 (5.36)
It is doubtful, if all theses approximations and simplifications apply for all systems of any two phases
(liquid or solid). For example if the contact angle of water on perylene is measured, the first ionization
energies are IH2O = 12.56eV and Iper yl ene = 7.2eV [77], thus √IH2O Iper l yeneIH2O+Iper l yene = 0.48 which deviates from
1
2 by 4%. An additional error is made by the assumption Equation 5.36 which gives for Iper yl ene =
7.2eV and room temperature (which is a realistic process temperature) f ≈ 0.084, which means that
by neglecting the interaction between the different types of dipoles, the adhesion energy can be
underestimated by around 10%. As the errors made are independent of each other, it is unlikely that
they will cancel each other in general. Hence, the dipole component approach, in contrast to several
publications, is not chosen for the determination of the surface free energy and the adhesion energy
in this thesis.
5.6. The equation of state approach
Kwok and Neumann [78] suggested a different approach to determine the surface free energy and the
adhesion energy from contact angle data. The approach is based in Berthelots combining rule, which
states that the potential parameter (well-depth) of unlike-pair interactions єi , j can be derived from
the knowledge of the potential parameters of like-pair interactions єi ,i and є j, j by the calculation
of the geometric mean. This can be shown exemplarily for the London interaction. The attractive
interaction parameter Ai ,i of like-pair London interaction was derived in Section 5.4 to be
Ai ,i = 34 Iiα2i , (5.37)
while Ai , j for unlike-pair London interaction yields
Ai , j = 32 Ii I jIi + I j αiα j . (5.38)
It can be shown that if Ii ≈ I j3, the unlike pair interaction parameter Ai , j can be expressed by the
calculation of the geometric mean of the like-pair interaction parameter:√
Ai ,i ⋅A j, j =√ 34 Iiα2i ⋅ 34 I jα2j =
√ 9
16
⋅ I jIi ⋅α2i α2j = 32 ⋅ 12√I jIi ⋅αiα j = Ai , j (5.39)
3The error done by this approximation will be corrected later.
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In the last step of the derivation of Equation 5.39, the approximation Ii ≈ I j was used4.
As discussed above (Section 5.2), the adhesion energy can be calculated from the surface tension of
both phases γi , γ j and the interaction energy γi , j: Eadhi , j = Eadhi , j (γi ,γ j ,γi , j)(see Equation 5.9). Likewise,
the cohesion energy can be calculated: Ecohi = Ecohi (γi)(see Equation 5.10).
Berthelots rule applied to the adhesion energy yields
Eadhi , j =√Ecohi Ecohj . (5.40)
With Equation 5.10, Equation 5.40 becomes
Eadhi , j = 2√γiγ j . (5.41)
However, the adhesion energy, as calculated by Equation 5.41 is underestimated. For example, if the
adhesion would be based on London interaction only, the adhesion energy would be underestimated
by the error made by approximating I j ≈ Ii .
Li et al. [79] have considered a modification of Berthelots rule that omits the underestimation
to a large degree [78]. They suggested an additional factor to the combining rule which keeps the
symmetry of the rule:
єi , j =√єi ,iє j, j ⋅ e−β(є i , i−є j , j)2 , (5.42)
β is a constant that has to be determined empirically. The application of Equation 5.42 on Equation 5.41
leads to
Eadhi , j = 2√γiγ j ⋅ e−β(γ l−γs)2 (5.43)
The combination of Equation 5.43 with Equation 5.8 and Equation 5.9 yields
cosθ =−1+2√γs
γl
⋅ e−β(γ l−γs)2⇔ (1+cosθ)γl = 2√γsγl ⋅ e−β(γ l−γs)2 (5.44)
This equation allows the calculation of the surface free energy γs of a solid by the knowledge of the
contact angle θ of a liquid with this surface and this liquid’s tension γl . Likewise Equation 5.43 allows
the calculation of the adhesion energy of two solid phases by the knowledge of the phase’s surface
free energy5.
4If I i ≈ I j then 12√I i I j I i≈I j≈ 12 I i = I i ⋅I iI i+I i I i≈I j≈ I i ⋅I jI i+I j .
5In both cases, the constant β has to be known. For the specific procedure of contact angle measurements and the
determination of the adhesion energy from contact angle date, see Subsection 6.2.4
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CHAPTER 6
Experimental details and measurement
techniques
6.1. Sample preparation
Almost all samples investigated in this thesis were produced in a similar workflow as shown in
Figure 6.1. First, the substrates, which were laser-cut siliconwafers covered with thermally grown SiO2,
were cleaned (Subsection 6.1.1), then the dielectric surface modification was applied (Subsection 6.1.2)
and finally, the organic thin-film was evaporated upon these substrates. Samples for electronic
measurements had to undergo another preparation step in which source, drain and gate contacts
were added (Subsection 6.1.3).
6.1.1. Substrate cleaning
All samples are commercially available silicon wafers1 cut into pieces of 21× 10mm2. Since needed Cleaning with
organic solventsfor the production of OTFTs, the samples consist of highly doped silicon2 and are covered by 600nm
of thermally grown SiO2. The front side of the substrates is polished to achieve minimal surface
roughness. In order to prevent damage during shipping, the wafers are covered with photoresist.
Prior to the preparation of the dielectric surface modification and all subsequent steps, the photoresist
has to be removed completely and the substrate has to be cleaned from other contaminations. Sample
cleaning itself is a three-step procedure: first, all samples are placed into a teflon sample holder
and dipped into a beaker filled with acetone. Second, the sample holder is put into a beaker with
2-propanol and finally into a third beaker with ultra pure 2-propanol3. In all cleaning steps, the
beakers are placed into an ultrasonic bath at 35○C for 15min each. To remove residua of solvents from
the sample after cleaning, the samples are blown dry with compressed nitrogen gas.
1CrysTec Kristalltechnologie, Germany
2Specific resistance between 0.01Ω ⋅cm and 1Ω ⋅cm depending on the batch of wafer
3Merck, "2-propanol für die Spektroskopie Uvasol®", 100993, ≥ 99.9%
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Figure 6.1.: Preparation steps from substrate cleaning over dielectric surface modification and thin-film
evaporation to the (optional) preparation of OTFT contacts.
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Figure 6.2.:Operation principle of UV ozone cleaning. The sample is placed in a hermetically closeable
space filled with either oxygen or ambient air. By irradiation of the samples with UV light, O-H
bonds are removed from the surface. After the process, the glass tube is flooded with argon
gas.
In addition to the cleaning with organic solvents in an ultrasonic bath, in some cases (which willUV Ozone
cleaning be specified later), UV ozone cleaning is applied to remove monolayers of contaminant molecules or
OH-groups to receive an activated surface with high surface free energy. Two different UV ozone
cleaning systems were available, one commercially available situated in a glovebox, the other, which
is outside of the glove box, build and designed in house. The latter is described in detail in [52].
The operation principle of both UV cleaning systems is the same and can be seen in Figure 6.2.
The samples are placed into a hermetically sealable space which is filled with either pure O2 or with
ambient air. The samples are irradiated by an UV lamp which emits a sharp λ = 185nm line, which
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excites and dissociates the contaminant molecules and OH-groups. The atomic oxygen and the free
radicals can react to simple and harmless molecules like CO2 or H2O. In addition to these molecules,
the toxic molecule ozone is created. Therefore, the sample space has to be flooded with argon after
the cleaning process to fully remove ozone residues [52, 80, 81].
6.1.2. Dielectric surface modifications
Subsequently to the cleaning of the substrate, theDielectric SurfaceModification (DSM) is applied.
The DSMs are intended to modify the energetics of the dielectric surface. In general, there are two
groups of DSM, polymeric dielectrics and Self AssemblingMonolayers. All DSMs used in this thesis
are listed in Table 6.1.
Polymeric dielectrics consist of a soluble source material which is in case of PS and PMMA4 a Polymeric
Dielectricsgranular solid, in case of PDMS5 a viscose liquid. The source material is then solved in a solvent given
in Table 6.1. This takes up to one day in case of PS, PMMA while the solving process is much faster in
case of PDMS. After the source material is completely solved, the polymeric dielectric can be applied
to the silicondioxide surface, which is done by spin-coating6 .
Spin-coating is a common technique for thin-film deposition of soluble materials. The solution of Spin-coating
the material is dropped on the sample’s surface, which subsequently is rotated. Hence, the liquid is
evenly distributed over the sample surface due to centrifugal force. At the same time, the viscosity of
the solution increases as the solvent constantly evaporates. Hence, the thickness of the liquid film is
constantly reduced. As the critical viscosity is reached, the spreading of the film on the surface stops
and the residua of the solvent evaporate. The film thickness of the thin-film formed is influenced by
the rotation frequency, viscosity of the liquid, concentration of the solvent as well as wettability of the
surface. In the framework of this thesis a commercially available programmable spin-coater7 was
used8.
The polymeric dielectrics PS and PMMA were deposited on the silicondioxide surface employing
spin coating. Both polymers are available as a granular solid which are solved in chlorobenzene9 in
the ratio 1 ∶ 33.3. 500µl of the solution are dripped on the silicondioxide with a microliter pipette.
Immediately after the dripping, the spin-coating process is started. The sample is rotated at 6000s−1
for 300s. Afterwards, the sample is placed into an oven at 90○C for one hour.
In contrast to PS and PMMA, PDMS is available as a viscose liquid which is soluble in 2-propanol10.
PDMS is solved in 2-propanol in the ratio 1 ∶ 50. Since PDMS wets the silicon dioxide surface
4Both PS and PMMA were provided by IKV, Institut für Kunststoffverarbeitung, RWTH Aachen, http:
//www.ikv.rwth-aachen.de
5by abcr GmbH & Co. KG
6Spin-coating parameters as well as the used concentration were determined by empirical optimization experiments by S.
Lahme [64]
7LaurellWS-400A 6NPP/LITE, Laurell Technologies Corporation, NorthWales
8Further informations on the spin-coating process can be found in [82].
9Merck 801791 Chlorbenzol zur Synthese ≥ 99%
10Merck, 2-propanol für die Spektroskopie Uvasol®, 100993, ≥ 99.9%
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Figure 6.3.: Principle of SAM formation: the headgroup reacts with hydroxy and thereby forms a perfectly
ordered monolayer with surface energetics 14
very well, 175µl are sufficient to cover the sample surface. After 300s of immersion, the sample is
subsequently rotated at 300s−1 and 600s−1 for 45s each, followed by 150s at 3600s−1. Subsequent to
the spin-coating, the samples were placed into an oven at 170○ for one hour.
A large variety of SAMs were used in this thesis. Whereas only the Generation zero SAM Octade-Self-Assembling
Monolayers cyltrichlorosilane is commercially available 11, all other molecules were synthesized specifically for
this thesis12. The preparation process is similar for all SAMs except for those of Gen. 2a and Gen.
2b. The SAMmolecules, which are at hand in liquid state of aggregation, are solved in dry hexane
13. Since the trichlorosilane group contained in most SAMs is highly reactive with water, a solvent
with extremely low water content was chosen and the immersion process was carried out under inert
argon or in glovebox atmosphere. The samples were immersed in the solution for 1h. Afterwards, the
samples are rinsed with hexane and dried at ambient atmosphere.
A SAMmolecule can be divided into three major parts: the headgroup, the backbone and the active-
layer endgroup as depicted in Figure 6.3. In case of OTS, the headgroup consists of trichlorosilane,
the backbone of a (CH2)17 alkyl chain and the active layer endgroup of methyl. Trichlorosilane
provides strong bonding with silicondioxide by forming a covalent Si-O-Si bond by chemisorbtion.
As the reaction is exothermic, the SAMmolecules try to occupy every possible binding location on
the surface which results in a densely packed monolayer. As the active-layer endgroup is neither
11Merck 822170 Trichloroctadecylsilan zur Synthese
12Synthesis was carried out by Arno Classen at IOC (Institute for Organic Chemistry, AK Prof. Bolm, RWTH Aachen
University), exception: Gen. 2a and Gen. 2b molecules were synthesized by Jung Woo Park at the IOC.
13Merck, 104373, n-Hexan getrocknet (max. 0.004% H2O) SeccoSolv®
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reacting with the headgroup nor with the active-layer endgroup itself, the formation process is stopped
after exactly one monolayer. The alkyl backbone (CH2)n provides van der Waals based interchain
interaction with the adjacent SAMmolecule and is thus responsible for the angular arrangement of
the molecules. The active-layer endgroup is responsible for the interaction between the DSM and the
subsequent organic (active) layer. Its dipole strength controls the surface free energy of the DSM,
which is one of the parameters governing film formation as described in Chapter 4 [83–86].
In principle, the formation process of Gen. 2a and Gen. 2b SAMs is similar to the one described
above. In case of SAMs of this subgroup, the trichlorosilane group is substituted by vinyl (R-CH=CH2).
For a better synthesis, a SiMe2 group is added to the alkyl backbone. Vinyl based SAMs attach to the
SiO2 surface via chemisorption by forming O-H groups 15 .
6.1.3. Preparation of organic thin-films and OTFTs
After the cleaning of the sample and the preparation of a DSM, the organic thin-film is deposited Organic thin-film
depositionby vacuum thermal evaporation (VTE). Two substrates are placed in the sample holder depicted
in Figure 6.4, Figure 6.5. The sample holder offers the possibility to apply shadow masks which are
needed for the production of OTFTs. Underneath the substrate holder is the heating/cooling unit
which facilitates the deposition of thin-films at substrate temperatures between ≈−60○C and ≈ 40○C16.
Heating is facilitated by applying a voltage to a resistive wire. To cool the sample, liquid nitrogen is led
into a copper pipe which is thermally coupled with the sample holder. The temperature of the sample
can be monitored by a type-K-thermocouple. Located next to the sample holder is aQuartz Crystall
Microbalance (QCM), as can be seen in Figure 6.4, which measures the thickness of the deposited
film. A QCM consists of an oscillating crystal which is placed on two gold electrodes. Due to the
piezoelectric effect, the crystal vibrates at its eigenfrequency which is changed with the amount of
material which is deposited on the crystal’s surface. By monitoring the change in eigenfrequency, the
amount and the rate of the evaporated material can be determined. To deposit the organic thin-film
only with the desired evaporation rate and with the desired thickness, a shutter can be placed over
the sample. Typical film thickness for OTFT production range between t = 100nm and t = 280nm,
typical rates range between t = 2Å/s and t = 4Å/s. The material intended for evaporation is placed
in a glass crucible which is installed in the lower part of the evaporation chamber (Figure 6.6,(c)).
When a voltage is applied to the heating wire which is coiled around the crucible, the material is
heated up over its sublimation temperature. The evaporated molecules travel through the chamber
and condensate at the substrate to form a thin film. In order to facilitate a straight trajectory of the
evaporated material from the crucible to the substrate, the evaporation chamber has to be evacuated
to high vacuum (O(1 ⋅ 10−6mbar) to O(1 ⋅ 10−7mbar)). The high vacuum is facilitated by a turbo
pump coupled to a pre-pump, which is able to evacuate the chamber down to O(10−3mbar). For
15The formation of the SAM on silicondioxide was carried out by Jung Woo Park of IOC at the chemical lab at 1. Institute
of Physics
16In principle, higher temperatures can be achieved. However, no film formation takes place when perylene is evaporated
upon substrates at higher temperature.
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Figure 6.4.: Insight view on the top cover of the VTE system. The sample is placed on top of a copper
block which can be heated by a resistive wire and cooled by a thermal coupling to a copper
pipe which is flown by LN2 . Located next to the sample is the QCM. The shutter is used to
shield the sample until the desired evaporation rate is reached. [64]
Figure 6.5.: Sketch of the sample holder of the VTE system at 1. Institute of Physics (IA). See also
Figure 6.4, [18].
optoelectronic applications of organic thin-films, a high film homogeneity is preferred. Hence, the
setup offers a large distance of 340mm between source and sample leading to a negligible thickness
deviation between center and corner of the sample17.
For all samples intended for electronicmeasurements, OTFT contacts have to be fabricated. OTFTsOTFT contacts
investigated in this thesis are of bottom gate, top contact geometry. While the highly doped silicon
substrate acts as gate contact, the top contacts, namely Source and Drain, were produced by VTE of
gold through a laser-cut shadowmask. The contact thickness was chosen to be 1.25 to 1.5 times thicker
17A more detailed description of the Thermal Evaporation System THELMA can be found in [18]
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Figure 6.6.: VTE System at 1. Institute of Physics (IA). (A) shows an overview over the system including the
vacuum pump, pressure gauge and the connections to the QCM and the crucible. (B) shows
the top cover of the chamber with the shutter and all connections and feedthroughs needed
for heating/cooling of the substrate. (C) shows the crucible filled with perylene. [87]
than the respective active layer, the evaporation rate was ≈ 4Å/s. During the evaporation process, the
sample temperature was held at 15○C by water cooling.
63
Chapter 6: Experimental details
?????????????
?????????????????????
???????? ????????????????
????????????
??????????????
?
??
??
??
??
??
??
?
??
??
??
??
??
??
??
??
???
??
??
?
??
?
?????????
(a) OTFT sample
?????????????
????????
??
??
??
?
?
???????
?????? ?????
?
??
??
??
??
??
(b) Microscopic image of OTFT
Figure 6.7.:OTFT sample layout: (a) showsa typicalOTFT sample consistingof 14 independent transistors.
Source and drain contacts are produced by VTE through a shadow mask, the gate contact
is facilitated by scratching through the SiO2 to get contact to the highly doped silicon and
covering the scratch with silver epoxy. (b) shows amicroscope image of a thin-film transistor
produced at I. Physikalisches Institut (IA)
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6.2. Experimental setups and measurement techniques
6.2.1. Motivation and Introduction
This thesis focusses on the investigation of the influence of DSM on OTFT performance and thin-
film perfection as well as on charge transport in polycrystalline materials. For this purpose, a
variety of investigation techniques have to be applied to gain a comprehensive insight. In order to
investigate theOTFTdevice performance and gain insight into charge transportmechanisms, electrical
characterization (see Subsection 6.2.2) was applied. With this technique, the determination of the
charge carrier mobility is feasible. Furthermore, the influence of trap states on device performance
can be investigated. Temperature dependent mobility measurements can deliver an insight into
charge transport mechanisms. To improve the OTFT device performance, novel DSMs have been
applied (see Subsection 6.1.2). As a supporting tool for the design of novel molecules and to gain
information on the molecular structure and static dipole strength of the SAMmolecules that form
the novel DSMs, density functional theory calculations have been carried out (Subsection 6.2.3). For a
quantitative investigation of the novel DSMs, the surface free energy has to be determined. This is
carried out by using contact angle measurements (Subsection 6.2.4). With the investigation techniques
mentioned before, electrical characterization, density functional characterization and contact angle
measurements, a correlation between device performance and the surface energetics of modified
dielectrics can be investigated. In addition, the influence of DSMs on thin-film perfection will be
investigated in this thesis. Thin-film perfection can be quantified by investigating themorphology and
crystallinity of the films. The morphology is investigated by atomic force microscopy (Subsection 6.2.5),
x-ray diffraction techniques (Subsection 6.2.6) were used to determine texture and crystallinity of
the samples. The combination of all measurement techniques enables us to investigate the influence
of DSMs on OTFT performance and on thin-film perfection and delivers a detailed insight into
charge transport and thin-film formation processes. All techniques will be presented in detail in the
following sections.
6.2.2. Electrical characterization
One of the major topics of this thesis was the investigation of the charge carrier transport throughCharge transport
characterization
setup
polycrystalline organic material. For this purpose, a new electronic setup was planned, constructed
and put into operation in the framework of this thesis. The new setup enables the user to carry out
3-probe DC measurements at different temperatures between −60○C and +110○C.
The setup for charge transport characterization, as can be seen in Figure 6.8, consists of three major
components: the Keithley SCS-420018 semiconductor characterization system, the sample space19
and the power supply and control unit for temperature control 20.
18Keithley Instruments, Inc., Cleveland, Ohio
19Planned and constructed in assistance with S. Hermes, 1. Institute of Physics (IA), RWTH Aachen
20Planned and constructed in assistance with C. Schlockermann and A. Gross, 1. Institute of Physics (IA), RWTH Aachen
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Figure 6.8.: Thesetup for charge transport characterizationat 1. InstituteofPhysicsbuild in the framework
of this thesis. The setup consists of a Keithley SCS-4200 for 3-Probe DC measurements, the
sample spacewith the probe heads and a power supply and control unit for the temperature
regularization. Connected to both the Keithley SCS-4200 and the temperature control unit is
a PC in order to control temperature dependent measurements. Inert gas can be introduced
into the sample space (see Figure 6.9) through a flowmeter.
The SCS-4200 is a digital oscilloscope running a Windows XP based graphical user interface. It
offers connections to three SourceMeasure Units (SMUs), two of them with a current resolution of
100 fA, one with a pre-amplifier (preamp) offering a resolution of 100aA, and a grounded connection.
The voltage resolution of all SMU is 1µV. The noise characteristics are:
• Voltage Source: 0.01% of output range
• Current Source: 0.1% of output range
• Voltage Measure: 0.02% of measurement range
• Current Measure: 0.2% of measurement range
Measurement ranges can be set from 1A to 100nA (down to 1pA for the SMU with preamp) for
current sensing, 200V to 200mV for voltage sensing, in steps of one order of magnitude 21. Probe
heads22 are connected to the SMUs and to the ground connector by TNC triaxial cables. The probe
heads consist of a manipulator stage which controls a moveable arm with a gold contact needle which
can be precisely placed on the OTFT contacts. Both the probe heads and the sample are located in the
21Specifications taken from Keithley SCS-4200 Manual, www.keithley.com
22PH100, SüssMicrotec
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Figure 6.9.:Operating principle of the heating/cooling stage of the electronic characterization setup
at 1. Institute of Physics [87]. The sample can be heated or cooled by a stack of three
Peltier elements of different size and power. The bottom Peltier element is cooled with
water flowing through a copper block. In order to prevent ice formation and facilitate
measurements in inert atmosphere, argon can be led into the sample space. The sample sits
on a copper plate on top of the upper Peltier element where the temperature is monitored.
sample space that can be seen in the middle of Figure 6.8. The sample space is located in a closable
box to prevent accidental hazardous electrical shocks during measurements. Voltages higher than
20V can only be applied if the lid of the box is closed. The OTFT sample is located in the center of
the sample space on top of the heating/cooling stage as depicted in Figure 6.9.
The core of the heating/cooling stage is a stack of three Peltier elements of different size and power.
On top of the smallest Peltier element sits a copper plate on which the sample is placed. Located
beneath the smallest Peltier element are two larger elements with increasing power from top to
bottom. The bottom Peltier element is thermally coupled with a water cooling circuit. Thus, in case of
cooling, the heat can be transported from the sample through the Peltier elements to the water cooling.
The Peltier elements have to have increasing power from top to bottom to compensate for power
dissipation. The used Peltier elements are listed in Table 6.2. The temperature of the sample as well as
the temperature between the top Peltier element and the bottom of the copper plate is monitored by
thermocouples. To prevent ice formation and to facilitate measurements in inert atmosphere, the
sample space is flooded with argon gas.
The thermocouples which monitor the temperatures in the sample space are connected to the
power supply and control unit that can be seen at the right hand side in Figure 6.8. The temperature
can be controlled in steps of 0.1○C, the overshoot produced by the feedback loop was reduced to
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only ±2○C. The control unit is also connected to a PC running LabView23 via a 14 Bit USB Bus 24 to
run programmed temperature sequences with a time resolution of 100ms. Four different groups of
measurements were carried out with the charge transport characterization system: OTFT transfer
and output measurements, time-domain measurements and Thermally Stimulated Current (TSC)
measurements. The principle of the first two measurements has already been elaborately described in
Chapter 3. In all cases, the source contact is connected to ground, the drain contact is connected to
SMU1 (with preamp) and the gate contact is connected to SMU2.
In case of transfer characteristics (Figure 6.10(a)), the drain voltageVD was set to−20Vwith respect Transfer and
output
characteristics
to the grounded source contact. The gate voltageVG is sweeped from +40V to −120V and back to+40V in dual-sweep mode in order to observe hysteresis behavior. To measure output characteristics
(Figure 6.10(b)), the gate voltage is stepwise increased from 0V to −120V by steps of 10V and held
constant during the drain voltage sweep from 0V to −100V.
Time-domain measurements and TSC are two methods applied in the framework of this thesis Time-domain
measurementsto investigate the trap-state influence on organic charge transport. In the case of time-domain
measurements, the drain voltage is kept constant at −20V as in the case of transfer characteristics,
the gate voltage is varied stepwise and held constant for a specific time. During this time, the drain
current is monitored by measuring four times a second. In a typical time-domain measurement, the
gate voltage starts at a value at which the transistor is in its OFF-state, then is stepped to one or more
voltages at which the transistor is in its ON-state.
While a specific transfer, output or time-domain measurement is typically carried out at a constant Thermally
stimulated
current
temperature, TSC measurements are carried out by varying the temperature. Therefore, the transistor
is set to its ON-state by applying VG =−120V and VD =−20V and illuminated with white light, thus
filling all trap-states in the conducting channel of the transistor. Subsequently, the sample is cooled
down −50○C while the transistor is still in its ON-state. In the following, the transistor is switched
to the OFF-state by setting the gate voltage to 0V and slowly heated up, while monitoring the drain
current in the sub-nm range which is generated by the thermally stimulated emptying of the trap
states. [88]
23National Instruments, Austin, Texas
24NI USB-6009
Table 6.2.: Peltier elements by RS Components http://de.rs-online.com/web/ as used in the heat-
ing/cooling stack of the electronic characterization setup at 1. Institute of Physics (IA)
Art.Nr. U / V P / W Size / mm3
490-1317 7.6 17.9 30 ⋅ 15 ⋅ 3.6
490-1525 15.7 82.2 40 ⋅40 ⋅ 3.8
490-1402 15.7 128..7 62 ⋅62 ⋅4.6
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(a) Transfer Characteristic (b) Output Characteristic
(c) Time-domain measurement (d) TSC
Figure 6.10.: Examples of the charger carrier transport characterization techniques applied in this thesis
6.2.3. Computational chemistry with Gaussian - an application of density functional
theory
Gaussian25 is a software for computational chemistry programmed by J. Pople and his coworkers.
Gaussian is used in the framework of this thesis to calculate the relaxed geometry and the infrared
spectra of small neutral molecules like the ones employed as self-assembling monolayers in this thesis
by means of DFT (density functional theory) methods. In this thesis, the B3LYP method is used.
B3LYP incorporates Becke’s three-parameter exchange functional (B3) with the Lee, Yang, and Parr
(LYP) correlation functional. [89] Since the main focus of this thesis does not lie on the in-depth
insight into computational chemistry and Gaussian is more or less used as a tool for some basic
molecular structure calculations, the principle of DFT is only briefly introduced.
DFT is an ab initiomethod, which means that it is not based on empirical constants or equations
but only on the fundamental principles of quantum mechanics. With DFT, which focuses on the
25http://www.gaussian.com, Gaussian Inc.
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electronic ground state by definition, the energetic structure, equilibrium crystal structure, optimized
geometries of molecules and vibrational modes can be calculated. With the more time consuming
method of TDDFT (time-dependent DFT), transport properties can be calculated.
DFT is a method based on quantum mechanics. For a set of electrons located at {r⃗i} which are
attached to a set of nuclei located at {R⃗I}, the time-dependent Schrödinger equation is [20]
i ⋅ħdΨ({r⃗i} ,{R⃗I} , t)
dt
=HΨ({r⃗i} ,{R⃗I} , t) , (6.1)
with the many-body wavefunction Ψ({r⃗i} ,{R⃗I} , t). The HamiltonianH can be written as
H = −ħ
2me
∑
i
∇2i −∑
i ,I
ZIe2∣r⃗i − R⃗I ∣ + 12∑i≠ j e
2∣r⃗i − r⃗ j∣ − −ħ2MI ∑I ∇2I + 12∑I≠J ZIZJe
2∣R⃗I − R⃗J ∣ . (6.2)
In Equation 6.2, me is the mass of electrons denoted by lower case subscripts, MI and ZI are
the mass and the atomic number of the nuclei denoted by upper case subscripts. The Hamiltonian
(Equation 6.2) contains all many-body interaction terms (e.g. electron-electron interaction). One
approach to solve Equation 6.1 is the reduction to the time-independent form, which will be used in
the following:
i ⋅ħdΨ({r⃗i} ,{R⃗I} , t)
dt
=HΨ({r⃗i} ,{R⃗I} , t)⇒ HΨ({r⃗i} ,{R⃗I}) = EΨ({r⃗i} ,{R⃗I}) . (6.3)
Another commonly used simplification of Equation 6.2 is the so called adiabatic or Born- Born-
Oppenheimer
approximation
Oppenheimer approximation [90]. By this approximation, the motion of the electrons and nuclei
is decoupled. In consequence, the resulting wavefunction is a product of the wavefunctions of the
electrons and the nuclei:
Ψ({r⃗i} ,{R⃗I}) =Ψe ({r⃗i} ,{R⃗I}) ⋅ΨN ({R⃗I}) (6.4)
The Hamiltonian for the respective system can be written as
H = T +Vext+Vint+EII . (6.5)
By using Hartree atomic units26, the contributions to Equation 6.5 are
T =∑
i
− 1
2
∇2i (6.6)
Vext =∑
i ,I
VI (∣r⃗i − R⃗I ∣) (6.7)
Vint = 12∑i≠ j 1∣r⃗i − r⃗ j∣ (6.8)
26i.e. ħ =me = e = 4π/є0 = 1
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EII denotes the classical interaction energy of nuclei and any other contribution to the total energy
that is not attributed to the electronic system. The total energy of a quantum mechanical system
equals the expectation value of the respective HamiltonianH.
E = ⟨Ψ ∣H∣Ψ⟩⟨Ψ ∣ Ψ⟩ (6.9)
In density functional theory, as the name implies, the electron density n(r⃗) plays a central role.Hohenberg-
Kohn
theorem
The electron density is given by the expectation value of the density operator:
n(r⃗) = ⟨Ψ ∣nˆ(r⃗)∣Ψ⟩⟨Ψ ∣ Ψ⟩ (6.10)
The key approach to DFT calculations was first stated by Hohenberg and Kohn in 1964. They
formulated two basic theorems [91]:
• "For any system of interacting particles in an external potential Vext(r⃗), the potential Vext is
determined uniquely, except for a constant, by the ground state particle density n0(r⃗)."
• and "A universal functional for the energy E [n] in terms of the density n(r⃗) can be defined,
valid for any external potential Vext(r⃗). For any particular Vext(r⃗), the exact ground state
energy of the system is the global minimum value of this functional, and the density n(r⃗) that
minimizes the functional is the exact ground state density n0(r⃗)."
In other words, the first theorem states that all properties of a system described by a many-body
wavefunction are completely determined with the ground state density n(r⃗). The second theorem
states that such a property can be written as a functional of n(r⃗), i.e. the total energy can be written
as an energy functional:
EHK [n] ≡ FHK [n]+∫ d3rVext(r⃗)n(r⃗)+EII (6.11)
with the Hohenberg-Kohn functional FHK [n] = T [n]+Eint [n]. The Hohenberg-Kohn functional
is same for all electronic structure problems, since it is independent of Vext(r⃗). For any arbitrary
density na(r⃗) which is not the ground state density but fulfills ∫ d3 ⋅ rna(r⃗) =N it follows:
E [na] > E[n0] (6.12)
Despite the simplifications of Hohenberg-Kohn theorems, the solution of the Schrödinger equation is
practically impossible for large systems since the electron-electron coupling in the internal potential
Equation 6.8 leads to a wavefunction with 3N dimensions.
This problem was solved by Kohn and Sham in 1965. [92] In their approach, the original many-bodyKohn-Sham
equation problem with interacting particles is replaced by an auxiliary independent particle problem. The
non-interacting system is chosen in a way that mimics the original system with a high accuracy. This
replaces the need to solve one Schrödinger equation in 3N dimensions by themuch easier task to solve
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N three dimensional equations. Hence, the independent-particle equations are exactly soluble with
all many-body terms incorporated into the exchange-correlation functional Exc[n]. The Hamiltonian
that is introduced to mimic the true system is
HKS =− 12∇2+VS(r⃗). (6.13)
with a potential VS(r⃗) in which by means of an additional term Vxc[n] the exchange-correlation
function is incorporated, and that has to be specified in order to mimic the true system with high
accuracy. Using Equation 6.13, the Kohn-Sham equation is introduced in analogy to the Schrödinger
equation (HKS −єi)Ψi(r⃗) = 0 (6.14)
the wavefunctions Ψi(r⃗) can be determined. Note that the Ψi(r⃗) are not the true electronic wave-
functions but the exact wavefunctions of the new arbitrary Kohn-Sham system. єi are the eigenvalues
to the effective Hamiltonian Equation 6.13. With the electron density, which is given by
n(r⃗) = N∑
i=1 ∣Ψi(r⃗)∣2 , (6.15)
one gets a self-consistent set of equations Equation 6.13-Equation 6.15 which can be solved iteratively.
As stated by the Hohenberg-Kohn theorems, by the knowledge of n(r⃗), all other properties of the
system can be calculated. This includes the ground state geometry of molecules and their vibrational
spectra. [93]
6.2.4. Contact angle measurements and the determination of the surface free energy
As described in Chapter 5, the sample’s surface free energy and the adhesion energy of an organic
thin-film in contact with this sample can be determined from contact angle data. The contact angle α
is defined as the angle included between the tangent at the droplet at the triple point of the solid, the
liquid and the vapor phase and the surface line as depicted in Figure 6.12. The recording of contact
angle data is carried out using the goniometer DSA-10 (Figure 6.11)27 and can be partitioned into
three steps: first, a small (≈ 1.7µl) droplet of a liquid is placed on the sample surface. In general, this
is done with a glass syringe which is delivered with the goniometer. S. Lahme showed in his diploma
thesis, that the usage of a microliter pipette (Figure 6.13), which can precisely dose the size of the
droplet, leads to a higher reliability of the contact angle data. In the second step, a picture of the
droplet on the surface is taken by a camera. This picture is then analyzed by a computer algorithm to
determine the contact angle.
The software of the DSA-10 offers four different methods for the determination of the contact angle
which are Circle fitting, tangent mode 1&2 and sessile drop fitting described in the following:
27Krüss DSA-10, http://www.kruss.de/
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Figure 6.11.: Contact angle goniometer DSA-10, consisting of a moveable sample stage, a camera with
focussing unit and a light source.
?
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?
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Figure 6.12.:Water droplet on a sample. With the methods of contact angle fitting, the angle α, defined
by the tangent at the droplet and the sample surface line, can be determined.
Figure 6.13.:Microliter pipette, 0.1−2.5µl28
• Circle fitting mode:
In case of circle fitting mode, the droplet is considered to have a circular shape with radius
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R. The contact angle can then be obtained from the measured radius r of the contact surface
between droplet and substrate. Simple geometrical considerations lead to
α =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
arctan( r√
R2−r2 ), in case of h < R
π
2 , für h = R
π−arctan( r√
R2−r2 ), in case of h > R
(6.16)
• Tangent mode 1:
The tangent mode 1 considers the complete drop profile. A general conic section equation
x2
a
+ y2
b
= r2 (6.17)
is then fitted to the profile. After the determination of the triple point’s coordinates P, the
contact angle can be determined using Equation 6.17
tanα = ∂x
∂y
∣
P
(6.18)
• Tangent mode 2:
The algorithm of tangent mode 2 works in a similar way as tangent mode 1, but instead of a
general conic section equation (Equation 6.17), an empirical function:
y = a+b ⋅ x + c√x + d
lnx
+ e
x2
(6.19)
is fitted to the function.
• Sessile drop fitting:
Sessile drop fitting is also known as Laplace-Young-Mode since this contact angle determina-
tion algorithm is based on the Laplace-Young-Equation which describes the relation between
pressure p, surface tension γ and radius of drop curvature r: p ⋅ r = 2 ⋅γ. This method is the only
one which also takes gravitational corrections into account.
To gain highly reliable results, contact angle measurements were carried out using a variety of
liquids with different Interfacial Tension (IFT) as listed in Table 6.3.The database of the DSA-10, as
well as the stock of the chemical laboratory at 1. Institute of Physics, offers a much larger number of
liquids for contact angle measurements. However, S. Lahme [64] has shown that only the five chosen
liquids are suitable for our measurements. The suitability of a liquid for contact angle measurements
is defined by the requirement of a constant contact angle independent of the droplets volume. This is
only given if neither the liquid reacts chemically with the surface nor does the liquid act as a solvent
for the respective surface. In addition to these obvious exclusion criteria, Kwok and Neumann have
demonstrated that several other liquids have to be excluded for abnormal characteristics [78].
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In addition to the determination of the contact angle, the software of the DSA-10 gives an error on
the measured contact angle. This error is calculated from half of the difference between right contact
angle and left contact angle σα = 1/2 ⋅ ∣αl −αr ∣. In case of circle fitting, this error equals σα = 0 for all
cases. In this case, and in all other cases, it can be assumed, that this error is smaller than the "real"
systematic error of the setup (which is influenced by the resolution of the camera, by the precision of
the fitting routine, etc.). S. Lahme investigated a large amount of contact angle data and proposed
the following approach: if possible, the contact angle determination should be carried out on a large
number of droplets of the same liquid. A significant statistical error can thereby be obtained. He
showed that in addition to the statistical error, a systematical error of 2○ has to be added quadratically
if the number of contact angles is equal or lower than 20 for a specific liquid [64].
Subsequent to the determination of the contact angle data, the surface free energy and adhesion
energy can be calculated based on the equation of state approach using Bertholt’s Rule:
(1+cos(Θl)) = 2√γlγs ⋅exp(−β ⋅(γl −γs)2) (6.20)
[78] as described in Chapter 5. The calculation of the SFE and the adhesion energy from that data is
carried out using aMaple29 program 30: contact angle data obtained from the liquids listed in Table 6.3
are used to calculate γl ⋅cosα, which is then plotted against γl . Then, the program performs a least-
square fit of Equation 6.20 to the data, with the SFE γs being the fit parameter. β = 1.247 ⋅ 10−4m4/mJ2
is an empirically determined constant [78]. The adhesion energy can be calculated by
Ead i , j = 2√γiγ j ⋅exp(−β ⋅(γi −γ j)2). (6.21)
6.2.5. Atomic force microscopy
Atomic ForceMicroscopy is applied in this thesis to map the morphology of the investigated samples.
AFM is a scanning microscopy technology and is based on the interaction forces of a sharp tip
with the investigated surface. The tip is moved over the surface in a line by line scan similar to
scanning tunneling microscopy. Whereas the later is based on tunneling of electrons from the tip
29Maple 12, Maplesoft, http://www.maplesoft.com/
30written by S. Lahme
Table 6.3.: Interfacial tension (IFT) of the liquids used for contact angles measurements [78]
Liquid IFT γl / mN/m
Water 72.3
Glycerol 65.2
2,2’-Thiodiethanol 53.0
Ethylenglycol 47.5
Diethylenglycol 44.8
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Figure 6.14.: Components of an AFM: the tip situated at the end of the cantilever is moved by the
piezoelectric device. The movement of the tip can be monitored by the position sensitive
photo detector. The sample can be positioned under the tip by a moveable sample table.
into the surface and thus can only be carried out on conducting samples, AFM can be applied also to
semiconductors and insulators as AFM is based on van der Waals forces between the sample and the
tip. Furthermore, scanning tunneling microscopy images the electron density, while AFM is able to
map the surface topography directly on a nm scale
The Nanoscope IIIa31 consists of a movable sample stage, a holder for the cantilever which can
be moved by a piezoelectric translation stage, a laser and a position sensitive photo detector array
(Figure 6.14). AFM scans can be carried out in two different operation modes, which are tapping
mode and contact mode. In contact mode, the tip stays in contact with the sample surface and can
thus map the morphology. This mode can only be applied to surfaces which are indestructible or
at least hard to destroy. In case of organic thin-films containing of molecules bound by van der
Waals forces, this technique would destroy the film during the measurement. Therefore, scans on
organic thin-films are carried out in tapping mode. In tapping mode, the tip is oscillated. Due to the
interaction with the surface, the tip acts like a harmonic oscillator under the influence of an external
force. The oscillation frequency is varied in respect to the tip’s eigenfrequency. This variation can
be monitored and translated into a height information. By scanning the sample line by line while a
feedback loop holds the distance between tip and surface at a constant value, the three dimensional
sample surface can be depicted.
6.2.6. X-ray scattering
The X-ray measurements shown in this thesis were carried out using a Philips X’pert pro diffrac- X-ray equipment
tometer (Figure 6.16). The radiation source consists of copper anode which emits CuKα and CuKβ
31AFM at 1. Institute of Physics, by textscDigital Instruments
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radiation at wavelength of 1.54056Å and 1.54439Å respectively and bremsstrahlung. The x-ray beams
spectrum and geometry can be controlled by a variety of filters, slits and masks if required. The
samples are fixed at a holder which can rotate by the Φ and Ψ axis. The position of the sample
holder can be controlled. The whole cradle which includes the sample holder can rotate by the
angle ω32 which is the angle of incidence. The reflected beam is detected under an angle 2θ. Two
different detectors can be employed, namely a PW3011/20 xenon proportional counter or a PW2015/20
X’Celerator with 128 channels which can measure an angular range of 1.561○ simultaneously33. Three
different measurement geometries were used in this work and will be described below: θ/2θ (or
Bragg-Brentano) geometry, Rocking curve geometry and XRR geometry.
Besides the possibilities for thin-film investigation offered by atomic force microscopy (Subsec-
tion 6.2.5), transmission electron microscope (TEM) and scanning tunneling microscope (STM),
scattering experiments with electrons, neutrons and - in our case - x-rays play an important role for
structural analysis. Since scattering with particles and high energy photons benefit from the periodic-
ity of the crystal lattice, the thin-film structure can be probed in reciprocal space. Hence, scattering
experiments offer complementary information to the real space probing techniques mentioned before.
Furthermore, x-rays can penetrate the sample surface and in contrast to microscopy give information
about the entire film and the underlying substrate34.
X-rays interact with the electron cloud of atoms or molecules. X-ray scattering thus is able to
the electron density of a sample which is related to its structure. One distinguishes between x-ray
diffraction and x-ray reflection. In the second case, x-rays impinge at the sample at low angles (in
respect to the sample surface) near the critical reflection threshold, in the first case, larger angles
are applied. In an x-ray experiment, the intensity of the diffracted (XRD) or reflected (XRR) beam
is measured as a function of the momentum transfer K⃗ which is K⃗ = k⃗0− k⃗ where k⃗0 and k⃗ are the
incident and diffracted wave vectors.
In this work, x-ray diffraction was used to determine the crystal structure of organic thin-filmsX-ray diffraction
as well as parameters representing film perfection such as vertical grain size, microstrain and the
uniformity of growth direction. Figure 6.16 shows the principle of a typical diffraction experiment.
X-rays impinge the sample at an angle θ relative to the substrate surface, are scattered and detected at
the same angle.
Due to the periodicity of the crystal lattice, several diffraction maxima occur. The x-rays are
scattered at different lattice planes and interfere with each other. If the path difference δ between
the beam scattered at the n-th plane and the beam scattered at the (n+ 1)-th plane is an integer
multiple of the wavelength λ, the interference is constructive and a diffraction maximum is observed.
32In the following part which deals with the theoretic background of x-ray scattering, ω is also referred to as θ.
33The advantage of the PW2015/20 X’Celerator detector is that it can measure the diffracted intensity for different values of
2θ simultaneously which reduces the measurement time dramatically. However, in case of Rocking curve geomerty,
this would ado the 2θ- ω coupling and therefore adulterate the results. In this case, the PW3011/20 is used as for a
limited angular range it provides a better signal to noise ratio than the PW2015/20 X’Celerator.
34For sufficiently thin films.
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Figure 6.15.: Details of the interior of the Philips X’pert prodiffractometer. The sample holder can bemoved
in three dimensions (x,y and z). ω, Ψ and Φ are the rotational axis of the eulerian cradle
to which the sample holder is fixed. The detector can be rotated by 2θ. The x-radiation
is generated in the water cooled x-ray tube operated at an acceleration voltage of 45kV
and a current of 40mA. PDS, AS are abbreviations for Programmable Divergence Slit and
Anti-Scatter slit which collimates the x-rays on the beampath before impinging the sample.
PRS and PAS are Programmable Recieving Slit and programmable anti-scatter slit which are
located in the beam path between sample and detector.
The path difference δ depends on the lattice constant dhkl 35 and can be determined by geometrical
considerations to be 2dhkl sinθ. The resulting condition for constructive interference was first shown
by W. L. Bragg (1913) and is thus named Bragg’s law [29, 34]: Bragg’s Law
n ⋅ λ = 2 ⋅dhkl ⋅ sinθ (6.22)
The scattering occurs not only at two specific planes (n and n+ 1) but at all planes of the crystal
up to a specific depth. Hence, if the Bragg criterion Equation 6.22 is not met, the scattered beams
are out of phase and cancel each other. Thus, the diffraction pattern of a perfect crystal (at 0K) is
35The subscript hkl refers to the fact that in a real crystal there are different families of lattice planes. If in real space the
lattice has a translational symmetry and every point of the lattice can by described by r⃗n = n1 a⃗1 +n2 a⃗2 +n3 a⃗3 with
n i ∈N, a reciprocal lattice vector ⃗Ghk l = hg⃗1 + kg⃗2 + l g⃗3 can be defined by a⃗ i g⃗ j = 2πδ i j . This leads to the alternative
formulation of the condition of constructive interference called the Laue condition: constructive interference will
occur if the momentum transfer is a vector of the reciprocal lattice K⃗= ⃗Ghk l . It can be shown that this formulation is
equivalent to the Bragg condition. [33]
79
Chapter 6: Experimental details
?
????
????????????? ???????????????
?
??
????????????
?
?
?
???
Figure 6.16.: Principle of Bragg diffraction: x-rays impinge the sample and are scattered. If the angle θ
fulfills Bragg’s Law n ⋅ λ = 2 ⋅dhk l ⋅ sinθ, constructive interference leads to a maximum in the
diffraction pattern.
a δ-function. However, the thin-films investigated in this thesis are far from being perfect which
can lead to a shift in angular position and peak broadening. By measuring the diffraction pattern of
thin-films, information about the film can be gained from
• the angular position of the Bragg peaks
• the peak width at half maximum (FWHM)
• the peak profile (Pseudo-Voigt profile)
• the integrated and maximum intensity of the peaks
By the extraction of these quantities from diffraction patterns, information on the lattice parameters
and inter-planar spacing as well as on microstrain and vertical grain size can be gained. The influence
of these properties of the sample on the diffraction patterns will be discussed in the next section. ThePeak broadening
deviation of the peak shape from δ function to a broad peak has a variety of origins. To begin with, the
x-ray source and the x-ray setup are sources of broadening effects. Due to the limited lifetime of the
excited state of the copper atoms in the anode and due to the elevated temperature of the x-ray tube,
the emitted lines are broadened. An additional effect of pressure line broadening occurs as well, but is
very small in comparison to the first mentioned effects at atmospheric pressure. However, at standard
laboratory conditions, all three effects are superimposed by the instrumental broadening and by
sample effects. Sample effects include broadening of the peak due to dislocations, grain boundaries
and vertical grain size, point defects, second phase particles and stacking faults. [18, 28, 94]
As mentioned above, in a perfect infinite crystal all scattered beams that do not meet the BraggGrain size
broadening criterion are out of phase and cancel each other, as the rays scatter at an semi-infinite number of planes
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Figure 6.17.: Influence of a finite vertical grain size on the peak broadening. At θB , the Bragg criterion is
fulfilled and all rays interfere constructively whereas for angles θ < θ1 and θ > θ2 the x-rays
interfere destructively.
thus for any two rays, every phase difference between 0 and 2π is possible. Hence, as ∫ 2π0 sinθdθ = 0,
in sum the intensity of the scattered wave is zero. This is no longer true for finite crystals with a
thickness t consisting of p lattice planes as depicted in Figure 6.17. Due to the finite number of planes
not every possible path difference between two rays is obtained, thus the rays impinging at angles
close to θB do not show complete destructive interference. To understand this, the rays A, D, N and
P are considered to impinge on the sample under θB, at which the Bragg criterion Equation 6.22 is
satisfied. Rays B and M impinge the sample under a slightly larger angle θ2 > θB, whereas rays D and
O enclose an angle θ1 < θB with the sample surface. The scattered rays A′, D′, N ′ and P′ are in phase
with each other, in particular, the path difference between A′ and D′ is one wavelength λ, the path
difference between A′ and N ′ is n ⋅λ. In an infinite crystal, all other rays would cancel each other. Due
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to a finite number (p = 2 ⋅n) of planes to scatter on, this no longer holds for a sample with p planes.
However, destructive interference occurs between ray B′ which was scattered at the 0-th plane and
ray M′ which was scattered at the n-th plane if the path difference between these two rays is (n− 12)
wavelength. The same holds for rays which are scattered at the 1st plane and the (n+ 1)-th plane, all
rays impinging at θ2. An analogous consideration can be made for rays C and O which have a path
difference of (n+ 12) and thus interfere destructively as do all similar rays impinging at θ1. Hence, θ1
and θ2 are the two limiting angles for full destructive interference. For all angles θ between θ1 and
θ2 destructive interference is not complete. In particular, at θB complete constructive interference
occurs. The width of the diffraction peak is quantified by the FullWidth atHalf Maximum which
can be estimated by
FWHM = 1
2
⋅(θ2− θ1) (6.23)
The above stated assumptions enable us to calculate the path difference between rays B and M and
C and O respectively. In analogy to the derivation of Bragg’s Law Equation 6.22, the path difference
is given by:
2 ⋅ t
2
sinθ2 = (n+ 12)λ⇒ t2 sinθ2 = (2 ⋅n+ 1)λ⇒ t2 sinθ2 = (p+ 1) (6.24)
2 ⋅ n
2
sinθ1 = (n− 12)λ⇒ t2 sinθ1 = (2 ⋅n− 1)λ⇒ t2 sinθ1 = (p− 1) (6.25)
By subtracting Equation 6.24 from Equation 6.25 one obtains:
t
2
(sinθ2− sinθ1) = λ⇔ t2 sin(θ2− θ12 )cos(θ2+ θ12 ) = λ (6.26)
Both θ1 and θ2 are angles close to the Bragg angle θB. Thus the following approximations hold:
θ1+ θ2
2
≈ θB (6.27)
sin(θ2− θ1
2
) ≈ (θ2− θ1
2
) (6.28)
Insertion of the approximations Equation 6.27 and Equation 6.28 into Equation 6.26 and with
the estimation of the FWHM given in Equation 6.23, an expression for the vertical grain size t is
obtained:
t = λ
FWHM ⋅cosθB (6.29)
The influence of the real crystal structure was neglected in this simplified model. A more precise
calculation leads to the introduction of the factor K into Equation 6.29 which depends on the crystal
structure and is 0.9 for monoclinic crystals like perylene [18, 28].
t = K ⋅ λ
FWHM ⋅cosθB (6.30)
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Figure 6.18.: Influence of finite grain size on peak broadening: (a) in case of an unstrained lattice, the
diffraction peak occurs at θB with no additional peak broadening. (b): in case of uniform
strain, the lattice constant d is slightly larger or smaller than the lattice constant of the
unstrained lattice d0 . Hence, Bragg’s law is fulfilled for a smaller or larger angle θ. (c):
nonuniform strain leads to different d-spacings in different areas of the lattice. Thus, the
peak consists of several superimposing Bragg peaks for each d which results in a broad
peak in the diffraction pattern.
Equation 6.30 is called the Scherrer equation and was derived by Paul Scherrer in 1918 [95, 96]. If
no other broadening effects (e.g. due to microstrain) would influence the peak profile, Equation 6.30
would enable us to calculate the vertical grain size from the position and the FWHM of Bragg peaks.
In reality, the diffraction patterns of x-ray scattering experiments on organic thin-film show an
additional peak broadening due to microstrain. In perylene, screw dislocation is one of the origins of
microstrain [97]. Besides that, the grains are also in contact with neighboring grains at their boundary
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surfaces and thus are strained. In consequence, each individual grain has regions where its lattice is
elastically deformed. Since these stresses can vary from one grain to another, it is called microstrain.
If the stress is constant over larger areas of the whole crystal it is referred to as macrostrain.
Microstrain is, in addition to the grain size influence on peak profile, influencing the diffractionMicrostrain
Broadening pattern of x-ray scattering experiments. Figure 6.18 shows three different scenarios. If the lattice is
unstrained (Figure 6.18,(a)), all lattice planes have the same distance d0. Thus, the diffraction peak is
centered at θB which fulfills Bragg’s law and is only broadened by grain size effects. A uniform strain,
which is a macrostrain, (Figure 6.18,(b)) enlarges (or reduces) the size of the unit cell and thus the
lattice constant is d′ ≠ d0. In case of tensile strain, the position of the Bragg peak is shifted to a lower
angle θ in respect to the Bragg angle, in case of compressive strain, the position is shifted to a higher
angle, respectively. A non-uniform strain, which is a typical microstrain phenomenon, can be seen
in Figure 6.18,(c). In case of non-uniform strain the lattice plaines inside a grain are bended. There
is no longer a constant distance d between the lattice planes, but, as some regions of the grain are
compressed whereas others are enlarged, d varies throughout the crystal. For each region with an
individual d, the Bragg condition is fulfilled for slightly larger or slightly lower angles than θB. These
Bragg peaks superimpose to a broad peak with the FWHM indicative for the average deviation of d
from d0 [18, 94, 98].
Quantitively, the microstrain is described as the quotient of the variation of the lattice constant ∆d
and the lattice constant d0 of the unstrained sample:
є = ∆d
d0
(6.31)
By differentiation of Bragg’s law, the dependance of the peak broadening ∆θ on ∆d can be obtained:
d = nλ
2sinθ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Equation 6.22
⇒ ∆d
∆θ
=−2 nλcosθ(2sinθ)2 (6.32)
The substituting nλ by 2d0 sinθ at the right hand side of Equation 6.32, and by approximating
2 ⋅∆θ = FWHM, the equation yields:
∆d =−22d0 sinθ ⋅cosθ(2sinθ)2 ⋅2FWHM⇔ FWHM =−2є tanθ (6.33)
є includes both tensile strain and compressive strain. Equation 6.33 enables to calculate the
microstrain from the FWHM of a diffraction peak if grain size effects can be neglected.
In general, peak broadening is not only caused by one of the afore mentioned influences but by all
three: instrumental broadening, vertical grain size broadening and broadening due to microstrain.
Hence, methods to extract the influence of all three contributions on the peak profile had to be
developed. An x-ray diffraction line can be described as the convolution of a Lorentz and a GaussianProfile Fitting of
X-ray Diffraction
Lines
peak called Pseudo-Voigt Profile. The intensity I(θ) can thus be written as:
I(θ) = I0 (χIL(θ)+(1− χ)IG(θ)) (6.34)
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I(θ) = I0 ⋅
⎛⎜⎜⎜⎜⎜⎝
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Lorentzian
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(6.35)
In Equation 6.35 θc is the center position of the peak, χ is a weighting factor, w is equivalent to the
total FWHMtot which is a combination of FWHMgr caused by the vertical grain size FWHMtmicro
caused by microstrain and FWHMteq caused by the equipment. The convolution of two or more
Lorentzian peaks indexed with i is a Lorentzian peak with a new FWHM:
FWHMLorentz =∑
i
FWHMiLorentz (6.36)
The convolution of two or more Gaussian peaks indexed with j is a Gaussian peak with new FWHM:
FWHM2Gauss =∑
j
(FWHM jGauss)2 (6.37)
In general, the influence of different broadening mechanisms on peak shape can be written as:
FWHMN =∑
n
(FWHMn)N (6.38)
As it was shown in the last two sections, the broadening effects due to grain size and microstrain
follow a different θ dependence (Equation 6.33, Equation 6.30). It is thus possible, to extract grain
size and the microstrain by measuring the FWHM of different diffraction peaks, e.g. (001), (002)
etc. [99] by using the equation derived byWilliamson and Hall:
FWHMN = ( λK
t cosθ
)N +(2є tanθ)N (6.39)
Equation 6.39 is a general equation, with the special cases N = 1 for purely Lorentzian peaks and
N = 2 for purely Gaussian peaks. It can be shown that grain size effects result in broadening of
the Lorentzian peak profile while microstrain leads to a broadening of the Gaussian peak profile
[18, 100, 101].
Thus, Equation 6.39 has to be rewritten to:
(FWHM)2 = ( λK ⋅FWHM
t cosθ
)+(2є tanθ)2 (6.40)
Equation 6.40 is an extension of the standardWilliamson Hall formula. By plotting the FWHM for
different peaks against θ and by fitting Equation 6.40 to the data, the microstrain є and the vertical
grain size t can be extracted. This method is calledWilliamson-Hall Plot and is employed in this Williamson-Hall
Plotthesis for the extraction of microstrain and vertical grain size from peak broadening 36.
36In their original work, Williamson and Hall suggested that the total broadening due to microstrain and vertical grain
size can be calculated by adding up the two broadening effects FWHM = FWHMGrainsize +FWHMMicrostrain . Thus,
Equation 6.39 can be converted to have the form of a linear: FWHM ⋅cosθ = Kλt +2 ∣є∣sinθ. Microstrain and vertical
grain size can thus be obtained by fitting a linear to the data of FWHM ⋅cosθ plotted against sinθ. [28, 99]
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The instrumental broadening consists of both Lorentzian andGaussian contributions. To determine
the effect of the equipment on peak broadening, a reference specimen with large grains and without
microstrain is taken. The FWHM caused by the equipment can be plotted against θ for all diffraction
peaks of the sample. These data points follow the empirical formula [102]:
(FWHMEquip)2 =U ⋅(tanθ)2+V tanθ +W (6.41)
U , V and W are empirical parameters determined by the fit. By knowing the influence of the
equipment on FWHM for a specific diffraction peak at position θ and with Equation 6.41, the FWHM
can be corrected to determine only the influence of microstrain and vertical grain size on peak
broadening [18]:
FWHMsample =√(FWHMmeas−FWHMEquip)+√(FWHMmeas−FWHMEquip)2 (6.42)
One has to note that all of the above considerations apply to both the copper Kα and Kβ line. Real
peak profiles are thus a superposition of two Pseudovoigt profiles for Kα and Kβ peak respectively.
In addition to measurements in θ/2θ (or Bragg-Brentano) geometry, Rocking curve scans wereRocking curve
scans carried out. In θ/2θ geometry, only grains with Bragg planes parallel to the vector of momentum
transfer K⃗ (and thus only grains growing perpendicular to the substrate surface) contribute to the
scattered intensity. However, the grains in a polycrystalline sample can also be tilted. In Rocking
curve geometry, the angle 2θ is fixed at 2θB, that is in the maximum of the diffraction curve obtained
in θ/2θ geometry. Then the sample holder is tilted by changing ω. The width of the thereby obtained
peak is indicative for the extent of tilted grains in the sample. A smaller width in the Rocking curve
indicates a better ordered film.
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(b) Rocking curve
Figure 6.19.: Different measurement geometries for x-ray scattering. (a): In XRR and Bragg-Brentano
XRD geometry, the sample holder is rotated by an angle ω = θ while the detector is
simultaneously rotated by 2θ. The geometry for both XRR and Bragg Brentano XRD is the
same, but for the angular range in which the sample holder and the detector move. (b) in
Rocking curve geometry, the detector is fixed at 2θ = 2θB while the sample holder is moved
in a small angular range ω = θB ±∆ω.
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X-ray measurements carried out at angles next to the critical reflection threshold are called X-ray X-Ray reflection
reflection (XRR). The scattering does not take place at the crystal lattice planes but at the interfaces
between different layers of the sample, e.g. thin-film and substrate. X-rays reflected from different
interfaces within the sample interfere with each other. The interference pattern is a set of maxima
and minima called Kiesing fringes, the distance between two maxima depends on path difference
between an x-ray scattered at the thin-film surface and an x-ray scattered at the interface. Hence,
the thin-film thickness can be derived from XRR measurements. Furthermore, the amplitude of the
oscillations depends on the difference of the electron density below and above the interface. XRR is
also sensitive to the density of the thin-film and to the surface roughness. However, in this thesis,
XRR is only utilized for the determination of the thin-film thickness on polymeric dielectrics. A
detailed discussion can be found in [18, 28, 102, 103].
6.2.7. Ellipsometry
Ellipsometry is a spectroscopic method that, given the optical properties of the investigated material
are known, can easily determine the film thickness. In Variable Angle Spectral Ellipsometry (VASE),
linear polarized light impinges the sample under a variable angle and is detected after passing another
polarization under the same angle. Depending on sample thickness and optical constants, the light is
elliptically polarized as the partition of the electrical field vector parallel to the surfaces is reflected in
a different way than the electrical field vector perpendicular to the surface. As VASE is only used to
confirm the film thickness measured by QCM (Subsection 6.1.3), it is not discussed in detail here. A
much more detailed description of VASE can be found in [18, 88, 104].
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CHAPTER 7
Results & Discussion I -
Novel organic adhesives
7.1. Introduction and motivation
Todays research on organic thin-film transistors concentrates mostly on device performance en-
hancement. An OTFT’s device performance can be influenced in many ways. The most obvious
is the change in the active layer material. Today, a large variety of small molecules can be synthe-
sized. Measurements, however, show that the best OTFT performance can be achieved with the
simple molecule pentacene. [8–10] Obviously, chemists can make the active layer molecule more
complex. On the other side, there is no way to make small molecule simpler than the PAHs. As
already discussed in Chapter 2, a highly ordered arrangement of the molecules in the thin-film is
beneficial for the charge transport. For more complex molecules, it is more difficult to arrange in a
highly ordered fashion. Therefore, the most simple small molecules perform best in OTFTs. Hence,
tailoring of the active layer material will not lead to OTFTs with superior device performance. The
morphology and crystallinity of a thin-film of a given active layer material can be influenced by
production parameters like substrate temperature, evaporation rate and distance between evaporation
source and substrate [18, 28]. By optimizing these parameters, the crystallinity and in turn the device
performance can be enhanced. However, this attempt is very time consuming and presumably not
very promising. In preliminary studies, we were able to achieve a performance enhancement of about
one order of magnitude by optimizing the production parameters [52]. This is by far not sufficient
to compete against inorganic devices. As both the optimization of the active layer material and of
the production parameters cannot yield the performance enhancement needed to compete against
inorganic devices, novel ways to improve the performance have to be found and investigated.
Several publications indicate that in OTFT production the surface free energy of a substrate has
a profound influence on both device performance and thin-film formation. An enhancement of
the device performance by several orders of magnitude was reported. (e.g. [11–13, 105]). In two
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publications, we were able to derive a clear correlation between the adhesion energy of the organic
thin-film on the substrate and the film perfection [14,15]. As the adhesion energy is proportional to the
surface free energy, both statements can be regarded as equivalent. Dielectric surface modifications
(DSMs) are able to influence the surface free energy of a substrate to a large extent. Hence, the
application of DSMs can be the route towards performance improvement.
While other groups basically have used existing polymers and molecules that form self-assembling
monolayers by a trial-and-error approach, our attempt to gain performance enhancement by DSMs
is unique: in the first approach that we call DSMs chosen by knowledge, we have chosen dielectric
surface modifications by the knowledge of their previously determined interfacial tension (IFT, see
Chapter 5). In order to systematically study the influence of dielectric surface modifications in detail,
DSMs are needed that lead to a clearly distinguishable adhesion energy of the perylene film. Most
desirable would be a DSM leading to a low adhesion energy, a DSM leading to a high adhesion energy
and a DSM leading to an intermediate adhesion energy. To fulfill these requirements, the polymeric
dielectrics PDMS, PS and PMMA were chosen. They posses a very low adhesion energy (PDMS), an
adhesion energy in the order of the cohesive energy of perylene (PS) and a high adhesion energy
(PMMA), respectively. Thin-films of the polymers were produced by spin-coating upon cleaned SiO2
substrates to be used as polymeric dielectrics. XRR measurements were performed to determine
the thickness of the resulting polymeric dielectric. Subsequently, contact angle measurements were
carried out to determine the surface free energy of the polymeric dielectrics which confirm the IFT
given in [74, 106] (see Section 7.3).
However, the number of polymers that are suitable as DSMs is limited. Therefore, novel DSMs
are needed to tailor the SFE. This is our second approach, which is called Novel dielectric surface
modifications by design. Starting point of our optimization is the SAM octadecyltricholosilane (OTS).
In order to find a design rule for an optimized SAM, the influence of the different building blocks of
the SAM on adhesion energy and on device performance have to be investigated. Therefore, novel
SAMs with different active-layer endgroups, different substrate-binding endgroups and a modified
backbone were designed. With the insight gained in this investigation, we aimed at the production of
a novel DSM with a very low SFE.
In cooperation with chemists of the Institute for Organic Chemistry (IOC) of Prof. Carsten
Bolm, Novel dielectric surface modifications by design were developed and synthesized. Calculations
based on DFT (Density functional theory) were conducted to determine the relaxed geometry and
vibrational spectra of the neutral molecule. Subsequently, the novel DSMs were solved in hexane
and SAMs were formed by immersion as described in Subsection 6.1.2. However, the optimal
production parameters like immersion time and molecular concentration are not the same for each
SAM. Therefore, solutions with different concentrations were used to test the optimum production
parameter. In this thesis, the optimization will be presented for two prominent examples: PhTTS
and HFSAM. For all novel DSMs, the SFE and the adhesion energy was determined by contact angle
measurements (see Section 7.4, Section 7.5, Section 7.6). On all DSMs, both chosen by knowledge and
designed ones, perylene thin-film transistors alongside with samples with a continuous thin-film
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for morphology and crystallinity measurements were produced by VTE. At least six AFM scans
were performed on each sample, different scan sizes of 25×25µm2, 10× 10µm2 and 5× 5µm2 were
employed. Statistical data like correlation length and the RMS roughness were determined. In order
to give a visual impression of the film perfection, a three-dimensional representation of a 5×5µm2
scan is presented. To gain information on the crystal quality of the thin-films, Bragg-Brentano and
Rocking curve XRD measurements were performed. The first two Bragg peaks ((001) and (002))
and the rocking curves are presented for thin-films on all DSMs. By Williamson-Hall analysis
(see Subsection 6.2.6), the microstrain of the thin-films was quantified. The aim of this study is to
investigate the influence of different dielectric surface modifications on OTFT device performance
and film perfection. While the device performance can be easily quantified by one measure - the
mobility µ which influences the switching speed as well as the current resolution between ON and
OFF state - no such quantities can be found for the film quality. The film quality can be evaluated by
different parameters such as film roughness, correlation length, microstrain, FWHM of the rocking
curve or integral intensity of the first order Bragg reflection. As some of these parameters influence
each other while others are independent, it is not possible to introduce one single measure that
quantifies film perfection. Hence, all quantities will be presented and discussed in the following
sections. In case of electrical characterization of the produced OTFTs, the best mobilities of all
transistors produced on the specific DSM alongside the average mobility is presented. In most cases,
14 transistors have been characterized. The results of the electrical characterization and of AFM scans
and XRD measurements will be presented in the following sections. The chapter is concluded with a
discussion and a summary of the results.
7.2. Preamble: the determination of the surface free energy and
cohesive energy of perylene
One of the aims of this chapter is the investigation of a potential correlation between the adhesion
energy of perylene thin-films and the device performance of OTFTs as indicated in [14, 15]. Therefore,
as discussed in Chapter 5, the surface free energy of both the modified substrate and of perylene
thin-films has to be known. While the measurements of the SFEs of different DSMs will be presented
in the following sections, this section deals with the determination of the SFE of perylene.1
In contrast to measurements on inorganic surfaces, on most polymers and on strongly bonded
SAMs, perylene thin-films show the tendency to be solved by almost all liquids commonly used for
contact angle measurements. In order to identify suitable liquids for contact angle measurements,
solubility tests were performed. For a first test, perylene powder was given into a clean test-tube filled
with the liquid under investigation. The solubility was evaluated by a visual inspection of the test-tube
after some minutes, some hours and a day. While some liquids solved the perylene within minutes
1The measurements presented in this section were carried out by Stefan Lahme, diploma student at 1. Institute of Physics,
under my supervision. The results were previously stated in S. Lahme’s diploma thesis.
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(e.g. 2, 2′-Thiobisethanol) as indicated by a greenish colouring of the liquid, in the case of others
dissolution of perylene was observed not until after one hour (e.g. Diethyleneglycol). In case of some
liquids, it took even one day to solve the perylene (e.g. Ethyleneglycol). However, after one day, all
potential liquids except Water and Glycerol had solved the perylene and were therefore excluded
from the measurements. A test with glycerol and perylene thin-films on silicondioxide showed that
perylene is not solved from the substrate but physically lifted, presumably due to the high viscosity of
Glycerol. Hence, the only suitable liquid for the determination of the surface free energy of perylene
is water. The equation-of-state approach based on Bertholds-rule (see Equation 5.44) facilitates the
determination of the surface free energy from contact angle data of one liquid:
(1+cosθ)γl = 2√γsγl ⋅ e−β(γ l−γs)2 (7.1)
This equation was employed to measure the surface free energy of perylene. Due to the usage of only
one liquid in Equation 5.44, potential errors in the IFT of the liquids cannot be compensated by fitting
Equation 5.44 to a set of data. Therefore, the precise knowledge of the IFT of water is indispensable.
Kwok and Neumann showed that γl ,H2O = 72.7mN/m2 leads to reproducible SFE values for polymers.
Hence, this value is also used for our analysis. A larger number of contact angles was measured on
different perylene thin-films yielding an average value of θH2O = (96.5± 1.8)○. Insertion of θH20 into
Equation 5.44 yields γPerylene = (25.1± 1.5)mN/m. In this calculation, the error of the IFE of water
was set to 1mN/m, the error for the empirical parameter β was arbitrarily set to 10%. The surface
free energy of perylene is used for the calculation of the adhesion energy of perylene thin-films on
different DSMs in the following sections. The cohesive energy of perylene is
Ecoh,Perylene = (50.3± 3.0)mN/m. (7.2)
7.3. Polymeric dielectrics
In order to systematically study the influence of dielectric surface modifications, DSMs are needed
that lead to a clearly distinguishable adhesion energy of the perylene film. Most desirable would
be a DSM leading to a low adhesion energy, a DSM leading to a high adhesion energy and a DSM
leading to an intermediate adhesion energy. Studying these extremes should enable us to gain a
deeper insight into the influence of adhesion energy on OTFTs and into the potential of this approach.
In case of polymeric dielectrics, DSMs fulfilling the requirements can easily be found as a large
variety of polymers have already been studied regarding their IFT in the past. Hence, the attempt
to find suitable DSMs is to chose from commercially available compounds. Subsequently, the SFE,
which is assumed to be similar to the IFT, has to be confirmed by contact angle measurements on the
polymeric dielectric produced2. This is followed by the calculation of the adhesion energy. In this
2Note, that IFT refers to the interfacial tension of the bulk polymer material while SFE refers to the surface free energy of
the dielectric surface modification formed by the respective polymer.
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Figure 7.1.: Determination of the surface free energy of PDMS, PS and PMMA by the equation of state
approach. Polymeric dielectric films of PDMS show a very low SFE while films of PMMA
show a very high SFE. Films of PS have an intermediate SFE. The SFE determined is in good
accordance with the IFT (see Table 7.1)
study, the polymeric dielectrics PDMS (poly-(dimethylsiloxane)), PS (poly-(styrene)) and PMMA
(poly(-methylmethacrylate)) were applied.
The three different polymers which are processable by spin-coating were chosen to act as polymeric
dielectrics. By contact angles measurements, the SFE of the polymers was determined by the equation
of state approach (Figure 7.1). As predicted, the SFE is similar to the IFT and is the lowest for PDMS, SFE of polymeric
dielectricsintermediate for PS and highest for PMMA. The calculated adhesion energies for perylene thin-films
condensing on these surfaces are Eadh = (44.1± 1.4)mN/m for PDMS, Eadh = (54.6± 1.8)mN/m for PS
and Eadh = (61.2±2.1)mN/m for PMMA, respectively. For comparison: the cohesive energy of perylene
is Ecoh = (50.3±3.0)mN/m. The values of the average contact angles measured for all employed liquids,
the SFE and the adhesion energy are summarized in Table 7.1.
Two different samples were prepared upon each dielectric surface modification. One, which was Morphology and
structural
properties
evaporated through a shadow mask as described in Subsection 6.1.3 was used for OTFT production, a
second with a continuous perylene film was used for AFM and XRDmeasurements. A representative
AFM scan of perylene grown on each polymeric dielectric and a reference sample without DSM can
be found in Figure 7.2. Qualitatively, one can see, that perylene grown on PDMS and PS shows grains
of a constant height with an almost uniform grain size over the whole sample area. The grains are
orientated parallel to the substrate surface. Thin-films grown on PMMA and on the reference surface
show grains with a broad grain size distribution, the grains are not orientated parallel to the substrate
surface but are tilted with respect to the surface normal. Table 7.2 lists the RMS roughness and the
95
Chapter 7: Results & Discussion I - Organic Adhesives
correlation length obtained from AFMmeasurements on the perylene films. While the correlation
length decreases from PDMS over PS to PMMA, the roughness shows no clear trend. Interestingly,
the reference sample shows the largest correlation length of the measurements series. This can be
explained by a visual inspection of Figure 7.2(d). Typically, the correlation length is proportional to
the average grain size [104]. As the grains are tiltet to a large extent, the highest point of a grain is
not located on the center but on the edge of the grain which leads to a overestimation of correlation
length in comparison for flat grains. Figure 7.3 shows the (001) and (002) Bragg reflections and the
rocking curve measured in the (001)-reflection for thin-films produced on the polymeric dielectrics.
Without any further quantification, one can easily see that the XRDmeasurements on perylene grown
on PDMS shows the highest maximum and integral intensity as well as the most narrow rocking
curve. This is indicative for a high degree of crystallinity and texture. A clear trend is observable: the
lower the adhesion energy of the perylene film on the respective DSM, the higher is the intensity
and the narrower the rocking curve. Table 7.1 lists the microstrain of the thin-films as obtained from
Williamson-Hall plots, which is lowest - indicating high film perfection - for PDMS and highest for
the reference sample. Regarding all observations listed above it is safe to say that the film quality
Table 7.1.: Contact Angle Data, Surface Free Energy γs and Adhesion Energy Eadh for polymeric
DSMs. W=deionized water, G=glycerol, E=ethyleneglycol, D=diethyleneglycol, 2=2-2’-
Thiobisethanol. For comparison, the IFT of the polymers as determined by Kwok and
Neumann [74] is presented.
Contact Angle Data / ○
DSM αW αG αE αD α2 γS / mN/m Eadh/ mN/m IFT
PDMS 101.9±0.6 95.9±0.4 83.9±0.1 78.8±0.1 / 19.5±0.6 44.1± 1.4 19.8
PS 90.1±2.17 75.4±0.4 63.0±0.1 50.0±0.3 73.9±2.0 29.8±0.5 54.6± 1.8 29.9
PMMA 70.4±0.7 64.9±0.5 / / 49.4±0.2 39.2±0.7 61.2±2.1 38.5
Table 7.2.: Statistical values obtained from AFM scans and microstrain determined via Williamson-Hall
plot for polymeric dielectrics
DSM Eadh / mN/m Roughness / nm Correlation Length / nm Microstrain / %
PDMS 44.1± 1.4 6.8±0.3 160.0±4.5 0.034±0.001
PS 54.6± 1.8 14.5±0.7 152.0± 12.0 0.091±0.002
PMMA 61.2±2.1 7.1±0.1 145.6±8.7 0.160±0.004
Reference 66.6±2.8 20.1± 1.4 200.6± 31.1 0.197±0.005
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(a) PDMS, 5× 5µm2 (b) PS, 5× 5µm2
(c) PMMA, 5× 5µm2 (d) Reference, 5× 5µm2
Figure 7.2.: AFM scans of perylene grown on polymeric dielectrics in comparison to a reference sample.
Perylene grown on PDMS, PS shows large, uniform grains, the film morphology indicates a
preferred growth direction perpendicular to the surface with islands without any inclination.
Perylene grown on PMMA and on silicondioxide shows a reduced film perfection and tilted
islands indicating varying inclined growth directions.
shows a clear correlation to the adhesion energy. The lower the adhesion energy of the perylene
thin-films on the respective DSM, the higher is the film perfection.
Table 7.3 lists the results of the electrical characterization of perylene thin-film transistors produced Electrical
characterizationon polymeric dielectrics, Figure 7.4 shows the transfer characteristics of the best TFTs on each DSM.
The transistors on all DSMs show a hysteresis behavior. In Figure 7.4(d), only the OFF to ON branch
of the transfer characteristic is shown. From Figure 7.4(d) as well as from Table 7.3 on can see that
perylene TFTs produced on PDMS show superior device performance. The averagemobilitymeasured
on TFTs on PDMS is three orders of magnitude higher than the onemeasured for the reference sample.
Overall, a clear correlation between adhesion energy and device performance can be confirmed. In
addition to the average mobility and the best mobilities of all measured transistors on one specific
DSM, the hysteresis broadening is given. The hysteresis broadening, given in Volts, is arbitrarily
defined in this thesis as the voltage difference between the branch of the transfer characteristic which
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Figure 7.3.: Bragg-Brentano (large plot) and Rocking curve (inset) data for perylene thin-films grown on
polymeric dielectrics and on a reference substrate. Perylene thin-films grown on PDMS show
by far the highest crystal quality, followed by PS and PMMA.
is passed through fromOFF to ON and ON to OFFmeasured at ID = 100pA3. As implied in Chapter 3
and investigated in detail in Chapter 9, the hysteresis is indicative for the trap-state density in the
organic layer and at the organic/DSM interface. In summary, perylene thin-films and TFTs produced
on polymeric dielectrics show a large variation of film quality and device performance with adhesion
energy. Films and TFTs produced on PMMA, which leads to a high adhesion energy of the perylene
film upon the DSM, offer low mobilities and film perfection. In contrast, films on PDMS show a
superior device performance and high film perfection.
3As the measurement was carried by increasing the gate voltage in steps of 0.5 V, the hysteresis broadening only be given
in with a precision of 0.5 V.
Table 7.3.: Average andbestmobilities obtained from transfermeasurements onperyleneTFTsproduced
on polymeric dielectrics.
DSM Eadh / mN/m Average Mobility / cm2/Vs Best Mobility / cm2/Vs Hysteresis / V
PDMS 44.1± 1.4 (2.8±0.9) ⋅ 10−2 (3.9±0.1) ⋅ 10−2 11
PS 54.6± 1.8 (5.2±0.7) ⋅ 10−3 (6.1±0.1) ⋅ 10−3 4
PMMA 61.2±2.1 (7.9±0.4) ⋅ 10−4 (8.6±0.1) ⋅ 10−4 22.5
Reference 66.6±2.8 (2.7± 1.0) ⋅ 10−5 (4.1±0.1) ⋅ 10−5 23
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(a) PDMS (b) PS
(c) PMMA (d) Comparison of polymeric DSMs
Figure 7.4.: Transfer characteristics of perylene OTFTs with polymeric dielectrics: PDMS, PS and PMMA.
Transistors produced on PDMS show superior device performance. Transistors on all
polymeric dielectrics outperform OTFTs produced on unmodified SiO2 .
7.4. Self-assembling monolayers: From OTS to generation I SAMs - the
role of active layer endgroups
Besides polymeric dielectrics, the most prominent class of DSMs are the self-assembling monolayers.
While a variety of SAMs on gold surfaces were studied in the past [86], OTS, which is short for oc-
tadecyltrichlorosilane is the most common SAM for SiO2 modification. The process of chemisorption,
which is responsible for the self-assembly of OTS on SiO2, is discussed in Subsection 6.1.2. In order
to study the optimization potential of the standard preparation procedure of OTS4, two additional
sample series were produced. In one case, we enlarged the immersion time from 1h to 24h, in the
second case, we cleaned the sample with hexane in an ultrasonic bath for 15min subsequent to the
4as presented in Subsection 6.1.2
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(a) PhTTS
(b) NaTTS (c) OTS
Figure 7.5.:Molecular structure of PhTTS (a),NaTTS (b) andOTS(c) as calculatedbygeometry optimization
by Gaussian. Section 7.4 aims at the understanding of the influence of the active layer
endgroup on adhesion energy. In case of PhTTS, the methyl endgroup of OTS is substituted
by a phenyl ring. In case of NaTTS, the methyl endgroup of OTS is substituted by a naphtyl
group. The backbones are similar in all three cases. The same substrate binding endgroup
is used for all three SAMs. Note that while the naphtyl endgroup of NaTTS is located in the
same plane as the CH2 backbone, the phenyl-endgroup in case of PhTTS is located in a plane
perpendicular to the plane of the CH2 backbone. The respective coordinates taken from the
Gaussian output can be found in the appendix. Carbon atoms aremarked as dark gray, silicon
atoms are medium gray, hydrogen atoms are marked as light gray, sulfur atoms are yellow.
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(a) OTS (b) PhTTS
(c) OTS, PhTTS and NaTTS
Figure 7.6.: Determination of the surface free energy of OTS prepared by different procedures(a), OTS
producedbyusing standardproductionparameters yields the lowest SFE(a). (b): SFEof PhTTS
prepared from solutions with different concentrations. In case of PhTTS, a concentration of
1:250 leads to the lowest SFE. (c): Comparisonof theSFEofOTS, PhTTSandNaTTS. Substituting
the methyl endgroup of OTS by phenyl or naphthyl leads to an increase in dispersive dipole
strength. Hence, the SFE is highest for NaTTS, followed by PhTTS and lowest for OTS.
immersion. Contact angles results and the calculated SFE and Eadh can be found in Table 7.4. The
fit of the equation of state to the contact angle data to obtain the SFE can be seen in Figure 7.6(a).
While the immersion time does not change the SFE, which means that the self-assembly process
during immersion has to be finished within one hour, the subsequent hexane treatment leads to
an increase in SFE. As the section shows, a lower SFE is beneficial for a high film perfection and
good TFT device performance. Hence, all following OTS SAMs were produced by the standard
procedure. The adhesion energy of a perylene film upon standard OTS is Eadh = (44.3± 1.4)mN/m.
Phenyltridecyltrichlorosilane, short PhTTS, was the first novel DSM by design which was developed
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and synthesized in cooperation with the IOC. The aim of the first series of novel dielectric surface
modifications by design was to study the influence of the active-layer endgroup on the SFE.
The different end-groups were applied to systematically tailor the surface free energy of the SAM
formed and thus to control the perylene adhesion. As a change in the endgroup influences the
strength of the permanent dipoles at the DSM-perylene interface as well as the polarizability of the
SAM molecule, the SFE is changed in turn. We have assumed that the phenyl end-group leads to
a higher SFE than the methyl termination of OTS while the naphtly end-group leads to a higher
SFE than phenyl. This assumption is based upon both calculations of the static dipole moment with
Gaussian 09, using B3LYP functionals and upon the approximation of the strength of the dispersive
dipoles. The results of the geometry optimization by Gaussian 09 can be found in Figure 7.5. The
calculations of the static dipole moment yield a minor increase of the static dipole moment from
OTS (2.9Debye) over PhTTS (2.9Debye) to NaTTS (3.1Debye). However, by changing from σ-bound
methyl to π-rich systems like phenyl and naphtly, the polarizability, the dispersive dipole moment
and in turn the SFE is increased. These assumptions will be confirmed below. The novelty of this
attempt is that the DSMs were designed specifically to tailor the adhesion energy.
While the substrate binding endgroup, SiCl3 and the backbone, tridecyl, are similar to OTS5,
the active layer endgroup is changed from methyl to phenyl, which is an aromatic. The relaxed
geometry of PhTTS was determined in DFT calculations. The optimized geometry can be found in
Figure 7.5(a). Since PhTTS is the first tridecyltrichlorosilane-based DSM, we investigated SAM layersSFE of Gen. 0 and
Gen. I SAMs produced from solutions with different concentrations. The results of the contact angle measurements
and the SFE and Eadh as determined by the equation of state approach (see Figure 7.6(b)) can be
found in Table 7.4. The SFE are similar for SAM layers produced from solutions with different
concentrations. A concentration of 1 ∶ 250 leads to the lowest SFE, the perylene adhesion energy for
this system is Eadh = (53.5± 1.8)mN/m which is, in the range of the error bars, similar to the cohesive
energy of perylene, which is Ecoh = (50.3± 3.0)mN/m. All following novel DSMs were produced
in a concentration of 1 ∶ 250 which was only varied when major problems, such as haze on the
substrates due to very rough SAM layers or molecular agglomeration, occurred during production.
This approach is justified by the relatively small synthesis yield which demanded economical use of
the stock. The second representative of the first generation of novel dielectric surface modifications
by design is naphtyltridecyltrichlorosilane (NaTTS). In case of NaTTS, the methyl group, which is
the active layer endgroup in case of OTS, was substituted by a naphtyl group, another aromatic. The
relaxed geometry of NaTTS was determined in DFT calculations; the optimized geometry can be
found in Figure 7.5(b). SAMs of NaTTS show a comparatively high SFE as can be seen in Figure 7.6(c)
and Table 7.4, which compares all SFEs of Generation I SAMs. The adhesion energy of perylene
upon NaTTS is Eadh = (55.1± 1.7)mN/m. In analogy to the previous measurement series presented inMorphology and
sturctural
properties
Section 7.3, the six AFM scans were performed and analyzed (see Table 7.5). The three-dimensional
representation of the AFM scans can be found in Figure 7.7. Perylene films grown on both OTS and
5but for the chain length of the backbone, which contains of 13 C atoms in case of PhTTS and 18 C atoms in case of OTS
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PhTTS show grains growing parallel to the surface normal with a uniform size. Perylene grown on
NaTTS shows tilted grains. These investigations are supported by the statistical data summarized in
Table 7.5. While the roughness is low for perylene grown on OTS and PhTTS, it is comparatively high
for perylene grown on NaTTS. Figure 7.8 shows the results of the XRDmeasurements on OTS, PhTTS
andNaTTS. As observed before in the case of polymeric dielectrics, XRD data show a clear correlation
between the adhesion energy of perylene on a given DSM and crystallinity of the perylene film grown
on the respective DSM. The Bragg peaks measured for perylene on OTS show the highest intensity,
the rocking curve for OTS is narrow in comparison to measurements on PhTTS and NaTTS based
samples. The previously observed correlation between adhesion energy and device performance was
hence confirmed.
OTFTs on OTS, PhTTS and NaTTS were produced and characterized. As expected, the device Electrical
characterizationperformance shows a clear correlation to the adhesion energy as can be seen in Table 7.6. Another
Table 7.4.: Contact Angle Data, Surface Free Energy γs and Adhesion Energy Eadh for OTS and PhTTS pre-
pared by different procedures, andNaTTS.W=deionizedwater, G=glycerol, E=ethyleneglycol,
D=diethyleneglycol, 2=2-2’-Thiobisethanol
Contact Angle Data / ○
DSM αW αG αE αD α2 γS / mN/m Eadh/ mN/m
OTS(Standard) 103.6± 1.4 95.8± 1.0 83.2± 1.1 77.2±0.7 86.9±0.7 19.7±0.5 44.3± 1.4
OTS(24h) 104.7±2.3 96.1±0.9 82.4±0.8 77.0±0.9 86.7±0.5 19.7±0.5 44.3± 1.4
OTS(Hexane) 101.7± 1.9 91.4± 1.0 78.8±2.3 70.8±2.7 81.2± 3.1 22.1±0.7 47.1± 1.6
PhTTS 1:50 90.2± 1.2 82.1± 1.9 61.6± 1.4 50.7± 1.2 60.9±6.0 29.7±0.6 54.5± 1.7
PhTTS 1:250 91.0±2.1 52.6±6.2 64.6±2.2 52.8± 3.6 69.5± 3.0 28.4±0.8 53.5± 1.8
PhTTS 1:1000 87.2± 1.9 79.1± 1.9 61.8±0.5 52.2± 1.5 63.8± 1.5 30.0±0.6 54.8± 1.8
PhTTS 1:5000 90.3±2.9 80.4±2.5 59.4±2.4 51.4±2.7 64.2± 1.6 30.2±0.7 54.9± 1.8
NaTTS 90.0± 1.5 84.0±2.3 65.1± 1.4 47.1±2.8 57.7± 1.3 30.5±0.6 55.1± 1.7
Table 7.5.: Statistical values obtained from AFM scans and microstrain determined via Williamson-Hall
plot for polymeric dielectrics
DSM Eadh / mN/m Roughness / nm Correlation Length / nm Microstrain / %
OTS 44.3± 1.4 8.2±0.5 281± 13 0.038±0.001
PhTTS 53.5± 1.8 5.3± 1.8 115± 19 0.039±0.002
NaTTS 55.1± 1.7 17.4± 1.9 253± 39 0.083±0.004
Reference 66.6±2.8 20.1± 1.4 201± 32 0.197±0.005
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(a) OTS, 5× 5µm2 (b) PhTTS, 5× 5µm2
(c) NaTTS, 5× 5µm2 (d) Reference, 5× 5µm2
Figure 7.7.: AFM scans of perylene thin-films grown on Generation 0 and Generation I SAM dielectric
surface modifications: OTS, PhTTS and NaTTS. Similar to perylene on polymeric dielectrics,
two samplewithhigh filmperfection (OTS, PhTTS) and two sampleswith lower filmperfection
(NaTTS, Reference) can be identified.
interesting conclusion can be drawn from Figure 7.9. In the case of polymeric dielectrics the hysteresis
is comparatively small and was similar for TFTs on all polymeric dielectrics. In contrast, the hysteresis
broadening varies by a large degree for the different SAM DSMs, between narrow (in case of PhTTS,
Figure 7.9(b)), medium (in case of OTS, Figure 7.9(a)) and very broad (in case of NaTTS, Figure 7.9(c)).
This can be attributed to a large difference in number density and energetic distribution of trap states
induced by the DSM. Trap states are able to influence the device performance of OTFTs to a large
degree. If a large fraction of available charge carriers are trapped during their transition through the
OTFT channel, the device performance is effectively reduced. Same holds if the the charge carriers
are trapped for a time that is much longer than the typical transition time of a charge carrier moving
through the channel. Hence, understanding and controlling the trap states is very important for the
production of high performance OTFTs. Chapter 9 focusses on the influence of trap states on charge
transport in polycrystalline organic materials.
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Figure 7.8.: Bragg-Brentano (large plot) and Rocking curve (inset) data for perylene thin-films grown on
OTS and generation I SAMs.
In summary, the trend observed for polymeric dielectrics also holds for OTS and Generation I
SAMs: a low perylene adhesion energy leads to high film perfection and good device performance.
By a change of the active layer endgroup, the SFE can be changed by a large degree which influences
perylene adhesion. First measurements on novel DSMs show that the topmost goal of the application
of organic adhesives as dielectric surface modifications was achieved: organic thin-film transistors
were produced that are capable of outperforming transistors on standard silicondioxide by utilizing
novel organic adhesives.
Table 7.6.: Averageandbestmobilities obtained fromtransfermeasurementsonperyleneTFTsproduced
on Generation 0 and Generation I dielectrics.
DSM Eadh / mN/m Average Mobility / cm2/Vs Best Mobility / cm2/Vs Hysteresis / V
OTS 44.3± 1.4 (1.4±0.4) ⋅ 10−2 (1.9±0.1) ⋅ 10−2 38.5
PhTTS 53.5± 1.8 (5.0± 3.0) ⋅ 10−3 (9.1±0.1) ⋅ 10−3 2
NaTTS 55.1± 1.7 (3.2±0.1) ⋅ 10−4 (5.0±0.1) ⋅ 10−4 63.5
Reference 66.6±2.8 (2.7± 1.0) ⋅ 10−5 (4.1±0.1) ⋅ 10−5 23
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(a) OTS (b) PhTTS
(c) NaTTS (d) Comparison of Gen. 0 and Gen. I SAMs
Figure 7.9.: Transfer characteristics of perylene OTFTs with Generation 0 and Generation I SAM dielectric
surface modifications: OTS, PhTTS and NaTTS. Despite the relatively large hysteresis, OTS-
based TFTs outperform other TFTs on Generation I DSMs.
7.5. Self-assembling monolayers: Generation II - the role of substrate
bonding endgroups
The change of the active-layer endgroup aimed at tailoring the surface free energy as discussed in the
previous section. The design of novel DSMs with different substrate-binding endgroup is desirable
due to various reasons. The substrate-binding endgroup determines how the SAM binds to the
substrate. Hence, on the one hand side, the substrate-binding endgroup influences the density of
SAM molecules on the substrate which in turn influences the SFE. On the other hand side, the
substitution of the SiCl3 by different compounds makes designed DSMs applicable to a large variety
of substrates. For example, by substituting SiCl3 by a thiole group (R-S-H), our SAMs, which were
designed for the application on silicondioxide, can be applied to gold surfaces. By the design of novel
SAMs literally every active layer molecule can be paired with a large variety of substrates. Hence,
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(a) ODV (b) PhDV
(c) OTBS (d) PhTBS
Figure 7.10.:Molecular structure of ODV(a), PhDV(b), OTBS (c), and PhTBS (d) as calculated by geometry
optimization by Gaussian. In Section 7.5, the influence of the substrate binding endgroup
on the adhesion energy is investigated. While the backbone is the same for all molecules,
the substrate binding endgroup is changed from SiCl3 to vinyl and branched SiCl3 groups.
Methyl and phenyl were chosen as active layer endgroups. Carbon atoms are marked as
dark gray, silicon atoms are medium gray, hydrogen atoms are marked as light gray, sulfur
atoms are yellow, oxygen atoms are red.
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(a) ODV,ODBV (b) PhDV,PhDBV
Figure 7.11.: Determination of the surface free energy of ODV, ODBV (a) and PhDV, PhDBV (b). In both
cases, DSMs with the trichorosilane-endgroup lead to the lowest SFE, DSMs with a single
vinyl-endgroup lead to the highest SFE for a specific active-layer endgroup.
after the role of the active layer endgroup was elucidated in Section 7.4, the investigation of the role of
the substrate binding endgroup was the next step.
While a very large variety of possible active layer endgroups can be imagined, the choice of
substrate binding end-groups is limited by the chemical properties of the underlying dielectric. In
our case, the dielectric is thermally grown, OH terminated or activated, SiO2. Possible candidates for
substrate binding endgroups are (a) trichlorosilanes (as employed in case of OTS, PhTTS, NaTTS),
(b) vinyl (R-CH=CH2) or constructions of branched endgroups which are also terminated by vinyl
(c) or trichlorosilanes (d). DSMs with substrate binding endgroups based on (b), (c) and (d) are
presented in this section. Octadecyvinyl (ODV, see Figure 7.10(a)), Phenyltridecylvinyl (PhDV,
see Figure 7.10(b)) and the more complex molecules CH3-(CH2)17-CH(CH2O(CH2)3-Si(CH3)2-
CH=CH2)2 (ODBV, Figure 7.10(c))) and phenyl-(CH2)13-CH(CH2O(CH2)3-Si(CH3)2-CH=CH2)2
(PhDBV, Figure 7.10(d))) were developed and synthesized to investigate the role of the substrate
binding endgroup. While ODV and PhDV were available in a larger amount which made the
production of perylene thin-films and transistors feasible, only a very small amount of ODBV and
PhDBV was available. Hence, only contact angle measurements were carried out on these systems.
ODV, PhDV, ODBV and PhDBV were all synthesized by Jung Woo Park, a guest scientist at IOC and
expert for vinyl terminated systems. He assumed that the substitution of trichlorosilane by vinyl will
lead to a higher surface density of molecules in the SAM layer. As expected from this assumption, theSFE of Gen. II
SAMs surface free energy of ODV is higher than for its counterpart with trichlorosilane termination, OTS,
and, in analogy, the surface free energy of PhDV is higher than the surface free energy of PhTTS. In
case of branched vinyl terminated SAMs, the area density of molecules is decreased as is the SFE for
ODBVandPhDBV (see Figure 7.11, Table 7.7). Themeasured SFEs of CH3-(CH2)17-CH(CH2O(CH2)3-
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(a) PhTTS (b) PhDV
Figure 7.12.: Charge carrier distribution on the active layer endgroup for PhTTS and PhDV. One can easily
see that the change in substrate-layer-endgroup influences the charge carrier distribution
and thus the effective charge upon each atom. Hence, the dipole moment of the active
layer endgroup, which is responsible for the SFE of a DSM, is influenced by the substrate
binding endgroup and by the kind of bond the SAM forms with the SiO2 surface.
Si(CH3)2-CH=CH2)2 (short OTBS) and phenyl-(CH2)13-CH(CH2O(CH2)3-Si(CH3)2-CH=CH2)2,
short (PhTBS) are in contradiction to the above stated correlation between the surface density of
SAMmolecules and the SFE. Both SAMs are based on trichlorosilanes but, in contrast to OTS and
PhTTS, which have only one branch containing a substrate binding endgroup, OTBS and PhTBS have
branched endgroups with one trichlorosilane group each. This should lead to a less dense packing of
the SAMmolecules on the surface as more lattice points on the dielectric surface have to be occupied
to bond the DSMmolecule. If the simplistic model stated above was valid, this configuration would
lead to a lower SFE. Contact angle measurements (see Figure 7.13 and Table 7.7) show that the opposite
is true in case of OTBS and PhTBS. The contradiction can be solved by calculations of the charge
carrier distribution with Gaussian. The calculations show that the simple correlation which states
that a lower density of molecules with the same active layer endgroup will lead to a lower SFE is too
simplistic. The simulations show that depending on the termination of the molecules the charge
carrier distribution over themolecular backbone is changed. This is exemplarily shown for PhTTS and
PhDV in Figure 7.12. Furthermore, the isosurface of the molecular orbitals are typically not located to
a specific molecular region but are delocalized over the backbone. Hence, the dipole strength of the
active-layer endgroup can in some cases be influenced by the substrate-binding endgroup.
Independent of the type of substrate binding endgroup (trichlorosilane, vinyl, branched-trichlorosilane
or branched-vinyl), one similarity is observable: in all cases an active layer endgroup of phenyl leads
to a larger adhesion energy than an active layer endgroup of methyl.
In analogy to the two previous samples series, AFM scans and XRD measurements were per- Morphology and
sturctural
properties
formed. One representative scan of each sample can be found in Figure 7.14. The correlation length
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(a) OTBS (b) PhTBS
Figure 7.13.: Determination of the surface free energy of OTBS and PhTBS by the equation of state
approach. For both methyl and phenyl as active-layer-endgroup, the substitution of
trichlorosilane with CH(CH2O(CH2)3-Si(CH3)2-CH=CH2)2 leads to an increase in SFE.
and roughness determined from AFM measurements as well as the microstrain calculated by the
Williamson-Hall method are summarized in Table 7.8. To compare the films with other DSMs with
the same active layer endgroups, the values and scans for OTS and PhTTS are added. Regarding
Figure 7.14 one can see that perylene films on all Generation II SAMs but for PhTBS grow in high
perfection. In all cases, the perylene films grown on Generation II SAMs show larger grains than
their Generation I/0 counterparts despite the higher adhesion energy. This is also displayed by a
large correlation length (see Table 7.8). On the other hand, by comparing perylene films grown on
SAMs with the same substrate binding endgroup but different active layer endgroups (i.e. ODV with
Table 7.7.: Contact Angle Data, Surface Free Energy γs and Adhesion Energy Eadh : Vinyl ter-
minated, bivinyl terminated and bisilane terminated. W=deionized water, G=glycerol,
E=ethyleneglycol, D=diethyleneglycol, 2=2-2’-Thiobisethanol
Contact Angle Data / ○
DSM αW αG αE αD α2 γS / mN/m Eadh/ mN/m
ODV 80.5± 1.6 71.5± 1.1 60.3± 1.2 51.5± 1.6 57.2±0.1 32.5±0.6 56.8± 1.9
PhTV 86.0±0.6 73.3± 1.4 55.7±7.0 41.2±2.6 51.5±0.2 34.9±0.6 58.5±2.0
ODBV 92.4±0.3 / 69.9±0.6 60.8±0.3 69.0±0.6 26.7±0.6 51.8± 1.7
PhTBV 88.2±0.4 / 61.9±0.7 52.6±0.9 62.8±0.2 30.1±0.6 54.8± 1.7
OTBS 98.7±2.2 84.1± 3.1 69.1± 1.3 60.5±0.6 68.3± 1.3 26.6±0.6 51.7± 1.7
PhTBS 88.9±7.6 90.1± 1.6 67.0± 3.7 50± 1.0 57.2±2.3 29.5±0.7 54.3± 1.8
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(a) OTS, 5× 5µm2 (b) PhTTS, 5× 5µm2
(c) ODV, 5× 5µm2 (d) PhDV, 5× 5µm2
(e) OTBS, 5× 5µm2 (f) PhTBS, 5× 5µm2
Figure 7.14.: AFM scans of perylene thin-films grown on Generation II SAM dielectric surface modifica-
tions, ODV and PhDV, in comparison to OTS and PhTTS
PhDV, OTBS with PhTBS), one can see that the system with the lower adhesion energy has the larger
correlation length. XRD scans performed on the respective perylene thin-films to a large extent
show the expected trend (see Figure 7.15). Perylene grown on OTS shows a higher crystallinity than
on ODV and OTBS. This is also represented in the microstrain (see Table 7.8), which is lowest for
OTS, followed by OTBS and by ODV. The same holds for the comparison of PhTTS with PhTBS but
not for PhDV. Whereas the microstrain is increased by the change from PhTTS to PhDV, the Bragg
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(a) Vinyl-based SAMs (b) Branched trichlorosilane-based SAMs
Figure 7.15.: Bragg-Brentano (large plot) and Rocking curve (inset) data for perylene thin-films grown on
OTS and generation II SAMs.
peaks show a higher intensity and the rocking curve is narrower for PhDV in comparison to PhTTS.
Therefore, it is unclear which of these two systems shows the higher film perfection.
Figure 7.16 shows the results of the transfer measurements performed on OTFTs produced onElectrical
characterization Generation II SAMs, Table 7.9 summarizes the quantitative results. It can be seen that OTFTs on
DSMs with both alternative endgroups, vinyl terminated and branched-trichlorosilane terminated,
show a lower mobility than OTFTs on trichlorosilane terminated SAMs. In general, this again can
be attributed to a lower adhesion energy for perylene on trichlorosilane terminated SAMs than on
SAMs with the same active layer endgroup but alternative substrate binding endgroup. Therefore,
OTS-based TFTs are outperforming OTBS based TFTs. In turn OTBS based TFTs outperform ODV
based TFTs. This is because perylene on OTS has a lower adhesion energy than on OTBS, on which
perylene in turn shows a lower adhesion energy than on ODV. Same line of thought can be carried
Table 7.8.: Statistical values obtained from AFM scans and microstrain determined via Williamson-Hall
plot for polymeric dielectrics
DSM Eadh / mN/m Roughness / nm Correlation Length / nm Microstrain / %
OTS 44.3± 1.4 8.2±0.5 281± 13 0.038±0.001
PhTTS 53.5± 1.8 5.3± 1.8 115± 19 0.039±0.002
ODV 56.8± 1.9 10.7±2.3 313± 31 0.044±0.001
PhDV 58.5±2.0 4.8±0.1 238± 39 0.055±0.005
OTBS 51.7± 1.7 18.1±9.3 306± 52 0.048±0.001
PhTBS 54.3± 1.8 45.9±7.7 282±43 0.200±0.001
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(a) ODV (b) PhDV
(c) OTBS (d) PhTBS
(e) Comparison of transistors with Gen. IIa DSMs (f) Comparison of transistors with Gen. IIc DSMs
Figure 7.16.: Transfer characteristics of perylene OTFTs with Generation II SAM dielectric surface modifi-
cations: ODV, PhDV, OTBS and PhTBS.
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Table 7.9.: Averageandbestmobilities obtained fromtransfermeasurementsonperyleneTFTsproduced
on Generation II dielectrics in comparison to Generation I and 0 based TFTs.
DSM Eadh / mN/m Average Mobility / cm2/Vs Best Mobility / cm2/Vs Hysteresis / V
OTS 44.3± 1.4 (1.4±0.4) ⋅ 10−2 (1.9±0.1) ⋅ 10−2 38.5
PhTTS 53.5± 1.8 (5.0± 3.0) ⋅ 10−3 (9.1±0.1) ⋅ 10−3 2
ODV 56.8± 1.9 (6.5± 1.5) ⋅ 10−4 (7.8±0.1) ⋅ 10−4 19
PhTV 58.5±2.0 (2.6±0.8) ⋅ 10−4 (3.6±0.1) ⋅ 10−4 23
OTBS 51.7± 1.7 (2.4± 1.2) ⋅ 10−3 (3.8±0.1) ⋅ 10−3 8.5
PhTBS 54.3± 1.8 (7.0±2.1) ⋅ 10−4 (8.4±0.1) ⋅ 10−4 10.5
Reference 66.6±2.8 (2.7± 1.0) ⋅ 10−5 (4.1±0.1) ⋅ 10−5 23
out for phenyl based SAMs, where TFTs grown on the DSM with the lowest adhesion show the
highest mobility and in reverse. In summary, it was shown that working perylene TFTs cannot only
be produced on tricholorsilane terminated SAMs but a variety of terminations is possible in principle.
However, one cannot trust the general rule of thumb that a less dense grown SAM will lead to a low
SFE, to a low perylene adhesion energy and hence to good device performance. However, the trend
that for the same active layer endgroup the DSM with the lowest adhesion energy shows the highest
film perfection and best device performance was confirmed.
7.6. Self-assembling monolayers: Generation III SAMs - towards minimal
SFE
The influence of both the active layer and the substrate binding endgroup on SFE, adhesion energy,
film perfection and device performance was elucidated in the previous two sections. The next
step is to use the insight gained to develop dielectric surface modifications which minimize the
SFE, as all previous measurements indicate that a minimum in SFE will lead to a maximum in
device performance. The smallest SFE for all DSMs presented so far is found for the polymeric
dielectric PDMS and is 19.5mN/m. Inspired by PDMS, which consists of (-Si-Me2-O-) monomers,
Si-(Me)3O-Si(Me)2(CH2)3O-(CH2)12SiCl3 (short SiSAM, see Figure 7.17(a)) was developed. The
substrate binding endgroup is tricholorsilane, which lead to the best results in Section 7.5, the active
layer endgroup is Si-(CH3)3O-Si(CH3)2(CH2)3O, inspired by PDMS. A second attempt to minimize
the SFE is heptadecafluorodecanetrichlorosilane (short HFSAM, see Figure 7.17). HFSAM was
inspired by teflon(polytetrafluoroethylene) which is known for its low SFE. Polytetrafluoroethylene is
a polymeric material that is based on (CF2)2 monomers. [64] (Gaussian calculations have shown
that the substitution of CH3 by CF3 and CH2 by CF2 along the molecule’s backbone can reduce
the permanent dipole strength drastically. While OTS has a resulting permanent dipole moment
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(a) SiSAM
(b) HFSAM
Figure 7.17.:Molecular structure of SiSAM(a) and HFSAM(b) as calculated by geometry optimization by
Gaussian. The design process of these molecules was inspired by PDMS, which consists of
(-Si-Me2-O-) monomers (in case of SiSAM) and teflon, which consists of (CF2)n (in case of
HFSAM). Carbon atoms are marked as dark gray, silicon atoms are medium gray, hydrogen
atoms are marked as light gray, sulfur atoms are yellow, oxygen atoms are red.
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(a) Generation III SAMs (b) HFSAM
Figure 7.18.: Determination of the surface free energy of SiSAM and HFSAM by the equation of state
approach.
of 2.99Debye, the dipole moment of HFSAM is only 0.72Debye. Both CH3 and CF3 are σ-bound,
which means that both OTS and HFSAM are free of π-electrons which would lead to a drastic change
is dispersive dipole strength. Hence, the total dipole strength of an individual HFSAM molecule
is assumed to be much lower than the total dipole strength of an individual OTS molecule. As the
substrate-binding endgroup is trichlorosilane for both SAMs, the density of SAM molecules on SiO2
is assumed to be the same. In consequence, the assumed SFE of HFSAM is lower than for OTS,
which was 19.7mN/m. The high expectations on the Generation III SAMs in terms of SFE were onlySFE of Gen. III
SAMs partially fulfilled. While in case of PDMS a very low SFE was measured, SiSAM, which contains an
endgroup which is similar to the end of a PDMS chain, shows a SFE as high as (30.1±0.8)mN/m
(see Figure 7.18(a), Table 7.10) which ranges at the higher end of all measured SFEs. In contrast,
HFSAM fulfilled the expectations by showing the lowest SFE measured, even lower than the lowest
value measured for PTFE6. Due to the very low SFE, additional optimization measurements were
carried out to determine if a concentration of 1 ∶ 250 is the optimum concentration or if by variation
of the concentration the SFE can be lowered further. The results of the optimization can be seen in
Figure 7.18(b) and are quantitatively summarized in Table 7.10. The optimization yields that HFSAM
is optimized if produced from a solution with a concentration of 1 ∶ 500, the SFE is thereby reduced
to (14.1±0.8)mN/m. Perylene grown on SiSAM and HFSAM shows large grains which in case ofMorphology and
structural
properties
HFSAM are of flake like shape. In the case of SiSAM they show a very broad grain size distribution
as can be seen in Figure 7.19. The correlation length for perylene grown on HFSAM is slightly larger
than for the reference sample. In contrast, the correlation length for perylene grown on SiSAM is
slightly smaller than for the reference sample.
6(15.6±0.8)mN/m, reported on http://www.kruss.de/en/theory/substance-properties/solids.html
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(a) HFSAM, 5× 5µm2 (b) SiSAM, 5× 5µm2
(c) Reference, 5× 5µm2
Figure 7.19.: AFM scans of perylene thin-films grown on Generation III SAM dielectric surface modifi-
cations: SiSAM and HFSAM. Surface modification with HFSAM leads to outstandingly low
SFE.
Table 7.10.: Contact Angle Data, Surface Free Energy γs and Adhesion Energy Eadh for Gen. III DSMs:
HFSAM prepared from differently concentrated solutions, SiSAM, HFSAM. W=deionized
water, G=glycerol, E=ethyleneglycol, D=diethyleneglycol, 2=2-2’-Thiobisethanol
Contact Angle Data / ○
DSM αW αG αE αD α2 γS / mN/m Eadh/ mN/m
HFSAM 1:250 108.8±2.2 108.7±0.9 90.5±4.7 85.5±4.6 98.3±2.1 15.1±0.7 38.4± 1.4
HFSAM 1:500 113.5±4.9 109.5±2.3 94.5±2.3 80.5±0.1 101.4±2.1 14.1±0.8 37.1± 1.4
HFSAM 1:1000 105.8± 1.6 106.9±4.7 90.5±2.6 88.5±2.5 98.7±0.6 15.3±0.7 38.7± 1.4
HFSAM 1:5000 110.1± 1.3 108.7±0.1 95.2± 1.2 90.4±2.4 101.9±4.4 15.1±0.8 38.4± 1.4
SiSAM 89.7±4.7 79.2± 1.0 62.7±2.4 47.7± 3.8 64.4± 3.3 30.1±0.8 54.8± 1.8
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Figure 7.20.: Bragg-Brentano (large plot) and Rocking curve (inset) data for perylene thin-films grown on
Generation III SAMs.
The crystallinity of perylene films grown on Generation III SAMs follows the expected trend.
As the adhesion energy is lowest for HFSAM, followed by SiSAM and highest for the reference
surface, we expected the perylene films grown on HFSAM to show Bragg reflection with high
intensity and a narrow rocking curve. SiSAM was expected to have the second highest intensity
and Rocking curve broadening in between HFSAM and the reference curve. Both expectations
can be confirmed in Figure 7.20. The previous measurements on polymeric dielectric and SAMs ofElectrical
characterization Generation 0 to II showed that a low adhesion energy of perylene is beneficial for a good device
performance. Hence, high expectations came with the production of transistors on HFSAM. These
expectations were not fulfilled as Figure 7.21 and Table 7.12 show. On the contrary, the performance
of HFSAM based transistors is inferior to almost all other transistors produced. Transistors on
SiSAM show a considerably better device performance despite the relatively high adhesion energy
Table 7.11.: Statistical values obtained from AFM scans and microstrain determined via Williamson-Hall
plot for polymeric dielectrics
DSM Eadh / mN/m Roughness / nm Correlation Length / nm Microstrain / %
HFSAM 37.1± 1.4 15±2 235± 19 0.050±0.001
SiSAM 54.8± 1.8 58±8 176±26 0.050±0.008
Reference 66.6±2.8 20.1± 1.4 201± 32 0.197±0.005
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(a) SiSAM (b) HFSAM
(c) Comparison of transitors with Gen. III DSM
Figure 7.21.: Transfer characteristics of perylene OTFTs with Generation III SAM dielectric surface modifi-
cations: SiSAMandHFSAM. Despite the outstandingly low adhesion energy, TFTs onHFSAM
show only a barely better device performance than the reference sample.
of perylene on this DSM. With an average mobility of (6.1± 1.4) ⋅ 10−4Vs/cm2, SiSAM-TFTs show a
performance comparable to TFTs on PhTBS, which shows a similar SFE as SiSAM ((29.5±0.7)mN/m
for PhTBS, (30.1±0.8)mN/m for SiSAM). The reason for the low mobility of HFSAM-TFTs can be
found in the morphology of the modified surface. Figure 7.22 (a) shows the surface morphology of
silicondioxide modified with PDMS. The DSM forms a very smooth surface on which molecular
diffusion is not suppressed by impurities. On the other hand side, HFSAM forms a very rough
surface (Figure 7.22(b),(c)), which hinders the diffusion of molecules and suppresses the formation of
large grains. The comparison between Figure 7.22(b) and Figure 7.22(d) shows that the characteristic
distance between two perylene grains formed on HFSAM is similar to the distance between two
impurities (seen as needle-like features in the AFM scans). However, the comparison of the AFM
scans of perylene thin-films grown on PDMS (Figure 7.2) and HFSAM (Figure 7.19) and their lateral
feature size given by the correlation length yields larger grains in case of HFSAM. As the transport
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Table 7.12.: Average and best mobilities obtained from transfer measurements on perylene TFTs pro-
duced on Generation III dielectrics.
DSM Eadh / mN/m Average Mobility / cm2/Vs Best Mobility / cm2/Vs Hysteresis / V
HFSAM 37.1± 1.4 (2.5±0.6) ⋅ 10−4 (3.6±0.1) ⋅ 10−4 2
SiSAM 54.8± 1.8 (6.1± 1.4) ⋅ 10−4 (8.0±0.1) ⋅ 10−4 7
Reference 66.6±2.8 (2.7± 1.0) ⋅ 10−5 (4.1±0.1) ⋅ 10−5 23
of charge carriers in OTFTs takes place next to the dielectric/organic interface, the impurities can
reduce the effective mobility by acting as scattering points. As contact angle measurements are of
macroscopic nature (with the contact area between the droplet and the surface being of the order
to 1mm2), the morphology is barely influencing the SFE measurements which show a very low
SFE despite high surface roughness. A huge density of trap states at the DSM/organic interface is
another possible origin for the low device performance. Trap-states at the interface can be induced
by the DSM, especially if the energy levels of the DSM are in resonance with the HOMO of perylene.
However, due to the very low hysteresis and the common threshold voltage, trap-states can be
excluded as the origin. As all previous measurements indicate that the low SFE of HFSAM should
lead to high performance transistors which can possibly push the mobility in perylene-TFTs to a new
maximum, future measurements series should aim on improving the HFSAM surface morphology by
the modification of process parameters. Possibilities are a change in immersion time, the immersion
at elevated temperatures and cleaning treatments after the immersion. Another possible attempt is
a change in the substrate binding endgroup or the application of side-chains to the CF2-backbone
which controls the distance between two SAM molecules and can possibly prevent the molecules
from agglomeration which is the most likely cause of the defects on the HFSAM surface.
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(a) PDMS surface: 5× 5µm2
(b) HFSAM surface: 25×25µm2 (c) HFSAM surface: 10× 10µm2
(d) HFSAM with perylene: 25×25µm2 (e) HFSAM with perylene: 10× 10µm2
Figure 7.22.: Surface morphology of PDMS (a) and HFSAM (b,c) without perylene. (d,e): surface
morphology of perylene on HFSAM. The comparison of (b) with (d) and (c) with (e) shows
that the characteristic distance between two perylene grains is similar to the characteristic
distance between two needle-shaped defects on the HFSAM surface.
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7.7. Discussion and summary
The previous sections have shown that by modifying the dielectric surface with novel DSM the film
perfection of perylene films and the device performance of OTFTs can be influenced. In most sample
series it was shown that a low SFE, which leads to a low adhesion energy of perylene upon the DSM,
leads to a high film perfection and high mobility. More specifically, the choice of an appropriate DSM
can increase the mobility of perylene transistor by 3 orders of magnitude. This phenomenon will be
investigated further in this section. Figure 7.23(a) summarizes the mobility results of all transistors
presented in the previous section except HFSAM-TFTs, which were excluded from the investigation
due to the unclear origin of the inferior device performance, plotted against the adhesion energy.
Despite the deviation of some points, a general trend can be identified: transistors with good device
performance can be produced on DSM with low perylene adhesion, transistors with a low mobility
are produced if the perylene adhesion is too high. A correlation analysis between log(µ) and Eadh
yields a quadratic Pearson coefficient R2 of 0.733. Hence, it is justified to state a correlation between
the adhesion energy and device performance. Figure 7.23(b) shows the correlation length and the
microstrain for all samples plotted against the adhesion energy. In contrast to the mobility, no clear
trend is observable by the bare eye. The Pearson coefficient for correlation between correlation
length and adhesion energy is 0.023, it seems that these quantities are uncorrelated. For microstrain
and adhesion energy R2 yields 0.405 indicating a very weak correlation. However, the previous
sections have shown that for a specific DSM system (e.g. polymers, methyl-terminated SAMS, phenyl-
terminated SAMs), a correlation between film perfection and adhesion energy can be seen. The
difference in film perfection for different DSMs can be explained regarding the film formation process:
As discussed in Chapter 4, two different parameters govern the formation of the organic thin-film
upon the DSM, namely rate and diffusivity. In all previously presented series, the rate is constant. The
diffusivity will change with temperature and with adhesion energy of the evaporated material on the
substrate surface. As the substrate temperature is controlled and kept constant in our process, film
formation is governed by the adhesion energy. In general, if the adhesion energy is high, the diffusion
of molecules on the surface is suppressed which leads to a small mean-free-path and the formation of
smaller islands. If the adhesion energy is small, the diffusion of the molecules is more pronounced
leading to a larger mean-free-path and the formation of larger islands. If the adhesion energy of the
perylene molecules on the substrate is higher than their cohesion energy, which is (50.3± 3.0)mN/m
(see Section 7.2), perylene molecules tend to stick to the surface more likely than clustering to each
other. This leads to a perturbation of film formation in the first monolayers. With increasing film
thickness, the energetic influence of the substrate vanishes, but arriving molecules form islands on
the pertubed base layers. This can be seen in a large variation in growth direction and tilted islands
as in the case of perylene films grown on PMMA, NaTTS, PhTBS and on unmodified SiO2. If the
adhesion energy is lower than the cohesion energy, bulk-like growth is initiated from on the first layer
leading to unpertubed formation of highly crystalline grains as can be seen in the case of PDMS and
OTS. These films exhibit a low microstrain. However, in Figure 7.23 only a weak correlation between
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(a) µ vs. Eadh
(b) Correlation Length and Microstrain vs. Eadh (c) Correlation Length and Microstrain vs. µ
Figure 7.23.: Possible correlations between Adhesion Energy, Correlation Length, Microstrain and device
performance.
film perfection and adhesion energy can be observed while a stronger correlation between adhesion
energy and device performance is shown. This indicates that the device performance is not only
improved by thin-film perfection. Furthermore, the different DSMs will influence the distribution of
trap states at the organic/dielectric interface. The influence of the different DSM on trap states can
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be seen in the hysteresis broadening of the OTFT transfer characteristics. While some DSMs lead
to a very small hysteresis broadening (e.g. PDMS, PS, SiSAM), others (e.g. NaTTS, OTS, PMMA)
lead to a larger hysteresis broadening. Hence, both the change in film perfection and the change in
trap-state distribution is influencing the actual device performance, both effects are influenced by
the choice of the DSM. Both effects are studied in detail in the next chapters. In Chapter 8, the film
formation process on different DSMs is investigated in detail. Chapter 9 elucidates the influence of
trap-states on charge carrier transport and shows that different DSMs will lead to different trap-state
distributions. To summarize the chapter on hand, our measurements show that the topmost goal of
the application of novel DSMs was achieved: It is possible to produce organic thin-film transistors
that are capable of outperforming transistors on standard silicondioxide in terms of mobility by
up to three orders of magnitude. All organic adhesives applied in this study show a performance
enhancement in comparison to transistors fabricated on unmodified silicondioxide.
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Results & Discussion II -
Organic thin-film growth on energetically modified dielectric surfaces
8.1. Introduction and motivation
It was shown in the previous chapter that the film morphology and crystallinity crucially depends
on the underlying dielectric layer. However, no unambiguous correlation between the surface free
energy respectively adhesion energy of perylene and the filmmorphology was observed. On the other
hand side, a clear correlation between adhesion energy and OTFT device performance was observed1.
It can be assumed that this performance enhancement is an indirect effect based on the reduction of
trap-states and the enhancement of film perfection. The following chapter aims at the decoupling of
these two effect and at gaining a deeper insight of the influence of dielectric surface modifications
on film perfection. On that account, three different sample series were produced and investigated.
As a first step, perylene thin-films with different thicknesses between 5nm, which corresponds to
approximately fivemonolayers, and 500nm, were produced on PDMS, PS and PMMA(see Section 8.2)
using an evaporation rate of 2Å ⋅ s−1 at room temperature. As a second step, the thickness was kept
constant at 100nm and the evaporation rate was varied between 0.05Å ⋅ s−1 and 10Å ⋅ s−1. This sample
series, which is represented in Section 8.3 aims at the determination of the diffusion parameter D
from the scaling relationship N ∝ (F/D)χ (see Equation 4.26) for PDMS, PS and PMMA. While in
the first two series the substrate temperature was kept constant at room temperature, it is varied from−40○C to 35○C at an evaporation rate of 2Å ⋅ s−1 and a film thickness of 100nm in the third series.
The chapter is concluded with a summary of the results.
1except for samples with HFSAM
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8.2. Thickness series
The first sample series of perylene thin-films produced on different DSMs aims at the understanding
of the evolution of the morphology with increasing thickness or - more general - of the growth
process of thin-films on DSMs. Therefore, perylene films of 5nm, 10nm, 25nm, 50nm, 100nm,
250nm and 500nm thickness were produced on PDMS, on PS and on PMMA. On each sample, six
AFM scans were carried out at different locations of the sample. Figure 8.1 shows a representative
three-dimensional plot of the AFM data for each sample of the thinner films of the series (5nm-
50nm) while Figure 8.2 shows the three-dimensional plots for the thicker samples of the series
(100nm− 500nm).
One phenomenon significant for the understanding of the film growth on DSM can be seen directlyInitial growth
direction from Figure 8.1: films grown on all DSM prefer growing in z-direction (perpendicular to the substrate)
instead to growing in x,y-direction (parallel to the substrate). This leads to very high islands which
cover just a fraction of the substrate surface. By comparing the AFM scans of perylene (see Figure 8.1)
with an AFM scan of the bare substrate (not shown here), it is obvious that the area between two
islands is not covered with a perylene film. This means that perylene grows in Vollmer-Weber fashion
on all DSMs. With only approximately the equivalent of five monolayers of perylene deposited onto
the substrate in case of 5nm thick films, the grains show a grain height of up to 140nm as can be seen
from the height scale of the AFM scans. An alternative determination of the vertical grain size by
Williamson-Hall analysis reveals a vertical grain size of 103nm in case of PDMS, 63nm in case of PS
and 50nm of PMMA.
In Chapter 4, the theory of thin-film growth was discussed. If the growth would take place near
thermodynamic equilibrium the Bauer criterion would hold. By introducing the SFE determined for
PDMS, PS and PMMA in Section 7.3 and the IFT of the perylene thin-film determined in Section 7.2
into the Bauer criterion, ∆γ is > 0 for PDMS and PS but < 0 for PMMA. Hence, the Bauer criterion
predicts island growth (as observed) for perylene on PDMS and PS and Stranski-Krastanow growth
for perylene on PMMA. In contrast to the prediction, perylene grows in Vollmer-Weber fashion on
all DSMs.
The island density of a perylene film can be determined by the watershed algorithm of Gwyddion.
The algorithm locates isolated grains on a surface and enables the user to determine the number of
grains on the sample, the size of individual grains as well as the grain size distribution. Traditionally,
not the grain area is given but the so called Equivalent Disc Radius req. Carrying out the watershed
algorithm on a 25× 25µm2 scan for the thinnest films on PDMS, PS and PMMA yields NPDMS =(1.8±0.1)µm−2 for perylene on PDMS, NPS = (2.1±0.1)µm−2 for perylene on PS and NPMMA =(1.3±0.1)µm−2 for perylene on PMMA.
Perylene growth at room temperature and a rate of 2Å/s takes place far from thermodynamic
equilibrium and has to be described by means of the scaling relationship [28]
N ∝ ( F
D
)χ . (8.1)
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(a) PDMS 5nm (b) PS 5nm (c) PMMA 5nm
(d) PDMS 10nm (e) PS 10nm (f) PMMA 10nm
(g) PDMS 25nm (h) PS 25nm (i) PMMA 25nm
(j) PDMS 50nm (k) PS 50nm (l) PMMA 50nm
Figure 8.1.: Three-dimensional representations of AFM scans of perylene thin-film grown on PDMS, PS
and PMMA with different thickness between 5nm and 50nm.
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(a) PDMS 100nm (b) PS 100nm (c) PMMA 100nm
(d) PDMS 250nm (e) PS 250nm (f) PMMA 250nm
(g) PDMS 500nm (h) PS 500nm (i) PMMA 500nm
Figure 8.2.: Three-dimensional representations of AFM scans of perylene thin-films grown on PDMS, PS
and PMMA with different thickness between 100nm and 500nm.
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In accordance to the scaling relationship, the island density depends on the flux of arrivingmolecules F Island density of
very thin
perylene films
and the diffusivity D which is influenced by the adhesion energy Eadh . Hence, the scaling relationship
predicts a high island density for perylene grown of PMMA, a low for perylene on PDMS and an
island density in between the two values for PS. These considerations are in contradiction to our
expectations, as the value for PMMA is lower than for PDMS and PS.
An explanation for the deviation from our expectations can be found in the balance between
adhesion and cohesion energy. As discussed in the previous chapter, the adhesion energy is lower
than the cohesive energy for PDMS, is of the order of the cohesive energy for PS and higher than the
cohesive energy for PMMA. In general, if the adhesion energy is higher than the cohesive energy
it is energetically more favorable for the molecules to stick to the surface. If the cohesive energy is
higher than the adhesion energy, it is more favorable for the molecules to stick to each other. Hence,
in this case for PDMS it is clearly favorable for the molecules to stick to each other rather than to the
surface, the opposite is true for PMMA. In consequence, on PMMA it is energetically more favorable
for perylene molecules to condense at a site that that involves binding to the DSM. For perylene on
PDMS, it is more favorable to constitute a bond to another perylene molecule than binding to the
substrate. Hence, favorable binding spots for perylene on PMMA are located on the edges of island
while in case of PDMS they are located on top of the island at perylene step edges. This leads to a
more pronounced growth in z-direction for perylene on PDMS (e.g. on top of an existing island
where only bonds with other perylene molecules are possible) and a more pronounced growth in
x,y-direction (where bonds with the DSM are possible) of perylene on PMMA. If so, the Equivalent
Disc radius has to be higher for perylene on PMMA than on PDMS and the vertical grain size has to
be smaller for perylene on PMMA than on PDMS. Both can be confirmed for a thickness of 5nm
regarding Figure 8.3(b) and Figure 8.3(c). Perylene growth on PS is qualitatively more similar to
growth on PDMS than to growth on PMMA. The difference between growth on PDMS and PS lies in
the higher island density in case of PS and lower vertical grain sizes. The adhesion energy of perylene
on PS was determined to be - in the range of the error-bar - similar to the cohesive energy of perylene.
Hence, the growth in z-direction is slightly suppressed in comparison to growth on PDMS which
leads to smaller vertical grain sizes. In addition, the diffusion of the molecules over the surface is also
suppressed leading to a higher island density.
As the thickness increases, the grain size as well as the equivalent disc radius increases which Thicker samples
means that the growth is not directed in z-direction or x,y-direction only but growth combined in
both directions occurs. This is evident regarding the relevant energy scales: To contribute to growth
in z-direction a molecule either has to condensate directly upon an existing island or land on the
substrate and move to the top of an island. The latter becomes less probable the higher the island are.
Hence, the probability for a molecule to contribute to growth in x-y-direction increases with film
thickness. As a result, the increase of vertical grain size will slow down with film thickness while the
equivalent disc radius will increase. The island density should be almost constant as almost no new
islands are formed. As can be seen in Figure 8.3, the maximum vertical grain size for thin-films on
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(a) Island Density (b) Equivalent Disc Radius
(c) Vertical Grain Size
Figure 8.3.: Island Density, Equivalent Disc Radius and Vertical Grain size in dependence of film thickness
monitoredbyQCM. In all cases, the islanddensity is almost independent of the film thickness.
This indicates the formation of islands is completed after five monolayers. Hence, all newly
arrivingmolecules stick to existing islands. This leads to an increase inboth lateral (equivalent
disc radius, (b)) and vertical island (vertical grain size, (c)) size with increasing film thickness.
The dashed green line in (c) represents the case of equal QCM Thickness and vertical grain
size.
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PDMS and PS is already reached for 5nm as the vertical grain size is constant and only the equivalent
disc radius increases. Perylene on PMMA grows in both z- and x,y-direction.
For thicker samples starting with a thickness of 250nm another effect can be observed: perylene
grains tend to overgrow each other which leads to the formation of larger grains. This can especially
be seen in Figure 8.2 (d)-(i) and in Figure 8.3 (c). The vertical grain size increases not as much as
expected from QCMmeasurements as grains overgrow each other. Hence, only a part of the grain
contributes to the vertical grain size.
In summary, it can be shown that the adhesion energy influences perylene film growth starting Summary
from the first monolayers. The balance between adhesion energy and cohesive energy influences
the preferred growth direction, if the adhesion energy is not considerably higher than the cohesive
energy, the adhesion energy in addition influences the diffusivity D and thereby the island density.
Films larger than 250nm show the tendency of overgrowing grains.
8.3. Rate series
From the first measurements presented in the previous section, the verification of a clear correlation
between the adhesion energy and the diffusivity D was not possible as for very thin films the balance
of adhesion energy to cohesive energy influences the prevailing growth direction. Hence, a second
sample series was produced and investigated. The film thickness was chosen to be 100nm as in case
of a rate of 2Å/s and room temperature the sample surface is fully covered for this thickness but
overgrowth has not stated yet. The substrate temperature was kept at room temperature and the
evaporation rate was varied covering the wide range between 0.05Å/s and 10Å/s. Figure 8.4 shows
25×25µm2 AFM scans of perylene film produced at slower deposition rates between 0.05Å/s2 and
0.5Å/s, Figure 8.5 shows scans of films produced at higher deposition rates between 1Å/s and 10Å/s.
For all three different DSMs, similar trends can be observed in Figure 8.4 and Figure 8.5. For very
high deposition rates, perylene grows in small, circular grains, by decreasing the deposition rate, the
grain size is increased.
This can be explained by the following model: In general, molecules arriving on the substrate
try to find the energetically most favorable position. For a substrate surface with no pronounced
defects this is an existing island. Binding to another molecule which is not bound to an existing
island represents a local minimum in energy. If the evaporation rate is high, the probability to find
the absolute minimum decreases as the number to free molecules diffusing over the surface increases.
Hence, the growth of existing islands is suppressed while the formation of new island is favored for
high rates. As a consequence, perylene samples produced at high evaporation rates show a high
density of small islands as Figure 8.5 shows. If the evaporation rate decreases the diffusion time of the
molecules increases. Hence, the lateral growth of existing islands becomes more pronounced leading
to larger islands. Interestingly, for very low rates the shape of the islands deviates from circular to
2The PS sample produced at 0.05Å/s is extremely rough and can not be scanned with AFM.
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(a) PDMS 0.05Å/s (b) (c) PMMA 0.05Å/s
(d) PDMS 0.1Å/s (e) PS 0.1Å/s (f) PMMA 0.1Å/s
(g) PDMS 0.2Å/s (h) PS 0.2Å/s (i) PMMA 0.2Å/s
(j) PDMS 0.5Å/s (k) PS 0.5Å/s (l) PMMA 0.5Å/s
Figure 8.4.: 25×25µm2 AFM scans of 100nm thick perylene thin-films on PDMS, PS and PMMA produced
at different evaporation rates between 0.05Å/s and 0.5Å/s. The PS sample produced at 0.05Å/s
(b) was extremely rough and could not be scanned with AFM.
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(a) PDMS 1Å/s (b) PS 1Å/s (c) PMMA 1Å/s
(d) PDMS 2Å/s (e) PS 2Å/s (f) PMMA 2Å/s
(g) PDMS 5Å/s (h) PS 5Å/s (i) PMMA 5Å/s
(j) PDMS 10Å/s (k) PS 10Å/s (l) PMMA 10Å/s
Figure 8.5.: 25×25µm2 AFM scans of 100nm thick perylene thin-films on PDMS, PS and PMMA produced
at different evaporation rates between 1Å/s and 10Å/s.
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(a) Microstrain vs. Evaporation Rate (b) Correlation Length vs. Evaporation Rate
Figure 8.6.:Microstrain and Correlation Length vs. Evaporation Rate for perylene thin-films produced on
PDMS, PS and PMMA.
angular shapes. At low evaporation rates the structures become even kind of dendritic. For low
evaporation rates the molecules have enough time (and at room temperature thermal energy) to find
the most favorable spot to attach. In general, the equilibrium shape of a crystallite is given by the
Wullf construction, which states that the length of a vector drawn from center perpendicular to the
crystallite face is proportional to the surface free energy of this face [107–109].
Figure 8.6 shows the microstrain and the correlation length of the perylene films as a function ofMicrostrain and
correlation
length
the evaporation rate. In case of microstrain (see Figure 8.6(a)), a clear unambiguous trend is only
observable for perylene film on PDMS. In this case, the microstrain is high for very low evaporation
rates and decreasing with increasing evaporation rate until a minimum is reached at 0.5Å/s. A further
increase of the evaporation rate is leading to an increase in microstrain. Perylene films on PS and
PMMA in a similar tendency with specific points deviating from the overall trend.
The observed trends can be explained by considering themechanism of film formation: Microstrain
is expected to be high for high evaporation rates as arriving molecules do not have the time to find the
position of minimum energy on the surface but are bound to another arriving molecule. As discussed
above, this leads to the formation of small grains and hence many grain boundaries. As two grains
approach each other during the growth process, the mismatch in lattice arrangement between the two
grains leads to a pronounced microstrain. Lower deposition rates lead to fewer islands per unit area,
less grain boundaries and hence less microstrain. Furthermore, molecules have a higher probability
to find an energetically favorable spot to attach which also reduces the microstrain inside the grains.
A decrease in microstrain is expected. For very low evaporation rates fractal grains were observed
in Figure 8.4. Fractal grains have large grain boundary areas which should lead to an increase in
microstrain.
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Figure 8.7.: Island Density vs. Evaporation Rate determined from perylene thin-films grown on PDMS,
PS and PMMA. In general, the island density on PDMS is lower than on PS while the island
density on PMMA is larger than on PS. As it was not possible to obtain the island density from
Figure 8.4(a)-(c),(f) and (h), these data points are excluded. The diffusivity D was determined
by fitting using instrumental weighting.
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The correlation length as a function of evaporation rate is shown in Figure 8.6(b). The correlation
length is small for high evaporation rates and increases with decreasing evaporation rate. From the
above stated considerations stated for the microstrain, a simple dependency of the correlation length
with the rate can be assumed. The correlation length should be small for films produced at high rates
and high for low evaporation rates. This trend is confirmed in Figure 8.6(b).
While the previous observations were of a descriptive nature, we wanted to gain quantitative insightDetermination of
the diffusivity for
different DSMs
into the influence of DSMs on the film formation process. This can be facilitated by the determination
of the diffusivity D. In the previous section it was shown that the growth of perylene films upon
PDMS, PS and PMMA at room temperature takes place far from thermal equilibrium and the film
formation follows the scaling relationship
N ∝ ( F
D
)χ . (8.2)
In the sample series presented, the substrate temperature is constant, henceD depends on the adhesion
energy of the substrate and is constant for each PDMS, PS and PMMAmodified substrates. The flux
F of impinging molecules is varied by the variation of the evaporation rate R.
In order to determine the island density N , the watershed algorithm was applied and the average
grain size was determined. For all samples produced at rates of 0.5Å/s or higher, the substrate surface
is almost fully covered with islands. Therefore, the island density can be expressed by the Equivalent
Disc Radius req as
Neq = 1πr2eq . (8.3)
Another possibility to determine the island density utilizes the correlation length. The correlation
length l gives the lateral distance between two height maxima on the substrate. Hence, the island
density can be determined by
Ncorr = 1π (l/2)2 . (8.4)
In Figure 8.7 the island density is plotted against the evaporation rate in a double logarithmic plot.
In this representation, the island density depends linearly on the rate with the slope yielding χ,
the intercept giving D. As discussed in Chapter 4, χ depends on the critical cluster size i only
and is χ = i/i+5/2. The critical cluster size can change with temperature and is different for different
materials but will not depend on the underlying substrate and the evaporation rate. This is because
the critical cluster size depends on static interactions between molecules while kinetic aspects can be
neglected [57]. Hence, in fitting Equation 8.2 to the data, χ is fitted globally for all three data-sets
while D depends on the specific underlying DSM. Figure 8.7 shows that the diffusivity is
(0.068±0.034)a.u. for PDMS (8.5)(0.039±0.021)a.u. for PS, and (8.6)(0.027±0.014)a.u. for PMMA. (8.7)
The relatively large error bars originate form the statistical deviation in sample quality. In Section 7.7,
a correlation between the adhesion energy of perylene with the underlying DSM and the diffusivity D
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Figure 8.8.: Diffusivity D vs. Adhesion Energy. A low adhesion energy leads to a high diffusivity which
is beneficial for high film perfection as seen in Section 7.3. A high adhesion energy leads
to a small diffusivity. This the the origin of the enhancement of the film perfection by the
application of suitable DSMs.
on the substrate was assumed. The diffusivity was assumed to be high for low adhesion substrates and
low for high adhesion substrate. With our measurements, we were able to confirm this assumption.
For a more precise investigation, a much larger number of samples has to be produced. However,
from the data shown in Figure 8.7, one can discover a general trend: for all but one rate, the island
density of perylene grown on PDMS is lower than for PS. For all rates, the island density of PDMS is
lower than for PS. And again for all but one rate the island density for PS is lower than for PMMA.
Hence, as expected and as also the determined values for D presented above indicate, the diffusivity
is highest for PDMS, and lowest for PMMA. By this measurements, we were able to confirm the
correlation between adhesion energy and diffusivity at a constant temperature (see Figure 8.8).
To gain a more detailed insight into this correlation, more than one sample has to be produced for Outlook
each DSM and each rate to reduce the statistical deviations in film quality. Additional samples with
evaporation rates between the existing data points have to be produced. Furthermore, it would be
interesting to produce an additional sample series on other DSMs or on unmodified SiO2. It was not
possible to perform all these interesting measurements during this thesis. However, the measurement
series can be seen as a proof of principle.
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8.4. Temperature series
After the determination of the diffusivity D at room temperature, the next goal was to investigate the
temperature dependence of the diffusivity as described by Equation 4.9 and Equation 4.10. Therefore,
100nm thick perylene thin-films were produced at different substrate temperatures between −40○C
and 35○C.
Figure 8.9 and Figure 8.10 show AFM scans of the perylene thin-films produced at different
substrate temperatures. On all DSMs, similar trends can be observed. At low temperatures, perylene
forms very small grains and the samples show a high island density. With increasing temperature,
the grain size increases and the island density decreases. At low temperatures it is more difficult for
molecules to overcome the diffusion barrier, the diffusion is suppressed. As a consequence, the mean
free path of the molecules is small for low temperatures and increases with temperature. Hence, a
small mean free path has the same consequence as a high evaporation rate which was described in
Section 8.3. Both for high rates and for low temperatures, it is more probable that a molecule finds a
local minimum in energy by binding to another free molecule or substable cluster than to find an
existing island. Therefore, a large number of small islands is formed. If the temperature, and thereby
the mean free path, increases the probability to bind to an existing island increases. Hence, larger
islands are formed at higher substrate temperatures. The expected trend is confirmed in Figure 8.9
and Figure 8.10.
By combining Equation 4.9 and Equation 4.10 with Equation 4.25, the island density N can beIsland density
rewritten to:
N = Θχ ( FD)χ ⋅ e E∗kBT (8.8)= Θχ ( F
1/2a2ν0e−ED/kB ⋅T )χ ⋅ e E∗kBT (8.9)= Θχ ( F
D0e−ED/kB ⋅T )χ ⋅ e E∗kBT (8.10)= ΘχF χ ⋅D−χ0 e χ⋅EDkB ⋅T ⋅ e E∗kBT (8.11)= D−χF ⋅ eEF/kB ⋅T . (8.12)
In Equation 8.12, ΘχF χD−χ0 was combined to D−χF , with DF being independent of temperature.
e
χ⋅ED
kB ⋅T ⋅ e E∗kBT was combined to e EFkB ⋅T .
EF = χED +E∗ = iEDi+ 5/2 + Ei + iEDi+ 5/2 = Ei +2i ⋅EDi+ 5/2 (8.13)
As Equation 8.13 shows, the exponent EF in Equation 8.12 depends on the critical cluster size i, the
binding energy of a cluster of the size i and the diffusion energy barrier ED, which depends on the
underlying substrate, EF ∝ ED.
Fitting Equation 8.12 to the island density plotted in Figure 8.11(a) should enable the extraction of
EF and DF . However, as one can see in Figure 8.11(a) the fit quality is very low and the dashed lines
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(a) PDMS −40○C (b) PS −40○C (c) PMMA −40○C
(d) PDMS −20○C (e) PS −20○C (f) PMMA −20○C
(g) PDMS 0○C (h) PS 0○C (i) PMMA 0○C
Figure 8.9.: 10× 10µm2 AFM scans of 100nm thick perylene thin-films on PDMS, PS and PMMA produced
at different substrate temperatures between −40○C and 0○C.
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(a) PDMS 20○C (b) PS 20○C (c) PMMA 20○C
(d) PDMS 25○C (e) PS 25○C (f) PMMA 25○C
(g) PDMS 30○C (h) PS 30○C (i) PMMA 30○C
(j) PDMS 35○C (k) PS 35○C (l) PMMA 35○C
Figure 8.10.: 10×10µm2 AFM scans of 100nm thick perylene thin-films on PDMS, PS and PMMAproduced
at different substrate temperatures between 20○C and 35○C.
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(a) Island Density vs. Substrate Temperature (b) Microstrain vs. Substrate Temperature
Figure 8.11.: Island Density and Microstrain vs. Substrate Temperature for perylene thin-films produced
on PDMS, PS and PMMA
barely represent the measured data. One major problem during the production is the precise control
of the substrate temperature for temperatures below room temperature. The temperature is regulated
by liquid nitrogen flowing through a copper pipe. In order to set a specific temperature, nitrogen is
pumped through the pipes for a specific time. When the temperature is reached, the nitrogen flow is
stopped. To prevent the sample to cool down further, the sample is then heated by a resistive wire.
The heating and the starting and stopping of the nitrogen flow should lead to a constant temperature
but leads to a large error bar of around ±5○C. The new evaporation setup at I. Institute of Physics
(IA) will enable more precise measurements.
The low fit quality is also represented in the error values for the values determined for EF which are
(1.5±0.6) ⋅ 103 ⋅ k−1B for PDMS (8.14)(1.9±0.4) ⋅ 103 ⋅ k−1B for PS (8.15)(5.9± 1.5) ⋅ 103 ⋅ k−1B for PMMA (8.16)
With bearing the bad fit quality and the huge error bars in mind, one can only guess a correlation
between adhesion energy and the diffusion barrier. While the diffusion barrier for PDMS and PS can
be hardly distinguished, the barrier height for PMMA is higher. This is in line with our assumptions.
Future measurements are recommended. With the new evaporation setup a more precise control of
the temperature should lead to more accurate results. As at temperatures above 40○C pronounced
reevaporation is observed, additional temperatures are only possible below −40○C and between
existing data points. However, additional temperature series at lower evaporation rates should enable
to investigate D in more detail than possible here.
The microstrain in perylene films is assumed to decrease with increasing temperature as defects Microstrain
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can be reduced efficiently at high temperatures and larger grains lead to less grain boundaries. As
Figure 8.11(b) shows, this is in general fulfilled for perylene on PDMS and PMMA. However, for
perylene on PS the microstrain decreases with increasing temperature for films grown at substrate
temperature of 0○C and below but increases for higher temperature. In Figure 8.10, a flake like
shape of the perylene islands can be observed for perylene grown on PS at a substrate temperature of
35○C. This flake like shape leads to larger grain boundaries in comparison to round grains. In the
framework of this thesis it was not possible to evaluate if the flake like shape is the primary origin
for or a consequence of the high microstrain. Further investigations should aim at this interesting
phenomenon.
8.5. Summary
The aim of this chapter was to study the influence of the adhesion energy of perylene on a given DSM
and the film formation process. In Section 8.2, the formation of the first islands on the differently
modified substrates was studied and the role of the balance between adhesion energy and cohesive
energy was elucidated. In Section 8.3, the diffusivity of perylene molecules on PDMS, PS and PMMA
was determined from the scaling relationship for island formation (Equation 8.2). It was shown
that the diffusivity is highest for PDMS, lowest for PMMA and in between for PS in accordance
to previously stated assumptions. In Section 8.4, film formation in dependence of the substrate
temperature was studied. High substrate temperatures lead to large grains and a small island density,
low substrate temperatures lead to a high island density but small grains. This confirms the correlation
between temperature and grain size. The quantitative analysis of the data was difficult but indicates a
high diffusion barrier for PMMA and a low diffusion barrier for PS and PDMS. All sections show that
the choice of DSM changes the film formation process and in turn the film quality. Hence, one of the
ways DSMs influence the OTFT device performance was revealed. The second proposed influence of
the DSMs on OTFT device performance is a change in trap states at the dielectric/organic interface
by the DSM. The influence of trap-states on charge carrier transport and the change of the trap-state
density by DSMs is investigated in the next chapter.
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Results & Discussion III -
Time and temperature dependent transport properties of
polycrystalline organic thin-film transistors
9.1. Introduction and motivation
When the research on organic thin-film transistors at I. Institute of Physics (IA) started in mid
2006, the first big challenge was to produce a working OTFT. More than a year of work was invested
into the production of a working transistor that was able to compete with other reported OTFTs in
terms of mobility. Since then, the OTFT research at I. Institute of Physics (IA) has taken a giant
leap. In the framework of this thesis, the analysis setup for organic electronics was developed further
to tackle novel challenges. Nowadays, a large variety of DC measurements, temperature dependent
mobility and time-domain measurements and TSC (thermally-stimulated current)-spectroscopy
are feasible. These techniques enable to investigate the charge transport in organic polycrystalline
materials in detail. The feasibility of these measurements can be regarded as one of the achievements
of this thesis. It was shown in Chapter 7 that the appropriate choice of DSM in OTFTs can enhance
the TFT device performance by several orders of magnitude. The increase in performance - which
is quantified by the device’s mobility - was attributed to an enhancement of film perfection and a
reduction of the influence of trap-states. The enhancement of film perfection by low adhesion DSMs
was studied in detail in Chapter 8. The present chapter focusses on time- and temperature dependent
phenomena in OTFTs to clarify the influence of traps on charge transport in polycrystalline materials
and on the influence of different DSMs on the trap-state density. The understanding the influence of
different DSMs on the trap-state density can lead to a successful decoupling of the influence of film
perfection and trap-state reduction on device performance. The insight gained can be used in the
design of a new generation of DSMs.
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First, in Section 9.2 the most important time- and temperature dependent phenomena in perylene
TFTs are presented. In a second step, amodel for the trap-state influence is derived from the perception
gained in the first section (Section 9.3). In Section 9.4, TSC measurements are presented. This is
followed by an investigation of the influence of deep-traps on charge transport (Section 9.5).
9.2. Phenomenology of time- and temperature dependent effects in
perylene TFTs
A variety of time- and temperature dependent effects is observed in organic thin-film transistors.
One of the most prominent is the hysteresis effect. In the context of OTFTs, hysteresis means aHysteresis
difference in drain current ID at the same gate voltage VG that occurs when a transfer characteristic
is measured by switching the transistor from OFF to ON and to OFF again during one continuous
measurement as depicted in Figure 9.1 (a). Two measures of this difference can be introduced. The
hysteresis broadening, given in Volts, is the difference in gate voltage for one specific drain current
measured in the two branches for the curve. The other, which is the hysteresis strength ∆IH , gives
the difference in drain current for one specific gate voltage. As shown in Figure 9.1(a) and in the
transfer characteristics presented in Chapter 7, pronounced hysteresis broadening can be observed
for organic thin-film transistors.
One possible explanation of this hysteresis is that the data points in the branch from ON to OFF
(lower current) are obtained later (on a time-scale) than the data points in the branch from OFF
to ON. This difference in time could be responsible for the strength in hysteresis. The electronic
measurements are carried out with a Keithley SCS which enables to set different sweep delays. A
sweep delay is a short pause in the measurement before the next voltage is set and the next current is
probed. Figure 9.1(b) shows the results of transfer characteristics with different sweep delays. The
hysteresis broadens with increasing sweep delays. Hence, a static (time-independent) effect can be
excluded as the only origin for the hysteresis1. This means that the hysteresis can be described as a
time-dependent decrease of drain current measured at a specific gate voltage.
To evaluate the time-dependence of the drain current, so called time-domain (TD) measurementsTime-domain
measurements were carried out. In time-domain measurements, the transistor is biased with a constant gate voltage
for a given time. Typically, the starting gate voltage is set to positive or small negative voltages to keep
the transistor in the OFF state. Then, the gate voltage is switched to and held at a different value which
typically corresponds to switching the transistor to the ON state. The temperature dependence of the
drain current is probed. Figure 9.1(c) shows a typical TD measurement: in the OFF state, only a very
small current in the range of the resolution of the SMU (SourceMeasure Units, see Subsection 6.2.2)
1Static effects cannot be excluded from contributing to the hysteresis as at a sweep delay of 0.01s a hysteresis is observed.
However, as the hysteresis shows a distinct increase with delay time, static effects can be excluded as the main cause of
hysteresis.
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(a) Hysteresis (b) Hysteresis vs. delay
(c) Time-domain effect (d) Influence of light on time-domain effect
Figure 9.1.: Hysteresis and time-domain effect in perylene TFTs. (a) shows that a pronounced hysteresis
effect can be observed in OTFTs. (b) with different sweep delays between 0.01 and 5 (in
seconds), the hysteresis broadening can be influenced. (c) shows a typical time-domain (TD)
measurement, (d) shows the influence of light on TD curves.
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can be measured. In the ON state, a decay of the current with time can be observed. This decay of the
current with time is the cause for the hysteresis effect.
Interestingly, the TD curves change if the TFT is illuminated with white light during the measure-
ment. The following experiment should only be seen as qualitative as the curves were obtained while
illuminating the sample with the light source of themicroscope at the setup for device characterisation
(see Subsection 6.2.2), the intensity of the source was controlled by a potentiometer. The percentage
values given in Figure 9.1(d) correspond to the position of the potentiometer. However, even from
these elementary measurements one can see that the current decays faster upon the illumination with
light.
The quantitative properties of a time-domain curve are investigated in Figure 9.2(a). To do so, a
very long time-domain measurement was recorded, the gate voltage was held at −120V for over 5min.
A sum of several exponential decay terms was fitted to the curve:
I(t) = I0+ N∑
i=1 Ii ⋅exp(− tτi ) (9.1)
Figure 9.2(b) shows the residual plot for N = 2, N = 3 and N = 4. It shows that four exponential decay
terms are needed to describe the time-dependence of the current with high accuracy. The determined
time-constants τi are:
τ1 = (338± 14)s τ2 = (55±4)s τ3 = (16± 1)s τ4 = (4± 1)s (9.2)
As themeasurement of a typical transfer curve takes approximately 30swith only a fraction of this time
accounting for the ON-state, only τ3 and τ4 will considerable influence the transfer characteristics.
Therefore, large time- constants will be neglected in the following and only two exponential decay
terms are fitted to the time-domain measurements.
ITD(t) = I0+ I1 ⋅exp(− tτ1)+ I2 ⋅exp(− tτ2) (9.3)
The results presented above were all obtained at room temperature. The electronic setup at I.Temperature
dependend
effects
Physikalisches Institut (IA) makes temperature dependent measurements in the range between
243K and 383K feasible. Figure 9.3 shows transfer characteristics (left) and TD measurements (right)
as a function of temperature. The measurements are divided into three different temperature ranges
overlapping at one temperature: 243K to 293K, 303K to 333K and 343K to 383K.
In Figure 9.3(a), the threshold voltage is similar for all transistors. Therefore, the drain current
measured at VG =−120V is proportional to the mobility. Hence, Figure 9.3(a) indicates an increasing
mobility with temperature for temperatures between 243K to 298K. As the temperature is furthermore
increased (298K, 333K, see Figure 9.3(c)) a second trend comes into view: not only does the maximum
current increase but also the hysteresis broadens and the threshold voltage −VT is shifted visibly
towards lower values both for the OFF-ON branch as well as for the ON-OFF branch of the transfer
characteristic. A different behavior can be observed when going to even higher temperatures between
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(a) Long time-domain measurement with fit
(b) Residual of the fit to long time-domain measurement
Figure 9.2.: Long time-domain measurement, the transistor is set to ON for five minutes (a). (b) shows
the residual plots of the fit of Equation 9.1 to the data. The residual plot shows N ≥ 4.
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(a) Transfer characteristics 243K-298K (b) Time-domain 243K-298K
(c) Transfer characteristics 298K-333K (d) Time-domain 298K-333K
(e) Transfer characteristics 333K-383K (f) Time-domain 333K-383K
Figure 9.3.: Transfer characteristics (left) and Time-domain curves (right) in dependence of sample
temperature for three different temperature regimes: 243K to 293K, 303K to 333K and 343K
to 383K. Measurements were carried out in steps of 5K, the full measurement series can be
found in the Appendix. For improved visualisation, only every second curve is presented
here.
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333K to 383K (see Figure 9.3(e)): the maximum current decreases with increasing temperature.
Furthermore, the threshold voltage for the OFF to ON branch shifts towards lower absolute values
while for the ON-OFF branch is shifted to higher absolute values which leads to a very large hysteresis
broadening. While for the low temperature range the temperature dependence of the mobility was
deduced from the maximum drain current, an analogous conclusion cannot be drawn for the mid and
high temperature range. Figure 9.4(a) shows the temperature dependence of the mobility extracted
from the saturation regime of the transfer characteristics, Figure 9.4(b) shows the hysteresis strength
as a function of the temperature. For temperatures below about 310K the mobility clearly increases
exponentially with temperature. For higher temperatures, the curve shows a distinct deviation from
the exponential increase. The mobility shows a maximum at around 320K and a decrease of mobility
for high temperatures.
In Section 2.6, different models describing the temperature dependence of the mobility were
introduced. While the band transportmodel predicts decreasingmobility with increasing temperature
µ∝ T−α , (9.4)
both the polaron hopping model and the multiple trapping and release model predict increasing
mobility with temperature:
µ∝ 1√Eb ⋅T−3/2 ⋅exp(− Eb2kBT ) for Polaron hopping (9.5)
µ∝ exp(− EbkBT ) for multiple trapping and release (9.6)
In the temperature range below about 310K, the temperature dependence of the mobility is expo-
nential in accordance to the Polaron hopping and the multiple trapping and release model. However,
for higher temperatures the temperature dependence of the mobility deviates the predicted behavior.
We will get back to this point in Section 9.3 where a new model will be derived that is able to describe
the temperature dependence of the mobility is the full temperature range.
The right side of Figure 9.3 shows TD measurements as a function of temperature. One can clearly
see that the temperature has an influence on both the height (drain current at switching point as
well as asymptotic drain current I0) as well as the curvature of the TD curves. At the first sight, the
time-domain curve can be grouped into two temperature regimes: 243K to 333K (corresponding
to the low and mid temperature regime for transfer characteristics) and a high temperature regime
(333K to 383K). For low and mid temperature, the TD curves shift to higher currents and stronger
curvature. For high temperatures, the TD curves shift to lower currents but stronger curvature. A
quantitative analysis of the TD curves can be found in Figure 9.4(c),(d). The time-constants decrease
with decreasing temperature leading to a stronger curvature of the TD curves as observed. Similar
to the mobility, the asymptotic current I0 (labeled as Iinfinity in the plot) shows an increase in the
low temperature regime and a decrease at the high temperature regime. Iswitch gives the calculated
current shortly before switch (as the first point of the TD curves is probed shortly after the switch).
In summary, several time- and temperature dependent phenomena in OTFTs were observed and
described above. These phenomena include:
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(a) Mobility vs. Temperature (b) Hysteresis Broadening vs. Temperature
(c) Time-domain constants vs. Temperature (d) Time-domain constants vs. Temperature
Figure 9.4.:Mobility and time- domain constants in dependence of temperature
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• Hysteresis broadening and the influence of sweep delays on hysteresis
• Time-domain effect and the influence of light on TD curves
• Temperature dependence of mobility
• Temperature dependence of TD parameteres
These effects seem to be of different origin as some are time dependent, others are temperature
dependent. In the next section, a model will be derived which can explain all these effects in a
coherent manner.
9.3. Modeling of the charge carrier transport in perylene TFTs
Several time- and temperature dependent phenomena were described above. In order to derive a
model describing all these effects, the time-domain effect was taken as a starting point. In the case
of time-domain measurements, a decay of the current with time is observed when the gate voltage
is switched from a smaller negative or a positive value to a larger negative value as again shown in
Figure 9.5(a). During the measurement, the gate voltage is kept constant, typically, the sample is
placed in a dark surrounding, and the temperature is kept constant. That means, that there should be
no external influence on charge transport in the organic layer. Still, we are measuring a clear decay of
the current with time. For all perylene transistors measured, a second order exponential decay (i.e.
two exponential terms) fits the data. On the other hand side, if the gate voltage is switched from a
larger negative value to a smaller negative value, an exponential growth is observed while the gate
voltage is large enough to keep the transistor in its ON state. Still, all conditions are kept constant.
The current, that runs through a field effect transistor can be calculated by
ID = WL ⋅Cox ⋅ µ ⋅(VG −VT) ⋅VD⇒ ID,sat = W2L ⋅Cox ⋅ µ ⋅(VG −VT)2 (9.7)
The geometry of the transistor is kept constant, thusW and L are constant values. The gate voltage
and the drain voltage are kept constant during the measurement as well. The threshold voltage is the
voltage at which the transistor is switched from OFF to ON. This voltage can vary from measurement
to measurement, but is constant for one specific measurement. That means, the remaining variables
are the mobility µ and the capacity per unit area Cox . At first sight, one might find the variability
of Cox puzzling but Cox cannot be seen as a pure constant (given only by device geometry and
dielectric constant) but as the ability of the device to attract charge carriers to the dielectric-organic
interface in a capacitor like fashion when the transistor is in the ON state. The mobility µ is influenced
by temperature (as with increasing temperature more phonons are activated which can promote
(hopping) or hinder (band-like) charge transport) and by the gate voltage. One can also understand
the dependence of the mobility upon illumination (if one imagines a tunneling dominated charge
transport, i.e. a charge transport model in which the movement of the charge carriers is dominated
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by tunneling through the potential barrier between two molecules), because photons can assist the
tunneling process. All of these influences (temperature, gate voltage, light) on mobility can be omitted
as the conditions are kept constant. Furthermore, when the gate voltage is stepped from a larger
negative value to a smaller negative value, the current increases with time. It is unlikely that the
mobility should increase with increasing time in one case but decrease with decreasing time in another
if both cases hold identical conditions. That leaves Cox as the origin of the decaying current.
Regarding the hysteresis (see Figure 9.5(b)), one can observe more evidence for this conclusion.
During the sweep of a single transfer characteristic, all external conditions stay constant. However,
the current is smaller for the sweep from ON-OFF than for the sweep from OFF to ON. That means,
that less movable charge carriers exist in the transistors channel. Alternatively, the mobility changes
in respect with the sweeping direction which is unlikely for to the same reasons as stated above.
Both time-domain measurements and hysteresis hence show clear indication that Cox respectively
the number of mobile charge carriers decreases during a sweep or during a specific voltage step. Here,
Cox and the number of charge carriers are connected by Cox ⋅VG =Q.
The followingmodel, which is depicted in Figure 9.6, helps to understand the phenomena described.Application of
the model on
hysteresis
In phase (I) (see also Figure 9.5) of the sweep, the transistor is in its OFF state, which means that
there are no mobile charge carriers in the channel. All charge carriers are localized in molecular
HOMO (as the charge carriers are holes). In phase (II), the transistor is switched ON by increasing
the absolute gate voltage over the threshold voltage. Thereby, mobile charge carriers are injected into
the channel. The number of injected charge carriers is given by the capacitor equation CU =Q. As
the sample is most likely not trap free (there are traps at the interface due to DSM, due to water and
due to silanoles and there are traps in the films due to grain boundaries), a fraction of the charges is
trapped while the remaining charges are free. In phase (III), the maximum gate voltage is reached.
Hence, the number of charge carrier is maximized and thus the maximum trap filling is reached as
well. If now the current decreases in (IV), most traps are still filled. Hence, the capacitor equation
CU = Q is fulfilled by two contributions: newly injected holes and trapped holes. Both the drain
current and the gate current are the same in (IV) as in (II). Less mobile charge carriers are available
in (IV) in comparison to (II). As consequence, the current that flows is smaller then the current that
flows in phase (II). This is the origin of the hysteresis. As holes are still trapped, the device will turn
off at higher negative gate voltages than turn on (V). The same model can qualitatively explain the
origin of the time-domain effect. If the gate voltage is changed from a smaller negative value to a
larger negative value, the current sharply increases in order to fulfill the capacitor equation. Then,
the traps are filled with holes with a specific rate. As a consequence the current flowing through the
channel decreases as can be seen in the time-domain curves. When the gate voltage is stepped from a
larger negative value to a smaller negative value, more charge carriers are trapped in the channel than
needed to fulfill the capacitor equation. With time, the traps are emptied in order to reach thermal
equilibrium. Thus newly induced charge carriers can contribute to the current and thus the current
increases as can be seen in the time-domain curves.
Gu et. al. [36] stated that trapped electrons are responsible for the hysteresis and the time-domainHole or electron
traps?
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(a) Time-domain effect
(b) Hysteresis
Figure 9.5.: Hysteresis and time-domain effect in perylene TFTs
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effect in pentacene, which like perylene is a p-type organic semiconductors. Figure 9.5(a) proves
that in perylene not electrons but holes are trapped. Two different time-domain measurements were
carried out: in the first case, the transistor was kept at a positive VG ,0 and then switched to the ON
state. Let«s first consider that the transistor is in the OFF state with VG ,0 > 0 . Gu stated that electron
trapping occurs in the active layer of the transistors. If the transistor is in the OFF with VG ,0 > 0, the
Fermi energy is shifted towards the trap states’ energy levels. Same as in a capacitor, electrons will be
attracted towards the dielectric-organic interface where the channel is located. Hence, the traps will
be filled. After the switch to the ON state, the electrons would be released by thermal excitations with
specific time constant. As the traps are located in the channel, free electrons will recombine with
movable hole which leads to a decay in current. Hence, this model is able to explain the red curve in
Figure 9.5(a). However, we conducted a second measurement on the same transistor under the same
conditions but started the measurement with a negative gate voltage VG ,0. Therefore, no electrons
are attracted towards the channel. In consequence, no electrons can be trapped in the channel. If
Gu’s model would be applicable to perylene TFTs no decay in current would be observable, as no
electrons were trapped. Hence, no electrons can be released in the ON state, no recombination will
take place and the current will not decay. The opposite can be seen in Figure 9.5(a): the time-domain
curve takes the identical progression as the one measured before. Hence, we can conclude that not
electrons but holes are trapped in perylene TFTs.
The latter is pictured in Figure 9.7. The black curve denotes the energy levels in the device, while
the blue lines denote the filling level of the respective energetic level. In the case of a sweep from OFF
to ON or a step from a smaller negative to a larger negative gate voltage, the trap filling is retarded in
comparison to the filling of the HOMO (as the latter is filled almost instantaneously). In this case,
the HOMO has to be emptied and the traps have to be filled in order to reach thermal equilibrium.
That leads to a decreasing current in time-domain curves. Hence, a higher current in phase (II) than
in phase (IV) is measured for the transfer sweep. In the contrary case, the traps have to be emptied
and the HOMO has to be filled which leads to increasing current in time-domain respectively lower
current in phase (IV) than in phase (II) for the transfer sweep. This model can qualitatively describe
the effect of the hysteresis and of the time-domain effect.
In order to gain quantitative results, the model previously presented has to be extended. StartingEffective
Mobility vs. Q ind point of our considerations is the fact that the trapping of a partition of charge carriers does not only
influence the time-domain effect and the broadness of the hysteresis but also the characteristics of
transfer curves. This influence can be described by introducing an effective mobility into Equation 9.7:
µe f f (T) = µ0(T) ⋅ Nmobil e(T)Nmobil e(T)+Ntrapped(T)⇒ ID = WL ⋅Cox ⋅ µe f f ⋅(VG −VT) ⋅VD (9.8)
The mobility that is measured for example by linear fitting of the saturation regime current is an
effective mobility which is calculated from the intrinsic mobility times the fraction of free charge
carriers. On the other hand side, one can calculate the current flowing through the channel of the
transistor by using the intrinsic mobility and the effective number of charge carriers induced:
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Figure 9.6.: Five step model to explain hysteresis, I-V corresponds to the different regions of the transfer
characteristics as depicted in Figure 9.5(b). Step I: The device is in the OFF state. No charge
carriers are injected into the channel, hence, no current flows. Step II: The device is switched
to ON. Charge carriers are injected into the channel to fulfill the capacitor equation CU =Q.
A fraction of these charge carriers are free, the others are trapped. At first, all charge carriers
contribute to the current. Step III: The maximum number of charge carriers is injected.
Maximum current flows. Maximum trap filling is reached. Step IV: A large fraction of charge
carriers is still trapped. Traps empty slowly. Trapped charge carriers contribute to CU = Q,
therefore, to fulfill the capacitor equation, less charge carriers have to be injected. The
current is lower than in step II. Step V: Device switchesOFF at−VG >−VT asCU =Q is fulfilled
by trapped charge carriers only. No current flows.
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Figure 9.7.:Model of the trap-states in perylene TFTs. As time-domain measurements indicated, at least
two relevant trapping levels exist in perylene TFTs. R i , j denote the transition rates between
the different levels, the transition rate between the two trap states is zero. Note that unless
otherwise depicted, a trap filling will not in every case lead to a successive filling of higher
states (as it would be e.g. in the particle in a box problem where each energy level can be
filled with two electrons and additional electrons will occupy higher levels.). A high number
of traps at a similar energy would lead to similar hysteresis and time-domain effects.
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Qinduced(T) = cox ⋅VG −Qtrapped⇒ ID =Qinduced(T) ⋅ µ0 ⋅VD (9.9)
One can easily see that Equation 9.8 and Equation 9.9 describe the same situation. While Equation 9.9
is better applicable for theoretical model calculations (where Qinduced respectively Qtrapped can be
calculated via rate equations), Equation 9.8 is better applicable for the analysis of measured transfer
curves where the mobility is extracted by linear fitting. In order to carry out model calculations, one
has to find an expression for Nmobi l e(T)/Nmobi l e(T)+Ntrapped(T) or Qinduced . Starting from our model
that can be seen in Figure 9.7, a charge carrier can be either mobile (in the HOMO) or trapped (in
the trap state). There has to be a nonzero probability that a hole can transit from one state into the
other (if that would not be the case, no time-domain effect would be observed). This probability is
connected with a transition rate. If we denote the rate for the transition of an hole from the HOMO
to the trap state with R12 and the rate for the opposite transition R21, than the differential equation
describing this system would be
˙Q1,HOMO = −R12 ⋅Q1,HOMO +R21 ⋅Q2,Trap1 (9.10)
˙Q2,Trap1 = +R12 ⋅Q1,HOMO −R21 ⋅Q2,Trap1 (9.11)
The solution of this differential equation system is:
Q1,HOMO(t) = E⃗V 1,1 ⋅exp(−EW1 ⋅ t)+ E⃗V 2,1 ⋅exp(−EW2 ⋅ t) (9.12)
Q2,Trap1(t) = E⃗V 1,2 ⋅exp(−EW1 ⋅ t)+ E⃗V 2,2 ⋅exp(−EW2 ⋅ t) (9.13)
Here, E⃗V i , j denotes the j-th component of i-th eigenvector, EWk denotes the k-th eigenvalue. As
the eigenvalues of such an equation system include the trivial eigenvalue, the time dependence of
Q1,HOMO is a first order exponential decay. However, themeasured current of the time-domain curves
show a second order exponential decay. This is indicative for a second trap state, as the differential
equation system has to have three states in order to get two nontrivial eigenvalues. Therefore, the
system is expanded to:
˙Q1,HOMO = (−R12−R13) ⋅Q1,HOMO +R21 ⋅Q2,Trap1 +R31 ⋅Q3,Trap2 (9.14)
˙Q2,Trap1 = +R12 ⋅Q1,HOMO −R21 ⋅Q2,Trap1 (9.15)
˙Q3,Trap2 = +R13 ⋅Q1,HOMO −R31 ⋅Q3,Trap2 (9.16)
The solutions are given in analogy to Equation 9.13, for example the time-dependence of Q1,HOMO Solution of the
rate equationsis given by:
Q1,HOMO(t) = E⃗V 1,1 ⋅exp(−EW1 ⋅ t)+ E⃗V 2,1 ⋅exp(−EW2 ⋅ t)+ E⃗V 3,1 ⋅exp(−EW3 ⋅ t) (9.17)
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Without loss of generality, EW1 = 0, i.e.
Q1,HOMO(t) = E⃗V 1,1+ E⃗V 2,1 ⋅exp(−EW2 ⋅ t)+ E⃗V 3,1 ⋅exp(−EW3 ⋅ t) (9.18)
is a second order exponential decay as observed in time-domain measurements. By including starting
values, e.g. Q1(t = 0) = cox ⋅VG , the equations can be solved analytically (for example by Maple). The
resulting eigenvalues are
EW2 =− 12 ⋅R13− 12 ⋅R31− 12 ⋅R21− 12 ⋅R12 (9.19)+ 12 ⋅√R213+2 ⋅R13 ⋅R31−2 ⋅R21 ⋅R13+2 ⋅R13 ⋅R12+R231−2 ⋅R31 ⋅R21−2 ⋅R12 ⋅R31+R221+2 ⋅R12 ⋅R21+R212
EW3 =− 12 ⋅R13− 12 ⋅R31− 12 ⋅R21− 12 ⋅R12 (9.20)− 12 ⋅√R213+2 ⋅R13 ⋅R31−2 ⋅R21 ⋅R13+2 ⋅R13 ⋅R12+R231−2 ⋅R31 ⋅R21−2 ⋅R12 ⋅R31+R221+2 ⋅R12 ⋅R21+R212
In principle, themodel is similar to themultiple trapping and releasemodel presented in Section 2.6
but for two important differences. First, the MTR model assumes only one discrete trapping level.
However, our measurements indicate that at least two trap levels are needed to describe the charge
transport in perylene TFTs. Second, and more important, in case of the MTR model the trapping
probability for all holes equals one, R12 = R13 = 1. Our model, however, assumes that an energy is
needed for a hole both to get into the trap state and to get out of if2. Certainly, the energy needed for
the trapping will be lower than for the release, nevertheless, the assumption leads to R12 ≠ R13 ≠ 1 and
will be justified below and in Section 9.4.
The presented model was used to simulate time-domain curves as well as the time dependenceSimulation of TD
curves of the charge carrier density in the HOMO and in the trap states. The results, which can be seen in
Figure 9.8 show that the derived model can reproduce the observed trend as a first prove of principle.
With the help of the model, Maple 12 was used to simulate transfer characteristics under theSimulation of
transfer
characteristics
influence of trap-states. The respective Maple 12 code can be found in the appendix. Therefore, the
ratio between free and total charge carriers is calculated for every gate voltage-step i of the transfer
characteristic. Between two voltage steps, a sweep delay is set in analogy to the measurements. The
drain current is then calculated in accordance to the model by
ID [i] = QHOMO [i]Qges [i] ⋅ µ(T)coxW/L ⋅VG [i]2 . (9.21)
Note, that in this model the mobility µ(T) can have an additional temperature dependence e.g.
due to small polaron hopping. In order to simulate the temperature dependence of the transfer
characteristics, a temperature dependence of the transfer rates is introduced. The model is based
on discrete levels which are separated by an energy barrier. Hence, with increasing temperature the
transfer between two levels will be easier which is leading to an increase in the transfer rates:
2This central assumption of ourmodel seems to be counter-intuitive. The legitimacy of this assumption will be investigated
in detail in Section 9.4.
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(a) Simulation of time-domain curve
(b) Simulation of the charges in HOMO, Trap 1 and Trap 2
Figure 9.8.: Results of simulations based on the model for charge transport and trapping in perylene
TFTs presented above. (a) shows a simulated time-domain characteristic, (b) shows the
distribution of charges over the three relevant energy levels: HOMO, Trap 1 and Trap 2. As
expected, a thermal equilibrium is reached between the three states.
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(b) Simulation
Figure 9.9.: (a): Transfer characteristics measured at three different temperatures. One can clearly
see that the maximum drain current at −120V and the hysteresis broadening depend
on temperature. (b): simulated transfer characteristics at different temperatures. The
temperature dependence of the maximum drain current and of the hysteresis broadening
is reproduced by the charge transport and trapping model. In the measured transfer
characteristics, a larger shift in gate voltage than in the simulation can be observed. We will
investigate the origin of this shift in detail in Section 9.5.
Ri j = Ri j,0 ⋅exp(−EB,i jkBT ) . (9.22)
As the rates change, so do the eigenvalues and eigenvectors of Equation 9.16 which in consequence
changes the simulated transfer characteristic.
The results of the calculations can be seen in Equation 9.7(b) in comparison to measured transfer
characteristics. One can see that the simulations nicely reproduce the observed trends in maximum
drain current and hysteresis broadening.
After this first proof of principle, transfer characteristics were simulated for a large temperature
range as in our measurements. The results can be seen in Figure 9.10.
Even though the quantitative results deviate from our observations, the model is able to reproduceSummary
the experimental data qualitatively. As in Figure 9.4, the simulated mobility shows a maximum and a
decrease with increasing temperature above the maximum. This qualitative reproducibility cannot
gained by applying the previously presented hopping or multiple trapping and release models but is
provided our model. In case of multiple trapping and release, where the transition into a trap state is
not thermally activated, the trapping probability equals one and the release is thermally activated.
Hence, an increase in temperature will always result in an increase in free charge carriers. In contrast,
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Figure 9.10.: Temperature dependence of themobility extracted from simulated transfer characteristics.
One can clearly see that the temperature dependence of the simulated mobility can
reproduce the decreasing mobility at higher temperatures. However, by comparing the
results of the simulation with actual measurements, one can see that the temperature
dependence is more pronounced in reality than in the simulation. Note, that the absolute
value of the mobilty at T = 0K is an arbitarily set parameter in the fit.
we assumed an energetic state that leads to a thermally activated trapping and a thermally activated
release rate. If the barrier height for holes to transit into the given state is high enough to prevent
effective trapping at room temperature but enables trapping at elevated temperatures, the number of
free charge carriers will decrease with temperature. In consequence, the measured mobility will also
decrease with increasing temperature as observed. The next section will aim at proving of the trap
model we have developed.
9.4. Trap-state spectroscopy with TSC
In the previous section, amodelwas introduced that can explain the observed temperature dependence
of the mobility measured in perylene TFTs. Figure 9.11 shows that the temperature dependence is
changing with the underlying DSM. Perylene TFTs on PDMS, PS, PMMA and SiSAM have been
presented. While not all TFTs show a pronounced decrease of the mobility with temperature, a clear
deviation from the behaviour predicted by the small-polaron hoppingmodel (indicated by the red line
in the graphs) is observed for higher temperatures. Figure 9.12 shows the temperature dependence
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of the time coefficients τ1 and τ2 for the same TFTs. For all TFTs, the coefficients show a more or
less pronounced temperature dependence which is different for each DSM. In the framework of our
model this means that the trapping and release rates are different for TFTs on different DSMs. This in
turn leads to the conclusion that the energetic distribution and density3 of the trap-states is different
for different DSMs. This is exactly the assumption stated in Section 7.7. Furthermore, by comparing
Figure 9.11 with Figure 9.12, one can observe that the two phenomena - namely the temperature
dependence of the mobility and of the time-constants - are correlated: While in case of PS and PMMA,
the time-constants are constant for a large temperature range with only the last data points show an
increasing tendency, this increasing tendency can be observed at lower temperatures for PDMS and
SiSAM. It was shown in the previous chapter that the time-constants are correlated to the transition
rates between HOMO and trap states. The transition rates in turn are correlated to the ratio between
free charge carriers in the HOMO and the trap states which influences the effective mobility. Hence,
as the time-constants increase, the model predicts an increase in mobility. By comparing Figure 9.11
with Figure 9.12, this assumption is confirmed.
However, the different trends in time-domain curves are only an indirect proof of the change of
trap-state density and distribution. Trap-states in semiconductors can be directly probed by TSC
(thermally stimulated current4) measurements. A typical TSC measurement is carried out as follows:
the transistor is cooled down to a minimum temperature which was −30○C in our case. Subsequently,
the transistor is switched to ON by appliance of a high negative gate voltage of VG = −120V and a
drain voltage of −20V and kept ON for 20min. Thereby, all traps are filled. Then the transistor is
switched OFF by setting the gate voltage to zero. Subsequently, the TFT, which is still in its OFF state,
is slowly heated and the current is probed. As the transistor is OFF, all detected current originates
from released charge carriers. As the temperature slowly increases, more traps can be released.
Hence, the TSC signal displays the temperature dependence of the thermal release. In addition to the
standard method, additional TSCmeasurements were carried out in the framework of this thesis. The
difference to the standard method is that the trap filling was not conducted at −30○C only, but also at
elevated temperatures of −5○C, 20○C, 45○C, 70○C and 95○C. The starting temperature of TSC will be
referred to in following as trap-filling temperature. If the multiple trapping and release model would
be right and the trapping probability equals one for all temperatures, then the number of trapped
charge carriers will not depend on the temperature at which the traps are filled and the TSC curve
should be equal for every trap-filling temperature.
Figure 9.14 and Figure 9.15 show the TSC spectra for four different perylene TFTs one on eachTSC spectra for
different DSMs DSM: PDMS, PS, PMMA and SiSAM. As all curves show clearly, the TSC signal shows a profound
dependence on the trap-filling temperature. This confirms that at elevated temperature more charge
carriers are trapped than at lower temperatures and disproves the standardMTRmodel. Furthermore,
3In the model, two different trap states were assumed. This refers to the energetic positioning of the trap state i.e. the trap
state depth. This should not be confused with one energy level which can be occupied with two electrons in maximum.
In reality, a multitude of trap states will be at hand.
4see also Subsection 6.2.2
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(a) PDMS (b) PS
(c) PMMA (d) SiSAM
Figure 9.11.: Temperature dependence of themobilitymeasured for perylene TFTs on different dielectric
surface modifications. One can clearly see that the temperature dependence deviates from
the trend predicted by the small-polaron hopping model (red line) at higher temperature.
While TFTs on PDMS and SiSAM show a clear decrease in mobility for a large temperature
range, PS and PMMA show only a less pronounced deviation from the expected trend.
one can see that the TSC signal at one specific temperature but for different DSMs differs. While
OTFTs on PS and PMMA show pronounced release in the temperature range between 0○C and 60○C,
PDMS and SiSAM based transistors feature higher release currents at higher temperatures. This is a
clear evidence for the influence of DSMs on trap-state distribution.
In the commonly used model for hole traps, as already presented in Section 2.4, hole traps are
regarded as localized states filled with electrons which are energetically located above the HOMO. A
hole trapped is referred to as empty if filled with an electron and as filled if filled with an hole. This
is also depicted in Figure 9.13(a). In this case, no energy is needed in order to transfer an electron
from the trap into the HOMO, or in an alternative formulation: no energy is needed to trap holes. In
perylene TFTs, traps were observed that require energy upon trap filling and upon trap emptying.
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(a) PDMS (b) PS
(c) PMMA (d) SiSAM
Figure 9.12.: Time-domain curves measured for perylene TFTs on different dielectric surface modifica-
tions. The time-domain constants show a decreasing trend at high temperatures. The
decrease is less pronounced in case of PS and PMMA.
From a first view, this may seem to be counter intuitive but can be explained. As also discussed
in Section 2.4, additional electrons on a specific molecule are self-stabilizing by the interaction
between the resulting dipole moment of a charged molecule with the polarizable surrounding. In
organic thin-films, hole traps can be states localized at chemically modified perylene molecules or at
impurity molecules. These molecules HOMO and LUMO will be shifted in respect to the HOMO
and LUMO of a perfect perylene crystal. If one assumes the molecules to be negatively charged, then
the polarization leads to an additional shift in energy. That can lead to localized states filled with
electrons that energetically lie below the HOMO level (see Figure 9.13(b)). In consequence, energy is
needed to trap a hole.
In order to gain a more quantitative insight into the trapping and release in perylene TFTs, theQuantitative
analysis of TSC
spectra
TSC signals were studied in detail. In particular the TSC signals of PS and PMMA showed evidence
of discrete peaks in the release spectrum. The existence of these peaks can be justified as followed:
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Figure 9.13.: (a) typical hole trapping as discussed in Section 2.4. (b) hole trapping in perylene. In
perylene crystals, the overlap of the HOMOs of adjacent perylene molecules leads to a
narrow HOMO band in distance EG to the LUMO. In addition to perylene molecules which
are only surrounded by other perylene molecules, some molecules can be found that have
(i) a different surrounding e.g. at the organic/DSM interface, at grain boundaries or (ii) are
chemically different e.g. oxidized. Both scenarios (i) and (ii) lead to localized states which
can be energetically in the vicinity of the HOMO. Let’s assume the state is occupied with an
electron which leads to a negatively charged molecule. Then a static dipole moment can
be appointed to the molecule. The interaction of the dipole moment with the surrounding
stabilizes the electron at the molecule. Hence, the energetic distance from the energy
level of the electron to the vacuum level is larger than the distance from vacuum level to
the LUMO of the neutral molecule. Both scenario (i) and (ii) lead to the possibility to have
occupied energy levels below the HOMO. By thermal excitation over the energy barrier Efill,
the electron can be exited into the HOMO which is synonymous to trapping a hole. As the
stabilization by polarization no longer occurs, the LUMO of the molecule, which is now a
filled hole trap localized at a neutral molecule, i energetically shifted upwards (transition
from gray to red in (b)). In order to free the hole, Erelease has to be applied.
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(a) PDMS (b) Logarithmic plot PDMS
(c) PS (d) Logarithmic plot PS
Figure 9.14.: TSC spectra for OTFTs produced on PDMS and PS. Right side shows the TSC curves in
logarithmic plot. The curves are similar for low temperatures but deviate from each other
for higher temperatures.
Consider a discrete number of trap levels all with the same energetic position in respect to the HOMO
and a distance between the levels and the HOMO which is slightly larger than the thermal energy.
Then the release probability will increase with temperature. In the beginning, this would lead to
an increase in released charge carriers. As the trap is continuously emptied, the number of charge
carriers in the trap decreases. Hence, even though the release probability increases, the number of
released charge carriers decreases and approaches zero. If trap levels with a different discrete energetic
distance to the HOMO exist, several peaks will occur in the TSC spectrum as observed.
In Figure 9.16, the peak fitting is exemplarily carried out for three different TSC curves of a perylene
TFT on PS. One can see that all spectra can be described well by with four peaks of gaussian shape.
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(a) PMMA (b) Logarithmic plot PMMA
(c) SiSAM (d) Logarithmic plot SiSAM
Figure 9.15.: TSC spectra for OTFTs produced on PMMA and SiSAM. Right side shows the TSC curves in
logarithmic plot. That the curves are similar for low temperatures but deviate from each
other for higher temperatures.
The position of each specific peak is similar in all three spectra. By integrating each peak, the total
number of releases charge carriers from the respective trap-level can be calculated. By integrating over
the whole TSC curve, the total number of released charge carriers can be deduced. As the temperature
is increased with a constant heating rate, the area under the curve can be expressed in A ⋅ s =C. In
Section 2.6, trap states were partitioned into tail states, which influence the effective mobility and
deep trap states which influence the threshold voltage. In analogy to this definition, all trap states that
can be emptied during a TSC measurement are regarded as shallow. All traps not emptied during
the measurement are regarded as deep. Hence, the total number of released charger carriers equals
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(a) Trap-filling at −5○ (b) Trap-filling at 45○
(c) Trap-filling at 95○
Figure 9.16.:Quantitative analysis of TSC spectra for different trap-filling temperatures. The spectrum
can be described by four different peaks of gaussian shape which are located at similar trap
emptying temperatures for different trap-filling temperatures.
the number of charge carriers trapped in shallow traps Ntrap. The total number of released charge
carriers for each DSM and different trap-filling temperatures can be found in Table 9.1.
Both the areas under the respective TSC peaks and the total number of released carriers is plotted
against the trap-filling temperature for all four DSMs. The position of the release peaks as well as the
intensity of the different peaks relative to each other and the total number of trapped charge carriers
(in shallow traps) strongly depends on the underlying DSM. PDMS and SiSAM show the lowest
number of trapped charge carriers over the whole temperature range while the number of trapped
charge carriers is higher for PS and PMMA. However, the total number of trapped charge carriers
alone is not the relevant quantity to describe the influence of trap states on OTFT performance.
Relevant is the balance between trapped and released charge carriers. If the rate of trapping is high
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(a) PDMS (b) PS
(c) PMMA (d) PS
Figure 9.17.: Results of the quantitative analysis of TSC spectra on different DSMs. All graphs show that
the number of releases charge carriers increases with increasing trap filling temperature
which indicates that more traps can be filled at elevated temperatures.
and the rate of release is low, a large number of charge carriers are trapped and the effective mobility
is very small. In turn, both a low trapping rate combined with a relatively low release rate and a high
release rate combined with a relatively high trapping rate can lead to a high effective mobility as in
both cases the ratio between released and trapped charge carriers is high. In order to gain information
of the charge carriers which are released from traps up to a specific temperature Nrelease(T), one
has to integrate over the TSC curve from −30○C to T . The aim of this chapter was to investigate
the influence of different DSMs on charge carrier transport and to show that a change in DSM
can influence the effective mobility to fully understand the influence of DSMs on OTFT device
performance. In Chapter 8 it was shown that a lower adhesion energy as facilitated by a DSM can
lead to high film perfection. In Chapter 7 we have shown that perylene on PS and SiSAM has a
similar adhesion energy, (54.6± 1.8)mN/m for PS and (54.8± 1.8)mN/m for SiSAM. Perylene shows a
similar correlation length on both DSMs, (176±26)nm on SiSAM, (152± 12)nm on PS. In OTFT
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Table 9.1.:Quantitative analysis of TSC spectra: the table gives the number of released charge carriers in
dependence of the trap-filling temperature for PDMS, PS, PMMA and SiSAM. Note that due to
technical problems, not all trap filling temperatures were investigated for every DSM.
Number of released charge carriers
Temperature / ○C PDMS PS PMMA SiSAM−30 9.5 ⋅ 109 1.7 ⋅ 1010 1.3 ⋅ 1010 8.7 ⋅ 109−5 1.0 ⋅ 1010 2.2 ⋅ 1010 1.6 ⋅ 1010 1.2 ⋅ 1010
20 1.2 ⋅ 1010 2.7 ⋅ 1010 2.5 ⋅ 1010 1.6 ⋅ 1010
45 1.5 ⋅ 1010 3.6 ⋅ 1010 3.3 ⋅ 1010
70 3.8 ⋅ 1010 2.8 ⋅ 1010
95 2.3 ⋅ 1010 4.2 ⋅ 1010 4.8 ⋅ 1010 3.3 ⋅ 1010
Table 9.2.: Balance between trapped and released charge carriers at 20○C for different DSMs. A high
value of Nre l ease/N trap+Nre l ease leads to a high effective mobility. Perylene TFTs on SiSAM show
the lowest value of Nre l ease/N trap+Nre l ease which leads to a reduced effective mobility.
DSM Nrel ease Ntrapped Nre l ease/Ntrap+Nre l ease
PDMS 3.31 ⋅ 109 1.20 ⋅ 1010 0.22
PS 9.76 ⋅ 109 2.75 ⋅ 1010 0.26
PMMA 1.25 ⋅ 1010 2.45 ⋅ 1010 0.34
SiSAM 3.55 ⋅ 109 1.60 ⋅ 1010 0.18
device performance, however, the PS based transistors surpass the SiSAM based TFTs. PS TFTs
show an average mobility of (5.2±0.7) ⋅ 10−3 cm2/Vs, SiSAM one of (6.1± 1.4) ⋅ 10−4 cm2/Vs. Table 9.2
summarizes the number of charge carriers released at 20○C, the total number of trapped charge
carriers for a trap filling temperature of 20○C and the ratio Nrelease/(Ntrap+Nrelease). The ratio is higher
for PS then for SiSAM. Hence, at room temperature a higher fraction of charge carriers is available
for charge transport which results in a higher effective mobility. In consequence, the reduced charge
trapping is the origin for the performance enhancement in OTFTs for samples with similar film
perfection. Hence, we were able to identify the reduction of charge trapping as a second origin besides
enhancement of film perfection for the performance enhancement in OTFTs by the choice of suitable
DSMs.
In this section, we were able to show that DSMs change the distribution of trap states in organicSummary of TSC
results thin-film transistors. Furthermore, we were able to indicate that the different trap state distributions
are one key factor to the enhancement of device performance in OTFTs. Together with the ability of
DSMs to improve the film perfection, a second important factor to OTFT device perfection is thereby
identified. This investigation of trap states in organic semiconductors should be seen as a starting
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point. TSC measurements are now feasible at I. Institute of Physics (IA). [110–112] show that more
precise informations on trap-state depth, distribution and number can be determined from TSC
measurements by applying different heating rates. This was not carried out in the framework of this
thesis but might be an interesting future task.
9.5. Investigation of deep traps - the influence of light on threshold
voltage
In the previous section, shallow traps, i.e. traps that can be thermally released at typical measurement
temperatures during the timescales of onemeasurement were investigated. As discussed in Section 2.6,
a second family of traps exist in organic semiconductor: so called deep traps. These traps lie deep
in the band gap and cannot be thermally released as their energetic distance to the HOMO level is
much larger than kB ⋅ (−30→ +110)○C ≈ 19→ 34meV which is the range of thermal energy in our
experiments5.
In order to investigate deep traps, the threshold voltage of a perylene TFT sample is measured. To
do so, transfer characteristics are recorded under illumination with differently colored LEDs and
in darkness. Blue, red and green LEDs were available for the measurements. In each measurement
series, eight transfer characteristics weremeasured directly one after another without any interruption.
Subsequently, the measurements were interrupted for tenminutes and eight additional transfer curves
were recorded. After a short interruption of approximately one minute, during which the LED was
changed, the next measurement sequence with additional 16 measurements started. The measurement
sequence started with measurements in the dark, followed by illumination with red, green and blue
light. In order to change the LED, the lid of the electronic setup had to be opened. Hence, the sample
was shortly illuminated with ambient light.
The results of the investigation of deep traps can be found in Figure 9.19. During each transfer Measurements
without lightmeasurement, charge carriers were trapped in deep traps which leads to a shift in threshold voltage
to more negative values. While the threshold voltage for the first measurement in the dark was−VT = 7.8V, it shifted to −VT = 33.3V during the eight measurements. During the interruption of ten
minutes, almost none of the deep traps were emptied as the first measurement after the interruption
yielded a threshold voltage of −VT = 32.1V. During the next seven measurements, the threshold
voltage was further shifted to more negative values. During the illumination with ambient light which
occurred during the change of the LEDs, the threshold voltage was shifted towards more positive
values (Step 16,17). Hence, ambient light is able to release charge carriers from trap. This is intuitive:
the energy difference between HOMO and LUMO of perylene is 2.85eV, visible (amibient) light is
hence able to free charge carriers trapped in states between HOMO and LUMO.
In case of illumination with red light, a shift in threshold voltage from −VT = 30.3V to −VT = 37.4V Illumination with
red and green
light
5The experiments presented in this section were carried out by Ingolf Segger, diploma student at 1. Institute of Physics,
under my supervision. The results were previously stated in I. Segger’s diploma thesis.
171
Chapter 9: Results & Discussion III - Transport properties
Figure 9.18.: Evolution of the threshold voltagemeasured under illuminationwith different light sources
and in the dark. The light source was changed from OFF (dark) to red at step 16, from red to
green at step 32, from green to blue at step 48. Between step 8 and 9, 24 and 25, 40 and 41
and 56 and 57, the measurement was interrupted for 10min.
can be observed. This shift is less pronounced than in the dark. Furthermore, during the interruption, a
muchmore pronounced relaxation can be observed, the threshold voltage after waiting is−VT = 28.2V.
Upon illumination with green light, the trend of the threshold voltage is similar to the one upon
illumination with red light but slightly shifted to more negative voltage. The relaxation is of similar
strength as in the case of red light, ∆VT = 8.8V. It can be concluded that red and green light have a
similar impact on trap emptying.
A pronounced difference can be observed when illuminating the sample with blue light. A largeIllumination with
blue light relaxation to almost the starting threshold voltage can be observed, ∆VT = 22.3V. Blue light is able to
empty almost all deep traps.
These observations show that deep-trapping occurs in perylene TFTs. If the sample is not illumi-
nated with light, the deep traps have a long lifetime. By the illumination with red and green light,
only a partition of the traps can be emptied. Almost all charge carriers can be released from deep
traps if the sample is illuminated with blue light. The observed trends in threshold voltage can be
explained by the following model (see Figure 9.19): as the energy of red and green light is smaller
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(b) Blue Light
Figure 9.19.: Release of deep traps by illumination with light. (a): Holes can be excited from the traps
states into the HOMO by apsorbtion of red/green light. As energy conservation and the
Pauli exclusion principle apply, not all holes can be freed from traps. (b): Electrons from the
HOMO are exited into the LUMO. If these electrons recombine with the holes in the trap
states, the trap is emptied.
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than the band-gap, the energy is not sufficient to exited enough electrons from occupied states at and
below the HOMO into the hole traps to empty all traps (a). However, by the illumination with blue
light, electrons can be exited from the HOMO into the LUMO. These electrons can recombine with
the holes in the hole traps in the band gap which leads to the emptying of the traps (b).
9.6. Summary
It was shown in this chapter that trapping both in shallow traps and in deep traps has a pronounced
influence on charge carrier transport in organic polycrystalline materials like perylene. In perylene
TFTs, trapping is observed in temperature dependent as well as in time dependent measurements. The
deviation of the temperature dependence of the mobility from the trends predicted by the multiple
trapping and release or the hopping model for high temperatures can be explained by thermally
activated trapping and thermally activated release. In the same way, the observed trends in the
temperature dependence of the hysteresis and of the time-domain constants can be explained. A
model was derived to support our assumptions. Simulations utilizing themodel were able to reproduce
the observed trends qualitatively. In the second part of the chapter, trap states were investigated in
detail. Using a variation of the TSC technique with different trap-filling temperatures, we were able
to show that in perylene TFTs some trap states require energy to be filled and to be emptied. The
existence of these trap states was predicted by our model. Deep traps are influencing the threshold
voltage in perylene TFTs. In dark, the lifetime of deep traps in perylene is much longer than ten
minutes. However, the traps can almost fully be emptied by illuminating the sample with blue
light. DSMs have a pronounced influence on the distribution and density of trap states. Hence, the
temperature dependence of the mobility as well as the absolute mobility at room temperature changes
upon the application of DSMs. We were able to identify charge trapping as a second origin besides
enhancement of film perfection for the performance enhancement in OTFTs by the choice of suitable
DSMs.
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Summary and Outlook
10.1. Summary
Organic semiconductors are intensively studied due to their application potential in novel devices like
OLED and OTFTs. While OLEDs reached market readiness some years ago and can now be found in
displays of digital cameras, mobile phones and Mp3-players, OTFTs lag behind. This is among other
reasons owed to the relatively small charge carrier mobility in these devices. While in organic single
crystals a charge carrier mobility of some cm2/Vs was measured, devices based on polycrystalline
thin-films feature a charge carrier mobility that is a fraction of this value. Preliminary studies and
publications of various groups indicate that the application of dielectric surface modifications (DSM)
can lead to an enhancement of OTFT device performance. While up to now the influence of DSM on
device performance was studied by a trial-and-error approach, a different path was pursued in this
thesis.
OTFTs based on the model compound perylene were produced in top-contact bottom-gate geome-
try on highly doped silicon substrates covered with thermally grown silicondioxide. Transistors of
this configuration feature relatively low charge carrier mobilities of some 10−5 cm2/Vs. Following two
different attempts, the device performance was enhanced by three orders of magnitude by the appli-
cation of DSMs. The first attempt was to choose suitable dielectric surface modification. Preliminary
experiments had indicated that the OTFT device performance is correlated to the adhesion energy of
the perylene thin-film on the DSM. With this knowledge, three suitable polymers were chosen from
a variety of available chemicals. The motivation of the choice of PDMS, PS, and PMMA was to have
one polymeric dielectric with an adhesion energy much smaller than the cohesive energy of perylene
(PDMS), one polymeric dielectric with an adhesion energy similar to the cohesive energy (PS) and
one with an adhesion energy larger than the cohesive energy (PMMA). By this attempt we aimed
at the confirmation of the expected correlation between adhesion energy and device performance.
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Furthermore, we wanted to prove that a knowledge driven choice of an appropriate dielectric surface
modification leads to a pronounced performance enhancement. Both assumptions were confirmed.
The second attempt was to design and synthesize novel dielectric surface modifications specifically
for perylene TFT production. A huge variety of novel DSMs were investigated. Starting point was
the commonly used self-assembling monolayer (SAM) OTS, which consists of a methyl endgroup,
a trichlorosilane substrate-binding endgroup and a (CH2)n backbone. Proceeding from this, the
influence of both different active-layer endgroup and substrate-binding endgroups on device perfor-
mance was studied. It was shown that the substitution of methyl with phenyl and naphtyl leads to
an increase in SFE. Furthermore, we were able to show that different substrate-binding endgroups
lead to different densities of SAMmolecules on the surface and hence to a change in SFE. For each
sample series we were able to demonstrate the correlation between adhesion energy and device
performance. By applying the knowledge gained, the novel DSMHFSAM was designed. Calculations
with Gaussian indicated a very low static dipole moment which is assumed to lead to a very low SFE.
Indeed, contact angle measurements confirmed an extraordinarily small SFE which even falls below
the SFE of teflon. However, the expectations on device performance were not fulfilled. Produced
with standard parameters, HFSAM forms a very rough surface which suppresses the formation of
films with high perfection and hence a good device performance.
By comparing the charge carrier mobility of all devices with the adhesion energy of perylene on
the underlying DSM, the correlation assumed between adhesion energy and device performance
was confirmed1. The fact that different DSMs influence the device performance of perylene TFTs is
assumed to be indirect. We proposed that DSMs both influence the thin-film formation and hence
the film perfection and lead to an increase or a reduction of trap states at the DSM/perylene interface.
Both the influence of the DSM on thin-film formation and on trap-state distribution were inves-
tigated in detail. The thin-film formation of perylene on PDMS, PS and PMMA was studied by
variation of different evaporation parameters and film thickness. The investigation of the evolution of
morphology with film thickness demonstrated that the adhesion energy is not the only parameter
influencing the film formation. The growth of the first monolayers is also influenced by the balance
between adhesion energy and cohesive energy. While perylene shows pronounced growth in the
direction perpendicular to the substrate on low adhesion DSM, the interplay between adhesion and
cohesive energy leads to a mixed growth perpendicular and parallel to the substrate for high adhesion
DSM. By variation of the evaporation rate it was shown that the island density of perylene thin-films
depends on the underlying DSMs. From the scaling relationship for island formation, we were able
to determine the diffusivity of perylene molecules on the different DSMs at room temperature. As
assumed, perylene diffusion is suppressed by high adhesion DSMs. This was confirmed in a third
sample series with perylene thin-films produced at different substrate temperatures. The influence of
the DSM on film perfection was unraveled.
1except for the unclear case of OTFTs on HFSAM
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Furthermore, DSMs were assumed to have an influence on the trap-state distribution at the
DSM/organic interface. To investigate the influence on device performance, time- and temperature
dependent effects in OTFTs were studied. A model was developed that can explain all observed time-
and temperature dependent effects in a consistent manner. This model predicts the existence of states
in the vicinity of the perylene HOMO level that need energy in order to be filled and in order to
be emptied. We were able to explain why a state of this kind, even though being counter intuitive,
can exist in organic semiconductors. A novel variation of temperature stimulated current (TSC)
measurements was introduced. This method is not only able to probe the temperature dependence of
charge carrier release from trap states but also the temperature dependence of the filling of traps. By
this method it was confirmed that the number of trapped charge carriers as well as their energetic
distribution depends on the temperature at which the traps are filled. This confirms the existence of a
state that needs energy to be filled and to be emptied as predicted. Different DSMs lead to a different
trap state density and energetic distribution. It was shown that the existence of trap states has a huge
impact on charge carrier transport and in turn on device performance. Hence, the second origin of
the performance enhancement by choice of an appropriate DSM was identified.
10.2. Outlook
Even though the main tasks in understanding the influence of DSMs on device performance and film
perfection have been achieved, there are still some open questions, many challenges and starting points
for interesting research. As Chapter 7 shows, OTFTs based on novel dielectric surface modifications
were not able to outperform perylene TFTs on OTS. For the most novel DSMs this is due to the higher
adhesion energy of perylene upon the novel DSM compared to OTS. Hence, together with chemists
from IOC, ways have to be found in order to lower the adhesion energy below 19.7mN/m. HFSAM
shows an extremely low SFE of about 14mN/m. However, with the standard method for SAM growth,
HFSAM forms a very rough surface which suppresses the formation of films with high perfection.
Hence, the device performance is inferior in comparison to TFTs on OTS. Optimization of the SAM
formation process or the design of similar but more suitable SAMmolecules are important as the
minimal SFE of HFSM can potentially lead to the highest performance enhancement in perylene
TFTs ever measured. Perylene, the active layer material used in this theses, is only a model compound.
Commercially more promising is the small molecule pentacene. It is an important future task to
measure the SFE and cohesive energy of pentacene and to confirm the observed trends also for this
molecule.
In Chapter 8 we have shown that the choice of DSM influences the thin-film formation process
and film perfection. In both cases of the rate series and the temperature series, a relatively large
statistical deviation in film quality was observed. In order to determine the diffusivity more precisely,
additional data points have to be produced. In addition to the existing series, a rate series at different
temperatures and a temperature series at different rates can lead to the precise determination of the
temperature dependence of diffusivity.
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Chapter 10: Summary and Outlook
In Chapter 9, TSC measurements were carried out using one specific heating rate. With TSC
measurements now being feasible at I. Institute of Physics (IA), additional measurements with
different heating rates can give a quantitative insight into depth and density of trap states in perylene.
Investigation of thin-films on the same DSM produced at different evaporation rates could lead
to the distinction of traps inside the perylene layer and traps at the DSM/perylene interface. The
investigation of other active layer materials like pentacene could lead to a new level of insight.
With insights gained in this thesis, future research should also focus on Perylene thin-film growth
on flexible plastic substrates with a polymeric insulator as dielectric layer. As the role of DSMs was
elucidated, a variety of novel substrates is applicable. If multilayer devices with OTFT as well as
organic light emitting layers could be produced, organic thin-film transistors could possibly enter a
wide rage of commercially available products.
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Appendix
Optimized Geometies of novel DSMs
OTS - (CH3)-(CH2)17-SiCl3
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 14 0 -8.535470 -0.032191 -0.000013
2 17 0 -8.731911 -1.232002 1.670872
3 17 0 -8.731322 -1.233222 -1.670118
4 17 0 -10.091410 1.325825 -0.000745
5 6 0 -6.899674 0.859571 -0.000191
6 6 0 -5.648338 -0.036932 0.000049
7 1 0 -6.897980 1.520199 0.875685
8 1 0 -6.898013 1.519709 -0.876441
9 1 0 -5.664019 -0.694598 0.876145
10 1 0 -5.663928 -0.694946 -0.875783
11 6 0 -4.347018 0.774968 -0.000033
12 6 0 -3.088983 -0.099426 0.000090
13 1 0 -4.332592 1.435741 0.876331
14 1 0 -4.332564 1.435533 -0.876554
15 1 0 -3.106537 -0.760828 0.876106
16 1 0 -3.106471 -0.760954 -0.875831
17 6 0 -1.786008 0.707057 0.000087
18 6 0 -0.526075 -0.164865 0.000125
19 1 0 -1.769109 1.368948 0.875998
20 1 0 -1.769080 1.368911 -0.875852
21 1 0 -0.543174 -0.826852 0.875981
XIX
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22 1 0 -0.543196 -0.826954 -0.875653
23 6 0 0.777311 0.640759 0.000067
24 6 0 2.037676 -0.230581 0.000087
25 1 0 0.794277 1.302938 0.875875
26 1 0 0.794254 1.302862 -0.875799
27 1 0 2.020709 -0.892716 0.875920
28 1 0 2.020656 -0.892829 -0.875660
29 6 0 3.341287 0.574735 -0.000001
30 6 0 4.601685 -0.296578 -0.000001
31 1 0 3.358311 1.236996 0.875774
32 1 0 3.358252 1.236905 -0.875847
33 1 0 4.584620 -0.958790 0.875804
34 1 0 4.584570 -0.958861 -0.875752
35 6 0 5.905561 0.508324 -0.000070
36 6 0 7.165714 -0.363354 -0.000077
37 1 0 5.922762 1.170595 0.875707
38 1 0 5.922711 1.170532 -0.875895
39 1 0 7.148373 -1.025620 0.875696
40 1 0 7.148354 -1.025634 -0.875840
41 6 0 8.469996 0.440908 -0.000099
42 6 0 9.729656 -0.431509 -0.000099
43 1 0 8.487524 1.103163 0.875691
44 1 0 8.487509 1.103142 -0.875904
45 1 0 9.711886 -1.093812 0.875636
46 1 0 9.711916 -1.093771 -0.875867
47 6 0 11.034573 0.371790 -0.000057
48 6 0 12.293539 -0.501361 -0.000039
49 1 0 11.052683 1.034013 0.875775
50 1 0 11.052724 1.034037 -0.875871
51 1 0 12.276348 -1.163973 0.875699
52 1 0 12.276440 -1.163878 -0.875851
53 6 0 13.599804 0.299809 0.000073
54 6 0 14.850908 -0.581699 0.000102
55 1 0 13.618847 0.961160 0.875493
56 1 0 13.618945 0.961244 -0.875281
57 1 0 15.765784 0.017985 0.000226
58 1 0 14.881955 -1.229475 0.882187
59 1 0 14.882098 -1.229330 -0.882084
---------------------------------------------------------------------
XX
PhTTS - Phenyl-(CH2)13-SiCl3
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 6 0 -11.736021 1.084803 -1.118887
2 6 0 -10.579454 0.309057 -1.169342
3 6 0 -10.005371 -0.208045 -0.001986
4 6 0 -10.627833 0.071479 1.219799
5 6 0 -11.785253 0.846270 1.276518
6 6 0 -12.343361 1.357235 0.106082
7 1 0 -12.165854 1.472345 -2.036199
8 1 0 -10.117932 0.097159 -2.129153
9 1 0 -10.204202 -0.326867 2.136809
10 1 0 -12.253276 1.046893 2.234176
11 1 0 -13.245132 1.957734 0.147379
12 6 0 -8.727125 -1.014606 -0.056768
13 6 0 -7.456639 -0.143233 -0.019770
14 1 0 -8.716119 -1.621149 -0.969338
15 1 0 -8.703161 -1.717063 0.783558
16 6 0 -6.162815 -0.963516 -0.059200
17 1 0 -7.476704 0.554409 -0.865476
18 1 0 -7.473162 0.475964 0.885019
19 6 0 -4.893147 -0.104539 -0.044885
20 1 0 -6.144306 -1.651655 0.795934
21 1 0 -6.161411 -1.595615 -0.956802
22 1 0 -4.906744 0.574056 -0.907472
23 1 0 -4.899701 0.537118 0.845614
24 6 0 -3.598138 -0.924706 -0.067565
25 6 0 -2.327424 -0.067557 -0.046594
26 1 0 -3.589250 -1.561677 -0.961581
27 1 0 -3.588037 -1.608069 0.791466
28 6 0 -1.033052 -0.888774 -0.059973
29 1 0 -2.334542 0.610238 -0.910005
30 1 0 -2.338849 0.575131 0.843216
31 6 0 0.238126 -0.032205 -0.046844
32 1 0 -1.023872 -1.563061 0.806202
33 1 0 -1.024129 -1.535091 -0.947247
XXI
Chapter 10: Appendix
34 1 0 0.230715 0.638970 -0.915341
35 1 0 0.228193 0.617042 0.838164
36 6 0 1.531778 -0.854636 -0.055487
37 6 0 2.802612 0.002390 -0.032074
38 1 0 1.545518 -1.497625 -0.945001
39 1 0 1.535801 -1.531602 0.808519
40 6 0 4.094702 -0.822082 -0.042095
41 1 0 2.798678 0.679270 -0.895910
42 1 0 2.789934 0.644760 0.857656
43 6 0 5.362949 0.041209 -0.014906
44 1 0 4.100853 -1.500038 0.820712
45 1 0 4.111811 -1.461443 -0.933757
46 1 0 5.356112 0.718905 -0.875364
47 1 0 5.347729 0.675396 0.878044
48 6 0 6.650262 -0.803844 -0.030592
49 1 0 6.687301 -1.429511 -0.930589
50 1 0 6.668074 -1.491440 0.823701
51 14 0 8.248051 0.151905 0.021623
52 17 0 8.378482 1.296647 1.737023
53 17 0 8.415223 1.420831 -1.600613
54 17 0 9.857129 -1.142087 -0.008895
---------------------------------------------------------------------
NaTTS - Naphtyl--(CH2)13-SiCl3
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 6 0 -11.413061 2.950487 -0.073946
2 6 0 -10.158985 2.402196 -0.188501
3 6 0 -9.966149 0.998520 -0.069458
4 6 0 -11.096265 0.168950 0.170568
5 6 0 -12.382181 0.763643 0.284817
6 6 0 -12.536859 2.123066 0.165287
7 1 0 -7.830498 1.062276 -0.367644
8 1 0 -11.556476 4.028908 -0.165956
9 1 0 -9.288772 3.036169 -0.372823
XXII
10 6 0 -8.677934 0.404267 -0.183390
11 6 0 -10.898865 -1.232330 0.288320
12 1 0 -13.244001 0.118500 0.469380
13 1 0 -13.525168 2.578500 0.253120
14 6 0 -9.643154 -1.774421 0.172808
15 6 0 -8.506399 -0.957361 -0.065719
16 1 0 -11.766835 -1.869610 0.472710
17 1 0 -9.502346 -2.853657 0.264851
18 6 0 -7.133236 -1.650332 -0.185296
19 1 0 -7.049855 -2.366579 0.623104
20 1 0 -7.105933 -2.186803 -1.126597
21 6 0 -5.915793 -0.702019 -0.124699
22 1 0 -5.919319 -0.053928 -0.991483
23 1 0 -5.978546 -0.096487 0.770595
24 6 0 -4.592940 -1.497032 -0.104667
25 1 0 -4.545454 -2.130633 -0.982747
26 1 0 -4.568597 -2.122096 0.780280
27 6 0 -3.367328 -0.558699 -0.093194
28 1 0 -3.413709 0.074145 0.785394
29 1 0 -3.391902 0.066879 -0.977805
30 6 0 -2.043495 -1.352648 -0.073763
31 1 0 -2.018471 -1.977427 0.811407
32 1 0 -1.998395 -1.986388 -0.951746
33 6 0 -0.816385 -0.415864 -0.064667
34 1 0 -0.842029 0.209917 -0.949107
35 1 0 -0.860304 0.216914 0.814057
36 6 0 0.506768 -1.211088 -0.047985
37 1 0 0.532318 -1.836933 0.836420
38 1 0 0.550205 -1.843844 -0.926766
39 6 0 1.734556 -0.275272 -0.039239
40 1 0 1.691749 0.357099 0.839801
41 1 0 1.708961 0.350950 -0.923332
42 6 0 3.056662 -1.072004 -0.023611
43 1 0 3.082196 -1.698268 0.860472
44 1 0 3.099235 -1.704341 -0.902708
45 6 0 4.284049 -0.136003 -0.014966
46 1 0 4.242094 0.496107 0.864172
47 1 0 4.258846 0.490370 -0.898833
48 6 0 5.603979 -0.935521 0.000146
XXIII
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49 1 0 5.630301 -1.561794 0.884156
50 1 0 5.646965 -1.567505 -0.879140
51 6 0 6.828072 0.003905 0.008689
52 1 0 6.783635 0.635438 0.887092
53 1 0 6.800176 0.629898 -0.874343
54 6 0 8.143324 -0.811252 0.023661
55 1 0 8.180652 -1.434081 0.908705
56 1 0 8.197364 -1.439612 -0.856596
57 14 0 9.664501 0.341218 0.034499
58 17 0 11.460844 -0.794514 0.054829
59 17 0 9.657899 1.574494 -1.695352
60 17 0 9.625294 1.584828 1.756508
---------------------------------------------------------------------
ODV - CH3-(CH2)17-Si(CH3)2-CH=CH2
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 6 0 -7.709078 -0.690840 0.011320
2 1 0 -7.704744 -1.367642 -0.854598
3 1 0 -7.694884 -1.349037 0.891506
4 6 0 -6.433150 0.168350 -0.004863
5 1 0 -6.434760 0.819453 -0.888298
6 1 0 -6.428798 0.842013 0.861356
7 6 0 -5.137991 -0.653866 0.001665
8 1 0 -5.130349 -1.305007 0.885782
9 1 0 -5.134736 -1.326822 -0.865983
10 6 0 -3.866924 0.201580 -0.011662
11 1 0 -3.874622 0.876339 0.854749
12 1 0 -3.876363 0.851661 -0.896688
13 6 0 -2.572591 -0.618814 -0.001212
14 1 0 -2.563493 -1.292725 -0.868142
15 1 0 -2.563001 -1.269308 0.883426
16 6 0 -1.302452 0.238248 -0.012813
17 1 0 -1.312176 0.912179 0.854116
18 1 0 -1.312463 0.889089 -0.897199
XXIV
19 6 0 -0.007192 -0.580417 -0.002124
20 1 0 0.003751 -1.253131 -0.869996
21 1 0 0.002383 -1.232200 0.881600
22 6 0 1.261939 0.278158 -0.011181
23 1 0 1.250943 0.950245 0.857167
24 1 0 1.251701 0.930840 -0.894205
25 6 0 2.558073 -0.539125 -0.001538
26 1 0 2.570275 -1.209795 -0.870976
27 1 0 2.567752 -1.192995 0.880643
28 6 0 3.826350 0.320726 -0.007799
29 1 0 3.814548 0.990159 0.862586
30 1 0 3.815648 0.976055 -0.888863
31 6 0 5.123230 -0.495389 -0.000399
32 1 0 5.136066 -1.163546 -0.871758
33 1 0 5.133443 -1.151813 0.879876
34 6 0 6.390761 0.365580 -0.004119
35 1 0 6.378356 1.032470 0.868213
36 1 0 6.379517 1.023447 -0.883283
37 6 0 7.688339 -0.449464 0.000958
38 1 0 7.701649 -1.115269 -0.872190
39 1 0 7.699195 -1.108267 0.879444
40 6 0 8.955149 0.412607 -0.000608
41 1 0 8.942121 1.077392 0.873308
42 1 0 8.943428 1.072569 -0.878191
43 6 0 10.253500 -0.401297 0.002666
44 1 0 10.267344 -1.065424 -0.871775
45 1 0 10.265193 -1.061785 0.879902
46 6 0 11.519545 0.461645 0.002509
47 1 0 11.506753 1.125783 0.877146
48 1 0 11.508710 1.122794 -0.874419
49 6 0 12.819312 -0.350069 0.005469
50 1 0 12.834212 -1.012988 -0.868809
51 1 0 12.831886 -1.010096 0.881988
52 6 0 14.077496 0.521374 0.005630
53 1 0 14.112259 1.170717 0.886410
54 1 0 14.987547 -0.085607 0.008500
55 1 0 14.115271 1.166877 -0.877856
56 14 0 -9.356406 0.249714 0.012225
57 6 0 -9.516978 1.319527 -1.539341
XXV
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58 1 0 -10.493891 1.811030 -1.584401
59 1 0 -8.756986 2.106657 -1.570226
60 1 0 -9.413550 0.722895 -2.450687
61 6 0 -9.490156 1.355831 1.541082
62 1 0 -10.466145 1.849138 1.586438
63 1 0 -9.376393 0.780690 2.465032
64 1 0 -8.727972 2.141504 1.543847
65 6 0 -10.737567 -1.041813 0.041226
66 1 0 -10.451201 -2.092122 0.129697
67 6 0 -12.046011 -0.779820 -0.033793
68 1 0 -12.433537 0.233616 -0.123523
69 1 0 -12.801826 -1.562304 -0.008253
---------------------------------------------------------------------
PhDV - Phenyl-(CH2)13-Si(CH3)2-CH=CH2
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 6 0 -11.002457 0.559998 1.393315
2 6 0 -11.584991 1.266462 0.342041
3 6 0 -10.995221 1.226293 -0.920345
4 6 0 -9.831843 0.486485 -1.126056
5 6 0 -9.233688 -0.225699 -0.080171
6 6 0 -9.839361 -0.178106 1.180939
7 1 0 -11.456772 0.579303 2.379235
8 1 0 -12.492490 1.839337 0.504047
9 1 0 -11.443686 1.767737 -1.747734
10 1 0 -9.383758 0.457438 -2.115901
11 1 0 -9.397606 -0.730259 2.006470
12 6 0 -7.949267 -0.993484 -0.297728
13 1 0 -7.940775 -1.884281 0.341135
14 1 0 -7.911314 -1.358409 -1.330553
15 6 0 -6.686774 -0.158344 -0.013245
16 1 0 -6.701838 0.739548 -0.643208
17 1 0 -6.720570 0.202069 1.022184
18 6 0 -5.386138 -0.932086 -0.249129
19 1 0 -5.360072 -1.289926 -1.287079
XXVI
20 1 0 -5.380024 -1.833660 0.377990
21 6 0 -4.125145 -0.109120 0.034298
22 1 0 -4.136168 0.796130 -0.587090
23 1 0 -4.147295 0.242091 1.074394
24 6 0 -2.822245 -0.876393 -0.213807
25 1 0 -2.802238 -1.229362 -1.253493
26 1 0 -2.809121 -1.780666 0.409176
27 6 0 -1.561529 -0.051256 0.064003
28 1 0 -1.579553 0.299993 1.104284
29 1 0 -1.577534 0.854145 -0.557268
30 6 0 -0.257376 -0.814458 -0.189833
31 1 0 -0.243840 -1.173453 -1.227568
32 1 0 -0.235544 -1.714980 0.438319
33 6 0 1.001539 0.018304 0.072896
34 1 0 0.987829 0.379966 1.109694
35 1 0 0.977963 0.917423 -0.557271
36 6 0 2.308163 -0.740929 -0.180375
37 1 0 2.315008 -1.116829 -1.212140
38 1 0 2.341703 -1.630726 0.462314
39 6 0 3.563394 0.105183 0.056962
40 1 0 3.552811 0.489162 1.085831
41 1 0 3.529360 0.990377 -0.592333
42 6 0 4.874077 -0.649913 -0.187129
43 1 0 4.878678 -1.053679 -1.208270
44 1 0 4.924310 -1.520864 0.479579
45 6 0 6.125148 0.214514 0.015850
46 1 0 6.107541 0.630002 1.031519
47 1 0 6.069551 1.077547 -0.659791
48 6 0 7.444806 -0.543291 -0.212248
49 1 0 7.443988 -0.984830 -1.218661
50 1 0 7.504340 -1.396640 0.476405
51 14 0 9.035888 0.478372 -0.020482
52 6 0 9.174982 1.169334 1.732368
53 1 0 10.099634 1.737985 1.871073
54 1 0 8.345525 1.847387 1.955634
55 1 0 9.157969 0.377904 2.488006
56 6 0 9.039296 1.898650 -1.270495
57 1 0 9.958943 2.487223 -1.198651
58 1 0 8.969386 1.529943 -2.299015
XXVII
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59 1 0 8.199895 2.582906 -1.112346
60 6 0 10.502290 -0.646089 -0.385582
61 1 0 10.556010 -1.092470 -1.381792
62 6 0 11.486839 -0.952749 0.464880
63 1 0 11.522086 -0.558791 1.478058
64 1 0 12.308237 -1.612847 0.193104
---------------------------------------------------------------------
OTBS - CH3-(CH2)17-CH-(CH2-O-(CH2)3-SiCl3)2
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 6 0 13.533261 0.304229 0.569631
2 1 0 13.516823 1.382262 0.360919
3 1 0 13.402087 0.207663 1.655621
4 6 0 12.354726 -0.366230 -0.144175
5 1 0 12.485533 -0.268277 -1.230066
6 1 0 12.371091 -1.444501 0.063166
7 6 0 10.989898 0.205363 0.254053
8 1 0 10.976083 1.284677 0.051819
9 1 0 10.856693 0.102484 1.339197
10 6 0 9.811139 -0.458236 -0.465768
11 1 0 9.825089 -1.537823 -0.265291
12 1 0 9.943660 -0.353580 -1.550812
13 6 0 8.446986 0.113862 -0.065926
14 1 0 8.312280 0.005417 1.018488
15 1 0 8.435714 1.194272 -0.262337
16 6 0 7.267669 -0.543213 -0.790816
17 1 0 7.277554 -1.623551 -0.594408
18 1 0 7.402890 -0.434864 -1.875157
19 6 0 5.904757 0.032378 -0.391775
20 1 0 5.767513 -0.078902 0.692022
21 1 0 5.897785 1.113410 -0.584904
22 6 0 4.724550 -0.618410 -1.120901
23 1 0 4.729148 -1.699030 -0.926221
24 1 0 4.862793 -0.508869 -2.204690
XXVIII
25 6 0 3.363339 -0.037261 -0.723981
26 1 0 3.225068 -0.145597 0.360017
27 1 0 3.360482 1.043325 -0.919651
28 6 0 2.181776 -0.686352 -1.452253
29 1 0 2.181923 -1.766467 -1.255548
30 1 0 2.320531 -0.579853 -2.536285
31 6 0 0.821331 -0.100068 -1.057415
32 1 0 0.680677 -0.219523 0.024666
33 1 0 0.836659 0.980897 -1.240602
34 6 0 -0.347068 -0.748213 -1.814452
35 1 0 -0.288481 -1.836853 -1.695059
36 1 0 -0.222144 -0.561416 -2.888231
37 6 0 -1.767938 -0.306895 -1.396742
38 1 0 -2.473225 -0.843709 -2.039843
39 6 0 -2.113736 -0.725679 0.043789
40 1 0 -2.174982 0.147205 0.710253
41 1 0 -1.337443 -1.390455 0.451137
42 6 0 -1.977465 1.185270 -1.651307
43 1 0 -1.680889 1.428420 -2.683232
44 1 0 -1.349673 1.791019 -0.980663
45 8 0 -3.352611 -1.421466 0.046953
46 8 0 -3.339424 1.529951 -1.451723
47 6 0 -3.755608 -1.848067 1.335370
48 1 0 -2.929245 -2.375448 1.835872
49 1 0 -4.013625 -0.976469 1.958019
50 6 0 -3.618345 2.884692 -1.757894
51 1 0 -3.438317 3.071378 -2.827275
52 1 0 -2.944636 3.547549 -1.190921
53 6 0 -5.070769 3.189877 -1.416553
54 1 0 -5.286640 4.211860 -1.745277
55 1 0 -5.715261 2.526474 -2.001043
56 6 0 -4.947348 -2.787471 1.200014
57 1 0 -5.215653 -3.142068 2.200946
58 1 0 -4.628753 -3.664361 0.628304
59 6 0 -6.158075 -2.123348 0.523237
60 1 0 -5.867090 -1.724791 -0.454161
61 1 0 -6.509643 -1.268154 1.113687
62 6 0 -5.364566 3.032467 0.084490
63 1 0 -5.143805 2.007760 0.400236
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64 1 0 -4.707512 3.684786 0.673899
65 14 0 -7.107551 3.420810 0.609382
66 14 0 -7.624885 -3.239544 0.259881
67 17 0 -7.308258 3.150629 2.647264
68 17 0 -9.160033 -2.218077 -0.663555
69 17 0 -7.129879 -4.861670 -0.921233
70 17 0 -8.330968 -3.966840 2.063143
71 17 0 -7.587129 5.384454 0.174023
72 17 0 -8.473953 2.205149 -0.344961
73 6 0 14.898551 -0.267041 0.172581
74 1 0 14.916810 -1.344266 0.385114
75 1 0 15.028108 -0.174190 -0.913915
76 6 0 16.076919 0.408428 0.882033
77 1 0 16.059192 1.485443 0.668153
78 1 0 15.946780 0.316943 1.968619
79 6 0 17.442453 -0.163023 0.486778
80 1 0 17.462475 -1.239762 0.702572
81 1 0 17.573077 -0.073560 -0.600061
82 6 0 18.621443 0.514392 1.193430
83 1 0 18.603091 1.590099 0.977497
84 1 0 18.492949 0.424359 2.279461
85 6 0 19.981130 -0.062433 0.792219
86 1 0 20.801161 0.442176 1.311366
87 1 0 20.047749 -1.128943 1.030563
88 1 0 20.157592 0.043733 -0.283064
---------------------------------------------------------------------
PhTBS - Phenyl-(CH2)13-CH-(CH2-O-(CH2)3-SiCl3)2
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 6 0 -13.337473 -0.648040 1.162615
2 1 0 -13.382991 -1.742971 1.128730
3 1 0 -13.122073 -0.381554 2.203947
4 6 0 -12.178806 -0.159441 0.272915
5 1 0 -12.416618 -0.371469 -0.777262
6 1 0 -12.107832 0.932446 0.350567
XXX
7 6 0 -10.831512 -0.793334 0.632308
8 1 0 -10.896949 -1.881848 0.499112
9 1 0 -10.626819 -0.632991 1.699766
10 6 0 -9.659907 -0.250890 -0.192805
11 1 0 -9.573249 0.831610 -0.029050
12 1 0 -9.877986 -0.377012 -1.262112
13 6 0 -8.320761 -0.921357 0.131502
14 1 0 -8.122633 -0.832518 1.208473
15 1 0 -8.397031 -1.998133 -0.072057
16 6 0 -7.136912 -0.342293 -0.649549
17 1 0 -7.049887 0.730938 -0.432818
18 1 0 -7.340272 -0.416444 -1.726726
19 6 0 -5.803276 -1.029965 -0.338154
20 1 0 -5.620035 -0.987932 0.744240
21 1 0 -5.878383 -2.096918 -0.588801
22 6 0 -4.607865 -0.418438 -1.075667
23 1 0 -4.541428 0.650649 -0.832689
24 1 0 -4.782213 -0.470486 -2.159146
25 6 0 -3.272299 -1.091896 -0.741786
26 1 0 -3.131122 -1.087275 0.347693
27 1 0 -3.313974 -2.150005 -1.034444
28 6 0 -2.064181 -0.424995 -1.407068
29 1 0 -2.049707 0.641214 -1.143990
30 1 0 -2.179561 -0.463112 -2.498821
31 6 0 -0.721878 -1.049948 -1.011563
32 1 0 -0.658384 -1.076219 0.083809
33 1 0 -0.703233 -2.098599 -1.336928
34 6 0 0.483836 -0.292635 -1.587008
35 1 0 0.364228 0.780623 -1.393366
36 1 0 0.481202 -0.401728 -2.679815
37 6 0 1.864579 -0.712269 -1.046595
38 1 0 2.624507 -0.244239 -1.679232
39 6 0 2.147404 -0.195527 0.379769
40 1 0 2.882683 -0.833809 0.884102
41 1 0 1.238875 -0.191503 0.999839
42 6 0 2.108515 -2.218212 -1.149923
43 1 0 1.814051 -2.591439 -2.142245
44 1 0 1.521358 -2.774192 -0.401942
45 8 0 2.660852 1.131929 0.299083
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46 8 0 3.496517 -2.449318 -0.949948
47 6 0 3.133275 1.633992 1.534249
48 1 0 2.289296 1.842045 2.210676
49 1 0 3.768058 0.880071 2.027183
50 6 0 3.855745 -3.814249 -0.840377
51 1 0 3.515138 -4.372072 -1.725770
52 1 0 3.366727 -4.261458 0.040554
53 6 0 5.372196 -3.909696 -0.726581
54 1 0 5.639510 -4.969962 -0.654006
55 1 0 5.811821 -3.533780 -1.655889
56 6 0 3.924536 2.912541 1.282675
57 1 0 4.236388 3.314140 2.252695
58 1 0 3.253557 3.653108 0.834615
59 6 0 5.148849 2.666893 0.385304
60 1 0 4.838368 2.166609 -0.538508
61 1 0 5.858312 1.990242 0.880188
62 6 0 5.928823 -3.117911 0.465042
63 1 0 5.574299 -2.082276 0.418745
64 1 0 5.556433 -3.526320 1.413978
65 14 0 7.781554 -3.038308 0.601922
66 14 0 6.120568 4.172616 -0.107792
67 17 0 8.305393 -1.808567 2.175603
68 17 0 7.686409 3.626207 -1.331181
69 17 0 4.938986 5.526161 -1.125547
70 17 0 6.900049 5.135884 1.542625
71 17 0 8.592262 -4.903168 0.947487
72 17 0 8.622401 -2.288082 -1.122326
73 6 0 -14.679074 -0.076749 0.760280
74 6 0 -15.537284 -0.792318 -0.082897
75 6 0 -15.080672 1.195306 1.183326
76 6 0 -16.756955 -0.256147 -0.491902
77 1 0 -15.249098 -1.784167 -0.420244
78 6 0 -16.297315 1.739409 0.774086
79 1 0 -14.433863 1.766952 1.842986
80 6 0 -17.140639 1.014397 -0.065912
81 1 0 -17.408412 -0.830653 -1.142556
82 1 0 -16.589146 2.726775 1.117294
83 1 0 -18.089750 1.433691 -0.382630
XXXII
HFSAM - CF3-(CF2)7-CH2CH2-SiCl3
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 14 0 -0.443177 -0.568002 -1.287253
2 17 0 1.184620 0.189505 -0.274646
3 17 0 -2.153344 0.037101 -0.308317
4 17 0 -0.459175 0.200412 -3.194100
5 6 0 -0.357500 -2.432245 -1.365325
6 6 0 -0.341984 -3.128756 0.004097
7 1 0 0.540859 -2.689473 -1.935682
8 1 0 -1.212623 -2.769709 -1.959251
9 1 0 0.513617 -2.806418 0.599939
10 1 0 -1.244456 -2.896070 0.574554
11 6 0 -0.264797 -4.641910 -0.142396
12 6 0 -0.307950 -5.387726 1.230386
13 6 0 0.017308 -6.923950 1.182205
14 6 0 -0.440808 -7.705021 2.469688
15 6 0 0.248452 -9.111339 2.626427
16 6 0 -0.500309 -10.065534 3.628308
17 6 0 0.375683 -11.272224 4.119472
18 6 0 -0.436785 -12.436181 4.781589
19 9 0 0.423362 -13.300753 5.328892
20 9 0 -1.171416 -13.084232 3.875570
21 9 0 -1.240750 -11.964140 5.740822
22 9 0 1.261679 -10.824200 5.030961
23 9 0 1.050619 -11.794724 3.071903
24 9 0 -1.601700 -10.550172 3.015781
25 9 0 -0.882435 -9.356752 4.712437
26 9 0 0.291732 -9.716769 1.420988
27 9 0 1.510018 -8.922223 3.067851
28 9 0 -1.778257 -7.881394 2.407919
29 9 0 -0.146832 -6.967013 3.561351
30 9 0 -0.594638 -7.477109 0.115464
31 9 0 1.353662 -7.068418 1.041429
32 9 0 0.588885 -4.797498 2.059086
33 9 0 -1.546797 -5.213427 1.756314
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34 9 0 -1.303762 -5.096894 -0.901472
35 9 0 0.889422 -5.003373 -0.781558
---------------------------------------------------------------------
SiSAM - Si-((CH3)3O-(Si(CH3)2(CH2)3O-(CH2)12SiCl3
---------------------------------------------------------------------
Center Atomic Atomic Coordinates (Angstroms)
Number Number Type X Y Z
---------------------------------------------------------------------
1 14 0 9.618728 0.998151 -0.009142
2 6 0 11.040983 0.239764 -0.980997
3 1 0 11.362616 -0.710851 -0.544103
4 1 0 10.757177 0.042766 -2.019514
5 1 0 11.913600 0.901328 -1.000974
6 6 0 9.082440 2.619832 -0.800586
7 1 0 8.765385 2.473596 -1.837958
8 1 0 8.242783 3.070639 -0.262413
9 1 0 9.896120 3.352924 -0.808604
10 6 0 10.135687 1.288084 1.777751
11 1 0 9.320469 1.720255 2.366625
12 1 0 10.432384 0.354487 2.265900
13 1 0 10.985626 1.975599 1.844680
14 8 0 8.342330 -0.052677 -0.031981
15 14 0 7.037477 -1.069054 -0.010586
16 6 0 7.095966 -2.148292 -1.552725
17 1 0 7.032364 -1.547793 -2.465755
18 1 0 8.029909 -2.717025 -1.601156
19 1 0 6.274230 -2.871403 -1.578523
20 6 0 7.137362 -2.144632 1.532318
21 1 0 8.066113 -2.723663 1.551310
22 1 0 7.110533 -1.541118 2.445119
23 1 0 6.309268 -2.858830 1.587526
24 6 0 5.472750 -0.007140 0.009880
25 6 0 4.132212 -0.763274 0.010120
26 1 0 5.513092 0.667048 -0.856662
27 1 0 5.523304 0.649577 0.889376
28 6 0 2.909492 0.162934 0.022724
29 1 0 4.072940 -1.416149 -0.870206
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30 1 0 4.080445 -1.430608 0.880036
31 1 0 2.961883 0.814490 0.905000
32 1 0 2.957910 0.832261 -0.846346
33 6 0 1.569945 -0.580700 0.017818
34 6 0 0.353290 0.350779 0.028664
35 1 0 1.522306 -1.249866 0.887272
36 1 0 1.519658 -1.232532 -0.864576
37 6 0 -0.988789 -0.388369 0.018509
38 1 0 0.402507 1.000643 0.912441
39 1 0 0.403497 1.022020 -0.838917
40 1 0 -1.039219 -1.036620 -0.866320
41 1 0 -1.039730 -1.060522 0.885273
42 6 0 -2.202263 0.546991 0.030921
43 6 0 -3.545567 -0.190012 0.014839
44 1 0 -2.148816 1.221675 -0.833710
45 1 0 -2.153299 1.192535 0.917794
46 6 0 -4.755575 0.749499 0.032092
47 1 0 -3.596689 -0.832118 -0.874155
48 1 0 -3.599000 -0.866895 0.877487
49 1 0 -4.709745 1.387340 0.924268
50 1 0 -4.702383 1.429398 -0.828025
51 6 0 -6.098356 0.008735 0.008239
52 6 0 -7.299755 0.970689 0.033562
53 1 0 -6.151448 -0.672130 0.864907
54 1 0 -6.147307 -0.621951 -0.886311
55 1 0 -7.268213 1.600059 0.931609
56 1 0 -7.257580 1.659396 -0.819434
57 14 0 -8.981285 0.169594 -0.005074
58 17 0 -9.236390 -0.946687 -1.725161
59 17 0 -10.460780 1.609519 0.050765
60 17 0 -9.248073 -1.087982 1.612711
---------------------------------------------------------------------
Maple 12 script for the calculation of transfer characteristics
> restart; with(LinearAlgebra);
> A := Matrix(3, 3,
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{(1, 1) = -R[12]-R[13], (1, 2) = R[21], (1, 3) = R[31], (2, 1) = R[12],
(2, 2) = -R[21], (2, 3) = 0, (3, 1) = R[13], (3, 2) = 0, (3, 3) = -R[31]});
> d := .1; T := 293;
> fn := "Z:\\non_public\\DrThesis\\Diesunddas\\simulation\\outputtemp.txt";
> Eigenvalues(A);
> v, e := Eigenvectors(A);
> mu := 10^(-4);
> R[12] := evalf(E_01*exp(-E_1/T)); R[13] := evalf(E_02*exp(-E_2/T));
R[21] := evalf(E_03*exp(-E_3/T)); R[31] := evalf(E_04*exp(-E_4/T));
> C[ox] := (3.9*8.85)*10^(-12)*(600*10^(-9))^(-1);
> C[1] := array(1 .. 141);
> C[2] := array(1 .. 141);
> C[3] := array(1 .. 141);
> Q[trap3] := array(0 .. 141);
> Q[trap2] := array(0 .. 141);
> V[G] := array(1 .. 142);
> C[D] := array(1 .. 141);
> Q[gesamtladung] := array(1 .. 141);
> Q[1] := array(1 .. 141);
> Q[2] := array(1 .. 141);
> Q[3] := array(1 .. 141);
> C[drain] := array(1 .. 141);
> Q[trap2][0] := 0;
> Q[trap3][0] := 0;
> V[G][1] := -20;
> V[thresh] := 0;
> i := 1;
>for i to 141 do
Q[1][i] := (t) -->C[1][i]*e[1, 1]*exp(v[1]*t)+C[2][i]*e[1, 2]
*exp(v[2]*t)+C[3][i]*e[1, 3]*exp(v[3]*t);
Q[2][i] := (t) -->C[1][i]*e[2, 1]*exp(v[1]*t)+C[2][i]*e[2, 2]
*exp(v[2]*t)+C[3][i]*e[2, 3]*exp(v[3]*t);
Q[3][i] := (t) -->C[1][i]*e[3, 1]*exp(v[1]*t)+C[2][i]*e[3, 2]
*exp(v[2]*t)+C[3][i]*e[3, 3]*exp(v[3]*t);
Q[ges][i] := (t) -->Q[1][i](t)+Q[2][i](t)+Q[3][i](t);
C[drain][i] := (t) -->Q[1][i](t)*mu*V[G][i]*V[G][i]*C[ox]*10/Q[ges][i](t)
end do;
> i := 1;
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> for i to 70 do
C[2][i] := solve(Q[2][i](0) = Q[trap2][i-1], C[2][i]);
C[3][i] := solve(Q[3][i](0) = Q[trap3][i-1], C[3][i]);
C[1][i] := solve(Q[1][i](0) = C[ox]*V[G][i]-Q[trap3][i-1]-Q[trap2][i-1], C[1][i]);
if V[G][i] > V[thresh] then
if C[drain][i](d) > 0 then C[D][i] := C[drain][i](d) else C[D][i] := 0
end if;
if Q[3][i](d) > 0 then Q[trap3][i] := Q[3][i](d) else Q[trap3][i] := 0 end if;
if Q[2][i](d) > 0 then Q[trap2][i] := Q[2][i](d) else Q[trap2][i] := 0 end if
else C[D][i] := 0; Q[trap3][i] := 0; Q[trap2][i] := 0
end if;
Q[gesamtladung][i] := Q[1][i](d)+Q[2][i](d)+Q[3][i](d); V[G][i+1] := V[G][i]+2
end do;
> for i from 71 to 141 do
C[2][i] := solve(Q[2][i](0) = Q[trap2][i-1], C[2][i]);
C[3][i] := solve(Q[3][i](0) = Q[trap3][i-1], C[3][i]);
C[1][i] := solve(Q[1][i](0) = C[ox]*V[G][i]-Q[trap3][i-1]-Q[trap2][i-1], C[1][i]);
if V[G][i] > V[thresh] then if C[drain][i](d) > 0 then C[D][i] := C[drain][i](d)
else C[D][i] := 0
end if;
if Q[3][i](d) > 0 then Q[trap3][i] := Q[3][i](d) else Q[trap3][i] := 0
end if;
if Q[2][i](d) > 0 then Q[trap2][i] := Q[2][i](d) else Q[trap2][i] := 0
end if
else C[D][i] := 0; Q[trap3][i] := 0; Q[trap2][i] := 0
end if;
Q[gesamtladung][i] := Q[1][i](d)+Q[2][i](d)+Q[3][i](d); V[G][i+1] := V[G][i]-2
end do;
> plotlist := matrix(141, 2); sqrtplotlist := matrix(141, 2);
> data[1, 1] := T; data[1, 2] := R[12]; data[1, 3] := R[13];
data[1, 4] := R[21]; data[1, 5] := R[31];
for i from 2 to 142 do
data[i, 1] := V[G][i-1];
plotlist[i-1, 1] := V[G][i-1];
sqrtplotlist[i-1, 1] := V[G][i-1]; data[i, 2] := C[D][i-1];
plotlist[i-1, 2] := C[D][i-1];
sqrtplotlist[i-1, 2] := sqrt(C[D][i-1]);
data[i, 3] := Q[trap2][i-1];
data[i, 4] := Q[trap3][i-1];
XXXVII
Chapter 10: Appendix
data[i, 5] := Q[gesamtladung][i-1]
end do;
> plotlistlist := convert(plotlist, listlist);
sqrtplotlistlist := convert(sqrtplotlist, listlist);
> writedata(fn, data);
> plot([plotlistlist], x = -10 .. 135, y = 10^(-7) .. 10^(-3), axis[2] = [mode = log]);
plot([sqrtplotlistlist], x = -10 .. 135, y = 10^(-4) .. 3*10^(-2));
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Supplementary graphs to Figure 9.3
Figure 10.1.: Transfer characteristics 243K-298K
Figure 10.2.: Transfer characteristics 298K-333K
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Figure 10.3.: Transfer characteristics 333K-383K
Figure 10.4.: Time-domain 243K-298K
XL
Figure 10.5.: Time-domain 298K-333K
Figure 10.6.: Time-domain 333K-383K
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