We develop an analytical approach to analyze the effect of dephasing of one-particle states on the magnetoconductance of closed quantum dots. This approach allows us to extract dephasing rates from experimental measurements of the magnetoconductance. The dephasing rates calculated depend on the mean level spacing and are much longer than in open quantum dots. The limited experimental data available are consistent with the theoretical prediction of diverging dephasing times in finite closed systems at sufficiently low temperatures. We also consider fluctuations of the single-electron spectrum, and observe a significant effect on the conductance distribution and magnetoconductance of closed quantum dots at experimentally relevant temperatures.
Introduction
The study of electron phase coherence in mesoscopic structures has attracted much interest recently. In the absence of external radiation and at low temperatures, the loss of phase coherence, or dephasing, of the quasiparticles is due to electron-electron interactions. Thus, understanding the nature of low temperatures dephasing provides us a test to our description of the many-body nature of the electrons ground state. More recently, the possibility of using quantum dots as qubits has raised an additional interest in this topic. Important in this respect is the prediction of a vanishing dephasing rate in isolated quantum dots [1] .
In a clean Fermi liquid the electron-electron interaction results in dephasing of the quasiparticles. Using the Fermi golden rule, the rate can be estimated to be $ 2 =E F , where is the quasiparticle energy and E F is the Fermi energy. The effect of disorder can be incorporated, and leads to a decrease of the dephasing rate. However, when the mean level spacing, D, becomes large, the Fermi golden rule approach breaks down, as the density of states becomes too low (compared to the average matrix element). It was shown that the golden rule estimates are valid only for > D ffiffiffiffiffi
where g T is the dimensionless Thouless conductance of the system. At much lower energies, where the typical matrix elements are much smaller than D, the quasiparticle states do not decay, they are just slightly perturbed by the electronelectron interaction. Using a mapping onto a localization model, it was shown that there is a sharp transition between these two limits, as a result of localization of the wave-function in Fock space. Thus, one expects to find the dephasing rate to vanish at some finite temperature, which scales like [1] D ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi g T = ln g T p . As mentioned above, this result, namely the possibility of a vanishing dephasing rate at finite temperatures, is of great importance to the quantum computing community. However, it was claimed that the logarithmic correction, and maybe even the existence of the transition are artifacts of various approximations done in the process of mapping the many-body Hamiltonian onto the localization problem [2] . Thus, an experimental verification of this localization transition, through measurements of the dephasing rate in closed (i.e., nearly isolated) quantum dots, is desirable.
Quantum dots which contain a larger number of electrons N, Oð10
3 Þ or more, are usually described statistically. In particular, the low-energy universal statistical fluctuations of diffusive quantum dots or quantum dots with irregular shapes whose associated classical dynamics are chaotic can be described by random matrix theory (RMT), which becomes exact in the limit 1=g T ! 0 (g T / ffiffiffiffiffiffi N p ). Within the RMT approach, the one-particle eigenvectors as well as the dot-lead coupling are statistically distributed whereas the Coulomb interaction is independent of the levels involved. Thus, to leading order in 1=g T , the charging term (Coulomb repulsion) and the exchange interaction depend only on the total charge and spin, respectively [3, 4] . The solution of the RMT model by means of the master or rate equation successfully described the mesoscopic fluctuations of the Coulomb blockade peaks in closed quantum dots, i.e., the statistical distribution of their height P ðG max Þ and its dependence upon magnetic field [5] . On the other hand, recent experiments unambiguously show deviations from this RMT prediction, suggesting that interaction effects beyond charging should be considered as well. In particular, dephasing of the one-particle states due to interactions modifies the conductance peak height statistics (see [3, 4] and references therein). Whereas there is a number of ways to measure the dephasing times in open quantum dots [6, 7] , the situation is much more complicated in closed dots.
Only a few experiments have attempted to study dephasing in closed quantum dots. Most of these have focused on the relaxation of highly excited states [8] , verifying the continuous to discrete spectrum transition at / gD. Some signatures of dephasing in thermalized states have been studied by Patel et al. [9] , who analyzed the statistical distribution of the conductance maxima G max (the height of the Coulomb blockade peaks). They found that the ratio of standard deviation to mean peak height rðG max Þ=hG max i is smaller than what RMT predicts [10] , and attributed this reduction to dephasing effects. More recently, Folk et al. [11] suggested to use the dependence of the conductance upon applying a magnetic field B,
as a probe of the dephasing. This is the closed dot analog of the weak localization magnetoconductance which was analyzed earlier for open dots [6] . Folk et al. found considerable deviations of a from 1/4 which is considered to be an indication for dephasing or inelastic scattering. In a first theoretical work, Beenakker et al. [12] considered the limit of strong inelastic scattering, i.e., the limit where the inelastic relaxation rate C in far exceeds the mean tunneling rate or inverse dwell time in the dot C. In this limit, a is reduced much stronger than what was found experimentally. Thus, Beenakker et al. [12] concluded that C in < C in the experiment [11] . More recently, Rupp et al. [13] studied the ratio of standard deviations
in the limit of strong inelastic scattering and suggested to use this quantity as an indicator for dephasing. We discuss here in detail two effects that lead to a suppression of a below 1/4: While phase-breaking inelastic scattering processes can lead to the large suppression of a observed experimentally at high temperature [14] , RMT fluctuations of the one-particle eigenfunctions lead to a non-negligible effect at lower temperatures [15] .
The paper is organized as follows. In Section 2, we extend the master equation approach of Beenakker [16] to take into account phase-breaking inelastic scattering. In Section 3, we develop an analytical approach which is valid at high temperatures and allows us to evaluate a (Eq. (1)). This analytical approach is validated by comparing to the numerical solution. In Section 4, the closed-dot dephasing times extracted from the experimental values of a [11] are presented: We observe a clear enhancement of the dephasing times relative to earlier results for open quantum dots [6] . Moreover, contrary to the analysis of open quantum dots [6] which showed a dependence on temperature alone, we find a dependence on both T and D, not inconsistent with vanishing dephasing rates for low excitation energies [1] . Finally, in Section 5 the effect of RMT eigenlevel fluctuations on a is discussed.
Model
Within the RMT approach, the one-particle eigenlevels of the quantum dot E i are Wigner-Dyson distributed, depending on the absence or presence of a magnetic field in the Gaussian orthogonal (GOE) or unitary ensemble (GUE), respectively. As we are interested in the Coulomb blockade regime, the number of electrons in the quantum dot is restricted to N and N þ 1. The Coulomb interaction is described by a constant charging energy which is different for N and N þ 1 electrons. Each state of the quantum dot is, thus, determined by a tuple fn i g of occupation numbers for the one-particle eigenstates with energies E i and spins S i . Neglecting higher order processes in the tunneling rates, the probability P N ðfn i gÞ to find the tuple fn i g with N 2 fN ; N þ 1g electron can be described by the following master equation which includes the tunneling rate between dot and lead [16] as well as inelastic scattering processes
Here, fn i g þj (fn i g Àj ) are the tuples obtained from fn i g by adding (removing) one electron in the one-particle eigenstate j. The leads are thermalized and distributed according to the Fermi function f
À lÞ, where k 2 fL; Rg, V denote the applied voltage, and l is the effective chemical potential, including the charging energy. The first terms in (3) describe the tunneling of electrons between the dot eigenlevels j and the two leads with rates C k j . Within RMT, the distribution of these rates is given by the Porter-Thomas distribution
Gðb=2Þ

exp½ÀbC=ð2hCiÞ: ð4Þ
Here, hCi is the mean-value of the distribution and G the Gamma function. The difference between P 1 ðrÞ and P 2 ðrÞ leads to the afore mentioned value a ¼ 1=4 in the absence of inelastic scattering [17] . The inelastic scattering from a level j to another level k with rate C jk in is described by the last terms of Eq. (3). The analytic approximation which we develop in Section 3.2 depends only on the total inelastic scattering rate C in , and therefore the details of the inelastic scattering model are not important. For the purpose of the numerical calculations to follow, we assume the following model for the scattering rates (
This inelastic scattering rate can be caused by thermal bosonic fluctuations at temperature T with density of states DðEÞ. But it is even more general, it only assumes detailed balance, no back-coupling of the scattering to the Bose bath, and spin-independence. The microscopic mechanism might be due to external noise, electron-electron, or electron-phonon interaction. An important point w.r.t. Eq. (5) is that the suppression of a is quite robust to the specific model of interaction, and depends mainly on the total inelastic scattering rate C in , as will be shown below. We consider C in as a free (phenomenological) parameter which can be determined from the experiment.
From the stationary solution of the master equation (3), i.e., dP N ðfn i gÞ=dt ¼ 0, the current I can be calculated via the tunneling processes between left lead and dot
and from I the conductance G ¼ dI=dV .
Analytical approaches
To calculate the conductance, we linearize the master equation w.r.t. the applied potential V, i.e., f
ÞeV df j =dE j , and expand P N ðfn i gÞ up to first order in the voltage
with the equilibrium distribution
This ansatz solves the stationary master equation to order ðeV =k B T Þ 0 because the V ¼ 0 solution is the equilibrium distribution. To order ðeV =k B T Þ 1 the stationary master equation (3) corresponds to the following equation for W N ðfn i gÞ,
To arrive at (9), we use the following relations:
Perturbation theory in C=C in
In the limit of large inelastic scattering
R denotes the inverse dwell time and C k the mean tunneling rate to lead k), the inelastic scattering term dominates the master equations (9) and equilibrates all levels with N ¼ N electrons with each other. The same holds for N ¼ N þ 1 but levels with different N are not equilibrated. Thus,
becomes independent of fn i g. In this case one has to solve a master equation for W N which results in [16] 
where
Here, F eq ðE j jN Þ is the equilibrium probability to have level E j occupied if N electrons are in the quantum dot. At high temperatures F eq ðE j jN Þ can be replaced by the Fermi distribution f j . In a first step beyond the infinite inelastic scattering limit, we apply perturbation theory in C=C in . We employ the ansatz
À f j Þ depends only weakly on j for the levels around the Fermi energy which contribute to the conductance and C
in is the inelastic scattering rate for level j (we refer to C in as C j in for E j ¼ 0). With the ansatz (13), the second equation of (9) reads to leading order in C=C in :
Every addend j of this sum vanishes for the solution
Eq. (15) also solves the first master Eq. (9) if one takes into account that
Thus, the ansatz solves the stationary master Eq. (9) . Note that since the average of dWðjÞ is zero, the term P k C jk in dWðkÞ, which averages over many levels k, is zero in the leading order in D=ðk B T Þ.
The solution (15) of the master equation yields the conductance
where P eq ðN Þ is the equilibrium probability to have N electrons in the dot. This result reproduces the limit C=C in ! 0 of [16] and holds to first order in C=C in and D=k B T . In particular, it describes correctly the high temperatures regime, since for a typical scattering model C=C in ! 0 for D=k B T ! 0.
Approximative analytical solution
The inelastic scattering model (5) is exponentially cut off to states outside an energy window of Oðk B T Þ and, thus, C in vanishes at low temperatures. At k B T ) D, on the other hand, there are many states M / T =D connected by the inelastic scattering. Therefore, for T ! 1, the total inelastic scattering rate C in =C ! 1 and the result (17) is approached. Inspired by the high-temperature perturbative expansion, we develop in the following a self-consistent approximation. Similar to (13), we employ the ansatz
With this ansatz, the master equation (9) reads for every addend j:
With a large number of final states to scatter to, we can decouple the scattering amplitudes d n k 0 C jk in and occupations WðkÞ in Eq.
Here, W should, in principle, be a weighted average over levels within a range of Oðk B T Þ around a particular level j considered. However, only levels around the Fermi energy are of interest for the conductance since the contribution of every level j to the conductance is multiplied by f j ð1 À f j Þ. For this reason, we approximately treat
in Eqs. (19) and (20) as a constant, and neglect the j dependence of C Ã in . With this approximation, the solution for both Eqs. (19) is
where self-consistency yields
Since the ansatz (18) solves the master equation (9) it is a posteriori justified to use this ansatz. From the approximate solution (22), one obtains the conductance
One would obtain the same form (24) but with hh Á Á Á ii ¼ P M j¼1 Á Á Á considering M degenerate levels filled with N 2 f0; 1g electrons.
The result (24) can be interpreted in the following way: the first term represents processes in which the electron was not scattered at all. These happen with probability ðC
and the resulting conductance peak heights are proportional to
altogether. The second term represents contributions from electrons that were inelastically scattered after tunneling from one lead, and their contribution to the conductance is hhC
Eq. (24) is the main result of this section. It is based on approximation (20) which can be justified in the high temperature limit. The particular advantage of this approach is that it gives not only the correct leading high temperature behavior (Eq. (16)) but also reproduces correctly the limits C in ¼ 0 and C in ¼ 1 for all T including a ¼ 1=4 at T ¼ 0. Below we demonstrate that this approach works pretty well in the regime k B T $ D.
In order to calculate G and a one has to average Eq. (24) w.r.t. the different ensembles. One could do so numerically, but it is possible to get analytical results via expanding Eq. (24) in powers of D=k B T . This procedure is described in detail in the appendix. In the following we use the results of this expansion as our estimate of the dephasing rate.
Numerical and experimental tests
To test the validity of the approximative analytical solution, we compare the results to the numerical solution. The latter is obtained by solving the master equation (3) by sparse matrix inversion. 1 As we are interested in not too low temperatures, we assume in the following a picket-fence distribution of the one-particle eigenlevels with spacing D between consecutive spin-degenerate levels ( Fig. 1 compares values of the analytical approximation for a with the numerical values. The agreement is very good for sufficiently high temperatures, and reasonable even for low T. In the whole temperature regime, the deviations are within current experimental accuracy of magnetoconductance measurements. Fig. 1 , thus, shows that the analytical approach provides a reliable way to determine C in from experimental measurements of a, in the whole temperature regime.
Due to the phenomenological nature of our approach with a free parameter C in (i.e., unspecified dephasing mechanism), we cannot predict the dephasing rate of a given sample. However, a direct experimental test is provided by measuring values of a in a given dot at fixed T, as a function of C (which can be achieved by changing the contact 1 For k B T < 1:6D, we took into account all configurations fn i g which involve levels in ½À4k B T Á Á Á 4k B T with P eq fn i g= min fnig P eq fn i g > expðÀ5D=k B T Þ; for k B T > 1:6D the interval was ½À3k B T Á Á Á 3k B T and the exponential cut-off À4:5D=k B T . setting). The theoretical dependence of a on C involves a single fitting parameter, i.e., the unknown total scattering rate C in which is assumed to be unaffected by the contact setting. A first step in this direction was done in [11] , and in the inset of Fig. 2 we compare the prediction of our high temperature approximation with the measurements of a for three different values of C. An excellent agreement is obtained, though more data points are required for reliable conclusions.
Results
The good agreement of our approach with numerical solutions, together with the excellent agreement with the limited experimental data lead us to believe that this approach can be used to extract dephasing rates from experimental measurements of closed dots magnetoconductance with reasonable accuracy.
We now demonstrate the use of the above theory to extract dephasing times from the existing data points (mean values and error bars) of Folk et al. [11] . Fig. 2 presents these estimates as symbols and error bars, respectively, and [6] . Error bars which extend up (down) beyond the graph should be understood as going up to infinity (down to zero); if no corresponding point is visible the experimental mean value itself gives s / ¼ 1 (or s / ¼ 0). In the inset, we fit experimental measurements for different values of C [11] with our theory. The single fitting parameter is C in ¼ 0:25 leV, or s / ¼ 16 ns (reproduced from [14] ). Fig. 3 . A contour plot of a as a function of T =D and C in =C, based on the high temperature approximation. The values the bold contours are specified. Given T , D and a from future experiments, one can extract C in =C from this figure (reproduced from [14] ).
compares them with open dot values [6] . A clear enhancement of the dephasing times compared to open dots is observed. In addition, dephasing times strongly depend on D (as can be seen at T ¼ 45 mK). This is in contrast to open dot results [6] . An additional suppression of a for k B T < D, resulting from level-spacing fluctuations was not included so-far but will be discussed in Section 5 [15] . Because of this effect, our results underestimate the dephasing times for k B T < D. Also note that, the result for the D ¼ 0:9 leV quantum dot which is consistent with s / ¼ 0 should be interpreted carefully since the result implies hC in > D and the master equation is not applicable anymore. Based on our analysis, the recent experiment [11] , measuring dephasing in closed quantum dots is consistent with dephasing due to electronelectron interaction alone, including the prediction of the critical vanishing of dephasing rate. However, given the large error bars of the current experimental data, one cannot exclude an algebraic behavior or even a saturation of the dephasing rates for T ! 0. Nevertheless, the behavior is clearly different from that of open quantum dots [6] and is D-dependent.
Since the analytic form of our results, as detailed in Appendix A, is cumbersome, we provide Fig. 3 , which can be used to practically analyze future experiments. The figure presents a as a contour-plot in the space spanned by k B T =D and C in =C. For a given measurement, with known temperature and a, one can easily read the proper value of C in =C.
RMT eigenlevel fluctuations
In the previous sections we studied the effect of dephasing on the magnetoconductance of a closed quantum dot. Here we show that at low temperatures, where the dephasing mechanism is not very effective, another effect arises, due to the fluctuations in the RMT spectrum, that reduces a. However, very recently Usaj and Baranger [18] studied the effect of the exchange term and found that this term can actually increase a.
Previous works [4, 10, 12, 14, 17] have generally considered a picket-fence spectrum, i.e., a rigid level spacing between successive eigenlevels in the quantum dot, for the calculation of the conductance. This ignores the effect of spectral eigenlevel fluctuations. The picket-fence spectrum is a good approximation for both very high temperatures and very low temperatures [4] , and a comparison of P ðG max Þ with full RMT statistics and a picket-fence spectrum without spindegeneracy at three temperatures showed only minor deviations [19] .
Here, we study the full RMT statistics in detail with and without spin-degeneracy, and find significant differences compared to the picket-fence spectrum, in particular in an experimentally relevant regime k B T K D. The spectral fluctuations lead to lower values of a than 1/4 such that this value is not universal, even in the absence of any dephasing mechanism. One therefore has to be careful while using a as a probe for dephasing in this temperature regime.
Within the constant interaction model, the conductance of a quantum dot is given by the formula [16] G
Without inelastic scattering Eq. (25) can be easily obtained from the solution of the master equation (19) 
Contrary to Section 4 we now employ the full RMT distribution of the eigenlevel energies E i [4] . The first term in the sum
Þ depends only on the eigenfunctions of the dot, and thus is uncorrelated with the spectrum within the RMT approach. The ensemble average of this term in the absence (GOE) or presence (GUE) of a magnetic field is
This yields the value a ¼ 1=4 if the weights P ðE i jN Þ are the same for both ensembles. This should be the case in the low temperature regime k B T ( D since only one level E 0 contributes with maximal weight, P ðE i jN Þ % d i0 . In general, the main contribution to the sum comes from Oðk B T =DÞ levels around the Fermi energy which gives the same contribution at large temperatures k B T ) D for the GOE and GUE, a ¼ 1=4 in this regime as well. However, for k B T K D, the probability to have more than one level in an energy window k B T around the Fermi energy is increased for the RMT eigenlevel distribution compared to the picket-fence spectrum. These additional levels enhance the conductance. Since there are more close-by levels for the GOE case, due to the weaker level repulsion, the GOE conductance is enhanced more, and a is suppressed.
A second important effect is the optimization of the chemical potential for the Coulomb blockade peak. This effect was generally ignored, as it is technically cumbersome to consider, and is not significant for both very low and very high temperatures. Disregarding this effect means that a theorist optimized the chemical potential w.r.t. the averaged conductance, instead of optimizing for every realization as in the experiment. Whenever there is a close-by level, the position of the peak is shifted to optimize the contribution from both levels. Typically, a level with very low tunneling rates (and, thus, suppressed conductance peak) would get enhanced significantly by contributions from its neighbors. If the tunneling rate of a neighboring level is much higher, the peak position l max is shifted towards it. As the distribution of level spacings is different depending on the existence of magnetic field, this enhancement mechanism is again more effective in the absence of magnetic field (GOE), where probabilities of small spacing and of small conductances are higher. Thus, this effect which was neglected in [19] suppresses a even further.
We evaluated the sum (25) numerically by drawing C LðRÞ i from the Porter-Thomas distribution and E i according to the Wigner-Dyson distribution. Levels within a window of AE4k B T around the Fermi energy have been taken into account and the Fermi energy l in Eq. (25) has been adjusted to yield G max for every realization. Fig. 4 compares the probability distribution P ðG max Þ for a picket-fence spectrum vs. the full RMT level statistics. As explained above, RMT spectral fluctuations enhance the conductance. In particular, the probability to have a very low 5 . Magnetoconductance a vs. k B T =D for the spin-degenerate case (dashed line) and without spin-degeneracy (solid line). Taking into account the RMT spectral fluctuations, a is reduced from its ''universal'' value a ¼ 1=4, in particular in the experimental relevant regime 0:1D < k B T < 0:8D (reproduced from [15] ).
G
max is reduced and the probability to have an intermediate G max is enhanced. The reason for the reduction is that a very low G max requires C L or C R in Eq. (25) to be low. RMT spectral fluctuations enhance the contributions from close-by levels, which typically do not have a low value of C LðRÞ at the same time. Thus, the peak position of l is shifted towards a close-by level and the conductance occurs through both levels. Notably, the effect of phase-breaking inelastic scattering processes leads to similar changes (see Section 4) [14] .
Deviations of a from the ''universal'' value 1/4 have been interpreted as being a result of dephasing. While dephasing would certainly suppress a, we note here that in the regime k B T K D, the spectral fluctuation effects discussed above, lead to a similar effect. In Fig. 5 we present the results for a as a function of the scaled temperature k B T =D, for both spindegenerate spectrum and the case of broken symmetry. While the effect seems to be small, one should keep in mind that in the low temperature regime, even very strong dephasing does not suppress a substantially (see Fig. 1 and [12] ), and thus the correction due to spectral fluctuations is comparable with or even larger than the effect of dephasing [12, 14] . One should therefore cautiously use a as a probe of dephasing in this regime.
Conclusion
In conclusion, we provide a theoretical approach to extract the inelastic scattering rate in closed dots from experimental measurements of the weak-localization correction a. Analyzing a recent experiment by Folk et al. [11] , we see a clear enhancement of the dephasing time compared with open dots values. Contrary to open quantum dots, the dephasing time is also dependent on the size of the quantum dot. These results agree with the theoretical predictions for electron-electron interaction, in particular, a vanishing dephasing rate at a critical D-dependent temperature. We note, however, that the available experimental data is limited and has considerably statistical uncertainties. Thus, future experiments are necessary and we offer Fig. 3 to extract the temperature and level-spacing dependence of the inelastic scattering rate and to thoroughly test the prediction of a diverging dephasing time.
When analyzing future experiments one should take into account that in the low temperature regime RMT spectral fluctuation and the exchange term [18] effect the magneto conductance a and probability distribution function P ðG max Þ, in particular in the regime 0:1D < k B T < 0:8D. Even without dephasing a is different from 1/4 and temperature dependent; a can be reduced down to a % 0:2 by RMT eigenlevel fluctuations, below the lower limit of a picket-fence model with dephasing (see Fig. 1 ) in this temperature range.
Appendix A. Analytic expansion of Eq. (24)
In this appendix we show how to perform the disorder averaging in Eq. (24). For that purpose, let us rewrite this equation in the following way:
where x i f i ð1 À f i Þ, and we omitted the irrelevant prefactors which do not change upon applying magnetic field. Within RMT, both the eigenvalues and the eigenfunctions fluctuate. Since the statistical properties of the spectrum are uncorrelated with those of the eigenfunctions, one can separately average upon the CÕs and the xÕs. Here, we restrict ourselves to the approximation of a picket-fence spectrum, in which the spectrum is assumed to be equally spaced, ignoring the RMT spectral fluctuations, such that one has to average upon the CÕs alone. The picket-fence approximation is reasonable for large enough temperatures.
Before we start the averaging, we introduce some definitions to simplify future notation. First, we define the sums 
ðA:4Þ
where the average is for C 1 and C 2 being two independent random numbers distributed according to the Porter-Thomas distribution P b ðCÞ. These integrals depend on C Ã in and b, but we suppress this in the notation for simplicity. The analytical values of these integrals are given below.
In terms of these quantities, the first term in Eq. (A.1) is easily expressed, and one gets the contribution
However, the second term is more cumbersome, due to the appearance of the different CÕs in the denominator. In order to overcome this, we employ an expansion around the average. We use short notation for the CÕs fractions, defining
ðA:7Þ
and rewrite the denominator in the following way:
ðA:9Þ
Using this form, one can write the second term of Eq. (A.1) in the following way:
ðA:10Þ
One can now average term by term the infinite sum over m. As we focus in the high-T limit, we will collect the terms according to their T dependence. For that purpose, one has to bear in mind that the T-dependence comes from the F m Õs. Asymptotically (for large T) they are all linear in T, and can be approximated by
ðA:11Þ
Thus we would like to collect terms in powers of the F m Õs. It is important to notice that the expression summed over k has vanishing average. Therefore, the only occasion in which it contributes is when the summation index is ''paired'' with some other index. Such pairing reduced the number of contributing terms, and thus the power of T. A term with no pairing contributes to the leading order (i.e., Oðk B T =DÞ), a term with one pair contributes to the next order (i.e., Oð1Þ), etc. This is why the expansion converges, taking large enough m, as will be explained below. The first term in the sum, m ¼ 0, results in the following contribution:
and one already sees that it gives both terms OðD=k B T Þ and terms Oð1Þ. For the moment m, there are m such terms needed to be paired, and the minimal way to do it is to create m=2 pairs. This is the reason why it is sufficient to consider a finite number of moments for a certain power of T. The first moment m ¼ 1 is given by We thus obtained a closed expression for the conductance for the GOE and GUE cases. Using this, one can evaluate a in the high temperature regime.
