The paper presents an uncertainty propagation method for problems with discontinuous surface responses. Based on Pade-Legendre (PL) approximants in multiple dimensions, the proposed method is global and non-intrusive. In this work, the PL method is applied to a model problem of supersonic flows with multiple possible flow configurations, depending on the uncertain input parameters. The results in term of response surfaces and statistics of the outputs of interest are compared to the traditional stochastic collocation method.
I. Introduction
The isolator in a scramjet propulsion system decouples the supersonic flow in the combustor from the inlet/diffuser. It is designed to operate over a range of flight Mach numbers and is required to be insensitive to perturbation, like tolerances and imperfections induced by small changes in the surface geometry. The high speed flow in the isolator is characterized by multiple interacting shocks and exhibits strong interactions between the viscous boundary layers and the discontinuities. Numerical simulations are routinely employed to design isolators but it is important to define the impact of uncertainties in the overall aerodynamic performance.
Due to strong non-linear nature of the problems, it is generally difficult to establish the sensitivity of the outputs of interest by simply performing perturbation analysis on the input parameters. It is also challenging to build reduced order models because the system undergoes sharp transitions between different flow configurations due to the discrete nature of the shock/shock interactions.
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In a previous work, 2 we have developed a Pade-Legendre (PL) approximant that can accurately represent discontinuous response surfaces. We extensively studied a model problem governed by Burgers' equation where the uncertainty is introduced through the initial condition. This uncertainty affects location and strength of the shock in the steady-state solution. In addition, we also investigated the transonic flow over the RAE2822 airfoil with uncertainty in the free-stream Mach number. These example problems do not involve shock/shock interaction.
In the present work, PL method is used to study the uncertainty with a strong shock/shock interaction. The model problem involves a surface perturbation upstream of supersonic ramp -a simplified version of an isolator. For simplicity in the theoretical analysis, we assume that the only effect of the perturbation is to generate a shock that will interact with the primary shock generated by the ramp: two different shock interaction configurations are possible depending on the input parameters.
The method proposed here is simple, efficient and non-intrusive. The first step is to perform a number of deterministic calculations with input parameters chosen as quadrature points in the stochastic dimensions based on which a PL approximant is constructed as a response surface. In the applications presented here, this surface is function of both the uncertain parameters and the physical coordinates. Finally we extract a large number of samples from the response surface and compute the quantities of interest and their statistics.
In the following, we briefly introduce the surface response reconstruction method then proceed to discuss the standard stochastic collocation technique typically employed in this reconstruction method. Then we present PL method in comparison to stochastic collocation. [9] [10] [11] [12] Next, the model problem is introduced with the theoretical analysis based on inviscid theory. Finally, we apply stochastic collocation and PL method on the model problem and discuss the result in details.
1.) Data assimilation in which the input parameters are characterized in terms of their probability distributions 2.) Uncertainty propagation in which the variabilities are propagated to the output 3.) Certification in which the output are characterized in terms of their statistical properties.
In the present work we focus on the propagation phase and assume known distributions for the input parameters. The simplest approach to obtain the output statistics in response to input distributions is the Monte Carlo method, in which a large number of independent calculations are performed; in many practical cases the number of realizations required is too large and results in prohibitively high computational cost, especially for complex fluid dynamics computations.
Uncertainty propagation methods can be largely categorized into intrusive and non-intrusive methods. Intrusive schemes involves modification of the deterministic solvers to incorporate the stochastic expansions in the model equations. On the other hand, non-intrusive methods do not involve modification of the solvers but generally requires that a few computations are carried out at different values of the input variables. In this work, we focus on the non-intrusive methods, specifically the stochastic collocation and our proposed PL method.
A. Stochastic Collocation Method
In recent years, two alternative approaches to Monte Carlo simulations have found relatively widespread use: stochastic Galerkin 5-8 and stochastic collocation. [9] [10] [11] [12] Stochastic Galerkin approaches are based on a representation of the random quantities in terms of suitable basis. These schemes are intrusive, in the sense that the deterministic solvers are modified to incorporate the stochastic expansions. On the other hand, in the stochastic collocation method only few computations are carried out corresponding to precise specification of the input variables, typically corresponding to quadrature points, resulting in a non-intrusive approach.
Mathematically, we write the output, u, as a linear combination of the orthogonal basis polynomials, Φ i of the random input, ξ:
where x is the physical coordinate andû i are the coefficients to be determined. The summation in (1) must be truncated at a finite N ∈ N, so that the coefficients can be computed from available data. This results in a projection of the real solution u into the space spanned by Φ 0 , Φ 1 , ... Φ N :
To calculate the coefficientsû i , we utilize the orthogonality properties of Φ i . Taking discrete scalar product with Φ k for k = 0, 1, ..., N , we get uncoupled equations forû k :
The scalar product is defined as
where the quadrature points ξ j and the associated weights w j are predefined.
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The algorithm to compute the approximation of u is as following. First, perform deterministic calculations at the predefined collocation points ξ j . Next, calculateû i from (3). Plugging the coefficients in (2) to obtain the expression for the approximation u N as a function of the uncertain input, ξ. With this expression, one can now efficiently sample a large number of (approximated) solutions according to the distribution of ξ to obtain statistics of the solution.
The above formulation can be easily extended to multi-dimensional settings (more than one uncertain input variables). The simplest way is to generalize the discrete scalar product (4) to operate on tensor grid and use the tensor product of the one-dimensional polynomial basis. One can alternatively use sparse grid instead of the tensor grid in high dimensions to alleviate the curse of dimensionality -the required data grows exponentially with respect to the number of uncertain variables. We will not go into details of the sparse grid formulation here.
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B. Pade-Legendre Approximant
In this section, we introduce the PL method in multi-dimensional settings. For the sake of simplicity, the approximation is formulated in a two-dimensional setting; however, the generalization to higher dimensions is similar. In addition, we will consider only the isotropic cases, i.e. we consider the same number of data points in each direction on a tensor grid. Let us assume that we have (N + 1) × (N + 1) data points. The focus on this section is on the algorithm to compute the PL approximant. Readers who are interested in a more theoretical discussion are referred to our previous work.
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In PL method, we represent the approximation of the solution u as a rational function of the uncertain variables. In all examples here, we construct the Pade response surface on the combination of physical and stochastic spaces. Denoting the Pade approximation as R(u), we write
where M and L are the orders of the numerator and denominator, respectively. We use Legendre polynomials for the basis Φ. x and y are either physical or stochastic variables. The reason for this, as opposed to takep andq as a function of physical variables and Φ that of stochastic variables, is due to the fact that we want to capture discontinuities (e.g. shocks) that move in physical space as the stochastic variables vary. If Φ were only a function of only stochastic variables, we would have to computep andq separately for each point in physical space. In this manner, we would not be able to correctly estimate the location of the discontinuities between two computed realizations, as illustrated in Figure 1 .
x, physical coordinate x, stochastic coordinate predicted discontinuties actual discontinuties data points x1 x2 Figure 1 . An illustration of why computing the approximants in the combined space of physical and stochastic variables are necessary to capture the locus of the discontinuities correctly. If one does not take into account the neighboring data in x-direction, then it is impossible to correctly predict the location of the discontinuities in between two computed realizations.
In the Figure 1 , the underlying function is a step function where the location of the jump varies in physical space, x, as the stochastic variable, ξ, varies. The black dots represent the given data points. In our situations, we generally have a lot more data points along the physical direction as this is the result from deterministic calculations which are usually well resolved. On the other hand, the data points along the stochastic direction are much coarser since one cannot afford running too many expensive deterministic calculations. In this case, for simplicity, the locus of the discontinuities is assumed to be a straight line in the (x, ξ)-plane. If we tookp andq as a function of x and Φ that of ξ, then we would be calculating the coefficients at each x without considering the data points at other x's. However, consider x = x 1 and x = x 2 , we have the same data points, so we would end up with exactly the same coefficients, thus resulting in the same reprensentation as a function of ξ. Therefore, if the approximation predicts discontinuities, then they must be on the same ξ for both x = x 1 and x = x 2 . In this fashion, we would incorrectly predict the locus of the discontinuities as steps parallel to x-axis instead of one straight line of the actual function.
We want R(u) to be a good approximation to u. This is done by minimizing the linear Pade approximation error:
for all two-dimensional polynomial basis Φ i of total degree at most N . The discrete scalar product is defined as in Equation (4). In multi-dimensional settings, it is generally impossible to require that v i vanishes for all Φ i . In our proposed method, we require that v i = 0 only for all polynomial basis of total degree at most M and that v i is minimized in least-squares sense for polynomial basis of total degree from M + 1 to M + K for some positive integer K.
Before we proceed to describe the algorithm to calculatep andq, let us note that we have four parameters for construction of the PL approximant -N , M , L and K. Figure 2 shows the relationships among these parameters. In our previous work, 2 the sensitivity of the approximation with respect to these parameters are investigated. In order to calculate the coefficients in (5), we first calculateq i from the following system of equations:
The matrix-vector product on the right hand side of (7) is a column vector of v i for the polynomial basis of total degree from M + 1 to M + K. This system of equations is over-constrained given that
where c(s) = (s + 1)(s + 2)/2. We can obtain the optimal solution in the leastsquares sense by using the singular value decomposition of the matrix on the left hand side of (7). 15 This givesq i which allow us to obtain the denominator Q. Once Q is known, the computation of the numerator coefficientsp is similar to calculating collocation coefficients for Qu.
We now haveq from (7) andp from (8) to plug into (5), thus obtaining the PL approximant for u.
C. Q-dependent Filter for PL method
Note that in the construction of PL approximant we minimize the linear error P − Qu, Φ i N as opposed to the true (so-called non-linear) error P/Q − u, Φ i N since there is no convenient way to obtainq by considering the latter. This potentially causes problems in the region where |Q| is very small or Q crosses zero because the true error is 1/|Q| times the linear error.
To alleviate this problem, we introduce a spatial filter whose weights are modified by the local value of |Q|. The weight is increased if the value of |Q| is relatively high at that point and decreased otherwise, that is, to say we trust the approximation more if the value of |Q| is relatively high since the resulting error will be less amplified.
To construct the weights we consider a mean filter in the same approximation space as the polynomials P and Q. Let h x be the spatial filter kernel (weight) at the point x and H(x) be the set of points involved in the kernel h x . A conventional spatial filter would be applied to the approximation R(u) as following:
where R(u) would be the filtered Pade approximation. To construct a Q-dependent filter, we modify the original spatial filter to take into account the value of Q by point-wise multiplying it with |Q| value (and normalize the kernel). More specifically,
where h x is the original spatial filter and H(x) is the set of points involved in the kernel h x . The only parameter in the construction of this filter is the kernel width. From our computational study, we found that a filter kernel width that is large enough to cover the neighboring data points produces a satisfactory result.
III. Applications
In the present work, we consider a supersonic flow over a ramp. On the upstream, top side above the ramp, there is a disturbance that creates a single shock interacting with the primary shock generated by the ramp. We neglect viscous effects and use inviscid theory for the analysis. Figures 3 and 4 show the two possible shock configurations in this problem. We denote these two configurations Case I and Case II, respectively.
In Case I, the shock from the upstream disturbance is first reflected on the wall before the ramp. The reflection then interacts with the shock generated by the ramp. The two shocks in this interaction are of the same family. This results in a merged shock, a weak expansion fan a , and a contact discontinuity. 16 For simplicity of the analysis, we ignore the reflection of the expansion on the ramp. This expansion is weak and will not have a significant effect downstream.
In Case II, the shock from the upstream disturbance interacts directly with the primary shock. The two shocks in this interaction are of the opposite families. Both shocks continue as refracted shocks downstream. There is also a contact discontinuity between the two refracted shocks. We consider one reflection of the bottom refracted shock on the ramp.
Assume the upstream Mach number M 1 is 4, the ramp angle θ is 20 • , the disturbance shock angle β is 22.23
• (this is the shock angle generated by 10
• deflection angle at Mach M 1 ). We use the oblique shock relations extensively to compute various shock angles and deflection angles. The rise in pressure, density, and temperature after an oblique shock can be also calculated analytically.
In Case I, we first compute the conditions (Mach number, flow direction, pressure, temperature, and density) in region 2 from region 1, region 3 from region 2, and region 4 from region 3. The conditions in regions 5 and 6 cannot be readily computed due to the fact that we do not know the deflection angle nor the merged shock angle. To compute the conditions in these regions, we iteratively guess the flow direction. The flow direction and pressure must be the same since the two regions are separated by a contact discontinuity. With the guessed flow direction, we can compute the conditions in region 6 from region 2 using oblique shock relation and the conditions in region 5 from region 4 using Prandtl-Meyer expansion fan theory. We adjust the guessed flow direction until the pressures in regions 5 and 6 are equal.
In Case II, we first compute the conditions in regions 2 and 3 from region 1. Then we follow the same methodology as in Case I -iteratively adjusting the flow direction in regions 4 and 6 until the pressure in both regions are equal -to obtain the conditions in regions 4 and 6. Finally, we obtain the conditions in region 5 from region 4.
The uncertainty in this model problem is the location of the disturbance shock. Let us assume that the disturbance shock is originated from a point at fixed height h = 10 above the bottom wall and uncertain distance w upstream from the ramp corner. Let us assume that w has a uniform distribution: w/h ∈ [2, 3] . We are interested in the temperature along the bottom surface before and on the ramp. Let z be the coordinate along the bottom surface and z = 0 is at the ramp corner. We will consider the temperature in z ∈ [−5, 5]. We can calculate the critical distance, w crit , where the transition between Case I and Case II occurs. The transition case is when the disturbance shock lands exactly at z = 0. That is, w crit /h = cot β = 2.4468.
For a given w, we compare it with w crit to determine whether Case I or Case II is applicable. In each case, only the physical extent of each each region change but not the flow conditions. Therefore, it is a simple exercise in geometry to compute the length of each region along the bottom wall. Thus, from the analysis discussed above, we can obtain T /T 1 as a function of w and z. Figure 5 shows the exact response surface of this function. The discontinuties along z = 0 is due to the primary shock from the ramp. The region with w > w crit corresponds to Case I where we have the disturbance shock reflected on the bottom surface before the ramp, creating the discontinuity in the response surface in z < 0 region. In this case, the region z > 0 is not a constant due to the expansion wave, but this is weak compared to the jump in the flow properties across any other shock in the system. The region with w < w crit corresponds to Case II. In this case, we do not have a discontinuity in z < 0 region but we have a discontinuity in z > 0 region instead due to the bottom refracted shock. Note that the locus of the discontinuity from the disturbance shock in Case I and the discontinuity from the refracted shock in Case II are not co-linear (there is no reason why they should). Figure 6 shows the response surface computed using stochastic collocation and Legendre polynomial basis with 20 realizations (N = 19, M = 12, K = 4 and L = 6) given at the Gauss quadrature points. The surface shows a clear sign of spurious oscillations due to Gibbs' phenomenon. Figure 7 shows the response surface computed with PL method with the same data points. Clearly, this surface is not polluted by Gibbs' phenomenon. There are still overshoots near the discontinuities but their size is much smaller compared to the overshoots from the collocation surface. Note that the both surfaces give smooth transitions instead of sharp discontinuities. This is to be expected as the given data is available only at discrete points. For the same reason, we cannot expect a sharp resolution in the region where multiple discontinuties meet, i.e. near (w, z) = (w crit , 0). Figures 8 and 9 show the response surfaces when we double the number of given realizations (N = 39, a For certain inflow condition, it is posible that a shock wave instead of an expansion fan exists between regions 4 and 5 in Figure 3 . In our case, it is always a weak expansion. M = 28, K = 5 and L = 6) for stochastic collocation method and PL method, respectively. Clearly, the discontinuities are captured with higher resolution. The edges of the discontinuities are now sharper and we can clearly see the small triangular region at w < w crit and z > 0, previously hard to observe with N = 19. The stochastic collocation surface still suffers from the Gibbs oscillations with the same largest overshoot size.
Figures 10, 11 and 12 show the extracted solutions from each response surface at different values of the uncertain variable w (w/h = 2.2, 2.5, and 2.8, respectively). Again, the reduced overshoots and lack of spurious oscillations can be readily observed in the results from PL method. Note that the crosses correspond to the abscissa z = z j , the one-dimensional quadrature points along the z-direction. However, there is no actual data point at (w,z j ) for these given values of w. The crosses are presented to give an idea of the spacing between data points. Note also that the sampled solutions shown also globally depend on data points at all other w i not shown in the figures (the approximants are global).
In particular, Figure 11 is a sampled solution at w near w crit . We clearly see that there is not enough resolution to resolve the two steps of the exact solution (solid black line); there is only one abscissa z j in the middle step. The PL approximants are smooth curves from the top step to the bottom one.
We can extract a large number of samples from these response surfaces according to the distribution of w, in this case uniform distribution over [2h, 3h] . From these samples, we can readily compute the statistics as a function of physical coordinates. Figure 13 shows the mean of the solution as a function of z calculated from 10 6 samples. Again, we observe the Gibbs oscillations in results from the stochastic collocation method. From the same samples, we can also compute quantities of interest such as maximum or minimum value or some integral quantities over z from each sample. We can then obtain statistics and PDFs of those quantities of interest. Here, we show the PDFs the maximum temperature over z/h ∈ [−0.5, 0.5]. The analysis shows that the maximum temperature (T /T 1 ) has a discrete distribution with only two possible values at 2.52 and 3.09. The former value has probability of P (w > w crit ) = (w max −w crit )/(w max −w min ) = (30 − 24.468)/(30 − 20) = 0.553. The latter value has probability of 1 − 0.553 = 0.447. Figures 14 and 15 show the PDFs of the maximum temperature over z ∈ [−5, 5] meters. We cannot expect a discrete PDF from the smooth response surfaces constructed from limited data. However, we do expect a bi-modal distribution around the two possible values of the exact solution. The collocation method results in significant difference between the peaks of two masses of the PDFs and the possible values of the exact solution. The difference is reduced when using PL method instead. When we increase N to 39, the two masses of the PDFs have smaller widths. This is due to the fact that we can now resolve the discontinuity at w = w crit with higher resolution. However, the differences between the peaks of two masses of the PDFs and the possible values of the exact solution remain more or less the same. This difference is due to the overshoot on the surface. We can also quantitatively look at the probability of each of the two masses of the PDFs. For N = 19, collocation method yields the probability associated with the left mass 0.586 with 6% error from the exact value of 0.553. The PL method gives 0.552 with 0.1% error. For N = 39, collocation method predicts 0.531 with 4% error, while PL method predicts 0.553 with less than 0.1% error. 
IV. Conclusions
The PL method shows improvement over traditional stochastic collocation method for this application with multiple flow configurations, which depend on the uncertain input parameter. The improvement is shown by comparing the response surfaces, sampled realizations, and the statistics of the output of interest. From visualization of the surface responses, it is evident from the absence of spurious oscillations due to Gibbs' phenomenon observed in the results from collocation method. Overshoots near discontinuities are also observed in the results from PL method; however, their size is much smaller than those from stochastic collocation method. The reduction in the overshoots can be easily seen in individual realizations sampled from the response surfaces. We have also shown that the spurious oscillations pollute the statistics of the solutions such as the mean and the maximum. 
