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Abstract: It is known that time-dependent perturbations can enhance superconduc-
tivity and increase the critical temperature. If this phenomenon happens to high-Tc su-
perconductors, one could obtain room-temperature superconductors, but this is still an
open issue experimentally. Meanwhile, we would like to understand this phenomenon from
gravity dual and see if the enhancement is possible for holographic superconductors. Pre-
vious work (arXiv:1104.4098 [hep-th]) has studied this issue by adding a “time-dependent
chemical potential,” but their analysis is questionable as a true dynamic equilibrium. In
particular, the AdS boundary does not supply energy to the bulk spacetime in their setup.
A more appropriate way to discuss the enhancement is to add a time-dependent vector
potential, i.e., a time-dependent electric field. However, the enhancement does not occur
for holographic superconductors.
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1 Introduction and summary
The AdS/CFT duality [1–4] has many real-world applications such as QCD, quark-gluon
plasma, and condensed-matter physics. Although basic nonequilibrium properties have
been investigated using AdS/CFT, in real experiments, in particular in condensed-matter
physics, one can control sources in various ways. Such situations have been investigated
only recently in AdS/CFT. Examples include quenches and nonequilibrium phase transi-
tions [5–10]. In this paper, we study holographic superconductors under time-dependent
perturbations.
It is known that time-dependent perturbations can enhance superconductivity and
increase the critical temperature Tc (see, e.g., Refs. [11, 12] for reviews). This is somewhat
counterintuitive; since the source supplies energy to the system, the source would heat up
the system and could destabilize the superconducting state.
When the temperature is increased, more and more quasiparticles are excited, which
block states for Cooper pair formation. Ultimately, this process leads to the disappearance
of superconductivity at the critical temperature. Thus, the extraction of quasiparticles
leads to the enhancement of superconductivity. Time-dependent perturbations effectively
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have this effect (Eliashberg theory). The perturbations excite quasiparticles near the Fermi
surface to higher energy, so the number of quasiparticles decreases near the Fermi surface
although the total number remains constant. We review the Eliashberg theory in Ap-
pendix A.
This phenomenon has a potential application to high-Tc superconductors since it would
be possible to realize long-sought room-temperature superconductors. So, this possibility
has been investigated, but this is still an open issue (see, e.g., Ref. [13] for a recent attempt.)
Meanwhile, we would like to understand this phenomenon from gravity dual (holo-
graphic superconductors [14–17]) and to see if the enhancement is possible for holographic
superconductors. Our results are summarized as follows:
1. The work of enhanced holographic superconductors was pioneered by Bao, Dong,
Silverstein, and Torroba [5]. They saw the enhancement by adding a “time-dependent
chemical potential.” But their setup is questionable as a true dynamic situation (see
Sec. 4.3 for a summary of problems). In particular, (i) the AdS boundary does not
supply energy to the bulk in their setup, and (ii) they have several problems related
to the bulk gauge symmetry.
2. A more appropriate way to discuss the enhancement is to add a time-dependent vector
potential ~A(t), i.e., a time-dependent electric field1. However, the enhancement does
not occur for holographic superconductors in contrast to Ref. [5].
The basic reason of no enhancement is simple. We consider an Einstein-Maxwell-complex
scalar system. The Maxwell field contributes to the effective mass squared for the scalar
field |Ψ| (dual to the order parameter) as
m2eff = m
2 +
{
−(−gtt)A2t + gii ~A2
}
. (1.1)
The scalar mass effectively becomes tachyonic at a low enough temperature due to the
gauge potential At. Thus, the gauge potential At tends to destabilize the Ψ = 0 solution,
which leads to the superconductivity with Ψ 6= 0. On the other hand, ~A tends to stabilize
the the Ψ = 0 solution, so it works as the suppression, not the enhancement. However,
the problem is more subtle in a time-dependent case. Because ~A = ~A(t), various Fourier
modes for Ψ are coupled. As we will see, this effect tends to compensate the suppression,
but this effect is not large enough to have the enhancement.
This work may be also useful to study time-dependent holographic superconductors in
general. In particular,
1. We present an energy flow analysis which gives a condition in order for the AdS
boundary to supply energy in the bulk spacetime (Sec. 3).
2. We propose a gauge-invariant definition of chemical potential µinv when Au(t, u) 6= 0,
where Au is the radial component of the Maxwell field (Sec. 4.1).
1While this paper was in preparation, there appeared a preprint [27] which also studies holographic
superconductors under a time-dependent electric field. After this work was completed, we were informed by
Eva Silverstein that they had also studied this case and found no enhancement (private communication).
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Holographic superconductors under time-dependent perturbations have been studied
previously, so we would like to emphasize the difference. We study the response of the order
parameter 〈O〉 under time-dependent electric fields. On the other hand, Refs. [15, 17] study
the response of the current (conductivity) under time-dependent electric fields, and other
works typically study the response of 〈O〉 under the time-dependent source Ψ(−)(t) [6–9].
2 Preliminaries
Action and background spacetime
We consider the (p + 2)-dimensional s-wave holographic superconductors given by
S =
∫
dp+2x
√−g
[
R− 2Λ− 1
e2
{
1
4
F 2MN + |DΨ|2 + V
(|Ψ |2)}] , (2.1)
where
FMN = 2 ∂[MAN ] , DM := ∇M − iAM , (2.2)
Λ = −p(p+ 1)
2L2
, V = m2|Ψ|2 . (2.3)
We use Greek indices µ, ν, . . . for the (p+1)-dimensional boundary coordinates and use cap-
ital Latin indices M,N, . . . for the (p+ 2)-dimensional bulk spacetime coordinates (xµ, u),
where u is the AdS radial coordinate.
We take the probe limit e≫ 1, where the backreaction of the matter fields onto the ge-
ometry can be ignored. When p = 2, the background metric is given by the Schwarzschild-
AdS4 black hole:
ds24 =
( r
L
)2
(−f(r)dt2 + d~x22) + L2
dr2
r2f(r)
, f(r) = 1−
(r0
r
)3
, (2.4a)
=
(
LT
u
)2(
−f(u) dt2 + d~x22 +
du2
T 2 f(u)
)
, f(u) = 1− u3 , T := 4π T
3
,
(2.4b)
where T is the Hawking temperature. It is also convenient to introduce the tortoise coor-
dinate u∗ and light-cone coordinates z±, where
u∗ := − 1T
∫ u du
f
, (2.5)
z± := t± u∗ . (2.6)
Then, the (t, r)-part of the metric is given by
ds22 =
(
LT
u
)2
f(−dt2 + du2∗) (2.7a)
=
(
LT
u
)2
f(−dz+2 + 2dz+du∗) (2.7b)
= −
(
LT
u
)2
fdz+dz− . (2.7c)
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Figure 1. The Eddington-Finkelstein coordinates.
The coordinate z+ is the “ingoing” Eddington-Finkelstein coordinate, and z− is the “out-
going” Eddington-Finkelstein coordinate (Fig. 1). The horizon is located at a constant
z−.
Equations of motion
The equations of motion for matter fields are given by
D2Ψ−m2Ψ = 0 , (2.8a)
∇N FMN = jM , (2.8b)
jM = −i
{
Ψ†(DMΨ)− (DMΨ)†Ψ
}
= 2ℑ
[
Ψ†(DMΨ)
]
. (2.8c)
Let us write Ψ = |Ψ | eiθ and decompose the Ψ equations of motion into the real and
imaginary parts. It is convenient to use the gauge-invariant variable AˆM defined by
AˆM := AM −∇Mθ . (2.9)
Then,
DMΨ = e
iθ
(
∇M − i AˆM
)
|Ψ | =: eiθ DˆM |Ψ | . (2.10)
Then, Eq. (2.8a) is decomposed as
Real: ∇2|Ψ | −
(
m2 + Aˆ2M
)
|Ψ | = 0 , (2.11a)
Imaginary: − i|Ψ | ∇M
(
|Ψ |2 AˆM
)
= 0 . (2.11b)
Physically, the imaginary part represents the bulk current conservation equation ∇M jM =
0 since
jM = 2ℑ
[
Ψ†(DMΨ)
]
= −2 |Ψ |2 AˆM . (2.12)
This fact will become important when we reexamine Ref. [5].
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Boundary conditions
We impose the following boundary conditions:
• The AdS boundary: the asymptotic behavior of matter fields is given by
Ψ(x, u) ∼ exp
(
i
∫ u
0
du′Au(x, u′)
){
Ψ(−)(x)
( u
LT
)∆−
+Ψ(+)(x)
( u
LT
)∆+}
(2.13a)
∆± :=
p+ 1
2
±
√(
p+ 1
2
)2
+ L2m2 , (2.13b)
Aµ(x, u) ∼ A(0)µ (x) +A(1)µ (x)
( u
LT
)p−1
. (2.13c)
Equation (2.13a) is the expression in the Au 6= 0 gauge. The fast falloff A(1)µ rep-
resents the boundary current 〈Jµ〉, and the slow falloff A(0)µ represents its source
(external chemical potential µ and vector potential2). Similarly3, Ψ(+) represents
the operator expectation value 〈O〉, and Ψ(−) represents the external source for O.
We are interested in the spontaneous condensate, so we set Ψ(−) = 0.
• Horizon: we impose the finiteness of the Euclidean action or finiteness of the energy-
momentum tensor. The energy momentum tensor is given by
e2TMN = FMLFN
L + 2 (D(MΨ)
† (DN)Ψ) + gMN
(
−F
2
4
− ∣∣DΨ ∣∣2 −m2|Ψ |2) .
(2.14)
Thus, we require that
|DΨ |2 , |Ψ |2 , ∣∣F 2 ∣∣ ∣∣∣
u=1
<∞ , (2.15)
or
(D(+Ψ)
† (D−)Ψ)
∣∣∣
u=1
= 0 , (2.16a)
|F+− |
∣∣∣
u=1
= 0 , |F+iF−i |
∣∣∣
u=1
= 0 , |Fij |
∣∣∣
u=1
<∞ . (2.16b)
Equation (2.16a) is the incoming/outgoing wave boundary condition. In the gauge
Au = 0 and At(u = 1) = 0, the condition reduces to ∂(+Ψ
†∂−)Ψ|u=1 = 0. We take
the incoming wave boundary condition, so ∂−Ψ|u=1 = 0. Similarly, for homogeneous
perturbations, the condition |F+iF−i| |u=1 = 0 reduces to ∂+Ai∂−Ai|u=1 = 0, the
incoming/outgoing wave boundary condition for Ai.
For simplicity, we consider homogeneous solutions AM = AM (t, u) and Ψ = Ψ(t, u).
Also, we mainly consider p = 2 and L2m2 = −2. Then, (∆+,∆−) = (2, 1).
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Figure 2. The normal vectors for each hypersurfaces.
3 The Case of the Missing Energy Flow
We would like to add a time-dependent source in a field theory. This corresponds to
adding a time-dependent source on the AdS boundary. The supplied energy then flows
into the bulk spacetime. Eventually, the energy is absorbed by the horizon and a dynamic
equilibrium is achieved.
We would like to consider a time-dependent electromagnetic source. The source is
given by the slow falloff, e.g., At(u) ∼ µ+ · · · . So, one would replace the constant chemical
potential by a time-dependent one: At(t, u) ∼ µ(t) + · · · . This is the approach taken
in Ref. [5]. However, this has a serious problem. There is no energy flow from the AdS
boundary to the bulk as we will see.
For any Killing vector ξN , ∇M (TMNξN ) = 0 from the conservation equation∇NTMN =
0. Thus, ∫
Σi+Σf+H++bdy
dΣM T
MN ξN = 0 , (3.1)
where Σi and Σf are the initial and final spacelike hypersurfaces, respectively, extending
from the AdS boundary to the future horizon H+.
The directed surface element dΣM is given by dΣM = nMdΣ, where nM is the
“outward-pointing” unit normal one-form. Note that the unit normal vector nM is inward-
pointing for spacelike hypersurfaces (Fig. 2). Let nM(f) be the future-directed unit normal
vector. The directed surface element then becomes
dΣM = −dΣ n(f)M for Σf , (3.2)
dΣM = +dΣ n
(f)
M for Σi . (3.3)
Then, Eq. (3.1) gives a conservation law. If one chooses the timelike Killing vector
2As pointed out in Sec. 4.1, this holds in the gauge Au = 0.
3For simplicity, we do not consider the “alternative quantization,” where the role of Ψ(+) and Ψ(−) is
exchanged [18].
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ξM = (∂t)
M , one has the energy conservation law:
∆E := E(Σf )− E(Σi)
=
∫
bdy
dΣM T
MN ξN +
∫
H+
dΣM T
MN ξN , (3.4a)
E(Σ) :=
∫
Σ
dΣ n
(f)
M T
MN ξN . (3.4b)
On the AdS boundary, nu = −1/√guu, so∫
bdy
dΣM T
MN ξN = −
∫
bdy
dΣ√
guu
Tut . (3.5)
When the null generator of the future horizon is parametrized by z+,∫
H+
dΣM T
MN ξN = −
∫
H+
dz+ dpx T+t . (3.6)
Let us estimate the energy flow from the AdS boundary. On the AdS boundary,
Tut → 1
e2
{
FuiF
u
t + 2(D(uΨ)
† (Dt)Ψ)
}
, (3.7)
so
−
∫
bdy
dΣ√
guu
Tut = − 1
e2
∫
bdy
dΣ√
guu
{
FuiF
i
t + 2(D(uΨ)
† (Dt)Ψ)
}
. (3.8)
When Ψ has no source term (Ψ(−) = 0), the second term decays as u2∆+−p−1, so it vanishes.
Let us rewrite Eq. (3.8) by boundary variables. According to the AdS/CFT duality,
the boundary current expectation value is given by
〈Jµ〉 = 1
e2
√−g F uµ
∣∣∣∣
u=0
, (3.9)
and the boundary electric field is given by −E(0)i = F (0)ti = ∂tA(0)i . Thus,
−
∫
bdy
dΣ√
guu
Tut =
∫
bdy
dp+1x 〈J i〉 E(0)i . (3.10)
Then the interpretation is clear:
• From the boundary point of view, the energy flow from the boundary is just the Joule
heat 〈J i〉 E(0)i . In other words, the boundary supplies energy in the form of the Joule
heat.
• From the bulk point of view, Fui is a bulk magnetic field, so the expression is nothing
but the Poynting vector ~E × ~B pointing the radial direction.
In order to supply the energy from the boundary, Eq. (3.10) must be nonvanishing, but
At(t, u) does not do the job. However, the analysis also indicates how one should include
time-dependence; a bulk magnetic field Ai(t, u) does the job.
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Let us consider the energy flow in the entire bulk spacetime. On H+,
T++ → 1
e2
(
F+i F+
i + 2
∣∣D+Ψ ∣∣2) , (3.11)
T+− → 0 , (3.12)
where we used the boundary conditions (2.15) and (2.16).
Thus,
∆E = − 1
e2
∫
H+
dz+ dpx
(
2
∣∣D+Ψ ∣∣2 + F+i F+i)
+
∫
bdy
dt dpx 〈J i〉 E(0)i −
2
e2
∫
bdy
dΣ√
guu
(D(uΨ)
† (Dt)Ψ) . (3.13)
This expression is valid irrespective of whether the system is in low temperature phase or
not. Again the last term has no contribution when there is no source term Ψ(−). When
Ai = 0, the second term and the third term vanish as well.
If one has only At(t, u), the boundary does not supply energy as discussed above. But
the first line of Eq. (3.13) represents the absorbed energy by the horizon (if one imposes
the incoming-wave boundary condition.) The energy absorption occurs in the form of
quasinormal modes. Since energy is absorbed by the horizon, the scalar field simply decays
to a constant [19], so there is no interesting dynamic equilibrium.
This is different from Ref. [5]. In fact, Ref. [5] does not impose the incoming-wave
boundary condition but imposes the regularity condition on the static Ψ. They try to
justify their approach by focusing on the high frequency region and approximate the time-
dependent solution by its average4 . This is how they obtain an equilibrium. However, this
does not seem a true dynamic equilibrium we want since the boundary does not supply
energy and the horizon does not absorb energy. Below we add a time-dependent vector
potential Ai(z
+) to study the enhancement in holographic superconductors.
We are not saying that time-dependent gauge potential At(t, u) is meaningless. We
are saying that At(t, u) cannot be used to exchange energy between the AdS boundary
and the bulk. But this is not the only way to supply energy to the bulk. In principle,
one can supply energy to the bulk directly instead of supplying energy from the boundary.
This becomes possible, e.g., by a nonzero energy configuration of bulk matter fields. Our
analysis does not consider such a case.
For example, one can consider nonzero energy configuration for Ψ on the bulk initial
hypersurface Σi and may consider its time evolution. In such a case, At becomes time-
dependent as well in general. Or one can consider At(t, u) by coupling to the external bulk
source. However, from the AdS/CFT point of view, it is natural to consider a Dirichlet
problem on the AdS boundary and natural to supply energy from the AdS boundary.
4Compare their analysis with our similar one in Sec. 5.3. In the high-frequency limit, we decompose the
scalar field as the sum of the slow mode and the fast mode. It turns out that the source does not supply
energy to the slow mode. So, the slow mode reduces to the quasinormal mode problem which is natural as
we saw above. After taking a long-time average, the slow mode reduces to a static problem. On the other
hand, the source supplies energy to the fast mode, and the fast mode is time-dependent. But the fast mode
does not contribute the 〈O〉.
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4 Examination of previous work
We have seen from the energy flow analysis that a time-dependent gauge potential At(t, u)
cannot supply energy from the boundary to the bulk. But Ref. [5] has some other problems,
and we would like to discuss them in this section. Near the critical point, one can expand
matter fields as a series in ǫ, where ǫ is the deviation parameter from the critical point:
Ψ = ǫ1/2 (ψ1 + ǫ ψ2 + · · · ) , (4.1a)
AM = AM + ǫA1,M + ǫ
2A2,M + · · · , (4.1b)
where boldface letters indicate background values. The other problems of Ref. [5] are
related to this perturbative expansion. The leading order equation is given by
∇N FMN = 0 , (4.2)
and the first order equations are given by
∇N FMN1 = jM1 , jM1 = 2ℑ
[
ψ†1(D
Mψ1)
]
, (4.3a)
D2ψ1 −m2ψ1 = 0 . (4.3b)
Our main analysis from Sec. 5 will not add a time-dependent At(t, u) but add Ai(t, u), so
readers who are interested in our case can skip this section and go directly to Sec. 5.
4.1 Leading order
The t and u components of the leading order equation (4.2) become ∂uFtu = ∂tFtu = 0.
Thus the solution is given by Ftu = µ0 or
At(t, u) = µ0(1− u) + ∂tγ(t, u) , (4.4a)
Au(t, u) = ∂uγ(t, u) . (4.4b)
Reference [5] introduces a time-dependence by choosing
γ(t, u) = (1− u)
∫
dt′ (µ(t′)− µ0) . (4.4c)
Note that Au 6= 0 for their choice although we normally choose the Au = 0 gauge.
Equations (4.4) look like a time-dependent configuration. However, the bulk gauge
field has the gauge symmetry
AM (x, u)→ AM (x, u)− ∂MΛ(x, u) , (4.5a)
or
Aµ(x, u)→ Aµ(x, u)− ∂µΛ(x, u) , (4.5b)
Au(x, u)→ Au(x, u) − ∂uΛ(x, u) . (4.5c)
– 9 –
Then, the deformation (4.4c) is gauge-equivalent to the time-independent case by choosing
Λ = γ. Since the deformation is just a gauge degree of freedom, it does not seem a
meaningful one5.
A related issue is that their definition of the chemical potential µnaive := At(x, u = 0)
is not gauge invariant under Eq. (4.5a). What is the definition of the chemical potential
when Au(t, u) 6= 0? One way is to transform to the Au = 0 gauge, but then the deformation
(4.4) reduces to the time-independent one as we saw, so their chemical potential is constant.
Another way is to define a gauge-invariant chemical potential. We propose
µinv :=
∫ 0
1
du Fut(x, u) (4.6)
= At(x, u = 0)−At(x, u = 1)− ∂t
∫ 0
1
du Au(x, u) (4.7)
as a gauge-invariant chemical potential6. The solution (4.4) gives µnaive = µ(t), but µinv =
µ0.
In the gauge Au = 0, µinv reduces
µinv → At(x, u = 0)−At(x, u = 1) . (4.8)
In the gauge Au = 0, the bulk gauge symmetry is not completely fixed. The gauge
transformation of the form Λ = Λ(x) is allowed, and At(x, u) transforms as At(x, u) →
At(x, u) − ∂tΛ(x). This gives the gauge symmetry of the dual field theory in the sense
that one transforms the external source Aµ(u = 1) [20]. One can fix the gauge for At by
requiring At(x, u = 1) = 0. Then, µinv becomes
µinv → At(x, u = 0) . (4.9)
Thus, µinv reduces to the naive definition of the chemical potential, but it differs when
Au(t, u) 6= 0.
4.2 First-order
When Ref. [5] solves the ψ1 equation at the first order, they impose the unitary gauge/London
gauge, where the phase θ of Ψ vanishes. However, a care is necessary to impose a gauge
condition on Ψ even though we expand around Ψ = 0. At leading order, this cannot fix a
gauge (since Ψ = 0 at leading order.) At leading order, the deformation (4.4c) itself is a
gauge choice. But then, it is too restrictive to impose an additional gauge choice such as
the unitary gauge. Since AM and θ appear in the combination of AM −∇Mθ, one should
not impose conditions both on AM and θ. If one chooses AM , θ must be determined by
solving an equation of motion.
This problem becomes apparent if one considers the imaginary part of ψ1 equation
of motion (2.11b). Reference [5] solves |ψ1| equation of motion in the unitary gauge.
5After this work was completed, we learned that Simeon Hellerman made a similar point during a
seminar by one of the authors of Ref. [5] (private communication).
6After this work was completed, we learned that Refs. [28, 29] made a similar proposal in the context of
static situations.
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Even in the unitary gauge, the imaginary part is not absent, but they are not taking the
equation into account. As mentioned in Sec. 2, the imaginary part represents the current
conservation and is nontrivial:
∇M jM1 ∝ −∂t(|ψ1|2Aˆt) + fu2∂u
(T 2f
u2
|ψ1|2Aˆu
)
= 0 . (4.10)
Note that AˆM = AM in the “unitary gauge.” Since At and Au are determined at leading
order and |ψ1| are determined at first order, the equation gives a nontrivial condition. Put
differently, one cannot choose the background gauge field γ(t, u) freely.
4.3 Summary of problems
We point out that Ref. [5] has a number of problems. We summarize them here for
convenience:
1. No energy flow from the AdS boundary to the bulk (Sec. 3): In order for the AdS
boundary to supply energy to the bulk, At(t, u) is not sufficient, and a bulk magnetic
field Ai(t, u) is necessary.
2. No energy flow from the bulk to the horizon (Sec. 3): Since the AdS boundary does
not supply energy, Ψ simply decays to a constant if one imposes the incoming-wave
boundary condition on the horizon. They impose the static regularity condition to
avoid the problem.
3. Problem of gauge choice (Sec. 4.1, 4.2): Their time-dependence is just a gauge choice.
Their definition of the chemical potential is not gauge invariant. Although they
make a gauge choice by choosing At and Au, they impose an additional gauge choice
(unitary gauge), which leads to the next problem.
4. Lack of conservation equation (Sec. 4.2): Even in the unitary gauge, the imaginary
part of Ψ equation of motion is not absent, but the equation, which is the current
conservation equation, is not taken into account. Since At and Au are determined at
leading order and |ψ1| are determined at first order, the equation gives a nontrivial
condition, which is unclear if it is satisfied.
They expand around Ψ = 0 even though they take the unitary gauge; Problems 3 and
4 are related to this. In principle, one can avoid these problems if one solves the full
matter equations without using the perturbative expansion. In the low-temperature phase
where Ψ 6= 0, one can then impose the unitary gauge, and the Maxwell field would become
Ftu 6= µ0 because of the coupling to Ψ, which is clearly different from the static solution
Ftu = µ0.
However, even if one avoids Problems 3 and 4 in this way, one cannot avoid Problems 1
and 2 which are independent from the perturbative expansion problem. Their system is
rather limited as a dynamical system. One can also see this from their degrees of freedom.
Their system consists of At(t, u), Au(t, u), and Ψ(t, u). When Ψ = 0, the system is just
a (1 + 1)-dimensional electromagnetic field, so there should be no dynamical degree of
– 11 –
freedom. Therefore, Ψ 6= 0 is necessary for such a system to be dynamical, and there should
be no phase where Ψ always vanishes. Since their system is a rather limited dynamical
system, one probably had better study a different setup (such as the next section one).
5 No enhanced holographic superconductor
5.1 Equations of motion
Our energy flow analysis shows that a time-dependent gauge potential At(t, u) cannot
supply energy from the boundary to the bulk and one needs ~A(t, u). However, ~A does not
seem very useful to enhance superconductivity. This is because the gauge field contributes
to the effective mass squared for |Ψ| as
m2eff = m
2 +
{
−(−gtt)A2t + gii ~A2
}
(5.1)
from Eq. (2.11a). Thus, At tends to destabilize the normal state, which leads to the
superconductivity. On the other hand, ~A tends to stabilize the normal state. Namely, ~A
works as the suppression of the superconductivity and there is no enhancement. In fact, a
large enough magnetic field destroys the superconducting state (See, e.g., Refs. [17, 21–25]
for holographic realizations.)
However, the problem is more subtle in a time-dependent case. Because ~A = ~A(t, u),
various Fourier modes for ψ1 are no longer decoupled. To see more explicitly, decompose
the vector potential term into the time-averaged part 〈 ~A2〉 and the oscillatory part A2(t):
m2eff = m
2 +
{
−(−gtt)A2t + gii
(
〈 ~A2〉+A2(t)
)}
. (5.2)
The time-averaged part works as the suppression as described above, and various Fourier
modes for ψ1 couple through A2(t). The resulting equation of motion is difficult to analyze
analytically, and one generically needs a numerical computation. But we can analyze it
analytically both in the low-frequency limit and in the high-frequency limit.
In the low-frequency limit, we will show that one can diagonalize the Fourier-transformed
equations of motion and that the time-dependent part A2(t) tends to compensate the ef-
fect of 〈 ~A2〉. This behavior is indeed very similar to the Eliashberg theory (Appendix A):
the enhancement is possible only after the enhancement term compensates the suppression
term by 〈 ~A2〉. However, the effect of A2(t) is never larger than the effect of 〈 ~A2〉 for holo-
graphic superconductors. So, the critical temperature is lower than the original critical
temperature Tc,0 with ~A = 0, and the enhancement does not occur.
As in Ref. [5], we solve the matter equations of motion perturbatively. In the presence
of ~A, the leading order equation ∇NF iN = 0 becomes
0 = −∂2t ~A+ T f∂u(T f∂u ~A) = −∂2t ~A+ ∂2u∗ ~A = −4∂+∂− ~A . (5.3)
With the incoming-wave boundary condition, we choose the solution
~A = ~A(z+) . (5.4)
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Thus, our choice of the time-dependent gauge field is
Ours: At = µ0(1− u) , Au = 0 , ~A = ~A(z+) , (5.5a)
Ref. [5]: At = µ(t)(1− u) , Au = −
∫
dt′(µ(t′)− µ0) , ~A = 0 . (5.5b)
In particular, our At is standard, and our gauge choice Au = 0 is standard as well. Below
we consider the vector potential ~A given by
∣∣ ~A(z+) ∣∣ = δE
Ω
sin
(
Ω z+
)
. (5.6)
The applied boundary electric field is then given by | ~E(0)(t)| = δE cos(Ωt).
Real space expression
At first order, the scalar equation of motion (4.3b) in (z+, u∗)-coordinates becomes[
−2 (∂u∗ + iAt) ∂+ − ∂2u∗ + f
{
T 2 L
2m2+2+u3
u2
− 1
f
A2t +
~A 2
}]
ϕ = 0 , (5.7)
where we choose the combination
ϕ(u, z+) :=
ψ1
u
(5.8)
to eliminate a term which is linear in ∂u∗ . We will set L
2m2 = −2 to simplify the equation.
We also decompose the vector potential term into the time-averaged part 〈 ~A2〉 and the
oscillatory part A2(z
+):
1
T 2
~A 2 =: A2(z
+) +
1
T 2 〈
~A2〉 , (5.9a)
〈f(z+)〉 := lim
t→∞
1
2t
∫ t
−t
dz+ f(z+) . (5.9b)
For the vector potential (5.6),
1
T 2 〈
~A2〉 = 2
(
δE
2T Ω
)2
=: 2C2 , A2(z+) = −2C2 cos(2Ωz+) . (5.10)
Then, in the coordinate u, the equation of motion is rewritten as[
2
T (∂u − iAt) ∂+ − ∂u (f ∂u) +
(
u− fA2t +
1
T 2 〈
~A2〉
)
+A2
]
ϕ = 0 , (5.11a)
At(u) :=
At
T f . (5.11b)
We write this equation as[
2
T dˆu ∂+ + Lˆu +A2(z
+)
]
ϕ(u, z+) = 0 , (5.12)
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where
dˆu := ∂u − iAt , (5.13a)
Lˆu := −∂u (f ∂u) + V(u) , (5.13b)
V(u) := u− fA2t +
1
T 2 〈
~A2〉 . (5.13c)
Momentum space expression
Let us write Eq. (5.12) in momentum space. We make the Fourier transformation in
z+, e.g.,
ϕ˜(u, ω) =
∫ ∞
−∞
dz+√
2π
eiωz
+
ϕ(u, z+) , (5.14a)
A˜2(ω) =
∫ ∞
−∞
dz+√
2π
eiωz
+
A2(z
+) . (5.14b)
For our vector potential (5.10),
A˜2(ω) = −
√
2π C2 {δ(ω + 2Ω) + δ(ω − 2Ω)} . (5.15)
From Eq. (5.15), the Fourier mode ϕ˜(u, ω) couples to the modes with ω+2Ω and ω−2Ω. But
the mode with ω+2Ω couple to the ones with ω+4Ω and ω, and so on. Consequently, modes
whose ω differs by 2nΩ (n: integer) all couple. In fact, after the Fourier transformation,
Eq. (5.12) becomes[
Lˆu − 2 i (ω + 2nΩ)T dˆu
]
ϕ˜(ω)n = C2
{
ϕ˜
(ω)
n−1 + ϕ˜
(ω)
n+1
}
, (5.16a)
ϕ˜(ω)n (u) := ϕ˜(u, ω + 2nΩ) , (−2Ω < ω < 2Ω) . (5.16b)
Our problem reduces to coupled differential equations for a chosen ω. We are interested
in adding time-dependence to the static system, so we focus on ω = 0:
Lˆuϕ˜n = C2
{
ϕ˜n−1 + 2 i nw dˆu ϕ˜n + ϕ˜n+1
}
, (5.17a)
w :=
2Ω
C2T =
8T Ω3
δE2
. (5.17b)
More explicitly,
· · ·
Lˆuϕ˜−1 = C2
(
ϕ˜−2 − 2 i w dˆu ϕ˜−1 + ϕ˜0
)
, (5.18a)
Lˆuϕ˜0 = C2
(
ϕ˜−1 + ϕ˜1
)
, (5.18b)
Lˆuϕ˜1 = C2
(
ϕ˜0 + 2 i w dˆu ϕ˜1 + ϕ˜2
)
, (5.18c)
· · ·
The boundary conditions for ϕ˜n(u) are as follows:
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1. On the horizon, we imposed the incoming wave boundary condition for ϕ(u, z+),
which becomes the regularity condition for Fourier components ϕ˜n(u).
2. The asymptotic behavior of ϕ˜n(u) is given by ϕ˜n(u) ∼ u∆+−1 = u from Eq. (5.8).
These coupled differential equations are rather difficult to handle analytically, but one
can handle them analytically in two limits, the low-frequency limit and the high-frequency
limit. We will see that there is no enhancement in these limits.
5.2 Low-frequency limit
We will specify our low-frequency limit below, but first we approximate Eq. (5.17a) to a
system with a finite number of modes. As we saw, modes with all integer n are coupled,
but it is natural to assume that modes with large n are not excited. So, consider a finite
number of modes n = 0,±1, · · · ,±N . We will go back and check the assumption. Then,
Eq. (5.17a) becomes
Lˆu~ϕ = C2M2N+1~ϕ , (5.19a)
~ϕ := t
(
ϕ˜−N ϕ˜−(N−1) · · · ϕ˜N−1 ϕ˜N
)
, (5.19b)
where M2N+1 is a (2N + 1)× (2N + 1) matrix given by
M2N+1 :=


. . .
...
...
...
...
...
· · · −4iwdˆu 1 0 0 0 · · ·
· · · 1 −2iwdˆu 1 0 0 · · ·
· · · 0 1 0 1 0 · · ·
· · · 0 0 1 2iwdˆu 1 · · ·
· · · 0 0 0 1 4iwdˆu · · ·
...
...
...
...
...
. . .


. (5.19c)
As a low-frequency limit, we take the limit
Nw ≃ N ΩC2T ≃ N
Ω3T
δE2
≪ 1 . (5.20)
In this limit, one can ignore the terms with the operator dˆu in Eq. (5.17a)
7. Then,M2N+1
reduces to a tridiagonal matrix:
M2N+1 ∼


0 1 0 · · ·
1 0 1 · · ·
0 1 0 · · ·
...
...
...
. . .

 . (5.21)
The tridiagonal matrix M2N+1 is diagonalized as
M2N+1~vk = λk~vk , (k = 1, 2, · · · , 2N + 1) , (5.22)
7More precisely, we assume |nw dˆuϕ˜n | ≪ | ϕ˜n±1 |.
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where the integer k labels each eigenvalue and
λk = 2 cos
πk
2(N + 1)
, (5.23a)
~vk =
1√
N + 1
t
(
sin kpi2(N+1) , sin
2kpi
2(N+1) , · · · , sin (2N+1)kpi2(N+1)
)
, (5.23b)
or the nth component vk,n is given by
vk,n =
1√
N + 1
sin
[
kπ
2
(
n
N + 1
+ 1
)]
, (n = −N, · · · ,−1, 0, 1, · · · , N) . (5.23c)
Then, Eq. (5.19a) is diagonalized as
Lˆuϕ˜NM,k = C2λk ϕ˜NM,k , (5.24a)
~ϕ =: ~vk ϕ˜NM,k . (5.24b)
Writing Eq. (5.24a) more explicitly, ϕNM,k satisfies{
−∂u (f ∂u) + u− f A2t +
1
T 2 〈
~A2〉
(
1− 1
2
λk
)}
ϕ˜NM,k = 0 . (5.25)
Because the eigenvalue part contributes with the minus sign, the oscillatory partA2 indeed
tends to compensate the effect of 〈 ~A2〉 which works as the suppression of superconductiv-
ity. The time-dependent electric field would enhance the instability of the system if an
eigenvalue with λk > 2 exists. However, λk ≤ 2 from Eq. (5.23a), so there is no mode
which enhances the instability8.
5.3 High-frequency limit
In order to consider the high-Ω limit, it is convenient to go back to the real space equation
of motion (5.12). We consider the situation where the time scale of the electric field 1/Ω
is much shorter than the time scale of the system. The following discussion is essentially
the “averaging method” described in Sect. 30 of Ref. [26]. The time scale of the system is
most likely to be of order of T−1c , but we do not really need to specify the time scale below.
In such a situation, the system evolves with its time scale slowly and at the same time
oscillates rapidly with 1/Ω. Thus, one expects that ϕ is the sum of the slow mode ϕs and
the fast mode ϕf :
ϕ(u, z+) = ϕs(u, z
+) + ϕf (u, z
+) . (5.26)
The slow mode ϕs is almost constant over the period 2π/Ω while the mean value of ϕf
over the period should vanish9. Denoting the time-average over 2π/Ω as “ ¯ ,” ϕ¯f = 0.
Substituting Eq. (5.26) into Eq. (5.12), one obtains(
2
T dˆu ∂+ + Lˆu
)
ϕs +
(
2
T dˆu ∂+ + Lˆu
)
ϕf +A2 ϕs +A2 ϕf = 0 . (5.27)
8 The largest eigenvalue is λ1, so the k = 1 mode gives the dominant contribution to the instability.
The maximum is λ1 = 2 when N → ∞. From Eq. (5.23c), the components of the eigenvector ~v1 have the
maximum value O(N−1/2) at n = 0 and decays as O(N−3/2) at n = O(N), so the modes with large n are
indeed hard to excite.
9 In reality, the averaging does not provide a sharp high-frequency cutoff at Ω, and even ϕs has some
fast components. We discuss this issue in Appendix B.
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However, so far we just introduced a set of redundant variables (ϕs, ϕf ). So, we have to
specify the ϕs equation or the ϕf equation. This is done by requiring that ϕs satisfies the
time-averaged equation of Eq. (5.27). Then, the ϕf equation follows uniquely. The ϕs and
ϕf equations are(
2
T dˆu ∂+ + Lˆu
)
ϕs(u, z
+) = −A2(z+)ϕs(u, z+)−A2(z+)ϕf (u, z+) , (5.28a)(
2
T dˆu ∂+ + Lˆu
)
ϕf (u, z
+) = −∆ [A2(z+)ϕs(u, z+) ]−∆ [A2(z+)ϕf (u, z+) ] ,
(5.28b)
where
∆f(z+) := f(z+)− f(z+) . (5.28c)
Note that one can consistently set ϕ¯f = 0 from Eq. (5.28b).
So far we made no approximations. The equations are simplified via approximations.
The slow mode ϕs is constant inside averaged expressions, so
A2(z+)ϕs(u, z+) ≃ A2(z+)ϕs(u, z+) ≃ 0 , (5.29a)
∆
[
A2(z
+)ϕs(u, z
+)
] ≃ A2(z+)ϕs(u, z+) , (5.29b)
where we have used A2(z+) = 0. In Eq. (5.28b), the term ∂+ϕf is proportional to large
Ω, so it is kept, but the other terms with ϕf can be ignored
10. Then, we reach at(
2
T dˆu ∂+ + Lˆu
)
ϕs ≃ −A2(z+)ϕf (u, z+) , (slow) (5.30a)
2
T dˆu ∂+ϕf ≃ −A2(z
+)ϕs(u, z
+) . (fast) (5.30b)
From Eq. (5.30b), the A2ϕs term is the source term for ϕf . A2 is fast oscillating, so it
is natural that ϕf is proportional to A2. From Eq. (5.30a), ϕs could depend on ϕf only
through A2ϕf .
The solution of Eq. (5.30b) which is consistent with the boundary conditions is given
by
ϕf (u, z
+) ≃ −T
2
eiχ(u)
∫ u
0
du′ e−iχ(u
′)
∫ z+
dvA2(v)ϕs(u
′, v) , (5.31a)
χ(u) :=
∫ u
0
du′At(u′) . (5.31b)
10 More explicitly,
1
T
O
(
| dˆu ∂+ϕf |
)
=
Ω
T
O
(
| dˆu ϕf |
)
≫ O
(
| Lˆu ϕf |
)
,
when Ω≫ T , and
1
T
O
(
| dˆu ∂+ϕf |
)
=
Ω
T
O
(
| dˆu ϕf |
)
≫ O
(
|A2 ϕf |
)
,
by assuming Ω/T ≫ O(|A2 |).
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Substitute Eq. (5.31a) into Eq. (5.30a). The source term A2ϕf becomes
A2(z+)ϕf (u, z+) ≃ −T
2
eiχ(u)
∫ u
0
du′ e−iχ(u
′)
A2(z+)
∫ z+
dvA2(v)ϕs(u′, v) (5.32a)
≃ −T
2
eiχ(u)
∫ u
0
du′ e−iχ(u
′) ϕs(u
′, z+)A2(z+)
∫ z+
dvA2(v) (5.32b)
∝ B(z+) ∂+B(z+) , B(z+) :=
∫ z+
dvA2(v) (5.32c)
=
1
2
∂+B2(z+) = 0 . (5.32d)
This conclusion holds for any periodic vector potential ~A(z+). Thus, Eq. (5.30a) becomes(
2
T dˆu ∂+ + Lˆu
)
ϕs(u, z
+) ≃ 0 . (5.33)
The ϕf -dependence on ϕs is completely gone. This conclusion is not trivial. To reach this
conclusion, it is essential that our equation of motion (5.30b) is first order in “time” z+.
This makes the source term A2ϕf the time-average of a total derivative in Eq. (5.32d).
If the equation were second order in time, the conclusion would be different. Since the
source does not supply energy to the slow mode, the slow mode problem reduces to the
quasinormal mode problem with 〈 ~A2〉 as mentioned in Sec. 3.
The problem can be further simplified by taking the long-time average. Under the
long-time average,
〈 ∂+ϕs 〉 := lim
t→∞
1
2t
∫ t
−t
dz+ ∂+ϕs(u, z
+) = lim
t→∞
ϕs(u, t)− ϕs(u,−t)
2 t
= 0 . (5.34)
Then, the slow mode equation (5.33) reduces to the static problem with 〈 ~A2〉:
Lˆu
〈
ϕs(u, z
+)
〉 ≃ 0 . (5.35)
Thus, we obtain the following conclusions for ϕs and ϕf :
• For the slow mode ϕs, the ϕf -dependence is completely gone, and the problem for-
mally reduces to the quasinormal mode problem with 〈 ~A2〉. Moreover, after the
long-time average, the problem further reduces to the static problem with 〈 ~A2〉, and
the naive argument at the beginning of Sec. 5.1 applies. Namely, the vector potential
works as the suppression of superconductivity, and there is no enhancement. Since
ϕs has no A2 dependence, the supplied energy is absorbed by the fast mode.
• The fast mode ϕf behaves as ϕf ∼ u∆+ from Eq. (5.31a) under the asymptotic
boundary condition ϕ ∼ u∆+−1; the fast mode has a faster falloff than the slow
mode. Thus, the fast mode ϕf does not contribute to 〈O〉, and 〈O〉 is determined by
the slow mode ϕs only.
Note the difference between our analysis and the analysis of Ref. [5]. Our problem reduces
to the static problem like Ref. [5], but this is only for the slow mode. The fast mode is
driven by the source and is time-dependent. However, the fast mode has a faster falloff so
that the fast mode does not contribute to 〈O〉.
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6 Discussion
Although the previous analysis saw the enhancement [5], we questioned if their setup is a
true dynamic equilibrium. It is more appropriate to add a time-dependent electric field,
but we find no enhancement in contrast to Ref. [5]. Of course, our setup is different from
theirs and cannot be directly compared, but our interpretation is that their enhancement
comes from the improper analysis.
We close with a list of relevant questions we have not mentioned:
1. Is the enhancement possible in intermediate frequencies? In intermediate frequencies,
we carried out a numerical computation. We see no enhancement although we have
not explored the full parameter space. We numerically solved Eq. (5.17a) with small
numbers of modes (e.g., 3 or 5 modes corresponding to N = 1, 2) by a shooting
technique.
2. Possibility to get the enhancement in other models. We saw that the enhancement
is unlikely in our simple model, but the enhancement could be possible in a more
complicated model. In the Eliashberg theory, the hierarchy of two scales is necessary
to get the enhancement:
1
τ
≪ Tc , (6.1)
where τ is the (inelastic) relaxation time of the quasiparticle (See Appendix A).
Note that this is nothing but the condition for the Fermi liquid, so the Eliashberg
theory relies on the weakly-coupled quasiparticle picture of the Fermi liquid. Our
holographic superconductor is a Ginzburg-Landau-like theory, and it is not clear how
to estimate τ , but it is natural to expect that it is the order of temperature. Then,
the lack of the hierarchy may be the reason of no enhancement. One probably needs
to consider a model with the hierarchy of the two scales.
3. Is a bulk fermion necessary to see the enhancement? Our holographic superconductor
is an Einstein-Maxwell-scalar system, and there is no bulk fermion. From the Fermi
liquid point of view, the hierarchy of scales (6.1) comes from the fermionic nature
of the quasiparticle, so this is an interesting direction to explore. The bulk fermion
can describe the Fermi liquid as well as the non-Fermi liquid. However, it is not
immediately obvious if our holographic analysis is insufficient. The Eliashberg theory
essentially reduces to a Ginzburg-Landau theory. Moreover, as we saw in Sec. 5, the
oscillatory part A2(t) indeed tends to compensate the effect of 〈 ~A 2〉. The critical
temperature is lower than the original critical temperature Tc,0 with ~A = 0 but is
higher than the one with 〈 ~A 2〉 only. In this sense, we saw an “enhancement.”11 Our
problem is that the oscillatory part is never larger than the time-average part.
4. Beyond the probe limit. We take the probe limit in our analysis. In our case, the
supplied energy is eventually absorbed by the black hole, so the black hole plays the
11Although 〈 ~A 2〉 =constant for p = 2, 〈 ~A 2〉 is a function of u for p 6= 2. Then, the situation with 〈 ~A 2〉
corresponds to the one with a stationary current on the boundary since 〈Ji〉 ∝ Fui = ∂u ~A.
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role of an infinite heat bath. In the Eliashberg theory, what plays the role of the
heat bath is the phonon system. Time-dependent perturbations excite quasiparticles
to higher energy, but the quasiparticles are not stable. These quasiparticles decay to
phonons, so the supplied energy is eventually absorbed by phonons or lattice. But
in real systems, one does not have an infinite heat bath, so the heating effect of the
phonon system is an important issue. One can incorporate this effect and can show
that the enhancement breaks down for Ω & Tc.
So, it is important to take the backreaction onto the geometry into account for holo-
graphic superconductors as well, but this effect does not help for the enhancement.
Incidentally, this may be an important issue for Ref. [5]. Reference [5] claimed the
enhancement for Ω & Tc. Their enhancement is likely to be a gauge artifact as
we discussed in this paper. Even if their setup can be justified in some way, the
backreaction onto the geometry may change their conclusion.
5. Exploring the full phase diagram. We expand matter fields at the critical point to
simplify the analysis, so we cannot exclude the possibility of the enhancement far from
the original critical point. In fact, in the Eliashberg theory, there are two branches
of solutions, and the branch which smoothly connects to the original critical point is
unstable (Appendix A). The system actually has the first-order phase transition from
the normal state to the stable branch. Our perturbative analysis is unlikely to see the
stable branch if the holographic superconductor has the similar phase diagram as the
Eliashberg theory (Fig. 3). Thus, exploring the full phase diagram is an interesting
issue to study. Although we focus on the unphysical branch, the enhancement itself
occurs even in the unstable branch according to the Eliashberg theory.
Finally, let us compare the Eliashberg theory and the observed enhancement for
cuprates [13]. It is not our purpose here to discuss the observed enhancement for cuprates,
but the Eliashberg theory will be clearly inadequate to explain this phenomenon from
the following reasons. First, Ref. [13] claimed that the observed data do not fit with the
Eliashberg theory. Second, Ref. [13] observed the enhancement in the underdoped region,
but this is the non-Fermi liquid phase. The Eliashberg theory is based on the BCS theory
or the Fermi liquid picture, so there is a priori no reason to trust the Eliashberg theory.
Moreover, their data points seem to overlap with the pseudogap region. Thus, the observed
enhancement is likely to involve the yet mysterious pseudogap physics. However, clearly
we need more experimental results to have a definite conclusion.
We saw that the enhancement based on the Eliashberg mechanism is unlikely for
holographic superconductors. If holographic superconductors resemble the cuprates in
some way, our result may suggest that the observed enhancement is due to a completely
different mechanism from the Eliashberg theory.
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A Review of Eliashberg theory
In the Eliashberg theory, time-dependent perturbations excite quasiparticles near the Fermi
surface to higher energy leaving room for Cooper pair formation near the Fermi surface.
The quasiparticles are not stable and decay to phonons. So, the supplied energy is even-
tually absorbed by phonons or lattice, which plays the role of the heat bath.
The Eliashberg theory is summarized by a Ginzburg-Landau-like equation:
7ζ(3)
8π2
(
∆
Tc,0
)2
= (1− t) + f . (A.1)
Here, ∆ is the condensate, t := T/Tc,0 with the equilibrium critical temperature Tc,0 , and
f represents nonequilibrium terms: we will explain their explicit forms below. Eq. (A.1)
is valid near the critical point ∆/Tc,0 ≪ 1. When f vanishes, ∆ ∝ (1 − t)1/2, which is the
standard mean-field behavior.
As time-dependent perturbations, we consider the time-dependent vector potential
~A(t) below. In this case, the nonequilibrium terms f are given by
f =
1
4
τα
Ω
Tc,0
G
(
∆
Ω
)
− π
2
α
Tc,0
+O
(
(τα)2
)
+O
(
(Ω/Tc,0)
2
)
, (A.2)
where τ is the (inelastic) relaxation time of the quasiparticle and
α := 2DAΩA−Ω , (A.3)∣∣ ~A∣∣ = AΩ sin(Ωt) . (A.4)
Here, D is the diffusion constant. The first term of Eq. (A.2) represents the effect of the
enhancement, and the second term represents the effect of the time-averaged value of ~A2,
which works as the suppression. One key feature which is important to our discussion is
that a large τ is favorable to the enhancement since the enhanced term is proportional to
τ .
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Figure 3. Solutions to Eq. (A.1) when Ω/Tc,0 = 1/7 and α/Tc,0 = 10
−3. τα = 10−3, 0.05, and 0.1
(from left to right).
The function G is given by
G(u) =


2piu√
1−u2 , (u < 1/2) ,
2
u+ 1
2
[
K(k) + 4u2
{
Π(αˆ2|k)−K(k)}] , (u > 1/2) , (A.5)
where the functions K(k) and Π(αˆ2|k) are complete elliptic integrals of the first kind and
the third kind, respectively, and
k :=
u− 12
u+ 12
, αˆ2 :=
1
(2u+ 1)2
. (A.6)
The function G(u) has the maximum G(1/2) ≈ 3.63 at u = 1/2. Also, G(u) can be
approximated as
G(u)→
{
2πu , (u→ 0) ,
2 ln(2.9u)
u (u→∞) .
(A.7)
The Eliashberg theory has five dimensionless parameters: t,∆/Tc,0,Ω/Tc,0, α/Tc,0, and
τα. In Fig. 3, numerical solutions to Eq. (A.1) are given for fixed Ω/Tc,0, α/Tc,0, and τα.
The plots show that a large τ is favorable to the enhancement; we make a simple estimate
below.
Since G(u) has different behaviors as we vary u, there are three interesting regions of
∆/Ω.
(i) ∆/Ω < 1/2
In this region, G(∆/Ω) is approximately linear in ∆, and the O(∆2) term in Eq. (A.1) can
be ignored. Then, one gets
∆ ≃ 2
π
1
τα
Tc,0(t− 1) + 1
τ
. (A.8)
Note that ∆ ∝ (t− 1) instead of the standard mean-field behavior ∆ ∝ (1− t)1/2.
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(ii) ∆/Ω > 1/2
In this case, the O(∆2) term in Eq. (A.1) cannot be ignored. G(u) falls as 1/u for a large
u, so one has the standard mean-field behavior ∆ ∝ (1− t)1/2. As we will see, this region is
most interesting physically, but we skip the detailed analysis since we focus on the region
which smoothly connects to the original critical point in this paper for technical reasons.
(iii) ∆/Ω = 1/2
Since G(u) has the maximum at u = 1/2, this case gives the maximum temperature Tmax.
Substituting ∆/Ω = 1/2 into Eq. (A.1), one gets
Tmax
Tc,0
− 1 ≈ 3.63
4
τα
Ω
Tc,0
− 7ζ(3)
32π2
(
Ω
Tc,0
)2
− π
2
α
Tc,0
− 0.17τα
(
Ω
Tc,0
)2
(A.9)
(7ζ(3)/(32π2) ≈ 0.0266). The last term is the O(Ω2) term which we did not write explicitly
in Eq. (A.2). This term also works as a suppression, so we would like this term not to
make a considerable contribution. Comparing the second and the last term, the last term
is negligible if (τα) . O(0.1).
Let us estimate the maximum Tmax as we vary Ω (we denote it as Tmax, max) . Solving
∂ΩTmax = 0, Tmax has the maximum at Ωo ≈ 17.0(τα)Tc,0 +O((τα)2). Then,
Tmax, max
Tc,0
− 1
∣∣∣∣
Ωo
≈ −π
2
α
Tc,0
+ 7.73(τα)2 +O
(
(τα)3
)
. (A.10)
The second term can dominate over the first term if τ ≫ 1/Tc,0. On the other hand, if
τ = O(1/Tc,0), it is difficult to get an enhancement.
As one deviates from Ωo, Tmax decreases, and the enhancement is hard to occur both
at low and high frequencies. At low frequencies, the third term of Eq. (A.9) works as the
suppression, so the enhancement is possible if the first term is larger than the third term:
3.63
4
τα
Ω
Tc,0
>
π
2
α
Tc,0
, (A.11)
which determines the minimum frequency Ωmin for the enhancement to occur:
Ωmin =
2π
3.63
1
τ
≈ 1.73
τ
. (A.12)
At high frequencies, the second term of Eq. (A.9), which also works as the suppression,
makes a considerable contribution, so there is the maximum frequency Ωmax. But the
heating effect below is more important to determine Ωmax in reality.
Stability of states
As one can see in Fig. 3, there are two branches of solutions, u < 1/2 and u > 1/2
in a given temperature. In order to determine which solution is stable, one needs a non-
equilibrium generalization of free energy.
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From such a free energy, one can show that the u < 1/2 branch is unstable for all T
and the u > 1/2 branch is globally stable for Tc,0 < T < TK < Tmax. Thus, the system
actually has the first-order phase transition from the normal state ∆ = 0 to the u > 1/2
solution at TK; this TK is the true critical temperature.
Heating and the maximum frequency
We studied holographic superconductors in the probe limit, so the black hole plays the
role of an infinite heat bath. In real systems, one does not have an infinite heat bath, and
the phonon system experiences the heating effect, namely the phonon system deviates from
the equilibrium. Naturally, this occurs for Ω & Tc,0. One can incorporate this effect and
can show that the enhancement indeed breaks down for Ω & Tc,0, so there is a maximum
frequency Ωmax = O(Tc,0) for enhancement.
B A more careful analysis of the high-frequency limit
We reexamine the high-frequency limit more carefully. In the text, we take the time average
of ϕ over the period 2π/Ω so that the frequencies higher than Ω are cut off. In reality, the
averaging does not provide a sharp high-frequency cutoff at Ω and has a “tail” in the high
frequency region. Namely, even ϕs has some fast components (we will explicitly see this
below.)
In order to assure the cutoff at Ω, one would introduce an intermediate time scale τ0
such that 1/T ≫ τ0 ≫ 2π/Ω and take the time average over the period τ0 instead of 2π/Ω.
(In this Appendix, “ ¯ ” denotes the time average over τ0.)
In order to estimate the cutoff effect, consider an arbitrary function g(t). The Fourier
transformation of g(t) becomes
∫ ∞
−∞
dt√
2π
eiωt g(t) =
∫ ∞
−∞
dt√
2π
eiωt
1
τ0
∫ t+τ0/2
t−τ0/2
dv g(v) (B.1)
=
sin(ωτ0/2)
ωτ0/2
g˜(ω) . (B.2)
The function f(ω) := sin(ωτ0/2)/(ωτ0/2) acts as a “low-pass filter” with a high-frequency
cutoff. But f(ω) = O(1) at ωτ0 ≃ 1. If τ0 = 2π/Ω, the components with ω & Ω could
remain. By taking a large τ0 ≫ 2π/Ω, one can cut off these components.
Then, A2ϕs estimated in Eq. (5.29a) can be reestimated as
A2ϕs =
1
Ω τ0
O
(|A2 ϕs |)≪ O(|A2 ϕs |) , (B.3)
where we used Eq. (B.2). The difference from Eq. (5.29a) is that one does not even have
to assume that ϕs is constant over τ0. The rest of the analysis is the same as the one in
the text.
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