Abstract. In this study, we consider preliminary test and shrinkage estimation strategies for quantile regression models. In classical Least Squares Estimation (LSE) method, the relationship between the explanatory and explained variables in the coordinate plane is estimated with a mean regression line. In order to use LSE, there are three main assumptions on the error terms showing white noise process of the regression model, also known as Gauss-Markov Assumptions, must be met: (1) The error terms have zero mean, (2) The variance of the error terms is constant and (3) The covariance between the errors is zero i.e., there is no autocorrelation. However, data in many areas, including econometrics, survival analysis and ecology, etc. does not provide these assumptions. Firstly introduced by Koenker, quantile regression has been used to complement this deficiency of classical regression analysis and to improve the least square estimation. The aim of this study is to improve the performance of quantile regression estimators by using pretest and shrinkage strategies. A Monte Carlo simulation study including a comparison with quantile L1-type estimators such as Lasso, Ridge and Elastic Net are designed to evaluate the performances of the estimators. Two real data examples are given for illustrative purposes. Finally, we obtain the asymptotic results of suggested estimators.
Introduction
Consider a linear regression model y i = x ′ i β + ε i , i = 1, 2, . . . , n, (1.1)
where y i 's are random responses, x i = (x i1 , x i2 , . . . , x ip ) ′ are known vectors, β = (β 1 , β 2 , . . . , β p ) ′ is a vector of unknown regression coefficients, ε i 's are unobservable random errors and the superscript ( ′ ) denotes the transpose of a vector or matrix.
In a standard linear regression model, it is usually assumed that the residuals support GaussMarkov assumptions. Then, one might want to investigate the average relationship between a set of regressors and the outcome variable based on the conditional mean function E(y|x). Hence, the best linear unbiased estimator (BLUE) of the coefficients β is given by the LSE, β LSE = (X ′ X) −1 X ′ y, where X = (x 1 , . . . , x n ) ′ and y = (y 1 , . . . , y n ) ′ . Not only, in real life, the assumptions of GaussMarkov are not provided, but also the estimation of LSE provides only a partial view of the relationship, as we might be interested in describing the relationship at different points in the conditional distribution of y. Furthermore, it doesn't give information about the relationship at any other possible points of interest and it is sensitive to outliers. In order to deal with these problems, there is a large literature. One of the most popular one is Quantile regression Koenker and Bassett (1978) has been an increasingly important modeling tool, due to its flexibility in exploring how covariates affect the distribution of the response. Quantile regression gives a more complete and robust representation of the variables in the model and doesn't make any distributive assumption about the error term in the model. The main advantage of quantile regression against LSE is its flexibility in modelling the data in heterogeneous conditional distributions.
On the basis of the quantile regression lies the expansion of the regression model to the conditional quantities of the response variable. A quantile is a one of the equally segmented subsets of a sorted sample of a population. It also corresponds to decomposition of distribution function with equal probability Gilchrist (2000) . For a random variable Y with distribution function F Y (y) = P (Y ≤ y) = τ and 0 ≤ τ ≤ 1, the τ th quantile function of Y , Q τ (y), is defined to be
where y τ is the inverse function of F Y (τ ) for τ probability. In other words, the τ th quantile in a sample corresponds to the probability τ for a y value.
As one can determine an estimation of conditional mean E[y |X = x] = x ′ i β for a random sample y = (y 1 , y 2 , . . . , y n ) with empirical distribution function F Y (τ ) by solving minimization of error squares also an estimation of the τ th quantile regression coefficients ( β τ ) can be defined by solving the following minimization of absolute errors problem arg min
where ρ τ (u) = u(τ − I(u < 0)) is the quantile loss function. Hence, it yields β τ = arg min The quantile regression concept was firstly introduced by Koenker and Bassett (1978) . In their study, they identified the autoregression quantile term which is a generalization to a linear model of a basic minimization problem which generates sample quantiles and they produce some homoscedasticity properties and joint asymptotic distribution of the estimator. Thus they made it possible to linear model generalizations of some known strong position estimators for sorted data. After its first presentation, the quantile regression has become an important and commonly used method and turned into an important tool of applied statistics in the last three decades. Sen and Saleh (1987) proposed pretest and Stein-type estimations based on M-type estimator in multiple linear regression models. Koenker (2008) proposed the quantreg R package and it is implementations for linear, non-linear and non-parametric quantile regression models. R and the package quantreg are open-source software projects and can be freely downloaded from CRAN: http://cran.r-project.org. Wei et al. (2012) proposed a shrinkage estimator that automatically regulates the possible deviations to protect the model against making incorrect parameter estimates, when some independent variables are randomly missing in a quantile regression model and they tested the performance of this estimator on a finite sample using real data. The books by Koenker (2005) and Davino et al. (2014) are excellent sources for various properties of Quantile Regression as well as many computer algorithms. Yi et al. (2016) developed an efficient and scalable algorithm for computing the solution paths for these models with the Zou and Hastie's elastic-net penalty. They also provide an implementation via the R package hqreg publicly available on CRAN. Furthermore, it provides Tibshirani's Lasso and Hoerl and Kennard's Ridge estimators based on Quantile Regression models. The hqreg function uses an approximate optimal model instead of calculating the exact value of a single result for a given value, unlike Koenker's quantreg function. The package hqreg is also an open-source software project and can be freely downloaded from https://cloud.r-project.org/web/packages/hqreg/index.html.
Ahmed (2014) provided a collection of topics outlining pretest and Stein-type shrinkage estimation techniques in a variety of regression modeling problems. Recently, Norouzirad and Arashi (2017) proposed preliminary and positive rule Stein-type estimation strategies based on ridge Huberized estimator in the presence of multicollinearity and outliers. Yüzbaşı and Ahmed (2016) considered ridge pretest, ridge shrinkage and ridge positive shrinkage estimators for a semi-parametric model when the matrix X ′ X appears to be ill-conditioned and the coefficients β can be partitioned as (β 1 , β 2 ), especially when β 2 is close to zero. Yüzbaşı et al. (2017a) combined ridge estimators with pretest and shrinkage estimators for linear regression models. Yüzbaşı et al. (2017b) very recently suggested quantile shrinkage estimation strategies when the errors are autoregressive.
The aim objective of this study is to improve the performance of quantile regression estimators by combining the idea of pretest and shrinkage estimation strategies with quantile type estimators. Hence, the paper is organized as follows. The full and sub-model estimators based on quantile regression are given in Section 2. Moreover, the pretest, shrinkage estimators and penalized estimations are also given in this section. The asymptotic properties of the pretest and shrinkage estimators estimators are obtained in Section 3. The design and the results of a Monte Carlo simulation study including a comparison with other penalty estimators are given in Section 4. Two real data examples are given for illustrative purposes in Section 5. The concluding remarks are presented in Section 6.
Estimation Strategies
In this study we consider the estimation problem for quantile regression models when there are many potential predictors and some of them may not have influence on the response of interest. The analysis will be more precise if "irrelevant variables" can be left out of the model. As in linear regression problems, this leads us to two different sets of model: The full model where x ′ i β includes all the x i 's with available data; and a candidate sub-model set that includes the predictors of main concern while leaving out irrelevant variables. That is, we consider a candidate subspace where an unknown p-dimensional parameter vector β satisfies a set of linear restrictions
where H is a p 2 × p matrix of rank p 2 ≤ p and h is a given p 2 × 1 vector of constants. Let us denote the full model estimators by β FM τ and the sub-model estimators by β SM τ . One way to deal with this framework is to use pretest procedures that test whether the coefficients of the irrelevant variables are zero and then estimate parameters in the model that include coefficients that are rejected by the test. Another approach is to use Stein type shrinkage estimators where the estimated regression coefficient vector is shrunk in the direction of the candidate subspace.
2.1. Full and Sub-Model Estimations. Linear regression model in (1.1) can be written in a partitioned form as follows
where p = p 1 + p 2 and β 1 , β 2 parameters are of order p 1 and p 2 , respectively.
) and ε i 's are errors with the same joint distribution function F.
The conditional quantile function of response variable y i would be written as follows
The main interest here is to test the null hypothesis
We assume that the sequence of design matrices X satisfies the following conditions (A1) lim n→∞
where D 0 is a positive definite matrix. In order to test (2.3), under the assumptions (A1-A2), we consider the following Wald test statistics is given by
where D ij : i, j = 1, 2 is the (i, j) th partition of the D matrix and D ij is the (i, j) th partition of the
Here, the term f F −1 (τ ) , which plays the role of the distress parameter, is generally called the sparsity function Cooley and Tukey (1965) or quantile density function Parzen (1979) .The sensitivity of the test statistic naturally depends on this parameter. The distribution of W fits the chi-square distribution with p 2 degree of freedom under the null hypothesis. Full model quantile regression estimator is the value that minimizes the following problem
Sub-model (SM) quantile regression estimator of β τ is given by
Also it is the value value that minimizes the following problem
2.2. Pretest and Stein-Type Estimations. The pretest was firstly applied by Bancroft (1944) for the validity of the unclear preliminary information (UPI) by subjecting it to a preliminary test and according to this verification adding it to the model as a parametric constraint in the process of selecting the information between the sub model and the full model. In the pretest method, after a sub model estimator obtained in addition to obtaining the full model estimator the validity of the subspace information would be tested by using an appropriate test statistic W. The preliminary test estimator β PT 1,τ could be obtained by following equation
where I ( * ) is an indicator function and χ 2 p 2 ,α is the 100 (1 − α) percentage point of the W. The Stein-type shrinkage (S) estimator is a combination of the over-fitted model estimator β FM 1,τ with the under-fitted β SM 1,τ , given by
In an effort to avoid the over-shrinking problem inherited by β S 1,τ we suggest using the positive part of the shrinkage estimator defined by
2.3. Penalized Estimation. The penalized estimators for quantile are given by Yi et al. (2016) .
where ρ is a quantile loss function, P is a penalty function and λ is a tuning parameter.
which is the lasso penalty for α = 1 (Tibshirani (1996) ), the ridge penalty for α = 0 (Hoerl and Kennard (1970) ) and the elastic-net penalty for 0 ≤ α ≤ 1 (Zou and Hastie (2005)).
Asymptotic Analysis
In this section, we demonstrate the asymptotic properties of suggested estimators. First, we consider the following theorem.
Theorem 3.1. The distribution of the quantile regression full model with i.i.d. variables and under assumptions A1 and A2
where
Proof. The proof can be obtained from Koenker (2005) .
Let {K n } be a sequence of local alternatives given by
, then the null hypothesis is true. Furthermore, we consider the following proposition to establish the asymptotic properties of the estimators.
Under the regularity assumptions A1 and A2, Theorem 3.1 and the local alternatives {K n }, as n → ∞ we have the following joint distributions:
Now, we are ready to obtain the asymptotic distributional biases of estimators which are given the following section.
3.1. The Performance of Bias. The asymptotic distributional bias of an estimator β * 1,τ is defined as
Theorem 3.3. Under the assumed regularity conditions A1 and A2, the Proposition 3.2, the Theorem 3.1 and the local alternatives {K n }, the expressions for asymptotic biases for listed estimators are:
∆) is the cumulative distribution function of the non-central chi-squared distribution with non-centrality parameter ∆ and v degree of freedom, and
Proof. See Appendix. Now, we define the following asymptotic quadratic bias (QB) of an estimator β * 1,τ by converting them into the quadratic form since the bias expression of all the estimators are not in the scalar form.
Using the definition given in (3.2), the asymptotic distributional quadratic bias of the estimators are presented below.
The QB of β FM 1,τ is 0 and the QB of β SM 1,τ is an unbounded function of δ ′ D 11.2 δ. The QB of β PT 1,τ starts from 0 at ∆ = 0, and when ∆ = 0 increases it to the maximum point and then decreases to zero. For the QBs of β S 1,τ and β PS 1,τ , they similarly start from 0, and increase to a point, and then decrease towards zero.
3.2. The performance of Risk. The asymptotic distributional risk of an estimator β * 1,τ is defined as
where W is a positive definite matrix of weights with dimensions of p 1 × p 1 , and Γ is the asymptotic covariance matrix of an estimator β * 1,τ defined as 
Noting that if D 12 = 0, then all the risks reduce to common value ω 2 tr (WD 11 ) for all W. For D 12 = 0, the risk of β FM 1,τ remains constant while the risk of β SM 1,τ is an bounded function of ∆ since ∆ ∈ [0, ∞]. The risk of β PT 1,τ increases as ∆ moves away from zero, achieves it maximum and then decreases towards the risk of the full model estimator. Thus, it is a bounded function of ∆. The risk of β FM 1,τ is smaller than the risk of β PT 1,τ for some small values of ∆ and opposite conclusions holds for rest of the parameter space. It can be seen that
1,τ , strictly inequality holds for small values of ∆. Thus, positive shrinkage is superior to the shrinkage estimator. However, both shrinkage estimators outperform the full model estimator in the entire parameter space induced by ∆. On the other hand, the pretest estimator performs better than the shrinkage estimators when ∆ takes small values and outside this interval the opposite conclusion holds.
Simulations
We conduct Monte-Carlo simulation experiments to study the performances of the proposed estimators under various practical settings. In order to generate the response variables, we use
where x i 's are standard normal. The correlation between the jth and kth components of x equals to 0.5 |j−k| and also ε i 's follow i.i.d. 4.1. Asymptotic Investigations. We consider that the regression coefficients are set
′ , where 1 p 1 and 0 p 2 mean the vectors of 1 and 0 with dimensions p 1 and p 2 , respectively. In order to investigate the behavior of the estimators, we define ∆ * = β − β 0 , where
and · is the Euclidean norm. If ∆ * = 0, then it means that we will have
′ to generate the response while we will have β = (1 ′ p 1 , 2, 0 ′ p 2 −1 ) ′ when ∆ * > 0, say ∆ * = 2. When we increase the number of ∆ * , it indicates the degree of the violation of null hypothesis. Also, we consider that n = 60, p 1 = 5, p 2 = 5, 10 and α = 0.01, 0.05, 0.10, 0.25. Furthermore, we consider both σ = 1, 3 and errors are only taken from standard normal distribution. In this case we investigate the performance of suggested estimators for different values of ∆ * . The performance of an estimator β * τ was evaluated by using the model error (ME) criterion which is defined by
For each Monte Carlo dataset with 2500 replication, we compare the proposed β FM τ procedure using the relative median model error (MRME) which is defined as
If MRME of an estimator is larger than one, it is superior to β FM τ .
Performance Comparisons.
In this section, we illustrate two example to both investigate suggested estimators and compare their performance with listed quantile penalty estimations. Hence, we simulated data which contains a training dataset, validation set and an independent test set. In this section, the co-variates are scaled to have mean zero and unit variance. We fitted the models only using the training data and the tuning parameters were selected using the validation data. Finally, we computed the predictive mean absolute deviation (PMAD) criterion which is defined by
We also use the notation ·/ · /· to describe the number of observations in the training, validation and test set respectively, e.g. 50/50/400. Here are the details of the two examples:
1-Each data set consists of 50/50/200 observations. β is specified by β ⊤ = (3, 1.5, 0, 0, 2, 0, 0, 0) and σ = 3. Also, we consider X ∼ N (0, Σ), where Σ ij = 0.5 |i−j| . 2-We keep all values the same as in (1) except β ⊤ = (3, 1.5, 0, 0, 2, 0 10 ). (ii) Chi-square distribution with five degrees of freedom (χ 2 5 ), (iii) Student t distribution with two degrees of freedom (t 2 ), (iv) Laplace distribution with location parameter equals zero and scale parameter equals one, (v) Log-normal distribution with location parameter equals zero and scale parameter equals one and also (vi) The random sample from the skew-normal distribution. We report the result of examples in Tables 1 and 2 as follows: (i) For τ = 0.25; PT1 outperforms the shrinkage estimators.
(ii) For τ = 0.5, PT1 more efficient than other estimators except χ 2 5 distribution also when p 2 value increases, all pretest estimators give better results than shrinkage estimators. 
Real Data Application
5.1. Prostate Data. Prostate data came from the study of Stamey et al. (1989) about correlation between the level of prostate specific antigen (PSA), and a number of clinical measures in men who were about to receive radical prostatectomy. The data consist of 97 measurements on the following variables of in Koenker and Machado (1999) . This is a regression data set consisting of 161 observations on determinants of cross country GDP growth rates. There are 13 covariates and a description of the variables in the Barro dataset is given in Table 4 . The goal is to study the effect of the covariates on GDP. The results of prostate data application may be summarized as follows: (i) Ridge estimator is far more effective than LSE and the other regression estimators as expected because of outliers and multicollinearity exist in the prostate data at the same time.
(ii) The results demonstrate that after ridge estimator ENET gives better results than LSE only at lower 20th quantile and after exceeding in 70th quantile. (i) Except for the quantiles up to the 20th and after 80th MAD value of PT1 is the lowest so it is outperformed other estimators including LSE. (ii) While become distant from 50th quantile as the MAD value of the PT1 increases its efficiency decreased. We plot some diagnostics for residuals of fit models of both data sets in Figure 2 . According to the Figure 2a , one may suspect that the observation 39, 69, 95 may be outliers. Also, the results of apply outlierTest function in the car package in R confirm that observations 39 is an outlier. Furthermore, we calculate the ratio of largest eigenvalue to smallest eigenvalue of design matrix of prostate data is approximately 243.302 which indicates that there multicollinearity in the data set. According to the Figure 2b , one may suspect that the observation 74, 116, 120 may be outliers. Again, outlierTest function confirm that observations 74 is an outlier. Furthermore, we calculate the ratio of largest eigenvalue to smallest eigenvalue of design matrix of prostate data is approximately 826.965 which again indicates that there multicollinearity in the data set.
Conclusions
In this paper, we consider pretest and shrinkage estimation strategies based on quantile regression which is a good alternative when the error distribution does not provide the LSE assumptions. To this end, we combined both under-fitted and over-fitted estimation in a optimal way. Further, a Monte Carlo simulation study is conducted to investigate the performance of the suggested estimators in two aspects: one is for investigation of asymptotic properties of listed estimators and the other is for a comparative study with quantile-type estimators, namely Lasso, Ridge and ENET, when the errors follow the Chi-Square, Student t, Laplace, Log-Normal and Skew-Normal distribution. According to first simulation results, the performance of sub-model is the best when the null hypothesis is true. On the other hand, it loses its efficiency and goes to zero when we violate the null hypothesis. The performance of pretest estimations are better than Stein-type estimation when the null hypothesis is true while it loses its efficiency even worse than the full model estimation when we violate with small degree of null hypothesis, and it acts like the full model estimation when the alternative hypothesis is exactly true. Regarding Shrinkage estimation, the PS estimation is always superior to the shrinkage estimator. The performance of PS loses its efficiency when we violate the null hypothesis, however, its performance is superior the full model estimation even the null hypothesis is not true. According to second simulation results, we demonstrated that the listed estimators performs better than quantile L 1 -type estimators and the LSE when we look different percent quantiles. Also, we applied two real data examples both of which has the problem of multicollinearity and they have outliers. According to the real data example results, our suggested estimators outshine the LSE and the quantile-type estimators with some minor exceptions. Hence, it is safely concluded that the pretest and shrinkage estimation strategies are more efficient than the LSE and quantile-type estimators when the number of nuisance parameter is large. Finally, we obtained asymptotic distributions of the listed estimators. Our asymptotic theory is well supported by numerical analysis.
Appendix
Lemma 6.1. Let X be q−dimensional normal vector distributed as N (µ x , Σ q ) , then, for a measurable function of of ϕ, we have
where χ 2 v (∆) is a non-central chi-square distribution with v degrees of freedom and non-centrality parameter ∆.
Proof. It can be found in Judge and Bock (1978) Proof of Proposition 3.2. Using the definition of asymptotic bias, we have
and also using the definition of asymptotic covariance, we get
and using the fact that
11 , the covariance of ϑ 2 is computed as follows;
and we compute the covariance matrix of ϑ 3 as follows:
11 D 12 . Thus, ϑ 3 ∼ N (−δ, Φ). Now, we also need to compute Cov (ϑ 1 , ϑ 3 ) and Cov (ϑ 2 , ϑ 3 ). Since
We have the following = Σ * Thus, the result follows as
Proof of Theorem 3.3. The asymptotic bias of β FM 1,τ and β SM 1,τ are respectively given in Equations (6.1) and (6.1). Now, we continue with computing the bias of β PT 1,τ as follows:
B β the last step is due to Judge and Bock (1978) . The asymptotic bias of β S 1,τ is computed as n I(W n < d)
Proof of Theorem 3.4. Firstly, the asymptotic covariance of β FM 1,τ and β SM 1,τ are given in Equations (6.2) and (6.4). Now, the asymptotic covariance of β PT 1,τ is given by 
