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Inference algorithms in directed evidential networks (DEVN) obtain their eﬃciency by making use of the represented
independencies between variables in the model. This can be done using the disjunctive rule of combination (DRC) and the
generalized Bayesian theorem (GBT), both proposed by Smets [Ph. Smets, Belief functions: the disjunctive rule of combi-
nation and the generalized Bayesian theorem, International Journal of Approximate Reasoning 9 (1993) 1–35]. These rules
make possible the use of conditional belief functions for reasoning in directed evidential networks, avoiding the compu-
tations of joint belief function on the product space. In this paper, new algorithms based on these two rules are proposed
for the propagation of belief functions in singly and multiply directed evidential networks.
 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Graphical models are increasingly popular knowledge representations for reasoning under uncertainty. The
success of these graphical models resides in their capacity for representing and handling conditional indepen-
dence relationships, which facilitate eﬃcient information management and storage. This notion of conditional
independence is very important because it simpliﬁes several computational reasoning tasks.
In the networks using belief functions, the relations among the variables are usually represented by joint
belief functions rather than conditional belief functions. Recently, a number of techniques for handling con-
ditional belief functions have been developed. Cano et al. [5] have presented an axiomatic system, based on
Shenoy–Shafer’s axiomatic for propagating uncertainty (including belief functions) in directed acyclic graphs.
Smets [27] has proposed the generalized Bayesian theorem (GBT) and presented the disjunctive rule of com-
bination (DRC) for two distinct pieces of evidence which make possible the representation of knowledge by
conditional belief functions and their use for reasoning in belief networks. Shenoy [21] has explored the use of
a graphical representation of valuation-based systems (VBS), called valuation networks, for representing
conditional relations. Xu and Smets [32] have presented an alternative framework to the general VBS, called
evidential networks with conditional belief functions (ENC).0888-613X/$ - see front matter  2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2008.01.002
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tionships between joint belief functions and conditional belief functions which represent the same knowledge.
Example 1. Let X and Y be two variables formalizing the following two questions:
 Q1: Does the patient have a disease D?
 Q2: What is the result of the medical test T?
Let HX ¼ fD;NDg be the frame for X representing the fact that the patient has disease (D) or not (ND), and
HY ¼ fþ;g be the frame for Y representing the set of all possible answers to the medical test. It can be either
positive or negative.
To represent a relation between X and Y such that: ‘‘If the patient has the disease D then the result of the
medical test is positive with m ¼ 0:95” by a belief function in:
Joint form: the rule is represented by a belief function on the space H ¼ HX HY ¼ fðD;þÞ; ðD;Þ;
ðND;þÞ; ðND;Þg, with masses: 0.95 on the subset fðD;þÞ; ðND;þÞ; ðND;Þg, and 0.05 on H.
Conditional form: the rule is represented by the conditional belief mass m½X ðY Þ1:1 Th
notatiom½DðfþgÞ ¼ 0:95;
m½DðHY Þ ¼ 0:05;
m½NDðHY Þ ¼ 1;
m½HX ðHY Þ ¼ 1:According to this example, it is possible to show that the conditional representation is more natural and
easier for the users to provide and to understand than the joint representation. Moreover, given two variables
X and Y on respective frames HX and HY , to represent a conditional belief function for Y given X by a con-
ditional form requires at most 2jHX jþjHY j values, while by a joint form, it requires 2jHX jjHY j values in the worst
case, a serious gain once jHX j and jHY j become large.
Thus, the aim of this paper is to provide new inference algorithms for improving the eﬃciency of belief
function propagation in directed evidential networks with conditional belief functions. To improve the infer-
ence process, we avoid the computation of joint belief functions on the product space by using GBT and DRC
rules proposed by Smets [27].
The remainder of this paper is organized as follows: In Section 2, we introduce the theory of belief functions
and the transferable belief model (TBM). Then we discuss, in Section 3, some aspects related to uncertainty
representation in directed evidential networks with conditional belief functions. Section 4 presents the neces-
sary rules for reasoning directly with conditional belief functions and shows how to do eﬃcient computation in
directed evidential networks (DEVNs) using the GBT and DRC. Section 5 presents a propagation algorithm
extended from Pearl’s polytree algorithm [16] and expressed in terms of belief functions. In Section 6, we deal
with the general case of multi-directed evidential networks and propose an algorithm which directly manipu-
lates the conditional belief functions, as opposed to ﬁrst calculating joint belief functions, then we discuss
some related computational aspects. Finally, in Section 7, we summarize the contributions achieved in this
paper and we point out some future directions.
2. A review of the belief function theory
The theory of belief functions [18], also known as Dempster–Shafer theory or evidence theory, aims to
model someone’s degree of belief. It is regarded as a generalization of the Bayesian approach. Since this theorye conditional belief mass m½X ðY Þ can be read as the mass of Y given X. Classically, it was denoted by mðY jX Þ, but the bracket
n turns out to be more convenient.
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interpretations of the concept of belief functions. Among them, we can distinguish:
 the lower probability model where beliefs are represented by families of probability functions and the belief
functions are the lower envelop of these families. This model is considered as a special case of imprecise
probabilities [29].
 the Dempster’s model [8] derived from probability theory where a probability space is mapped by a one-to-
many mapping on another space. It is essentially at the core of the hint theory [13]. From practical view,
the probabilistic argumentation systems model (PAS) [11] shows how belief functions are obtained from a
simple way of combining classical propositional logic (or corresponding extensions) with probability
theory.
 the transferable belief model (TBM) [28] where beliefs are represented by belief functions. This model is
unrelated to probability models whereas the other two are a generalization of them.
In this paper, we adopt the terminology of the belief function as described in the transferable belief model
(TBM) [28]. Classical material about belief functions and the TBM can be found in Shafer [18] and Smets [28].
The belief function theory was originally developed for a discrete set of elementary events related to a given
problem [18]. This set is referred to the frame of discernment and is denoted by H. Beliefs are expressed on the
subsets of H. The power set of H, denoted as 2H, is a set containing all the possible subsets of H. The mapping
bel : 2H ! ½0; 1 is a belief function if and only if there exists a basic belief assignment (bba) m : 2H ! ½0; 1 such
that: X
AH
mðAÞ ¼ 1;
belðAÞ ¼
X
;6¼BA
mðBÞ; and belð;Þ ¼ 0;
plðAÞ ¼
X
B\A6¼;
mðBÞ; and plð;Þ ¼ 0:The value mðAÞ represents the degree of belief that is exactly committed to the subset A of H given a piece of
evidence. Due to the lack of information, mðAÞ cannot support any more speciﬁc event. When mð;Þ ¼ 1, m is
called a vacuous bba. When mð;Þ ¼ 0, m is called a normalized bba. In the TBM, we accept that mð;Þ can be
positive, a condition that has been referred to as the open-world assumption [28]. The value belðAÞ
quantiﬁes the strength of the belief that the event A occurs. A subset A such as mðAÞ > 0 is called a focal
element of bel. The value plðAÞ quantiﬁes the maximum amount of potential speciﬁc support that could be
given to A.
When we model aspects of the real world, we often deal with multivariate situations where the state space is
a product space. We present below some deﬁnitions necessary when using belief functions.
2.1. Variables
Let U ¼ fX ; Y ; Z; . . .g be a set of ﬁnite variables, HX ¼ fx1; . . . ; xng be the domain relative to the variable X
(with a ﬁnite cardinality n), and x represents any instance of X. For x  HX and y  HY , ðx; yÞ is deﬁned by
ðx; yÞ ¼ fðxi; yjÞ : xi 2 x; yj 2 yg.
For a subset of variables A  U, the frame for A, denoted by HA, is the Cartesian product of the frames for
the variables in A, and its elements are called the conﬁgurations of A. Extension and projection of sets of con-
ﬁgurations are very important in belief functions theory and are deﬁned as follows:
Deﬁnition 1 (Cylindrical extension). For x  HX , x"XY is the cylindrical extension of x on HX HY :
x"XY ¼ ðx;HY Þ.
Deﬁnition 2 (Projection). For w  H, w#X is the projection of w on X: w#X ¼ fxi : xi 2 HX ; x"Hi \ w 6¼ ;g.
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2.2.1. Conditioning
Let x denote the background knowledge that holds and underlies the beliefs. In x, we ﬁnd the classical con-
ditioning events. We use the notation mH½x to represent the basic belief assignment deﬁned on the domain H
given the belief holder knows that x is true (i.e. x holds). The term m can be replaced by bel or pl in order to
denote the belief function or the plausibility function.
Given a belief function belH on H, letbHðwÞ ¼ belHðwÞ þ mHð;Þ 8w  H:
This function bH is called the implicability function. In practice, the b function is much more convenient to
work with than the bel function.
The value of conditional belief function at w  H is denoted by belH½xðwÞ. It represents the belief of w given
x. When x is the proposition stating that the value of H belongs to y  H, its value is given bybH½yðwÞ ¼ bHðw [ yÞ;
belH½yðwÞ ¼ belHðw [ yÞ  belHðyÞ;
plH½yðwÞ ¼ plHðw \ yÞ:This is the so-called Dempster’s rule of conditioning (except for the normalization factor).
2.2.2. Combination
The  symbol represents Dempster’s rule of combination in its normalized form and represents the con-
junctive combination, i.e., the same operation as Dempster’s rule of combination except the normalization is
not performed.
The conjunctive combination rule (as well as its Dempster’ form) are applicable to combine the belief func-
tions produced by distinct pieces of evidence and can be written asðm1 m2ÞðwÞ ¼
X
w1;w2H;w1\w2¼w
m1ðw1Þm2ðw2Þ:The next formula is very usefulf1 2ðwÞ ¼
X
wH
f1½wðwÞm2ðwÞ 8w  H; ð1Þwhere f 2 fm; bel; plg and f1½w is the result of the unnormalized conditioning of f1 on w  H (see [27]).
The conjunctive combination rule can equivalently and very conveniently be written as follows: for all
A  H,
m1 2ðAÞ ¼
X
BH
m1½BðAÞ m2ðBÞ; ð2Þ
b1 2ðAÞ ¼
X
BH
b1½BðAÞ m2ðBÞ; ð3Þ
pl1 2ðAÞ ¼
X
BH
pl1½BðAÞ m2ðBÞ: ð4Þ2.2.3. Marginalization
The belief function belY #X (where X  Y  U, X 6¼ ;) is the marginal of belY on X. In particular, we have:
belY #X ðxÞ ¼ belXY ðx;HY Þ;
plY #X ðxÞ ¼ plXY ðx;HY Þ:Conditioning and marginalization do not commute, so the order of the symbols is important. The belief
function obtained by conditioning belXY on y and then marginalizing the result on X is given by belXY ½y#X .
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Let X and Y be two disjoint subsets of U, and let belX ½yi be a conditional belief function deﬁned on HX for
yi 2 HY . The ballooning extension of the conditional belief function, denoted mX XY , is the belief function
deﬁned on HX HY whose bba satisﬁes [26]:mX XY ðwÞ ¼ m
X ½yiðxÞ if w ¼ ðx; yiÞ [ ðX ; yiÞ;
0 otherwise:

ð5Þ3. Directed evidential networks with conditional belief functions
In this section, we discuss some aspects related to uncertainty representation in directed evidential net-
works with conditional belief functions. Pearl starts with conditional independence relationships when build-
ing his probabilistic graphical model where conditional probabilities can be directly manipulated using Bayes’
theorem [16]. This graphical model is considered as a directed acyclic graph that provides an intuitive qual-
itative and quantitative description of the problem. It is also considered as a mathematical structure that spec-
iﬁes the diﬀerent connections between the variables of a complex problem transforming it into a clear
representation.
However, in the networks using belief functions, the relations among the variables are usually represented by
joint belief functions rather than conditional belief functions. Furthermore, these networks are undirected
graphs and presented, in diﬀerent contexts, by join trees [25], qualitative Markov trees [19], hypertrees [24],
or more generally in the framework of valuation-based system and its graphical representation valuation net-
works [20].
Nevertheless, the use of graphs to represent conditional belief function independence relations [2,3] is useful
since an exponential number of conditional independence statements can be represented by a graph with a
polynomial number of vertices [21]. Due to the lack of directed belief networks (similar to Bayesian networks),
recent works integrate belief function theory and Bayesian networks. We cite, for example, the work of Cobb
and Shenoy [6] in which the authors propose a plausibility transformation method for translating Dempster–
Shafer belief function models to probability models, and the work of Simon and Weber [17] in which the
authors present an implementation of the Dempster–Shafer theory in a Bayesian Network tool in order to
model reliability uncertainty.
In this paper, we show that it is possible to represent knowledge directly in the form of conditional belief
functions. For this purpose, we focus on directed networks using belief functions and we introduce the directed
evidential networks with conditional belief functions. Full description of this structure and its link with Bayesian
networks and valuation networks can be found in [4].
3.1. Calculating joint belief functions
Let X and Y be two disjoint subsets of U, and let the set of conditional belief functions belX ½yi be deﬁned
on HX for each yi 2 HY . The conditional belief functions are considered as produced by distinct pieces of evi-
dence. In practice, this means that the knowledge of the value of belX ½yi does not produce constraints on the
values of belX ½yj for j 6¼ i.
We want to build a bba on HX HY such that its conditioning on ðX ; yi) reproduces belX ½yi when the con-
ditional belief functions are generated by distinct pieces of evidence. The solution, presented in [26,27], is
obtained as follows: ‘‘Each belX ½yi is extended by a ballooning extension on the frame HX HY by relation
(5) and the results are conjunctively combined”. The value of the resulting belief function is given in the fol-
lowing theorem.
Theorem 1. Let X and Y be two disjoint subsets of U, and let the set of conditional belief functions belX ½yi be
defined on HX for each yi 2 HY . Let w  HX HY . For each yi 2 HY , let xXi ðwÞ be the projection on X of the
elements of w which intersect ðX ; yiÞ: xXi ðwÞ ¼ ðw \ ðX ; yiÞÞ#X . Then the conjunctive combination of the ballooning
extensions of each conditional belief function on HX HY , mXY ¼ yi2HY mX ½yi XY , admits the following
representations:
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Y
yi2HY
mX ½yiðxXi ðwÞÞ; ð6Þ
bXY ðwÞ ¼
Y
yi2HY
bX ½yiðxXi ðwÞÞ; ð7Þ
plXY ðwÞ ¼ 1
Y
yi2HY
ð1 plX ½yiðxXi ðwÞÞÞ: ð8ÞThe formulas of Theorem 1 are proved in [26,27].
This construction is linked to the concept of a joint belief function with a vacuous marginal by the next
lemma. The joint belief function built according to Theorem 1 is a joint belief function with a vacuous mar-
ginal over Y once all the conditional belief functions are normalized.
Lemma 1. Let fbelX ½y : y 2 HY g be a family of normalized conditional belief functions for X given Y. Then
belXY ¼ y2HY belX ½y XY is a joint belief function with a vacuous marginal over Y.3.2. Evidential networks with conditional belief functions
Evidential networks with conditional belief functions (ENC) were originally proposed by Smets for the prop-
agation of beliefs [27], and later studied by Xu [31]. ENCs contain a directed acyclic graph with conditional
beliefs deﬁned in a diﬀerent manner from conditional probabilities in Bayesian networks (BNs): each edge rep-
resents a conditional relation between the two nodes it connects. For example, the edges (X,Z) and (Y,Z) in
(Fig. 1) mean that we have fbelZ ½xi : xi 2 HXg and fbelZ ½yi : yi 2 HY g, but not fbelZ ½xi; yi : xi 2 HX ; yi 2 HY g
as in a BN.
However, if conditional beliefs such as fbelZ ½xi; yi : xi 2 HX ; yi 2 HY g are given, Xu’s method builds an
ENC in which nodes X and Y are merged as one node. For any merged node, the belief function is obtained
by combining the ballooning extension of each conditional belief function.
3.3. Directed evidential network model
In the previous section, we have presented Xu’s graphical representation (i.e. ENC) which uses conditional
belief functions for knowledge representation and reasoning. By comparing some relations between the rep-
resentation by joint beliefs and by conditional beliefs, Xu and Smets [32] have shown that the conditional form
takes less space. Indeed, in ENCs, any computations involving two connected variables X and Y are processed
on the space HX or HY , while in the network with joint beliefs, such computations are always done on the
product space HX HY . Thus the computations in an ENC needs fewer set-comparisons and multiplications
than networks with joint belief functions.
Despite some advantages, computational eﬃciency in ENCs can still be cumbersome due to reasoning pro-
cess based on the ballooning extension. Furthermore, the representation and propagation algorithm proposed
by Xu are restricted because they are for evidential networks which only have binary relations between the
nodes [31].Fig. 1. An evidential network with conditional belief functions.
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to distinguish the two kinds of networks, we call ours DEVN which means a directed evidential network with
conditional belief functions and represented by
1. A knowledge base: we can distinguish two levels: qualitative and quantitative. At the qualitative level, we
have a directed acyclic graph (DAG) in which the nodes represent variables, and directed arcs describe
the conditional dependence relations embedded in the model. These dependence relations are expressed
by conditional belief functions for each node given its parents.
2. Facts: represent the new observations introduced in the network and are represented by belief functions
allocated to some nodes.
Each node X in the DEVN has a set of possible values called frame of discernment which consists of mutu-
ally exclusive and exhaustive values. Parents of X are denoted by PaX . For each root node X (PaX ¼ ;), uncer-
tainty is represented by an a priori belief function belX0 on X. For the other nodes (i.e. PaX 6¼ ;), uncertainty is
represented by a conditional belief function belX ½PaX  on X given the value taken by its parents.
4. Eﬃcient computation using GBT and DRC
Given an evidential system deﬁned by a set of variables U ¼ fX 1; . . . ;Xng where each X i of U takes its val-
ues on a frame HX i . Let bel
X 1 ; . . . ; belXn be the corresponding belief functions. We assume that for each
I  f1; . . . ; ng there is a set of belief functions belI deﬁned on the cartesian product HI . Then, we make infer-
ence by computing, for each variable X i, the marginal of joint belief function ðbelX 1  	 	 	  belXnÞ#i. However,
when there are many variables to manipulate, the computation of the joint belief functions becomes not fea-
sible since the joint frame of variables is too large.
Many researchers have studied this problem so as to propose techniques for computing marginals with-
out explicitly calculating the global belief function. A well-known method is the local computation among
the initial belief functions in Markov trees [19]. The idea proposed by Shenoy and Shafer [25] is that if
combination and marginalization operations verify three axioms, then the local computation becomes pos-
sible. Three new axioms are added by Cano et al. [5] to Shenoy–Shafer’s axiomatic framework for the
propagation in directed graphs. These axioms allow the deﬁnition of some aspects related with directed
graphs.
In the following section, we provide the necessary tools to use belief functions in directed graphs (Sections
4.1 and 4.2). Then, we explain in Section 4.3 how to propagate any belief function in the simplest network with
only three sets of variables. Finally, in Section 4.4 we present the case of the propagation with conditional
beliefs.
4.1. The generalized bayesian theorem (GBT)
The generalized Bayesian theorem (GBT), proposed by Smets [27], is a generalization of Bayes’ theorem
where all conditional probabilities are replaced by belief functions. The main point is that the needed prior
can be a vacuous belief function representing total ignorance.
Formally, let X and Y be two disjoint subsets of U deﬁned on the spaces HX and HY , respectively. We sup-
pose that the additional information is given by belY ½xi representing a conditional belief function induced on
the space HY given xi element of HX . We want to compute bel
X ½yðxÞ for any x  HX and y  HY . This belief is
derived from the generalized Bayesian theorem (GBT).
For given belief function bel : 2H ! ½0; 1, Smets [27] deﬁnes a function b : 2H ! ½0; 1 such that:
bðAÞ ¼ belðAÞ þ mð;Þ.
For any x  HX and y  HY , the GBT allows us to build the belief function belX ½yðxÞ as follows:
belX ½yðxÞ ¼ bX ½yðxÞ  bX ½yð;Þ; ð9Þ
bX ½yðxÞ ¼
Y
xi2x
bY ½xiðyÞ: ð10Þ
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function P 0ðxÞ, then the normalized GBT is reduced into the classic Bayes’ theorem (which explains the origin
of its name):m½yðxiÞ ¼ P 0ðxiÞ  P ½xiðyÞP
xi2HX P 0ðxiÞ  P ½xiðyÞ
¼ P ½yðxiÞ: ð11Þ4.2. The disjunctive rule of combination (DRC)
Simultaneously, the belief function induced by the set of conditional belief functions on XY can be condi-
tioned on y  HY and the result marginalized on X, corresponding to the so-called disjunctive rule of combi-
nation (DRC), also proposed by Smets [27].
Thus, if we want to compute belY ½xðyÞ for any x  HX and y  HY , we use the DRC which allows us to
build the belief function belY ½xðyÞ as follows:belY ½xðyÞ ¼ bY ½xðyÞ  bY ½xð;Þ; ð12Þ
bY ½xðyÞ ¼
Y
xi2x
bY ½xiðyÞ: ð13ÞWhen the belief functions are probability functions, they give PY ½x; x  HX , from the PY ½xi’s.
4.3. Simple propagation with any belief function
Let A;B;C be three mutually exclusive sets of variables. We assume that we have three nodes with the
domains being HA[B, HB[C, HA[B[C and two bba’s mAB1 and m
ABC
2 . We want to transfer m1 through m2 and com-
pute the resulting mBC3 (see Fig. 2).
We must thus computemBC3 ¼ mABC#BC12 ; ð14Þ
wheremABC12 ¼ mAB"ABC1 mABC2 :
The computation is simpliﬁed when we express the relation (14) with the implicability function. We have:bBC3 ðvÞ ¼ bABC12 ðA; vÞ 8v  HB[C; ð15Þ
we get from relation (3) for all v  HB[C,bBC3 ðvÞ ¼
X
uHA[B
bABC2 ½ðu;CÞðA; vÞmAB1 ðuÞ: ð16ÞFig. 2. Simple propagation.
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Consider the directed evidential network with two nodes X and Y deﬁned on frames HX and HY , respec-
tively. Suppose that there exists some a priori information over HX given by belief function bel
X
0 (m
X
0 is its cor-
responding mass function) and some a priori information over HY given by bel
Y
0 ðmY0 Þ. We assume that we also
have conditional belief functions fbelY ½xi : xi 2 HXg.
For each node in the network, the marginal is computed by combining all the messages received from its
neighbors and its own prior belief. So, if we want to compute belX of the node X, which is the parent of Y, we
combine its prior belief belX0 with the message coming from Y, i.e.belX ¼ belX0  belY!X ; ð17Þ
where belY!X is a belief function on X representing the message coming from Y, and is computed by8x  HX ; belY!X ðxÞ ¼
X
yHY
mY0 ðyÞbelX ½yðxÞ; ð18Þso that belX ½yðxÞ is the posterior belief function given by the generalized Bayesian theorem (using Eqs. (9) and
(10)).
On the other hand, if we want to compute belY of the node Y, which is the child of X, we combine its prior
belief belY0 with the message coming from X, i.e.belY ¼ belY0  belX!Y ; ð19Þ
where belX!Y is a belief function on Y representing the message coming from X, and is computed by8y  HY ; belX!Y ðyÞ ¼
X
xHX
mX0 ðxÞbelY ½xðyÞ; ð20Þso that belY ½xðyÞ is the conditional belief function representing the relation between X and Y, and given by the
disjunctive rule of combination (using Eqs. (12) and (13)).
Example 2. Consider the same variables X and Y and the same questions Q1 and Q2 as in Example 1. In order
to represent our prior evidence about the answer to questions Q1 and Q2, let bel
X
0 and bel
Y
0 be two prior belief
functions over HX and HY , respectively, and be given by their respective mass functions mX0 and m
Y
0 as follows:mX0 ðfDgÞ ¼ 0:6; mY0 ðfþgÞ ¼ 0:7;
mX0 ðfNDgÞ ¼ 0:3; mY0 ðfgÞ ¼ 0:1;
mX0 ðHX Þ ¼ 0:1; mY0 ðHY Þ ¼ 0:2:To represent a relation between HX and HY such as: ‘‘If the patient has the disease D then the result of the
medical test is positive” with a belief of 0.95, and ‘‘If the patient does not have the disease D then the result
of the medical test is negative” with a belief of 0.92, we use belief functions in conditional form. Then, the rules
are represented by the following conditional mass functions m:m½fDgðfþgÞ ¼ 0:95; m½fNDgðfgÞ ¼ 0:92:
m½fDgðHY Þ ¼ 0:05; m½fNDgðHY Þ ¼ 0:08: Suppose that we want to ﬁnd the resulting belief for question Q1.
Step 1: We ﬁrst compute belY!X which is a belief function computed by combining all conditional belief
functions with its own a priori belY0 (except X, the node Y has no other neighbors) using Formula (18).
For any x  HX , the belief function belY!X ðxÞ is given by its mass function mY!X ðxÞ as follows:
mY!X ðfDgÞ ¼ 0:7 0:92 ¼ 0:644;
mY!X ðfNDgÞ ¼ 0:1 0:95 ¼ 0:095;
mY!X ðHX Þ ¼ 0:7 0:08þ 0:1 0:05þ 0:2 1 ¼ 0:261:
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by the application of the Dempster’s rule of combination applied to the a priori belief (belX0 ) and the
message from Y (belY!X ). The presented belief functions are normalized.
mX ðfDgÞ ¼ 0:6074=0:7498 ¼ 0:81;
mX ðfNDgÞ ¼ 0:1163=0:7498 ¼ 0:1552;
mX ðHX Þ ¼ 0:0261=0:7498 ¼ 0:0348;
where k ¼ 1 ð0:057þ 0:1932Þ ¼ 0:7498 is a normalization factor.
 Suppose that we want to ﬁnd the resulting belief for question Q2.
Step 1: We ﬁrst compute belX!Y which is a belief function computed by combining all conditional belief
functions with its own a priori belX0 using formula (20).
For any y  HY , the belief function belX!Y ðyÞ is given by its mass function mX!Y ðyÞ as follows:
mX!Y ðfþgÞ ¼ 0:6 0:95 ¼ 0:57;
mX!Y ðfgÞ ¼ 0:3 0:92 ¼ 0:276;
mX!Y ðHY Þ ¼ 0:6 0:05þ 0:3 0:08þ 0:1 1 ¼ 0:154:
Step 2: Now, node Y computes belY0  belX!Y using formula (19) (see Table 2).
The results are obtained by the application of the Dempster’s rule of combination applied to the a priori
belief (belY0 ) and the message from X (belX!Y ). The presented belief functions are normalized.
mY ðfþgÞ ¼ 0:6208=0:7498 ¼ 0:828;
mY ðfgÞ ¼ 0:0982=0:7498 ¼ 0:131;
mY ðHY Þ ¼ 0:0308=0:7498 ¼ 0:041;
where k ¼ 0:7498 is a normalization factor.Table 1
Combination of belX0 and belY!X
{D} {ND} HX
0.644 0.095 0.261
{D} {D} ; {D}
0.6 0.3864 0.057 0.1566
{ND} ; {ND} {ND}
0.3 0.1932 0.0285 0.0783
HX {D} {ND} HX
0.1 0.0644 0.0095 0.0261
Table 2
Combination of belY0 and belX!Y
{+} {} HY
0.57 0.276 0.154
{+} {+} ; {+}
0.7 0.399 0.1932 0.1078
{} ; {} {}
0.1 0.057 0.0276 0.0154
HY {+} {} HY
0.2 0.144 0.0552 0.0308
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ing two connected variables X and Y are processed on the frame HX or HY , while in the network with joint
beliefs, such computations are always on the product space HX HY . The direct consequence from this result
is that the computations are faster and require less memory.
5. Propagation algorithm for singly directed evidential networks
When the graphical models representing the independence relationships corresponding to a given domain
of knowledge are very dense, the processes needed to use them for inference tasks (propagation) may be time-
consuming [14,16]. Some simpliﬁed models, such as singly directed networks2 (also called polytrees), may
relieve these problems at the expense of losing some representation capabilities, because the kind of indepen-
dence relationships that may be represented are more restricted for singly connected networks than for general
multi-connected networks [7]. Nevertheless, using singly directed networks, we gain in eﬃciency and simplicity
in the procedures for propagating information.
For singly connected networks, the fundamental algorithm for exact probabilistic inference was proposed
by Kim and Pearl [12]. The main principle underlying Pearl’s polytree algorithm is the use of the probabilistic
independence properties implicit in the structure of these networks. By exploiting these independence proper-
ties, the joint probability computation (over the global state space) can be factored into a number of local com-
putations (over smaller state spaces) which communicate by message-passing between neighboring variables.
In this section, we will propose an eﬃcient propagation algorithm for directed evidential networks with
conditional belief functions. It consists of extending Pearl’s algorithm [16] for belief functions. We will espe-
cially show how to do eﬃcient computations using the GBT and the DRC rules.
For the need of the propagation algorithm, let U be a ﬁnite set of nodes of a given network. For each
X 2 U, let PaðX Þ  U be the set of parents of X, and ChðX Þ  U be the set of children of X. For each node
X, we store the available a priori belief function belX0 . We store also the conditional belief functions for each
node given its parents fbelX ½Y  : Y 2 PaðX Þg. Whenever a node X is instantiated, we have a new observation
(OX ), otherwise OX is a vacuous belief function. Like in Pearl’s notations [16], each variable of the network has
a k value and p value associated with it. In addition, each variable passes a k message to each of its parents and
a p message to each of its children.
5.1. Initialization process
In this step, we show how to compute the a priori belief functions of each variable (node) of the network
using the propagation method.
Algorithm. Bel-Initialization.
1. For each node X:
 set belX  belX0
 set pX  belX
 set kX  vacuous belief ( Representing total ignorance ).
2. For each root node X:
 send a new pX!Y message for all children Y of X using Eq. (20).
3. Node Y has to wait until it holds the messages of all its parents, then
 compute the new pY value using this formula2 ThpY ¼ belY  ð 
X2PaðY Þ
pX!Y Þ;ey are graphs where no more than one (undirected) path connects every two nodes.
 compute the new marginal belief belY  pY  kY ,
 send a new pY message for all its children using Eq. (20).410 B. Ben Yaghlane, K. Mellouli / Internat. J. Approx. Reason. 48 (2008) 399–4185.2. Updating process
When a new observation is introduced at a given node, the updating algorithm will be performed. This
propagation algorithm can be regarded as a message-passing scheme. Indeed, its general idea is based on
the fact that when we arrive at a node X, we compute all the incoming messages, and then we calculate pX
value, kX value, new marginal bel
X , and all outgoing messages. Notice that one node at a time is updated.
5.2.1. Computing values
For each node X of U, we compute the marginal belX value representing the marginal belief of node X. It is
obtained by combining its initial value with the new observation (OX ) and with the messages coming from all
its parents and all its children:belX ¼ pX  kX ; ð21Þ
wherepX ¼ belX0  
Y2PaðX Þ
pY!X
 
and kX ¼ OX  
Z2ChðX Þ
kZ!X
 
: ð22Þ5.2.2. Computing messages
Once the node X is updated, it will send new messages to all its neighbors that have not yet been updated.
These messages are computed as follows:
 pX!Y representing the message sent from a node X to its children Y (Eq. (20)):
pX!Y ¼ belX!Y where belX!Y ðyÞ ¼
X
xHX
mX ðxÞbelY ½xðyÞ; ð23Þ
so that belY ½xðyÞ is given by the DRC (Eqs. (12) and (13)).
 kY!X representing the message sent from a node Y to its parents X (Eq. (18)):kY!X ¼ belY!X where belY!X ðxÞ ¼
X
yHY
mY ðyÞbelX ½yðxÞ; ð24Þ
so that belX ½yðxÞ is a posterior belief function given by the GBT (Eqs. (9) and (10)).5.2.3. Propagation algorithm
When a new observation (OX ) is introduced at node X, we propose the following recursive algorithm to
perform the updating:
Algorithm. Bel-Updating.
1. X computes its new value belX , using Eq. (21).
2. For every child node Z 2 ChðX Þ, we calculate and send the new message pX!Y using Eq. (23) to all children
not yet been updated.
3. For every parent node Y 2 PaðX Þ, we compute and send the new message kX!Y using Eq. (24) to all parents
not yet been updated.
4. Then, we select a new node X of U.
This propagation algorithm ends when there are no nodes to update.
Example 3. Suppose that we have the following simple belief network constituted by the nodes A, B, and C.
After performing initialization, the state of the network is given by Fig. 3.
Fig. 3. The state of the simple directed evidential network after initialization.
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instantiated, and for updating the belief network, the propagation algorithm described above will be
performed.
Node A. A is instantiated (new observation OA)
1. Compute the new values for the node A.
2. A has no children.
3. Compute and send kA!B to its parent B using Eq. (24). For any b  HB, belA!BðbÞ is given by its bba
function:
mA!BðbÞ ¼ 1 0:2 ¼ 0:2,
mA!BðbÞ ¼ 0 0:5,
mA!BðHBÞ ¼ 0:8.
4. Similarly, compute and send kA!C to its parent C using Eq. (24).
Node B. When B receives a new k message from A
1. Compute its new marginal using Eq. (21) (Table 3).
After normalization, we obtain:Table
Demps
b
0.2
HB
0.8mBðbÞ ¼ 0:74
0:98
¼ 0:75; mBðbÞ ¼ 0:08; mBðHBÞ ¼ 0:17;where k ¼ 1 0:02 ¼ 0:98 is a normalization factor.3
ter’s rule of combination for computing belB
0.7 0.1 0.2
b b HB
b ; b
0.14 0.02 0.04
b b HB
0.56 0.08 0.16
Fig. 4. The state of the belief network after A is instantiated.
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Node C. We do the same thing as node B.
The ﬁnal state of the belief network is given by Fig. 4.6. Propagation algorithm for multiply directed evidential networks
In this section, we propose a propagation algorithm for multiply directed evidential networks (DEVNs).
The basic idea is to transform the initial DEVN into a binary join tree [23]. Some modiﬁcations for building
the binary join tree are proposed. With these modiﬁcations, the graphical structure, called a (modiﬁed) binary
join tree becomes clear, without ambiguity, and emphasizes explicitly the conditional relations. In order to
avoid the computation of joint belief functions as required when using the fusion algorithm [22] in binary join
trees, we use the DRC and the GBT for making inference eﬃciently in the (modiﬁed) binary join tree.
The rest of this section is organized as follows. In Section 6.1, we introduce the concept of binary join trees
and its utility in reducing the number of combinations done in computing marginals. In Section 6.2, we explain
how to transform an initial directed evidential network with conditional belief functions into a binary join
tree. Finally, Section 6.3 presents an eﬃcient algorithm applied to modiﬁed binary join trees based on the
GBT and DRC and discusses some related computational aspects.
6.1. Binary join trees
A join tree consists of a set of nodes (or vertices) where each node is connected to one or more neighbor
nodes and where the initially given potentials (or valuations) are distributed on the nodes. Marginals are then
computed on the basis of a message-passing scheme, where nodes receive and send messages to their neighbor
nodes. Formally, the deﬁnition of join tree is given as follows:
Deﬁnition 3 (Join tree). Let G=(N,E) be a tree where N is the set of nodes so that Ni 2 N is a non-empty
subset of V ¼ fX 1; . . . ;Xng and E is the set of edges (Ni;Nj) in G. We say G is a join tree if for any two nodes
Ni and Nj, Ni \ Nj  Nk where Nk is any node on the path between Ni and Nj.
In other words, G is a join tree if it satisﬁes the Markov property, it means that a variable which appears in
two nodes appears also in every node on the intersection of the two nodes.
B. Ben Yaghlane, K. Mellouli / Internat. J. Approx. Reason. 48 (2008) 399–418 413For two nodes Ni and Nj, we use pthðNi;NjÞ to denote the set of nodes on the path between Ni and Nj. Since
G is a tree, there is a unique path for every pair of nodes. In addition, the join tree must be completely con-
nected, i.e. pthðNi;NjÞ 6¼ ; for all 1 6 i; j 6 n.
Nevertheless, the join tree is not very eﬃcient when multiple marginals have to be computed due to the
redundant combinations. To get rid of this drawback, Shenoy introduces the concept of binary join tree
(BJT) which is a join tree according to which no node has more than three neighbors [23]. The basic idea
behind a BJT is that all combinations are done in a binary basis.
In general, for a join tree, a node with m neighbor nodes would need m2 combinations (mðm 1Þ combi-
nations for the computation of the messages and m combinations for the marginal). However, each join tree
can be transformed into a binary join tree through addition of other nodes involving the reduction of the num-
ber of combinations. Then, for a node with m neighbor nodes, 3ðm 1Þ combinations are needed (3m 4
combinations for the computation of all messages and one additional combination is required for the compu-
tation of the marginal). Without the use of a binary join tree, a lot of unnecessary combinations would be
performed for nodes which have many neighbor nodes.
6.1.1. Binary join tree construction
Let us have a closer look at the binary join tree construction process using the chest clinic problem. Note
that the formal procedure for constructing a binary join tree is described in [23].
Example 4. Chest clinic problem [14].
A doctor has to decide whether a patient, who complains about shortness-of-breath, suﬀers from
bronchitis, lung cancer, or tuberculosis. The doctor’s medical knowledge is summarized as follows:
‘‘Shortness-of-breath (dysponea) (D) may be due to either (E) tuberculosis (T) and lung cancer (L), or
bronchitis (B). A recent visit to Asia (A) increases the chances of tuberculosis, while smoking (S) is known to
be a risk factor for both lung cancer and bronchitis. The results of a single chest X-ray (X) do not discriminate
between lung cancer and tuberculosis, nor does the presence or absence of dysponea.”
In the join tree, we begin with a collection of potentials (or valuations) # ¼ fr; s; k; b; e; n; d; oA; oDg that
deﬁne the joint distribution. The domains of the potentials form a hypergraph H ¼ ffAg; fSg; fA; Tg; fS; Lg;
fS;Bg; fT ; L;Eg; fE;Xg; fE;B;Dgg. The BJT construction process follows these steps:
 Arrange the subsets of H in a binary join tree so that no node has more than three neighbors. A binary join
tree for the chest clinic problem is given in Fig. 5. It is important to have all singleton subsets in a binary
join tree.
 Attach singleton subsets to the binary join tree. This can be done in diﬀerent manners. In [15], we ﬁnd a
method for minimizing the number of computations required to compute the marginal for that singleton
subset.Fig. 5. The DAG and the corresponding binary join tree for chest clinic problem.
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be done by duplicating the node that has four neighbors, distributing the four neighbors equally between
the two copies of node and drawing an edge between the two duplicated nodes.6.1.2. Computing marginals using the fusion algorithm
In this section, we brieﬂy describe the eﬃcient process of computing marginals using the fusion algorithm.
Suppose that we have a set of valuations #, the combination of all valuations in # is called the joint valuation,
i.e. / ¼ f#iji ¼ 1; . . . ;mg. Our problem is to ﬁnd the marginal of the joint valuation for some variables or
subsets of the variables S, i.e. /#S . However, when there are many variables to manipulate, this method is not
feasible for making inference since the joint frame of the variables is too large. To solve this problem, many
researchers have studied methods for computing marginals without computing the joint valuation. A well-
known approach is the local computation. Shenoy [23] described the phases of this approach as follows:
1. Binary join tree construction phase. Transform the original directed network to binary join tree and add sin-
gleton subsets for which we need marginals to the binary join tree (if these singleton subsets are not already
included). Then, associate each valuation in # with the corresponding node.
2. Transfer of valuations phase. Transfer the valuations from the leaves to the adjacent supersets in order to
avoid unnecessary computations.
3. Message-passing phase. Apply the fusion algorithm using local computations.
4. Computing marginals phase. Compute the marginals for the desired subsets.
When we focus on the belief functions theory, we remark that since the calculations of the marginals are done
with joint belief functions on the product space of the involved variables, it requests more storage space and
more computations. In addition, it has for a long time been the reason why the inference architecture based
on the secondary computational structure do not really use the direction on the edges in the original network
(directed evidential network). In fact, a careful exploitation of the independence relations would result in less
complex structure. In the following section, we discuss this problem on belief functions formalism.
6.2. From directed evidential networks to modiﬁed binary join trees
In this section, we present a computational data structure based on the binary join tree and maintaining the
(in)dependence relations of the original directed evidential network (DEVN) with conditional belief functions.
By exploiting the structure of the original directed evidential network, we make some modiﬁcations on the
obtained binary join tree. These modiﬁcations explicitly show the independence relations.6.2.1. Modiﬁed binary join tree
It is important to realize that binary join trees represent a tradeoﬀ between computing time and memory
space. By storing intermediate results, less computing time is needed for the sake of using more memory space.
Special care has to be taken for nodes having a large number of neighbor nodes. For such nodes it happens
that the combination of incoming messages generate huge mass functions even if the incoming messages were
relatively small. Nevertheless, it is still possible that every outgoing message is relatively small because a mar-
ginalization was performed. In a binary join tree, these huge mass functions representing intermediate results
would have been stored and therefore much memory space would have been lost.
Nevertheless, when we transform the original directed evidential network into a binary join tree, we lose
some useful information about the relationships between the variables. For instance, when we have the node
{T, L, E} in the binary join tree corresponding to the chest clinic problem (Fig. 5), we cannot deduce explicitly
that this node represents the conditional belief over E given its parents T and L, denoted by EjTL.
In order to avoid this drawback, we suggest the following modiﬁcations to the evidential binary join tree.
We propose to draw a rectangle containing the conditional relations between variables (like X jY ) instead of a
circle containing just the list of these variables. With this minor modiﬁcation, the obtained graphical structure
is no longer ambiguous and emphasizes explicitly the conditional relations (see Fig. 6).
Fig. 6. The (modiﬁed) binary join tree for chest clinic problem.
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If we want the joint belief function on the frame HX HY and these two variables are not present in a node
of the tree, we can obtain it by adding a new variable called Z whose parents are X and Y and with a condi-
tional belief function on Z given XY that represents the logical relation.
Let X ¼ fxi : i ¼ 1; . . . ; nXg and Y ¼ fyj : j ¼ 1; . . . ; nY g.
Deﬁne Z ¼ fzij : i ¼ 1; . . . ; nX ; j ¼ 1; . . . ; nY g where zij ¼ ðxi; yjÞ.
Deﬁne the set of conditional bba’s fmZ ½xi; yj; i ¼ 1; . . . ; nX ; j ¼ 1; . . . ; nY g with
fmZ ½xi; yjðzijÞ ¼ 1; i ¼ 1; . . . ; nX ; j ¼ 1; . . . ; nY g:The belief function collected on Z after the propagation phase is equal to the requested belief function on the
joint frame HX HY . Generalization to any set of variables is immediate.
6.3. Eﬃcient computation using DRC and GBT in the modiﬁed binary join tree
In the following, we will ﬁrst explain, in Section 6.3.1, how to perform the propagation with conditional
beliefs proﬁting of the original structure of the network. Then, in Section 6.3.2, we will discuss some compu-
tational aspects related to our algorithm.
6.3.1. Propagation with conditional beliefs
The belief functions presented in the directed evidential network are in the conditional form [1]. This solu-
tion seems to be faster than the general one (i.e. joint form) as developed by Shenoy in binary join tree [23] and
which does not proﬁt from the particular nature of the conditional belief functions.
Consider the simple case where in the (modiﬁed) binary join tree we have the next two quite common
propagation patterns (Fig. 7). The propagation process is then performed by using the GBT and the DRC.
6.3.1.1. Propagation in the GBT case. Let fmX ½yi : yi 2 HY g be the set of conditional bba’s at node X jY . Sup-
pose mX0 is the bba collected at node X that must be propagated through node X jY in order to compute mY1 .
Using the GBT, we get:bY1 ðyÞ ¼
X
xHX
mX0 ðxÞ
Y
yi2y
bX ½yiðxÞ;
plY1 ðyÞ ¼
X
xHX
mX0 ðxÞ 1
Y
yi2y
ð1 plX ½yiðxÞÞ
 !
:
ð25Þ
Fig. 7. GBT and DRC propagation patterns.
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are mX and plX ½yi : i ¼ 1; 2; 3. The plausibilities for jyjP 2 are computed with 1
Q
yi2yð1 pl
X ½yiÞ. The line
plY ½mX  is computed with relation (25).
6.3.1.2. Propagation in the DRC case. Let fmX ½yi : yi 2 HY g be the set of conditional bba’s at node X jY . Sup-
pose mY0 is the bba collected at node Y that must be propagated through node X jY in order to compute mX1 .
Using the DRC, we get:Table
Examp
2X
;
x1
x2
X
plY ½mX
Table
Examp
2X
;
x1
x2
X
mYbX1 ðxÞ ¼
X
yY
mY0 ðyÞ
Y
yi2y
bX ½yiðxÞ;
plX1 ðxÞ ¼
X
yY
mY0 ðyÞ 1
Y
yi2y
ð1 plX ½yiðxÞÞ
 !
:
ð26ÞTable 5 presents an example of DRC propagation with the same values as in Table 4. The initial vectors are
mY and plX ½yi : i ¼ 1; 2; 3. The column plX ½mY  is computed with relation (26).4
le of GBT propagation
mX plX ½	 	 	
½y1 ½y2 ½y3 ½y1; y2 ½y1; y3 ½y2; y3 ½Y 
0 0 0 0 0 0 0 0
0.3 1 0.7 0.4 1 1 0.82 1
0.5 0.9 0.9 1 0.99 1 1 1
0.2 1 0.9 1 1 1 1 1
 0.95 0.84 0.82 0.99 1 0.95 1
5
le of DRC propagation
plX ½	 	 	 plX ½mY 
½y1 ½y2 ½y3 ½y1; y2 ½y1; y3 ½y2; y3 ½Y 
0 0 0 0 0 0 0 0
1 0.7 0.4 1 1 0.82 1 0.86
0.9 0.9 1 0.99 1 1 1 0.97
1 0.9 1 1 1 1 1 1
0.3 0 0.2 0 0 0.1 0.4
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Let U ¼ fX 1; . . . ;Xng be a ﬁnite set of variables where each X i has its frame HX i . Let X and Y be two sub-
sets of U. According to the notation of the previous section, a conditional belief function for X given Y is rep-
resented by belX ½y where y 2 HY . Similarly, the joint belief functions are deﬁned on the space HX HY .
At node X jY , the memory requirement is at worst jHY j  2jHX j, and not 2jHX jjHY j as in general case. The
reduction can be very large. In our example presented in Tables 4 and 5, we store 12 ¼ 3 22 values, and
not 64 ¼ 232.
Furthermore, in both cases (i.e. GBT and DRC), there is no need to compute the belief function over the
HX HY space, except if one speciﬁcally asks for it. This reduces enormously the computational load. To store
all conditional bba’s, it needs only jHY j  2jHX j in the worst case. In practice it should be about jHY j  jHX j
data if one stores only the positive masses, and one assumes that the conditional bba’s are of the same com-
plexity that a probability counterpart (often it will even be less). A conditioning for a given ½yi costs about
jHX j additions, to be done jHY j times for each focal elements of m0. So the total number of operations is about
jHX j  jHY j  jHY j  jHX j ¼ ðjHY j  jHX jÞ2 to get mXY0 mXY1 .7. Conclusion
In this paper, we have discussed some aspects related to uncertainty representation and reasoning in direc-
ted evidential networks with conditional belief functions. Uncertainty is expressed by belief functions as
understood in the context of the transferable model (TBM). Directed evidential networks with conditional
belief functions have the advantage of providing an appropriate representation of the knowledge that can
be produced as conditional relationships.
On the one hand, the propagation algorithms for these networks are proposed for reasoning in singly con-
nected directed evidential networks and in multi-connected directed evidential networks. Furthermore, we
have shown how to do eﬃcient computations using GBT and DRC rules proposed by Smets. These rules make
possible the representation of knowledge by conditional belief functions and then the reasoning directly in the
DEVN. When the network is multi-connected, we have proposed a computational data structure based on the
binary join tree and maintaining the independence relations of the original directed evidential network with
conditional belief functions. This solution seems to be faster than the general one (i.e., the joint form) as devel-
oped by Shenoy in binary join tree which does not proﬁt from the particular nature of the belief functions.
On the other hand, we think that it is important to look at approximation methods [30] because exact
numerical computation is not possible for some examples. In any case, an approximated numerical result
which is close to the exact value may often be suﬃcient for the user. One of the advantages of this method
is that it computes besides the approximated result also an interval as a bound of the exact value [9,10]. In
addition, the mixture of exact and approximate methods remains a topic for future research.Acknowledgements
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