INTRODUCTION
The electromagnetic inverse scattering of buried objects represents a topic of growing interest due to the number of applications in seismology, geophysical exploration, ground-penetrating radar and localization of cables and pipes. Generally, in these applications, the detection and/or the dielectric characterization of the target needs to be performed directly "on field". Therefore, the development of an accurate and also fast numerical algorithm for the solution of the inverse scattering problems for buried objects is essential.
In the past years, different approaches, oriented both to a global reconstruction of the internal constitutive parameters [1] [2] [3] [4] [5] [6] [7] and to the localization and reconstruction of the external boundary [8] [9] [10] [11] , have been proposed for the imaging of an object buried in a half-space. In particular, great attention has been devoted to the analysis of cylindrical targets. Chiu and Kiang [8] faced the problem of a conducting cylinder buried in a lossy half-space providing a shape reconstruction. Caorsi et al. [2] extended the analysis to dielectric cylinders with a complete characterization of the object. Finally, Qing and Jen [6] [7] considered a cylinder embedded in a layered lossless medium. However, even if all these techniques have been proved to provide interesting results, they are, generally, very time consuming.
In this paper, we present a new approach to the inverse scattering problem of buried objects based on the use of a neural network. Overcoming the drawback of directly solving the inverse problem, this technique allows a sensible reduction in the computational time and, consequently, it permits to obtain very fast solutions. Due to this property, it can represent an interesting approach to all those problems requiring an analysis performed directly "on field".
In the following sections the capability of the neural network algorithm to face the inverse scattering problem of buried objects is tested. In particular, the attention is focused on the detection of a given dielectric cylinder located into a well-known half-space scenario. The robustness of the developed technique is also investigated firstly by considering a target and/or an electromagnetic scenario characterized by dielectric parameters different from those used during the training phase and secondly by using noisy input data Figure 1 . A multi-layer neural network architecture.
THE NEURAL NETWORK APPROACH
In this section, the use of a neural network as an inverse scattering technique for the detection of dielectric objects buried in a half-space is outlined. In particular, sub-section 2.1 is devoted to the description of the neural network while the solution of the inverse scattering problems is faced in sub-section 2.2.
The Neural Network
A neural network is a distributed computational system characterized by a multi-layered structure of neurons fully interconnected via weight links (Fig. 1) .
The first layer (input layer or layer 0) is passive: it merely receives the input data from the outside world and sends them to the network. However, in the successive layers (both hidden and output layers), each neuron actively processes, through an appropriate activation function, its input data (Fig. 2) . Since each connection is characterized by a weight, the input of every neuron is represented by the weight-output of the previous layer. Each neuron performs a sum of its inputs incremented, usually, with a trainable offset (bias) [12] . It means that, if a data pattern x is applied to the input of the network (see Fig. 1 ), it propagates through every layer varying the output (status) of each neuron as follows:
where: f (.) is the activation function (for instance, a sigmoid );
x k (l) is the status of the k-neuron of the layer l ; w
is the weight associated to the connection between the i-neuron of the layer l -1 and the k-neuron of the layer l ; b k (l) is the bias associated to the k-neuron of the layer l x(0) = {x 1 (0) . . . x N o (0)} ≡ x is the input of the neural network x(L) is the output of the neural network N l and L represent, respectively, the number of neurons in the layer l and the number of active layers.
Therefore the output x(L) of the neural network can be evaluated as indicated in Figure 3 . The values of the weights and bias associated to each layer are defined during the training phase. A set of input patterns characteristic of the investigated problem (training data patterns) is granted to the network and the corresponding output is calculated. Let us suppose, for instance, that the input data of the training set consist of P patterns x (p) , p = 1 . . . P } and let us assume that x (p) (L) is the output evaluated by the neural network when the training pattern x (p) is applied to the input. The total error E of the neural network over the whole training set will be defined as a summation over p of the normalized square difference between x (p) (L) and the desired output t p) :
By minimizing, through an appropriate algorithm, the error E with respect to the weights and bias, the strength of each connection can be evaluated and the neural network will be specialized to the solution of a given problem. Therefore, once the training phase is concluded, the neural network can work as a black box system able to provide the solution of a physical problem without directly considering the In particular, in the detection of dielectric objects buried in a halfspace, the use of a neural network, overcoming the drawback of directly solving a complex inverse scattering problem, presents the great advantage of providing a very fast solution to the target-localization problem.
The architecture and the training algorithm
In this work, we have employed a two-layer feed-forword perceptron neural network, with a non constant, bounded and monotone increas-ing activation function. The capability of this architecture in facing inverse scattering problems has been already shown in the presence of a homogeneous scenario [13] . Therefore, we used it also for the solution of an inverse scattering problem in the presence of a half-space geometry. In particular, we have considered an architecture involving a number of neurons in the hidden layer equal to that of the input layer, as indicated in [13] .
The neural network has been trained using a modified version of the Back Propagation code based on the use of the Vogl's acceleration parameter [14, 15] . Figure 4 shows a flowchart of this algorithm. It consists, essentially, of two parts, a feed-forward and a back-propagation phase, that can be described as follows:
Step 0: Generation of random weights and bias:
Step 2: Back-propagation phase: a) Error computation (as indicated in expression (2)) b) Controls: If the error E is lower than a fixed threshold T S or the maximum number of iterations k max has been achieved STOP c) Minimization of the error and weights/bias update (see [14] [15] 
The Electromagnetic Problem
The problem of the detection of a dielectric buried object is investigated by considering the two-dimensional geometry shown in 
while the magnetic permeability is that of the vacuum in each region. Let 1 represent the investigation domain where the target can be located and let 2 be the measurement region. The position of the cylinder represents the unknown of the problem while its complex dielectric permittivity is given by ε * 3 = ε 0 [ε r3 − jσ 3 /ωε 0 ] . A TM-wave incident field is used as illuminating source.
The problem described above is generally faced starting from the integral formulation of the electromagnetic scattering. As a consequence, the location of the object is performed solving a complex non linear problem. However, by introducing some a priori information the number of the unknowns can be greatly reduced. This information can be obtained, for instance, focusing the attention on cylindrical targets of a given circular section. In particular, the localization of the target can be performed considering as unknown variables the coordinates of the center of the cylinder section in the xy plane ( x C and y C ) The position of the cylinder will represent the output of the neural network while the inputs are given by the complex values of the electric scattered field measured at a number of points near the interface between the two media (Fig. 5) . Figure 6 . The physical system under investigation: a circular cylinder of unknown position is located in a square investigation region and illuminated by an electric line source operating at a frequency equal to 500 MHz.
NUMERICAL RESULTS
Let us consider the geometrical configuration shown in Figure 6 . An electric line source, located in the region 1 and parallel to the axis of the cylinder (i.e. parallel to the z-axis), is supposed to illuminate a square investigation domain having a side of length λ , where λ represents the wavelength in free space. Sixteen equally spaced observation points are arranged in region 1 along a probing line near the interface between the two media ( h = λ/6 ).
An electromagnetic scenario characterized by dielectric parameters ε r1 = 1.0 and σ 1 = 0.0 in region 1 and σ r2 = 20.0 and ε 2 = 0.01 in region 2 is considered for our analysis. Moreover, we assume that the buried object is a circular cylinder of radius equal to λ/12 and dielectric characteristics given by ε r3 = 5.0 and σ 3 = 0.0 .
The data used to generate the training set and those considered to test the neural network have been obtained by employing a Finite Element code and a PML technique [16, 17] . In particular, 700 examples, obtained by moving the cylinder described above in the investigation domain, have been considered during the learning phase. Figure 7 . The reconstructed coordinates x C (a) and y C (b) of the center of the cylinder versus the actual ones for a test set of 160 examples. A scale normalized to λ is considered on both axes.
Validation of the Neural Network Technique
In the first set of simulations, the capability of the neural network to detect the dielectric cylinder is tested for different location of the target inside the investigation region: in particular, 160 positions, equally distributed in the investigation domain, have been taken into account. Figure 7 shows the results of the localization for the examples making up the test set. As can be seen, a good accuracy in the localization is achieved along both the x-and the y-axis (Tab. 1). In particular, we observe that, even if the accuracy in the detection is lower when the distance from the interface between regions 1 and 2 is bigger, good results are obtained in the whole domain with a medium error ranging between 0.021 and 0.039λ for x C and between 0.021 and 0.072λ for y C . Table 2 . Medium and maximum errors in the reconstruction of y C for a test set of 160 examples. The errors are normalized to λ.
Range

Medium error Maximum error
Robustness of the Network
In the second set of simulations we tested the robustness of the neural network firstly by using problem configurations different from those considered to generate the training set and secondly by considering noisy input data patterns. In particular, the effects of some variations in the dielectric properties of both the cylinder and the electromagnetic scenario and the robustness of the developed neural network to input data affected by a white noise have been taken into account.
Variations in the dielectric properties of the cylinder
This analysis has been performed in three different steps. Firstly, we considered a variation of the relative dielectric permittivity of the target. Then, we investigated the effects of a variation in its conductivity and, in particular, the consequences due to the presence in the observation domain of the lossy cylinder instead of the lossless one, such that used during the training phase. Finally, we supposed that both the dielectric parameters could change. For all simulations of the direct scattering problem, the cylinder is supposed to be located at a dept of 0.5 λ . For simplicity we assumed such a position as a reference point ( x C = 0 and y C = 0 ) Figure 8 shows the results of the localization for cylinders characterized by a relative dielectric permittivity varying in the range [ 4.5÷5.5 ] (i.e., ε r3 ± 10% ). The error is lower than 0.006 λ for x C and inferior to 0.035 λ for y C -The same results have been obtained for a lossy cylinder having a conductivity ranging between 10 −5 S/m and 10 −2 S/m ( fig. 9 ). In particular, in this last case it is important to observe that the developed neural network, trained considering only lossless cylinders, allows to detect also lossy cylinders.
Finally, we extended the previous analysis considering the case of a cylinder whose dielectric characteristics changed simultaneously. In particular, we assumed that the relative dielectric permittivity varied in the range [ 4.8 ÷ 5.2 ] while the conductivity could change between 10 −5 S/m and 10 −2 S/m. Also in this case, the localization is performed with a good accuracy. The errors in the detection remained lower than 0.006 λ for x C and inferior to 0.05 λ for y C (fig. 10) . 
Variations in the dielectric properties of the scenario
As a second test, we considered a variation in the dielectric properties of the electromagnetic scenario. The effects due to a change in both the relative dielectric permittivity and the conductivity of the medium in region 2 have been taken into account and treated separately. In particular, we have examined firstly a variation of the relative dielectric permittivity in the range [ 19 ÷ 21 ] (i.e., ε r2 ± 10% ); then, we investigate the effects of a conductivity ranging between 0.008 S/m and 0.012 S/m (i.e., ( σ 2 ± 20% ). Figures 11 and 12 show the errors in the localization of the cylinder having the same characteristics as that considered for the training phase ( ε rs = 5.0 and σ 3 = 0.0 ). The cylinder is assumed to be located at the reference position x C = 0 and y C = 0 . We observe that, while a variation in the conductivity of the medium has a little influence in the detection of the target ( x C and y C are reconstructed with errors less than 0.009 and 0.037 λ , respectively), the relative dielectric permittivity represents, as expected, a more delicate parameter. In particular, only little variations are allowed to obtain a limited error. This is verified especially for the reconstruction of the y-coordinate of the cylinder center.
Robustness to noisy data
In order to test the robustness of the developed technique in the presence of noisy input data, we considered the localization of the cylinder for different signal-to-noise ratio. In particular, we assumed that a white noise affected the input values of the neural network (i.e., the values of the scattered electric field). Three different positions of the target have been taken into account. For all the simulations, the buried cylinder and the electromagnetic scenario are supposed to be characterized by the same dielectric properties considered during the training phase. Figure 13 shows where the neural network localized the object, respectively, x C = −0.28 λ and y C = 0.38 λ (case a), x C = 0.33 λ and y C = 0.3 λ (case b), x C = 0.0λ and y C = −0.42 λ (case c). The errors in the localization are reported in Tab. 3. As can be seen, the localization of the cylinder is achieved with a good accuracy also in the presence of noisy input data. Table 3 . Errors in the reconstruction of x C and y C for different signal-to-noise ratios when respectively, x C = −0.28λ and y C = 0.38λ (a) , x C = 0.33λ and y C = 0.3λ (b) , x C = 0.0λ and y C = −0.42λ (c) ,
CONCLUSION
A neural network approach to the detection of two-dimensional dielectric cylinders buried in a lossy half-space geometry has been proposed. The results obtained seem to be very interesting. The developed neural network technique has been proved to localize not only targets with the same dielectric properties used for the training set but also objects characterized by a dielectric permittivity different up to 10% from that considered during the learning phase. Moreover, we showed that lossy dielectric cylinders can be detected by using a neural network trained by considering only lossless cylinders. Then, as far as possible variations in the electromagnetic scenario are concerned, we proved that this technique can be adopted to localize object buried into an investigation domain characterized by a conductivity different up to 20% from that of the training set examples. This result can be very interesting, in particular for possible applications of the neural network technique to situations where the conductivity of the scenario can change in a big range of value (for instance, between dry or wet soil). Finally, also the robustness to noisy input data has been shown.
