We propose a distributed approach to train deep neural networks (DNNs), which has guaranteed convergence theoretically and great scalability empirically: close to 6 times faster on instance of ImageNet data set when run with 6 machines. The proposed scheme is close to optimally scalable in terms of number of machines, and guaranteed to converge to the same optima as the undistributed setting. The convergence and scalability of the distributed setting is shown empirically across different datasets (TIMIT and ImageNet) and machine learning tasks (image classification and phoneme extraction). The convergence analysis provides novel insights into this complex learning scheme, including: 1) layerwise convergence, and 2) convergence of the weights in probability.
Introduction
DNNs have gained significant popularity in the machine learning community due to their impressive performance in various tasks such as speech recognition (Hinton et al., 2012) and object recognition (Le et al., 2012b) . New approaches to training DNNs have been proposed based on backpropagation algorithm in a supervised setting resulting in better and more practical learning systems (Hinton & Salakhutdinov, 2006) . Despite their popularity and wide application in both academia and industry, following non-trivial attributes restrict their further use: (1) the objective function is generally non-convex and while the theoretical properties of backpropagation algorithm have been investigated in the literature (White, 1992) , their setting is limited. It proceeds by first reducing all multi-layer weight matrices to a single big parameter and then applies the usual stochastic gradient descent style of analysis. This brings very little insight into the layerwise workings of such a complex learning system. (2) DNNs are notoriously slow to train even with small amount of data due to their huge model sizes -sometimes the training procedure requires weeks or months to converge (Schwenk et al., 2006) . Though there are some parallel heuristics to train DNNs in a distributed fashion such as model parallelism (Le et al., 2012b) , GPU based parallel setting (Coates et al., 2013) etc., they have no theoretical guarantees for convergence.
Because of the above gap between theory and practice, it is desirable to design a distributed system for training DNNs that enjoys both theoretical guarantee and fast empirical convergence. To achieve this goal, we envision our approach based on a recent idea of stale synchronous parallel (SSP) parameter server (Ho et al., 2013) . In the SSP model, distributed workers are allowed to read older and stale versions of parameter values from a local cache, hence maximizing the time doing computational work than waiting. The algorithmic correctness (i.e. convergence to optimum) is guaranteed for certain convex optimization problems (Ho et al., 2013; Kumar et al., 2014) by limiting the maximum staleness of the parameter values. Specifically, our contributions are:
1. We generalize the asymptotic analysis of backpropagation for feedforward DNN (White, 1992) to a layerwise case, providing new insights such as layerwise contraction (Theorem 2).
2. We build a distributed DNN learning scheme that scales well: close to optimality in terms of number of machines.
der distributed SSP setting that uses common activation units such as sigmoids even though they are non-convex.
4. Our theoretical guarantees are followed by empirical results where we perform a comparative evaluation of distributed DNN framework over: scalability, convergence and speed. Empirically we observe significant improved speed. Arora et al. (2013) provide bounds on DNNs with simple restricted boltzmann machines for their customized graph recovery algorithm. The paper restricts its work to a family of de-noising autoencoders -a sparse network whose weights are randomly chosen from [-1, 1]. Mangasarian & Solodov (1994) , couple of decades back, established convergence of backpropagation, the classical algorithm for training a restricted set of neural networks. They show that, under certain stochastic assumptions, the sequence of weights generated by backpropagation either diverges or converges almost surely to a stationary point of the loss function. Alexei A. Gaivoronski provides a similar analysis but for stochastic gradient backpropagation (Gaivoronski, 1994) . None of these works provide any layerwise analysis of the DNN model. White (1992) does provide a layerwise analysis but it is based on bundling all the multi-layer parameters as one single hidden layer. Livni et al. (2013) propose an efficient algorithm to build and train a deep network for supervised learning, with some formal guarantees. In this deep learning system, the predictors learnt are polynomial functions over the input space (R d ). Le et al. (2012b; a) provide a model parallel DNN scheme where every layer of DNN is divided across multiple machines. It has a distributed implementation of the L-BFGS to learn neurons across different machines. But it has no convergence guarantees.
Related Work
Other works that scale DNNs are: using GPUs (Raina et al., 2009; Dahl et al., 2012; Coates et al., 2013) , using GPUs+CPUs (Yu, 2013) , and various other approaches (Hörster & Lienhart, 2008; Taigman et al., 2014; Lee et al., 2009; Kingsbury et al., 2012) All the works described above have been limited in scope and left the field in need of more analysis. The theoretical work so far have been, as discussed, restricted to small settings: limited analysis, undistributed and non-scalable, and no comparison across different distribution techniques. The other aspect of our work is providing probabilistic bounds for semi-synchronous learning systems. There have been very few works in this regard in machine learning (ML) or distributed systems. Most of it is in operations research, control theory and other fields (Norkin et al., 1996; Kaniovski et al., 1995; Ljung, 1977; Billingsley, 1995) . This paper is one of the few that analyze semi-synchronous distributed systems with bounds of probabilistic nature.
Background
Our final goal is to train a deep neural network with back propagation in a distributed setting. Figure 1 shows a single layer FNN (feed-forward neural network). The task is to learn the weights on the edges of the FNN. Given an input vector x (one single data point), the network produces an output vector O, say O = g(x). The function g is determined by the network architecture. In particular in case of figure 1 input units send signals X i to intermediate ("hidden") units that function as intermediate output unit as discussed. Each hidden unit (indexed by j = 1, ..., q) produces an "activation" a j = ψ(x γ j ), γ j = (γ j1 , . . . , γ jr ) that is then sent to the actual output unit. The output unit now treats hidden units as inputs, so that O = F (a β), where a = (a 1 , . . . , a q ), and β is q × 1. We write ψ and F to allow different transformations at hidden and output layers. Substituting these expressions yields
Hence we have g(x) = f (x, θ), with θ = (β , γ ) , γ = (γ 1 , . . . , γ q ) . F and ψ are "threshold logic unit" which in our case are sigmoids.
Give target/input pairs {X n , Y n } (datapoints) where n = 1, . . . , N , to learn the weights a recursive learning procedure was proposed that is called backpropagation (Rumelhart et al., 1988) :
Here t is the iteration number, and η t is learning rate. This procedure is stochastic as it takes one random datapoint at a time. The objective function that is minimized by Eq. (2) is
Here L can be any loss and in most cases either 2 or entropy loss.
In case of multi-layer DNN Eq.(2) becomes
Here f n is the n th output of the topmost layer of a (multi-output) multi-layer DNN. M is the topmost layer and M − 1 is next consecutive layer below it. K is the set of edges connecting layer M − 1 to layer M . w (M,M −1) is weight matrix for the edges connecting layer M and layer M −1. The input of f (4) is in turn a summation over neural network activation units similar to the one for f (M ) .
The typical theoretical analysis of Eq. (4) is to combine all the weight parameter matrix w (M,M −1) between consecutive layers into one giant matrix W and perform a convex stochastic analysis (White, 1992) . This fails to provide any insight into the layerwise convergence of each parameter sets in the consecutive layers e.g. w (M,M −1) for the top two layers.
Our goal is to distribute the recursive updates in Eq.(2). These updates can be similarly extended to multi-layer case i.e. DNN setting for the objective described in Eq.(4). We make use of SSP scheme to achieve this distribution. We describe the multi-layer updates further in the theoretical analysis section.
Stale Synchronous Parallel (SSP) Parameter Server
DNN can have non-trivial number of layers that can lead to problems for a single processor. The convergence will be slow as well as all the data and model can be hard to fit in a single processor. Hence a distributed learning of DNN is needed. But in this case the comunication of updates across processors can be nontrivial and may add additional delays instead of faster covergence due to network congestion, synchronization among slow workers etc. We need a distributed scheme that can deal with such delays introduced due to distributed processing, effectively. The SSP Parameter Server (SSP) is designed for distributed ML with the goal to maximize the computation time workers spend doing useful work on ML algorithms, while still providing correctness guarantees. A point to be noted is SSP based setting only distributes over the data. Although, this is not a problem in case of non-trivially huge data size, non-trivially huge model size makes the computation slower and parameters harder to fit into a single processor. We elaborate on this in later sections
In SSP, workers can make associative and commutative updates δ to a shared parameter θ: θ ← θ + δ, at regular intervals called clocks. Clocks are like iteration, representing some units of progress by an ML algorithm. Workers commit the updates at the end of each clock and these updates may not be immediately visible to other workers trying to read θ. When a worker asks for θ, the SSP model will give it a stale (i.e. delayed) version of θ that excludes recent updates δ. More formally, a worker reading θ at iteration c will see the effects of all δ from iteration 0 to c−s−1, where s ≥ 0 is a user-controlled staleness threshold. The idea is that, with staleness, workers can deliver as many updates as possible, without missing any updates older than a given age. In the SSP model, workers can perform more computation instead of waiting for other workers to finish.
An informal description of SSP: assume a collection of P workers, each of which makes additive updates to a shared parameter θ ← θ + u at regular intervals called clocks. Clocks are like iterations, representing some unit of progress by an ML algorithm. Every worker has its own integer-valued clock c, and workers only commit their updates at the end of each clock. Updates may not be immediately visible to other workers trying to read θ -in other words, workers only see effects from a "stale" subset of updates. The idea is that, with staleness, workers can retrieve updates from caches on the same machine (fast) instead of querying the parameter server over the network (slow). Given a user-chosen staleness threshold s ≥ 0, SSP enforces the following bounded staleness conditions: 1) the slowest and fastest workers must be ≤ s clocks apartotherwise, the fastest worker is forced to wait for the slowest worker to catch up, 2) when a worker with clock c commits an update u, that u is timestamped with time c, 3) when a worker with clock c reads θ, it will always see effects from all u with timestamp ≤ c − s − 1. It may also see some u with timestamp > c − s − 1 from other workers, and finally 4) readmy-writes: A worker p will always see the effects of its own updates u p . Since the fastest and slowest workers are ≤ s clocks apart, a worker reading θ at clock c will see all updates with timestamps in [0, c − s − 1], plus a (possibly empty) "adaptive" subset of updates in the range [c − s, c + s − 1]. Note that when s = 0, the "guaranteed" range becomes [0, c − 1] while the adaptive range becomes empty Fix a staleness s. Then, the noisy stateθ p,c is equal tõ
where
is some subset of the updates u written in the width2s "window" W p,c , which ranges from clock c − s to c + s − 1 and does not include updates from worker p. Above is a brief description of the staleness based updates in SSP. Ho et al. (2013) describe it in detail.
We choose SSP as one of the paradigms to study DNN theoretically and empirically because SSP is the only industry-scale semi-synchronous (and asynchronous) distributed learning framework that has any theoretical guarantees. Moreover, given its semi-synchronicity, it strikes a good balance between system performance and statistical accuracy.
Problem Formulation
Our aim is to learn a multi-layer DNN in a distributed fashion based on SSP and prove its correctness. We describe the SSP setting (update steps, communication across machines and other details) for learning DNN over multiple machines in this section. Eq.(6) describes the normal backpropagation updates in a feedforward DNN as proposed originally in (Rumelhart et al., 1988) , and detailed in (Bishop, 2006) . In Eq.(6) j is a neuron in layer m + 1 and i is a neuron in the adjacent lower layer i.e m (the (m + 1, m) pair can be any two consecutive layers). w (m+1,m),t is weight matrix at update t that stores the weights of edges that connect layer m to its upper layer m + 1 1 . n is the input datapoint. δ j = ∂Ln ∂aj where a j = w (m+1,m) j,i z i , and z i is the link function output that is the activation output for layer m and acts as the input for layer m + 1.
1 Note that for single hidden layer we call this weight parameter θ to distinguish it from multilayer weights. This distinction will be helpful in understanding the proofs later. Similarly a j is passed through the link function of the layer m + 1 to obtain the activation output z j = h(a j ) for this layer. Once all the δ j (j ∈ [1, A] where A is the number of activation units in the layer) for upper layer are obtained any δ i for the immediate lower layer can be obtained by chain rule:
. This procedure goes on recursively until we reach the weight matrix connecting input layer and the first hidden layer. If there are M layers including input and output layers then δ M = (Y n −f n ) where we consider M as the topmost layer (output layer) and 1 as the input layer. We follow this convention throughout the paper.
We now have sufficient background to formulate our distributed DNN.
Distributed Training of DNNs
First, let us consider the normal (undistributed) stochastic backpropagation updates (Eq.(6)) in a feedforward DNN with respect to a particular training pair (X n , Y n ) (Rumelhart et al., 1988; Bishop, 2006) . In case of SSP setting the updates for each processor p is described in Eq.(7).
In Eq.(6) and Eq. (7), j is a neuron in layer m + 1 and i is a neuron in the adjacent lower layer m; w
is a matrix that stores the edge weights connecting layer m to its upper layer m + 1 1 in any processor p. And n is the input datapoint, same as before. Under the SSP setting, we assume there are P workers (threads) and we randomly partition the data across workers. Fixing a staleness s as defined in previous section (Background, subsection SSP), the noisy version of true weight matrix isw
as seen by any processor p at iteration t. δ p j = ∂Ln ∂a p j is the so-called "error term" associated with neuron j and any processor p, where a j = i w j,i z p i is the total weighted sum of inputs to neuron j (in layer m + 1) and z p i is the output of neuron i (in layer m). The term t q,p ∈ {0, 1} provides the information whether the update generated by processor q has reached p. It is 1 if reached and 0 otherwise. E.g. if the network is congested between a processor q = q 1 and the server, the updates from q sent towards the server and forwarded to p might not reach on time or get dropped. 
Once all the δ
where L is the total number of activation units in the layer) in m th upper layer are obtained, any δ p i for the immediate lower layer can be obtained by the chain rule:
, where h is the activation function of neurons. The backpropagation procedure starts from the topmost layer M (output layer) with δ p M = f n − Y n , and recursively propagates the errors towards the first layer (input layer) based on the above update rule for any processor p. Algorithm 1 describes the implementation details of the SSP based DNN. It follows Eq. (7) closely for the backpropagation update. To note: the weight parameters for consecutive layers i and j, w j,i , are updated with the best-effort in-window updates Complexity of analysis for updates in SSP based DNN The network cogestion, synchronization across slow machines etc. variables introduce a whole new degree of complexity in SSP based DNN. The t q,p factor in Eq. (7) encodes these variables compactly for analysis purposes. To provide any guarantees w.r.t. convergence of this distributed setting we will have to take these into account.
Big model vs big data in SSP based DNN An important point to note regarding the limitations of SSP based DNN is that it is truly scalable only in data. In Eq. (7), the numerator, ∂L n , of ∂Ln ∂a q j is the same across processors. This means that there is no model distribution but only data distribution since ∂L n is subscripted by n (the input data). In other words, if the number of layers or neurons per layer become non-trivially huge then SSP scheme will not be able to fit all the model parameters in a single machine. The SSP scheme can solve the big model problem to some extent through speeding up the slow computation by distributing over data.
Theoretical Analysis
In this section we establish the key theoretical results of training DNNs under the SSP setting, along with their assumptions and consequences.
Proof sketch
The theoretical convergence guarantees of DNN have been studied in the past (White, 1992) but the analysis relies on converting the problem into a single layer optimization routine as described before. On the other hand, in case of SSP setting for DNN we perform a layerwise synchronization of the different layers across the machines as discussed before. For the theoretical analysis to go through, one has to provide a layerwise convergence analysis of the multi-layer DNN first and then use it to prove the convergence of SSP based DNN. This is the line of reasoning we follow in our proofs. Theorem 1 provides a theoretical anaysis of single layer Neural Network convergence for SSP based setting. This proof helps us define tools for distributed analysis later. Theorem 2 provides a layerwise convergence analysis for multi-layer undistributed DNNs. This theorem gives us insights for proving the SSP based DNN. Theorem 3 finally combines methods developed in Theorem 1 and 2 to prove convergence for multi-layer DNN in the SSP setting.
Notations
1. Given a sequence w n and a set W , we denote w n → W if inf w∈W ||w n − w|| 2 → 0.
2. For a sequence of vectors w n , we use w n → ∞ to denote ||w n || 2 → ∞.
Assumptions

The learning rate
2. Each data point is finite: ||X n || 2 < ∞.
The constituent activation units of the DNNs can
be formulated as logistic/sigmoid functions. This subset of activation functions covers almost all commonly used building blocks.
4. The range of output unit for the DNN is bounded: ||f n || 1 ≤ F for some constant F .
Theorems
Theorem 1 (Single-layer convergence of distributed DNNs) Assume the undistributed backpropagation updates of Eq.(2) for single-layer networks lead to weights θ t and the distributed backpropagation updates under the SSP setting lead to weightsθ t , theñ θ t converges in probability to θ t , i.e θ t − θ t p → 0, given the assumptions 1, 2, 3 and 4 defined in sectionAssumptions earlier.
Remark: We do not suffer any loss in asymptotic convergence of weights due to the distributed training of the DNNs. Theorem 1 above is non-trivial and important for following reasons: 1) there is no precedent in distributed DNN literature of a theoretical guarantee for distributed learning scheme, 2) the tools developed in this theorem will be used to provide proof of convergence for the generic distributed DNN, 3) it combines stochastic updates, semi-synchronous interprocess messaging and probabilistic analysis to provide contraction guarantees.
Corollary 1 (Single-layer convergence to (local/global) optima): The iterated weightsθ t as defined in theorem 1 converge in probability to optima θ * of Eq.(1), i.e.θ t p → θ * . A point to note is that it does not make any claim about the optima being global or local.
Proof of Corollary 1: We know that θ t p → θ * (White, 1992) , and we also know from theorem 1
We need an additional theorem for layerwise updates to prove the convegence of multi-layer SSP based DNN. In the SSP setting the updates received from other machines for a particular layer are independent from updates received for any other layer. Theorem 2 below proves a layerwise convergence of normal DNN to establish the necessary background for later proofs.
Theorem 2 (layerwise convergence of undistributed DNNs): The backpropagation updates w t (eqn. 4) in case of multi-layer feedforward DNNs converge to the set of stationary points w * of the model with probability 1, or they diverge with probability 1 (i.e. w t → ∞), given that assumptions 1, 2, and 3 from section-Assumptions hold, i.e. the weight parameters w t converge or diverge in probability layerwise.
Remark:
We elaborate on layerwise convergence of the weight parameters in the proof (see Appendix). Theorem 2 tells us that the multi-layer DNNs either converge to stationary points or diverge to ∞ and there is no other possible outcome as described in sectionDefinitions. The significant points about theorem 2 are: 1) there is no precedent of a layerwise convergence guarantee for DNNs in the present literature, 2) the theoretical insight provides us the intuitive understanding that the convergence of DNNs can be seen as a local layerwise contraction, and 3) it provides us the necessary mathematical background to prove the convergence of SSP based DNN.
Theorem 3 (Multilayer convergence of distributed DNNs to (local/global) optima): If undistributed backpropagation updates of multi-layer DNN lead to iterated weights w t and the distributed backpropagation updates under the SSP setting lead to iterated weightsw t , thenw t converges in probability to w t , i.ew t p → w. Consequently,w t p → w * . As in corollary 1, the optima w * can be local or global.
Remark: The analysis becomes easier due to the way we prove theorem 2. Since SSP updates from other machines are performed layer by layer, a layerwise convergence proof of theorem 2 helps. A point to be noted is that Theorem 1 can not be trivially extended to include multi-layer case since in the SSP setting the stale updates (best-effort in-window) are added to each layer separately as seen in Eq. (7) and independent of other layers instead of considering all the weight vectors in different layers as one single parameter set and updating them simultaneously. Theorem 3 is non-trivial and important as: 1) it is the only proof of any semi-synchronous or distributed DNN implementation, and 2) the bounds provided are probabilistic in nature and hence tighter than usual gradient descent bounds found in convex optimization literature for distributed learning systems.
Experiments
In this section, we show empirical results which corroborate our theoretical analysis. Experiments on two datasets from different domains demonstrate the scalability of the SSP based distributed DNN.
Experimental Setup
We implement the distributed DNN with Petuum 2 SSP parameter server and set up the experiments as follows.
Datasets Two datasets are used in the experiments. Table 1 summarizes their statistics. The first one is the TIMIT 3 speech dataset. We use DNN for phoneme classification on this dataset. The inputs of the neural network are 360-dimensional MFCC features (Mohamed et al., 2009 ) with context windows and the output class labels are generated by the HMM-GMM (Mohamed et al., 2009 ) model through forced alignment. There are 1.1 million data instances and 2001 classes in total. The second dataset is ImageNet-63K, which has 63K training images randomly selected from the ImageNet (Deng et al., 2009 ) dataset. We use DNN for image classification in this case. The total number of classes is 1000. Images are represented with Localityconstrained Linear Coding (LLC) (Wang et al., 2010) features, with a dimensionality of 21504.
Cluster Hardware The experiments are done on a computer cluster with 6 machines. Each machine has 16 cores, 128GB memory and 10Gbit Ethernet. Parameter Settings For phoneme classification on TIMIT, we use a network with 6 hidden layers and each hidden layer has 2048 units. The total number of parameters is about 24 million. The network is trained with stochastic gradient descent (SGD) and the size of the mini-batch is 100. The learning rate is fixed to 0.05. The staleness value is set to 10. For image classification on ImageNet-63K, we use a network with 3 hidden layers where the number of hidden units are 5000, 3000, 2000. The total number of parameters is about 132 million. The network is also trained with SGD with mini-batch size 1000, learning rate 1 and stateness value 10.
Results
We evaluate the scalability of SSP-DNN with respect to the number of machines on the two datasets. Figure 6 shows the convergence plot of the mean squared difference between parameters in two consecutive iterations for the DNN trained on TIMIT dataset with 6 machines. This illustrates that the SSP-DNN only achieves convergence in objective values, but also convergence in parameters.
To measure how SSP-DNN can speed up the training as we increase the number of machines, for each machine setting we record the run time t by which the objective value being minimized decreases to p, where p is the objective value achieved by one single machine at the end of training. The speedup factor of n machines is calculated as t 1 /t n , where t n is the runtime of n machines and t 1 is the runtime of 1 machine. Figures 4 and 5 show the speedup factors on TIMIT and ImageNet-63K dataset respectively. The horizontal axis corresponds to the number of machines. The vertical axis shows speedup factors. The blue curve is linear speedup (optimal speedup). The red curve shows the speedup factors achieved by SSP-DNN. As can be seen from the two figures, SSP-DNN achieves great speedups. With 6 machines, SSP-DNN achieves 3.6 times speedup on TIMIT dataset and achieves 4.3 times speedup on ImageNet-63K dataset. This demonstrates that SSP-DNN scales very well with the number of machines.
The scalability of SSP-DNN attributes to the suffi- Figure 6 . Convergence plot of parameters on the TIMIT dataset for 6 machines cient use of CPU cores to do computation and efficient parameter synchronization among workers. SSP parameter server distributes the computation over all available machines and allocate a copy of the model parameters to each machine. With staleness, worker machines can deliver as many updates as possible, without missing any updates older than a given age. In the SSP model, workers can perform more computation instead of waiting for other workers to finish. This ensures that CPU cores can be sufficiently used. On the other hand, SSP parameter server synchronizes the parameter copies of different workers using a centralized server to ensure that each work's updates can be timely contributed to the global parameters and the computing threads on each worker can use the most-up-to-date parameters to do computation. The synchronization happens in background and does not require blocking computation unless the staleness bound constraint is violated. Different from fully asynchronous parameter servers , SSP parameter server can avoid divergence by imposing the constraint that the fastest and slowest workers must be no more than s clocks apart, where s is the staleness value. Otherwise, the fastest worker is forced to wait for the slowest worker to catch up. The mechanism ensures the parameters copies among different workers are sufficiently consistent to avoid divergence.
Conclusion
We have provided theoretical guarantees for convergence of backpropagation for DNN with non-convex constituent nodes under various scalability settings. In particular, we provide convergence in distribution for data distributed, SSP setting. The detailed empirical results show that distributed setting is more scalable, faster and has similar results quality as the undistributed, thus confirming our theory.
The theoretical analysis provided is novel as it guaran-tees a layer by layer convergence of the neural network. This insight enables us to prove the convergence of the SSP setting since different weight layers are synced in a stale synchronous fashion independently of other layers.
