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UNIQUENESS THEOREM FOR ANALYTIC FUNCTIONS AND ITS
APPLICATION IN DENOISING PROBLEM
ASHOT VAGHARSHAKYAN
Abstract. In various applications the problem of separation of the original signal and
the noise arises. For example, in the identification problem for discrete linear and causal
systems, the original signal consists of the values of transfer function at some points in the
unit disk. In this paper we discuss the problem of choosing the points in the unite disk, for
which it is possible to remove the additive noise with probability one. Since the transfer
function is analytic in the unite disk, so this problem is related to the uniqueness theorems
for analytic functions. Here we give a new uniqueness result for bounded analytic functions
and show its applications in the denoising problem.
1. Introduction.
In this paper we discuss a uniqueness theorem for some classes of bounded analytic
functions, where the conclusion f (z) ≡ 0 follows from the condition that f (zn) goes to
zero over some sequence of points zn, n = 1, 2, . . . . Many results of S.J. Havinson are
dedicated to this type results and they applications in approximation theory. This type
results one can find in [1].
The survey on mentioned above type uniqueness results for analytic functions one can
find in [2]. A new result of that type we give in this paper. Furder we apply that result in
de-noising problem.
2. Auxiliary results
At first let us give here some auxiliary definitions and results.
Definition 2.1. Let h(t), 0 < t, be a continuous, non-negative function. Let the family of
arcs {Sk}∞k=1 cover a given set E;
(2.2) E ⊆
∞⋃
k=1
Sk.
Let us put
(2.3) Mh(E) = inf
∞∑
k=1
h(|Sk|),
where |S| is the length of the arc S and the minimum is taken over the family of all covers.
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Definition 2.4. One say that a function f (t), −pi < t < pi, belongs Bessov space Bα2 if
(2.5) || f ||2α =
∫ pi
−pi
| f (x)|2dx +
∫ pi
−pi
∫ pi
−pi
| f (x) − f (y)|2
|x − y|1+2α dxdy < ∞,
where 0 < α < 1.
For arbitrary function g(t) ∈ L1(−pi, pi) let us denote
(2.6) g∗(t) = sup
0<δ
1
2δ
∫ t+δ
t−δ
|g(x)|dx,
where g(t) is assumed to be continued as a 2pi periodic function on (−∞,+∞).
For a subset E the quantity
(2.7) Cα(E) =
(
inf
µ
∫ pi
−pi
∫ pi
−pi
dσ(x)dσ(y)
|x − y|α
)−1
,
where the minimum is taken over the probability measures with support in E, is known
as α− capacity of the subset E.
The following lemma is announced in the book [3], p.35.
Lemma 2.8. Let E be Borelian set and Cα(E) = 0, where 0 < α < 1. Let 0 ≤ h(r), r > 0, be an
increasing function and
(2.9)
∫
0
dh(r)
rα
< ∞.
Then
(2.10) Mh(E) = 0.
Lemma 2.11. Let f (x) ∈ Bα2 and 0 < β ≤ α. Then there is a function g(x) ∈ Bα−β2 such that
(2.12)
1
2pi
∫ pi
−pi
1 − |z|2
|z − eit|2 f (t)dt =
(2.13) =
1
2pi
∫ pi
−pi
g(t)
(z − eit)1−βdt +
1
2pi
∫ pi
−pi
g(t)
(z¯ − eit)1−βdt, |z| < 1.
Proof. Let
(2.14) f (x) ∼
∞∑
k=−∞
akeikx.
be the Fourier series of the function f (x). Since f (x) ∈ Bα2 , so
(2.15)
∞∑
k=−∞
|ak|2|k|2α < ∞.
UNIQUENESS THEOREM FOR ANALYTIC FUNCTIONS AND ITS APPLICATION IN DENOISING PROBLEM 3
We can write
(2.16) F(reix) =
∞∑
k=−∞
akr|k|eikx =
(2.17) =
1
2pi
∫ pi
−pi
 ∞∑
k=−∞
Γ(1 + |k| − β)
Γ(1 − β)Γ(1 + |k|)r
|k|eik(x−t)
 g(t)dt,
where
(2.18) g(t) =
∞∑
k=−∞
Γ(1 − β)Γ(1 + |k|)
Γ(1 + |k| − β) e
ixk.

Lemma 2.19. Let f (x) ∈ Bα2 ,where 0 < α < 1 and 0 < β ≤ α. Then there is a subset F ∈ {z; |z| = 1}
satisfying condition
(2.20) Cα−β(F) = 0
end for each eix ∈ F there is a number A(x) such that the following inequality holds
(2.21) |F(z1) − F(z2)| < A(x)|z1 − z2|α−β,
where
(2.22) |eix − z j| < 2(1 − |z j|), j = 1, 2,
Here F(z) is the harmonic function with the boundary values f (x), i.e.
(2.23) lim
r→1−
F(reix) = f (x).
Proof. Thanks of the previous lemma there is a function g(x) ∈ Bα−β2 such that
(2.24)
∂F(z)
∂z
=
1 − β
2pi
∫ pi
−pi
g(t)
(z − eit)2−βdt.
Taking into account the inequalities
(2.25) 1 − |z| < |eit − z|,
∣∣∣∣∣eit − z|z|
∣∣∣∣∣ ≤ 2|eit − z|,
valid for each |z| < 1, we have
(2.26)
(1 − |z|)1−β
1 − β
∣∣∣∣∣∂F(z)∂z
∣∣∣∣∣ ≤
(2.27) ≤ 1
2pi
∫ pi
−pi
(1 − |z|)1−β
|z − eit|2−β |g(t)|dt ≤
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(2.28) ≤ 1
2pi
∫
|eit−z/|z||≤y
|g(t)|
(1 − |z|)dt +
1
2pi
∫
|eit−z/|z||>y
(1 − |z|)1−β
|eit − z/|z||2−β |g(t)|dt.
If z, |eix − z| ≤ 2(1 − |z|), then putting y = (1 − |z|) we get
(2.29) (1 − |z|)1−β
∣∣∣∣∣∂F(z)∂z
∣∣∣∣∣ ≤
(2.30) ≤ 1
2pi
∫
|t−x|≤(1−|z|)
|g(t)|
(1 − |z|)dt + (1 − |z|)
1−β
∫ 2
1−|z|
1
y2−β
d
(∫ x+y
x−y
|g(t)|dt
)
≤
(2.31) ≤ g(t)∗ + (1 − |z|)1−β
∫ 2
1−|z|
1
y3−β
(∫ x+y
x−y
|g(t)|dt
)
dy.
Consequently,
(2.32) (1 − |z|)1−β
∣∣∣∣∣∂F(z)∂z
∣∣∣∣∣ ≤ g∗(x).
Let l be the linear interval with the end points z1, z2 ∈ {z, |eix − z| ≤ 2(1 − |z|)}. We have
(2.33) |F(z1) − F(z2)| ≤
∣∣∣∣∣∫
l
∂F(z)
∂z
dz
∣∣∣∣∣ ≤
(2.34) ≤ g∗(x)
∫
l
|dz|
(1 − |z|)1−α+β ≤ g
∗(x)(|z1 − z2|α−β.
To complete the prove it is sufficient to note, that
Cα−β(F) = 0,
where F = {x; g∗(x) = ∞}. 
The proof of the following lemma may be found in [7].
Lemma 2.35. Let g(t), 0 < t, be a positive and no decreasing function. Let u(z) be a non-negative
harmonic function defined on the unit disk. Then, the subset
(2.36) F =
ξ; |ξ| = 1, supz∈∆(ξ) u(z)g(1 − |z|) = ∞

has zero Hausdorff’s measure, i.e.
(2.37) Mh(t)(F) = 0,
where h(t) = tg(t).
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3. Uniqueness theorem for analytic functions
The main result of this section is the following theorem.
Theorem 3.1. Let {ξn} be a sequence in the unit disk with
(3.2) lim
n→∞ |ξn| = 1.
Let E be a subset of unit circle such that for some continuous function 0 ≤ h(t), 0 < t, satisfying
the condition
(3.3) lim
t→0+
h(t)
t log 1t
= 0
we have Mh(E) > 0.
Let for each point y ∈ E there is a subsequence {ξnk} such that
(3.4)
∣∣∣∣∣y − ξnkξnk
∣∣∣∣∣ < 2(1 − |ξnk |), k = 1, 2, ...
Let 0 ≤ α < 1 be a fixed number and f (z) is an analytic function with
(3.5)
∫ 1
0
∫ pi
−pi
| f ′(z)|2(1 − |z|)αdxdy < ∞,
and
(3.6) lim
n→∞ f (ξn) = 0 (1)
then f (z) ≡ 0.
Proof. At first let us note, that instead of (1) we can assume
(3.7) lim
n→∞
f (ξn)
(1 − |ξn|)α−β = 0,
where 0 < β < α is a constant. Indeed, By lemma 3 there is a subset F1, for which
(3.8) Cα−β(F1) = 0,
end for each point x < F1 there is a number A(x) < ∞ such that for arbitrary points z1, z2
from the unite disk, satisfying the condition
(3.9) |eix − z j| < 2(1 − |z j|), j = 1, 2,
we have
(3.10) | f (z1) − f (z2)| < A(x)|z1 − z2|α−β.
In particularly, if x ∈ E \ F1 then
(3.11) | f (ξn)| < A(x)(1 − |ξn|)α−β
for each point ξn satisfying the condition
(3.12) |eix − ξn| < 2(1 − |ξn|).
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Thanks to lemma 1 we have
(3.13) Mh(F1) = 0
and so,
(3.14) Mh(E \ F1) > 0.
For each point z, |z| < 1, let us denote
(3.15) C(z) = {w; |w| = 1, |w − z| ≤ 2(1 − |z|)}.
For the zeros Λ = {zk}∞k=1 of our function f (z) we have
(3.16)
∞∑
k=1
(1 − |zk|) < ∞
and, see [6], we have also
(3.17)
1
2pi
∫ pi
−pi
logρ 1+α
2
(eix,Λ)dx > −∞,
where
(3.18) ρσ(ξ,Λ) = inf
z∈Λ
|ξ − z|
(1 − |z|)σ .
Let us consider a new function
(3.19) G(w) =
∞∑
k=1
χk(w), w ∈ ∂D,
where χk(w) is the characteristic function of the arc C(zk).
We want to prove that the subset
(3.20) F2 = {w; w ∈ ∂D, G(w) = +∞}
satisfies the condition
(3.21) Mt log 1/t(F2) = 0. (2)
Let us suppose Mt log 1/t(F2) > 0. Then, see [3], p. 18, there is a compact subset F ⊂ F2 for
which
(3.22) Mt log 1/t(F) > 0.
For each natural N, the family of subsets C(zk), k = N,N + 1, . . . cover F. By Alfor’s
theorem, see [3], from that family of arcs we can choose a finite number, which cover F
and have a finite multiplicity less an absolute constant A. Let
(3.23) C(zk1), . . . ,C(zkm)
be the constructed subfamily, which cover the set F.
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We can write
(3.24)
(
1 − 1 + α
2σ
) m∑
j=1
|C(zn j)| log e|C(zn j)|
≤
(3.25) ≤
(
1 − 1 + α
2σ
) m1∑
j=1
∫
C(znj )
log+
(
1
|w − zn j |
)
|dw| ≤
(3.26) ≤
m1∑
j=1
∫
C(znj )
log+
 (1 − |zn j |)(1+α)/2|w − zn j |
 |dw| ≤
(3.27) ≤ A
∫
QN
log+
(
sup
k
(1 − |zk|)(1+α)/2
|w − zk|
)
|dw|,
where
(3.28) QN =
∞⋃
j=N
C(z j).
Letting N to go infinity we get
(3.29) Mt log 1/t(F) = 0.
The received contradiction proves (2). Consequently,
(3.30) Mh(F2) = 0.
Thus, for each point eix ∈ E \ F2 in domain
(3.31) {z; |eix − z| < 2(1 − |z|)}
there are only finite number zeros of the function f (z).
By F. Riesz theorem we have the representation
f (z) = B(z)F(z),
where B(z) is the Blashke product constructed by zeros {wn} of the function f (z) and
F(z) ∈ H∞, which has no zeros in the unit disk.
Let us denote
(3.32) v(z) =
∞∑
n=1
1 − |z|2∣∣∣z − wn|wn| ∣∣∣ (1 − |wn|), |z| < 1.
For two arbitrary points z, w from the unit disk we have
(3.33) − (1 − |z|
2)(1 − |w|2)
|z − w|2 ≤ − log
(
1 +
(1 − |z|2)(1 − |w|2)
|z − w|2
)
= log
∣∣∣∣ w − z1 − w¯z ∣∣∣∣2 .
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Let y be a point on the unit circle and n0 be a natural number. Let for each index n =
n0,n0 + 1, . . . the inequalities
(3.34)
∣∣∣∣∣y − wn|wn|
∣∣∣∣∣ ≥ 4(1 − |wn|), n = 1, 2, . . .
hold. Then for arbitrary point z, |z| < 1, satisfying the condition
(3.35)
∣∣∣∣∣y − z|z|
∣∣∣∣∣ ≤ 2(1 − |z|).
there is a constant C > 0 such that
(3.36) − Cv(z) ≤ log |B(z)|.
Thanks to the lemma 4, applied to the function v(z) ≥ 0, we get that there is a subset
F3 ∈ ∂D for which
(3.37) Mh(t)(F3) = 0,
where h(t) = tg(t) and for each point y ∈ ∂D \ F3 we have
(3.38) sup
{
v(z)
g(1 − |z|) ; |z| < 1,
∣∣∣∣∣y − z|z|
∣∣∣∣∣ ≤ 2(1 − |z|)} < +∞.
Consequently, there is a subset F4 such that
(3.39) Mh(t)(F4) = 0
and for each point y < E \ F4 we have
(3.40) sup
{ | f (z)|
(1 − |z|)1−α ; |z| < 1,
∣∣∣∣∣y − z|z|
∣∣∣∣∣ ≤ 2(1 − |z|)} < ∞.
These remarks contradict theorem’s conditions since
E \ (F1 ∪ F2 ∪ F3 ∪ F4) , ∅.

4. De-noising problem for analytic functions
In this section we consider the following problem: let f (z) be a bounded analytic function
and {zn}∞n=1 be a sequence from the unit disk. Let we can calculate empirically the values
of this function at the points {zn}∞n=1 with some error, i.e.
(4.1) wn = f (zn) + n, n = 1, . . . ,
where n, n = 1, . . . is a sequence of independent random quantities with the same
distribution and with the mean value equal zero. The following problem naturally arises:
is it possible to choose the points {zn}∞n=1 in such a way that by observed quantities wn, n =
1, 2, . . . it will be possible to restore the function f (z) by probability one?
The relation of this problem with the identification problem for linear bounded systems
one can find in [9].
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Here we give some classical results of Shizuo Kakutani, see [4], which play a principal
role in answer to this question.
Let Ω be an arbitrary set and let σ be a σ−field of subsets of Ω. Let<(σ) be the family
of all countable additive measures µ(dω) defined on σ for which µ(Ω) = 1.
Definition 4.2. Two measures µ, ν ∈ <(σ) called orthogonal (notation µ ⊥ ν) if there are
disjoint subsets B,B′ ∈ σ such that
(4.3) µ(B) = ν(B′) = 1.
Let µ, ν ∈ <(σ) be measures on (Ω, σ). For arbitrary measure τ ∈ <(σ) such that µ and ν
are absolutely continuous in respect to τ, let us denote
(4.4) ρ(µ, ν) =
∫
Ω
√
µ(dω)
τ(dω)
√
ν(dω)
τ(dω)
τ(dω).
This integral doesn’t depend upon the choice of the measure τ. That is way the following
E.Hellinger’s notation
(4.5) ρ(µ, ν) =
∫
Ω
√
µ(dω)ν(dω)
is natural.
Let {µn}∞n=1 and {νn}∞n=1 be two family of probability measures on C. Let us denote by
µ = µ1 × µ2 × . . . , ν = ν1 × ν2 × . . . . the infinite direct products.
It is easy to see that if for some k0 we have µk0⊥νk0 then µ⊥ν. The case µk ∼ νk, k = 1, . . .
was considered in [4].
Theorem 4.6. Let µk ∼ νk for all k = 1, . . . . Then the measures µ and ν are equivalent if and only
if
∞∏
k=1
ρ(µk, νk) > 0.
Otherwise those measures are orthogonal, i.e. µ ⊥ ν.
Here, we need only the following particular case of S. Kakutani’s Theorem. Let
f (z), g(z) |z| < 1, be bounded analytic functions and zk, k = 1, 2, . . . be points in the
unite disk. Let
(4.7) dµk(z) = P(z − f (zk))dxdy, z = x + iy
and
(4.8) dνk(z) = P(z − g(zk))dxdy,
where P(z) ≥ 0 and
(4.9)
∫ ∞
−∞
∫ ∞
−∞
P(z)dxdy = 1.
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We have
(4.10) ρ(dµk, dνk) =
∫ ∞
−∞
∫ ∞
−∞
√
P(z − f (zk))P(z − g(zk))dxdy.
and
(4.11) 1 − ρ(dµk, dνk) =
(4.12) =
1
2
∫ ∞
−∞
∫ ∞
−∞
(√
P(z − f (zk)) −
√
P(z − g(zk))
)2
dxdy ≥ A| f (zk) − g(zk)|2
for some number A > 0.
The corresponding infinite products of measures are orthogonal if
(4.13)
∞∑
k=1
| f (zk) − g(zk)|2 = ∞.
So, if we have
(4.14) wn = H(zn) + n, n = 1, . . . ,
then by probability one, it is possible to identify H(z) with some f (z), if the points {zn}∞n=1
are possible to choose in such a way, that from the condition f (z), g(z) ∈ H∞ and
(4.15)
∞∑
k=1
| f (zk) − g(zk)|2 < ∞
it follows f (z) ≡ g(z). This note permits us to formulate the following result.
Theorem 4.16. Let 0 ≤ α < 1 be a fixed number. Let {zn} be a sequence in the unit disk with
(4.17) lim
n→∞ |zn| = 1.
Let E be a subset of unit circle such that for some continuous function 0 ≤ h(t), 0 < t, satisfying
the condition
(4.18) lim
t→0+
h(t)
t log 1t
= 0
we have
(4.19) Mh(E) > 0.
Let for each point y ∈ E there is a subsequence {znk} such that
(4.20)
∣∣∣∣∣y − znkznk
∣∣∣∣∣ < 2(1 − |znk |), k = 1, 2, ...
Let we can observe the quantities
(4.21) Xn = S(zn) + ξn, n = 1, 2, . . .
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where ξn, n = 1, 2, . . . are independent random variables with the same absolutely continuous
distributions and zero mean values. Let S(z) be a bounded analytic function and
(4.22)
∫ 1
0
∫ pi
−pi
|S′(z)|2(1 − |z|)αdxdy < ∞, 0 < α < 1.
Then, by Xn, n = 1, 2, . . . it is possible to restore the function S(z) by probability one.
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