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Abstract
A numerical method is proposed for the identi#cation of electric current dipoles in a spherically symmetric conductor.
We use observations of the magnetic induction outside of the conductor. Our idea is to probe electric current dipoles
using an indicator function that satis#es the Laplace equation. In our method, any a priori information for the number of
dipoles and initial estimates are not required. The e4ectiveness of the method is shown by numerical examples. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
In various #elds of science and engineering, many important and practical problems can be con-
sidered as inverse problems for partial di4erential equations. Especially, inverse source problems
have attracted great attention in bioengineering, and theoretical and numerical studies have been
developed in recent years [6,9,11].
The electrical activity of the human brain causes electric and magnetic #elds around the human
head. Conversely, we expect to identify the electrical activity of the brain from observation data
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of these #elds called electroencephalogram (EEG) and magnetoencephalogram (MEG). Recently,
superconducting quantum interference device (SQUID), that is a high-performance device for detect-
ing magnetic induction, is developed, and MEG becomes to be taken much attention. A quasi-static
approximation of the Maxwell’s equation is applicable to the analysis of MEG [8]. Many researchers
use spherically symmetric conductor model for the human head, and electric current dipole model
for the electrical activity of brain [4].
In this paper, we consider an identi#cation problem of locations and moments of electric cur-
rent dipoles in a spherically symmetric conductor using observed magnetic induction outside of
the conductor. Some authors have discussed this problem in a numerical point of view. Most
of them apply least-squares method [1], and good results are obtained in the case, where the
number of dipoles and proper initial estimates are given. In practical cases, we cannot expect to
obtain the number of dipoles and proper initial estimates a priori. The aim of this paper is to
propose a numerical method without a priori information for the number of dipoles, locations,
and moments. Our idea is to probe electric current dipoles in the conductor using an indicator
function.
The contents of this paper are as follows. Section 2 shows the mathematical formulation of
the problem. In Section 3, we propose the indicator function that is essential in our method. The
characteristics of the indicator function are discussed using a single dipole in Section 4. In Section 5,
we develop the discussion for the case where several dipoles are located in the conductor. In Section
6, we propose an algorithm for our problem, and the numerical experiments for our algorithm are
shown in Section 7.
2. Biomagnetic inverse problem for spherically symmetric conductor
We summarize the mathematical formulation of the biomagnetic inverse problem for the human
brain [9], and describe the problem to be considered. Let G ⊂ R3 be a bounded conductor corre-
sponding to the human head. The electric conductivity (x) is positive in G, and vanishes outside
of G. The magnetic permeability (x) is assumed to be constant 0 in R3. We use the quasi-static
approximation of the Maxwell’s equation for the electric potential V (x) and magnetic induction
B(x):
 × B(x)= 0J(x);
 · B(x)= 0;
J(x)= J0(x)− (x)V (x);
(2.1)
where J0 is the bioelectric source, −V means the Ohmic current, and J is the total current
distribution. The biomagnetic inverse problem for the human brain is to identify unknown bioelectric
source distribution J0 using data of magnetic induction B.
For the model of human head, the domain G is assumed a spherically symmetric conductor with
piecewise constant conductivity such that
G= {x| |x|¡R}; (x)= j for Rj6 |x|¡Rj+1; j=0; 1; : : : ; n− 1;
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where 0=R0¡R1¡ · · ·¡Rn=R. In this case, the radial component of magnetic induction Br(x)
is given by
Br(x):=B(x) · er =− 04
∫
G
J0(x′)× x′
|x− x′|3 · er dG(x
′); x ∈ NG; (2.2)
where er = x=|x| and NG denotes the closure of G [3]. Eq. (2.2) shows that the conductivity (x)
and the electric potential V (x) have no e4ect on Br(x) outside of G.
Also for the electrical activity of human brain, the bioelectric source distribution J0 is expressed
by the electric current dipole model:
J0(x)=
N∑
i=1
(x− pi)mi; (2.3)
where N is the number of dipoles, pi and mi are the location and moment of the ith dipole, and
(·) is the three-dimensional Dirac’s delta distribution. In many papers, the number of dipoles N is
given because it is diOcult to identify parameters pi and mi without the information about N [1].
In this paper, we consider the case that N is also unknown, and consider the problem to identify
parameters pi and mi from the radial component Br(x) observed outside of G.
3. Indicator function
Let  be a bounded convex domain that contains NG. We assume that the boundary S of 
is smooth, and that the radial component of magnetic induction Br can be observed on S. Let
r = {x| |x|¡r} such that r ⊂  and that the support of function J0 is included in r ∩ G. We
consider the solution W (x) of the following problem:
PW (x)= 0; x∈R3\ Nr;
W (x)= |x|Br(x); x∈ S;
W (x)→ 0; |x| → +∞:
(3.1)
The solution W (x) is unique [5,7] in C2(R3\ Nr) ∩ C(R3\r) and expressed as
W (x)= · g(x); g(x)= 0
4
∫
G
J0(x′)× x′
|x− x′| dG(x
′): (3.2)
In the following, we call W (x) the indicator function that is essential for our identi#cation method.
4. Identication of single dipole
We consider the identi#cation of J0 that is expressed by a single dipole. The source current
distribution is given by
J0(x)= (x− p)m; p∈G;
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where p and m(= 0) are the location and moment of dipole. From (2.2), the radial component of
magnetic induction is expressed by
Br(x)=− 04
m × p
|x− p|3 · er ; x ∈
NG:
If the dipole is located on the origin or m × p= 0, then the radial component Br(x) vanishes. We
assume that there exists a known constant Rm such as 0¡Rm¡ |p|¡R, and that m × p = 0. The
moment m is expressed as m=mr+mt , where mr ‖ p and mt ⊥ p. The radial component of magnetic
induction is written by
Br(x)=− 04
(mr +mt)× p
|x− p|3 · er =−
0
4
mt × p
|x− p|3 · er =−
0
4
a · er
|x− p|3 ;
where a:=m× p=mt × p. In the following, we consider the identi#cation of unknown parameters p
and a since mt =(p × a)=|p|2. It is impossible to identify mr from any component of the magnetic
induction outside of G [2].
Now we describe our identi#cation process for unknown parameters p and a using the indicator
function W (x) that is the solution of (3.1). Let r ¿ |p|, then W (x) is explicitly expressed by
W (x)=− 0
4
a · x
|x− p|3 ; x∈R
3\r: (4.1)
As #rst, we identify unit vectors ep:= p=|p| and ea:=a=|a|. Since W (x) satis#es (3.1), W (x) has
maximum and minimum values on Sr := @r . Let s= x · ep and t= x · ea. Since ep · ea=0,
W (x)=− 0
4
|a|t
{|p|2 − 2|p|s+ r2}3=2 ; s
2 + t26 r2
are obtained for x∈ Sr . By the straightforward computation, W (x) has the maximum and minimum
values only at x+ and x− such that
|W (x)|6W (x+)=−W (x−); x∈R3\r; x+; x− ∈ Sr; (4.2)
where
x+ = r(r)ep − r(1− 2(r))1=2ea;
x−= r(r)ep + r(1− 2(r))1=2ea;
(r)=− r
2 + |p|2
2|p|r +
{
(r2 + |p|2)2
4|p|2r2 + 3
}1=2
:
(4.3)
Using x+ and x−, unit vectors ep and ea are expressed by
ep=
x+ + x−
|x+ + x−| ; ea=
x− − x+
|x− − x+| : (4.4)
Next, we identify p:=|p| and a:=|a|. From (4.1),
W (x) · p=W (x) · x+ 2W (x): (4.5)
K. Yamatani et al. / Journal of Computational and Applied Mathematics 143 (2002) 189–200 193
At points x+ and x−,
|W (x+) · ep|= |W (x−) · ep|= 04
3ar2(1− 2(r))1=2((r)− p=r)
|x+ − p|5 :
By the straightforward calculation, 0¡p=r¡(r)¡ 1 holds. Thus W (x+) · ep and W (x−) · ep
do not vanish. It is obvious that x+ · ea and x− · ea do not vanish. From (4.5) and (4.1), p and a
are expressed by
p=
W (x+) · x+ + 2W (x+)
W (x+) · ep =
W (x−) · x− + 2W (x−)
W (x−) · ep ; (4.6)
a=− 4
0
|x+ − pep|3
x+ · ea W (x
+)=− 4
0
|x− − pep|3
x− · ea W (x
−): (4.7)
Hence we can identify unknown parameters p and a using x+ and x−.
5. Identication of dipoles
Suppose that the source current distribution J0 is given by a sum of unknown dipoles:
J0(x)=
N∑
i=1
(x− pi)mi; pi = pj (i = j);
where N is the number of dipoles, pi and mi (= 0) are the location and moment of the ith dipole. Let
pi:=|pi|, ai:=mi×pi, and ai:=|ai|. Without loss of generality, we assume R¿p1¿ · · ·¿pN ¿Rm¿0.
5.1. Case of p1¿p2
Let us consider asymptotic behavior of the maximum and minimum values of W (x) as r → p1.
On the sphere Sr (r ¿p1), W (x) is expressed by
W (x)=W1(x) +
∑
i =1
Wi(x);
where
Wi(x)=− 04
ai · x
|x− pi|3 ; i=1; 2; : : : ; N:
We give a bound of Wi(x) for i =1. Since |x − pi|¿ r − pi ¿p1 − p2 for i =1, the following
estimates hold:
|Wi(x)|6 0A4(p1 − p2)3 r; x∈ Sr; i =1;
where A:=maxi =1 ai.
Now, we show asymptotic behavior of W1(x). From the results in the previous section, W1(x) is
bounded by
|W1(x)|6W1(x+1 (r))=−W1(x−1 (r))=−
0
4
a1 · x+1 (r)
|x+1 (r)− p1|3
; x∈R3\r; x+1 (r); x−1 (r)∈ Sr:
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The equality holds only if x= x+1 (r); x
−
1 (r) that are
x+1 (r)= r1(r)ep1 − r(1− 21(r))1=2ea1;
x−1 (r)= r1(r)ep1 + r(1− 21(r))1=2ea1;
(5.1)
where ep1:=p1=p1, ea1:=a1=a1, and
1(r)=− r
2 + p21
2p1r
+
{
(r2 + p21)
2
4p21r2
+ 3
}1=2
:
From (5.1), a1 · x+1 (r) and |x+1 (r)− p1|3 are given by
a1 · x+1 (r)=− a1r(1 + 1(r))1=2(1− 1(r))1=2;
|x+1 (r)− p1|3 = {(r − p1)2 + 2rp1(1− 1(r))}3=2:
Since 1(r) satis#es that
1(p1)= 1;
d1
dr
(p1)= 0;
d21
dr2
(p1)=− 12p21
;
d31
dr3
(p1)=
3
2p31
;
the following estimates holds:
1− 1(r)= 14p21
(r − p1)2 + O(|r − p1|3):
Then we obtain
W1(x+1 (r)) =
0
4
·
a1√
2
· r
p1
(r − p1) + O(|r − p1|2)
(
1 +
r
2p1
)3=2
(r − p1)3 + O(|r − p1|4)
=
0
4
· a1r√
2p1
(
1 +
r
2p1
)3=2 · 1(r − p1)2 + O(|r − p1|
−1):
Let x+(r) be the point that gives the maximum value of W (x) on Sr . Since Wi(x) are bounded
for i =1 and W1(x+1 (r))→ +∞ as r → p1,
W (x+1 (r))→ +∞; W (x+(r))→ +∞ as r → p1:
Therefore, we approximate x+1 (r) by x
+(r) for r nearby p1. Similarly, we approximate x−1 (r) by
x−(r). Using these approximations, the identi#cation of p1 and a1 can be performed as shown in
the previous section.
5.2. Case of p := p1 =p2 = · · ·=pM ¿pM+1
For r ¿p, let Skr (k =1; 2; : : : ; M) be subsets of Sr de#ned by
Skr =
{
x∈ Sr | |x− pk |6 min
i6M;i =k
|x− pi|
}
: (5.2)
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On the surface Skr , W (x) is expressed by
W (x)=Wk(x) +
∑
i =k
Wi(x):
Since
|x− pi|¿min
{
min
16i6M;i =k
|pk − pi|=2; r − pM+1
}
¿min
{
min
16i6M;i =k
|pk − pi|=2; p− pM+1
}
¿ 0; i = k; x∈ Skr ;
the following estimates hold:
|Wi(x)|6 0Ak4!3k
r; i = k; x∈ Skr ;
where
Ak :=max
i =k
ai; !k =min
{
min
16i6M;i =k
|pk − pi|=2; p− pM+1
}
:
Let x+k (r) be the point that gives the maximum value of Wk(x) on S
k
r , and x
+; k(r) be the point that
gives the maximum value of W (x) on Skr . Using similar discussion as in Section 5.1, W (x
+
k (r))→
+∞ and W (x+; k(r)) → +∞ as r → p. Therefore, we approximate x+k (r) and x+; k(r), and x−k (r)
by x−; k(r). Then, the identi#cation of pk and ak can be performed.
5.3. De:ation of W (x)
Suppose that parameters pi and ai for i=1; 2; : : : ; ‘− 1 have been identi#ed, and we consider the
identi#cation of p‘ and a‘. Let the function W (‘)(x) be the solution of the following problem:
PW (‘)(x)= 0; x∈R3\ Nr;
W (‘)(x)=W (x)−
∑
i¡‘
Wi(x); x∈ S;
W (‘)(x)→ 0; |x| → +∞;
(5.3)
where ‘¿ 1 and r ¿p‘. Note that W (1)(x)=W (x)= |x|Br(x) on S. Then we have the following
expression of W (‘)(x):
W (‘)(x)=W‘(x) +
∑
i¿‘
Wi(x):
For the case of p‘¿p‘+1, the following estimates hold:
|Wi(x)|6 0A‘4(p‘ − p‘+1)3 r; i¿‘; x∈ Sr;
where A‘:=maxi¿‘ ai. Let x+‘ (r) be the point that gives the maximum value of W‘(x) on Sr , and
x(‘)+(r) be the point that gives the maximum value of W (‘)(x) on Sr . Using similar discussion as in
Section 5.1, W (‘)(x+‘ (r))→ +∞ and W (‘)(x(‘)+(r))→ +∞ as r → p‘. Therefore we approximate
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x+‘ (r) by x
(‘)+(r), and x−‘ (r) by x
(‘)−(r). Then, the identi#cation of p‘ and a‘ can be performed.
For the case of p‘=p‘+1, the identi#cation is performed in the same way as in Section 5.2 using
W (‘)(x) instead of W (x).
6. Algorithm
We describe our algorithm for the identi#cation of unknown parameters p‘ and a‘=m‘× p‘; ‘=
1; 2; : : : ; N , from observations of Br(x) on S. Note that the number of dipoles N is also unknown.
Our algorithm is based on the discussion in Section 5. In the case where the radius r of Sr is far from
p‘, it is not known whether W‘(x) is dominant in W (‘)(x). Hence, we have to compute W (‘)(x)
on Sr for monotone decreasing series of r. In the following, W˜
(‘)
(x) shows numerical solution of
(5.3), and p˜‘; p˜‘; a˜‘ are numerical values of p‘; p‘; a‘, respectively.
Algorithm.
Step 1: Input observations of Br(x). Set #0 and $, and initialize ‘=1.
Step 2: Initialize g= gM and r= r0, where gM is a suOciently large constant and r0 (¿R) is a
given constant. Compute numerical solution W˜
(‘)
(x) of (5.3) on Sr .
Step 3: Find x˜(‘)+(r) that gives the maximum value of W˜
(‘)
(x) on Sr . Find x˜(‘)−(r) that is the
nearest point to x˜(‘)+(r) in the set {x∈ Sr|W˜ (‘)(x) is minimal}.
Step 4: Let #˜
(‘)
(r)=Cos−1
x˜(‘)+(r) · x˜(‘)−(r)
r2
. If #˜
(‘)
(r)¡#0, then go to Step 9.
Step 5: Calculate p˜‘ by using x˜
(‘)+(r) and x˜(‘)−(r). If p˜‘6Rm or p˜‘¿min(r; R), then stop.
Step 6: Let &(r)=
∣∣∣∣∣
Cos−1(2˜2‘(r)− 1)
#˜
(‘)
(r)
− 1
∣∣∣∣∣, where ˜‘(r)=−
r2 + p˜2‘
2p˜‘r
+
{
(r2 + p˜2‘)
2
4p˜2‘r2
+ 3
}1=2
.
Step 7: If &(r)¡g, then g← &(r) and compute p˜‘ and a˜‘ by using x˜(‘)+(r) and x˜(‘)−(r).
Step 8: Update r ← cr, where c (¡ 1) is a given positive constant. If r6Rm, then stop. Else,
compute W˜
(‘)
(x) on Sr , and go to Step 3.
Step 9: If r= r0, then stop. Else W˜
(‘+1)
(x)=W (x) − ∑i6‘ W˜ i(x) on S, where
W˜ i(x)=− 04
a˜i · x
|x− p˜i|3
.
Step 10: If ‖W˜ (‘+1)‖=‖W‖¡$, then stop. Else ‘← ‘ + 1, and go to Step 2.
In Steps 1 and 4, the angle #0 denotes the resolution which depends on the arrangement of observa-
tion points. Since x+‘ (r) and x
−
‘ (r) are expressed similar to (5.1), we have x
+
‘ (r) ·x−‘ (r)= (22‘(r)−
1)r2. Thus, the function &(r) is an approximation of∣∣∣∣ Cos
−1[(x+‘ (r) · x−‘ (r))=r2]
Cos−1[(x(‘)+(r) · x(‘)−(r))=r2] − 1
∣∣∣∣ :
In the neighborhood of x(‘)+(r); W‘(x) is dominant in W (‘)(x) as r → p‘. Hence &(r) becomes
small as r → p‘.
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Since we approximate x+‘ (r) and x
−
‘ (r) and x˜
(‘)+(r) and x˜(‘)−(r); W˜ (‘)(x) do not vanish for
‘¿N . Therefore, we add the stopping criterion using ‖W˜ (‘+1)‖ in Step 10, where ‖ · ‖ denotes the
L2-norm on S.
7. Numerical examples
Let us consider the case that the conductor G= {x | |x|¡R=0:08} and the permeability (x) ≡
4 × 10−7 in R3. The radial component of the magnetic induction Br(x) is observed the spherical
surface S = {x | |x|=0:1}. The arrangement of observation points is approximately uniform, and ob-
servation data are generated analytically using (2.2). We apply the charge simulation method [10] to
obtain numerical values of the indicator function W (‘)(x) and its gradient PW (‘)(x). For the param-
eters pi and mi, we consider the case that each mi has only orthogonal component to pi since it is
impossible to identify the parallel component. In this section, Rm=0:01; r0 = 0:1; c=0:99; #0 = 0:3,
and $=0:01. We express locations and moments of dipoles as
pi =(pi sin #i cos)i; pi sin #i sin)i; pi cos #i);
mi =(mi sin *i cos +i; mi sin *i sin +i; mi cos *i); i=1; 2; 3:
First, our algorithm is applied for well separated three dipoles such as
Case 1:
p1 = 0:07; #1 = =6; )1 = 0; m1 = 0:1; *1 = 2=3; +1 = 0;
p2 = 0:06; #2 = =2; )2 = 3=4; m2 = 0:025; *2 = ; +2 = 3=4;
p3 = 0:04; #3 = 3=4; )3 = 5=3; m3 = 0:05; *3 = 3=4; +3 = 2=3
and the case p1 =p2 such as
Case 2:
p1 = 0:06; #1 = =6; )1 = 0; m1 = 0:1; *1 = 2=3; +1 = 0;
p2 = 0:06; #2 = =2; )2 = 3=4; m2 = 0:1; *2 = ; +2 = 3=4;
p3 = 0:04; #3 = 3=4; )3 = 5=3; m3 = 0:1; *3 = 3=4; +3 = 2=3
Table 1 shows the identi#cation results of Case 1 for the number of observation points L=248; 510,
and 998, and Table 2 shows that of Case 2 for L=248. In the following tables, dotted lines show
ghost dipoles. For Case 1, each estimation time on personal computer (pentiumIII, 700 MHz) is 30,
37, and 65 s for L=248, 510, and 998, respectively. In Steps 2 and 8 of algorithm, we need the LU
decomposition of L×L matrix that depends only on the arrangement of observation points. This LU
decomposition has been calculated before the execution of our algorithm. In Tables 1 and 2, |m˜‘|
for ghost dipoles are relatively small compared with |m˜‘| for actual dipoles. Also values of &(r) for
ghost dipoles are relatively large. These results suggest that we may distinguish actual dipoles from
ghost dipoles using |m˜‘| and &(r).
Secondly, we consider the 2-dipole case with varying distances:
Case 3:
p1 = 0:07; #1 = =4; )1 = 0; m1 = 0:1; *1 = 3=4; +1 = 0;
p2 = 0:065; #2 = =4; )2 =); m2 = 0:1; *2 = =2; +2 = 2=3:
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Table 1
Identi#cation results for Case 1
L ‘ i |p˜‘ − pi| |m˜‘ −mi| |m˜‘| &(r) ‖W˜
(‘+1)‖=‖W‖
248 1 1 0.00105 0.00571 0.10553 0.06736 0.19465
2 2 0.00125 0.00252 0.02248 0.00787 0.16807
3 3 0.00128 0.00347 0.04655 0.00113 0.03830
4 · · · · · · · · · 0.00223 0.15570 0.03244
5 · · · · · · · · · 0.00226 0.07600 0.02251
6 · · · · · · · · · 0.00052 0.09912 0.02012
7 · · · · · · · · · 0.00101 0.00324 0.01290
510 1 1 0.00038 0.00278 0.09729 0.00605 0.18837
2 2 0.00179 0.00404 0.02096 0.02502 0.17182
3 3 0.00037 0.00105 0.04901 0.00564 0.02056
4 · · · · · · · · · 0.00320 0.24887 0.01591
5 · · · · · · · · · 0.00099 0.07153 0.01089
6 · · · · · · · · · 0.00123 0.00144 0.00771
998 1 1 0.00036 0.00342 0.09660 0.00006 0.18905
2 2 0.00059 0.00195 0.02305 0.00212 0.17934
3 3 0.00010 0.00052 0.04960 0.00188 0.02097
4 · · · · · · · · · 0.00119 0.04250 0.01539
5 · · · · · · · · · 0.00127 0.00036 0.00970
Table 2
Identi#cation results for Case 2
L ‘ i |p˜‘ − pi| |m˜‘ −mi| |m˜‘| &(r) ‖W˜
(‘+1)‖=‖W‖
248 1 2 0.00153 0.01301 0.08704 0.01462 0.96177
2 1 0.00031 0.00421 0.10131 0.00166 0.38152
3 3 0.00154 0.00948 0.09062 0.00125 0.07472
4 · · · · · · · · · 0.01044 0.25841 0.03259
5 · · · · · · · · · 0.00361 0.05270 0.02099
6 · · · · · · · · · 0.00094 0.10663 0.01733
7 · · · · · · · · · 0.00059 0.21140 0.01510
The parameter ) is given by =2; =4, and =6, and then the distance between p1 and p2 is about
0.068, 0.037, and 0.025, respectively. We apply the method for the cases L=998; 510, and 248.
Table 3 shows the results for Ep=max(|p˜1 − p1|; |p˜2 − p2|), and for the ratios ! of the largest
magnitude of ghost dipole moments and the smallest magnitude of actual dipole moments. The
identi#cation results become worse as ) is smaller and=or L is smaller. Also from the results for
!, it becomes diOcult to distinguish actual dipoles from ghost dipoles as ) is smaller and=or L is
smaller.
Finally, a noisy observation case is considered for Case 1 with L=248. We add ±5% uniform
random noise to each observation data and use the average for #ve sets of such observations.
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Table 3
Maximum identi#cation errors Ep and ratios !
Ep !
L =2 =4 =6 =2 =4 =6
998 0.00034 0.00193 0.00537 0.03512 0.15654 0.15965
510 0.00098 0.00423 0.00707 0.07186 0.20011 0.24366
248 0.00124 0.02176 0.01936 0.12998 0.67624 0.51471
Table 4
Identi#cation results for noisy case
L ‘ i |p˜‘ − pi| |m˜‘ −mi| |m˜‘| &(r) ‖W˜
(‘+1)‖=‖W‖
248 1 1 0.00101 0.00685 0.10580 0.06708 0.20746
2 2 0.00148 0.00249 0.02251 0.00366 0.18751
3 3 0.00318 0.00640 0.04437 0.07922 0.05081
Table 4 shows the identi#cation results. Note that no ghost dipole has been found. Identi#cation
errors are larger than the errors in Case 1. However, these results show that our algorithm is
applicable to noisy observation cases.
8. Conclusions
This paper has discussed an identi#cation problem of electric source current distribution in a
spherically symmetric conductor. The source current distribution is expressed by the electric current
dipole model, and the number of dipoles, locations, and moments are unknown. We propose a
numerical method to identify these unknown parameters from the radial component of the magnetic
induction observed outside of the conductor. Our idea is to probe dipoles in the conductor using the
indicator function.
We show some numerical examples for several dipoles located in a spherically symmetric con-
ductor. The results contain some ghost dipoles in addition to actual dipoles. These ghost dipoles
are caused by errors in the computation of indicator function. However, we may distinguish actual
dipoles from ghost dipoles.
The key point of our approach is to #nd the maximum and minimum points of the indicator
function. The maximum and minimum values have the asymptotic property as shown in Section 5.1,
and this property leads the robustness of our method. Finally, we conclude that our algorithm is
e4ective for the identi#cation of electric current dipoles in a spherically symmetric conductor.
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