Abstract-The Scatter Search (SS) is a deterministic strategy that has been applied successfully to some combinatorial and continuous optimization problems. Cuckoo Search (CS) is heuristic search algorithm which is inspired by the reproduction strategy of cuckoos. This paper presents enhanced scatter search algorithm using CS algorithm. The improvement provides Scatter Search with random exploration for search space of problem and more of diversity and intensification for promising solutions. The original and improved Scatter Search has been tested on Traveling Salesman Problem. A computational experiment with benchmark instances is reported. The results demonstrate that the improved Scatter Search algorithms produce better performance than original Scatter Search algorithm. The improvement in the value of average fitness is 23.2% comparing with original SS. The developed algorithm has been compared with other algorithms for the same problem, and the result was competitive with some algorithm and insufficient with another.
INTRODUCTION
There are several heuristic and metaheuristic algorithms have been used to solve a wide range of NP-hard problems. A large number of real-life optimization problems in science, engineering, economics, and business are complex and difficult to solve. They can't be solved in an exact manner within a reasonable amount of time [1] .
Real-life optimization problems have two main characteristics, which make them difficult: they are usually large, and they are not pure, i.e.; they involve a heterogeneous set of side constraints [2] . Metaheuristic techniques are the basic alternative solution for this class of problems. Recently, many researchers have focused their attention on a metaheuristics. A metaheuristic is a set of algorithmic concepts that can be used to define heuristic methods applicable to a wide set of different problems. The use of metaheuristics has significantly increased the ability of finding solutions practically relevant combinatorial optimization problems in a reasonable time [3] . Prominent examples of metaheuristics are Evolutionary Algorithms, Simulated Annealing, Tabu Search, Scatter Search, Variable Neighborhood Search, Memetic Algorithms, Ant Colony Optimization, Cuckoo Search, and others. Which successfully solved problems include scheduling, timetabling, network design, transportation and distribution problems, vehicle routing, the traveling salesman problem and others [4] .
II. BACKGROUND
There is several literature surveys applied to improve or hybridization of Scatter Search algorithm. Ali M. et al [5] presented improved SS using Bees Algorithm. The improvement provides SS with random exploration for search space of problem and more of intensification for promising solutions. The experimental results prove that the improved SS algorithm is better than original SS algorithm in reaching to nearest optimal solutions. Juan José et al [6] presented development for multiple object visual trackers based on the Scatter Search Particle Filter (SSPF) algorithm. It has been effectively applied to real-time hands and face tracking. Jose A. et al [7] presented the SSKm algorithm proposed methodology for global optimization of computationally expensive problems. Saber et al [8] presented hybrid genetic Scatter Search algorithm that replaced two steps in Scatter Search (combination and improvement) with two steps in genetic (crossover and mutation). This algorithm leads to increase the efficiency and exploration of the solution process. T. Sari et al [9] evaluate Scatter Search and genetic algorithm. Resource constrained project scheduling problem which is an NP-hard problem is solved with two algorithms. They conclude that genetic algorithm outperformed Scatter Search. Tao Zhang et al [10] presented development of new Scatter Search approach for the stochastic travel-time vehicle routing problem with simultaneous pick-ups and deliveries by incorporating a new chance-constrained programming method. A generic genetic algorithm approach is also developed and used as a reference for performance comparison. The evaluation shows the performance characteristics and computational results of the SS solutions are superior to the GA solutions. Oscar Ibáñez et al [11] parented a new skull-face overlay method based on the Scatter Search algorithm. This approach achieves faster and more robust solutions. The performance compared to the current best performing approach in the field of automatic skull-face overlay. The presented approach has shown an accurate and robust performance when solving the latter six face-skull overlay problem instances. Ying Xu and Rong Qu [12] presented a hybrid Scatter Search meta-heuristic to solve delay-constrained multicast routing problems, this approach intensify the search using tabu and variable neighborhood search then is efficient in solving the problem in comparison with other algorithms which is descent the search. Jue Wang et al [13] proposed novel approach to feature selection based on rough set using Scatter Search to improve cash flow and credit collections. The conditional entropy is regarded as the heuristic to search the optimal solutions. The experimental result has a superior performance in saving the computational costs and improving classification accuracy compared with the base classification methods.
Regarding the previous works discussed above, This paper presents new improvement to the Scatter Search algorithm using CS which is one of the several swarm intelligence methods that was proposed to solve Combinatorial Optimization problems.
The contribution is that the improved Scatter Search with CS reaching to the nearest optimal solutions than original Scatter Search.
The Scatter Search algorithm is proven successful in travelling salesman problem [14] . The Traveling Salesman Problem (TSP) is a classical NP-hard combinatorial problem. Let given a graph G = (N, E), where N = {1, ..., n} is the set of nodes and E = {1, ..., m} is the set of edges of G, which represent the costs. The c ij , associated with each edge linking vertices, i and j. The problem consists in finding the minimal total length Hamiltonian cycle of G. The length is calculated by the summation of the costs of the edges in a cycle. If for all pairs of nodes {i,j}, the cost's c ij and c ji are equal, then the problem is said to be symmetric, otherwise it is said to be asymmetric. It represents an important test ground for many evolution algorithms [1] .
The rest of the paper is organized as follows. Scatter Search Technique is described in Section 3. Section 5 presents brief description for CS Algorithm. The first enhanced SS is proposed in Section 6. Section 7 includes the second enhanced SS. In section 8. The experimental results are presented. Finally, some concluding remarks are presented in Section 9.
III. SCATTER SEARCH TECHNIQUE
Scatter Search (SS) algorithm is one of the populationbased Metaheuristics. It works on a population of solutions, which are stored as a set of solutions called the Reference Set. The solutions to this set are combined in order to obtain new ones, trying to generate each time better solutions. According to quality and diversity criteria, Fig. 1 illustrates the basic SS algorithm [1, 15] .
The design of a SS algorithm is generally based on the following five steps [15, 16] :
 A Diversification Generation Method to generate a population (Pop) of diverse trial solutions within the search space.  An Improvement Method to transform a trial solution into one or more enhanced trial solutions.  A Reference Set Update Method to build and maintain a Reference Set. The objective is to ensure diversity while keeping high-quality solutions. For instance, one can select RefSet 1 solutions with the best objective function and then adding RefSet 2 solutions with the optimal diversity solutions (RefSet = RefSet 1 + RefSet 2 ).  A Subset Generation Method to operate on the reference set, to produce several subsets of its solutions as a basis for creating combined solutions.  A Solution Combination Method to transform a given subset of solutions produced by the Subset Generation Method into one or more combined solution vectors.
After generating the new solutions which are generated from Solution Combination Method, these solutions will be improved by Improvement Method, and this solution will become a member of the reference set if one of the following rules is satisfied [15] :
Basic Scatter Search Algorithm
1)
The new solution has a better objective function value than the solution with the worst objective value in RefSet 1 .
2)
The new solution has a better diversity value than the solution with the worst diversity value in RefSet2. The search is continued while RefSet is changed. If no change in RefSet, the algorithm will check if the number of iteration (itr) reach the max iteration (MaxItr) that detected by the user, then the algorithm will display the good solution(s) reached, else, the new population will be generated, and RefSet1 will be added to the start of this population.
IV. CUCKOO SEARCH ALGORITHM
CS is a heuristic search algorithm which has been proposed recently by Yang and Deb [17] . The algorithm is inspired by the reproduction strategy of cuckoos. At the most basic level, cuckoos lay their eggs in the nests of other host birds, which may be of different species. The host bird may discover that the eggs are not its own and either destroy the egg or abandon the nest all together. This has resulted in the evolution of cuckoo eggs which mimic the eggs of local host birds. To apply this as an optimization tool, Yang and Deb used three ideal rules [17, 18] Levy flight is performed
(1) where α > 0 is the step size which should be related to the scales of the problem of interests. In most cases, we can use α = 1. The product  means entry-wise walk while multiplications. Levy flights essentially provide a random walk while their random steps are drawn from a Levy Distribution for large steps
this has an infinite variance with an infinite mean. Here the consecutive jumps/steps of a cuckoo essentially form a random walk process which obeys a power-law step-length distribution with a heavy tail. In addition, a fraction pa of the worst nests can be abandoned so that new nests can be built at new locations by random walks and mixing. The mixing of the eggs/solutions can be performed by random permutation according to the similarity/difference to the host eggs.
V. THE PROPOSED SCATTER CUCKOO SEARCH
The improvement to SS algorithm was accomplished by using nature inspired swarm intelligent algorithm, which is Cuckoo Search. Cuckoo search algorithm has proven its ability in solving some combinatorial problems and finding the nearest global optimum solution in reasonable time and good performance. Because the SS algorithm is composed of several steps, there will be several places to improve the SS algorithm. However, by the applied experiments, Subset Generation Method, Improvement Method and Reference Set Update Method are the most effective steps in improving the SS algorithm.
When we try to improve the SS algorithm, the time is the big problem that is found in the Improvement Method. Where the Improvement Method is applying on all populations rather than to each new solution produced from Combination Method, so this will take a large amount of time, this will affect the SS algorithm as one of the metaheuristic algorithms that the main goal of it in solving the problems is to find the optimal solution in reasonable time.
However, when trying to improve the SS algorithm in Reference Set Update Method in SS algorithm, the results were good and in reasonable time. The steps of CS will take its solutions from steps in SS, which is Reference Set Update Method and explore more of solutions and retrieve the best solutions reached to complete SS steps. See Fig. 3 , which is show the improved SS algorithm using CS.
In Reference Set Update Method, RefSet 1 of b 1 of the best solutions and RefSet 2 of b 2 of diversity of solutions will be chosen. RefSet 1 will enter to the new steps that added from CS to SS. The new steps provide a more diversity to the RefSet 1 which is benefit from the neighborhood search in the cuckoo search steps. Also the updated RefSet will contain more enhanced solutions than the old because the substitution operator forms the cuckoo solutions. www.ijarai.thesai.org 
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VI. EXPERIMENTAL RESULTS
TSP is one of the main combinatorial problems that used as test ground for most search techniques. We apply original SS and enhanced SS algorithms to symmetric TSP as a tool to measure the performance of the proposed enhanced SS. SS and its improvement algorithms were implemented in Microsoft Visual C# 2005 Express Edition and run on a computer whose processor is Intel Core2 Duo T657064 2.0 GHz, with 2 GB main memory, 200 GB hard disk. The algorithms were applied to symmetric instances of the benchmark TSPLIB [20] with sizes ranging over from 26 to 1379. The stop criteria are chosen as follows: A first experiment compared SS with it improvements. Twenty five independent runs of each algorithm were performed. The results are shown in Table I . To see clearly the difference between SS and its improvement see Fig. 4 . Computational experiments illustrate the differences between SS algorithm, and the improved SS algorithm. The Nearest Optimal Solution (NOPT) for improved SS has been indicated in Table II with bold font. The difference is increased whenever the size of instance is increased.
Averages of fitness f(x) required to reach the nearest optimal solutions that output from original SS, and its improvement have been computed. In all instances, the 2 Improved SS obtained better results than original SS with little difference in time, averages of elapsed time and difference of the ratio between the averages of time required to reach optimal solution in improved SS and SS is 0.33 second.
The ratio of difference was computed as follows (Averages of Elapsed Time (sec) for improved SS -Averages of Elapsed Time (sec) for SS). 
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Averages Of SS Average of improved SS-CS www.ijarai.thesai.org Table III shows the averages of elapsed time for SS and Improved SS algorithms for the instances in Table I . The results of improved SS will be the best because the added steps from CS in different steps of SS provided a good diversity & intensification for the new and ratio of getting NOPT solutions will be increased. The ratio of getting NOPT solution will be increased respectively with increasing the size of RefSet 1 .
In the second computational experiment we use the same parameters in first computational experiments except for the |RefSet 1 | =b 1 =20 where |RefSet|=|RefSet 1 |+|RefSet 2 |=30.
We compute the averages of fitness and elapsed time with ten runs for the same instances in Table I . The results of the second experiments are illustrated in Table IV . When we increase the value of RefSet 1 to 20, we found the results for SS and improved SS are better than the results in Table I . To see clearly the difference between SS and its improvement with RefSet 1 =20 see Fig. 5 . Difference between SS and proposed SS-CS with RefSet1=20
In spite of the results are better with RefSet1=20, there is a still difference in time. This difference is caused by the new size of RefSet 1 which increase the exploration and intensification for new solutions. 
Instances
NOPT in SS NOPT in Proposed SS-CS
In the second experiments, for instances with large size such as Lin318, Pr299, Pr439, Pr1002 and A280 we noticed that the average of elapsed time with improved SS is larger than original SS with approximately 1 second only . This case can lead us to the fact that improved SS with large instances can reach to the best NOPT solution with a very reasonable time than original SS.
In general, comparing the time with the NOPT solutions isn't important for those who are looking for NOPT solutions, and they aren't cared about the time. In third experiment we compare the NOPTs of improved SS in Table VII and VIII with results obtained by other algorithms. We compute the average deviation for the output solutions SD = 100(NOPT -opt) / opt, where NOPT is the Nearest Optimal Solution output from Improved SS and the opt is the optimal solution taken from TSPLIB [20] . Table VII shows how the results of improved SS-CS are better than some results such as in [19] and [21] . Also Table www.ijarai.thesai.org VIII shows how the improved SS-CS results are far from other results of other algorithms such as [22] and [23] .
VII. CONCLUSIONS
This paper presented improved SS algorithms. The improvement provides SS with random exploration for search space of problem and more of diversity and intensification for promising solutions based on the Cuckoo search algorithm. From experimental results, the average of fitness value for improved SS algorithms are better than original SS algorithm, the improvement in the value of average fitness is 23.2% comparing with original SS. From experimental results, the 2improved SS algorithms are better than original SS algorithm in reaching to nearest optimal solutions.
The elapsed time for the improved SS is larger than the elapsed time for original SS in a reasonable value. The difference in elapsed time to reach Nearest Optimal Solution isn't a problem for those whose look for optimal solutions, and they aren't cared about the time. In general, the ratio of difference isn't very large. Also, the optimal solution of the improved SS is better than some algorithms but is far away from some others.
For future work, the improved SS algorithm for TSP give an enhanced results comparing with the original SS but not good results comparing with most dependent algorithms, so it is reasonable to improve the SS & other improved SS with a mix techniques based on more than one improved steps to obtain the good results.
