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: $j$ $j$ $j$
1
1 :
$\mathrm{d}X_{t}^{\epsilon}$ $=\mu(\lambda_{t}^{r\epsilon},u)\mathrm{d}t+\epsilon\sigma(.X_{t}^{\epsilon})\mathrm{d}W_{t}$ , $X_{0}^{\epsilon}=x_{0}$ , $t\in[0, T]$ , (1)
$W=\{W_{t}\}$ 1 , $u=(u^{1}, \cdots, u^{m})\in U\subset$
, $\epsilon\in[0,1]\}$ , $\mathit{1}(\cdot, \cdot):\mathrm{R}\mathrm{x}\mathfrak{k}’.arrow \mathrm{R}$
$\sigma(\cdot)$ : $\mathrm{R}arrow \mathrm{R}$ . $x_{0}l\mathrm{h}u$
. $T$ . $\wedge\lambda_{t}^{r\mathrm{c}}$ $\epsilon=0$ . (1)
.
$X=\{-\backslash _{t}’\vee|t\in[0, T]\}$ $u$ . , $\epsilon$ $X$
1 , . $\epsilonarrow 0$ ,
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2 . 2 , 1
$(\mathrm{R}\mathrm{a}\mathrm{o} 1962)$ . , 2
. Taniguchi&Watanabe (1994)
. , ( )








$C\tau$ $[0, T]$ , $\mathrm{P}_{u}^{\epsilon}$ (1) $X^{\epsilon}$ $C\tau$
. $\mathrm{E}_{u}^{\epsilon}[]$ $\mathrm{E}_{u}[\cdot]$ $\mathrm{P}_{u}^{\epsilon}$ .
$\frac{\mathrm{d}\mathrm{P}_{u}^{\epsilon}}{\mathrm{d}\mathrm{P}_{u_{0}}^{\epsilon}}(X)$ $=$ $\frac{\exp(\ell_{\epsilon}(X,u))}{\exp(p_{\epsilon}(-\mathrm{Y},u_{0}))}$ , for $X\in C\tau$ and $u\in U$,
. , $u_{0}\in U$ , $l_{\epsilon}’$
$\ell_{\epsilon}=\ell_{\epsilon}(X, u)$ $=$ $\frac{1}{\epsilon^{2}}\int_{0}^{T}\frac{\mu(X_{t},u)}{\sigma^{2}(X_{t})}\mathrm{d}X_{t}-\frac{1}{2\epsilon^{2}}\int_{0}^{T}\frac{\mu^{2}(\lambda_{t}’,u)}{\sigma^{2}(\lambda_{t}’)}\mathrm{d}t$. (2)
. $\int\{\cdot\}\mathrm{d}\lambda_{t}’$ Riemann-Stieltjes (Kutoyants
1994). $\ell_{\epsilon}$ . $\mathcal{P}--\mathcal{P}^{\epsilon}=\{\ell_{\epsilon}(\cdot, u)|u\in$
$U\}$ .
Amari (1985) . $\mathcal{P}$ $u=$
$(u^{a})\in U$ . $\mathcal{P}$ $u\in II$
$\mathcal{T}_{u}=\mathrm{s}\mathrm{p}\mathrm{a}\mathrm{n}\{’\partial_{a}\ell_{\epsilon}(\cdot, u)|a=1, \cdots, n\iota\}$ , $\partial_{a}=\partial/\partial u^{a},$ $a=1,$ $\cdots,$ $m$
. $T_{u}$ $\mathrm{E}_{u}[A(X)B(X)]$ for $A(X),$ $B(X)\in \mathcal{T}_{1l}$ . $\mathcal{P}$ Fisher
$g_{ab},$ $\mathrm{e}$- $(\mathrm{e}=\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{o}\mathrm{n}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l})\Gamma ab_{\mathrm{C}’}\mathrm{e}$ In- ( $\mathrm{m}=\mathrm{l}\mathrm{n}\mathrm{i}$xture) $\mathrm{m}\Gamma a.bc$







for $a,$ $b,$ $c\in\{1_{\backslash }\cdots$ , 77 . $\epsilon^{2}$
, $O(1)$ . ,
gbc $=\Gamma abc\mathrm{e}+\mathrm{m}\Gamma acb$ .
, $\{a, b, \cdots, f\}$ $\{a’, b’, \cdots, f’\}$ $u$ $i$
$\mathrm{f}g_{ab}$ . , Einstein ; $\phi^{a}\psi_{a}$ $\Sigma_{a=1}^{m}\phi^{a}\psi_{a}$
. $(g_{ab})=(g_{ab}^{\epsilon}.)$ $(g^{ab})=(g^{\epsilon ab})$ \equiv n- . $\Gamma_{ab^{\mathrm{C}}}:=\Gamma_{abd}g^{\mathrm{c}d}\mathrm{e}\mathrm{e}$




$F_{T}^{\epsilon}(X)$ $=F_{0}^{\epsilon}+ \int_{0}^{T}f_{0}^{\epsilon}(\wedge \mathrm{t}_{t}’)\mathrm{d}t+\int_{0}^{T}f_{1}^{\epsilon}(\lambda_{t}’)\mathrm{d}Wt$
, Yoshida (1992b) .
$F_{0}^{\epsilon}\in \mathrm{R}^{k}$ $f_{0}^{\epsilon}$ , $f_{1}^{\epsilon}$. $\mathrm{R}^{k}$- $(k\geq 1)$ . ,
.
, $x\in \mathrm{R}$ $t,$ $\in[0, T]$ $f(x, t)$ , $[f]_{t}^{\epsilon}$ $f(X_{t}^{\epsilon}, \epsilon)$
. , $\overline{\mu}_{a_{1}\cdots a_{k}}$. $\sigma^{-1}.\partial_{a_{1}}\cdots\partial_{a_{k}}\mu$ . $\mathrm{Y}=\{Y_{t}\}$
$\mathrm{d}\mathrm{Y}_{t}$ $=$ $[\partial_{x}\mu]_{t}^{0}1_{\acute{t}}\mathrm{d}t$ , $1_{0}.=1$ ,




$\ell_{\epsilon}(X^{\epsilon}, u)$ $= \epsilon^{-1}\int_{0}^{T}[\overline{\mu}_{a}]_{t}^{\epsilon}\mathrm{d}W_{t}$ ,
$\partial_{a}’\partial_{b}\ell_{\epsilon}(X^{\epsilon}, u)$ $=$ $- \epsilon^{-2}\int_{0}^{T}[\overline{\mu}_{a}\overline{\mu}_{b}]_{t}^{\epsilon}\mathrm{d}t+\epsilon^{-1}\int_{0}^{T}[\overline{\mu}_{ab}]_{t}^{\epsilon}\mathrm{d}W_{t}$,
\partial \partial b\partial cp.3 $(X^{\epsilon}, u)$ $=$ $-3 \epsilon^{-2}\int_{0}^{T}[\overline{\mu}_{\mathrm{t}^{ab}}\overline{\mu}_{c)}]_{t}^{\epsilon}\mathrm{d}t+\epsilon^{-1}\int_{0}^{T}[\overline{\mu}_{abc}]_{t}^{\epsilon}\mathrm{d}W_{t}$ ,








$D_{t}$ $=$ $\mathrm{Y}_{t}\int_{0}^{t}\mathrm{Y}_{s}^{-1}[\sigma]_{s}^{0}\mathrm{d}W_{\mathit{8}}$ ,
$E_{t}$ $=$ $\mathrm{Y}_{t}\int_{0}^{t}Y_{B}^{-1}([\partial_{x}^{2}.\mu]_{s}^{0}D_{s}^{2}\mathrm{d}s+2[\partial_{x}\sigma]_{\theta}^{0}D_{s}\mathrm{d}\mathrm{M}^{\gamma_{\mathrm{g}}})$ .
.
Gihman&Skorohod (1972, pp. 58-59) .
2.1 22 ,
.
2.1 1. Fisher :




2. e-, $\mathrm{m}$- :
$\Gamma_{abc}^{\epsilon}\mathrm{e}$
$=$ $B\text{ }bc-A_{abc}+\mathrm{o}(1)$ ,
$\mathrm{m}\Gamma_{abc}^{\epsilon}$
$=$ B $bc$ +Abc +A $ab+\mathrm{o}(1)$ ,
$A_{abc}= \int_{0}^{T}[\partial_{x}(\overline{\mu}_{a}\overline{l^{\iota_{b}}})]_{t}^{0}\mathrm{Y}_{t}(\int_{0}^{t}\mathrm{Y}_{s}^{-1}[\partial_{c}\mu]_{s}^{0}\mathrm{d}s)\mathrm{d}t$,
Bab $= \int_{0}^{T}[\overline{\mu}_{ab}\overline{\mu}_{c}]_{t}^{0}\mathrm{d}t$ .
2.1, 22 . Sei&Komaki (2003) .
, $\mathrm{e}$- Habcde :
Habcde $=\mathrm{E}[\hat{y}_{ab}\tilde{y}_{cd}]$ ,
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$[?n_{ab}]_{t}$ $=$ $[ \overline{\mu}_{ab}]_{t}^{0}-(\int_{t}^{T}[\partial_{x}(\overline{\mu}_{a}.\overline{l^{\mathrm{t}_{b}}})]_{s}^{0}\mathrm{Y}_{\mathrm{s}}\mathrm{d}s)\mathrm{Y}_{t}^{-1}[\sigma]_{t}^{0}$ .
2.1’ 2.2 . $\text{ }$
.
1. Ornstein-Uhlenbeck (O-U )
$\mathrm{d}_{\lrcorner}\mathrm{Y}_{t}$ $=$ $-u\lambda_{t}’\mathrm{d}t+\epsilon \mathrm{d}W_{t}$ , $t\in[0,1]$ , $X_{0}=1$ , (4)
. $u_{1}$ $u$ .
( $\epsilonarrow 0$ )
$g_{11}$ $=$ $(2u)^{-1}(1-\mathrm{e}^{-2u})$ ,
$\Gamma 111\mathrm{e}$
$=$ $(2\mathrm{t}\mathrm{t}^{2})^{-1}(1-(1+2u)\mathrm{e}^{-2u})$ ,
H1111e $=$ $(2(-1+\mathrm{e}^{2u})u^{3})^{-1}(1+\mathrm{e}^{-4u}-(2+4u^{2})\mathrm{e}^{-2\prime\prime}.)$ ,
$\gamma$ $=$ $((-1+\mathrm{e}^{2u})^{3}u)^{-1}(2((-1+\mathrm{e}^{2\cdot u})^{2}-4\mathrm{e}^{2u}u^{2}))$ ,
.
2. Ornstein-Uhlenbeck :
$\mathrm{d}X_{t}$ $=$ $(-u_{1}\lambda_{t}’+u_{2})\mathrm{d}t+\epsilon \mathrm{d}W_{t}$ , $t\in[0,1]$ , $X_{0}=0$ . (5)
Fisher $\epsilonarrow 0$
$g_{11}$ $=$ $(^{\underline{\gamma}}u_{1}^{3})^{-1}(.-3+2u_{1}-\mathrm{e}^{-\underline{?}u_{1}}.+4\mathrm{e}^{-u_{1}}.)u_{2}^{2}$ ,





$\mathrm{d}X_{t}$ $=$ $-\sin(X_{t}-u)\mathrm{d}t+\epsilon \mathrm{d}W_{t}$ , $t\in[0, T]$ , $X_{0}=0$ . (6)
. $\epsilon=0$ , (6)
$x_{t}$. .
$x_{t}$ $=$ $? \not\in+\arccos\{\frac{\mathrm{t}\mathrm{a}11\mathrm{h}(t)+\cos(x_{0}-l\iota)}{1+\mathrm{t}\mathrm{a}11\mathrm{h}(t)\cos(x_{0}-ll)},\}$ .
$\cos(x_{t}-u)$ $=$ $\frac{\tanh(t)+\cos(x_{0}-\mathrm{e}\iota)}{1+\tanh(t)\cos(x_{0}-u)}$ ,
$\sin(x_{t}-u)$ $=$ $\frac{\sin(x_{0}-u)}{[1+\tanh(t)\mathrm{c}.\mathrm{o}\mathrm{s}(x_{0}-u)]\cosh(t)}$ .
Fislier $\epsilonarrow 0$




, (1) $\phi^{p}(\cdot),$ $\nu_{p}(\cdot)$ for $p\in\{1, \cdots, K\}$
$\mu(x, u)$ $=$ $\phi^{p}(u)\nu_{p}(x):=\sum_{p=1}^{I\backslash ’}$ $(u)\nu_{p}(x)$ (7)
. .
$\{p, q\}$ $\phi,$ $\nu$ . (7) ,
$\ell_{\epsilon}(X,u)=$ $\epsilon^{-2}(\phi^{p}(u)\int_{0}^{T}\overline{l}\overline{J}_{P}\sigma^{-1}(.\mathrm{Y}_{t})\mathrm{d}\lambda_{t}’-\frac{1}{2}\phi^{p}\phi^{q}(u)\int_{0}^{T}\overline{\nu}_{p}\nu_{q}(X_{t})\mathrm{d}t)$ , (8)
. , $\overline{\nu}_{p}:=\nu_{p}\sigma^{-1}$ . $\mathcal{P}$ .
(envelope family) $\mathcal{E}=\{\ell_{\epsilon}(\cdot, \theta)\}$











3( : $T=1$ , : $T=2.7$ )
Figure 1: , . 2 $u_{2}$ 1 . :;
$T=1$ $T=2.7$ .
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. , $\theta\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\theta^{\ovalbox{\tt\small REJECT}}$ ) $N$ $(N\dashv K(K+3)),$ $s(X)\ovalbox{\tt\small REJECT}$ (si(X))
$\theta$ , $\Phi^{\xi}(\theta)$ , $\mathrm{O}$ ‘ $(\mathcal{E})$ $\Phi.(\cdot)$
, .
$s(X)$ $=$ $(( \int_{0}^{T}\overline{\nu}_{p}\sigma^{-1}(X_{t})\mathrm{d}_{d}\mathrm{Y}_{t})_{1\leq v\leq I\acute{\mathrm{t}}},$ $( \int_{0}^{T}\overline{\nu}_{p}\overline{\nu}_{q}(\lambda_{t}’)\mathrm{d}t)_{1\leq p\leq q\leq K})$ , (9)
$\Psi^{\epsilon}(\theta)$ $=$ $\epsilon^{2}\log \mathrm{E}_{0}^{\epsilon}[\exp(\epsilon^{-2}\theta^{i}s_{i}(X))]$ ,
$\mathrm{E}_{0}^{\epsilon}$
$X_{t}= \epsilon\int_{0}^{t}\sigma(\lrcorner \mathrm{Y}_{s})\mathrm{d}\mathrm{M}_{s}^{f}$ . ,
$\Theta(\mathcal{E})=\Theta^{\epsilon}(\mathcal{E})$ $=$ $\{\theta\in \mathrm{R}^{n}|\Psi^{\epsilon}(\theta)<\infty\}$ .
$\mathcal{P}$ $\mathcal{E}$ :
$\theta(u)$ $=$ $((\phi^{p}(u))_{1\leq p\leq K}, (-(1+\delta_{pq})^{-1}\phi^{p}(u)\phi^{q}(u))_{1\leq p\leq q\leq K})$,
$\delta_{pq}$ . , $\Theta(\mathcal{P})=\{\theta(u)|u\in U\}=\{\theta|p_{\epsilon}(\theta)\in$
$\mathcal{P}\}$ . envelope family K\"uchler and $\mathrm{S}\emptyset \mathrm{r}\mathrm{e}\mathrm{n}\mathrm{s}\mathrm{e}\mathrm{n}$
$(1996, 1997)$ .
, $\Psi^{\epsilon}$ $\Theta(\mathcal{P})$ $O(1)(\epsilonarrow 0)$ .
3.1 $C_{0}>0$ , $x\in \mathrm{R}$ $|\nu_{p}(x)|\leq C_{/}\mathrm{o}(1+|x|)$
$1/C0<|\sigma(x)|<C\prime 0$ . $u\in U$ ,
$\delta>0,$ $C>0$ , $\epsilon>0$ $||\theta-\theta(u)||\leq\delta\Rightarrow\Psi$ ‘ $(\theta)\leq C$,
.






$CJ1=4K^{2}C_{0}^{4}\delta$ , , $C>0$
$i$ $C_{1}>0$
$\mathrm{E}_{u}[\exp(C_{1}\epsilon^{-2}|\lambda_{t}’|^{2})]$ $<$ $\exp(C\epsilon^{-2})$ .
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$\mathrm{T}\xi_{)}\geq\prime \mathrm{L}\mathrm{i}])\mathrm{s}\mathrm{t}\mathrm{e}\mathrm{r}\ \gamma \mathrm{S}\mathrm{h}\mathrm{i}_{1}\cdot \mathrm{y}\mathrm{a}\mathrm{e}\mathrm{v}$ (2001) $a)\not\in\ovalbox{\tt\small REJECT} 4.7\sigma \mathit{2}_{\overline{\overline{\mathrm{n}}}}^{-}\mathrm{f}arrow \mathrm{H}\mathrm{f}\mathrm{l}[succeq]\Pi\overline{-}\ovalbox{\tt\small REJECT}[]\subset,$ $\#\mathrm{f}\mathrm{i}’ \mathrm{F}’\nearrow,\emptyset \mathrm{B}\mathrm{g}_{\grave{\prime}}\ovalbox{\tt\small REJECT}’\mathbb{H}4_{\mathrm{J}}^{\backslash }7j\mathrm{r}_{\yen}\pi$
$\mathrm{d}\lambda’t$ $=$ $C0X\mathrm{f}\mathrm{d}t$ $+\epsilon C_{0}\mathrm{d}Wt$ , $\lambda^{\prime’}0=x0$ ,
, . $\square$
$j,$ $k$ } . $\eta^{\epsilon}(\theta)$
:
$\eta_{i}^{\epsilon}(\theta)$ $=$ $\mathrm{E}_{\theta}^{\epsilon}[s_{i}(X)]=\partial_{j}\Psi^{\epsilon}(\theta)$,
$.\partial_{i}:=\partial/\partial\theta^{i}$ . $\eta_{i}^{\epsilon}(u)=\eta_{i}^{\epsilon}(\theta(u))$ . $S^{\epsilon}(\mathcal{P})=$
$\{\eta^{\epsilon}(u)|u\in U\}$ .




, $\mathcal{P}$ . 3.1
.
32 $\theta\in\Theta(\mathcal{P})$ . $\uparrow li$ , $g_{ij},\Gamma_{ijk-}^{1}\mathrm{n}$ $\mathrm{O}(1)$ .
, 3 .
[A1] $s_{i}$ .
$s_{j}(X)$ $=$ $\hat{\eta}_{j}+\epsilon^{2}\xi_{i}^{0}+\mathrm{o}(\epsilon^{2})$ ,
. $\xi_{i}^{0}$ , $\hat{\eta}_{i}$ $n$ $S(\mathcal{M})(\mathit{7}l\leq$
$N)$ . $gij$ $S(\mathcal{M})$ .
[A2] $\hat{\eta}_{i}$ :
$\tilde{\eta}.\cdot:=\epsilon^{-1}(\hat{\eta}_{i}-\eta_{j}^{0}(u))$ $arrow$ $N(0,g_{ij}.)$ .
[A3] $.n$ , $\Psi’(\theta(u))\}$ $\epsilon$ .
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Remark $\mathrm{L}$ $S(\mathcal{M})$ . $n<N$ , envelope
family $e$ Fisher . , $\theta\mapsto 7/^{0}(\theta)$
, .
Remark 2. [A3] , $\theta\in\Theta(\mathcal{E})$ \Phi \epsilon ( $\epsilon$.
, exponential dispersion model . ,
.
33 $\theta\in\Theta(\mathcal{P})$ . $\nu_{p}(\cdot)$ , $\phi^{p}\nu_{p}(xo)\neq 0,$ $\partial_{x}(\overline{l/}_{p}\overline{\nu}_{q})(\cdot)(p\leq q)$
. $[\mathrm{A}1]-[\mathrm{A}3]$ .
$S(\mathcal{M})$ $:=$ $\{(\eta_{p}(x),\eta_{pq})|x\in \mathrm{R}, (?\}_{\mathrm{P}q})\in \mathrm{R}^{N-K}\}$ , (10)
. $\eta_{p}(x):=f_{x_{0}}^{x}$. $\overline{\nu}_{p}(z)\mathrm{d}z,$ $n:=N-K+1$ . $|^{}.$ , $K\geq 2$
$n<N$ .
. $\square$
3( ). $\phi(u)=(\cos(u), \sin(u)),$ $\nu(x)=(-\sin(x), \mathrm{c}o\mathrm{s}(x))$ ,
$s_{1}(X)$ $=$ $- \int_{0}^{1}\sin(Xt)\mathrm{d}_{-}\lambda^{r}t=\cos(Xt)+(\epsilon^{2}/2)\int_{0}^{1}\cos(Xt)\mathrm{d}t$ ,
$s_{2}(X)$ $=$ $\int_{0}^{1}\cos(4\mathrm{X}’t)\mathrm{d}\lambda^{r}t=\sin(Xt)+(\epsilon^{2}/2)\int_{0}^{1}\sin(Xt)\subset 1t$ ,
$s_{11}(X)$ $=$ $\int_{0}^{1}\sin^{2}(.Xt)\mathrm{d}t$ ,
$s_{12}(\lambda’)$ $=$ $- \int_{0}^{1}\sin(X_{t})\cos(X_{t})\mathrm{d}t$
. $s_{22}(X)= \int_{0}^{1}\cos^{2}(\lambda_{t}’)\mathrm{d}t=1-s_{11}(X)$ .
$S(\mathcal{M})$ $=$ $\{(\eta_{1}, \eta_{2},\eta_{11}, \eta_{12})\in \mathrm{R}^{4}|(\eta_{1})^{2}+(\eta_{2})^{2}=1\}$




$\hat{u}_{\epsilon}^{a}$ $=$ $u_{\epsilon}^{a}(s)=u_{0}^{a}(s.)+\epsilon^{2}\overline{u}^{a}(s)+\mathrm{o}(\epsilon^{2})$ , for $s\in \mathrm{R}^{N}$ ,
$u_{0}$
$\overline{u}$





$\hat{u}_{\epsilon}^{a}$ $=$ $u_{0}^{a}(_{l}\hat{l})+\epsilon^{2}((\partial^{i}\iota\iota_{0}^{a})\xi_{i}^{0}+\overline{\iota\iota}^{a}.)+\mathrm{o}(\epsilon^{2})$ , ( )
. , $\partial^{i}:=\partial/\partial\eta_{i},\overline{\iota\iota}:=\overline{u}(\uparrow l^{0}(u))$ .
$A_{u}$
$A_{u}$ $=$ $\{\uparrow l\in S(\mathcal{M})|u_{0}(\eta)=u\}$ ,
. $S(\mathcal{M})$ (n.-m) . $u$ $A_{u}$
$\mathrm{c}’=(v^{m+1}, \cdots, v^{n})$ , $w=(u, v)$ . $u$) $\eta\in S(\mathcal{M})$ (
$\mathcal{P}$ ) , $w=w(\eta)$ , $\eta=rl(w)$
. $u\in U$ $\eta((u, 0))=\eta^{0}(n)$
. , $w$ $\hat{w}=(\hat{u},\hat{v})$ $\eta(\hat{w})=\hat{\eta}$ . $\hat{w}$
. $\hat{w}$ $u$- H , $u_{0}(\hat{\eta})$ .
$u$ $\{a, \cdots, f, a’, \cdots, f’\},$ $v$ $\{\kappa, \cdots, \nu, \kappa’, \cdots, \nu’\}$ ,
$w$ $\{\alpha, \beta, \cdots, \delta, \alpha’, \beta’, \cdots, \delta’\}$ . $S(\mathcal{M})$ $g_{\alpha\beta}$
$g\alpha\beta$ $=$
$(\partial_{\alpha}\theta^{i})g_{ij}(\partial_{\beta}\theta^{j})$
. , $\partial_{\kappa}.\theta^{i}$ , :
\kappa \eta j $=$ $(\partial_{\kappa}\theta^{i})g_{ij}$ . (12)
$g_{\alpha\beta}$ well-defined . , (12) $r_{\kappa}^{i}\in \mathrm{k}\mathrm{e}\mathrm{r}(g_{ij})$
$h^{\prime\theta^{i}}+r_{\kappa}^{i}$ . [A1] $(g_{\alpha\beta})$ . $(g_{\alpha\beta})$
$(g^{\alpha\beta})$ .
, $’\hat{u}_{\epsilon}$ 1 .
3.4 $[\mathrm{A}1]-[\mathrm{A}3]$ . ? $\hat{u}_{\epsilon}$
$\mathrm{E}[(\hat{u}_{\epsilon}^{a}-u^{a})(\hat{u}_{\epsilon}^{b}-u^{b})]$ $=$ $\epsilon^{2}g^{ab}+\mathrm{o}(\epsilon^{2})$ ,
. , $g^{\alpha\beta}$ $u$- . , $g^{ab}$
, $g_{a\kappa}=0$ at $\epsilon=0$ .
, $(g^{ab})$ $(g_{ab})$ .
. $w=(u, 0),\tilde{w}=\epsilon^{-1}(\hat{w}-w),\tilde{\eta}=\epsilon^{-1}(\hat{\eta}-7|)$ . $\thetarightarrow\eta$
$g_{\alpha\beta}$ $=$ ( $\alpha\theta^{i}$ ) $(\partial_{\beta}\theta^{j})g_{ij}$




. $\mathrm{E}[\mathrm{t}\ovalbox{\tt\small REJECT})\Sigma^{\delta}]\ovalbox{\tt\small REJECT} \mathrm{g}^{\gamma\delta}$ , ( Amari, 1985)
. $\ovalbox{\tt\small REJECT}$
Fisher , Fisher
, 1 , 1 .






. , $\partial_{\hslash}.\theta^{i}$ . ,
:
agI\eta ’ $=$ $\Gamma_{ub\gamma}+\Gamma_{a\gamma b}^{\mathrm{n}}\mathrm{e}\mathrm{I}$ .




35 $[\mathrm{A}1]-[\mathrm{A}3]$ . , 1 $\hat{u}_{\epsilon}$
$\hat{u}_{\epsilon}^{a}$ $=$ $u^{a}+ \epsilon^{2}g^{ab}\partial_{b}\ell_{\epsilon}(u)-\frac{\epsilon^{2}}{2}\Gamma_{\beta\gamma}^{a}\tilde{w}^{\beta}\hat{w}^{\gamma}+\epsilon^{2}(h^{aj}\xi_{i}^{0}+\overline{u}^{a})+\mathrm{o}_{\mathrm{P}}(\epsilon^{2})\mathrm{m}$ ,





$=$ $\epsilon^{-1}\partial_{a}\theta^{i}$ ($\eta_{i}^{0}(u)-\eta_{i}^{\epsilon}(u)+\epsilon(\partial_{\alpha}\eta_{i})\tilde{w}^{\alpha}+\frac{\epsilon^{2}}{2}$( $\beta\partial_{\mathit{7}}\eta_{i}$ ) $’\tilde{w}^{\gamma}$ ) $+\epsilon\partial_{a}\theta:\xi_{i}^{0}+\mathrm{o}(\epsilon)$.
[A3] $(\partial_{a}\theta:)\eta_{i}^{\epsilon}(u)$ $\epsilon$ . (11) .
, . ,
1 ,
2 , 2 , 2
. 2 Rao (1962), Efron (1975), Amari (1985)
.
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, $g_{ab}^{(2)}$ $g_{ab}^{\epsilon}$ 2 ( 2.1 ). , $\hat{u}_{\mathrm{c}}^{*}$ 2
$(\mathrm{H}_{A})^{2ab}\mathrm{m}=0$ at $\epsilon=0$ .
(i) 35 .
(ii) $\hat{u}_{\epsilon}^{*}$




$=$ $\epsilon^{2}g^{\epsilon ab}+\mathrm{E}_{u}[(\hat{u}_{\epsilon}^{*a}-u^{a}-g^{ac}\partial_{c}\ell_{\epsilon})(\hat{u}_{\epsilon}^{*b}-u^{b}-g^{bd}\partial_{d}\ell_{\epsilon})]$ ,
. w\tilde ( [A2])
$\mathrm{E}_{u}[\tilde{w}_{\alpha}\tilde{w}_{\beta’}\check{w}_{\gamma}\tilde{w}_{\delta}]$ $=g_{\alpha\beta}.q_{\gamma\delta}+g_{\alpha\gamma}g\beta s+g_{\alpha}sg\rho_{\gamma}+\mathrm{o}(1)$ ,
.
$\mathrm{E}_{u}[(\hat{u}_{\epsilon}^{*a}.-u^{a})(\hat{u}_{\epsilon}^{*b}-u^{b})]$ $=$ $\epsilon^{2}g^{\epsilon ab}+.\frac{\epsilon^{4}}{2}((\Gamma)^{2ab}+\underline{\cdot)}(\mathrm{H}p)^{2u.b}+(^{\mathrm{m}}\mathrm{H}_{A})^{2a.b})\mathrm{m}\mathrm{e}[perp]_{1}\mathrm{o}(\epsilon^{4})(^{-}1_{\overline{\mathrm{J}}\grave{)}}^{\ulcorner}$.
. (14) (15) . 3 $(\Gamma)^{2ab}\mathrm{n}\tau,$ $(\mathrm{H} p)^{2ab}$e, $(\mathrm{H}_{A})^{2ab}\mathrm{m}$
. $C^{2ab}$ 4 , $(^{\mathrm{m}}\mathrm{H}A)^{2ab}$
, $\hat{u}_{\epsilon}^{*a}$ 2 $(\mathrm{H}_{A})^{2ab}=0\mathrm{m}$ . $\square$
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3.1 $\hat{u}_{\epsilon}$ (MLE) . $\overline{\iota\iota}^{a}=0,$ $h^{ai}.=0,$ $\mathrm{H}^{\mathrm{n}}\kappa,\backslash a\mathrm{l}=0$ .
, MLE 2 .
MLE \mbox{\boldmath $\theta$}i(u^)(\eta ^i--\eta i\epsilon (t^l)) $=0$ . $(\partial_{a}.\theta^{i})\eta_{i}^{\epsilon}$ $\epsilon$
$\overline{u}^{a}=0$ . 2 $h^{ai}=0$ . 3






$\Delta g_{a.b}$ $=$ $\frac{1}{2}(2(\mathrm{H}_{\mathcal{P}})_{ab}^{2}+(\mathrm{H}_{A})_{ab}^{2})\mathrm{e}.\mathrm{m}+\mathrm{o}(\epsilon^{2})$ ,
. , $(\mathrm{H}_{P})_{ab}^{2}\mathrm{e}:=\mathrm{H}_{uc\kappa}.\mathrm{H}_{bd\lambda}g^{\mathrm{c}d}g^{\kappa\lambda}\mathrm{e}\mathrm{e},$ $(\mathrm{H}_{A})_{ab}^{2}\mathrm{m}:=\mathrm{H}_{\kappa\lambda a}\mathrm{H}_{\mu\nu b}g^{n\mu}g^{\lambda\nu}\mathrm{m}\mathrm{m}$ .
(Amari 1985) :
$\triangle g_{ab}$ $=$ $\mathrm{E}[\mathrm{C}\mathrm{o}\mathrm{v}[\partial_{a}\ell_{\epsilon}, \partial_{b}\ell_{\epsilon}|\hat{u}_{\epsilon}]]$.
35 . $\square$
3.1, 32 , $(g^{ab}(\mathrm{H}p)_{ab}^{2})\mathrm{e}$
.
1( ). $X$ (4) Ornstein-Ubleubeck . envelope
family
$\ell_{\epsilon}(X, \theta)$ $=$ $\frac{1}{\epsilon^{2}}(\theta_{1}(-\int_{0}^{1}\lambda_{t}’\mathrm{d}X_{t})+\theta_{2}(\int_{0}^{1}X_{t}^{2}\mathrm{d}t)-\Psi^{\epsilon}(\theta))$ ,
( $\theta_{1}=u,$ $\theta_{2}=-\mathrm{t}\downarrow^{2}/2$).
$\Psi^{\epsilon}(\theta)$ $=$ $\frac{(\theta_{1})^{2}-z^{2}}{2(z\coth z+\theta_{1})}-\frac{\epsilon^{2}}{2}\log(\cosh z+\frac{\theta_{1}\sinh z}{z})+\frac{c^{2}}{2}\theta_{1}$ ,
$z:=\sqrt{-2\theta_{2}}$, (See Kiichler&S\emptyset rensen, 1996). $\Psi$
$\Theta=$ { $( \theta_{1},\theta_{2})|\theta_{2}<\frac{\pi^{2}}{2}$ and $\theta_{1}+z\coth z>0$}.
. , $S(\mathcal{M})$ $\mathrm{R}^{2}$ , $n=N$ .
, $\theta_{1}(u)=u,$ $\theta_{2}(\uparrow\iota)=-u^{2}/2$ . $\Psi^{\epsilon}$
$\Psi^{0}$
$\Psi^{0}(\theta)$ $=$ $\frac{(\theta_{1})^{2}-z^{2}}{2f}$ ,
82
$f=f(\theta_{1\backslash }\approx):=\cdot \mathrm{c}\sim 0\sim \mathrm{t}\mathrm{h}\approx+\theta_{1}$, . $\epsilon=0$
$\eta_{1}(\theta)$ $=$ $\frac{\theta_{1}}{f}-\frac{\theta_{1}^{2}-\sim\sim^{2}}{2f^{2}’}$,
$\eta_{2}(\theta)$ $=$ $- \frac{1}{z}\frac{\partial\Psi^{0}}{\partial\sim\sim},=\frac{1}{f}-\frac{(\theta_{1}^{2}-z^{2})(_{\sim}^{\alpha^{-1}}\coth_{\sim}-1/\sinh^{2}\sim\sim)/}{f^{2}},$ .
$\theta=\theta(u)$ ,
$\eta_{1}(u)$ $=$ $(1-\mathrm{e}^{-2u})/2$ ,
$\eta_{2}(u)$ $=$ $(1-\mathrm{e}^{-2u})/(2u)$ .
. Fisher (gij) , $\theta=\thetaarrow$ )




. $T_{jjk}=\partial_{i}\partial_{j}\partial_{k}\Psi^{0}$ , $\theta=\theta(u)$
$T_{111}$ $=$ [-3(-1+coth$(u))$ ] $/[u^{2}(1+\coth(u))^{3}]$ ,







$\hat{u}_{\mathrm{e}}$ $:= \arg\min_{u}\mathrm{E}_{\theta(u)}[\ell_{\epsilon}.(X, \theta(u))-\ell_{e}(X,\hat{\theta})]=\arg\min_{u}$
$\mathrm{K}\mathrm{L}(\theta(u)||\hat{\theta})$
$\hat{\theta}$ ,,(\mbox{\boldmath $\theta$}^) $=\hat{\eta}$ . $\hat{u}_{\mathrm{e}}$ - ( $\mathrm{e}$-projection estimator;
EPE) , MLE . EPE
$a\eta i(\hat{v},)$ $(\theta^{i}(\hat{u}_{\mathrm{e}})-\hat{\theta}^{i})$ $=$ $0$ ,
$(a=1)$ . EPE Fisher .





$\Theta(A_{u})$ $=$ $\{(\theta_{1}, \theta_{2})|\theta_{1}=u-(\partial_{a}\eta_{2}(u))v,$ $\theta_{2}=-u^{2}/2+(\partial_{a}\eta_{1}(u))v\}$ .
. $A_{u}$ e- , $A_{u}$ $\ln-$
$\mathrm{H}\kappa\lambda a\mathrm{m}$
$=$ $B_{\kappa}^{i},B_{\lambda}^{j}B_{a}^{k}T_{ijk}$ ,







-2 1 0 1 2
$\eta_{1}$
Figure 2: 1 , .
, 1 MLE, EPE . $\epsilon=0$
$S(\mathcal{P})$ .
MLE EPE . $u=$
$1.5$ . $\epsilon=$ . ( $X$
) OBS $=10000$ , STEP $=65536$ . ,
$X_{t}=\mathrm{e}^{-2ut}(x_{0}+\epsilon B(\mathrm{e}^{2\mathrm{u}t}-1)/2u)$ ( $B$ ) .
,1 . , MLE EPE
.
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Table 1: MLE EPE .
$u=1.5$ , $\epsilon=0.1$ .
OBS =10000( ), STEP =65536( ),
95% .
MLE EPE
$\ae_{\backslash }$: $(\mathfrak{B}^{-} \llcorner j 1 l \emptyset X- - T^{\backslash ^{\backslash }})$ 0.03157 0.03157
$\mathrm{a}\overline{\overline{-}}$ $(\Phi^{\simeq} .. 2 l \emptyset X- -\yen T^{\backslash ^{\backslash }})$ 0.03043 0.03225
$\mathrm{k}_{\backslash }\overline{\simeq}$ $( \llcorner)$ 0.03335 $\pm 0.00122$ 0.03657 $\pm 0.00154$
3.3
33 (8) , [A3] .
$\theta=\theta(u)$ , (9) $I\acute{\mathrm{t}}$
$s_{p}(X)$ $=$ $\int_{x_{0}}^{-K_{T}}.\overline{\nu}_{p}\sigma^{-1}(z)\mathrm{d}_{\sim}^{\gamma}-\frac{\epsilon^{2}}{2}\int_{0}^{T}[\partial_{x}(\dot{\overline{\nu}}_{p}\sigma^{-1})\sigma^{2}]_{t}^{\epsilon}\mathrm{d}t$ (16)
for $p=1,$ $\cdots,$ $I\mathrm{t}^{7}$ , . . (9) $K(K+1)/2$
$\llcorner \mathrm{s}_{pq}(X)$ $=$ $\int_{0}^{T}[\overline{\nu}_{p}\overline{\nu}_{q}]_{t}^{0}\mathrm{d}t+\epsilon\int_{0}^{T}\int_{t}^{T}[\partial_{T}(\overline{\nu}pq\overline{l/})]_{s}^{0}\mathrm{Y}_{S}\mathrm{d}s1_{\acute{t}}^{-1}[\sigma]_{t}^{0}\mathrm{c}1W_{t}+\mathrm{o}_{\mathrm{P}}(\epsilon)$ (17)
for $1\leq p\leq q\leq K$ , . 22 . (16) (17) [A2]
, (10) . , $S(\mathcal{M})$
. $\lambda,$ $(\lambda^{pq})_{1\leq \mathrm{p},q\leq K}$ , ,
:
Var $[\epsilon^{-1}(\lambda X_{T}+\lambda^{pq}s_{pq})]$ $arrow$ $0$ as $\epsilonarrow 0$ ,
$(s_{pq})$ (17) .
$\lambda \mathrm{Y}_{T}+\lambda^{pq}\int_{t}^{T}[\partial_{x}(\overline{\nu}_{\mathrm{p}}\overline{\nu}_{q})]_{s}^{0}\mathrm{Y}_{s}\mathrm{d}s$ $=$ 0 (18)
for any $t\in[0, T]$ , . $t$
$\lambda^{pq}[\partial_{x}(\overline{\nu}_{p}\overline{\nu}_{q})]_{t}^{0}$ $=$ $0$
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