ABSTRACT In this paper, a two-layer model for islanded microgrids with communication constraints is proposed, where a key component of the model is a top layer communication network composed of agents over the bottom layer microgrid. Agents on the communication network collect present states of distributed generators to which they connect and exchange information with neighbors according to the asynchronous communication protocol. Furthermore, a systematic method is presented to derive a set of control laws for agents from a given communication network. However, communication constraints, such as packet losses, may occur on the communication network. Therefore, a power estimation term is employed and added into the control laws in order to alleviate the negative impact on the performance. Furthermore, two theorems are proved, which ensure the power balance in the system and the proportional outputs of distributed generators, while the proposition gives the convergence of the control laws with the power estimation term. Finally, simulations are carried out and the results show that the fluctuations of the frequency and voltage are small and meet the requirements, when fluctuations of load demand and environmental conditions are considered. Moreover, the proportional outputs of distributed generators still can be achieved, even if the probability of packet losses is high.
I. INTRODUCTION
Burning fossil fuels for power generation is the main culprit of environmental pollution. The utilization of renewable energy appears to be an ideal solution for reducing pollution and carbon emission [1] . For instance, renewable energy power generation is penetrating increasingly into conventional grids, where distributed generators (DGs) using renewable energies together with energy storage systems and other equipment are integrated as a microgrid (MG) first, which is then connected to a main grid. Generally, there are two modes, islanded or grid-connected modes [2] , [3] , that an MG can operate in, where the islanded mode is also used in a number of remote areas and geographical islands. However, the control of islanded MGs without support of the main grid becomes a thorny technical problem, because severe deviations in both frequency and voltage may occur due to the fluctuations of outputs of intermittent DGs [3] .
To handle this, many control schemes for MGs [4] - [13] have been presented. In hierarchical control [9] - [11] , [14] , the first level of the hierarchical approach is primary control, which operates local control loops of each DG in an MG by a local controller (LC) independently, while secondary control compensates the voltage and frequency deviations produced by the primary control. Recently, distributed secondary control has drawn much attention due to its simplicity and effectiveness [11] . Compared with global communication in an MG central controller (MGCC) for centralized control, only using local information in the distributed control reduces the complexity of communication and computation significantly. Furthermore, a failure of an LC does not break down the whole system, since other LCs can share responsibility for the control [6] , [15] , [16] .
In recent years, multi-agent system (MAS) based methods have also emerged in distributed control, optimization and energy management for MGs. Combining the cooperative control with an MAS, Bidram et al. [19] proposed a distributed control method for secondary voltage control. Further, they developed a distributed two-layer control framework for voltage source inverters in islanded MGs [20] . Dou et al. [21] studied an MAS based event-triggered hybrid control for MGs, which included a hierarchical decentralised coordinated control scheme. To maintain the supply-demand balance in an MG, an agent-based distributed control method for islanded MGs was proposed [17] , which was a two-layer model. Later, this model has been extended in order to make the outputs of DGs proportional to their capacities iteratively, when both load demand and environmental conditions fluctuated [18] .
Additionally, an optimized average consensus algorithm was proposed for primary and secondary frequency control [22] . Later, the authors [23] investigated an MAS based under-frequency load shedding scheme, in which the two-layer nearest neighbor consensus algorithm was used. Considering distributed consensus protocols, a selforganizing dynamic agent network was studied for synchronization, monitoring and control of MGs [24] and a fully distributed control scheme was developed for the optimal resource management in an islanded MG [25] . Moreover, for the energy management of MGs, MAS based methods have been proposed in [26] - [28] . In [26] , distributed MAS applications have been shown in the power management and control of MGs. And, an MAS based hybrid framework with three-level hierarchical energy management strategies was also presented in [27] . Considering the uncertainties of renewable resources, a double-layer scenario-based stochastic optimization approach was used to schedule the controllable resources to obtain maximize profit [28] .
As mentioned above, some methods are too complex to respond the changes in the system rapidly. Moreover, some of them highly depend on communication networks. However, communication constraints, e.g. packet losses, are not fully considered, which often occur in real communication networks. Therefore, in this paper, a distributed control method for islanded MGs is proposed, especially to alleviate the negative impact on the performance. Our method is a two-layer model, where the bottom layer is an MG, while the top layer is a communication network composed of agents. Further, a systematic method is presented to derive the control laws for agents from a given communication network, and then to improve the tolerance of the control laws to packet losses, a power estimation term is added. Next, two theorems are proved to show the control laws guarantee the supply-demand balance in the system and finally the outputs of controllable DGs are proportional to their capacities by iterations. Moreover, a proposition is given, which indicates the convergence of the control laws with the power estimation term. Finally, three cases are designed to evaluate the performance of the method and simulations are carried out in MATLAB/Simulink. The results show that the system voltage and frequency vary in a normal range, and the proportions of the outputs of controllable DGs to their capacities are almost equal, even if both environmental conditions and load demand fluctuate dramatically and the probability of packet losses is high.
The rest of the paper is organized as follows. In Section II, an agent-based communication network is formulated and described. Next, a set of distributed control laws is derived, and then a power estimation term is introduced into the control laws. Further, the convergence of the control laws are analyzed and proved. The structure of the MG, the parameters of DGs for simulations and the communication protocol for information transmission are introduced and listed in Section III. Later, three cases with different settings are studied and the impacts of parameters on the performance are investigated in Section IV, where the simulation results are analyzed and discussed. Section V concludes the paper.
II. CONTROL MODEL FOR MGs
This section introduces some terms that are used in the paper first. And then the topology of a communication network for information transmission is given and explained. Next, a systematic method is presented, by which a set of distributed control laws are derived. Later, a power estimation term is added to the control laws in order to improve the tolerance of the control laws to packet losses. Finally, two theorems and a proposition are proved to show the convergence of the control laws. 
A. TOPOLOGY OF COMMUNICATION NETWORK
Our method is a two-layer model, in which the bottom layer is an MG, while the top layer is a communication network, as shown in Fig. 1 . An MG generally consists of loads and DGs, such as photovoltaic (PV) systems or wind turbines (WTs), whereas the outputs of these DGs are uncertain due to the uncertainty of environmental conditions. Therefore, these DGs are regarded as uncontrollable DGs. On the other hand, the DGs, such as microturbines, are regarded as controllable DGs, since their outputs can be regulated. Also, there exists another type of DG in an islanded MG, say a battery energy storage system (BESS), which works in a voltage and frequency control (V/F control) mode and provides the frequency and voltage references for the MG, referred as a partially controllable DG.
In contrast to the MG in which power flows, the communication network is composed of agents, where information is transmitted and processed. Each agent is considered as communication devices together with a local control processor and connects to a DG in the MG through the links between the two layers ( Fig. 1) , so that it can collect present information of the DG, e.g. the values of active and reactive power. Moreover, the agents connecting to controllable DGs are called controllable agents, while the agents connecting to partially controllable DGs are called partially controllable agents. To improve the penetration of renewable energies, the output power of the uncontrollable DGs is not regulated, so there are no agents connecting to uncontrollable DGs. Under this configuration, the investments for the communication network will be reduced.
Assume there are n controllable agents which form a bidirected communication network G(V , E), where V is the set of agents (nodes) and E is the set of edges or links, and there are two edges between any two neighboring agents.
n×n is used to indicate the outdegree of an agent, which is the number of outgoing edges of the agent. In addition, the outdegree of the partially controllable agent is set at d s = 2. However, note that the partially controllable agent is not on the network G, because it does not regulate the partially controllable DG directly, but only acquires present information of the partially controllable DG. Therefore, it only has outgoing edges to controllable agents, which means it does not receive any information, but only sends information to its neighboring controllable agents.
B. DISTRIBUTED CONTROL LAWS
In this section, the equation for the power balance of the system is introduced first, and then a set of control laws for controllable agents is derived from any given communication networks. In this paper, it is deemed that the supply-demand balance is maintained, if the sum of outputs of controllable DGs at next time step t + 1 is equal to the the sum of outputs of controllable DGs plus the power mismatch of the system at time step t,
where
are respectively active and reactive output vectors of controllable DGs at the time step t + 1, while
are those at t. P s (t) and Q s (t) are the active and reactive power mismatch of the system at time t.
Generally speaking, the outputs of the partially controllable DG that works in V/F control mode indicate the power mismatch in an islanded MG. Moreover, it is desired that the V/F DG provides system losses instantaneously, and then its outputs return zero gradually by sharing its outputs through controllable DGs [17] . Following this idea, the partially controllable agent s will send the values of its outputs P s (t) or/and Q s (t) to neighboring controllable agents. Correspondingly, the agents connecting to the agent s will calculate the new set points in terms of the following equations,
where (2) is applied to adjust the outputs of controllable DGs by controllable agents, the system will be balanced. However, it is not always sure that the active and reactive power is dispatched well among them in the MG. Therefore, the outputs of controllable DGs should be reassigned proportionally according to the following control laws,
where W is a weighted matrix that indicates the weights on outgoing edges of agents, while w ij = 0, if there are no outgoing edges from agents i to j. In (3), the active power output of a controllable DG at t + 1 can be represented as
Meanwhile, an entry w ij in the weighted matrix W can be obtained as follows,
is the maximal active power capacities of controllable DGs, while N i is the set of neighbors of a controllable agent i. Similarly, the set points of reactive power of DGs can be calculated, if all ''p'' in above equations are replaced by ''q''.
From the control laws (3), it can be found that set points are calculated only in terms of its own and neighbors' information, so they are completely distributed. Moreover, if agents use the control laws (3) to regulate the controllable DGs, the outputs of controllable DGs will be proportional to their capacities iteratively.
C. DISTRIBUTED CONTROL LAWS WITH POWER ESTIMATION TERMS
As mentioned above, the proposed control method relies on the communication network. If packet losses occur frequently, the performance of the system will be influenced negatively. In order to improve the tolerance of the distributed control laws (3) to packet losses, a set of distributed control laws with power estimation terms is presented.
On the communication network G, if the information sent by an agent j is not received by an agent i at time t, it will be estimated as follows,
where p j (t) denotes the power estimation and H i is a set of neighbors whose information is not received by the agent i at time step t, while N i \H i denotes the complement of H i , which represents a set of neighbors whose information is received. ε ∈ (0, 1) is a constant that affects the rate of convergence of the control laws. In other words, increasing ε accelerates the rate of convergence, vice versa. However, if ε is too large, the control laws might not converge. Thus, the agent i regulates the outputs of the controllable DG i according to the following control law,
and
In the control law (7), p i will not exist, if packet losses do not occur, because in this case H i is an empty set. In other words, the control law (7) is reduced to the control law (4), when packet losses do not occur. On the other hand, (6) - (9) will be used to estimate the information that is not received, if packet losses occur.
D. CONVERGENCE ANALYSIS
In this section, the convergence of the control laws (3) and (7) is analysed. First, the Theorem 1 is introduced, which ensures the supply-demand balance in the system, when the proposed control law (3) is applied. Moreover, the convergence of the control law (3) is presented by the Theorem 2. Finally, the Proposition 1 indicates the convergence of the control law (7). Theorem 1: Assume there is a bidirected communication network G with n controllable agents over an MG.
Also, there is a partially controllable agent s and no packet losses occur. If controllable agents calculate the set points of controllable DGs in terms of the control laws (3), and regulate their outputs, the system will be balanced, namely, satisfying (1) .
Proof: First, we prove the sum of elements of a column of the weighted matrix W is one. If summing up the jth column of W , we have
is a vector in which all elements are one. Next, we prove that (1) is satisfied. If both sides of the control laws (3) are summed up respectively, we have,
According to (2) and (11), the above equation can be reexpressed as follows,
Similarly, the other expression in (1) can be proved, if all ''p'' in above equations are replaced by ''q''.
Theorem 2: Assume there is a bidirected communication network G with n controllable agents over an MG. Also, there is a partially controllable agent s and no packet losses occur. The outputs of controllable DGs are proportional to their capacities by iterations, when the control laws (3) is applied to recalculate the set points of controllable DGs.
Proof: First, we prove a property of the matrix W , i.e., the product of W and a column vector C p is the column vector C p . Multiplying the ith row of W by the column vector C p , it yields, 
so W · C p = C p . According to the [29, Corollary 1], when the topology of network G is given, we know one is a simple eigenvalue of W . Therefore, the spectral radius ρ(W ) of W is less than or equal to one,
Let
According to the eigenvalue equations of W and Z , λ is the eigenvalue of W and Z , which can be represented as follows,
where I is an n × n identity matrix. Applying (15a), (15b) and the result that one is a simple eigenvalue of the matrix W , we can obtain
where ρ 2 (W ) is the amplitude of the second largest eigenvalue of the matrix W . According to the [30, Th. 2], applying (13), (14) and (16), we have
Therefore, we have
where P(0) is the initial outputs of controllable DGs and α f is the final proportion that each controllable DG will reach. From the Theorem 1 and 2, it can be found that the control laws (3) not only guarantee the supply-demand balance of the system, but also reassign the outputs of controllable DGs in terms of their capacities, and make the proportions of outputs of controllable DGs to their capacities reach
by iterations. Next, the Proposition 1 is given to indicate the convergence of the control law (7).
Proposition 1: Assume there is a bidirected communication network G with n = 7 controllable agents over an MG, and there is a partially controllable agent s, as shown in Fig. 1 . The capacity of each controllable DG is c p i = c > 0, i ∈ {1, · · · , 7} and the initial outputs of controllable DGs is P(0) = c · [θ, 2θ, · · · , 7θ] T , where θ ∈ (0, 1). Assume that initially there are no packet losses and then at the next time step packet losses occur. No packet losses, packet losses occur, alternately, and so on. Applying the control laws (7), after 15 iterations, the absolute value of the difference between the proportion α and the final proportion α f is less than 0.05. In other words, the proportions of the outputs of controllable DGs to their capacities are approximately
Proof: According to the network G, the weighted matrix W is 
In terms of the control law (7), controllable agents can calculate the set points of controllable DGs at the next time step. Therefore, after one, five and fifteen iterations, the values of α are listed respectively, 
According to (21) , it can be seen that the maximal deviation between α(15) and α f is 0.03θ , so the maximal deviation is less than 0.05 due to θ ∈ (0, 1). Thus, it is concluded that the proportions of outputs of controllable DGs to their capacities are approximately α f , namely,
In summary, from the Proposition 1, we can find that the proportions of outputs of controllable DGs to their capacities can approach α f by iterations, even if packet losses occur, when the control laws (7) are applied to regulate the controllable DGs. Moveover, it is worth noting that the control laws work, only if there is no isolated node on the network G.
III. MICROGRID SYSTEM ARCHITECTURE AND SETUP
A radial islanded MG with 14 DGs and 14 loads is developed in MATLAB/Simulink. Correspondingly, a communication network with n = 7 controllable agents is established. In the MG, the controllable DG i , i = {1, · · · , 7}, work in the active and reactive power control (PQ control) mode, which are implemented by ideal DC voltage sources V dc [31] . Additionally, DG i , i = {8, 11}, are PVs, and DG i , i = {9, 10, 12, 13}, are WTs, all of which work in the maximum power point tracking (MPPT) control mode. Moreover, DG 14 is a BESS that works in V/F control mode and provides frequency and voltage references for the MG. Further, the line losses in the MG are considered, when the line impedance is set at 0.169 + j0.07 /km, and the system frequency and the line voltage are set at 50 Hz and 380 V. Finally, the parameter ε in (6) is set at 0.1. In simulations, it is assumed that uncontrollable DGs do not produce any reactive power, namely Q i = 0, i = {8, · · · , 13}. Moreover, the active outputs of PVs fluctuate between 25 kW and 44 kW, while those of WTs follow the wind speed and change from 8 kW to 42 kW, as shown in Fig. 2 . Additionally, during simulations, the load demand is scheduled as follows, MATLAB/Simulink. For example, the output power of a DG (except a BESS) must not be greater than its capacity or less than zero regardless of the set point. On the other hand, the output of the BESS can be positive or negative due to its injecting or absorbing power to/from the MG, but its output is restricted within its capacity. Moreover, the instantaneous output is limited and there is a capacity constraint, when the BESS charges or discharges. Besides, the maximal capacities of the DGs, loads and other parameters are listed in Table 1 .
In order to reduce communication costs and the amount of information transmission on communication networks, asynchronous communication is employed in this paper. Assume a controllable agent i ∈ {1, · · · , n} uses two n × 1 vectors,
, to store the values of active and reactive power of neighboring DGs and its own. On the communication network, if the agent i finds the absolute value of the difference between the present outputs p i (t), q i (t) and the stored values is greater than or equal to a threshold > 0, then the agent i will send p i (t) or/and q i (t) to neighboring agents and update corresponding entries in its two vectors at the same time, i.e,
On the other hand, if the absolute value of the difference is less than , the information transmission will not occur. Naturally, the agent i also may receive information from the neighboring agent j, so it stores these received information in u p ij (t) = p j (t) and u q ij (t) = q j (t) of its two vectors, respectively. However, if no any information is received, agents do not update those entries. Note that the partially controllable agent s does not receive any information from neighbors, because there are no ingoing edges. So there are no vectors for the partially controllable agent to store information, but it will send P s (t) or/and Q s (t) to its neighbors, if the absolute value of P s (t) or/and Q s (t) is greater than or equal to . After the controllable agent i updates its vectors, the set point will be calculated according to the distributed control laws (7), and then the DG will be regulated. 
IV. SIMULATION RESULTS
To evaluate the performance of our method, three cases are designed. First, the impact of the power estimation term is investigated. Next, the relationship between different probabilities of packet losses and the performance is studied on a communication network G. Later, how different influences the performance at a probability of packet losses is discussed. Finally, all cases are carried out, when both environmental conditions and load demand fluctuate. And results are shown and explained.
A. THE IMPACT OF THE POWER ESTIMATION TERM
In our method, a communication network plays a very important role. Nevertheless, in real communication systems, it is possible that there exist data drop-out or packet losses, which can influence the performance of an MG negatively. Therefore, the control laws (4) are extended to the control laws (7) by adding a power estimation term in order to alleviate the negative impact on the performance. So, the results without and with the power estimation term are obtained by the control laws (4) and (7), respectively, when the probability of packet losses is set at ϕ = 0.65 and = 100, as shown in Fig. 3 .
From Fig. 3 , it can be seen that the system works well regardless of the control laws (4) or (7). However, the outputs of controllable DGs obtained by the control laws (7) are smoother than those without the power estimation term. Besides, comparing the results in Fig. 3(b) and (d), we can find that the proportions of the outputs of controllable DGs to their capacities in Fig. 3(d) are much closer than those in Fig. 3(b) . This is because lost information is not estimated, when the control laws (4) is adopted, which slows down the rate of convergence.
B. THE IMPACT OF DIFFERENT PROBABILITIES OF PACKET LOSSES
In this section, the relationship between the performance and the probability of packet losses is investigated, when = 100 and the control laws (7) are applied. Here, different probabilities of packet losses, ϕ = 0.3, 0.5, are considered, when an agent sends data packets to each of its neighbors through a communication line. Consequently, the statistical results under different probabilities of packet losses are obtained by averaging over ten results of independent simulations, which are shown in Fig. 4 .
From Fig. 4(a) and (c), it can be seen that the line voltages at the head and the tail of the bus, which are represented by the voltages of Load 1 and Load 7 respectively, stay close to 380 V, and the frequency of the system is always around 50 Hz, regardless of the probabilities of packet losses, except the moments when load demand fluctuates dramatically.
Furthermore, the proportions of the outputs of controllable DGs to their capacities are almost the same. However, compared proportions in Fig. 4(b) and (d) with that in Fig. 3(d) , it can be found that the difference among proportions becomes larger with the increase of the probability of packet losses, but the maximal difference ξ max of proportions of active power is still less than 1%. Additionally, in Fig. 4(a) and (c), it can be found that the outputs of the BESS last longer to return to zero, when ϕ is larger. This is because the information is not easy to be received by controllable agents due to a large probability of packet losses. Further, the number of communications (NC) and the number of iterations (NI) with different probabilities of packet losses are listed in Table 2 . From Table 2 , we can see that the larger the probability of packet losses is, the larger the NI is. This is because latest information is harder to transmit from an agent to its neighbors at a large probability of packet losses. For the NC, it does not change a lot due to the same . Nevertheless, compared with the case when the synchronous communication is adopted, the NC in this case with the asynchronous communication decreases significantly.
C. THE IMPACT OF THE PARAMETER
Throughout all simulations, the asynchronous communication is adopted, where whether information transmission occurs or not relies on the absolute value of the difference between the stored and the present value. This means if the absolute value is greater than or equal to , information will be sent to neighbors by agents. Here, simulations are carried out under different in order to test the impact of on the performance, when ϕ = 0.5 and the control laws (7) are applied. Moreover, the other settings in this case follow those in the previous section. As is known, determines whether the information is sent or not, so the number of communications and iterations under different are investigated and listed in Table 3 , which are obtained statistically. According to Table 3 , it can be seen that the NI is proportional to , whereas the NC is inversely proportional to it. Moreover, the NC at = 500 is almost one sixth of that at = 100, whereas the NI at = 500 is much larger than that at = 100.
For sake of simplicity, only the system voltages, frequency and proportions in simulation results are shown in Fig. 5 . From Fig. 5 , statistically speaking, the smaller is, the closer the proportions of the outputs of controllable DGs to their capacities are, i.e., the better the active and reactive power are dispatched among controllable DGs. Observing the outputs of the BESS, DG 14 , at different shown in Fig. 5(a), (b) and (c), it can be found it takes DG 14 more time to return to zero, when a bigger is adopted, because information transmission occurs less with the increase of . Without latest information, controllable DGs cannot share the outputs of DG 14 faster and better. VOLUME 6, 2018 
V. CONCLUSION
In this paper, we have proposed a two-layer distributed control model for islanded MGs, when packet losses are considered. In the model, the bottom layer is the MG, while the top layer is the communication network composed of agents. Controllable agents collect present states of controllable DGs to which they connect through the links between two layers. Next, agents exchange the information with their neighbors, according to the asynchronous communication protocol. Further, a systematic method is presented to derive distributed control laws for agents from a given communication network. Later, the convergence of the control laws is analyzed, where the Theorem 1 and 2 state that the control laws guarantee not only the supply-demand balance in the MG, but also the proportional outputs of controllable DGs. Given packet losses on communication networks, a power estimation term is added into the control laws, where the Proposition 1 is introduced to indicate the convergence of the control laws.
To evaluate the performance of the proposed method, three cases are designed and simulations are carried out, when both environmental conditions and load demand fluctuate. In all cases, the results show that the voltage and the frequency in the system satisfy the IEEE Standard 1547 requirements. More importantly, the outputs of controllable DGs are still proportional to their capacities, when different probabilities of packet losses are applied. RUILIN XU received the B.S. degree from Southeast University, Nanjing, China, in 1985, and the M.S. degree from Chongqing University, Chongqing, China, in 2002. He is currently a Senior Engineer and the Vice Dean of the State Grid Electric Power Research Institute of Chongqing, Chongqing. His research interests include power system optimal schedule, largescale power system simulation and analysis, and power market.
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