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This work proposes a method for data clustering based on complex networks theory. A
data set is represented as a network by considering different metrics to establish the
connection between each pair of objects. The clusters are obtained by taking into account
five community detection algorithms. The network-based clustering approach is applied in
two real-world databases and two sets of artificially generated data. The obtained results
suggest that the exponential of the Minkowski distance is the most suitable metric to
quantify the similarities between pairs of objects. In addition, the community identification
method based on the greedy optimization provides the best cluster solution. We compare
the network-based clustering approach with some traditional clustering algorithms and
verify that it provides the lowest classification error rate.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Classification is one of the most intrinsic activities of human beings used to facilitate the handling and organization of
the huge amount of information that we receive every day. Our brain is able to recognize objects in scenes and also to
provide a categorization of materials, persons, or events. This classification is performed in order to cluster elements that
are similar to each other, with respect to common attributes. Due to the importance of the classification, it is fundamental
to develop methods able to perform this task automatically. Indeed, many approaches for automatic categorization have
been developed with application to life sciences [1] (biology, zoology), neuroscience [2–5], medical sciences (psychiatry,
pathology) [6], social sciences (sociology, archeology) [6,7], earth sciences (geography, geology) [6], and engineering [6,7].
The process of classification can be executed in two different ways, i.e., supervised classification, in which the previously
known class of objects is provided as prototypes for classifying additional objects, and unsupervised classification, in which
no a-priori information about the classes is provided. In the latter case, the categorization is performed in order tomaximize
the similarity between the elements in each class while minimizing the similarity between objects in different classes.
Unsupervised classification may be found under different names in different contexts, such as clustering (in pattern
recognition), numerical taxonomy (in ecology) and partition (in graph theory). Here, we have adopted the term ‘‘clustering’’.
Many methods have been developed for data clustering [6,8–10]. Particularly, graph-based clustering methods take into
account algorithms related to minimum spanning trees [11], region of influence [12], direct trees [13] and spectral
analysis [13]. These methods are able to detect clusters of various shapes, at least for the case in which they are well
separated. However, these algorithms present some drawbacks, such as spectral clustering which only divides a graph into
two groups and not in an arbitrary number of clusters [14]. Division into more than two groups can be achieved by repeated
bisection, but there is no guarantee of reaching the best division into three groups [9]. Also, these methods do not provide
information about how many clusters should be identified.
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Recently, concepts and tools of complex networks theory have been considered for development of data clustering
methods (e.g. Refs. [15–18]). Complex networks is a new area of science inspired by empirical data [19,20]. This area differs
from graph theory in the sense that complex networks theory focuses mainly on the properties of real-world complex
systems [20,21]. In addition, complex networks researchers are interested in developingmodels for complex systemswhose
structure can evolve in time. Dynamical systems, such as epidemic spreading and synchronization, are also taken into
account by this theory [21]. In data clustering, network and graph have the same meaning.
Although the early works that consider methods from complex networks for data clustering have shown that the
new approaches based on networks are able to detect clusters with higher accuracy than classical graph clustering
methods [15–18], the performed analysis is limited. The authors considered only particular algorithms for community
identificationwhich does not provide themost accurate network division [22]. They also adopted a singlemetric to establish
the connections between every pair of objects, i.e., the Euclidian distance,while other possiblemetricswere not investigated.
Moreover, most of these works evaluated the accuracy of the methodology only on the Iris database (e.g. Refs. [16–18]). The
cluster analysis described in the current work complements these latter investigations and provides more precise results.
We have adopted five accurate community identification methods and have used the most traditional metrics to define the
similarity between objects, including the Euclidian, Minkowski, Manhattan, Chebyshev, Fu and Tanimoto distances [9].
Moreover, the accuracy of our methodology has been evaluated in both artificial and real-world databases. We have
compared our methodology with some traditional clustering algorithms, i.e., k-means, cobweb, expectation maximization,
farthest first and superparamagnetic clustering, verifying that it has provided the lowest error rates. The obtained results
suggest that concepts and tools from complex networks theory can be considered to improve the clustering methods based
on graphs and can overcome the most traditional clustering methods.
2. Concepts and methods
2.1. Complex networks
Complex networks are graphswith non-trivial topological features [23]. An undirected network can be represented by its
adjacency matrix A, whose elements aij are equal to one whenever there is a connection between vertices i and j, or equal to
zero otherwise. A more general representation takes into account weighted connections, in which each edge (i, j) presents
an associated weight ω(i, j).
Different measures, such as the clustering coefficient, distance-related measurements and centrality metrics, have been
developed to characterize the topology of network structures [19]. By allowing the different network properties to be
quantified, these methods have revealed that most real-world networks are far from purely random [21].
In addition to this highly intricate topological organization, complex networks also tend to present a modular structure.
In this case, these modules are clusters whose vertices have similar roles, such as the case of the brain of mammals, in
which cortical modules are associated with brain functions [24]. Communities have the same principle as clusters in pattern
recognition research. In thisway, the algorithms developed for community identification can also be used for graph partition
and clusters evaluation.
Different methods have been developed in order to find communities in networks. Basically, these methods can be
grouped as spectral (e.g. Ref. [25]), divisive (e.g. Ref. [26]), agglomerative (e.g. Ref. [27]), and local (e.g. Ref. [28]). The choice
of the best method depends on the specific application, including the network size and number of connections, since the
most precise methods, such as the extremal optimization algorithm, are quite time expensive. Here, we have adopted five
community identification algorithms with different properties, as described in the next section.
The quality of a particular network division can be evaluated in terms of the modularity measure [29]. For a network
partitioned into c communities, a matrix E, c × c , whose elements eij represent the fraction of connections between
communities i and j is constructed. Modularity Q is calculated as
Q =

i
eii − 
j
eij
2 = TrE − ∥E2∥. (1)
Note that 0 ≤ Q ≤ 1 [14]. Networks that present high values of Q have a modular structure implying that clusters
are identified with high accuracy [14,21]. Although this metric present some limitation due to the community resolution
limit [30], currently, it is the best known metric for community identification [22].
The modularity measure can be generalized for weighted networks [14,22], i.e.,
Qw = 12Y

i≠j

Wij − sisj2Y

δ(ci, cj) (2)
where si is the node strength, si =j Wij,W is theweightmatrix and Y is the total strength of the network (Y = 12 i,j Wij).
In the current work, we have adopted this measurement to quantify the modularity of networks.
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2.2. Clustering based on network
In the literature, there exist many definitions of clusters [9], such as that provided by Everitt et al. [31]. The authors state
that clusters are continuous regions of the feature space containing a highdensity of points separated fromother highdensity
regions by low density regions. This definition is similar to that of network communities, i.e., a community is topologically
defined as a subset of highly inter-connected vertices relatively sparsely connected to nodes in other communities [22].
To perform the data clustering, each object in a database is represented by a feature vector x⃗ = [x1, x2, . . . , xn]. These
features, xi, are scalar numbers associated to the properties of objects. For instance, in the case of the Iris database, the objects
are flowers and the attributes are the length and the width of the sepal and the petal in centimeters [32]. The clustering
approach consists in grouping these feature vectors intom clusters, C1, C2, . . . , Cm, in such a way that objects belonging to
the same cluster exhibit higher similarity with each other than with objects in other groups.
The process of clustering based on networks involves the definition of the following concepts:
1. Proximity measure: the connections of each pair of vertices, which represent objects in the database, quantify their
similarity in terms of their feature vector. The most similar objects are then connected by the strongest edges.
2. Clustering criterion: modularity is the most traditional measure used to quantify of quality of a network division [22, see
Eqs. (1) and (2)]. Here, we adopt this metric to automatically determine the number of clusters.
3. Clustering algorithms: Complex networks theory provides many methods for community identification which act as
clustering algorithms [22]. The choice of the most suitable method for a particular application should take into account
the its error rate and its execution time.
4. Validation of the results: The validation of the clustering methods based on networks can be performed in two different
ways: (i) by considering databases in which the clusters are known (or at least expected), such as the Iris database [32],
and (ii) by taking into account artificial data.
Proximity measures can be classified into two types, (i) similarity measures, that is s(x, y) = s0 only if x = y and−∞ <
s(x, y) ≤ s0 < +∞; and (ii) dissimilarity measures, where d(x, y) = d0 only if x = y and −∞ < d0 ≤ d(x, y) < +∞. To
represent databases as networks, it is more natural to adopt similarity measures, since the edges with the strongest weights
should be verified between the objects with the most similar feature vectors. We have adopted the following similarity
measures to implement the network-based clustering approach [9]:
1. Multiplicative inverse of Minkowski distance:
M−1p (x, y) =
1
Mp(x, y)
, (3)
where
Mp(x, y) =

n
i=1
|xi − yi|p
1/p
. (4)
For p = 1, this metric is the Manhattan distance (DM ), p = 2 the Euclidian distance (DE) and p → ∞, the Chebyshev
distance (DC ). These metrics results in values in the interval [0,∞).
2. Exponential of Minkowski distance:
SMp(x, y) = α exp
−αMp(x, y) , (5)
where this metric results in values in the interval [0, α]. Here we call the exponential of Manhattan distance as SM , the
exponential of Chebyshev distance as SC and the exponential of Euclidian distance as SE .
3. Metric proposed by Fu,
F(x, y) = 1− d2(x, y)∥x∥ + ∥y∥ . (6)
This metrics results in values in the interval [0, 1].
4. Exponential of the metric proposed by Fu:
SF (x, y) = α exp

−α 1− F
2

. (7)
If F(x, y) = 1, then SF (x, y) = α. On the other hand, if F(x, y) = 0, then SF (x, y) = α exp
−α
2

. Therefore, SF assumes
values in this interval.
5. Exponential of the Tanimoto measure:
ST = α exp

−α 1− T
2

, (8)
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where
T (x, y) = x
Ty
∥x∥2 + ∥y∥2 − xTy . (9)
This metric assumes values in (−∞, 1]. Therefore, if T (x, y) = 1, then, ST (x, y) = α. On the other hand, if T (x, y) →
−∞, then, ST (x, y)→ 0.
For all exponentials, we have considered α = 1.
In order to divide networks into communities and therefore obtain the data clusters, we have adopted five algorithms,
namely (i) maximization of the modularity method, which is based on the greedy optimization algorithm [27], here called
fastgreedy algorithm; (ii) extremal optimization approach [33]; (iii) walktrapmethod [34], which is based on randomwalks;
(iv) label propagation approach [35]; and (v) the spin glass method [36], which uses the concept of spin configuration in
order to find communities. The fastgreedy algorithm starts with each vertex disconnected and considers each of them as
community. Hereafter, the method repeatedly joins communities into pairs, choosing at each step the merging that results
in the greatest increase (or smallest decrease) in modularity Q . The best division corresponds to the partition that resulted
in the highest value of Q . The extremal optimization method is based on recursive partition of the network in order to
maximize the value of the modularity [33]. The time of execution of the fastgreedy method is relatively fast, running in
O(N log2 N), where N is the number of vertices and M , the number of edges. The extremal optimization provides very
accurate division [37], but it is not particularly fast, scaling as O(N2 logN). The label propagation approach does not provide
accurate partition as the other three consideredmethods, but its time of execution is almost linearwith complexityO(N+M)
and, therefore, this method is suitable when large databases are analyzed.
2.3. Cluster analysis
2.3.1. Databases
The validation of the network-based clustering method has been performed by taking into account real-world and
artificial databases (i.e., computer generated clusters). Regarding real-world databases, we have taken into account two
datasets, i.e., the Iris database [32] and a database composed by chemical analysis of Italian wines [38]. These databases are
commonly used to evaluate the precision of classifiers (e.g. Ref. [39]). The Iris database is composed of three species of Iris
flowers (Iris setosa, Iris virginica and Iris versicolor). Each class consists of 50 samples, inwhich four features aremeasured, i.e.,
the length and width of both sepal and petal in centimeters. On the other hand, the features in the wine database represent
the quantities of 13 constituents found in each of the three types of wines. These 13 constituents are alcohol, malic acid,
ash, alcalinity of ash, magnesium, total phenols, flavanoids, nonflavanoid phenols, proanthocyanins, color intensity, hue,
OD280/OD315 of diluted wines, and proline. This database is composed by 178 instances of wines grown in Italy derived
from three different cultivars, in which 59 are of class 1, 71 of class 2 and 48 of class 3. Due to the difference of scales in
these databases, we have considered the standardization procedure [9], which is obtained by the following transformation,
yf = xf − xf
σxf
(10)
where xf , σxf are the average and standard deviation of the values of attribute f , respectively. Each attribute is transformed
in order to present zero mean and unit variance.
In the case of artificial data, we have adopted two different configurations, i.e., (i) two separated clouds of points with a
Gaussian distribution in a two-dimensional space (see Fig. 1(a)–(c)), and (ii) two semi-circles with varying density of points
(see Fig. 1(d)–(f)). In the case of Gaussian data, the validation set consists of two clusters of 1000 points generated according
to a Gaussian distribution with covariancematrix equal to identity. Themedian of one set of points is moved from the origin
(0, 0) until (0,15), in steps of 0.75, while the other cluster remains fixed at the origin of the axis. Therefore, the distance
between clusters varies from d = 0 to d = 15. Fig. 1(a)–(c) show three cases considering d = 0, 3 and 15. Observe that as d
increases, the cluster identification becomes easier.
The second artificial database considered in this work corresponds to a classic problem in pattern recognition [9]. It
consists of two sets of points uniformly generated in two limited semi-circlular areas. In this case, the density of points, i.e.,
the number of points per unit of area, defines the cluster resolutions, with higher density producing more defined clusters.
In our analysis, this density varies from 1 to 32, in steps of 1.6. More specifically, the number of points varied from 200
to 5960 in steps of 320 points. Fig. 1(d)–(f) show three configurations of this artificial database generated by taking into
account three different densities, ρ = 1, 6.4 and 14.4.
2.3.2. Evaluation of clustering results
The accuracy of the cluster methodology in these databases has been evaluated by taking into account the original
classification, which allows determining the percentage of wrong classification for each method used. In addition, it has
been adopted the Jaccard index, which is defined as [40]
J(C, K) = a
a+ b+ c (11)
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Fig. 1. Examples of artificial databases considered for clustering evaluation error. The points of the first set are generated according to a Gaussian
distribution, in which the two sets are separated by distances (a) d = 0, (b) d = 3 and (c) d = 15. The second set, a higher density of points provides more
defined clusters, as shown in examples (d) ρ = 1.0, (e) ρ = 6.4 and (f) ρ = 14.4.
where a denotes the number of pairs of points with the same label in the class C and assigned to the same cluster in K ; b
denotes the number of pairs with the same label (i.e., belonging to the same class in the original database), but in different
clusters, and c denotes the number of pairs in the same cluster, but with different class labels. The Jaccard index produces a
value in the range [0, 1], where J(C, K) = 1 indicates that C and K are identical.
3. Results and discussion
The accuracy of the clustering method based on networks has been compared with four traditional clustering
methods, namely k-means, cobweb, farthest first and expectationmaximization (EM) [41]. These methods present different
properties [41]. For instance, the k-means shows a tendency to find spherical clusters when the Euclidean distance is
adopted,while the EM is usefulwhen the likelihood function is an exponential family [9]. In addition,wehave considered five
methods for community identification, namely fastgreedy, extremal optimization,walktrap, spin glass and label propagation
approach [22]. In thiswork, since fastgreedy and extremal optimization have resulted in the same error rates for all databases
considered, we discuss only the results of the fastgreedy method, which is faster than the method based on extremal
optimization [22]. However, for data with a less definedmodular structure than those considered in this work, it is expected
that the extremal optimization method will provide more accurate results.
Table 1 presents the obtained results for the Iris database. Among the traditional classifiers, the EM exhibits the smaller
errors, i.e., 9.33%. However, note that this performance is obtained only when the number of clusters is known. Indeed,
EM provides an error of 40% when the number of clusters is unknown. This is a limitation of these traditional methods,
since in most of real-world problems, the information about the number of classes present in the original database is not
available. Table 1 also presents the results obtained usingmethods based on complex networks concepts. Only combinations
between metric and community algorithm which have yielded the lowest error rates are shown in this table. The smallest
error rate, i.e., 3.3%, has been obtained by considering the exponential of the Minkowski distance with parameter p = 0.5
and the fastgreedy community identification algorithm. The highest value of the Jaccard index has been also obtained for
this combination of metric and graph partition method. When the number of classes is unknown, the number of clusters
has been identified automatically by the maximum value of the modularity measure which has yielded an error of 6%. The
next smallest error, 9.8%, has been verified for the spin glass method by taking into account the exponential of Manhattan
distance (Minkowski distance with parameter p = 1). The remainder metrics presented in Section 2.2 resulted in larger
error and, therefore, for the Iris data, such metrics are not appropriate for the network-based clustering.
The obtained clustering errors and Jaccard indices for the wine database are presented in Table 2. Only the combinations
betweenmetric and community algorithmwhich have resulted in the lowest error rates are shown in the table. In this case,
among the traditional methods, the lowest clustering error (2.8%) has been obtained by the EM algorithm knowing the exact
cluster number in advance. On the other hand, when k in unknown, such error rate has increased to 19.6%. By taking into
account the multiplicative inverse of Manhattan distance (Minkowski distance with p = 1) and the fastgreedy algorithm
for community identification, the network-based method provides an error rate of 1.1% and a Jaccard index J = 0.954. Note
that the knowledge about the number of clusters has not improved the classification, which suggests that the modularity
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Table 1
Clustering errors for the Iris database considering the cases in which the number of classes k is known (k = 3) or unknown (k = ?). Farthest first and
k-means are the only methods that require the specification of the number of clusters k. ε represent the percentage of error and J , the Jaccard index. Nc is
the number of communities found by the algorithms when this number is left free.
Method ε (k = ?) ε (k = 3) J (k = ?) J (k = 3) Nc Modularity
k-means – 11.3 – 0.682 – –
Cobweb 33.3 – 0.595 – 2 –
Farthest first – 14.0 – 0.634 – –
EM 40.0 9.3 0.468 0.724 2 –
Superparamagnetic 69.3 – 0.223 – – –
exp(−M0.5)—FastGreedy 6.0 3.3 0.836 0.878 4 0.552
exp(−M1)—FastGreedy 33.3 30.7 0.595 0.584 2 0.454
exp(−M2)—FastGreedy 33.3 32.7 0.595 0.592 2 0.373
exp(−M∞)—FastGreedy 33.3 32.0 0.587 0.581 2 0.339
exp(−M0.5)—LabelPropagation 26.3 – 0.594 – 6 0.562
exp(−M1)—LabelPropagation 33.3 – 0.595 – 2 0.454
exp(−M2)—LabelPropagation 33.3 – 0.595 – 2 0.374
exp(−M∞)—LabelPropagation 33.3 – 0.595 – 2 0.338
exp(−M0.5)—SpinGlass 27.2 – 0.598 – 6 0.576
exp(−M1)—SpinGlass 10.2 – 0.701 – 3 0.486
exp(−M2)—SpinGlass 14.1 – 0.647 – 3 0.385
exp(−M∞)—SpinGlass 32.3 – 0.58 – 4 0.338
Table 2
Clustering errors for the wine database considering the cases in which the number of classes k is known (k = 3) or unknown (k = ?). Farthest first and
k-means are the only methods that require the specification of the number of clusters k. ε represent the percentage of error and J , the Jaccard index. Nc is
the number of communities found by the algorithms when this number is left free.
Method ε (k = ?) ε (k = 3) J (k = ?) J (k = 3) Nc Modularity
k-means – 5.6 – 0.8040 – –
Cobweb 93.8 – 0.007 – 143 –
Farthest first – 30.3 – 0.462 – –
EM 19.6 2.8 0.632 0.893 4 –
Superparamagnetic 52.2 – 0.331 – – –
M−10.5—FastGreedy 1.7 1.7 0.931 0.931 3 0.213
M−11 —FastGreedy 1.1 1.1 0.954 0.954 3 0.325
M−12 —FastGreedy 21.9 21.9 0.511 0.511 3 0.384
M−1∞ —FastGreedy 15.7 15.7 0.577 0.577 4 0.419
M−10.5—SpinGlass 5.34 – 0.814 – 3 0.133
M−11 —SpinGlass 5.51 – 0.809 – 3 0.123
M−12 —SpinGlass 5.17 – 0.820 – 3 0.107
M−1∞ —SpinGlass 8.43 – 0.728 – 3 0.084
M−10.5—LabelPropagation 60.11 – 0.338 – 1 0
M−11 —LabelPropagation 60.11 – 0.338 – 1 0
M−12 —LabelPropagation 60.11 – 0.338 – 1 0
M−1∞ —LabelPropagation 60.11 – 0.338 – 1 0
accounts for the best cluster identification. Therefore, our results suggest that the multiplicative inverse of the Minkowski
distance and the fastgreedy methods is the most suitable combination of metric and community identification method to
determine the clusters for the wine database.
In order to provide a more comprehensive evaluation of the proposed complex network-based clustering approach,
we have generated two sets of artificial data into a two dimensional space, as discussed in Section 2.3. This artificial data
allows controlling the cluster separability and resolution. Initially, we have considered two clusters of points with Gaussian
distribution in a two-dimensional space separated by a distance d. Fig. 2 presents the best results for the complex network-
based approach taking into account different proximitymeasures. The fastgreedy algorithmhas been considered in all cases,
since it has produced the highest values of the Jaccard index and is one of the fastest considered methods. In addition, the
number of clusters has been determined automatically by the maximum value of the modularity. All considered metrics
have implied in similar Jaccard index, which suggest that all of them are appropriate to be considered for cluster evaluation.
Note that the Jaccard index reaches the value one for d ≥ 5 in all cases. Fig. 2(f) shows the comparison between the
traditional clustering methods which have yielded in the most accurate cluster solution, i.e., the cobweb and k-means and
the exponential of the Chebyshev distance (Minkowski distance with p = ∞). Accurate results have been expected for the
k-means method, since the clusters are symmetric around the means and points are equally distributed among the two
clusters. However, the error rate for d < 3 is smaller for the network-basedmethod than for the two traditional approaches.
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Fig. 2. Jaccard indices obtained according to the separation of two clusters composed of sets of points with Gaussian distribution in a two-dimensional
space. Best results for the exponential of (a) Chebyshev, (b) Fu, (c) Manhattan, (d) Euclidian and (e) Tanimoto distances. The number of clusters has been
determined automatically by the maximum value of the modularity for all cases. In (f) a network-based method is compared with the best traditional
clustering approaches. Each point is an average over 30 simulations.
Therefore, the network-based methods have implied in the most accurate cluster partitions with the advantage that the
number of clusters has been determined automatically.
The second artificial database considered for evaluation of clustering results is defined by the two semi-circles with
different density of points (see Fig. 1(d)–(e)). Fig. 3 presents the obtained results considering the fastgreedy algorithm with
no a priori information about the classes. Only the best results are shown in this figure. Observe that the higher the density
of points, the lower the percentage of error and higher the Jaccard index. The percentage of error tends to zero (Jaccard
index tend to one) for the exponential of theMinkowski distance considering p = ∞, 2 and 1, i.e., Chebyshev, Euclidean and
Manhattan distances, respectively, (Fig. 3(a)–(c)). In this way, these metrics have yielded the most accurate cluster solution.
When the number of clusters is known, all methods improved the classification. The traditional methods, i.e., k-means,
cobweb, expectation maximization and farthest first, have provided larger errors than the network-based methods and are
not shown in this figure. Fig. 4 presents an example of the best clustering for the k-means and complex network-based
methods. Observe that k-means cannot identify the shape of the clusters correctly.
Comparing the obtained results, we have verified that the exponential of Minkowski and the multiplicative inverse of
Minkowski distances have produced the lowest error rates for real-world and artificial datasets. Since the exponential of
theMinkowski distance provided themost accurate results inmost of the considered cases, we concluded that this metric is
the most suitable for network-based clustering methods. The variation in this metric occurs with respect to the coefficient
p. For instance, we have verified that for the Iris dataset, p = 0.5 has provided the smallest error, while for the wine, p = 1.
For artificial data, p = ∞ is the most suitable. Thus, it is important to determine the value of p that yields the most accurate
partition. In this way, we have taken into account the simulated annealing optimizationmethod to determine the best value
of p for the Iris and wine databases. We have considered the fastgreedy algorithm with no knowledge about the number of
clusters. For the Iris database, the value p = 0.52483, has yielded an error rate of 3.3%, while for the wine data, the smallest
error has been equal to 1.7% for p = 1. Thus, choosing the suitable parameter, thismetric can provide very accurate partition.
However, optimizationmethods increase the computational costs, since thesemethods are quite time expensive. Therefore,
the choice of the clustering-based network method should combine the need for accuracy and the computational resources
available.
Onepoint that is important to comment is that the network-basedmethod generates a fully connectedweightednetwork.
Although this matrix stores all information about the data organization, the determination of communities in this type of
network is very expensive computationally. In order to reduce this cost, it is possible to consider a threshold and eliminate
part of the connections, keeping only the strongest edges.We have performed this analysis with respect to the Gaussian data
taking into account the fastgreedy algorithm and the exponential of the Chebyshev distance. Fig. 5 presents the obtained
results. Observe that the Jaccard index is reduced for threshold smaller than 0.4. Thus, even after applying the threshold,
the matrix of distance still contains the cluster structure. Therefore, for data with a Gaussian distribution, a threshold can
be adopted to improve the time performance of the network-based method.
Finally, in order to verify if the modularity is the suitable criteria to determine automatically the number of clusters,
we have investigated the relationship between the modularity and the Jaccard index. Fig. 6 presents the evolution of
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Fig. 3. Jaccard indices obtained for the complex network-based methods applied to the second artificial dataset (see Fig. 1(d)–(f)). The error rates have
been determined according to the density of points. The adopted proximitymeasures are (a) the exponential of the Chebyshev distance, (b) the exponential
of the Euclidian distance, (c) the exponential of the Manhattan distance, (d) the multiplicative inverse of Chebyshev distance, (e) the multiplicative inverse
of Euclidean distance and (f) the multiplicative inverse of Manhattan distance. The number of clusters has been obtained automatically by the maximum
value of the modularity and set manually as k = 2 for comparison.
a b
c d
Fig. 4. Example of the best performance for (b) k-means, complex network-basedmethod using (c) best modularity value and (d) fixing k = 2. The original
data is shown in (a).
the modularity and Jaccard index for the Gaussian, Iris and Wine databases considering the fastgreedy algorithm and the
exponential of the Minkowski distance. In all cases, the peaks of modularity have coincidedmodularity have coincided with
the Jaccard maximum value. Thus, our results suggest that the modularity can be used as metric to determine automatically
the number of clusters in a data set. However, the choice of the community identificationmethod should not be based on the
value of themodularity obtained. For instance, in the case of the Iris database, the fastgreedy has implied in the highest value
of the Jaccard index, J = 0.878, which corresponds to a modularity Q = 0.552. On the other hand, the spin glass method
has produced the highest modularity value, i.e., Q = 0.576, but a smaller Jaccard index J = 0.598 than the fastgreedy.
Indeed, some works have verified that the maximum modularity does not necessarily coincide with the correct division of
a network (e.g. Refs. [42,43]). Therefore, the methods that have implied in high modularity values and small Jaccard indices
converge on a suboptimal solution, missing the discovery of the actual andmeaningful communities. Since we have verified
that the fastgreedy has resulted in the best cluster solution, we suggest the use of this method for data clustering.
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a b c
d e f
Fig. 5. Clustering errors and Jaccard indices obtained for the clustering of the Gaussian data considering different values of threshold. We adopted the
exponential of the Chebyshev distance and the fastgreedymethod. The number of clusters was obtained automatically in (a), (b) and (c). On the other hand,
in (d), (e) and (f), the number of clusters k = 2 was provided during the partition. Each point is an average of 30 simulations.
a b c
Fig. 6. Evolution of the modularity and Jaccard index for the (a) Gaussian, (b) Iris and (c) Wine databases considering the fastgreedy algorithm and the
exponential of the Minkowski distance.
4. Conclusions
This paper analyzes different proximity measures to represent a data set as a network and compares five different
community detection algorithms to obtain the respective clusters. Our results suggest that the complex networks theory
has tools to improve graph-based clustering methodologies, since this new area provides more accurate algorithms for
community identification. Note that the clustering problem is converted into community detection in complex networks.
The comparison with traditional clustering methods suggests that the network-based approach finds clusters with the
lowest error rates for both real-world and artificial databases. In addition, this methodology allows the identification of
the number of clusters automatically by taking into account the maximum value of the modularity measurement, since we
have verified that this metric provide accurate classifications. By comparing different metrics, we have observed that the
exponential of Minkowski distance is the most suitable metric to quantify the similarity between objects in terms of their
feature vectors. Among the community identification algorithms, the fastgreedy has revealed to be the most suitable, due
to its accuracy and fast time of execution.
Shortest time for processing. For a more general conclusion of our analysis, the methodology presented here can be
extended by considering other real-world databases as well as other approaches to generate artificial clusters. Besides, it
is important to analyze databases with hierarchical structure, since the optimization of modularity algorithms may not be
able to detect the right number of communities due to the resolution limit [30]. In this case, algorithms such as Infomap [44]
can be considered. In addition, the adoption of methods that allows finding overlapping communities, such as SLOM [45],
can be taken into account for developing of a more general clustering network-based method. The application to different
areas, such as medicine, biology, physics and economy constitute other promising research possibilities.
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