Introduction
In the last decades electronics and telecommunications have known an unprecedented development, the number of non-linear loads (power electronics) has increased. New more energy efficient devices and equipments, controlled by microprocessors, have appeared. They are also more sensitive to electromagnetic disturbances, produced by neighborhood devices or as a result of the shared infrastructure, which can affect the power quality for many industries or even for the domestic consumers. A poor power quality can cause the malfunction of electrical and electronic devices and equipments, instability, short lifetime. In case of computers the disturbances may lead to: corrupted files, losing files and to the destruction of the hardware components. Additional costs can occur for both, suppliers and consumers (for instance, after a power interruption on a production line a certain time is needed to restart, which leads to a reduction in production) (Bollen et al., 2006) , (Dungan et al., 2004) , (Ignea, 1998) . Simultaneously, the expansion of the suppliers, the competition on the market, the increase of the studies in this field, the better informed customers have led nowadays to higher requirements for power quality. Both categories, the suppliers and the consumers are more concerned about the power quality. In order to satisfy consumers' requirements, suppliers have invested in more energy efficient equipments. Frequently, just these are affected by power problems, and they become in turn disturbances sources. A power quality monitoring system provides huge volume of raw data from different locations, acquired during long periods of time and the amount of data is increasing daily (Barrera Nunez et al., 2008) . The visual inspection method is laborious, time consuming and is not a solution. Features extraction of power quality disturbances using methods of power quality analysis, in order to achive automatic disturbance recognition, is important for understanding the cause-effect relation and to improve the power quality. Features extraction of power quality disturbances using methodes of power quality analysis, in order to achive automatic disturbance recognition, is important for understanding the cause-effect relation and to improve the power quality. The classical method of power quality analysis used in power quality monitoring sytems has been the discrete Fourier transform (DFT). Nowadays new methods has been proposed in literature: short time Fourier transform (STFT) (Bollen et al., 2006) , discrete wavelet transform (DWT) (Driesen et al., 2003) and discrete Stockwell transform (DST) (Gargoom, 2008) . Sometimes those methodes are integrated in company with fuzzy logic (FL) (Chilukuri et al., 2004) , artificial neural networks (ANN) (Dash, 2007) , (Gang, 2004) or super vector machines (SVM) (Yong, 2005) . A comparative study is presented as follows. 
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In most cases the power quality disturbances are nonstationary and nonperiodic. For power quality analysis is useful to achive time localization of the disturbances (determining the start and end times of the event) which can not be done by Fourier transform. The limitation is obvious especially for transient phenomenas (quick variations), difficult to observe visually. In Fig. 2 is considered a sinusoidal signal disturbed with an impulsive transient. Like in Fig. 1 below, the frequency spectrum provides informations about frequency spectral components but no information about time localization.
Short time Fourier transform
The 
where L is window size. The window size L can be smaller or equal to N, the number of samples of signal
The square modulus of short time Fourier transform is called spectrogram and is a time-frequency representation. Power quality disturbances cover a broad frequency spectrum, starting from a few Hz (flicker) to a few MHz (transient phenomenas). The frequency spectrum of a signal affected by a transient voltage contains high frequency components and also low frequency components. It is difficult to analyze such a signal using the STFT because the window size and implicit time-frequency resolution are fixed.
Window functions
The window functions are useful for time domain smoothing of acquired signals, reduction of spectral distortions and better resolution. Main parameters of window function are: -main lobe width; -side lobe attenuation; -minimum stopband attenuation. The main lobe width has influence on frequency resolution. The possibility to distinguish two signals with close frequencies increases when the lobe width decreases, but for a narrow lobe the energy of side lobes increase against main lobe energy. The results are the increase of side lobe amplitudes and attenuation. Consequently, it is necessary a compromise between time and frequency resolution. A narrow window provides a good time resolution while a large one is useful for good frequency resolution. Figure 3 shows the time domain and frequency domain representations of the rectangular, Hanning and Hamming window. 
where n=0,1, 2, N-1. The window has lower side lobes like previous function ( fig. 3) From previous figure it can be seen that for rectangular window the spectral distorsions are the biggest, it fallows Hanning window with smaller distortsions and Haming window with the smallest distortsions (according to Table 1 ). Suplementary, for the disturbance it can be observed the start time, stop time, duration and frequency domain. The influence of window size is shown in figure 5 . The increase of window size it has increased also the resolution in frequency domain, but has decreased the resolution in time domain. In figure 5 , for the window with the largest width, it can be seen that the maximum spectral component is 1000 Hz and this value is the frequency of oscillatory transient overlapped on the sinusoidal signal. In the time domain appears a sliding to zero in comparison with the rest of spectrograms. A solution to obtain high resolution in the time domain and also in the frequency domain is to use two window functions with different size: a narrow window for good time resolution and a large window for good frequency resolution. Than the STFT is applied two times using both windows. But this method has a disadvantage, it increases the number of operations. Figure 6 shows the spectograms obtained for a sinusoidal signal with frequency of 50 Hz disturbed by an oscillatory transient with the frequency of 1500 Hz (the sampling rate is 8000 Hz). The first spectogram is obtained using a narrow window (16 samples) and is useful for time localization. For the second spectrogram is used a large window (480 samples). In this case it can be seen the frequency of the oscillatory transient. 
Discrete wavelet transform
The wavelet transform is an alternative solution in order to overcome the limitations of STFT. Multiresolutions signal decompositon is based on subbads decomposition using low-pass filtering and high-pass filtering. This transform ensure progressive resolution for time localization and characterization of the transient phenomenas.
The Fourier analysis decomposes a signal into a sum of harmonics and wavelet analysis into wavelets. A wavelet is a waveform of limited duration, usually irregular and asymmetric. For a discrete signal x[n] the discrete transform is defined
where
c j (k) are the scaling function coefficients and d j (k) are the wavelet function coefficients, j 0 is the scale and φ(t) is the scaling function. For a given signal x(t) and a three level wavelet decomposition the relation (9) become
and at each decomposition level the signal is split into an approximation and a detail.
In order to classify the disturbances using disturbances patterns is necessary to calculate the deviation between the energy distributions of the disturbed signal and the clean signal (Vega, 2009) , (Resende, 2001 )
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where j is the wavelet transform level; dp(j) [%] is the deviation between the energy distributions; en_dist(j) is the energy distribution of the disturbed signal; en_ref(j) is the energy distribution of the clean signal (or fundamental component of the disturbed signal).
Fig. 7. Disturbances patterns
The energy distributions are calculated based on Parseval's theorem: "the energy that a time domaine function contains is equal to the sum of all energy concentrated in in the different resolution levels of the corresponding wavelet transformed signal" (Resende, 2001) . According to this theorem we have (Gaouda, 1999) 
In figure 7 (Duarte, 2006) are shown the disturbances patterns for the main types of power quality disturbances.
Using the discrete wavelet transform for transient signal analysis
A sinusoidal signal with frequency of 50 Hz is disturbed by an oscillatory transient with the frequency of 1000 Hz. The Daubechis "db10" function is used as mother wavelet (figure 8) and the signal is decomposed using 8 decomposition levels (figure 9). It can be seen that the coefficients D 2 and D 3 (Fig. 9) provide information on time localization of the oscillatory transient (start time, stop time, duration), magnitude and frequency spectrum. . Eight-level discrete wavelet decomposition Figure 10 shows that the energy is concentrated in the frequency bands of decomposition levels two and three (240-960 Hz) and the event is classified as low-frequency transient (Resende, 2001 ).
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where n≠0 and H[n/NT] is the Fourier transform of time series. The STFT transform limitation is the fixed window width, chosen a priori, for analysis of nonstationary signals containing low-frequency and high-frequency components. Consequently, the frequency-time resolution is fixed too and is difficult to analyze a sinusoidal signal of low frequecy (for instance the signal from power supply network) affected by a high frequency disturbance (for instance a transient phenomenon). The wavelet transform limitations are: low resolution for low-frequency components, the decomposition frequency bands are fixed, noise sensitivity. The S transform is an extension of the wavelet transform resulted using a phase correction which provides superior resolution. Applying DST on a signal the result is a matrix within the rows are frequences and the columns are time values.
Using the S-transform
To ilustrate the ability of the ST to detect, localize and quantify power quality disturbances are considered two signals. First signal is afected by a voltage swell (low-frequency components) and the second by an impulsive transient (high-frequency components). Figure 11 shows the 3D ST plots for both signals. From the 3D plots can be observed the amplitude variations of the frequency spectral components in the signals. 
Impulsive transient characterization
The power quality disturbances that may occur in power supply networks are classified in various categories (Dungan, 2004) : transient phenomenons, short duration variations, long duration variations, voltage imbalances, waveform distortions, power frequency variations and flickers. Transient phenomenons are sudden and short-duration change in the steady-state condition of the voltage, current or both. These phenomenons are classified in two categories: impulsive and oscillatory transient. The first category has exponential rise and falling fronts and is characterized by magnitude, rise time (the time required for a signal to rise from 10% to 90% of final value), decay time (the time until a signal is greater than ½ from its magnitude) and its spectral content. In order to calculate the rise time for an impulsive transient (biexponential impulse) is proposed a simple algorithm. First are calculated 10%, 90% and 50% of peak amplitude. Than is necessary a loop to find the sample position of the previous values in waveform. Finally the rise time and the decay time are calculated as the difference between the positions found below. In Fig. 13 Rise time c is calculated using the previously described method and Rise time is the exact value of rise time. In Fig. 14 Decay time c is calculated also using the previous algorithm and Decay time is the exact value of decay time. The result of the rise time calculation depends on sampling frequency. Table 2 contains the informations corresponding to a biexponential impulse (Fig. 13) when the sampling frequency is increased six times: Ve represents the exact value of rise time, V1 and V2 are the values obtained at low sampling rate and respectively at increased sampling rate, Er1 and Er2 are the errors between V1 and V2 and respectively Ve and Er1/Er2 is the last column of 
Conclusion
Nowadays, the researchers must to choose the most appropiate method to analyse the raw data. The main objectiv is features extraction of power quality disturbances in order to achive automatic disturbance recognition. A comparative study between DFT, STFT, DWT and ST is presented accompany with applications in power quality disturbances detection. Supplementary, a solution to improve the STFT analysis is described. Impulsive transients characterization is also presented.
