The normalized numerical range and the Davis-Wielandt shell by Lins, Brian et al.
The normalized numerical range and the
Davis-Wielandt shell
Brian Linsa,∗, Ilya M. Spitkovskyb, Siyu Zhongb
aDepartment of Mathematics and Computer Science
Hampden-Sydney College, Hampden Sydney VA 23943, USA
bDivision of Science, New York University Abu Dhabi (NYUAD)
Saadiyat Island, P.O. Box 129188 Abu Dhabi, UAE
Abstract
For a given n-by-n matrix A, its normalized numerical range FN (A) is defined
as the range of the function fN,A : x 7→ (x∗Ax)/(‖Ax‖ · ‖x‖) on the complement
of kerA. We provide an explicit description of this set for the case when A is
normal or n = 2. This extension of earlier results for particular cases of 2-by-2
matrices (by Gevorgyan) and essentially Hermitian matrices of arbitrary size
(by A. Stoica and one of the authors) was achieved due to the fresh point of
view at FN (A) as the image of the Davis-Wielandt shell DW(A) under a certain
non-linear mapping h : R3 7→ C.
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1. Introduction
Throughout the paper, we denote by Cn the standard n-dimensional inner
product space over the complex field C and by Mn(C) the algebra of all n-by-n
matrices with entries in C.
The classical numerical range F (A) (a.k.a. the field of values, or the Haus-
dorff set) of A ∈ Mn(C) is by definition the set of values of the corresponding
quadratic form x∗Ax on the unit sphere SCn := {x ∈ Cn : ‖x‖ = 1} of Cn.
Equivalently,
F (A) =
{
(x∗Ax)/‖x‖2 : x ∈ Cn \ {0}
}
.
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There are numerous papers devoted to this notion, starting with the pioneering
work by Hausdorff [12] and Toeplitz [19]. The Toeplitz-Hausdorff theorem states
in particular that the set F (A) is convex. In fact, it is the convex hull of a
certain algebraic curve C(A) associated with A (see e.g. [14] or its English
translation [15]), sometimes called the boundary generating curve. Moreover,
the eigenvalues of A are the foci of C(A). Necessary and sufficient conditions
on a set in C to be the numerical range of some n-by-n matrix are known [13],
though not very easy to verify. For our purposes, recall two basic and well known
results concerning the shape of F (A): for normal matrices C(A) coincides with
the spectrum σ(A) of A, and so F (A) is nothing but the convex hull of σ(A),
while for a non-normal A ∈M2(C) it is an ellipse, and thus F (A) is an elliptical
disk (the Elliptical Range theorem).
Various modifications and generalization of the numerical range have been
considered in the literature. Our paper is concerned with the so called normal-
ized numerical range. Defined as
FN (A) :=
{
x∗Ax
‖x‖‖Ax‖ : x ∈ C
n, Ax 6= 0
}
,
it was introduced in [2], and then further investigated in [6]–[10] and [18]. Some
of the elementary properties of FN (A) are similar to those of F (A), and can be
proved along the same lines. For convenience of reference, we collect those of
them which we need in Proposition 2.1 below, along with brief explanations and
references. Here we only note that there is no useful analogue of the shifting
property F (A+ zI) = F (A) + z for FN (A), which is one of the reasons why the
theory of the latter is much less developed.
In particular, FN (A) was described in [8] for 2-by-2 normal matrices, but
neither the case of normal n-by-n matrices with n > 2 nor the case of arbitrary
A ∈M2(C) has yet been settled. More specifically, the case of A ∈M2(C) with
coinciding eigenvalues, zero trace, or (at least) one eigenvalue equal to zero was
tackled in [8]–[10], but the case of a non-normal A with the non-zero eigenvalues
λ1 6= ±λ2 remained open. We will deal with it in Section 3.
On the other hand, normal matrices of arbitrary size were considered in [18,
Theorem 6.2] but only when they were essentially Hermitian, i.e., in addition to
A being normal, the set σ(A) was collinear (the latter restriction of course was
inconsequential for n = 2). We will have this restriction lifted in Section 4.
A crucial ingredient used for Sections 3, 4 is the connection between FN (A)
and the Davis-Wieland shell DW (A) of A. This connection, along with the
definition of DW (A) and its pertinent properties, are considered in Section 2.
2. Preliminaries
We begin with a proposition that collects some of the known properties of
the normalized numerical range.
Proposition 2.1. Suppose that A ∈Mn(C). Then:
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a. For all z ∈ FN (A), |z| ≤ 1.
b. If z ∈ FN (A), then |z| = 1 if and only if z = λ/|λ| for some λ ∈ σ(A).
c. FN (A) is unitarily invariant: FN (U
∗AU) = FN (A) for any unitary U ∈
Mn(C).
d. FN (e
iθA) = eiθFN (A) for all θ ∈ [0, 2pi).
e. FN (cA) = FN (A) for all c > 0.
f. If A is invertible, then FN (A) is closed.
g. FN (A) is simply connected.
Statements (a) and (b) are simply the Cauchy-Schwarz inequality in disguise,
also mentioned explicitly in [2, 6].
Statements (c)–(d) and their proofs are literally the same as those of F (A).
Statement (e) is different from the respective property F (cA) = cF (A) but the
modification is obvious.
To explain (f), as well as for some future considerations, let us introduce the
function
fN,A : x 7→ (x∗Ax)/ ‖Ax‖ , x ∈ SCn \ kerA,
where kerA stands, as usual, for the kernel of A. With this notation at hand,
FN (A) is nothing but the range of fN,A, so we will call it the normalized nu-
merical range map. When A is invertible, the domain of fN,A is the whole SCn
and FN (A) is thus closed, being the image of a compact set under a continu-
ous mapping. This reasoning is exactly the same as for F (A) (in which case it
works for any A, invertible or not). It is worth mentioning, however, that for
non-invertible A the set FN (A) may not be closed. The respective examples
exist even with A ∈ M2(C) and can be found in [9]; the closedness criterion is
given by [18, Theorem 6.4].
Property (g) was proved in [18, Section 3], while the path-connectedness
of FN (A) was established earlier in [6, Proposition 7]. Note that, as opposed
to F (A), the set FN (A) is not necessarily convex: in particular, for normal
A ∈ M2(C) it was shown in [8] that FN (A) is a hyperbolic arc. So, path- and
simple connectedness of FN (A) are by no means trivial.
In what follows, a crucial role is played by expressing the map fN,A as a
composition of two maps. Before describing the decomposition, let us recall
some additional definitions.
The joint numerical range (JNR for short) of a collection of n-by-n matrices
A1, . . . , Am is the set of m-tuples W (A1, . . . , Am) := {(x∗A1x, . . . , x∗Anx) : x ∈
SCn}. As long as the matrices A1, . . . , Am are all Hermitian, W (A1, . . . , Am) ⊂
Rm.
Identifying R2 with C we immediately observe that W (A1, A2) = F (A1 +
iA2) when A1, A2 are Hermitian. So, the joint numerical range is a natural
generalization of the regular one. A well known result is that the joint numerical
range of a family of commuting Hermitian matrices is a convex polytope. This
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result is analogous to the fact that the classical numerical range of a normal
matrix is the convex hull of its eigenvalues. We include the statement and proof
here for ease of reference.
Lemma 2.2. Let A1, . . . , Am be an m-tuple of pairwise commuting Hermitian
n-by-n matrices. Then their joint numerical range is a convex polytope.
Proof. Under the conditions of the Lemma, the matrices Aj can be diago-
nalized by a simultaneous unitary similarity, apparently not changing their
JNR. So, without loss of generality we may suppose that Aj are already di-
agonal: Aj = diag[λj1, . . . , λjn], j = 1, . . . ,m. A direct computation shows
then that W (A1, . . . , Am) is the convex hull of the points (λ1k, . . . , λmk) ∈ Rm,
k = 1, . . . , n.
The JNR of a family of 2-by-2 Hermitian matrices is completely understood
for any m, see e.g. [11, Example 2] and references therein. Namely, with the
exception of the situation already covered by Lemma 2.2, W (A1, . . . , Am) is
either a (hollow) ellipsoid, which happens generically for m > 2, or a (solid)
ellipse (as is the case for m = 2), depending on the rank of a certain m-by-3
matrix.
So, the joint numerical range is convex in the setting of Lemma 2.2 but not
in general. Moreover, for m ≥ 4 and any n there exist m-tuples of matrices in
Mn(C) with non-convex JNR [11, Proposition 2.10]. For our purposes, however,
the case m = 3 is important and there the JNR is convex whenever n ≥ 3 [1],
see also [11, Theorem 5.4].
For any A ∈ Mn(C), recall that ReA := (A + A∗)/2, and ImA := (A −
A∗)/2i and consider the joint numerical range W (ReA, ImA,A∗A). First used
in [3, 20], it is now called the Davis-Wielandt shell of A and usually denoted
DW(A). The following lemma specializes the general properties of the JNR to
the case of DW.
Lemma 2.3. Let A ∈Mn(C).
a. If A is normal with spectrum σ(A) = {λ1, . . . , λn}, then DW (A) is the
convex hull of the points (Reλj , Imλj , |λj |2), j = 1, . . . , n. Furthermore,
each point (Reλj , Imλj , |λj |2) is an extreme point of DW(A).
b. If n = 2 and A is not normal, then DW (A) is an ellipsoid.
c. If n ≥ 3, then DW (A) is convex.
Proof. Note that the first part of (a) follows from Lemma 2.2, while (b) and
(c) are also stated in [16], Theorems 2.2 and 2.3 respectively. It remains
to prove that when A is normal, (Reλj , Imλj , |λj |2) is an extreme point of
DW(A) for each 1 ≤ j ≤ n. To see this, note that DW(A) is contained
in the convex paraboloid P := {v ∈ R3 : v21 + v22 ≤ v3}. The set P is
strictly convex, that is, there are no non-trivial line segments in the bound-
ary of P . Since (Reλj , Imλj , |λj |2) ∈ ∂P for each 1 ≤ j ≤ n, it follows that
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no (Reλj , Imλj , |λj |2) can be a non-trivial convex combination of the other
(Reλi, Imλi, |λi|2), 1 ≤ i ≤ n.
Observe that the normalized numerical range map fN,A is the composition
of maps g and h where
g(x) := (x∗(ReA)x, x∗(ImA)x, x∗A∗Ax) (1)
and
h(v) := v
−1/2
3 (v1 + iv2). (2)
With this perspective, it is immediate that the normalized numerical range
FN (A) is the image of the Davis-Wielandt shell DW(A) ⊂ R3 under the map h.
In fact, a more precise statement holds.
Proposition 2.4. Suppose A ∈Mn(C). Then FN (A) is the image of the bound-
ary of DW(A) under the map h in (2).
Proof. We have already observed that FN (A) = h(DW(A)). Therefore x+ iy ∈
FN (A) if and only if (xt, yt, t
2) ∈ DW(A) for some t > 0. Consider the set
{t > 0 : (xt, yt, t2) ∈ DW(A)}. If this set is nonempty, then it has a least upper
bound t0 because DW(A) is bounded. The corresponding point (xt0, yt0, t
2
0)
will be in the boundary of DW(A), proving the statement.
It was already mentioned earlier that normalized numerical ranges are not
always convex. They do have the following property, however.
Lemma 2.5. Let A ∈ Mn(C) and suppose that p, q ∈ FN (A). Then there is a
hyperbola centered at the origin such that an arc of the hyperbola connects p to
q and is contained in FN (A).
Proof. Since p, q ∈ FN (A), there must exist v, w ∈ DW(A) such that p = h(v)
and q = h(w), where h is given by (2). If n ≥ 3, then DW(A) is convex by
Lemma 2.3(c). In that case, the line segment connecting v to w is contained
in DW(A). When n = 2, DW(A) is an ellipsoid, although it might not be
convex. Consider any u ∈ conv DW(A). Let V = {v ∈ R3 : v3 = u3}. Then the
image of V ∩DW(A) under h is an ellipse, and h(u) is enclosed by this ellipse.
Furthermore, since this ellipse is contained in FN (A) which is simply connected
by Proposition 2.1, we must have h(u) ∈ FN (A).
No matter what n is, we conclude that the image of the line segment from
v to w under h is contained in FN (A). If v3 = w3, then the image of this
line segment under h is a line segment. If v3 6= w3, then we may parametrize
the line passing through v and w as u(t) := (a + ct2, b + dt2, t2) for some real
constants a, b, c, d and a parameter t > 0. Then h(u(t)) = (a+bi)t−1+(c+di)t.
This is a real linear transformation of the hyperbolic arc t+ i/t, and therefore
{h(u(t)) : t > 0} is a hyperbolic arc (possibly degenerate to a line or ray) and
the center of the hyperbola is the origin. The image of the line segment from v
to w under h is the portion of this hyperbolic arc that connects p to q.
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3. 2-by-2 Case
We begin with a statement that gives an explicit equation for the Davis-
Wielandt shell DW(A) for any 2-by-2 matrix. See also [16, Theorem 2.2] for an
alternative description.
Lemma 3.1. If A ∈ M2(C), then DW(A) is an ellipsoid in R3 that satisfies
the equation
a1v
2
1 +a2v
2
2 +a3v
2
3 +a4v1v2+a5v1v3+a6v2v3+a7v1+a8v2+a9v3+a10 = 0 (3)
where the coefficients are:
a1 = tr(A
∗A) + 2 Re(detA),
a2 = tr(A
∗A)− 2 Re(detA),
a3 = 1,
a4 = 4 Im(detA),
a5 = −2 Re(trA),
a6 = −2 Im(trA),
a7 = −2 Re(detA trA∗),
a8 = −2 Im(detA trA∗),
a9 = | trA|2 − tr(A∗A),
a10 = |detA|2.
Proof. As noted in Lemma 2.3(b), it is well known that the Davis-Weilandt shell
of a 2-by-2 matrix is an ellipsoid. Therefore, DW(A) must satisfy a quadratic
equation of the form (3). Verifying the coefficients above is tedious by hand, but
easy with a computer algebra system. We therefore leave it to the interested
reader. It helps to apply a unitary similarity to A so that it has the form
A =
[
λ1 c
0 λ2
]
where c ≥ 0. This transformation does not change the Davis-Wielandt shell
DW(A), nor does it change the coefficients of (3) above. Note that the co-
ordinates of a point v ∈ DW(A) satisfy v1 = Re(x∗Ax), v2 = Im(x∗Ax),
v3 = x
∗A∗Ax for some x ∈ C2 with x∗x = 1. Therefore it suffices to verify
that (3) holds for all such points, regardless of the particular unit vector x.
With Lemma 3.1, we can now give a description of the normalized numerical
range of a 2-by-2 matrix.
Proposition 3.2. Let A ∈M2(C)\{0} and let
P (x, y, t) = c0(x, y) + c1(x, y)t+ c2(x, y)t
2 + c3(x, y)t
3 + c4(x, y)t
4 (4)
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where the coefficients cj(x, y) are the functions of x and y given below in terms
of the coefficients ai from Lemma 3.1:
c0 = c0(x, y) = a10,
c1 = c1(x, y) = a7x+ a8y,
c2 = c2(x, y) = a1x
2 + a2y
2 + a4xy + a9,
c3 = c3(x, y) = a5x+ a6y,
c4 = c4(x, y) = a3.
Then FN (A) is the union of the family of ellipses
E(t) = {x+ iy : (x, y) ∈ R2, P (x, y, t) = 0}
indexed by t with σ1 ≤ t ≤ σ2 and t 6= 0 where σ1 ≤ σ2 are the singular values
of A.
Proof. Let us make the following substitutions into (3). Let v1 = xt, v2 = yt
and v3 = t
2 where x, y ∈ R and t ≥ 0. Then (3) becomes (4). For h defined
as in (2), we have h(v1, v2, v3) = v
−1/2
3 (v1 + iv2) = x + iy. Therefore a pair
(x, y) solves (4) for some t if and only if that pair corresponds to the image of
some (v1, v2, v3) ∈ DW(A) under the map h. Note that the values of v3 = t2 in
DW(A) must fall between the eigenvalues of A∗A which are the singular values
of A, squared. Therefore σ1 ≤ t ≤ σ2. The map h is undefined when v3 = 0,
and so solutions to (4) corresponding to t = 0 are not part of the normalized
numerical range.
Normalized numerical ranges of 2-by-2 matrices always have the following
symmetry property.
Theorem 3.3. Let A ∈ M2(C). If A is invertible, then FN (A) is symmetric
across the line containing ±√detA. If A is rank one, then FN (A) is symmetric
across any line containing ± trA.
Proof. Let us start with the invertible case. Note that FN (A) = e
iθFN (e
−iθA)
for any θ by Proposition 2.1(d). Setting θ = 12 arg(detA) we may thus assume
that detA > 0. We can also scale A by any positive constant without changing
the normalized numerical range so we will assume without loss of generality that
detA = 1. When detA = 1, the coefficients ai from Lemma 3.1 satisfy a4 = 0,
a7 = a5, a8 = −a6, and a10 = a3. Therefore (4) becomes:
P (x, y, t) = (a1x
2 + a2y
2 + a9)t
2 + a5x(t
3 + t) + a6y(t
3 − t) + a3(t4 + 1).
Observe that P (x, y, t) = t4P (x,−y, 1/t) for all (x, y, t) ∈ R3 with t > 0. Note
also that the singular values of A are σ1 = ‖A‖−1 and σ2 = ‖A‖. It follows that
if x+ iy ∈ E(t) for some σ1 ≤ t ≤ σ2, then x− iy ∈ E(t−1) and σ1 ≤ t−1 ≤ σ2.
Therefore FN (A) is symmetric across the real axis in C. By rotating back, the
conclusion of this theorem holds for all invertible A ∈M2(C).
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If A is rank one, then detA = 0 and the coefficients ai from Lemma 3.1
satisfy a2 = a1, a4 = a7 = a8 = a10 = 0. So (4) becomes
P (x, y, t) = (a1x
2 + a1y
2 + a9)t
2 + (a5x+ a6y)t
3 + a3t
4
= t2(tr(A∗A)(x2 + y2) + | trA|2− tr(A∗A)− 2(Re(trA)x+ Im(trA)y)t+ t2).
In particular the ellipses E(t) are all circles with centers along the line in C from
the origin through trA. If trA 6= 0, then FN (A) is symmetric across the line
through ± trA. If trA = 0, then FN (A) will be a circle centered at the origin,
and therefore will be symmetric across all lines through the origin.
Note that the case when A ∈ M2(C) is rank one and trA = 0 was covered
in [10, Proposition 4.1].
For all rank one 2-by-2 matrices, it was shown in [10, Proposition 3.1] that
the boundary of the normalized numerical range is the union of two elliptical
arcs. The next theorem provides the description of a larger class of 2-by-2
matrices A for which FN (A) has the same property.
Theorem 3.4. Suppose A ∈M2(C)\{0}. If trA and ±
√
detA are collinear in
C, then the boundary of FN (A) is the union of at most two elliptical arcs.
Proof. By rotation we may assume without loss of generality that
detA, trA ≥ 0. (5)
Indeed, for invertible A let us rotate A in such a way that detA becomes positive.
Then the line passing through ± detA is simply R, and trA ∈ R due to the
collinearity condition. Passing from A to −A if needed, we can change the sign
of trA without changing detA. In its turn, if A is singular, then the equality
detA = 0 persists under rotations, while trA can be made non-negative.
We will prove now that, under conditions (5), the boundary of FN (A) is
given by the equations
x2 +
(
tr(A∗A)− 2 detA
tr(A∗A)− (trA)2 + 2 detA
)
y2 = 1 (6)
for x satisfying x trA ≥ 2√detA, and by
(
tr(A∗A) + 2 detA
tr(A∗A)− 2 detA
)(
x− 2 trA
√
detA
tr(A∗A) + 2 detA
)2
+ y2
=
tr(A∗A)− (trA)2 + 2 detA
tr(A∗A) + 2 detA
(7)
for x such that x trA ≤ 2√detA.
We will separate the proof into two cases.
Case 1. Suppose that A is invertible. By scaling, in addition to (5) we may
assume without loss of generality that detA = 1. By Proposition 3.2, FN (A) is
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the union of the ellipses given by P in (4). It will be convenient to let Q = t−2P .
Since trA ∈ R and detA = 1, the coefficients a4, a6, a8 = 0 in Lemma 3.1, while
a5 = a7 = −2 trA, and a10 = a3 = 1. Therefore
Q(x, y, t) = a1x
2 + a2y
2 + a5x(t+ t
−1) + (t2 + t−2) + a9 = 0.
Let T := (t + t−1). Then (t2 + t−2) = T 2 − 2, and the equation above can be
expressed as
Q(x, y, T ) = a1x
2 + a2y
2 + a5xT + (T
2 − 2) + a9 = 0.
Points on the boundary of FN (A) are contained in the envelope of the family
of ellipses {x+ iy : Q(x, y, T ) = 0} indexed by T . This envelope consists of the
points where
Q =
∂
∂T
Q = 0.
We compute
∂
∂T
Q = −2(trA)x+ 2T = 0,
which has solution T = x trA. This solution only applies if x trA ≥ 2, as
T = t+t−1 ≥ 2 for all σ1 = ‖A‖−1 ≤ t ≤ σ2 = ‖A‖. Therefore, when x trA ≤ 2,
the corresponding points on the boundary must be solutions of P (x, y, T ) = 0
with T = 2, or equivalently t = 1. Substituting t = 1 into (4) gives the equation
(tr(A∗A) + 2)x2 + (tr(A∗A)− 2)y2 − 4 trAx+ 2 + (trA)2 − tr(A∗A) = 0.
If we collect x terms and complete the square, we get
(tr(A∗A) + 2)
(
x− 2 trA
tr(A∗A) + 2
)2
+ (tr(A∗A)− 2)y2
=
4(trA)2
tr(A∗A) + 2
− (trA)2 + tr(A∗A)− 2.
Dividing through by tr(A∗A)− 2, we get(
tr(A∗A) + 2
tr(A∗A)− 2
)(
x− 2 trA
tr(A∗A) + 2
)2
+ y2 =
4(trA)2
(tr(A∗A))2 − 4 −
(trA)2
tr(A∗A)− 2 + 1
=
(trA)2(2− tr(A∗A))
(tr(A∗A))2 − 4 + 1
= 1− (trA)
2
tr(A∗A) + 2
.
If we replace A by A/
√
detA when detA > 0 in the equation above, we obtain
(7).
If, on the other hand, x trA ≥ 2, then T = x trA. We can substitute x trA
for T in Q(x, y, T ), and we obtain the following equation:
(tr(A∗A)+2)x2+(tr(A∗A)−2)y2−2(trA)2x2+x2(trA)2−2+|trA|2−tr(A∗A)=0
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which simplifies to
(tr(A∗A)− (trA)2 + 2)x2 + (tr(A∗A)− 2)y2 = tr(A∗A)− |trA|2 + 2.
Replacing A by A/
√
detA we see that this equation is equivalent to (6).
Case 2. A is singular. Let P be as in (4). Since detA = 0 and trA ∈ R, we
have a2 = a1, a3 = 1, a4 = a6 = a7 = a8 = a10 = 0, and a5 = trA. So
P (x, y, t) = (a1x
2 + a1y
2 + a9)t
2 + a5xt
3 + t4.
Let Q = t−2P and note that E(t) = {x+ iy : Q(x, y, t) = 0} for all 0 < t ≤ ‖A‖.
Since FN (A) is the union of the circles E(t), the boundary of FN (A) satisfies
the envelope equation
Q(x, y, t) =
∂
∂t
Q(x, y, t) = 0.
We compute
∂
∂t
Q(x, y, t) = a5x+ 2t = 0.
We may therefore substitute − 12a5x = x trA for t in Q, as long as x trA > 0.
We get the equation
0 = a1x
2 + a1y
2 + a9 − 14a25x2
= tr(A∗A)(x2 + y2) + (trA)2 − trA∗A− (trA)2x2 = 0.
= (tr(A∗A)− (trA)2)x2 + tr(A∗A)y2 + (trA)2 − tr(A∗A).
This is equivalent to (6).
If x trA ≤ 0, then the envelope formula no longer applies, and the boundary
is determined by the circle E(0). Note that this portion of the boundary is not
a subset of FN (A), and therefore FN (A) is not closed. The equation for this
circle is obtained by substituting t = 0 into the equation Q(x, y, t) = 0, which
gives (7).
The reason for “at most” clause in the statement of Theorem 3.4 is that one
of the arcs (6),(7) may degenerate into a point while the other then becomes a
full ellipse. Here is when and how this happens.
Corollary 3.5. Suppose that A ∈ M2(C)\{0} has eigenvalues λ1 and λ2 such
that |λ1| = |λ2|, then FN (A) is an elliptical disk. In the case when detA ≥ 0,
the equation for the boundary of this ellipse is (7). The elliptical disk is closed
unless detA = 0, in which case FN (A) is the open unit disk.
Note that the case when the eigenvalues of A (not just their absolute values)
coincide, was considered in [10, Propositions 5.1].
Proof. We may assume by rotating that detA ≥ 0. Then |λ1| = |λ2| and
λ1 = λ2, so trA ∈ R. Therefore Theorem 3.4 applies. We also know that
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the real part of any point x + iy ∈ FN (A) has absolute value at most one
by Proposition 2.1. Therefore x trA ≤ |λ1| + |λ2| = 2|λ1| = 2
√
detA for all
x + iy ∈ FN (A). So the boundary of the FN (A) is given by (7). If detA 6= 0,
then FN (A) is closed by Proposition 2.1(c).
If |λ1| = |λ2| = 0, then trA = detA = 0, and (7) becomes x2 + y2 = 1. In
this case, no point on the boundary of FN (A) is contained in FN (A) since the
family of ellipses E(t) defined by Proposition 3.2 is expanding as t → 0, with
only the limiting ellipse E(0) containing the boundary. Since E(0) is not part
of FN (A), we see that FN (A) is the open unit disk.
There is another class of 2-by-2 matrices with elliptical normalized numerical
ranges.
Theorem 3.6. Suppose that A ∈ M2(C) has non-zero eigenvalues λ1, λ2 such
that λ1/λ2 < 0. Then FN (A) is a closed elliptical disk. In the case when
detA > 0, the ellipse is given by the equation(
tr(A∗A) + 2 detA
tr(A∗A)− 2 detA− | trA|2
)
x2 + y2 = 1. (8)
Observe that classes of matrices considered in Theorems 3.4 and 3.6 overlap
exactly at A ∈ M2(C) such that λ1 = −λ2 6= 0. In this case the ellipticity of
FN (A) follows also from Corollary 3.5. Furthermore, such matrices are traceless,
and thus unitarily similar to matrices with zero main diagonal — the case treated
in [10, Proposition 4.1].
Proof. By applying a suitable complex scaling we may assume that detA = 1
without changing the value of λ1/λ2. Then λ1λ2 = 1 and λ1/λ2 < 0, so both
eigenvalues must be purely imaginary and therefore Re(trA) = 0. Let P be
as in (4) and let Q = t−2P . Since detA = 1 and Re(trA) = 0 we have the
following identities in the coefficients ai defined in Lemma 3.1: a3 = a10 = 1,
a4 = a5 = a7 = 0, a8 = −a6. Then
Q(x, y, t) = (a1x
2 + a3y
2 + a9) + a6y(t− t−1) + (t2 + t−2).
It is convenient to let T = t− t−1, and then
Q(x, y, T ) = (a1x
2 + a3y
2 + a9) + a6yT + (T
2 + 2) = 0,
which is the equation of an ellipsoid in R3. Since the FN (A) is the set of x+ iy
such that (x, y) solves Q(x, y, T ) = 0 for some real T , it follows that FN (A)
must be an ellipse. We now use the envelope equation
Q =
∂
∂T
Q = 0.
to derive a formula for this ellipse. We compute
∂
∂T
Q(x, y, T ) = a6y + 2T = 0.
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Substituting T = − 12a6y = Im(trA)y into Q(x, y, T ) gives
0 = (a1x
2 + a3y
2 + a9) + a6yT + (T
2 + 2)
= a1x
2 + a3y
2 + a9 − 14a26y2 + 2
= (trA∗A+ 2)x2 + (trA∗A− | trA|2 − 2)y2 + | trA|2 − tr(A∗A) + 2.
If detA = 1, this is equivalent to (8). If detA > 0, then we can replace A by
A/
√
detA in the equation above to get (8).
Remark 3.7. Conditions of Theorem 3.6 hold for any real matrix with a negative
determinant.
The cases outlined in Theorem 3.6 and Corollary 3.5 are the only cases where
the normalized numerical range of a 2-by-2 matrix is an ellipse.
Theorem 3.8. For A ∈ M2(C)\{0} with eigenvalues λ1 and λ2, the boundary
of FN (A) is an ellipse if and only if |λ1| = |λ2| or λ1/λ2 < 0.
Proof. If A is singular, then Theorem 3.4 applies. By rotating, we may assume
that trA ∈ R, and then there is a single ellipse that defines the boundary of A
if and only if |λ1| = |λ2| = 0.
If A is invertible, we may assume without loss of generality that detA = 1
and Re(trA) ≥ 0. If either λ1/λ2 < 0 or |λ1| = |λ2|, then Theorem 3.6 and
Corollary 3.5 imply that the boundary of FN (A) is an ellipse. Suppose now
that Re(trA) > 0 and |λ1| 6= |λ2|. If the boundary of FN (A) is an ellipse, then
by Theorem 3.3, the major and minor axes of that ellipse must be parallel to
the real and imaginary axes, although in which order is not yet clear. Also, the
center of this ellipse must lie on the real axis.
Let z0 = x0 + y0i denote the rightmost point in FN (A). By the above
comments, Im(z0) = y0 = 0. Since z0 ∈ FN (A), Proposition 3.2 implies that
z0 ∈ E(t0) for some σ1 ≤ t0 ≤ σ2. Since E(t0) ⊂ FN (A), z0 must be the
rightmost point in E(t0) as well. The ellipse E(t0) is oriented with a vertical
major axis and horizontal minor axis, so if z0 is the rightmost point, then the
center of E(t0) must lie on the real axis.
By completing the squares on both the x and y variables in (4), we can
derive formulas for the centers and radii of the family of ellipses E(t) := {x+iy :
P (x, y, t) = 0}. They are x(t) + iy(t) where
x(t) =
Re(trA)(t+ t−1)
tr(A∗A) + 2
, (9)
y(t) =
Im(trA)(t− t−1)
tr(A∗A)− 2 . (10)
By (10), the center of E(t0) can only lie on the real axis if either t0 = 1, or
Im(trA) = 0. In the later case, the boundary of FN (A) is given by two different
elliptical curves by Theorem 3.4, and therefore cannot be a single ellipse. We
conclude that t0 = 1, and we have z0 ∈ E(1). Similar arguments show that the
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leftmost, topmost and bottommost points of FN (A) must also be contained in
E(1), and therefore if FN (A) is an ellipse, then it must equal E(1). We will
show now that this cannot happen.
Using the method of Lagrange multipliers, we seek to find the points on
E(1) with maximal absolute value. Equivalently, we seek to maximize x2 + y2
subject to the constraint P (x, y, 1) = 0. We must have
∇(x2 + y2) = λ∇P (x, y, 1)
for some λ ∈ R. This is equivalent to
0 = (−y, x) · P (x, y, 1)
= (−y, x) · ∇(b1x2 + b2y2 + 2b3x+ 2 + b6)
= (−y, x) · (2b1x+ 2b3, 2b2y)
= 2y((b2 − b1)x− b3)
= 2y(−4x+ 2 Re(trA)).
By inspection, the minimum absolute values are attained when y = 0, and
the maximum absolute values are attained when x = 12 Re(trA). We know,
however, that the maximum absolute value of points in FN (A) must be one,
and that maximum occurs at the points λ1/|λ1| and λ2/|λ2| by Proposition
2.1. For convenience, assume that λ1 = Re
iθ with R = |λ1| and θ = arg λ1.
Then λ2 = R
−1e−iθ, and 12 Re(trA) =
1
2 (R + R
−1) cos θ, while Re(λ1/|λ1|) =
Re(λ2/|λ2|) = cos θ. So the points on E(1) with maximum absolute value
correspond to λ1/ |λ1| and λ2/ |λ2| if and only if R = R−1 = 1, and we have
assumed that this is not the case since |λ1| 6= |λ2|. This completes the proof
that the only cases where the boundary of FN (A) is an ellipse are when either
λ1/λ2 < 0 or |λ1| = |λ2|.
The special cases above suggest that many 2-by-2 matrices have fairly simple
normalized numerical ranges. For 2-by-2 matrices that do not fit any of these
cases, it is still possible to find a polynomial equation for the boundary of the
normalized numerical range.
Theorem 3.9. For any A ∈ M2(C)\{0}, the boundary of FN (A) satisfies a
polynomial equation of degree at most 8.
Proof. Let P (x, y, t) be as in (4). Any pair (x, y) corresponding to x+ iy on the
boundary of FN (A) is contained in the envelope of P , therefore it satisfies
P (x, y, t) =
∂
∂t
P (x, y, t) = 0
for some t. We can remove the variable t from these two equations using the
resultant of both polynomials (see [5, Appendix 1] for details). Then any pair
(x, y) corresponding to a point on the boundary of FN (A) satisfies the polyno-
mial equation
R(x, y) := resultant
(
P (x, y, t),
∂
∂t
P (x, y, t), t
)
= 0.
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This resultant is given by the determinant of the Sylvester matrix:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c0 0 0 c1 0 0 0
c1 c0 0 2c2 c1 0 0
c2 c1 c0 3c3 2c2 c1 0
c3 c2 c1 4c4 3c3 2c2 c1
c4 c3 c2 0 4c4 3c3 2c2
0 c4 c3 0 0 4c4 3c3
0 0 c4 0 0 0 4c4
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
where cj = cj(x, y) come from (4). Note that c1 and c3 are first degree polynomi-
als in x and y, c2 is a second degree polynomial, and c0 and c4 are constants. By
direct computation, the resultant above is at most an eighth degree polynomial
in x and y, so the theorem follows.
Remark 3.10. The resultant equation in the proof of Theorem 3.9 for the bound-
ary of the normalized numerical range of a matrix A ∈ M2(C) gives the same
equation for both A and −A. Therefore the solution set of the resultant equa-
tion contains the boundaries of both FN (A) and FN (−A). One might wonder if
the equation can be factored into two separate polynomial equations of degree
at most 4 that represent the two different boundaries. This is not possible in
general, however. For example, consider the matrix
A =
[
2 + 2i 1
0 1/(2 + 2i)
]
.
The normalized numerical range of this matrix is shown in Figure 2. The real
roots of the resolvent equation R(x, y) = 0 correspond to the boundary of
FN (A) as well as the boundary of FN (−A). Let us suppose that the boundary
of FN (A) corresponds to a single fourth degree polynomial Q(x, y) ∈ C[x, y].
Then the boundary of FN (−A) would be given by the equation Q(−x,−y) so
R(x, y) = Q(x, y)Q(−x,−y) (up to a possible scalar factor).
Since the normalized numerical range of a 2-by-2 matrix with positive deter-
minant is symmetric across the real axis by Theorem 3.3, it follows that the real
roots of Q(c, y) must have this symmetry, for all constants c ∈ R. In particular,
there is an interval of values of c such that Q(c, y) has four real roots, as a
polynomial in y. Therefore, Q(c, y) is a polynomial in y with only even powered
terms for all c ∈ R. In other words,
Q(x, y) = a0(x) + a2(x)y
2 + a4(x)y
4
where a0, a2, and a4 are polynomials in x of degree at most 4. In particular,
Q(x,−y) = Q(x, y) for all x, y ∈ C. It follows that R(0, y) = Q(0, y)Q(0,−y) =
(Q(0, y))2. However, computing the value of R(0, y) for this particular matrix
A gives
R(0, y) =
(
65y2 + 16
)2 (
3249y4 + 400y2 + 576
)
/1024,
which is not a perfect square in the polynomial ring C[y]. Therefore, we cannot
hope to express the boundary of FN (A) using a polynomial of degree lower than
8.
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Figure 1: The normalized numerical range of A = [
4+3i 3
0 9/(4+3i) ].
We end this section with some examples of possible shapes of normalized
numerical ranges of 2-by-2 matrices. Figure 1 is a typical convex example that
is not an ellipse. Figure 2 is not convex, but has a smooth boundary. Finally, the
example in Figure 3 has a boundary that is not smooth at one point. All three of
these examples have boundaries that satisfy irreducible 8th degree polynomial
equations.
4. Normal Case
If A is normal, then DW(A) is the convex hull of the set {(Reλi, Imλi, |λi|2) :
λi ∈ σ(A)} according to Lemma 2.3(a). In this section we proceed by classifying
the normalized numerical ranges of normal matrices according to the dimension
of the Davis-Wielandt shell. Recall [17] that the dimension of a convex set in
Rn is the dimension of the smallest affine space containing the set. For any
2-by-2 normal matrix A, DW(A) is a line segment, so dim DW(A) ≤ 1. In fact,
the condition dim DW(A) ≤ 1 holds if and only if A is normal, with at most
two distinct eigenvalues. In that case FN (A) is a hyperbolic arc, as for n = 2
was established in [10, Proposition 2.1], and observed to be valid for arbitrary
n in [18, Theorem 5.6].
Lemma 4.1. Let A ∈ Mn(C)\{0} be normal with at most two distinct eigen-
values λ1 and λ2. If A is invertible, then FN (A) is the arc of a hyperbola
centered at the origin, having endpoints λ1/|λ1| and λ2/|λ2|, and with vertex
2eiθ cosφ
√
|λ1λ2|
|λ1|+|λ2| where θ =
1
2 arg(λ1λ2) and φ =
1
2 arg(λ2/λ1). If A is singular,
FN (A) is the line segment (0, λ1/|λ1|] where λ1 is the single non-zero eigenvalue
of A.
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Figure 2: For the matrix A = [
2+2i 1
0 1/(2+2i) ], FN (A) is not convex, but the boundary is
differentiable.
Note that the case λ1 = λ2 = 0 is trivial since then A, being normal, is the
zero matrix, and thus FN (A) = ∅.
Lemma 4.1 can also be derived from Proposition 3.2 by first scaling A so that
detA = 1 (if A is invertible), and noting that the ellipses E(t) all degenerate
to single points. The centers of these points are given by (9) and (10). The
equation for the vertex can be derived from (9) by letting t = 1 and rotating.
The hyperbolic arcs described in Lemma 4.1 only depend on the two eigen-
values of the normal matrix A. For convenience, we let H(λ, µ) denote the
hyperbolic arc corresponding to a normal matrix with two distinct eigenvalues
λ and µ.
In the following theorem, we completely describe the normalized numerical
range of any n-by-n normal matrix A with the property that dim DW(A) = 2.
This class includes all normal matrices with three distinct eigenvalues, thus
covering the case n = 3. The latter happens to be a leading special case in
Polya’s terminology, to which the case of arbitrary n will be reduced in the final
result of this section.
When dim DW(A) = 2, there is a 2-dimensional affine subspace V ⊂ R3 such
that DW(A) ⊂ V . Note that this plane is vertical if and only if A is essentially
Hermitian, i.e., is normal with a collinear spectrum, and it is horizontal if and
only if A is a scalar multiple of a unitary matrix with at least three distinct
eigenvalues.
Let us write the equation of V in the form
(ηT v =) η1v1 + η2v2 + η3v3 = b (11)
where b ∈ R is a constant, and η ∈ R3\{0} is a normal vector to the plane. If 0 ∈
V , then b = 0. In that case V is the linear span of the set {(Reλi, Imλi, |λi|2) :
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Figure 3: For A = [
4+i 1
0 1/(4+i) ], the boundary of FN (A) is not differentiable at one point.
The curves in the interior correspond to extraneous solutions of the polynomial equation for
the boundary.
λi ∈ σ(A)} which a subspace of R3.
Let Jh(v) denote the Jacobian derivative of the map h in (2) at v ∈ R3 (with
v3 > 0). We compute
Jh(v) =
[
v
−1/2
3 0 − 12v1v−3/23
0 v
−1/2
3 − 12v2v−3/23
]
.
Note that ker(Jh(v)) = span{(v1, v2, 2v3)}. For any w ∈ ker(Jh(v)), the deriva-
tive of h in the direction w is zero. If v + w ∈ V , then h|V has a critical point
at v. Of course, v + w ∈ V if and only if w ⊥ η. So h|V has a critical point at
v if and only if
(η1, η2, η3) · (v1, v2, 2v3) = 0,
or equivalently by (11),
b+ v3η3 = 0. (12)
We will refer to the solution v3 := α of (12) (if it exists) as the critical level of
h|V . This α plays a crucial role in the shape of FN (A).
To express the coefficients of (12) in terms of the spectrum of A, pick any
three distinct eigenvalues of A. Without loss of generality, let them be λ1, λ2, λ3.
According to (11), Reλ1 Imλ1 |λ1|2Reλ2 Imλ2 |λ2|2
Reλ3 Imλ3 |λ3|2
 η1η2
η3
 =
bb
b
 ,
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and by Cramer’s rule,
η3 = b
∣∣∣∣∣∣
Reλ1 Imλ1 1
Reλ2 Imλ2 1
Reλ3 Imλ3 1
∣∣∣∣∣∣
/∣∣∣∣∣∣
Reλ1 Imλ1 |λ1|2
Reλ2 Imλ2 |λ2|2
Reλ3 Imλ3 |λ3|2
∣∣∣∣∣∣
The bottom determinant is non-zero. Indeed, no three points (Reλi, Imλi, |λi|2)
with λi ∈ σ(A) are colinear by Lemma 2.3(a) and therefore they cannot be
contained in a proper subspace of R3. From this, we derive the following formula
for the critical level α of h|V when b, η3 6= 0.
α = −
∣∣∣∣∣∣
Reλ1 Imλ1 |λ1|2
Reλ2 Imλ2 |λ2|2
Reλ3 Imλ3 |λ3|2
∣∣∣∣∣∣
/∣∣∣∣∣∣
Reλ1 Imλ1 1
Reλ2 Imλ2 1
Reλ3 Imλ3 1
∣∣∣∣∣∣ . (13)
If b = 0 then α is undetermined, while when b 6= 0, η3 = 0 it does not exist, and
there is no critical level.
For all normal matrices with such flat Davis-Wielandt shells, we have the
following description of the normalized numerical range.
Theorem 4.2. Suppose that A ∈Mn(C) is normal with m distinct eigenvalues
λ1, . . . , λm and dim DW(A) = 2. Order the eigenvalues in such a way that the
edges of DW(A) connect (Reλi, Imλi, |λi|2) to (Reλi+1, Imλi+1, |λi+1|2) for
1 ≤ i ≤ m with the convention that λm+1 is identified with λ1. Then FN (A)
is the set enclosed by the hyperbolic arcs H(λi, λi+1), 1 ≤ i ≤ m, and possibly
by one line segment that connects the points of tangency for a line bitangent to
(at least) two of the hyperbolic arcs H(λi, λi+1). Such a flat portion of ∂FN (A)
occurs if and only if the critical level α in (13) satisfies
min
i
|λi|2 < α < max
i
|λi|2. (14)
In that case, the flat portion is the image of the set {v ∈ DW(A) : v3 = α}.
Proof. Since dim DW(A) = 2, DW(A) is a convex polygon contained in a 2-
dimensional affine subspace of R3. By Lemma 2.3(a), each (Reλi, Imλi, |λi|2) is
an extreme point of DW(A). Therefore DW(A) has m vertices and m sides. We
have assumed that the eigenvalues of A are ordered so that the boundary edges
of DW(A) correspond to pairs of eigenvalues λi and λi+1 (with the convention
that λm+1 is identified with λ1). The image of the edges of DW(A) under h will
be the hyperbolic arcs H(λi, λi+1), 1 ≤ i ≤ m.
If h is a bijection from DW(A) onto FN (A), then by a standard topology
argument the boundary of DW(A) will map onto the boundary of FN (A). In
that case, the arcs H(λi, λi+1), 1 ≤ i ≤ m, will form the boundary of FN (A)
(possibly missing the point 0 ∈ ∂FN (A) if 0 ∈ σ(A)). It is possible, however,
that h is not one-to-one on DW(A).
Let V be the 2-dimensional affine subspace of R3 containing DW(A). If
the Jacobian of h|V is full rank at v, then h|V has a differentiable inverse in
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a neighborhood of v by the inverse function theorem. On the other hand, h|V
may not be invertible in a neighborhood of a critical point. As observed in the
remarks preceding the statement of the theorem, the critical points of h|V all
lie on the line V ∩ {v ∈ R3 : v3 = α} where α is the critical level of h|V .
Let V+ := {v ∈ V : v3 > 0} and note that V+ is nonempty because it
contains DW(A). For any v ∈ V+ we may substitute v1 = xt, v2 = yt, and
v3 = t
2 where x, y ∈ R and t > 0. With this substitution, h(v) = x+ iy. Then,
by (11), the image of V+ under h is the set of points x+ iy in C such that (x, y)
satisfies
η1xt+ η2yt+ η3t
2 = b
or equivalently
η1x+ η2y = bt
−1 − η3t (15)
for some t > 0. Depending on the configuration of the plane V , the map h|V+
may be a bijection or not. We have the following cases.
1. If η1 = η2 = 0, then V+ = V is an affine plane in R3 with constant v3. In
that case, h will be a one-to-one affine linear transformation from V+ onto
C. The hyperbolic arcs H(λi, λi+1) degenerate then into the line segments
connecting λi/ |λi| with λi+1/ |λi+1|.
2. If η3 = b = 0, then the image of V+ under h is a line in C passing through
the origin. This line contains FN (A), and the theorem is trivially true.
3. If least one of η1 or η2 are non-zero and at least one of b or η3 are non-zero,
then (15) describes a family of parallel lines in C indexed by t > 0. The
map h is one-to-one on V+ if and only if bt
−1 − η3t is one-to-one.
In the last case, if either η3 = 0 or the critical level α = −b/η3 ≤ 0, then
h|V+ is one-to-one on all of V+. If that is the case, then h is a bijection from
DW(A) onto FN (A). In particular, h maps the relative boundary of DW(A)
(i.e., the boundary of DW(A) in V ) onto the boundary of FN (A), which proves
the theorem.
Let us consider what happens when the critical level is positive. By (15),
image of the set Vα = {v ∈ V+ : v3 = α} under the map h is a line L, while
the image of V+ under h is the half-plane in C with boundary L that does not
contain the origin. All points on the boundary have a unique pre-image under
h, while points in the open half-plane have two distinct pre-images in V+. The
boundary of FN (A) may consist of the images of the edges of DW(A) along with
a flat portion that is the image of the set {v ∈ DW(A) : v3 = α} under the map
h. This flat portion will be a line segment contained in L that connects two of
the hyperbolic arcs H(λi, λi+1) and H(λj , λj+1).
Consider any line ` ⊂ V such that ` intersects Vα. Let v denote the point
of intersection. Because the Jacobian of h|V is rank deficient at v, it follows
that the tangent lines of the curves h(`) and L = h(Vα) are parallel. Of course,
L is its own tangent line, so h(`) is tangent to L at the point of intersection.
If ` is a line connecting two vertices of DW(A) and the intersection point v
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is between the two vertices, then the corresponding hyperbolic arc H(λi, λi+1)
will be tangent to L. This proves that if FN (A) has a flat portion of the form
described above, then it will be tangent to (at least) two of the hyperbolic arcs
H(λi, λi+1).
Remark 4.3. The case 1. in the proof (characterized by η being vertical)
materializes exactly when A is a non-zero scalar multiple of a unitary ma-
trix. It is therefore not surprising at all that in this case FN (A) differs from
F (A) by a scalar multiple only: FN (A) = F (A)/ ‖A‖. The particular relation
FN (U) = F (U) for unitary U was observed already in [6].
On the other hand, the subcase η3 = 0 of 3. corresponds to essentially
Hermitian A. The respective description of FN (A) was obtained in [18, Theo-
rem 5.5]. It is worth mentioning that the approach of [18] allowed for infinite-
dimensional considerations, and Theorem 5.3 was derived there from a (rather
more involved) result for essentially Hermitian operators on Hilbert spaces.
The main theorem of this section applies to general n-by-n normal matrices
and is as follows.
Theorem 4.4. Let A ∈ Mn(C) be normal with m distinct eigenvalues λ1, . . .,
λm. Then FN (A) is the set enclosed by the hyperbolic arcs H(λi, λj), 1 ≤ i, j ≤
m, i 6= j, along with any line segments that connect the points of tangency for
a line bitangent to two arcs H(λi, λj) and H(λj , λk) that share an eigenvalue
λj. This set is closed, except possibly at the origin if A is not invertible and
0 /∈ conv{λi : λi 6= 0}.
Proof. Since A is normal, DW(A) is the convex hull of {(Re(λi), Im(λi), |λi|2) :
1 ≤ i ≤ m} by Lemma 2.3. We may assume without loss of generality that
A is diagonal. By Proposition 2.4, FN (A) is the image of the boundary of
DW(A) under h. Since DW(A) is a convex polytope, its boundary can be
triangularized, that is, ∂DW (A) is a union of convex triangles that correspond to
Davis-Wielandt shells of principle 3-by-3 submatrices of A. Therefore FN (A) is
the union of a finite collection of normalized numerical ranges of 3-by-3 principle
submatrices of A. Note also that 0 ∈ FN (A) if and only if there is a point
v = (0, 0, v3) ∈ DW(A). That is true if and only if 0 ∈ conv{λi : λi 6= 0}.
We will now prove that if there is a line that is tangent to two of the hyper-
bolic arcs H(λi, λj) and H(λk, λ`), and if the points of tangency are z1 and z2
respectively, then the line segment connecting z1 and z2 is contained in FN (A).
Suppose A is a 3-by-3 principle submatrix of A with three distinct eigenval-
ues. We may assume without loss of generality that these are λ1, λ2, and λ3.
Suppose that the hyperbolic arcs H(λ1, λ3) and H(λ2, λ3) contain points z1 and
z2 respectively, such that the line passing through z1 and z2 is tangent to both
arcs. Let us denote this line by L. By Lemma 2.5, there is an arc of a hyperbola
centered at 0 that connects z1 to z2 and is contained in FN (A). Since a line
can pass through a hyperbola at most twice, this arc must be contained in the
closed half plane with boundary L that contains the origin. At the same time,
since H(λ1, λ3) and H(λ2, λ3) are both tangent to L, both of those arcs are
contained in the closed half plane with boundary L that does not contained the
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origin. It follows that the line segment [z1, z2] is completely enclosed by these
hyperbolic arcs. Since FN (A) is simply connected by Proposition 2.1, [z1, z2] is
contained in FN (A).
Remark 4.5. If A ∈ Mn(C) is normal and 0 ∈ FN (A), then the boundary of A
will consist solely of hyperbolic arcs H(λi, λj) where λi, λj ∈ σ(A). From the
proof of Theorem 4.4, if two hyperbolic arcs H(λi, λj) and H(λj , λk) are both
tangent to a line L, then the line segment in L that connects the two points
of tangency must be contained in FN (A). If 0 ∈ FN (A), then any ray from 0
passing through a point on that line segment will also pass through one of the
hyperbolic arcs H(λi, λj) or H(λj , λk). As noted in [18, Theoerem 3.3], the
intersection of FN (A) with any ray from the origin is connected. This means
that points on L ∩ FN (A) can only be on the boundary of FN (A) if they are
contained in one of the hyperbolic arcs H(λi, λj). This is also essentially true for
any singular normal matrix, although in that case 0 may also be an additional
boundary point.
λ1
λ3
λ2
Figure 4: (Left) When λ1 =
√
3 +
√
3i and λ3 = 10, the shaded regions show the values
of λ2 where FN (diag(λ1, λ2, λ3)) has a flat portion. In particular, λ2 = 3 + 4i is in the
shaded region. (Right) FN (A) for A = diag(
√
3 + i
√
3, 3 + 4i, 10). Note the flat portion of the
boundary connecting the hyperbolic arcs H(
√
3 + i
√
3, 10) and H(3 + 4i, 10).
Example 4.6. Consider the matrix
A =
√3 + i√3 0 00 3 + 4i 0
0 0 10
 .
The normalized numerical range of this matrix appeared in [6, Figure 2]. It is
not obvious from the figure there, but can be verified using (14) that FN (A)
has a flat portion on its boundary (see Figure 4).
The condition in (14) can be interpreted geometrically. Suppose that λ1 and
λ3 are fixed, while λ2 is allowed to vary, as long as |λ1| ≤ |λ2| ≤ |λ3|. When
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the right and left-hand inequalities in (14) are replaced with equalities, we get
equations for two different circles in the complex plane, both passing through
λ1 and λ3. The set of values of λ2 where the normalized numerical range of
the diagonal matrix diag(λ1, λ2, λ3) has a flat portion (not corresponding to a
hyperbolic arc H(λi, λj)) is given by those λ2 that are contained in one, but
not both, of these circles. For example, in the matrix A above, λ1 =
√
3 + i
√
3,
λ2 = 3 + 4i, and λ3 = 10. The eigenvalue λ2 falls inside one of the two circles
but not the other, as shown in Figure 4.
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