The implicit bias of gradient descent is not fully understood even in simple linear classification tasks (e.g., logistic regression). Soudry et al. [6] studied this bias on separable data, where there are multiple solutions that correctly classify the data. It was found that, when optimizing monotonically decreasing loss functions with exponential tails using gradient descent, the linear classifier specified by the gradient descent iterates converge to the L 2 max margin separator. However, the convergence rate to the maximum margin solution with fixed step size was found to be extremely slow: 1/ log(t). Here we examine how the convergence is influenced by using different loss functions and by using variable step sizes. First, we calculate the convergence rate for loss functions with poly-exponential tails near exp(−u ν ). We prove that ν = 1 yields the optimal convergence rate in the range ν > 0.25. Based on further analysis we conjecture that this remains the optimal rate for ν ≤ 0.25, and even for sub-poly-exponential tails -until loss functions with polynomial tails no longer converge to the max margin. Second, we prove the convergence rate could be improved to (log t)/ √ t for the exponential loss, by using aggressive step sizes which compensate for the rapidly vanishing gradients.
Introduction
In over-parameterized models, wherein the training objective has multiple global optima, different optimization algorithms learn models with different implicit bias, and hence, different generalization to the population loss. This effect of the implicit bias of the optimization algorithm on generalization is particularly prominent in deep learning models, where the generalization is not driven by explicit regularization or restrictions of the model capacity [4, 9, 3] . Thus, in order to understand what drives generalization in such high capacity models, it is important to rigorously understand how optimization affects implicit bias.
Consider unregularized logistic regression over separable data. Soudry et al. [6] showed that the gradient descent iterates for this problem converge in direction to the maximum margin separator with unit L 2 norm, and this implicit bias holds independent of initialization and step size choices. This is exactly the solution of the hard margin support vector machine (SVM) where the L 2 norm constraint is explicitly added. While the L 2 maximum margin solution is perhaps the first guess of the implicit bias from the optimization geometry of gradient descent, Soudry et al. [6] also showed that the rate of convergence to maximum margin solution is O(1/ log t) which is much slower compared to the rate of convergence of the loss function itself which is O(1/t). This implies that the classification boundary of logistic regression, and hence the generalization of the classifier, continues to change long after the 0-1 error on training examples has diminished to zero.
Here we provide a more detailed study of this problem, focusing on the rate of convergence of gradient descent to the maximum margin solution. First, we ask whether this result can be extended to different loss functions, with different tails, beyond the tight exponential tail of logistic loss or exponential loss: do we still get convergence to the L 2 maximum margin separator? Does a heavier or lighter tail gives a faster rate of convergence?
We show that convergence to the L 2 maximum margin solution can be extended to various losses with faster than polynomial tails, but not to losses with polynomial tails. However, our analysis suggests that the (popular) exponential tail is optimal in terms of the rates. We then focus on the optimal case of the exponential loss and ask whether we can accelerate the convergence to the maximum margin by using more aggressive and variable step sizes. The answer is yes, and we show that using normalized gradient updates, i.e. step size proportional to the inverse gradient, we can get rates as fast as O(log t/ √ t) instead of 1/ log t. Preliminary numerical results suggests we might also be able to improve similarly the convergence rates for deep networks.
Setup and review of previous results
Consider a dataset {x n , y n } N n=1 , with binary labels y n ∈ {−1, 1}. We denote the data matrix X = [x 1 , . . . , x N ] and σ max (X ) as the maximal singular value of X. We assume, without loss of generality that σ max (X ) ≤ 1 and ∀n : ||x n || < 1, where || · || denotes the L 2 norm.
We analyze learning by minimizing an empirical loss of the form
where w ∈ R d is the weight vector. A bias term could be added in the usual way, extending x n by an additional '1' component. To simplify notation, we assume that ∀n : y n = 1 -this is without loss of generality, since we can always re-define y n x n as x n .
The gradient descent (GD) iteration with fixed step size η is given by w(t + 1) = w(t) − η∇L(w(t)) = w(t) − η N n=1 (w(t) x n )x n .
We look at the iterates of GD on linearly separable datasets with monotonic loss functions.
Definition 1 [Linear separability]
The dataset is linearly separable if there exists a separator w * such that ∀n : w * x n > 0.
Definition 2 [Strict Monotone Loss] (u)
is a differentiable monotonically decreasing function bounded from below. Without loss of generality, let ∀u, (u) > 0, (u) < 0 and lim u→∞ (u) = lim u→∞ (u) = 0.
For strictly monotone losses over separable data, there are no finite global minima of the objective in eq. (1) , and gradient descent iterates will diverge to infinity. While the norm of the iterates w(t) diverges, the classification boundary is entirely specified by the direction of w(t)/ w(t) . Can we say something interesting about which direction the iterates w(t) converge to? [6] characterized this direction for loss function with exponential tails, defined below,
Definition 3 [Tight Exponential
Tail] A function f (u) has a "tight exponential tail", if there exist positive constants µ + , µ − , andū such that ∀u >ū:
(1 − exp(−µ − u))e −u ≤ f (u) ≤ (1 + exp(−µ + u))e −u
Definition 4 [β-smooth function] A function is β-smooth if its derivative is Lipschitz continuous with a Lipschitz constant β.
Theorem 1 (Theorem 3 in Soudry et al. [6] , rephrased) For almost all datasets that are linearly separable (Definition 1), and any β-smooth L (Definition 4) with a strictly monotone loss function (Definition 2), for which − has a tight exponential tail (Definition 3), the gradient descent iterates in eq. 2 with any step size η < 2β −1 and any initialization w(0) will behave as:
where the residual ρ (t) is bounded andŵ is the following L 2 max margin separator:
Theorem 1 holds for common classification loss functions, including the logistic loss, sigmoidal loss, and the exponential loss 1 and for all datasets except a measure zero set (e.g., with probability 1, for any dataset sampled from an absolutely continuous distribution). Soudry et al. [7] generalized this Theorem to include also the measure zero cases. Theorem 1 implies logarithmically slow convergence in direction to the L 2 max-margin separator
and in the margin min n w(t) x n w(t) = γ − O 1 log t , with γ = max w min n w x n w = 1 ŵ .
Gunasekar et al. [2] further generalized this characterization to steepest descent with respect to an arbitrary norm, establishing convergence to the maximum margin predictor with respect to the chosen norm. The proof technique used for this more general setting is different and it is based on bounding the decrease in loss and increase in norm, generalizing the analysis of Telgarsky [8] which shows how Boosting converges to the max-1 -margin predictor. This analysis does not rely on the data being non-degenerate as in Theorem 1 (i.e. it applies for any data set, not only almost all data sets). Although Gunasekar et al. [2] do not state a rate of convergence, the technique can be used to establish that the margin converges at the rate of O(1/ log t) as summarized in the following theorem (specialized here only for gradient descent), which is proved in appendix A:
Theorem 2 For any separable data set (Definition 1), any initial point w(0), consider gradient descent iterates with a fixed step size η < 1 L(w(0)) for linear classification with the exponential loss (u) = exp(−u). Then the iterates w(t) satisfy:
where γ = max w min n w xn w = 1 ŵ is the maximum margin .
Note that Theorem 2 ensures the rate of convergence of the margin, but does not specify how quickly w(t) itself converges to the max-margin predictorŵ.
Main Results
Previous results, summarized in Section 2, show that on separable data and with strictly monotone exponentially tailed loss functions, gradient descent converges to the max-margin separator with a very slow rate of 1/ log t. We therefore first explore if this rate is affected by the choice of the loss function. We examine the following type of loss functions. Table 1 : Summary of convergence rates for Theorem 3 for loss functions with exponential tail, when − (u) exp(−u ν ). The first line is the convergence rate for both the distance and the suboptimality of the margin (with C 3 instead of C 1 ). The second line is the angle convergence rate. The constants are:
Losses with poly-exponential tails
Definition 5 A function f (u) has a "tight poly-exponential tail", if there exist positive constants µ + , µ − , ν, andū such that ∀u >ū:
In appendix B we prove the following Theorem 3 that generalizes the convergence of gradient descent to maximum margin separators for poly-tail exponential losses with ν > 0.25.
Theorem 3
For almost all datasets that are linearly separable (Definition 1) and any β-smooth L (Definition 4), with strictly monotone loss function (Definition 2) for which − (u) has a tight poly-exponential tail (Definition 5) with ν > 0.25, given step size η < 2β −1 and any initialization w(0), the iterates of gradient descent in eq. 2 will behave as:
whereŵ is the following L 2 max margin separator:
and for a constant a independent of ν,
Theorem 3 implies that w(t)/ w(t) still converges to the normalized max margin separator w/ ŵ for poly-exponential tails with ν > 0.25, but with a different rate. In Appendix C we show that Theorem 3 implies the convergence rates specified in Table 1 . From this table, we can see that the optimal convergence rate for poly-exponential tails is achieved at ν = 1. Moreover, this rate becomes slower as |ν − 1| increases, at least in the range ν > 0.25. In section 4 we discuss why our analysis suggests this sub-optimal behavior remains true for ν ≤ 0.25 and even for slower, sub-exponential tails, until we no longer converge to the max-margin separator if − (u) has a polynomial tail.
Faster rates using variable aggressive step sizes
Our analysis so far suggests that exponential tails have an optimal convergence rate, and for exponential tail losses with fixed step size, we have an extremely slow rate of convergence, O(1/ log t). Therefore, the question is can we somehow accelerate this rate using variable step sizes. Fortunately, the answer is yes and we can indeed show faster rate of convergence by aggressively increasing the Figure 1 : Visualization of the convergence of GD in comparison to normalized GD in a synthetic logistic regression dataset in which the L 2 max margin vectorŵ is precisely known. (A) The dataset (positive and negatives samples (y = ±1) are respectively denoted by + and • ), max margin separating hyperplane (black line), and the solution of GD (dashed red) and normalized GD (dashed blue) after 10 5 iterations. For both GD and Normalized GD, we show: (B) The norm of w (t), normalized so it would equal to 1 at the last iteration, to facilitate comparison; (C) The training loss; and (D&E) the angle and margin gap of w (t) fromŵ. As can be seen in panels (C-E), normalized GD converges to the max-margin separator significantly faster, as expected from our results. More details, including additional experiments on deep networks, are given in appendix E. step size to compensate for the vanishing gradient. Specially, as we prove in appendix A, using the following normalized gradient descent algorithm, we can attain a rate of log t/ √ t:
Theorem 4 For any separable data set (Definition 1) and any initial point w(0), consider the normalized gradient descent updates above with a variable step size η t = 1 L(w(t)) and exponential loss (u) = exp(−u) .
Then the margin of the iterates w(t) converges to the max-margin with rate t −1/2 log t:
Again, in the appendix we prove a more general version of Theorem 4, which obtains the same rate for any steepest descent algorithm. In Figure 1 we visualize the different rates for GD and normalized GD. As expected, we find that normalized GD converges significantly faster than GD.
The observation that aggressive changes in the step size can improve convergence rate is applied in the AdaBoost literature [5] , where exact line-search is used. We use a slightly less aggressive strategy of decaying step-sizes with normalized gradient descent, attaining a rate of log(t)/ (t). This rate almost matches 1/ (t), which is the best possible rate for the margin suboptimality in solving hard margin SVM, and that which is achieved by the best known methods. 2 This suggests that gradient descent with a more aggressive step-size policy is quite efficient at margin maximization. We emphasize our goal here is not to develop a faster SVM optimizer, but rather to understand and improve gradient descent and local search in a way that might be applicable also for deep neural networks, as indicated by preliminary numerical results (appendix E).
Ideas behind Theorem 3, and analysis for generic tails
Theorem 3 is a generalization of Theorem 1, and therefore builds on similar ideas as in Soudry et al. [6] . The complete proof is given in the appendix. In this section we describe non-rigorously the main ideas of the proof (which is rather long, as we calculate exact asymptotic behavior, including constants in some cases), and how these ideas might extend beyond the specific tails considered in Theorem 3. We consider strictly monotone losses (Definition 2) with a general tail, given as − (u) = exp(−f (u)), such that f (u) is a strictly increasing function of u.
Convergence to the max-margin separator
From Lemma 1 in Soudry et al. [6] we know that for linearly separable datasets, and smooth strictly monotonic loss functions, the iterates of GD entail that w(t) → ∞ and L(w(t)) → 0 as t → ∞, if the learning rate is sufficiently small. Now, if lim t→∞ w(t)/ w(t) exists, then we can write w(t) = w ∞ g(t) + ρ(t) where lim t→∞ g(t) = ∞, ∀n : x n w ∞ > 0 and lim t→∞ ρ(t) /g(t) = 0. Using this result, the gradients can be written as:
As g(t) → ∞ the exponents become more negative, since f (t) is an increasing function, ∀n : x n w ∞ > 0 and ρ(t) = o(g(t)). Therefore, if f is increasing sufficiently fast, only samples with minimal margin w ∞ x n contribute to the sum. Examining the gradient descent dynamics, this implies that w(t) and also its scalingŵ = w(t) minn w ∞ xn are a linear non negative combination of support vectors:
these are exactly the KKT conditions for the SVM problem and we can conclude that w ∞ is proportional toŵ.
Calculation of rates and validity conditions
Next, we aim to find g(t) and ||ρ(t)|| so we can calculate the convergence rates. Also, we aim to find what are the conditions on f so this calculation would break. To simplify our analysis we examine the continuous time version of GD, in which we take the limit η → 0. In this limiṫ
We define S = argmin nŵ x n , i.e., the set of indices of support vectors, so ∀n ∈ S we havê w x n = 1. From our reasoning above, if f increases fast enough, then we expect that the contribution of the non-support vectors to the gradient would be negligible, and thereforė
Additionally, if we assume that ρ(t) converges to some direction a, and b is some vector orthogonal to the support vectors (if such direction exists), then we expect that asymptotic solution to be of the form
In order for this to be a valid solution, it must satisfy eq. 16. We verify this by substitution and examining the leading orderṡ
where in (1) we used a Taylor approximation and in (2) we used thatŵ x n = 1, ∀n ∈ S. For the last equation to to hold, we requirė
and a satisfies the equations:
where we define P 1 ∈ R d as the orthogonal projection matrix to the subspace spanned by the support vectors, andP 1 = I − P 1 as the complementary projection matrix. Equation 18 has a unique solution for almost every dataset from Lemma 8 in [6] . Specifically, this equation does not have a solution when one of the α n must be equal to zero (i.e., some support vectors exert "zero force" on the the margin -and this happens only in measure zero cases).
Since we assume that h(t) = o(g(t)) we must have lim t→∞ g(t)f (g(t)) = lim u→∞ uf (u) = ∞ meaning f (t) = ω(t −1 ) which implies f (t) = ω(log(t)). This condition must hold for this analysis to make sense. Moreover, the differential equation that defines g(t) (eq. 17) is generally intractable. However, if the condition log (f (t)) = o (f (t)) holds (which is true for many functions), then we can approximateġ (t) ≈ exp (−f (g (t)) − log (f (g (t)))) which has a closed form solution g (t) = f −1 (log (t + C)) .
Conjecture and comparison with exact results
This analysis provides the following characterization of the asymptotic solution:
Conjecture 1 For almost all datasets which are linearly separable (Definition 1) and given a β-smooth L (Definition 4), with a strictly monotone loss function (Definition 2) such that:
where f (t) > 0 and f (t) = ω (log(t)), gradient descent (as in eq. 2) with stepsize η < 2β −1 and any starting point w(0) will behave as:
and
where a is not dependent on f (u), g(u) and so
whereŵ is the L 2 max margin vector (eq. 4) Table 1 : the first line is the convergence rate for both the distance and the suboptimality of the margin (with C 3 instead of C 1 ). The second line is the angle convergence rate. The function g(t) satisfies eq. 21. If log (f (t)) = o (f (t)), then we can approximate g(t) ≈ f −1 (log(t)).
In appendix C we show this conjecture implies the convergence rates specified in table 2.
To prove this conjecture in general we have to justify various assumptions (e.g., the existence of certain limits) and approximations (e.g., Taylor expansions) we made during the analysis above. It turns out that this becomes more and more difficult as the tail of the loss derivative becomes heavier. Therefore, our exact results on Poly-exponential tails (Theorem 3), which assumed asymptotically
were only proved for ν > 0.25. These results are consistent with Conjecture 1:
This suggests that Theorem 3 holds even for ν ≤ 0.25, and that indeed the exponential tail (ν = 1) obtains the optimal convergence rate over all poly-exponential loss functions.
In appendix D, we demonstrate the conjecture by examining two examples. The first example proves that when f (t) is not ω(log(t)) (e.g. the loss has a power-law tail) we might not convergence to the max-margin separator. The second example demonstrates convergence with sub-poly-exponential tails (that satisfies f (t) = ω(log(t))).
Discussion
In this work, we have examined the convergence rate of gradient descent on separable data, in binary linear classification tasks, and given strictly monotone and smooth loss functions. First, we examined how the convergence rate depends on the tail of the loss function. In Theorem 3, an extension of Theorem 1, we rigorously derived the convergence rate for loss functions with poly-exponential tails, for which − (u) exp(−u ν ), in the range ν > 0.25. In that range, the exponential tail (ν = 1) has the optimal rate. This offers a possible explanation to the empirical preference of the exponentially-tailed loss functions over other poly-exponential tailed losses (probit is perhaps the only example) -since the exponential loss can lead to faster convergence to the asymptotic (implicitly biased) solution, as we showed here. Further analysis suggested that the rate for exponential tail remains the optimal rate outside of the ν > 0.25 range, and even for subexponential tails, until, for polynomial tails, we no longer converge to the max-margin separator.
In Theorem 4, an extension of Theorem 2, we showed that the convergence of gradient descent for exponential loss function could be significantly accelerated by simply increasing the learning rate. In fact, the normalized gradient descent algorithm can also approximate the regularization path in the following sense. Let R = w t , and
As a simple implication of this, the gradient descent path starting at w 0 = 0 has L(w(0)) = n, so after t ≥ log(n/ )/γ 2 steps the loss achieved by w t is close to the best predictor of the same norm. This shows that gradient descent is closely approximating the regularization path.
Theorems 3 and 4, and their proof methods, both seem to have their own strengths and weaknesses. The analysis behind Theorem 3 allows exact calculation of convergence rates to the max-margin separator (including constants in some cases). These rates are easy to calculate and understand intuitively. However, it is significantly harder to prove them rigorously. Such a proof seems to become harder as the loss tail becomes heavier since we have to consider additional terms in the asymptotic calculations (this is why Theorem 3 stops at ν > 0.25). Additionally, the current results for ν = 1 are limited to "almost every dataset" (e.g., any dataset sampled from an absolutely continuous distribution). However, we believe that it is possible to derive the corrections to the convergence rate resulting from zero measure cases and that these should be of lower order (e.g., O(log log(t)) for the exponential tail), as proved in Soudry et al. [7] for exponential tails.
In contrast, the proof of Theorem 4 is significantly simpler, does not require any assumptions on the dataset beyond its linear separability, and it easily generalizes to steepest descent, and to variable step sizes. However, this approach has some weaknesses. First, the results are only stated for the exact exp-loss. In contrast, Theorem 3 only requires the tail of the loss to be poly-exponential. Extension of this result to losses with exponential tails seems possible, based on the methods of [8] , but less so to other types of tails. Second, this theorem only provides a bound, not an exact asymptotic result (in contrast to Theorem 3). Furthermore, this bound is only on the margin, so we may have a different rate on the convergence to max-margin separator itself; this is the case exactly in the zero measure cases of Theorem 3, as shown in Soudry et al. [7] .
Appendix A Proof for Theorems 2 and 4
In this section we prove extended versions of Theorems 2 and 4. In this section only, the norm · is a general norm (not the L 2 norm, like in the rest of the paper). First, we state definitions and auxiliary results.
The following lemma is a standard result in convex analysis.
Lemma 1 (Fenchel Duality) Let A ∈ R m×n , and f, g be two closed convex functions. Then
Let X ∈ R d×N be the data matrix and without loss of generality ||x n || * <=≤ 1. Define e n ∈ R N so that (e n ) i = δ ni , and the · -margin as γ = max w =1 min n∈[N ] e n X w. We wish to show that ∇L(w) * ≥ γL(w) for all w, which is an analog of the Polyak condition. Define r n (w) = exp(−w T x n ). By noting that L(w) = r 1 and ∇L(w) = −Xr, this can be restated as
≥ γ. Since we require this for all w, r n ≥ 1, and norms are homogeneous, this is equivalent to min
where ∆ N is the N -dimensional probability simplex.
Lemma 2
The following duality holds:
e n X w = γ.
Proof 1 Let f (r) = 1(r ∈ ∆ N ) and g(z) = z * . Thus min r∈∆ N Xr * = f (r) + g(Xr). The conjugates are f * (w) = max z∈∆ N w z = max n w n , and g * (w) = 1( w ≤ 1). The LHS of Lemma 1 is max
Thus the LHS is equal to γ, since it is precisely the optimization program of · -SVM. By weak duality, we have shown that min r∈∆ N Xr * ≥ γ.
Using this lower bound we proceed with the optimization analysis which largely follows the standard arguments from the optimization literature on first-order methods. We prove the theorems for general steepest descent algorithms which includes gradient descent as a special case.
A.1 Proof of Theorem 2
Consider the steepest descent algorithm:
Note that for quadratic norm steepest descent is simply gradient descent.
Next, we prove the generalized version of Theorem 2, which applies to steepest descent (instead of just gradient descent):
For any separable data set (Definition 1) and any initial point w(0), consider steepest descent updates with a fixed step size η and exponential loss (u) = exp(−u).
Let us assume that x n * ≤ 1. If the step size η = 1 L(w(0)) , then the iterates w(t) satisfy:
In particular, if there is a unique maximum-. margin solution w . = arg max w min n w xn
Recursing gives
Next, we bound the un-normalized margin.
By applying − log,
We have the following upper bound on w(t + 1)
For every n ∈ [N ], we have that
Use that γ i ≥ γL(w i ) by the duality theorem,
Next we prove that
and summing gives,
Next we show that η t i=0 γ i = Ω(log t). From Equation (37),
Since we chose η <
We use Claim 1 with
We then lower bound w t+1 . Since
From Equation (44),
From Equation (46), (49), and (57)
We have the rate
This completes the proof of Theorem 2.
Proof 2 (Proof of Claim 1) By inversion,
Sum from i = 0, . . . , t,
A.2 Proof of Theorem 4
Consider the normalized steepest descent with varying stepsizes algorithm:
Note that for quadratic norm normalized steepest descent becomes normalized gradient descent. In this section we will prove the generalized version of Theorem 4, which applies for normalized steepest descent (instead of just normalized gradient descent):
. For any separable data set (Definition 1), any initial point w(0), consider the normalized steepest descent updates above with a variable step size
for linear classification with the exponential loss (u) = exp(−u).
Let x n * ≤ 1, then the margin of the iterates w(t) converge to max margin at rate t −1/2 log t:
The effective step-size
, and thus the loss function is decreasing [2] . The progress in one step is
The margin bound is
The norm growth is
Thus the margin of every point j satisfies
Choose
Assume that
Using this
B Proof of Theorem 3
In the following proofs, we defineŵ as the L 2 max margin vector, which satisfies eq. 4:
Let S = {n :ŵ x n = 1} denote indices of support vectors ofŵ. From the KKT optimality conditions, we have for some α n ≥ 0,ŵ
Letw be a vector which satisfies the equations:
where we recall that we defined P 1 ∈ R d as the orthogonal projection matrix to the subspace spanned by the support vectors, andP 1 = I −P 1 as the complementary projection matrix. Equation 82 has a unique solution for almost every dataset from Lemma 8 in [6] . Furthermore, let C i , i , t i (i ∈ N) be various positive constants which are independent of t, and denote,
The following lemmata were proved in [6] [Lemma 1 and Lemma 5].
Lemma 3 Let w (t) be the iterates of gradient descent (eq. 2) on a β-smooth L and any starting point w(0). If the data is linearly separable (Definition 1), is a strict monotone loss (Definition 2), and η < 2β −1 then we have: (1) lim t→∞ L (w (t)) = 0, (2) lim t→∞ w (t) = ∞, and (3) ∀n : lim t→∞ w (t) x n = ∞.
Lemma 4 Let L(w) be a β-smooth non-negative objective. If η < 2β −1 , then for any w(0), with the GD sequence w(t + 1) = w(t) − η∇L(w(t)) (84) we have that
2 < ∞ and therefore lim u→∞ ∇L(w(u)) 2 = 0.
From Lemma 3, ∀n : lim t→∞ w(t) x n = ∞. In addition, we assume that the negative loss derivative − (u) has a poly-exponential tail e −u ν . Combining both facts, we have positive constants µ + , µ − andt such that ∀n, ∀t >t:
B.1 Case: ν > 1
B.1.1 Definitions and auxiliary calculations
In the following proofs, for any solution w(t), we define
and the following functions:
We notice that ∃t h such that ∀t > t h : h(t) < 0. Additionally, g(t) has the following properties, as can be shown using basic analysis:
2.
3.
4. We
In addition:
where in the last transition we used ν ≥ 1, ∃t B such that
and Bernoulli's inequality:
Therefore, ∀a > 0 exp(−ag ν (t)) ≤ exp −a log(t) + log(ν log
B.1.2 Proof Of Theorem 3 for ν > 1
Our goal is to show that r(t) is bounded, and therefore ρ(t) = r(t) + g 1−ν (t)w is bounded. To show this, we will upper bound the following equation r(t + 1) 2 = r(t + 1) − r(t) 2 + 2 (r(t + 1) − r(t)) r(t) + r(t)
where in (1) we used eq. 87, in (2) we used eq. 2 and in (3) we used eq. 90, eq. 91, Lemma 4, and also thatŵ
sinceŵ x n ≥ 1 from the definition ofŵ and (u) ≤ 0. Also, from Lemma 4 we know that:
Substituting eq. 100 into eq. 98, and recalling that the power series t −1 log −v (t) converges for any ν > 1, we can find C 0 such that
This equation also implies that ∀ 0 , ∃t 0 : ∀t > t 0 : |||r(t + 1) − r(t)||| < 0 (102) Next, we would like to bound the second term in eq. 97. To do so, will use the following Lemma, which we will prove in appendix B.1.3
Lemma 5 We have
) then the following improved bounds holds
From eq. 103 in Lemma 5, we can find C 1 , t 1 such that ∀t > t 1 :
(r(t + 1) − r(t)) r(t) ≤ C 1 t −1 (log(t))
Thus, by combining eqs. 106 and 101 into eq. 97, we find r(t) 2 − r(t 1 )
which is bounded, since ν > 1. Therefore, r(t) is bounded.
B.1.3 Proof Of Lemma 5
Recall that we defined r(t) = w(t) − g(t)ŵ − g 1−ν (t)w.ŵ andw were defined in section B.
Additionally, ∀ 1 > 0, ∃C 2 , t 2 , such that ∀t > t 2 , if
then the following improved bounds holds
We examine the expression we wish to bound, recalling that r(t) = w(t) − g(t)ŵ − g 1−ν (t)w:
(r(t + 1) − r(t)) r(t)
=ŵ r(t)
≤ŵ r(t)
where in (1) we used eqs. 81, 82 to obtainŵ = n∈S α n x n = n∈S exp(−w x n )x n . In (2) we defined h 3 (t) = o(log (t)), ∀ > 0 and used eq. 93 and the fact that fromw definition (eq. 82) we can find
In (3) we used eq. 94 and the fact thatw r(t) = o(t) sincẽ
where in the last line we used that ∇L(w(t)) = o(1), from Lemma 4. We examine the three terms in eq. 158. The first term can be upper bounded ∀t > t 1 bŷ w r(t)
≤ max ŵ P 1 r(t), 0
where in (1) we used the fact that
and therefore ∃t 1 , C 3 such that ∀t > t 1 :
In (2) we usedŵ r(t) = o(t).
Next, we upper bound the second term in eq. 107, ∀t > t 3 :
≤ η n / ∈S x n r(t)≥0
where in (1) we used eq. 85, in (2) we used eq. 87, in (3) we used ν ≥ 1, eq. 95 and the fact that ∃t such that ∀t > t :
and therefore:
In (4) we used θ = min n / ∈Sŵ x n > 1 and eq. 96, in (5) we used the fact that ∃t such that ∀t > t : νg ν−1 (t)(ŵ x n ) ν−1 ≥ 1 (since ν ≥ 1) and in (6) we used x n r ≥ 0 and also that x exp(−x) ≤ 1. We define t 3 = max(t, t , t , t B ) and
Lastly, we will aim to bound the third term in eq. 107
(111) We examine each term k in this sum, and divide into two cases, depending on the sign of x k r(t). First, if x k r(t) ≥ 0 then term k in eq. 111 can be upper bounded ∀t >t using eq. 85 by
where we defined f (t) = γ k ν exp(νx kw ) log −1 (t)h 3 (t). We further divide into cases:
(t) then we can upper bound eq. 112 with
2. If |x k r| > C 0 log
(t) then we can upper bound eq. 112 with zero since:
where in (1) we used the fact that e −x ≤ 1 − x + x 2 for x > 0 and in (2) we defined t 4 so that ∀t > t 4 >t the previous expression is negative -this is possible because log
decreases slower than h(t) and f (t) (∀ν > 1 :
If, in addition, |x k r| ≥ 2 , then we can find C 4 so that we can upper bound eq. 112 with
Second, if x k r(t) < 0, we again further divide into cases:
, then, using eq. 86 we can upper bound term k in equation 111, ∀t > t 5 by
We used the fact that f (t) = o(h(t)) and therefore ∃t 5 >t such that ∀t > t 5 : h(t) + f (t) ≤ 0. We can use Taylor's theorem to show that:
where |f 2 (t)| = o(log
. From Lemma 3 we know that w(t) x n → ∞ and therefore ∃t 6 > t 5 so that ∀t > t 6 :
Using the last equations and the fact that ∀a > 1, x ∈ [−1, 0] : (1 + x) a ≤ (1 + x) and
Using eq. 118, eq. 116 can be upper bounded by
Next, we will show that ∃t > t 6 such that the last expression is strictly negative ∀t > t . Let M > 1 be some arbitrary constant. Then, since exp −µ − w(t) x k ν → 0 from Lemma 3,
where in transition (1) we used eq. 95 and in transition (2) we used:
and in (3) we used e x ≥ 1 + x. Eq. 120 is greater than 1 since log −1+ 5 4 (1− 1 ν ) (t) decrease slower than the other terms. Therefore, after we substitute eqs. 119 and 120 into eq. 116, we find that ∃t − > t such that ∀t > t − term k in equation 166 is strictly negative. 3. If |x k r| ≥ 2 , then ∃t 7 , 3 such that ∀t > t 7
and we can find C 5 such that we can upper bound term k in equation 111 ∀t > t 7 by
To conclude, we choose t 0 = max t 1 , t 3 , t 4 , t 6 , t − , t 7 :
1. If P 1 r (t) ≥ 1 (as in eq. 109), we have that
where in (1) we used P 1 x n = x n ∀n ∈ S, in (2) we denoted X S ∈ R d×|S| as the matrix whose columns are the support vectors and by σ min (X S ), the minimal non-zero singular value of X S and used eq. 104. Therefore, for some k,
. In this case, we denote C 0 as the minimum between C 6 ην −1 exp −ν max nw x n 2 (eq. 122) and C 4 ην −1 exp −ν max nw x n 2 (eq. 115). Then we find that eq. 111 can be upper bounded by −C 0 t −1 log
, ∀t > t 0 , given eq. 104. Substituting this result, together with eqs. 109 and 110 into eq. 107, we obtain ∀t > t 0
This implies that ∃C 2 < C 0 and ∃t 2 > t 0 such that eq. 105 holds. This implies also that eq. 103 holds for P 1 r (t) ≥ 1 . 2. Otherwise, if P 1 r (t) < 1 , we find that ∀t > t 0 , each term in eq. 111 can be upper bounded by either zero, or terms proportional to t −1 log
. Combining this together with eqs. 109, 110 into eq. 107 we obtain (for some positive constants C 7 , C 8 , C 9 , and C 6 )
Therefore, ∃t 1 > t 0 and C 1 such that eq. 103 holds.
B.2 1 4 < ν < 1 In the following proofs, for any solution w(t), we define
whereh(t) is defined below (subsection B.2.1),ŵ follows the conditions of Theorem 3, that isŵ is the L 2 max margin vector, which satisfies eq. 4:
andw is a vector which satisfies the equations:
Fromw definition, we know that
Using the last equation, we definew, a vector which satisfies the equations:
ν . w 2 is a vector which satisfies the equations:
These equations have a unique solution for almost every dataset from Lemma 8 in [6] .
B.2.1 Auxiliary results
We will denote the functions:
Using basic analysis, it is straightforward to show that these functions have the following properties:
4.
5. We denoteC 1 = 1−ν ν . ∃m 1 (t) = o(log (t)), m 2 (t) = o(log (t)) such that ∀ > 0:
6. ∃m 3 (t) = o(log (t)), m 4 (t) = o(log (t)) such that ∀ > 0:
7. ∃m 5 (t) = o(log (t)), m 6 (t) = o(log (t)) such that ∀ > 0:
8. ∃C 1 and m 7 (t) = o(log (t)), m 8 (t) = o(log (t)) such that ∀ > 0:
Combining the equations in 5-8, for arbitrary constants α 1 , ..., α 4 we get:
where ∀ > 0 :m 1 (t) = o(log (t)),m 2 (t) = o(log (t)).
We can use Taylor's theorem to show that:
and also that
When
B.2.2 Proof Of main Theorem (
Our goal is to show that r(t) = o(g 1−ν (t)) , and therefore
To show this, we will upper bound the following equation
First, we note that the first term in eq. 148 can be upper bounded by
where in (1) we used
(eq. 124), in (2) we used eq. 2 and in (3) we used 0 < < 1 and we used eq. 130, eq. 131, eq. 133 and also thatŵ
sinceŵ x n ≥ 1 from the definition ofŵ and (u) ≤ 0. In (4) we used eq. 131 and ∇L(w(t)) = o(1) from lemma 5, C > 0.
Next, we will use the following the following Lemma 6 which we prove in appendix B.2.3:
We have
From eq. 151 in Lemma 6, we can find C 1 , t 1 such that ∀t > t 1 :
Also, from Lemma 4 we know that:
Substituting eqs. 149, 153 and 152 into eq. 148, we find
Therefore, r(t) 2 = O(g 1−ν (t)) and r(t) = o(g 1−ν (t)).
B.2.3 Proof Of Lemma 6
Recall that we defined
whereŵ,w,w andw 2 were defined in section B.2.
Lemma 6
We examine the expression we wish to bound:
where in (1) we used eq. 124 (r(t) definition) and in (2) we usedŵ
Fromw andw 2 definitions (eqs. 127 and 128) we can find
such that:
Using Taylor's theorem, the last two equations, eq 126 and eqs. 134-145 we can find λ n d n=1 such that:
ν was defined in section B.2.1, > 0 and f 3 (t) = o(log (t)). In the last transition we usedŵ r(t) = o(t),w r(t) = o(t),w r(t) = o(t),w 2 r(t) = o(t) since:
where in the last line we used that ∇L(w(t)) = o(1), from Lemma 4. Using eq. 157, eq. 154 can be upper bounded bŷ w r(t)
where we recall we definedγ n νC1λn η exp(νx nw ) and we definef 4 (t) = 1+h(t)+γ n log −1 (t)+
We examine the three terms in eq. 158. The first term can be upper bounded ∀t > t 2 bŷ w r(t)
and therefore ∃t 2 , C 2 such that ∀t > t 2 :
. In (2) we usedŵ r(t) = o(t). Next, we wish to upper bound the second term in eq. 158. If x n r(t) ≥ 0 then using eq. 124 (r(t) definition) we can show that
(160) Using the last equation, and eq. 147 we can also show that
where in (1) we used the fact that ∃t 3 >t such that ∀t > t 3 :
We divide into two cases.
where in (1) we used eq. 85, in (2) we used 161 and θ = min n / ∈Sŵ T x n > 1, in (3) we used the fact that ∃t such that ∀t > t : t
≥ (x n r(t))
where in (1) we used eq. 124, in (2) we used that ∀x < 0.5, a < 1 : (1 + x) a ≥ a + x a and that ∃t 4 such that
x n r(t) < 0.5
and in (3) we used eq. 147. Using 163 we can upper bound exp(−(w(t) x n ) ν ), ∀t > t 4 :
Using the last equation we can upper bound the second term in eq. 158 ∀t > t 5 :
where in (1) we used 85, in (2) we used eqs. 161 and 164 and θ = min n / ∈Sŵ T x n > 1 (eq. 83). In (3) we used the fact that lim t→∞ exp −ν(x n r(t)) ν x n r(t) = 0, therefore exists t such that ∀t > t : exp −ν(x n r(t)) ν x n r(t) ≤ 1. We define t 5 = max(t 4 , t ) and
Next, we wish to upper bound the third term in eq. 158:
where we recall we denotedf 4 (t) = 1 + h(t) +γ n log −1 (t) +λ n log −2 (t)f 3 (t) + h 2 (t). We can use eq. 147 to show that for n ∈ S:
= log(t) + log(ν log
where in the last transition we used thatw 2 x n =
(w x n ) 2 (eq. 128) andh(t) definition (eq. 129). We examine each term k in the sum, and divide into two cases, depending on the sign of x k r(t). From this point we assume ν > 
≤ η
where in (1) we definedf 5 (t) = h(t) +γ n log −1 (t) − f 2 (t) and used that:
where in (a) we used ∀x ≥ 0 : e −x ≤ 1 − x + x 2 , h(t) ≤ 0 andw x n =γ n (eq. 127). In transition (2) we used the fact that all the terms in the square brackets are o(log −2+ (t)), ∀ > 0 and − 
2. If |x k r(t)| > C 4 log −1+ 1 2ν (t) term k in equation 166 can be upper bounded by:
where f 4 (t) = o(log
≥ log(t) + log(ν log
in the last two transitions we used Taylor's theorem and eq. 167. Eq. 170 can be upper bounded by zero since:
where in (1) we used e −x ≤ 1 − x + x 2 , ∀x ≥ 0 and h(t) < 0, in (2) we usedf 4 (t) = 1 + h(t) + γ n log −1 (t) +λ n log −2 (t)f 3 (t) + h 2 (t),f 5 (t) = h(t) +γ n log −1 (t) − f 2 (t) and in (3) we used the fact that log − 1 2ν (t) decreases slower than the other terms. Second, if x k r(t) < 0 , then using eq. 86, term k in equation 166 can be upper bounded by:
where in the last transition we used:
≤ log(t) + log(ν log
x n r(t)
where in (1) we used eq. 124 (r(t) definition), in (2) we used Bernoulli's inequality:
and the fact that from Lemma 3 lim t→∞ w(t) x n = ∞ and therefore for sufficiently large t x n r(t)
In (3) we used eq. 167. We further divide into cases.
We can lower bound (w(t) x n ) ν as follows
where
In the last transition we used Taylor's theorem and eq. 167. Using this bound and the fact that e x > 1+x we can find C 7 such that eq. 171 can be upper bounded by
2. If |x k r(t)| > C 4 log −1+ 1 2ν (t) then we will show that ∃t − such that eq. 171 is strictly negative ∀t > t − . Let M > 1 be some arbitrary constant. Then, since exp −µ − w(t) x k ν → 0 from Lemma 3,
We can use this to show that where in (1) we used e x ≥ 1 + x. Using the last equation we can show that eq. 171 is negative since:
In the last transition we used the fact that log − 1 2ν (t) decreases slower than the other terms.
To conclude, we choose t 0 = max t 2 , t 2 , t 5 , t − . We find that ∀t > t 0 , each term in eq. 166 can be upper bounded by either zero, or terms proportional to t −1 log
Combining this together with eqs. 159, 162, 165 into eq. 158 we obtain (for some positive constants C 8 , C 9 , C 10 )
C Calculation of convergence rates C.1 Generic tails
From Conjecture 1, we can write w(t) =ŵg(t) + ρ(t) where ρ(t) = o(g(t)). We can use this to calculate the normalized weight vector:
we used
We use eq. 177 to calculate the angle:
Calculation of the margin:
From Conjecture 1, we can also characterize ρ(t):
Substituting eq. 180 into eqs. 177, 178, 179 we get:
whereŵ is the L 2 max margin vector (eq. 4)
In this section we demonstrate this conjecture using two examples.
D.1 Example: non-convergence to the max-margin separator
Conjecture 1 assumes that f (t) = ω(log(t)), and therefore, if f (t) = O(log(t)), we may not converge to the max margin separator, i.e. lim t→∞ w(t)/ w(t) =ŵ/ ŵ . Next, we give an example for such a case. Consider optimization with a power-law tailed loss
). Using this example, it is easy to verify that we do not converge to the max-margin separator whenever − (u) is polynomial.
In contrast, it is straightforward to verify, that similar analysis on the same example, only with poly-exponential tails, does yield convergence to the max-margin, as expected. For example, with exponential loss we obtain − (u) = e
In this case, f (u) = u, g(t) log(t), and h(t) = f (g(t)) = 1, and so these results are consistent with Theorem 1.
D.2 Example: sub-poly-exponential tails that converge to the max margin separator Conjecture 1 implies that if − (u) has a tail that decays faster than any polynomial tail, we will still converge to the max margin, even if it is not a poly-exponential tail. To demonstrate this we analyze the same example as before, only with
for constant > 1. In this case f (t) = Θ(log (t)) = ω(log(t)). We get:
w 1 (t) = exp − log (w 1 (t)) − log log −1 (w 1 (t)) + log(w 1 (t)) ẇ 2 (t) = 2 exp − log (2w 2 (t)) − log log −1 (2w 2 (t)) + log(2w 2 (t))
We can analytically integrate these equations to obtain exp (log w 1 (t)) = t + C ; exp (log (2w 2 (t))) = 4t + C. so w 1 (t) = exp log
However, we note that for < 1 w 1 (t) /w 2 (t) → 0 and for = 1 w 1 (t) /w 2 (t) → 0.5, meaning that for ≤ 1 we do not converge to the max margin separator, which is consistent with the conjecture, since then f (t) = O(log(t)).
E Numerical results: additional details E.1 Implementation details of Figure 1 The original dataset included four support vectors: x 1 = (0.5, 1.5) , x 2 = (1.5, 0.5) with y 1 = y 2 = 1, and x 3 = −x 1 , x 4 = −x 2 with y 3 = y 4 = −1. The L 2 normalized max margin vector in this case wasŵ = 1 2 (1, 1) with margin equal to √ 2. Additional 6 random data points were added from each class. These additional points are sufficiently far from the origin so they are not support vectors. Lastly, we re-scaled all datapoints so that max n ||x n || < 1, according to our assumption.
For training, we initialized w(0) ∼ N (0, I d ), and used the optimal η = 1/β for GD, and the same as initial step size for normalized GD.
Note that, in panel C, the training error L(w(t)) of normalized GD converges to zero (much faster than GD) -until it disappears when reaching the lowest numerical precision level. Also, the margin gap figure for normalized GD appears less stable for Normalized GD. We suspect that this is because the index of the datapoint with the smallest margin rapidly switched due to the aggressive learning rate used.
E.2 Neural Networks on a Toy Dataset
In what follows we compare GD to Normalized GD on linear and non-linear neural networks. For this purpose, we generate a 2-dimensional synthetic dataset composed of 600 data points, where positive and negative samples are generated from N (µ + , Σ + ) and N (µ − , Σ − ), respectively, with µ + = (−5, 2), Σ + = 3 −1 −1 3 , µ − = (5, −2) and Σ − = 2 3 3 9 . Once the dataset was generated, the same points were used for all the following experiments.
We use a learning rate η of 0.005, which was empirically chosen so that optimization is stable but not slow. Larger learning rates would often result in both GD and Normalized GD presenting convergence issues, as in difficulty to reach (or stay at) a solution that separates the data. The weights were initialized from N (0, 0.1), and gradients were normalized together:
F was used to normalize each parameter's gradient, where W i denotes the weight matrix of the i'th layer and d the total number of layers of the network. Finally, each hidden layer contains 10 hidden neurons. Figure 2 shows the dataset and the convergence of GD and Normalized GD on logistic regression. We can see that Normalized GD converges significantly faster, similarly to : networks with linear / ReLU activations, respectively. We can observe that the plots for linear and ReLU networks look similar, and for both models Normalized GD still converged noticeably faster to the max margin solution. Additionally, we can see that Normalized GD converged faster in the 2-layer setting when compared to Figure 2 , achieving 0 numerical loss in roughly 10 4 epochs.
angle and margin gaps, we obtain the L 2 max margin vectorŵ from a SVM solver, along with the max margin itself.
In Figure 3 we see the convergence of GD and Normalized GD for 2-layer neural networks, with and without a ReLU non-linearity. We can observe that there is little difference between all plots, suggesting that our results might translate to more complex models, at least in well-behaved settings such as when the data is linearly separable. Note that for the non-linear network, the angle and margin were computed using w = W 1 W 2 . . . W d , as if the model was a linear network. The same observation can be drawn from Figure 4 , which depicts convergence for 3-layered networks.
E.3 MNIST digit classification with ReLU network
In order to better evaluate whether Normalized GD can be useful for neural network optimization, we trained a 2-layer feedforward ReLU network on the MNIST digit classification dataset. It is composed of 70,000 grayscale images of 0-9 digits (10 classes total), each having 28 × 28 pixels. We used 10,000 images for testing and the rest for training and validation. We trained a network with one hidden layer containing 5,000 hidden neurons and a ReLU activation ReLU (x) = max(0, x) with full-batch GD and Normalized GD, without any form of regularization, momentum or data augmentation. The network was trained for a total of 3,000 epochs, and the learning rate was divided by 5 at epochs 1,500, 2,250 and 2,625.
Since the optimal learning rate η for GD and Normalized GD might differ, for each algorithm we performed grid-search over learning rate values {0.1, 0.3, 0.5, 1.0, 2.5, 5.0} using 5,000 images randomly chosen from the training set as validation. Both GD and Normalized GD performed the best with η = 1.0, and presented convergence issues with larger values. During validation we noticed that Normalized GD is slower than GD in the first epochs, when the gradient norms are typically large.
To remedy this, we only normalized the gradients if the norm was lesser than 1, which happened from the 11'th epoch onwards. Figure 5 shows training loss and test error at each epoch t. The final test errors were 1.91% and 1.4% for GD and Normalized GD, respectively, which suggests that Normalized GD might also provide an advantage when training more complex networks on non-linearly separable data.
