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Abstract—In this paper, a computationally efficient frequency-
limited model reduction algorithm is presented for large-scale
interconnected power systems. The algorithm generates a reduced
order model which not only preserves the electromechanical
modes of the original power system but also satisfies a subset
of the first-order optimality conditions for H2,ω model reduction
problem within the desired frequency interval. The reduced order
model accurately captures the oscillatory behavior of the original
power system and provides a good time- and frequency-domain
accuracy. The proposed algorithm enables fast simulation, anal-
ysis, and damping controller design for the original large-scale
power system. The efficacy of the proposed algorithm is validated
on benchmark power system examples.
Index Terms—Electromechanical modes, Krylov subspace,
Modal preservation, Model reduction, Power system oscillations.
I. INTRODUCTION
TODAY’S power system is a large network of intercon-nected power apparatus like generators, lines, and buses
that covers a large geographical territory. There is a growing
trend to facilitate further interconnections with neighboring
systems, and thus the size of the interconnected power system
network is likely to continue to increase. The mathematical
representation of these large-scale power system networks can
easily reach several thousands of differential equations. This
poses a challenge for fast and efficient simulation, analysis,
and control system design for these large-scale power systems
despite a significant growth in the storage and computational
capabilities in recent time [1]. Model order reduction (MOR)
offers a solution to the problem by providing a reduced order
model (ROM), which enables fast simulation and control
system design without significantly affecting the accuracy.
MOR is generally referred to as “dynamic equivalency” in
the power system literature [2].
The analysis of a complete power system network with every
subtle detail is neither practical nor required. In the MOR of
power systems, the power system is first partitioned according
to the importance [1]-[6]. The portion of the power system
under investigation, which contains the important variables,
constitutes the study area, and it is mathematically described
by a detailed nonlinear model. Note that this study area is
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not reduced. On the other hand, the portion whose effect
on the analysis in the study area is only of the interest is
mathematically described by a linear model, and it constitutes
the external area; see Fig. 1. MOR is applied to the linear
model of the external area. For instance, not only that a
linear model suffice in the small-signal stability analysis and
damping controller design, it can be further reduced using
MOR techniques without a significant loss of accuracy [28].
Fig. 1: Partitioning of power system for MOR
The coherency-based MOR methods have been historically
employed to obtain a dynamically equivalent ROM [6]-[8].
The response of coherent generators is similar to a particular
set of inputs. The first step in the coherency-based MOR tech-
niques is to identify and group the coherent set of generators
and construct a lumped system. A ROM is then obtained from
the lumped model by exploiting the physical properties of
electrical machines connected to the power system network.
The dependence on physical properties restricts the flexible
applicability of these methods. Recently, an increasing interest
in MOR techniques which rely on the mathematical properties
instead of the physical properties of the power system appa-
ratus is shown by the power system community [4], [9]. For
instance, balanced truncation and moment matching have been
successfully used in power system reduction, showing some
promising results [10]-[12].
The power systems exhibit local and interarea oscillations
in the frequency region between 0.8 − 2 Hz and 0.1 − 0.7
Hz, respectively [13]. These are associated with the poorly
damped modes of the power system model and are often
called “electromechanical or critical modes”. These modes
are crucial for small-signal stability analysis and for the
damping controller design. Therefore, these modes must be
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2preserved in the ROM to retain the oscillatory behavior of the
original model. The frequency response of the ROM should
closely match that of the original system within 0.1 − 2 Hz.
The importance of good frequency-domain accuracy within
0.1− 2 Hz has been recognized consistently in the literature;
see for instance [5], [14]. In [5], the ROM interpolates the
original system at and around zero frequency to effectively
capture these oscillations in the frequency-domain. In [14], it
is suggested to retain the critical modes in the ROM to preserve
the oscillation associated with these modes.
The preservation of slow and poorly damped modes in the
ROM is beneficial from the damping controller design per-
spective [14], and it also improves the accuracy of the ROM
in the time-domain[4], [9], [15]. Most of the MOR algorithms
used for power system reduction like balanced truncation [16]
and moment matching [5] do not have modal preservation
property. It is customary to increase the order of ROM in
these algorithms in a hope to capture the poorly damped
critical modes of the original system in the ROM. This popular
belief has recently been refuted in [4], and it is argued that
there is no guarantee to capture these modes in the ROM by
increasing the order. It is further shown that the quality of
the ROM can be improved by preserving the slow and poorly
damped modes instead of increasing its order [4]. In [15],
an H2-MOR algorithm is proposed for power systems that
includes modal preservation as a cost function of its optimality
criteria. The algorithm does preserve the electromechanical
modes in the ROM, but the first-order optimality conditions
(as defined in [17], [18]) of H2-MOR are no longer satisfied
with this heuristic modification in [18]. It gives good frequency
and time domain accuracy, but the excessive computational
cost associated with the particle swarm optimization tech-
nique [19] makes it unsuitable for large-scale systems. In
[20], the power system reduction is considered as a finite-
frequency MOR problem with an additional constraint that
the electromechanical modes of the systems are preserved in
the ROM. The algorithm is computationally efficient, but the
ROM of acceptable accuracy is not that compact because it
uses modal truncation to preserve critical modes. The order
of ROM should be significantly larger than the number of
modes to be preserved. The accuracy in the specified frequency
region is obtained by using frequency-dependent extended
realization of the original system. MOR is applied to this
extended realization, and the ROM is obtained via an inverse
transformation. In [21], the optimal frequency-limited H2-
MOR problem is considered, and an algorithm is proposed,
which generates an optimal ROM. The algorithm requires the
solution of Lyapunov equations and linear matrix inequalities
(LMIs) to find the optimal ROM, which is not feasible in a
large-scale setting. In [22], the problem is described as bi-
tangential Hermite interpolation, which can be solved in a
computationally efficient way. However, the original system is
required to be converted into pole-residue form, which is again
computationally not feasible in a large-scale setting. Moreover,
both the algorithm [21] and [22] are iterative algorithms with
no guarantee on the convergence, and they do not have a modal
preservation property.
In this paper, we consider the same problem of [20] and
propose a computationally efficient MOR algorithm that en-
sures a good accuracy in the specified frequency region with
explicit modal preservation. Unlike [20], a fairly compact
ROM can be obtained using the proposed algorithm, and the
order of ROM can even be equal to the number of modes
to be preserved. The algorithm uses a moment matching
approach based on the parametrized family of ROM [23]
and generates a ROM which satisfies a subset of the first-
order optimality conditions for frequency-limited H2-MOR
problem [22]. Unlike [21] and [22], the proposed algorithm
is iteration-free and does not requires the solutions of large-
scale Lyapunov equations, LMIs, and pole-residue form. The
performance of the proposed algorithm is tested by considering
benchmark power system reduction problems.
II. PRELIMINARIES
Let G(s) be the nth order power system model with m
inputs and p outputs, i.e.,
G(s) = C(sI −A)−1B. (1)
The power system reduction problem is to find an rth (r <<
n) order ROM G˜(s) of the original model G(s) such that
the error ||G(s) − G˜(s)|| is small in some defined sense.
The projection based MOR techniques construct reduction
subspaces V˜ and W˜ , and the original system is projected onto
that reduced subspace such that the dominant characteristics
of the original system are retained in the ROM, i.e.,
G˜(s) = CV˜ (sI − W˜TAV˜ )−1W˜TB
= C˜(sI − A˜)−1B˜. (2)
The important mathematical notations which are used through-
out the text are tabulated in Table I.
TABLE I: Mathematical Notations
Notation Meaning[·]∗ Hermitian of the matrix.
Re(·) Real part of the matrix.
λi(·) Eigenvalues of the matrix.
Ran(·) Range of the matrix.
span
i=1,··· ,r
{·} Span of the set of r vectors.
|| · ||H2 H2-norm of the system.|| · ||H2,ω Frequency-limited H2-norm of the system.
L[·] Fre´chet derivative of the matrix logarithm.
A. Pseudo-Optimal Rational Krylov (PORK) Algorithm [24]
Let σi be the interpolation points in the tangential directions
t˜i ∈ Rm×1. Then G˜(s) interpolates G(s) at the interpolation
points in the respective tangential directions, i.e., G˜(σi)t˜i =
G(σi)t˜i if the input rational Krylov subspace V˜ is given by
Ran(V˜ ) = span
i=1,··· ,r
{(σiI −A)−1Bt˜i}. (3)
G˜(s) interpolates G(s) at the interpolation points in the
respective tangential directions for any output rational Krylov
3subspace W˜ such that W˜T V˜ = I . Choose any W˜ , for instance,
W˜ = V˜ , and compute the following matrices
E¯ = W˜T V˜ , A¯ = W˜TAV˜ , B¯ = W˜TB, (4)
B⊥ = B − V˜ E¯−1B¯, (5)
C˜t = (B
T
⊥B⊥)
−1BT⊥
(
AV˜ − V˜ E¯−1A¯), (6)
S = E¯−1
(
A¯− B¯C˜t
)
. (7)
Then V˜ satisfies the following Sylvester equation:
AV˜ + V˜ (−S) +B(−C˜t) = 0
where {σ1, · · · , σr} are the eigenvalues of S. If the pair
(S, C˜t) is observable, the ROM obtained with V˜ and W˜ can be
parameterized in ξ to obtain a family of ROMs which satisfy
the interpolation condition G˜(σi)t˜i = G(σi)t˜i, i.e.,
A˜ = S + ξC˜t B˜ = ξ C˜ = CV.
If ξ is set to ξ = −Q˜−1t C˜Tt where Q˜t solves
(−ST )Q˜t + Q˜t(−S) + C˜Tt C˜t = 0,
it ensures that G˜(s) is a pseudo-optimal ROM for the problem
||G(s) − G˜(s)||2H2 which satisfies the subset of first-order
optimality conditions [18], i.e.,
||G(s)− G˜(s)||2H2 = ||G(s)||2H2 − ||G˜(s)||2H2 .
B. Frequency-Limited Balanced Truncation (FLBT) [25]
In [25], a frequency-limited generalization of balanced
truncation [16] is presented which allows the user to spec-
ify the desired frequency region wherein superior accuracy
is required. In FLBT [25], the standard controllability and
observability Gramians, which are defined over the infinite
frequency range, are replaced with the ones defined over the
frequency region of interest. Let Pω and Qω be the frequency-
limited controllability and observability Gramains respectively
defined over the desired frequency interval [−ω, ω] rad/sec,
i.e.,
Pω =
1
2pi
∫ ω
−ω
(jνI −A)−1BBT (jνI −AT )−1dν
Qω =
1
2pi
∫ ω
−ω
(jνI −AT )−1CTC(jνI −A)−1dν
which solve the following Lyapunov equations:
APω + PωA
T + F (A)BBT +BBTF (A)T = 0
ATQω +QωA+ F (A)
TCTC + CTCF (A) = 0
where
F (A) =
1
2pi
∫ ω
−ω
(jνI −A)−1dν (8)
= Re
( j
pi
ln(−jωI −A)
)
.
The similarity transformation matrix Tω is computed from Pω
and Qω as a contragradient transformation, i.e., T−1ω PωT
−T
ω =
TTω QωTω = diag(σ¯1, σ¯2, · · · , σ¯n) where σ¯1 ≥ σ¯2 ≥ · · · ≥
σ¯n. The states associated with the least value of frequency-
limited Hankel singular values σ¯i are truncated. V˜ and W˜
in FLBT are computed as V˜ = TωZ˜T and W˜ = T−Tω Z˜
T ,
respectively where Z˜ =
[
Ir×r 0r×(n−r)
]
.
C. Frequency-Limited H2-Optimal MOR
In [21], a nonlinear optimization-based MOR algorithm
is presented to achieve the local optimality for the problem
||G(s)− G˜(s)||2H2,ω where
||G(s)− G˜(s)||2H2,ω
= ||G(s)||2H2,ω + ||G˜(s)||2H2,ω − 2 trace(CPˆωC˜T )
= ||G(s)||2H2,ω + ||G˜(s)||2H2,ω − 2 trace(B˜T QˆωB),
||G(s)||2H2,ω =
1
2pi
∫ ω
−ω
trace
(
G(jν)G(jν)T
)
dν
=
1
2pi
∫ ω
−ω
trace
(
G(jν)TG(jν)
)
dν
= trace(CPωCT )
= trace(BTQωB),
and
APˆω + PˆωA˜
T + F (A)BB˜T +BB˜TF (A˜)T = 0
A˜T Qˆω + QˆωA+ F (A˜)
T C˜TC + C˜TCF (A) = 0.
G˜(s) is a local optimum for this problem if the following
first-order optimality conditions are satisfied:
QˆωB = Q˜ωB˜ (9)
CPˆω = C˜P˜ω (10)
QˆTω Pˆω + Q˜ωP˜ω = Re
( j
pi
L[−A˜− jωI,V]
)T
(11)
where
A˜P˜ω + P˜ωA˜+ F (A˜)B˜B˜
T + B˜B˜TF (A˜)T = 0, (12)
A˜T Q˜ω + Q˜ωA˜+ F (A˜)
T C˜T C˜ + C˜T C˜F (A˜) = 0, (13)
V = C˜T C˜P˜ω − C˜TCPˆω. (14)
When G˜(s) satisfies either (9) or (10), the following holds
||G(s)− G˜(s)||2H2,ω = ||G(s)||2H2,ω − ||G˜(s)||2H2,ω .
The nonlinear optimization algorithm to achieve a ROM which
satisfies the above-mentioned first-order optimality conditions
is computationally expensive and cannot be applied to large-
scale systems. In [22], the Gramian based optimality condi-
tions (9)-(11) are transformed into interpolation conditions;
however, the iterative algorithm presented to achieve the local
optimality requires the original system to be in pole-residue
form which is only feasible for small-scale systems. Moreover,
there is no guarantee on the convergence of the algorithm.
In [26], a heuristic algorithm is presented, which produces
a ROM with less H2,ω-error, i.e., frequency-limited iterative
rational Krylov algorithm (FLIRKA). Again, the convergence
is not guaranteed in FLIRKA as well.
III. MAIN WORK
The analytical damping controller design procedures like
LQG and H∞ result in a controller whose order is greater
than or equal to that of the power system model. To obtain a
lower order controller, a ROM of the original model is first
sought using MOR [27]-[29]. It is stressed in [14] that the
4ROM should preserve the critical modes and the frequency-
domain behavior of the original system over the frequencies
associated with the critical modes. These modes are generally
poorly damped and can cause unstable operating conditions
under heavy power transfers. Thus, the preservation of their
identity in the ROM is critical for a good damping controller
design that adds damping to these modes [14]. Moreover,
it is shown in [4], [9], [15] that the preservation of these
modes also improves the accuracy in the time-domain. We
present a MOR algorithm for the power system reduction
problem under consideration which not only preserves the
specified modes of the original system, but it also ensures
superior accuracy within the frequency region specified by
the user. The proposed algorithm generates a ROM which
satisfies a subset of the optimality conditions (9)-(11). We
call a ROM which satisfies either (9) or (10) as a frequency-
limited pseudo-optimal ROM, and we name our algorithm as
“Frequency-limited Pseudo-optimal Rational Krylov algorithm
(FLPORK)”. FLPORK generates a ROM which has poles at
the desired locations specified by the user.
A. FLPORK
We now present an algorithm that generates a frequency-
limited pseudo-optimal ROM of G(s). Let σi be the interpo-
lation points in the tangential directions t˜i ∈ Rm×1. Define
Bω , Gω(s), G˜ω(s), S, C˜t, and Cˆt as
Bω =
[
B F (A)B
]
, Gω(s) = C(sI −A)−1Bω,
G˜ω(s) = CV˜ (sI − W˜ ∗AV˜ )−1W˜ ∗Bω = C˜(sI − A˜)−1B˜ω,
S = diag(σ1, · · · , σr), C˜t =
[
t˜1 · · · t˜r
]
,
Cˆt =
[
C˜tF (−S)
C˜t
]
=
[
cˆ1 · · · cˆr
]
. (15)
G˜ω(s) interpolates Gω(s), i.e., G˜ω(σi)cˆi = Gω(σi)cˆi for any
W˜ such that W˜ ∗V˜ = I if
V˜ =
[
(A− σ1I)−1Bω cˆ1 · · · (A− σrI)−1Bω cˆr
]
. (16)
From the relation of Krylov subspaces and Sylvester equations
[30], it can be noted that V˜ solves the following Sylvester
equation:
AV˜ + V˜ (−S) +Bω(−Cˆt) = 0. (17)
If all the eigenvalues of S have a positive real part and the
pair (S, Cˆt) is observable, (A˜, B˜ω, C˜) obtained with V˜ and W˜
can be parameterized in ξ to obtain a family of ROMs [23],
i.e.,
A˜ = S + ξCˆt, B˜ω = ξ, C˜ = CV˜ (18)
which satisfy the interpolation condition G˜ω(σi)cˆi =
Gω(σi)cˆi. This can be readily verified by multiplying (17)
with W˜ ∗ from the left; see [30]. Set ξ to
ξ =
[−(Q˜sω)−1C˜∗t −(Q˜sω)−1F ∗(−S)C˜∗t ] (19)
where
(−S∗)Q˜sω + Q˜sω(−S)+
F ∗(−S)C˜∗t C˜t + C˜∗t C˜tF (−S) = 0. (20)
Then, ROM (A˜, B˜, C˜) in FLPORK is obtained by removing
−(Q˜sω)−1F ∗(−S)C˜∗t from B˜ω , i.e.,
A˜ = S − (Q˜sω)−1C˜∗t C˜tF (−S)− (Q˜sω)−1F ∗(−S)C˜∗t C˜t,
B˜ = −(Q˜sω)−1C˜∗t , C˜ = CV. (21)
Theorem 1: If (A˜, B˜, C˜) is defined as in equation (21), then
G˜(s) has the following properties:
(i) G˜(s) has poles at the mirror images of the interpolation
points σi.
(ii) (Q˜sω)−1 is the frequency-limited controllability Gramian
of the pair (A˜, B˜).
(iii) CPˆω = C˜P˜ω .
(iv) t˜i is the input-residual of G˜(s).
Proof: (i) By multiplying (Q˜sω)−1 from the left side of
equation (20) yields
−(Q˜sω)−1S∗Q˜sω − S + (Q˜sω)−1F ∗(−S)C˜∗t C˜t
+ (Q˜sω)
−1C˜∗t C˜tF (−S) = 0
−(Q˜sω)−1S∗Q˜sω − A˜ = 0.
Thus A˜ = −(Q˜−1sω)S∗Q˜sω and hence λi(A˜) = −λi(S∗).
(ii) The frequency-limited controllability Gramian P˜ω of
the pair (A˜, B˜) solves equation (12). By pre- and post-
multiplying equation (12) with Q˜sω , by putting A˜ =
−(Q˜sω)−1S∗Q˜sω and B˜ = −(Q˜sω)−1C˜∗t , and also by noting
that Q˜sωF (A˜)(Q˜sω)−1 = F ∗(−S), equation (12) becomes
(−S∗)Q˜sωP˜ωQ˜sω + Q˜sωP˜ωQ˜sω(−S)
+ F ∗(−S)C˜∗t C˜t + C˜∗t C˜tF (−S) = 0.
Due to uniqueness, Q˜sωP˜ωQ˜sω = Q˜sω , Q˜sωP˜ω = I , and
P˜ω = (Q˜sω)
−1.
(iii) Consider the following equation:
AV˜ P˜ω + V˜ P˜ωA˜
∗ + F (A)BB˜∗ +BB˜∗F ∗(A˜)
= [V˜ S +BωCˆt]P˜ω + V˜ P˜ω[−(Q˜sω)−1S∗Q˜sω]∗
− F (A)BC˜tP˜ω −BC˜tF (−S)P˜ω
= V˜ SP˜ω + F (A)BC˜tP˜ω +BC˜tF (−S)P˜ω − V˜ SP˜ω
− F (A)BC˜tP˜ω −BC˜tF (−S)P˜ω
= 0.
Due to uniqueness, V˜ P˜ω = Pˆω , and thus, CPˆω = C˜P˜ω .
(iv) A˜ = (−Q˜sω)−1(−S∗)(−Q˜sω) is actually the spectral fac-
torization of A˜. Moveover, B˜ = (−Q˜sω)−1
[
t˜1 · · · t˜r
]T
.
Thus, t˜i is the input-residual of G˜(s).
A dual result also exists wherein W˜ is fixed with an
arbitrary choice of V˜ , and then the ROM is parameterized
to achieve frequency-limited pseudo-optimality. We call it
Output-FLPORK (O-FLPORK) to differentiate with the
previous case. There is some abuse in the mathematical
notations, but the context leaves no ambiguity. Let σi be the
5interpolation points in the tangential directions tˆi ∈ R1×p.
Define Cω , G¯ω(s), ˜¯Gω(s), S, B˜t, and Bˆt as
Cω =
[
C
CF (A)
]
, G¯ω(s) = Cω(sI −A)−1B,
˜¯Gω(s) = CωV˜ (sI − W˜ ∗AV˜ )−1W˜ ∗B = C˜ω(sI − A˜)−1B˜,
S = diag(σ1, · · · , σr) B˜t =
[
tˆ∗1 · · · tˆ∗r
]T
Bˆt =
[
F (−S)B˜t B˜t
]
=
[
bˆ∗1 · · · bˆ∗r
]T
. (22)
˜¯Gω(s) interpolates G¯ω(s), i.e., bˆi ˜¯Gω(σi) = bˆiG¯ω(σi) for any
V˜ such that W˜ ∗V˜ = I if
W˜ =
[
(A− σ1I)−∗C∗ω bˆ∗1 · · · (A− σrI)−∗C∗ω bˆ∗r
]
. (23)
From the relation of Krylov subspaces and Sylvester equations
[30], it can be noted that W˜ solves the following Sylvester
equation:
W˜ ∗A+ (−S)W˜ ∗ + (−Bˆt)(Cω) = 0. (24)
If all the eigenvalues of S have positive real part and the pair
(S, Bˆt) is controllable, (A˜, B˜, C˜ω) obtained with V˜ and W˜
can be parameterized in ξ to obtain a family of ROMs which
satisfy the interpolation condition bˆi ˜¯Gω(σi) = bˆiG¯ω(σi) [23],
i.e.,
A˜ = S + Bˆtξ, B˜ = W˜
∗B, C˜ω = ξ. (25)
This can be readily verified by multiplying (24) with V˜ from
the right. Set ξ to
ξ =
[ −B˜∗t (P˜sω)−1
−B˜∗t F ∗(−S)(P˜sω)−1
]
(26)
where
(−S)P˜sω + P˜sω(−S∗) + F (−S)B˜tB˜∗t + B˜tB˜∗t F ∗(−S) = 0.
(27)
Then, ROM (A˜, B˜, C˜) in O-FLPORK is obtained by removing
−B˜∗t F ∗(−S)(P˜sω)−1 from C˜ω , i.e.,
A˜ = S − F (−S)B˜tB˜∗t P˜−1sω − B˜tB˜∗t F ∗(−S)P˜−1sω ,
B˜ = W˜ ∗B, C˜ = −B˜∗t P˜−1sω . (28)
Theorem 2: If (A˜, B˜, C˜) is defined as in equation (28), then
G˜(s) has the following properties:
(i) G˜(s) has poles at the mirror images of the interpolation
points σi.
(ii) (P˜sω)−1 is the frequency-limited observability Gramian
of the pair (A˜, C˜).
(iii) QˆωB = Q˜ωB˜.
(iv) tˆi is the output-residual of G˜(s).
Proof: The proof is similar to that of Theorem 1 and hence
omitted for brevity.
Remark 1: If the interpolation points are selected as
the mirror images of r specified electromechanical poles
of G(s), the ROM preserves these modes. Moreover, if ω
is selected such that [−ω, ω] contains the frequency region
wherein the local and interarea oscillations lie, the ROM
accurately captures these oscillations in its frequency-domain
response.
Remark 2: For simplicity, it is assumed throughout the paper
that the desired frequency interval is [−ω, ω]. However, it can
be any symmetric interval, i.e., [−ω2,−ω1] ∪ [ω1, ω2] rad/sec
where ω2 > ω1 > 0. In that case, F (A) and F (−S) become
F (A) =
1
2pi
(∫ ω2
−ω2
(jνI −A)−1dν −
∫ ω1
−ω1
(jνI −A)−1dν
)
F (−S) = 1
2pi
(∫ ω2
−ω2
(jνI + S)−1dν −
∫ ω1
−ω1
(jνI + S)−1dν
)
.
B. Connection with FLIRKA [26]
Let G˜(s) be the ROM obtained after FLIRKA converges,
and it is represented by the following pole-residue form
G˜(s) =
r∑
i=1
l¯ir¯
∗
i
s− λi .
Then the reduction subspaces generated by FLIRKA in the last
iteration ensure that the following interpolatory conditions are
satisfied:
Gω(−λi)r¯i = G˜ω(λi)r¯i (29)
l¯∗i G¯ω(−λi) = l¯∗i ˜¯Gω(λi). (30)
In other words, G˜(s) is an input- and output- frequency-
limited pseudo optimal ROM. This explains the reason why
FLIRKA ensures good H2,ω accuracy if the convergence is
achieved. Note that FLIRKA is proposed heuristically based
on experimental results. FLPORK and O-FLPORK can thus be
seen as iteration-free algorithms which judiciously place the
poles of G˜(s) at the mirror images of the interpolation points
make the tangential directions as input and output residuals
respectively. Therefore, FLPORK and O-FLPORK satisfy (29)
and (30), respectively.
C. Choice of Modes to be Preserved
There is no theoretical guarantee that preserving a particular
mode of the original system will surely ensure less error.
However, some general and practical guidelines regarding the
preservation of the “right” set of modes of the original system
are reported in the literature. For instance, it is suggested in
[14] to preserve the local and interarea modes in the ROM for
accurately capturing the local and interarea oscillations. This
is particularly important when the ROM is used for obtaining
a damping controller to reduce the local and interarea oscilla-
tions. It is argued in [4], [9] that a good time-domain accuracy
can be achieved if the slowest and most poorly damped modes
of the original model are preserved in the ROM. The lightly
damped modes in the frequency range [0, 2] Hz are called
electromechanical modes [32] and can easily be captured using
Subspace Accelerated Rayleigh Quotient Iteration (SARQI)
algorithm [31]. The peaks and dips in the frequency response
of a system are associated with the modes with large residuals
which can be easily captured using Subspace Accelerated
MIMO Dominant Pole Algorithm (SAMDP) [33]. It is shown
in [33] that the preservation of these modes in the ROM yields
overall good accuracy over the entire frequency range. These
6guidelines should be followed when choosing the interpolation
points in FLPORK and O-FLPORK to obtain a high-fidelity
ROM.
D. Algorithmic Aspects
We allowed the state-space matrices to be complex in the
previous subsection; however, one can obtain a real ROM for a
real original model. F (A) is a real matrix when the desired fre-
quency region is symmetric [21], [34]
(
[−ω2,−ω1]∪[ω1, ω2]
)
,
i.e.,
F (A) = Re
( j
pi
ln
(
(jω1I +A)
−1(jω2I +A)
))
.
This leads to a real Bω . The real S and C˜t can be obtained
from equations (3)-(7) which lead to the real Cˆt, Q˜sω , and V˜ .
Finally, the ROM is obtained as
A˜ = −Q˜−1sω ST Q˜sω, B˜ = −Q˜−1sω C˜Tt ,
C˜ = CV˜ .
Similarly, Cω is a real matrix when the desired frequency
region is symmetric, i.e., [−ω2,−ω1]∪[ω1, ω2]. The real S and
B˜t which have the information of the interpolation points σi
and tangential directions tˆi encoded in them can be computed
by the following steps. Compute W¯ as
Ran(W¯ ) = span
i=1,··· ,r
{(σiI −AT )−1CT tˆTi }.
Choose any V¯ , for instance, V¯ = W¯ . Then compute the
following matrices
E¯ = W¯T V¯ , A¯ = W¯TAV¯ , C¯ = CV¯ ,
C⊥ = C − C¯E¯−1W¯T
B˜t =
(
W¯TA− A¯E¯−1W¯T )CT⊥(C⊥CT⊥)−1
S =
(
A¯− B˜tC¯
)
E¯−1.
The real S and B˜t lead to the real Bˆt, P˜sω , and W˜ . Then the
ROM is obtained as
A˜ = −P˜sωST P˜−1sω , B˜ = W˜TB,
C˜ = −B˜Tt P˜−1sω .
E. Computational Aspects
FLBT [25] becomes computationally expensive in a large-
scale setting because it requires the solution of two large-scale
Lyapunov equations. In [34], FLBT is generalized using a
low-rank approximation of Lyapunov equations to extend its
applicability to large-scale systems. FLPORK and O-FLPORK
do not involve large-scale Lyapunov equations like FLBT [25].
However, as argued in [34], F (A) may become computa-
tionally expensive in a large-scale setting. In [34], various
computationally efficient approaches to compute F (A) are
discussed which also includes quadrature rules for numerical
integration. The computational cost in these methods directly
depends on the number of quadrature nodes. A trade-off
can be done between the accuracy and computational cost
depending on the size of A in a particular problem, and an
appropriate number of quadrature nodes can be selected to
compute the integral F (A) within the admissible time. Once
F (A) is computed, the main computational effort in FLPORK
and O-FLPORK is spent on the solution of “sparse-dense”
Sylvester equations (17) and (24) respectively because the
Lyapunov equations (20) and (27) are small-scale equations.
Equations (17) and (24) have large but sparse matrices A,
Bω , and Cω owing to the sparse structure of power system
state-space model [12], and dense but small matrices S, Cˆt
and Bˆt. As shown in [24], the solution of “sparse-dense”
Sylvester equations can be obtained within admissible time as
long as r << n which is the situation in MOR and therefore,
the Krylov subspaces V˜ and W˜ can be computed easily by
either using direct or iterative methods. Thus, FLPORK and
O-FLPORK are easily applicable to large-scale power systems.
IV. APPLICATIONS
In this section, we demonstrate the applications of FLPORK
on three interconnected power system models. The first model
is an interconnection of the IEEE 145-bus 50-machine system
with the New England Test System-New York Power System
(NETS-NYPS) 68-bus 16-machine system. The second model
is the interconnection of the Northeastern Power Coordinating
Council (NPCC) 140-bus 48-machine system with the IEEE
145-bus 50-machine system. The third model is the West-
ern System Coordinating Council (WSCC) 9-bus 3-machine
system. We first compare the performance of FLPORK with
SARQI [31] -based modal truncation, PORK [24], FLIRKA
[26], FLBT [25], and finite-frequency modal iterative rational
Krylov algorithm (FFMIRKA) [20] both in the frequency and
time domains on two power system reduction problems. Next,
we design a reduced-order H∞ damping controller for WSCC
9-bus 3-machine system using FLPORK and compare its
performance with SARQI [31] -based modal truncation, PORK
[24], FLIRKA [26], FLBT [25], and FFMIRKA [20]. The
results of O-FLPORK are indistinguishable from FLPORK,
and hence, only results of FLPORK are shown. All the
experiments are performed on a laptop with Intel Core M-
5Y10c processor, 8GB of RAM, and Windows 8 operating
system.
A. Power System Reduction
Consider an en-machine, k-bus system as the external area
which is connected to p-buses of the study area via p-tie lines.
The external area can be described by the following second-
order classical model [35] used for power system reduction
for i = 1, · · · , en, i.e.,
˙¯δi = ω¯i − ω¯s
2H¯i
ω¯s
˙¯ωi = T¯i − D¯i(ω¯i − ω¯s)
−E¯i
en∑
j=1
(
E¯jGijcos(δ¯i − δ¯j) + E¯jBijsin(δ¯i − δ¯j)
)
−E¯i
p∑
j=1
(
V¯jG¯ijcos(δ¯i − θ¯j) + V¯jB¯ijsin(δ¯i − θ¯j)
)
. (31)
7H¯i, D¯i, δ¯i, ω¯i, E¯i, and T¯i are the inertial coefficient, damping
coefficient, rotor angle, angular velocity, internal voltage, and
mechanical input power respectively of the machine i of the
external area. ω¯s is the reference angular velocity. V¯j and θ¯j
are the voltage magnitude and angle on the p-buses of the
study area. The admittance Gij+jBij connects machine i with
machine j, and the admittance G¯ij + jB¯ij connects machine
i with the boundary bus j. The nonlinear model in equation
(31) can be linearized around an equilibrium point to obtain
a nth order state-space model, i.e.,[
∆ ˙¯δ
∆ ˙¯ω
]
= A
[
∆δ¯
∆ω¯
]
+B
[
∆θ¯j
∆V¯j
]
, δ¯j = C
[
∆δ¯
∆ω¯
]
. (32)
The inputs are the angles and magnitudes of the voltages
on the p buses of the study area, which are connected to
the external area. The outputs are the rotor angle of the p
generators of the external area, which are connected to the
study area. The step-wise procedure to generate equilibrium
points and to reach equation (32) and can be found in
[36]-[39].
NETS-NYPS connected to IEEE 145-bus 50-machine
system via One Tie Line: In this experiment, the NETS-
NYPS 16-machine, 68-bus system taken from [40] is
considered as the external area described by the 32nd
order linear model in equation (32). The study area is the
IEEE 145-bus, 50-machine system also taken from [40].
Bus-53 of the external area is connected to the bus-60 of
the study area via one tie line. The inputs are the voltage
magnitude and angle on bus-60 of the study area, and the
output is the rotor angle of generator-1 which is connected
to bus-53 of the external area. The study area retains its
nonlinear description. The rightmost most poles of the
external area are plotted in Fig. 2, and it can be seen that it
has several poorly damped modes in its model. A 10th order
Fig. 2: The rightmost modes of NETS-NYPS
ROM of the external area is generated by SARQI -based
modal truncation, PORK, FLIRKA, FLBT, FFMIRKA,
and FLPORK. SARQI, PORK, FFMIRKA, and FLPORK
preserve the most poorly damped two interarea and two local
modes of the original system, i.e., −0.2748 ± j4.4888 and
−0.25 ± j8.9339, respectively to capture the interarea and
local oscillations in the ROM. SARQI additionally preserves
the following modes: −0.25 ± j14.3865, −0.25 ± j13.4964,
and −0.2514 ± j11.6271 to make the ROM a 10th order
model. The mirror images of the poorly damped modes
may be a poor choice of interpolation points for H2,ω-MOR
problem. Also, the accuracy in the tangential interpolation
algorithms depends strongly on the choice of interpolation
points and tangential directions. The final interpolation points
and tangential directions of FLIRKA at convergence are not
known a priori. FLIRKA may end up converging on the
interpolation points and tangential directions which are worst
for achieving less H2,ω-error and vice versa. The fairness of
comparison demands that most (if not all) of the interpolation
points and tangential directions of FLPORK and FLIRKA are
the same. Therefore, we have used six interpolation points and
the tangential directions generated by FLIRKA and iterative
rational Krylov algorithm (IRKA) [18] (infinite frequency
version of FLIRKA) at convergence in FLPORK and PORK,
respectively, for a fair comparison. The desired frequency
interval in FLBT, FLIRKA, FFMIRKA, and FLPORK is
specified as [0, 8.93] rad/sec corresponding to the frequency
of the mode −0.25 ± j8.9339. The frequency-domain error
of the ROMs is shown in Fig. 3. It can be seen that FLPORK
Fig. 3: Frequency domain error within [0, 2] Hz
ensures a good accuracy within the desired frequency region
where the most poorly damped modes lie. FLBT and FLIRKA
are more accurate than FLPORK in the frequency-domain;
however, they do not preserve the poorly damped modes of
the original system. A 3-phase fault is applied at bus 29 of the
study area at 0.1 sec which is cleared at 0.2 sec, and dynamic
simulation is performed using the Power System Toolbox
(PST) [40]. The time domain responses of the original system
and the ROMs are shown in Fig. 4. It can be seen that
FLPORK also gives good accuracy in the time domain. The
time consumed by each algorithm to generate the ROM is
shown in Table II. It can be noted that FLPORK is slightly
more computational than PORK due to the computation of
the integral F (A) and F (−S), but it is efficient as compared
to FLBT and FLIRKA. Although SARQI and FFMIRKA
8Fig. 4: Rotor angle of generator-1 of NETS-NYPS test system
took the most time here due to their iterative nature, FLBT
is expected to become the most expensive as n becomes
greater than 2000 due to the computation of dense large-scale
Lyapunov equations. Next, we compare the simulation times
of the experiments in Table III. It can be noted in Table
III and Fig. 4 that the simulation time can significantly be
reduced without a significant loss of accuracy.
TABLE II: Comparison of the computational time
Method Time (sec)
SARQI 6.17
PORK 1.52
FLBT 2.78
FLIRKA 4.93
FFMIRKA 10.96
FLPORK 1.96
TABLE III: Comparison of the simulation time
Method Time (sec)
Full Order 12.95
SARQI 5.01
PORK 5.10
FLBT 5.03
FLIRKA 5.22
FFMIRKA 6.36
FLPORK 5.15
IEEE 145-bus 50-machine system connected to NPCC 140-
bus 40-machine system via Two Tie Lines: In this experiment,
IEEE 145-bus 50-machine test system is considered as the
external area, which is connected to the NPCC 140-bus
40-machine test system via two tie lines. The NPCC 140-bus
40-machine test system is the study area. The bus, line, and
machine data of the external and study areas can be found in
[40]. Bus-93 and bus-104 of the IEEE 145-bus 50-machine
system are connected to the bus-36 and bus-21, respectively
of the NPCC test system. The linear model for the external
area is obtained according to equation (32), which is a 100th
order model with 4 inputs and 2 outputs. The inputs are the
voltage magnitudes and angles on bus-36 and -21 of the
NPCC test system, and the outputs are the rotor angles of
generator-1 and -2 which are connected to bus-93 and -104
of the external area, respectively. The study area retains its
nonlinear description. The rightmost poles of the external
area are plotted in Fig. 5, and it can be seen that it has several
poorly damped modes in its model. A 12th order ROM of the
Fig. 5: The rightmost modes of IEEE 50-machine test system
external area is generated by SARQI -based modal truncation,
PORK, FLIRKA, FLBT, FFMIRKA, and FLPORK. SARQI,
PORK, FFMIRKA, and FLPORK preserve the most poorly
damped four interarea and two local modes of the original
system, i.e., −0.2571 ± j3.936 and −0.2684 ± j4.765, and
−0.1911 ± 11.37, respectively to capture the interarea and
local oscillations in the ROM. SARQI additionally preserves
the following modes: −0.2897 ± j5.097, −0.4143 ± j5.184,
and −0.548 ± j7.7 to make the ROM a 12th order model.
Again, we have used six interpolation points and the tangential
directions generated by FLIRKA and IRKA [18] in FLPORK
and PORK, respectively, for a fair comparison. The desired
frequency interval in FLBT, FLIRKA, FFMIRKA, and
FLPORK is specified as [0, 11.37] rad/sec corresponding to
the frequency of the mode −0.1911± 11.37. The frequency-
domain error of the ROMs is shown in Fig. 6. It can be seen
Fig. 6: Frequency domain error within [0, 2] Hz
that FLPORK ensures a good accuracy within the desired
9frequency region where the most poorly damped modes lie.
A 3-phase fault is applied at bus-36 of the study area at 0.1
sec which is cleared at 0.5 sec, and dynamic simulation is
performed using PST [40]. The time domain responses of
the original system and the ROMs are shown in Fig. 7 and
Fig. 8. It can be seen that FLPORK also gives good accuracy
in the time domain as well. The time consumed by each
Fig. 7: Rotor angle of generator-1 of IEEE 145-bus 50-
machine test system
Fig. 8: Rotor angle of generator-2 of IEEE 145-bus 50-
machine test system
algorithm to generate the ROM is shown in Table IV. Next,
we compare the simulation times of the experiments in Table
IV. It can be noted in Table V and Fig. 7-8 that the simulation
times can significantly be reduced without a significant loss
of accuracy.
B. Reduced Order Damping Controller Design
In this experiment, the reduced-order damping controller
design problem for the WSCC 3-machine, 9-bus system from
TABLE IV: Comparison of the computational time
Method Time (sec)
SARQI 9.08
PORK 1.95
FLBT 3.59
FLIRKA 8.19
FFMIRKA 12.01
FLPORK 2.14
TABLE V: Comparison of the simulation time
Method Time (sec)
Full Order 17.05
SARQI 6.29
PORK 6.31
FLBT 6.10
FLIRKA 6.09
FFMIRKA 7.17
FLPORK 6.33
[41] is considered, which is described by the following differ-
ential equations:
˙¯δi = ω¯i − ω¯s, (33)
2H¯i
ω¯s
˙¯ωi = T¯i − (E¯′qi − X¯ ′diI¯di)I¯qi − (E¯′di + X¯ ′qiI¯qi)I¯di,
(34)
˙¯E′qi = −
E¯′qi
τ ′doi
− (X¯di − X¯
′
di)I¯di
τ ′doi
+
E¯fdi
τ ′doi
, (35)
˙¯E′di = −
E¯′di
τ ′qoi
− (X¯qi − X¯
′
qi)I¯qi
τ ′qoi
, (36)
˙¯Efdi = −
(
K¯Ei + S¯Ei(E¯fdi)
)
E¯fdi
T¯Ei
+
V¯Ri
T¯Di
, (37)
˙¯VRi =
K¯AiR¯Fi
T¯Ai
+
K¯AiK¯FiE¯fdi
T¯FiT¯Ai
− V¯Ri
T¯Ai
+
K¯Ai(V¯refi − V¯i + V¯si)
T¯Ai
, (38)
˙¯RFi = −
R¯Fi
T¯Fi
+
K¯FiE¯fdi
T¯ 2Fi
. (39)
Equations (33)-(35) describe the dynamics of the three ma-
chines where E¯′di, I¯di, X¯di, and τ
′
doi are the emfs, currents,
reactances, and time constants for the d-axis of the machine
i; E¯′qi, I¯qi, X¯qi, and τ
′
qoi are the emfs, currents, reactances,
and time constants for the q-axis of the machine i; and E¯fdi
is the emf across the field winding of machine i. Equations
(36)-(39) describe the dynamics of the exciter, and the detailed
description of the definitions of the parameters used in equa-
tions (36)-(39) can be found in [42]. The nonlinear equations
(33)-(39) can be linearized to obtain a nth order linear model,
i.e.,
∆x˙ = A∆x+B∆u, y = C∆x. (40)
where
x =
[
∆δ¯i ∆ω¯i ∆E¯
′
qi ∆E¯
′
di ∆E¯fdi ∆V¯Ri ∆R¯Fi
]T
,
∆u =
[
∆T¯i ∆V¯refi
]T
, and ∆y = ∆δ¯i. The linearized
model of this test system can be found in the appendix
of [41], which is a 21st order system with six inputs and
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three outputs. The six inputs are the mechanical torques and
reference voltages of the three machines. The three outputs are
the angular velocity deviations of three machines from the ref-
erence angular velocity. The important modes of the system are
shown in Fig. 9. The H∞ controller design yields a controller
Fig. 9: The rightmost modes of 3-machine test system
of the same order as that of the plant which is impractical for
the implementation. Therefore, we reduce the original model
and then design the controller using the ROM. A 6th order
ROM is constructed using SARQI-based modal truncation,
PORK, FLBT, FLIRKA, FFMIRKA, and FLPORK. SARQI,
PORK, FLIRKA, FFMIRKA, and FLPORK preserve the two
most poorly damped interarea modes of the original system,
i.e., −0.0275 ± j0.9434. SARQI additionally preserves the
following modes: −0.0958± j1.1967 and −0.2060± j0.9002
to make the ROM a 6th order model. Again, we have used four
interpolation points and the tangential directions generated
by FLIRKA and IRKA in FLPORK and PORK, respectively.
The desired frequency interval is specified as [0, 9.8] rad/sec
corresponding to the frequency of the mode−2.2256±j9.8099
(which is not preserved in the ROMs). Fig. 10 shows the
frequency-domain error of the ROMs. It can be noted that
FLPORK ensures a good accuracy within the frequency
region, which contains the electromechanical modes of the
system. A 6th order H∞ damping controller is designed for
each ROM using the approach in [29] which adds damping to
the poorly damped interarea modes −0.0275±j0.9434. A 10%
step change is induced in the mechanical torque of generator-
1 which in turn induces low-frequency oscillations. All the
controllers successfully damp the oscillations associated with
generator-1 and -3. The angular velocity deviations of each
closed-loop system for generator-1 and -3 are indistinguishable
from each other, and hence, not shown for the economy of
space. The angular velocity deviations in generator-2 with
the open-loop and closed-loop systems are shown in Fig. 11.
It can be seen that the controller designed using the ROM
generated by FLPORK provides maximum damping. It should
be noted that FLBT is unable to generate an accurate ROM
(and resultantly a good controller) in this scenario because
it does not have a modal preservation property. The critical
Fig. 10: Frequency domain error within [0, 1] Hz
Fig. 11: Angular velocity deviation in generator 2
modes in the closed-loop systems are tabulated in Table VI.
TABLE VI: Critical modes in the closed-loop systems
No Method Mode γ % f (Hz)
1
Open-loop −0.0275± j0.9434 2.91 0.1501
SARQI −0.0590± j0.9406 6.26 0.1497
PORK −0.0557± j0.8815 6.31 0.1403
FLBT −0.0477± j0.8784 5.42 0.1398
FLIRKA −0.0456± j0.8331 5.47 0.1326
FFMIRKA −0.0717± j1.0419 6.87 0.1658
FLPORK −0.0745± j1.0084 7.37 0.1605
2
Open-loop −0.0958± j1.1967 7.97 0.1905
SARQI −0.1371± j1.2229 11.14 0.1946
PORK −0.1270± j1.1177 11.29 0.1779
FLBT −0.1054± j1.0107 10.37 0.1609
FLIRKA −0.1120± j1.0514 10.59 0.1673
FFMIRKA −0.1453± j1.2547 11.50 0.1997
FLPORK −0.1516± j1.2802 11.76 0.2038
V. CONCLUSION
In this paper, a frequency-limited MOR technique is pro-
posed which yields a ROM which not only satisfies a subset of
the first-order optimality conditions of the problem ||G(jω)−
G˜(jω)||2H2,ω but also preserves the electromechanical modes
11
of the power system. The proposed algorithm can generate
an accurate ROM with the desired modes, which ensures a
good accuracy in the desired frequency interval. The proposed
algorithm is applicable to large-scale systems and hence can be
used for fast dynamic simulation and reduced order controller
design for large-scale power systems.
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