Abstract-We present partial likelihood (PL) as an effective means for developing nonlinear techniques for signal processing. Posing signal processing problems in a likelihood setting provides a number of advantages, such as allowing the use of powerful tools in statistics and easy incorporation of model order/complexity selection into the problem by use of appropriate information-theoretic criteria. However, likelihood formulations in most time series applications require a mechanism to discount the dependence structure of the data. We address how PL bypasses this requirement and note that it might coincide with conditional likelihood in a number of cases. We show that PL theory can also be used to establish the fundamental information-theoretic connection, to show the equivalence of likelihood maximization and relative entropy minimization without making the assumption of independent observations, which is an unrealistic assumption for most signal processing applications. We show that this equivalence is true for the basic class of probability models (the exponential family), which includes many important structures that can be used as nonlinear filters. We conclude by giving examples of the application of PL theory.
I. INTRODUCTION

M
AXIMUM likelihood (ML) theory has played a central role in parametric statistical inference. The ML estimator as the parameter best supported by the data is intuitively a satisfying choice and possesses desirable large sample optimality properties, such as consistency, asymptotic normality, and asymptotic efficiency as well as invariance with respect to functions of the parameters. Likelihood provides a desirable setting for posing signal processing problems as well. However, in its application to signal processing, which typically involves processing of sequences dependent in time, the characterization of the likelihood function requires special attention. The desirable and the tractable form of the likelihood function in terms of product of identical distributions usually requires a mechanism to discount the dependence in the observations in some manner, e.g., through conditioning or Markov type modeling of the process. We show that partial likelihood (PL) theory [1] , [2] bypasses this type of characterization requirements for the likelihood function and is a particularly attractive extension of likelihood theory for signal processing. This is because it naturally allows for processing of dependent data by its formulation (based on one of the two major motivations for PL as we introduce later), and it still possesses the large sample optimality properties of the ML estimator.
In this paper, we present PL as a flexible likelihood framework for development and study of signal processing solutions. We show that it is a more general likelihood framework than the traditional marginal or conditional likelihood (CL) type formulations used for most signal processing applications and might coincide with them in certain cases.
A key result in the development is the information-theoretic connection of likelihood to the fundamental information metric, relative entropy (or the Kullback-Leibler distance) [3] that can easily be established for ML under the assumption of independent and identically distributed (i.i.d.) observations, an unrealistic assumption for most signal processing applications. We note this equivalence result for PL without assuming independence in the observations and then show that the equivalence is true for a large class of probability models: the exponential family. The exponential family includes many important distributions such as the logistic regression [e.g., the softmax and the multilayer perceptron (MLP)] for probability mass function (pmf) and the conditional finite normal mixtures (FNM) for probability density function (pdf) characterization. We give examples of both formulations and note how either can be used for nonlinear signal processing.
The paper is organized as follows. The next section introduces partial likelihood and gives examples of its application. Section III clarifies the definition and discusses cases for which PL might coincide with or differ from the conditional likelihood, which is the common likelihood formulation employed in signal processing. The information-theoretic connection for PL is established in Section IV, which is shown to hold for the exponential family of distributions in Section V. Two important applications of the PL theory for discrete and continuous-valued observations (for pmf and pdf modeling) are given in Section VI, and the two selected distributions are shown to belong to exponential family. We conclude in Section VII with discussions.
II. PARTIAL LIKELIHOOD FORMULATION
Partial likelihood is a recent extension of maximum likelihood theory [1] , and is, as we show, particularly attractive for application to problems in which time ordering is essential or can conveniently be defined. There are many cases where the process is generated according to a stochastic model that provides some correlation between samples at different times, and obviously, most signal processing problems are of this nature.
Partial likelihood was introduced by Cox in 1975 [1] as a generalization of the ideas of conditional and marginal likelihood, in such a way that the aim is to reduce the parameter dimension by eliminating nuisance parameters. This view, which originates from the work on survival analysis, defines the PL function as a certain factorization of the full likelihood obtained by throwing away the part of the factorization that involves the nuisance parameters. Although the part that is eliminated is likely to contain useful information about the parameters of interest as well, it can be shown that PL can yield estimators that are efficient [2] . However, this view of PL, based on the idea of elimination of nuisance parameters, is quite limiting since such factorizations are, in general, very difficult to obtain. We adopt an alternate definition of PL, which is introduced later and has resulted from the counting process approach to survival analysis [2] , [4] to develop a general likelihood formulation for signal processing problems. In this definition of PL, time ordering is the key element since it depends on nested conditioning and does not require complete parametric specification, i.e., also bypasses the need to specify any nuisance parameters. The nested conditioning, i.e., the time-ordering requirement in its definition, provides a natural way to accommodate signal processing problems and allows handling of missing data problems. Because no assumptions are made on the dependence structure of the data, the formulation allows for dependent observations without the need for any additional assumptions, such as conditioning on future observations or an additive noise environment. Hence, by this definition, PL bypasses major difficulties in the characterization of likelihood and offers a suitable framework for design and analysis of nonlinear approaches for online signal processing.
PL is defined as [4] - [6] follows: Let , be an increasing sequence of -fields, , , which is a sequence of random variables on some common probability space such that is measurable. If the density of given is written as , where is the parameter, the PL function relative to , , and the data is given by
Given a sequence of random variables , , represents the collection of all relevant events up to the discrete (time) instant , i.e., represents the history at . In a signal processing problem where refers to the time index, typically contains the observations and any additional information available about the process that can be either scalar or vector-valued. Hence, the condition , for to be an increasing sequence of fields is naturally satisfied. The nested conditioning requirement is key in the development of the asymptotic theory of PL as it implies that the score function is a Martingale difference sequence [2] , [6] .
Let us consider several cases that are relevant for signal processing to clarify the definition of the PL function given in (1) .
Assume that the problem is of prediction type and that the only available information is the process itself, which we denote by . The -field is defined as , . In this case, the PL will coincide with the usual or marginal likelihood. For example, for a one-step-ahead prediction problem for , given the past , the PL function is written as .
A more interesting case for signal processing is when we have a sequence , and a set of related observations , , e.g., noise-corrupted outputs of a channel with memory. The field is then defined as , , and the PL function is written as (2) with the observation vector defined as and , as before. Obviously, the input and/or output can also be vector valued, e.g., the observations can be obtained by oversampling or by using multisensors at the receiver. In addition, any additional information that is available, e.g., related additional observations, can also be included in the definition of the -field and, hence, in the estimation process.
We have yet to discuss the properties and the structure of the probability model . The formulation given in (2) assumes that the probability model lets the use of all available information up to time , which is a property that is satisfied by an infinite memory type nonlinear filter (probability model), for example, a recurrent network, i.e., one that includes feedback of its outputs. With a finite memory structure, such as nonlinear regression of the finite past, only a portion of the past actually contributes to the estimation. As an example for the finite memory case, consider a communications example where the observations at the receiver are input to a tapped-delay line of length , and the transmitted sequence takes a value from a finite alphabet . The PL function for this case is characterized as (3) where , and if , and 0 otherwise. Hence, for this example, the conditional density , i.e., is given by the posterior probabilities. Note that here, we introduce a notation that uses a superscript to denote the dimension of a fixed size vector, which is a tapped-delay line of dimension for the equalization example. When the superscript is omitted, it is assumed that the size of the vector grows with the observations as in the definitions of and . The formulation given in (3) can be used for any signal processing application that can be posed as a classification problem, and as we noted, the PL formulation naturally allows for dependence in the sequence of observations , , which typically is the case in signal processing. For example, if the objective is the classification of voiced/unvoiced speech as given in [7] , then the two classes are voiced and unvoiced segments of speech, and the observation vector includes relevant features for the task, such as the zero-crossing rate, energy, autocorrelation coefficient, the first predictor of a linear predictive coder, and the prediction error [7] . The segments of speech used are typically short segments with some overlap and, hence, are correlated.
Another finite memory example is when the random sequence of interest is continuous valued; hence, the nonlinear filter has to approximate a conditional density given the observations ; then, the PL is written as (4) A candidate nonlinear structure for this case is the finite mixture models or the radial basis function type networks. It is also important to remember that any problem that can be posed as a classification (posterior probability estimation) problem can be converted to conditional density estimation using the Bayes relationship and assuming a prior distribution for the classes.
The previous example corresponds to the supervised case where, during a training period, learning is achieved using information of the original sequence. To obtain a formulation for the unsupervised case, assume that the objective is to obtain an estimate of a sequence , , or its distribution, that is not directly observable, but instead, the sequence of observations , , and typically some additional information, say given by , is available. The additional information can have no time dependency, e.g., can be the constant modulus of the transmitted sequence in a Godard (constant modulus) [8] , [9] type blind equalization approach. If we let the additional information for this case be denoted by , the sigma field is given by . If on the other hand, the additional information is a time-series itself, such as fractionally spaced observations and/or relevant statistics computed from the available observations, then the sigma field contains both sequences and is given by . The PL function then includes the appropriately defined vectors of these as in the previous cases.
III. PARTIAL LIKELIHOOD VERSUS CONDITIONAL LIKELIHOOD
It is important to emphasize the fact that there are a number of cases where the PL and conditional likelihood formulations coincide; however, PL provides a more general framework bypassing the major difficulties in the characterization of the likelihood product, especially in problems where online processing is required. To observe this fact, consider a set of given input and output pairs . The CL function with respect to can be written as (5) The first two terms in the factorization pose problems for online processing or require addition of delays into processing. Obviously, this is not the only possible factorization for CL, but all other factorizations will also have terms violating the causality condition required for online processing. The PL function for the same case, on the other hand, is simply written as (6) and does not involve future observations in the computation, hence providing a natural way to accommodate online processing.
As we have noted, under certain conditions, the PL and CL coincide. The most relevant of these conditions for signal processing problems can be stated as follows [4] .
CL and PL coincide when
for an increasing sequence of sigma fields such that and are conditionally independent, given for each . If we again consider a communications type problem with given input and output pairs , the condition requires the following: Given that we know and (i.e., given ), and have to be conditionally independent for PL and CL to be equivalent (i.e., the future values of the observations are not affected by ). If is the noise-corrupted output of a linear channel, given by (at least one , ), where is the noise sequence, the condition for the equivalence of PL and CL is not satisfied.
One implication of this discussion is that when compared, CL with a factorization, as given in (5), incorporates more information than the PL function. The expectation, hence, will be the reflection of this fact in the shape of the likelihood functions for the two, with CL having a more peaky shape indicating the use of more information. In general, an average sample space characteristic that is unimodal and tightly packed around the ML estimate is highly informative, and this is the case when the data consists of a large number of i.i.d. samples. Hence, the disparity between the PL and CL will be a function of the span of the correlation in the observations, which is the memory of the channel, for the example we considered above. One important aspect of PL is that its score function is a Martingale, and it can be shown to possess the desirable large sample optimality properties of ML, such as consistency, asymptotic normality, and asymptotic efficiency [4] - [6] . An interesting question that arises is whether the maximum PL estimate (which we denote simply by in the sequel) and the maximum CL estimate coincide. Although the construction of the proof for the general case might be involved, one simple conjecture that can be made following the discussion above is that as the number of samples , given that the correlation span of observations is finite.
IV. PARTIAL LIKELIHOOD AND THE
INFORMATION-THEORETIC VIEW Given , the maximum PL estimate will approximate the true distribution such that PL is maximized in the sequence of observations . We discuss the choice of nonlinear structures for approximating the true distribution in the next section. For now, assume that a particular structure is chosen as the conditional probability model that is a valid pmf or pdf, depending on whether is discrete or continuous-valued.
To establish the connection between the maximum PL estimation and the fundamental information-theoretic measure, the relative entropy (RE) (or the Kullback-Leibler distance) [3] , let achieve the true distribution for . The RE is a mea-sure of how good an approximation the estimated probability distribution is to the true probability distribution and is given by (7) where the subscript is used to remind that the expectation is with respect to the true distribution. The RE is always non-negative and is zero only when the two distributions match . The accumulated relative entropy (ARE) can be defined as the total Kullback-Leibler discriminatory information contained in the available data as (8) If we define (9) we can rewrite ARE as , where . We also define (10) where Var . Based on these definitions, we establish the relationship between PL maximization and ARE minimization by the following theorem.
Theorem: If there exists a constant such that for each , as (11) and in probability (12) then at least one arg tends to one arg almost surely on , where . This theorem is a generalization of the result in [6] as here, we remove the restrictions on the probability model. Its proof, however, directly follows the proof in [6] . It is worth reiterating that the theorem stated above does not make any assumptions on the underlying probability model and, hence, can be applied to a wide class of probability models. In addition, the absence of assumptions on the dependence structure of the data implies that the result is applicable to the cases of both dependent and independent observations. To see how the theorem given above generalizes the information-theoretic connection for ML estimation, consider a given set of input and output pairs . This is similar to the case considered in (2) in Section II, but here, we invoke the assumption that each data point ( , ) is drawn independently from the same distribution to characterize the joint likelihood as (13) Taking the logarithm of the likelihood given above yields (14) The second term in (14) does not depend on parameter ; hence, the maximization of the likelihood function in (14) is equivalent to maximization of the first term . The sample average of the conditional probability density in probability (15) yielding by the law of large numbers.
On the other hand, the ARE for this case can be written as (16) Since the first term in the equation above (16), again, is not a function of the model parameters, it is easy to see that maximization of log-likelihood is equivalent to minimization of accumulated relative entropy. The derivation above showing the equivalence of ML estimation and ARE minimization follows the large sample arguments as in [10] and requires that the data samples are i.i.d. Other results showing the relative entropy connection of likelihood estimation all invoke the independence assumption (see, e.g., [11] - [13] ) and, when in a classification setting, might also require that the true distribution over class labels is known (see, e.g., [13] and [14] ).
The theorem we presented uses PL theory to generalize the fundamental information-theoretic connection showing the equivalence of likelihood maximization and relative entropy minimization under two general conditions that are dependent on the probability model used. Hence, the optimal model parameters have the fundamental information-theoretic interpretation that they minimize the Kullback-Leibler information for a given probability model. This relationship can be used to understand the properties of existing algorithms as well as for derivation of new algorithms, as we have shown in [14] .
V. INFORMATION-THEORETIC VIEW FOR THE EXPONENTIAL FAMILY OF DISTRIBUTIONS
The PL and RE equivalence result presented in the previous section is established under two regularity conditions. The first condition of the theorem given in (11) represents the rate by which the Kullback-Leibler information accumulates with and guarantees that for each , as , i.e., the information continues to accumulate. The second condition given in (12) , on the other hand, implies asymptotic stability of variance. Here, we show that these two conditions are satisfied for the exponential family of distributions that includes a wide class of important distributions.
Proposition: For the probability model given in (1), if the family of the conditional distributions of belongs to an exponential family, i.e., if it can be written in the form (17) where all functions ( ) are stable in the boundedinput bounded-output (BIBO) sense, then for a compact parameter space such that , the conditions of the theorem (11) and (12) are satisfied.
Proof: If belongs to an exponential family, we have (18) Using the definition for given in (9), we can write (19) By assumption, ( ) are BIBO stable, and the parameter space is compact. Moreover, physical processes, i.e., inputs to all practical systems, are bounded. Hence, all terms in (19) , and thus and , are bounded. In addition, by the definition of , we have for . We can write , which is defined in (10) as (20) Similarly, since is always bounded, the first term in (20) is bounded. We have also noted the boundedness of . Hence, is also bounded, and by the definition of , we have . When is only a function of and is independent of , both and are independent of and are constants for a given . When is a function of both and the members of (a finite segment of ), for a given , both and are random variables, i.e., functions of the members of . For example, for the case given in (3) that we will discuss in more detail in Section VI-A, we have , and both and are functions of for a given . For each , we know that is always positive and bounded, and thus, the marginal expectation of , is positive and bounded. For stationary and ergodic processes , by the Birkhoff-Khinchin theorem [15] , as almost everywhere
Since we have already established that , there must exist a constant , such that as . We have shown that is always bounded, and thus, as . Hence, both conditions of the theorem- (11) and (12)-are satisfied for the exponential family given in (17) .
Note that the proof does not make any assumptions on the nature of the process during the development. Hence, the two results we present (the theorem and the proposition) hold for both discrete and continuous-valued processes, allowing the use of PL in a range of applications with appropriate formulations.
VI. EXAMPLES
In this section, we use the two finite memory examples given in (3) and (4) to show the application of the PL formulation to problems with discrete and continuous-valued processes. We also select two probability models (nonlinear filters for processing the samples) that we show to belong to the exponential family of distributions; hence, by the proposition given in Section V, they satisfy the conditions for the equivalence of PL and RE.
A. Discrete Case
Assume that we have a sequence , taking values from a finite alphabet and a set of related observations , The problem is to train a classifier such that a given observation vector , defined as before, is assigned to one of values in . A Bayes classifier assigns to class if , , which is a choice that minimizes the classification error probability. To estimate the posterior probabilities for , we can use a logistic regression-type probability model parameterized by such that (21) where is a bounded and memoryless nonlinearity. For the general case of multiple classes, in order to ensure that all the outputs are valid probabilities (i.e., they sum up to one), we also need a normalization stage. We can introduce a softmax type [13] Here, is a function of and .
Since the softmax perceptron model (22) belongs to the exponential family, by our proposition, it satisfies the regularity conditions of the theorem.
By eliminating the inherent redundancy in (22), we can use a modified softmax model with outputs instead of outputs, i.e., let for all and reduce the output nodes by 1, as follows:
Similarly, by defining and we can show that the modified softmax model (24) also belongs to the exponential family.
Note that for the binary case, we only need one output to perform the classification, and hence, we can write (25) where .
B. Continuous Case
The classification problem given in Section VI-A can also be solved by estimating the distribution of . We can write the PL function in a form similar to (2) by a factorization of the likelihood as given in [2] (26) where and are defined as in Section II.
When is completely determined by , the PL function is given by (4), i.e.,
. For a finite memory system where is a nonlinear mapping without memory, is the system memory, and is the additive system noise. The distribution of is completely determined by . Thus, the PL function becomes . Since takes a value from a finite alphabet of size , we can map to a discrete variable that takes values where . Assume that is normally distributed with mean and covariance when . We then have (27) where when and 0 otherwise. This is a conditional FNM model (i.e., conditioned on the discrete variable ) since the marginal distribution of takes the form (28) where is the prior probability of We assume that all the components of are conditionally independent given , i.e., . In channel equalization, for example, the elements of the output vector , given the transmitted symbols are independent. Therefore, the covariance matrix is diagonal, diag , . Let , , and use to denote the vector of model parameters to be estimated. By using the condition and defining where , and , we can show that this model belongs to the exponential family where In this case, is a function of and is independent of .
Note that the FNM model given in (28) does not belong to the exponential family. The conditional FNM formulation we give in (27), however, is a member of the exponential family of distributions.
Given , i.e., , the class conditional probabilities , can be written as (29), shown at the bottom of the page, where the superscript indicates all the possible combinations of when , and shows the associated probabilities.
C. Sample Application: Channel Equalization
As an example, consider the channel equalization problem where are the transmitted symbols taking values , from an alphabet of size as before, and the observations are the noise-corrupted outputs of a channel with finite memory. The problem can be posed as a classification problem where, given the posterior probabilities , we perform the classification, i.e., the equalization. This will require discrete-type probability modeling described in Section VI-A. For example, the nonlinear filter can be chosen as the softmax model given in (22) and the filter parameters can be estimated by maximizing the PL. In [16] , the softmax model is used for equalization of multipath channel distortion in a four-level pulse amplitude modulation transmission system with levels { 3, 1, 1, 3} and the nonlinearity in (22) is chosen as the function. The equalizer outputs are transformed to probability measures using the transformation . The parameters are estimated by stochastic gradient-descent minimization of the negative log PL function.
Alternatively, we can model the pdf of by FNM type models as given in Section VI-B, i.e., use a conditional FNM equalizer. In this case, given the distribution and the class priors (e.g., equally likely or determined from the samples), we can use Bayes rule to perform the classification. The class conditional probability as given in (29) is an FNM model with mixtures and is a good match for approximating the distribution of the output of a communications channel with memory. The distribution of the -dimensional observation vector will well match this FNM distribution when transmitting symbols through an additive noise channel with a memory span of . In this case, the problem is the estimation of the parameter vector . In [17] , these parameters are estimated again by stochastic gradient-descent minimization of the negative log PL function and, in [14] , through information-geometric alternating projections.
Our goal in this paper is to introduce PL as a general framework for signal processing and suggest a number of ways it can be used with different types of probability models, i.e., nonlinear filters. Hence, we do not specifically address how to learn/estimate the parameters of the filters. However, regardless of the learning/estimation procedure used, there are a number of observations that can be made for the two types of problem formulation (pmf or pdf modeling), and we can discuss them in the context of the example presented. The good match of the data generation mechanism for this problem with the model chosen (the FNM) is expected to imply efficient estimation for the parameters of the FNM equalizer. We demonstrate this property in [14] for a channel equalization example that notes the efficiency of the FNM-type models over the regression type modeling when the order of the FNM equalizer is selected correctly (as for the number of normal components). This property, however, is a strong function of the correct selection of the order, number of normal components for the FNM, and the performance of the FNM equalizer degrades when the number is not optimized to match the problem characteristics (the channel memory in this case.) This observation justifies the identification of FNM type modeling as "semi-parametric." The regression type modeling, on the other hand, is not as sensitive to order misspecification and, hence, is more "robust" in this sense. In addition, one more point to add here is the tradeoff in terms of complexity of the model (order of the parameters of the equalizer) for the two types of models. When the channel memory increases, the number of clusters required for the FNM model (when used in the form given in Section VI-B) will increase exponentially and, hence, at a certain point, the FNM equalizer will cease to be efficient compared to the regression-type equalizer simply because there are too many parameters to estimate in the model. The scaling with complexity due to memory is expected to be more gracious with the regression-type model. Another option for the large memory case is the use of a smaller number of mixtures with more flexible kernel types instead of the symmetric normal kernel.
One other important observation to note is on the assumptions that are needed for the PL formulations in this application.
(29)
The PL formulation given in (3) with a logistic regression type model (21) makes no explicit assumptions on the system. There is the implicit assumption of a finite memory channel as the regression is on the finite past of the channel outputs, but no additional assumption on the dependence structure of the data, distribution of the noise, its nature (e.g., whether it is additive or multiplicative) is needed to characterize the likelihood function in the tractable form given in (3). The infinite memory case can also be formulated in the same way [as in (3) ] by using a pmf structure (equalizer) that employs feedback. The FNM equalizer given in (29), on the other hand, assumes a finite memory channel with additive Gaussian noise. Still, it allows for nonlinear finite memory channels, and the Gaussian noise assumption can be relaxed by allowing the number of finite normal components to be greater than the "true" order we defined above or by using more flexible kernels. The most common form of traditional likelihood formulations in an equalization example assumes a linear additive noise channel model, e.g. as given in [18] .
VII. SUMMARY AND DISCUSSION
In this paper, we show that partial likelihood theory provides a suitable framework for the development and analysis of solutions for signal processing in a likelihood framework. We establish the equivalence of relative entropy minimization and likelihood maximization under two regularity conditions. The result justifies the use of either the likelihood or the relative entropy formulation for estimating the distribution for the general case of dependent observations. This connection can also be used for derivation of new algorithms with desirable properties and to understand properties of existing algorithms. In [14] , we show that this relationship can be used to construct the information geometry of PL and to derive a sequential version of the expectation-maximization algorithm such that the PL is maximized (or the RE is minimized) through information-geometric alternating projections [19] .
We further show that the two regularity conditions are satisfied for the basic class of probability models (the exponential family), which includes many important nonlinear structures that can effectively be used as probability models (nonlinear filters). Hence, we note that partial likelihood can be used in a wide class of applications with different models. We give examples to illustrate the application of PL theory to problems with discrete and continuous-valued samples.
Another important point to note is the fact that the PL function still satisfies the desirable large sample properties of likelihood [2] , [6] . Hence, we can use asymptotic properties of likelihood to develop adaptive-structure and robust designs by using modified likelihood functions and information-theoretic criteria. As we have noted in Section VI-C, the FNM equalizer can be very efficient if the order specification in terms of the number of normal components is made properly. In [20] , we show that PL theory can be used to derive a penalized partial likelihood criterion for determining the effective model/filter order online.
Our aim in the paper is to emphasize the suitability of PL for constructing a likelihood framework for signal processing and the flexibility it offers. We establish its information-theoretic connection and give examples of its application. We have shown a number of ways this framework can be exploited, such as in the derivation of efficient algorithms [14] , to study the tradeoffs in signal processing within a likelihood framework with different types of posing the problem (pmf versus pdf type modeling) [16] and for online order selection [20] . There are a number of other important advantages of a flexible likelihood framework that naturally allows processing of dependent observations that can be further explored. For example, PL theory can be used to address joint detection and estimation problems, and processing of sequences with missing samples as the definition of PL we give in (1) provides a natural way of handling the missing data problems.
