The nonlinearity of the acute inhalation toxicity of many harmful gases released into the turbulent atmosphere suggests that the statistical characteristics of large fluctuations in concentration over a fixed exposure duration are important in assessing the hazard from releases of these materials. In this paper, the rate of growth of peak toxic load fluctuations as a function of the exposure duration t e is derived theoretically and validated experimentally with atmospheric plume concentration fluctuation data measured with a fast-response detector. The rate of growth of the peak toxic load fluctuations is found to increase as t e for t e t c and as (t e log t e ) 1/2 for t e t c , where t c is a characteristic plume time scale that is identified experimentally to coincide (approximately or better) with the time scale associated with the peak of the concentration power spectrum corresponding to the beginning (or, lowfrequency end) of the inertial-convective subrange of turbulent plume motions.
Introduction
The turbulent velocity field in the atmospheric boundary layer generates high levels of variability (fluctuations) in the instantaneous concentration of a dispersing plume of contaminant material as it is convected and mixed by this velocity field. The continuous spectrum of interacting turbulent motions generated by the background velocity field of the atmosphere involves necessarily a tremendous range of spatial and temporal scales that are responsible for the complex concentration patterns observed in a dispersing plume at a fixed receptor location. As a consequence, the statistical characterization of the detailed plume concentration structure requires an increased (improved) understanding of the two distinct physical processes of advection and molecular diffusion that are responsible for the observed phenomenon: namely, (1) advection (turbulent stirring) of the plume concentration field by the underlying turbulent velocity field that results in the nonlinear stretching and distortion of the marked fluid parcels (viz., a fluid parcel marked by the contaminant substance as it moves through any portion of the source distribution), accompanied by the subsequent reduction of the plume length scales; and, (2) molecular diffusion that acts at the smallest scales to smooth the steep concentration gradients produced by the turbulent stirring. The presence of a localized source of contaminant adds further physical complexities to the problem because the source size and location can introduce additional internal plume length scales into the turbulent mixing which interact with the external scales imposed by the background velocity field. Needless to say, the wide range of time and length scales that are responsible for plume concentration fluctuations can produce highly irregular instantaneous concentration patterns at any fixed receptor.
A number of experimental investigations, involving line-and point-source dispersion in turbulent flows and using fast-response detectors to measure scalar fluctuations at fixed points downwind of the source, have been conducted. Warhaft [25] and Stapountzis et al [22] investigated line-source heat dispersion in decaying homogeneous grid turbulence in a wind tunnel. Fackrell and Robins [7] studied point-source dispersion of a dilute hydrocarbon tracer from both surface and elevated sources in a turbulent rough-walled wind-tunnel boundary layer. Bara et al [1] described a detailed set of fluctuation measurements of a saline tracer from a ground-level point-source release in a rough surface boundary layer generated in a water channel. Deardorff and Willis [5] studied concentration fluctuations in buoyant and non-buoyant plumes under convective conditions in a water tank.
In addition, a number of full-scale atmospheric measurements of concentration fluctuations in a plume generated from a continuously emitting point source in the atmospheric surface layer have been conducted (e.g., Hanna [10] ; Lewellen and Sykes [14] ; Dinar et al [6] ; Peterson [18] ; Mylne and Mason [17] ; Mylne [16] ; Yee et al [30] [31] [32] , [34] , [35] ). A few studies have considered more complex release configurations; e.g., correlation between the concentrations of tracers released from two separated sources as addressed by Sawford et al [21] , and statistical properties of dispersing clouds (puffs) obtained from a number of realizations of a near-instantaneous tracer release in the atmosphere as investigated by Yee et al [33] .
The active research effort in concentration fluctuations has been motivated by its critical importance in many industrial and environmental fluid mechanics problems. For example, the statistical properties of concentration fluctuations in a plume are crucially important to the assessment of risk from the release of a number of highly toxic materials where it is the peak concentrations that are of greatest concern. Similarly, short-term concentration fluctuations are very relevant to estimating ignition hazard from the release of flammable gases. Still other important applications include the prediction of the probability of visibility through obscurant clouds, the characterization of the perception of odours required to evaluate nuisance due to the presence of malodourous substances, and the understanding of fast nonlinear physio-chemical processes required for the design of efficient mixing and combustion processes.
Of these many important applications requiring an improved understanding of concentration fluctuations, this paper focusses on a specific problem associated with assessing the hazard from releases of a toxic gas into the turbulent atmosphere. Towards this purpose, it is noted that for most toxic gases, there exists a nonlinear relation between concentration and duration of exposure for a given level of harmful effect. Indeed, as early as 1938, Busvine [4] observed that the toxicity of an insecticide (ethylene oxide) correlated well with χ n t e where χ is the concentration and t e is the exposure time. This particular functional form for χ and t e is commonly referred to as the toxic load L n (viz., L n ≡ χ n t e where n is a toxic load exponent that varies from substance to substance). The toxic load concept has been applied to characterize the injury or damage arising from exposure to many industrial and military gases [13] , [23] , [24] , 29], [37] . In particular, ten Berge et al [24] showed that the toxic load exponent, n, for many locally irritant and systemically acting gases generally lie in the range from about 1 to 3.5, with the most common values of n being between about 2 and 3.
The validity of the toxic load model for hazard assessment of the release of toxic gases has been inferred from animal experiments involving exposing animals to constant concentrations χ for different exposure times t e . However, as stated above, the instantaneous concentrations in toxic gas plumes dispersing in the turbulent atmosphere are not constant concentrations. Rather, these toxic gas concentrations in the atmosphere will be expected to fluctuate on a range of scales in both time and space that is reflective of the complex processes responsible for dispersion in the atmospheric boundary layer. It is expected that the degree of injury for a nonlinear toxic material (viz., a material with a toxic load exponent n > 1) will depend on the concentration fluctuations in the dispersing plume during the exposure, with different realizations of fluctuating concentrations giving rise to different toxic loads, even though the mean dosage (defined here as the product of the ensemble mean concentration and the exposure time) may be the same for each realization of the fluctuating plume concentration.
The dependence of the toxic load on concentration fluctuations has been recognized as early as the Second World War and, more particularly, in the 1940s Japanese military toxicologists conducted animal experiments in which various animal species were exposed to intermittent concentrations of a number of toxic gases for a fixed exposure time [3] . In this seminal work, it was found that higher (and, hence, more intermittent) concentrations produced the most severe toxic effects, providing the first evidence of the toxicity enhancement due to a fluctuating concentration exposure.
More recently, a number of researchers have used various (idealized) forms of fluctuating concentration time series in attempts to try to quantify the effect of fluctuations on the toxicity. Griffiths and Megson [9] and Griffiths and Harper [8] considered the effect of two rather artificial fluctuating concentrations with equal dosages; one composed of a constant concentration χ applied for exposure time t e , and the other composed of a series of blocks of nonzero constant concentration χ applied for total time t e,p , with each block separated by gaps with zero concentration for a total time t e,0 , where t e,p + t e,0 = t e . Using this idealized form for concentration fluctuations, these investigators demonstrated the extreme sensitivity of the toxic load to periods of peak concentration. From these gedanken experiments, Griffiths and various colleagues quantified the enhanced toxicity for exposure to an intermittent concentration in comparison to that of a constant concentration. Ride [19] confirmed this enhanced toxicity for noxious materials by using a simple physical model for fluctuating concentrations based on spherical eddies of concentration separated by regions of uncontaminated air. Later, Hilderman et al [11] demonstrated the enhanced toxicity arising from a fluctuating concentration using a more realistic stochastic model for generation of plume concentration time series.
Most of these approaches use specific models for fluctuating concentration time series (e.g., constant concentration pulses interspersed with periods of zero concentration [8] , spherical eddies of constant concentration separated by regions of clean air [19] , stochastic models for concentration time series generation [11] , etc.) in the determination of the toxic load for a fluctuating concentration exposure. However, the generation of stochastic signals that have physically relevant properties of plume concentration fluctuations mimicking real turbulent diffusion in the atmosphere is fraught with difficulties. Many of these schemes for concentration time series generation are based on constructs that provide little insights into the physics of turbulent diffusion. There has been no effort undertaken to compare various statistical characteristics of the synthetic concentration time series with measurements of plume concentration fluctuations in the atmosphere before they are used in toxic load models for hazard assessment. In view of this deficiency, Yee [28] advocated an alternative approach whereby the statistical characteristics of the toxic load are determined directly from the known statistical characteristics of the underlying plume concentration fluctuations.
In this paper, we will extend the approach described in Ref. [28] to the determination of an upper bound on the rate of growth of the toxic load fluctuations as a function of the exposure time. To the author's knowledge, this problem (which is salient for assessing hazards from toxic gas releases in the atmosphere where instantaneous or very short-time averages in concentration are important) appears to have been largely ignored. The only other effort that is related (albeit peripherally) to the work reported herein is that of Wilson [26] . In this work, Wilson develops an empirical model for the nonlinear toxic load that accounts for plume concentration peaks by assuming that the probability distribution of the instantaneous concentration can be adequately represented by a lognormal distribution implying, through the multiplicative reproductive property, that the n-th power of the concentration is also lognormally distributed. Wilson then argues that the toxic load with exponent n (L n ), which is defined as the time integral of the n-th power of the concentration, will also produce a lognormal distribution for all exposure times (and, not merely for very short exposure times). However, it must be stressed that the latter assumption was neither proven rigourously nor validated against actual plume concentration data. Moreover, it has been found subsequently that the lognormal distribution does not fit plume concentration data very well [20] , [36] .
Assumptions, Definitions and Notation
We present some basic definitions and notation, together with various properties of the nonlinear toxic load which are needed later in the paper. The notational convention used here follows that of Yee [28] and is summarized briefly in this section.
Let χ(x, t) denote the instantaneous scalar concentration observed in a dispersing plume at a receptor location x at time t. In this paper, we assume that the instantaneous plume concentration χ(x, t), measured at the fixed point x downwind of a continuous localized source emitting at a constant rate into a statistically stationary atmosphere, is a strictly stationary process. As a consequence, the statistical properties of the random concentration χ(x, t) do not depend on time t. Given exposure to the fluctuating plume concentration time history χ(x, t) at a fixed point x in space over an exposure time interval [0, t e ), the instantaneous toxic load L n (or, equivalently, a value for the toxic load in a single realization of the turbulent diffusion of the scalar in the atmosphere) is defined as follows:
where n is the toxic load exponent for the contaminant. In Eq. (1), it has been assumed without any fundamental loss of generality that the lower limit t = 0 corresponds to the time at which the risk began. For toxic gases with n greater than one, concentration χ is the dominant factor in the determination of the level of harm. Note that for n = 1, the toxic load L 1 (x, t) reduces to the standard definition of linear dosage. Because χ(x, t) is a random function of t at a fixed receptor location x, L n (x, t e ) defined in Eq. (1) is a random (stochastic) integral that depends on the exposure duration t e . For a fixed exposure time t e , L n (x, t e ) is a random variable.
Naturally, the statistical properties of L n are completely determined by the probabilistic characteristics of the instantaneous plume concentration χ. For a large number of realizations of the turbulent dispersion of the contaminant released into the atmosphere, let l denote a possible (sample space) value of L n (x, t e ) at the fixed location x for an exposure duration t e and let dl be a small increment in l. The proportion of realizations of the turbulent dispersion for which L n (x, t e ) lies between l and l +dl defines the probability density function (PDF) f (l; x, t e ) of the toxic load at position x and exposure time t e ; namely,
where Pr{ · } denotes "probability that".
With reference to Eqs (1) and (2), the k-th integral moment of the toxic load L n is given by
where k ∈ N. In Eq. (3), · denotes an ensemble average (or, mathematical expectation) over all possible realizations of the dispersion in which the conditions at release and in the atmosphere are nominally the same in each realization. Furthermore, owing to the fact that the toxic load is determined at a fixed location, the explicit dependence of χ on x has been suppressed (for notational simplicity) in the last line of Eq. (3).
In analogy to Eq. (1), it is useful to define the toxic load fluctuations in terms of the n-th power of the concentration fluctuations as follows (where we have again suppressed the explicit dependence of the quantity on the receptor location x which will be implicitly assumed henceforth to be held fixed):
where χ n (t) ≡ χ n (t) − χ n (t) is the departure of the n-th power of the instantaneous concentration from its (ensemble) mean. We use the general convention that a primed quantity represents the departure of that quantity from its ensemble average. In view of Eq. (4), it is convenient to define the k-th central moment of the toxic load, obtained by subtracting the ensemble average of the toxic load, as follows:
where k ∈ N.
A perusal of Eqs (3) and (5) reveals that the k-th order integral moments of the toxic load are functionals of the joint k-time moments of the n-th power of the instantaneous concentration χ. As a consequence, in order to obtain the statistical properties of L n , we require a complete knowledge of all the higher-order multi-time point statistics of the fluctuating plume concentration. Unfortunately, very little information is currently available concerning the higher-order, multi-time point statistics of the plume concentration. Nevertheless, some progress can be made as described in Yee [28] who demonstrated how to determine the two lowest-order moments of the toxic load (namely, the ensemble mean and variance of L n ) given physical information that is limited to a knowledge of only the ensemble mean, variance, and integral time scale of the underlying plume concentration fluctuations.
Growth Rate of Toxic Load Fluctuations
The main result of the paper is derived in this section. Here, we will investigate the rate of growth of the toxic load fluctuations as a function of the exposure time t e , and formulate a simple upper bound for the peak toxic load fluctuations at long exposure times.
Firstly, the growth of the toxic load fluctuations must be related to the boundedness of the concentration fluctuations (viz., a random flow field such as the turbulent atmosphere cannot generate instantaneous concentration values outside the initial bounds dictated by the conditions at release, such as the mass and volume flow rates at the source). In particular, the maximum instantaneous concentration that can be observed at any point in a dispersing plume of pollutant is physically constrained to be less than or equal to the source concentration, χ 0 . In consequence, the absolute value of the plume concentration fluctuations, |χ | ≡ |χ − C| (where C ≡ χ is the ensemblemean concentration), must be bounded by a constant, K say, where K can be chosen as the source concentration χ 0 (assumed herein to be both uniform and constant at the source). It follows then that χ n is bounded by a constant M ≡ K n , implying that max |L n (t e )| ≤ Mt e , giving a growth rate for the toxic load fluctuations of order t e , as most. By virtue of Eq. (4), the linear rate of growth of the absolute value of the toxic load fluctuations is expected to hold for small t e .
The critical question that needs to be addressed is whether the toxic load fluctuations (considered as a function of the exposure duration at a fixed receptor location x) exhibit a rate of growth of order t e over the entire range of exposure times; and, in particular, what is the rate of growth for large t e ? To that end, it will be asserted (subject to certain regularity conditions that are detailed below) that asymptotically the toxic load fluctuations have a rate of growth of order (t e log t e ) 1/2 . More specifically, it is asserted that, at large exposure duration t e , the rate of growth of |L n (t e )| is bounded in accordance to the following relationship:
with probability 1 (viz., with overwhelming probability). In Eq. (6), Var(χ n ) denotes the variance of χ n and T
(n)
χ is the integral time scale for the n-th power of the instantaneous plume concentration χ defined as
where ρ(χ
2 is the autocorrelation function of the χ n (t) random process, and τ is the correlation lag time.
In order to prove the assertion stated in Eq. (6), we need to focus first on the determination of a constant a te such that the probability, Pr |L n (t e )| ≥ a te , becomes negligible for large t e (viz., a te is an almost sure upper bound for the absolute value of the toxic load fluctuations, |L n (t e )|, at large exposure times t e ). In view of the fact that our current understanding of plume concentration fluctuations is insufficient to permit an explicit form for the PDF, f (l; t e ), of the toxic load fluctuations to be specified, it seems extremely unlikely that it will be possible to find an exact closed-form expression for a te . In consequence, rigourous bounds and approximations are the order of the day.
To that end, it would be useful to consider first the cumulant generating function for the random variable L n (t e ), namely,
where K r is the r-th cumulant of L n (t e ). In Eq.
. Now, we would like to bound the r-th cumulant, K r , of the random variable L n (t e ) in terms of the joint r-th order cumulants of the input process {χ n (t)}. Towards this objective, let C r,χ n (τ 1 , τ 2 , . . . , τ r−1 ) denote the joint r-th order cumulant of the random variables χ n (t), χ
It should be noted that the second-order cumulant C 2,χ n (τ ) is simply the autocovariance of χ n (t). By virtue of Eq. (4), it is readily seen that the cumulants of the toxic load fluctuation are bounded as follows:
with r = 2, 3, . . ..
To progress further, assume that χ n (t) is a strictly stationary process that satisfies the following regularity conditions: (i) all moments of the process exist; (ii) its span of dependence is small enough so that the correlation functions of any order are absolutely integrable, viz.
for k = 2, 3, . . .; and, (iii) k B k z k k! < ∞ for z in some small neighborhood of 0. The assumption of finite moments need not cause concern because the plume concentration field will always be bounded above by the limits set by the initial conditions (e.g., release conditions at the source location), so all moments of the plume concentration must exist. Furthermore, the integral time scale of concentration fluctuations is necessarily bounded (finite), so that assumption (ii) is not restrictive with respect to imposing any unphysical constraints on the plume concentration. In light of assumption (ii), Eq. (10) can be expressed as
Now, combining Eqs (12) and (8) [and utilizing assumption (iii)] leads to the following result:
An examination of Eq. (13) indicates that we can always choose α small enough so that
or, equivalently,
for any given (and, otherwise arbitrary) non-negative number .
To exploit Eq. (15), it is useful to determine an estimate for the toxic load variance L 2 n for large exposure duration t e . Towards this objective, it can be shown (see Eq. (23) in Ref. [28] ) that
The exact form of the autocorrelation function for χ n (t) associated with a dispersing plume in the atmosphere is not known [viz., there is no known theory that would permit the exact determination of a functional form for ρ(χ n ; s)]. Nevertheless, for exposure times long enough for the autocorrelation function of χ n (t) to have fallen to zero (viz., for t e > T (n) χ ), the autocorrelation function decreases to zero rapidly and cuts off the integral in Eq. (16) . As a consequence, Eq. (16) can be written as [using the definition for the integral time scale for fluctuations in χ n (t) given by Eq. (7)]
where
is the "center-of-mass" of the ρ(χ n ; s) curve. For sufficiently large t e , t e becomes much larger than t 1 (viz., t e t 1 ) implying that t 1 can be neglected in this limit, with the result that Eq. (17) simplifies effectively to
which indicates that the root-mean-square of the toxic load fluctuations is proportional to the square root of the exposure time.
Let f a (l; t e ) denote the PDF of the random variable |L n (t e )|. Then it follows
From this result, it follows on making use of Eqs (15) and (19) that
for sufficiently large t e . Now, if we set
and select a
where δ is an arbitrary non-negative number, then the probability in Eq. (21) reduces to Pr |L n (t e )| ≥ a te ≤ 2t
In consequence, the indicated choice of a te exhibited in Eq. (23) is the almost sure upper bound for the toxic load fluctuations at large t e that we sought (viz., the probability that the toxic load fluctuations exceed this bound is negligible for large t e ). Using the fact and δ are arbitrary, it now follows from Eqs (23) and (24) and the Borel-Cantelli lemma [15] that
with probability 1. The latter implies Eq. (6), and the assertion is thus established.
It is noted that the asymptotic bound for the toxic load fluctuations in Eq. (6) can be determined given only limited physical input information on the mean and mean-square concentrations (or, equivalently, concentration variance) and the integral time scale of concentration fluctuations. In particular, simple estimates for Var(χ n ) and T (n) χ using only this limited input information have been provided by Yee [28] . An interesting corollary can be deduced from Eq. (6) with regard to the effect of averaging time on the instantaneous plume concentration peaks. Towards this purpose, we note that if we reinterpret t e as an averaging time, then the 99-th percentile of the random variable |L 1 (t e )|/t e [e.g., set n = 1 in L n (t e )] can be viewed as the peak concentration fluctuation perceived at an averaging time of t e . Now, Eq. (6) implies that the peak concentration fluctuations (or, equivalently, the peak concentration) at long averaging times must decrease as t −1/2 e log 1/2 t e . Following a study of the maximum ground-level concentration and averaging time, Hino [12] concluded that the peak concentration varies as t −1/2 e for long averaging times (i.e., greater than about 10 min); see also Wilson and Du [27] for a discussion of the latter observation. However, it is important to note that given the statistical uncertainty (scatter) in the data and the limited range of averaging times, it would be very difficult to distinguish between the two possibilities that the peak concentration decreases as t 
Example
The results on the rate of growth of the toxic load fluctuations at long exposure times t e , derived in the previous section, will be now tested against some plume concentration data. Figure 1 shows a sample concentration time series measured by a fast-response detector at a fixed receptor location on the crosswind mean-plume centerline at a height of 4 m above the ground and at a downwind distance of 50 m from a continuous point source emitting a tracer (propylene) into the atmosphere at a constant emission rate. The instantaneous concentration χ has been normalized by the ensemble-mean concentration C. Not too surprisingly, the instantaneous plume concentration is seen to exhibit remarkably sharp gradients and large and rapid fluctuations that are characteristic of the wide range of length and time scales that are responsible for the extremely complex and inhomogeneous instantaneous concentration patterns resulting from an atmospheric plume exposure at any fixed receptor. Figure 2 exhibits the typical growth characteristics of the peak toxic load fluctuations presented as a function of the exposure time t e for a number of different values of the toxic load exponent n. The toxic load was derived from the concentration time series shown in Fig. 1 . Here, the peak toxic load fluctuations |L n (t e )| 99 is defined to be the 99-th percentile of the absolute value of the toxic load fluctuations (viz., the value of |L n (t e )| that is exceeded in 1% of all possible realizations of the dispersion) for a given exposure duration t e . The values of the toxic load, L n (t e ), were computed by dividing the concentration time series (recorded over a 35-min record length) into sequential blocks of duration t e , computing the n-th power of the fluctuating plume concentration, and integrating the result over each block to yield one realization of a value for the random variable L n (t e ).
For exposure times approximately less than some characteristic plume time scale t c (indicated in Fig. 2 by the vertical arrow), the peak toxic load fluctuations are found to scale with t e linearly in accordance to our earlier prediction. In Fig. 2 , we have included a line having a unit slope to indicate the extent of the region over which |L n (t e )| 99 ∼ t e . The characteristic plume time scale marking the end of the region where |L n (t e )| 99 ∼ t e corresponds (approximately or better) to the time scale associated with the inverse of the spectral peak marking the beginning of the inertial-convective subrange of the plume concentration fluctuations. The inertial-convective subrange is associated with the range of scales at which the concentration variance (energy) is transferred from large to small scales with no production or dissipation. The characteristic plume time scale t c that marks the beginning (approximately or better) of exposure time where the peak toxic load fluctuations exhibit a (t e log t e ) 1/2 dependence on the exposure time cannot be determined from the theoretical analysis of Section 3, but has been identified empirically from the plume concentration data here to correspond roughly to a time scale t c associated with In particular, for exposure times greater than about t c , the rate of growth of the peak toxic load fluctuations appears to be much slower. We found that |L n (t e )| 99 exhibits a rate of growth that is not inconsistent with (t e log t e ) 1/2 predicted by theoretical considerations [see Eq. (6)]. The solid curves in Fig. 2 represent the theoretical relationship of Eq. (6), and it can be seen that this relationship models the asymptotic growth of the peak toxic load fluctuations remarkably well for a wide range of the toxic load exponents n for t t c . It is interesting to note that the asymptotic relationship of Eq. (6) appears to be remarkably accurate, even for quite low values of t c .
Conclusions
The maximum (or peak) of the toxic load fluctuations was shown to exhibit a rate of growth of order t e for t e t c , where t c is a characteristic plume time scale that was found to be comparable to the inverse of the frequency at the spectral peak corresponding to the beginning of the inertial-convective subrange of the plume concentration fluctuations. For t e t c (or, equiva-lently, for length scales approximately larger than the transverse scale of the instantaneous plume width), the maximum of the toxic load fluctuations was found to grow at a rate of order (t e log t e ) 1/2 . This result is consistent with the theoretical analysis conducted herein.
