We report the development of a new approach for determining temperatures using the dual-wavelength infrared thermometry technique, which does not presume greybody behaviour and compensates for the spectral dependence of emissivity. This approach is based on Planck's radiation equation and explicitly accounts for the wavelength-dependent response of the IR detector and the losses occurring due to each of the elements of the IR imaging system that affect the total radiant energy sensed in different spectral bands. A thorough calibration procedure is utilized to determine a compensation factor for the spectral dependence of emissivity, which is referred to as the non-greybody compensation factor (NGCF). Calibration and validation experiments are carried out on Aluminum 6061-T6 targets with two different surface roughnesses. Results show that this alloy does not exhibit greybody behaviour, even though the two spectral bands used were relatively close to each other, and that the spectral dependence of emissivity is influenced by the surface finish. It is found that non-greybody behaviour of low emissivity surfaces can lead to significant systematic error in dual-wavelength IR thermometry. The inclusion of the NGCF eliminates the systematic error caused by the invalidity of greybody assumption and thus improves the accuracy of the measurements. Non-greybody-compensated dual-wavelength thermography is used to measure the chip temperature along the tool-chip interface during orthogonal cutting of Al 6061-T6 and sample results at three different cutting speeds are presented.
Introduction
Machining (or metal cutting) is a process in which a hard, sharp, wedge-shaped cutting tool removes unwanted material from the surface of a softer workpiece by relative motion under interference. A large amount of deformation (strain greater than 100%) takes place in the primary shear zone (PSZ) and the speed at which the material flows through the PSZ can reach tens of meters per second, which results in strain rates between 10 4 and 10 6 . This high strain rate generates a considerable amount of heat during a very short period of time (i.e. the transit time of the material in the PSZ, which is typically much less than a millisecond) and that results in a significant increase in temperature. In addition, a significant amount of heat is also generated at the chip-tool interface due to the friction between the chip and the rake face of the tool, which results in a further increase in temperature. As a result, the temperatures encountered during high speed machining can reach hundreds of degrees and can reach close to melting temperatures in some cases. There are several factors that influence the temperature increase, such as the work material, cutting speed, feed, rake angle, tool-nose radius, tool material, tool coating and cutting fluids.
The quantification and control of the temperatures encountered during machining have been of great interest to researchers since the temperature is the key factor controlling tool wear and life [1] and has a considerable influence on the surface finish, microstructure and residual stresses along the machined surfaces [2, 3] . Several experimental techniques, with varying degrees of applicability and accuracy, have been developed and used by researchers to measure temperatures during metal cutting. These techniques include the intrinsic thermocouple (or the work-tool thermocouple) technique, the extrinsic (or direct) thermocouple technique, the metallurgical technique, the thermo-sensitive paints technique and infrared pyrometry [2] [3] [4] . The measurement of machining temperatures based on the emitted infrared radiation, though one of the earliest techniques, remains the most widely used technique. The key contributor to uncertainty in radiationbased temperature measurements is the uncertainty in the value of emissivity used for inferring temperatures. During machining, the material is subjected to large deformations which change the surface characteristics and therefore its emissivity changes as well.
In order to account for this, researchers have adopted the use of dual-wavelength pyrometry (or a ratio technique) for the measurement of machining temperatures [5] [6] [7] [8] [9] . The most important advantage of the dual-wavelength technique is that, as long as the greybody assumption (i.e. the emissivity does not depend on wavelength) is applicable, the ratio of radiance in different spectral bands can be related to the temperature, and the actual value of the emissivity value does not need to be known. Although most metallic surfaces do not exhibit greybody behaviour, it is usually assumed that, by choosing the two spectral bands carefully enough or close to each other, the assumption of greybody behaviour is realistic [5] [6] [7] [8] [9] . In the error analysis of their two-colour pyrometer, Müller and Renz [7] concluded that the primary source of error in the measured absolute temperature is due to the deviation of the surface emissivity from the greybody behaviour. Other studies have shown that it is impossible to reliably estimate the uncertainty in the temperature measured with a multiwavelength pyrometer, of any complexity, in the absence of any valid experimental or theoretical knowledge of the spectral dependence of emissivity [10, 11] .
In this paper we report the development of a new approach for determining temperatures using the dual-wavelength technique, which does not presume greybody behaviour and compensates for the spectral dependence of emissivity. The full theoretical development of our approach is presented. A thorough calibration procedure is utilized to determine a compensation factor for the emissivity spectral behaviour which is referred to as the non-greybody compensation factor (NGCF). The inclusion of this NGCF eliminates the systematic error in dual-wavelength temperature measurements (due to the invalidity of greybody assumption) and thus the overall error decreases significantly. Calibration and validation experiments were carried out on Aluminum 6061-T6 alloy targets with two different surface finishes. This approach was used to measure the chip temperature distribution along the tool-chip interface during orthogonal cutting of Al 6061-T6 tubes and sample results at three different cutting speeds are presented.
Machining temperatures measurement using radiation thermometry
The measurement of machining temperatures based on the emitted infrared (IR) radiation (using a single point pyrometer, scanner or camera) is by far the most used technique [2] [3] [4] . Some researchers have even measured the radiation emitted in the visible range, using intensified cameras, to infer temperatures during machining [12] . However, such measurements are applicable to temperatures greater than 600
• C due to the very weak radiation in the visible range at lower temperatures. Also, in general, temperature measurements based on visible radiation are less accurate than those based on IR radiation due to the lower signal to noise ratio. The first reported use of IR radiation for the measurement of machining temperatures was by Schwerd [13] in the 1930s where he used a pyrometer that focuses radiation on a thermocouple using an optical condenser. Boothroyd [14] was the first to use thermography for obtaining a full-field measurement of machining temperatures where he used an IR-sensitive film. Later, with the development of solid-state detectors, IR cameras with solid-state FPAs became more and more commonly used for mapping the full-field temperature distribution during machining [2] [3] [4] .
The most important issue affecting the accuracy of radiation-based temperature measurement is the accuracy of the value of emissivity used for inferring temperatures. In the earliest work, researchers coated the surfaces being imaged with a black layer having a 'known' high emissivity [14, 15] . However, this cannot be used for cases involving large deformation of the surface, or rapid changes in temperature, since there is a finite time constant for diffusion of heat from the substrate to the coating. The increased sensitivity of IR cameras has enabled uncoated surfaces to be imaged, the emissivity values of which are obtained from the literature or through calibration experiments carried out on the same material. However, the fact that the emissivity of metallic surfaces does not depend only on the material composition, but also on several other factors such as the surface finish, condition and temperature as well as the radiation wavelength, makes the issue of uncertainty of the emissivity value of concern. This concern is especially legitimate in machining where the surface roughness and condition change considerably as the material passes through the PSZ. Davies et al [16] developed an IR microscope system to measure temperature fields during machining and they introduced a thorough approach for calibration and inferring temperatures from the measured radiation field. They used the IR microscope to measure the chip temperature distribution along the chip-tool interface during orthogonal cutting of AISI 1045 steel and they elaborately discussed the sources of uncertainty in the measured temperatures where they reported an uncertainty of ±52
• C at the maximum measured temperature of 800
• C. The biggest contribution to the uncertainty value was reported to be from changes in the emissivity as a result of changes in surface roughness. They determined the mean emissivity value (over the wavelength band of their camera) of the workpiece material indirectly, based on Kirchhoff's law, by measuring the 8
• /hemisphere reflectivity using a FT-IR spectrometer. However, some concern might arise with such an indirect measurement where it is based on some assumptions one of which is the greybody behaviour [17] and the fact that the microscopic objective does not collect radiation over the entire hemisphere (NA = 0.5). This might lead to an additional error in the measured temperatures which is not accounted for. In later work, Davies et al [18] measured the emissivity directly using the IR microscope system in an additional calibration step. Pujana et al [19] also used microscopic IR imaging for temperature measurement during orthogonal cutting of different grades of steel. However, instead of measuring the temperature of the chip they measured the temperature of the cutting tool where the emissivity of the cutting tool can be determined with higher confidence.
In order to avoid the error in temperature measurements arising from the uncertainty in the emissivity value, several researchers have adopted the use of dual-wavelength (or ratio) thermometry [4] . For a greybody, the emissivity of which is constant over the entire spectrum, the ratio of radiation intensities over two different wavelength ranges will be a function of temperature only. Ueda and coworkers [5, 6] developed a dual-wavelength pyrometer using two detectors (InSb and Ge as well as InSb and HgCdTe in another variation of the system) linked to an optical fibre inserted into the cutting tool to measure temperature of the rake and flank faces. Similarly, Müller and co-workers [7, 8] developed a fibre-optic dual-wavelength (1.7 and 2.0 μm) pyrometer with a few microseconds temporal resolution and 0.5 mm 2 spatial resolution and used it to measure temperatures on the chip and the workpiece during high speed machining. Narayanan et al [9] used a mid-wavelength IR camera for mapping the temperature distribution over the chip-tool interface using dual-wavelength thermometry by switching between two different band-pass filters (3.16-3.8 μm and 4.31-4.95 μm) mounted on a filter wheel placed in front of the camera. They observed the chip-tool interface directly through special cutting tools, made out of sapphire, which are transparent to IR radiation [20] . In all of the above dualwavelength thermometry work, temperatures were determined under the assumption of greybody behaviour. Although the greybody assumption is not valid for metallic surfaces, for which the spectral dependence of emissivity is widely documented in the literature [21] [22] [23] , it is often argued that by choosing two wavelengths carefully enough or them being fairly close to each other, the spectral dependence of emissivity can be neglected. However, when the two wavelengths are very close to each other, the radiation intensities in the two wavelengths will be close to each other and the change in the radiation intensity ratio with temperature will be very slow, thus causing the effect of random noise in the signal of each detector on the error in measured temperatures to be more significant [10] . Inagaki and Ishii [24] theoretically investigated the effect of a emissivity drift (due to spectral dependence) on the error in temperature predictions using the dual-wavelength technique. For instance, their results indicate that by using an InSb sensor (2-5 μm) and a HgCdTe sensor (8-13 μm), a relative emissivity drift of 40% will result in more than 40
• C error in the predicted temperature at nearambient temperatures. The relative emissivity drift is defined
and a drift of 40% ( ε = 0.4) can result from ε 1 = 0.15 and ε 2 = 0.1. From this, it is apparent that even small changes in emissivity can cause large drifts in relative emissivity when the emissivity value is small (such as the case of polished metallic surfaces). Furthermore, Wen and Mudawar [22] studied the emissivity characteristics for some aluminium alloys at wavelengths between 2 and 4.7 μm and their results show considerable variation in emissivity with wavelength and more interestingly that the spectral behaviour of emissivity, in some cases, changes with surface roughness.
Theory
IR radiation is part of the electromagnetic spectrum and occupies frequencies between visible light and radio waves. The IR spectrum includes radiation of wavelengths from 0.7 to 1000 μm. Within this wave band, only frequencies between 0.7 and 20 μm are typically used for temperature measurement. All forms of matter at any temperature above absolute zero emit radiation of varying intensity across the entire wavelength spectrum. The spectral distribution of this radiation intensity across the wavelength spectrum is given by Planck's law which states that the hemispherical radiance (power per unit area) emitted by a blackbody at an absolute temperature T as a function of a wavelength λ is given by [23] 
where I bb (λ, T ) is the hemispherical radiance emitted by a unit surface area of an ideal blackbody at an absolute temperature T , per unit wavelength λ, and C 1 , C 2 are Planck's radiation constants.
A blackbody is defined as a body which absorbs all radiation incident on it and emits, for any given temperature, the maximum possible radiation. A real body always emits radiation intensity of a lower magnitude than a blackbody. The emissivity of a body is defined as the ratio of radiance emitted by a unit surface area of that body, at any given wavelength and temperature, to the radiance emitted by a unit surface area of an ideal blackbody at the same wavelength and temperature. In general, the emissivity could be a function of the body's temperature and of the wavelength of emitted radiation. The radiance of a real body, of an emissivity ε, at a wavelength λ, and an absolute temperature T , is thus given by
Thus, the total radiance emitted (per unit surface area) by a real body in a wavelength interval bounded by λ 1 and λ 2 is found by integrating between the two wavelengths:
where ε 1,2 (T ) is the mean spectral emissivity value over the wavelength band between λ 1 and λ 2 . Dual-wavelength thermometry (also called two-colour or ratio technique) involves measuring the radiance at two different wavelengths and inferring the temperature from the ratio of the spectral radiances. While the measurement of radiances at two wavelengths, rather than one, introduces some difficulties, including requiring more sophisticated experimental apparatus and data processing, dual-wavelength pyrometers are preferred in many applications (such as those involving partial or occluded targets) since they can give significantly more accurate temperature measurements [23] . Measurement of temperature using this technique utilizes the fact that, for a greybody, whose emissivity is constant at all wavelengths, the ratio of radiant intensities obtained at two different wavelengths is a function of temperature only, and the need for prior knowledge of the target emissivity is eliminated. Using the expression of equation (3), if I 1,2 (T ) and I 3,4 (T ) are the radiances in two wavelength bands (λ 1 -λ 2 ) and (λ 3 -λ 4 ), respectively, then the ratio of the two radiances, r I (T ), can be written as
where r ε (T ) is the ratio of the mean spectral emissivities in the two wavelength bands. This equation shows that that the ratio of radiances, r I (T ), will be independent of emissivity only if the emissivities in the two wavelength bands are equal for all temperatures. This assumption, though not reasonable in many cases, is usually made when measuring temperatures using dual-wavelength thermometry. Besides dual-wavelength thermometry, there is also multi-wavelength thermometry where three, four, or even six wavelengths are used [19] . A study involving the use of multi-wavelength and dual-wavelength thermometry concluded that there is no advantage in using more than two wavelength bands for the ratio technique, since the results obtained with three and four bands did not reveal any significant reduction in error over the results obtained with two bands [25] .
In the work presented herein, we compensate for the non-greybody behaviour by including the spectral emissivity ratio r ε (T ) in our calculations. This ratio which we refer to as the 'non-greybody compensation factor (NGCF)' is determined through an additional calibration step using the same surface of interest. Although the idea of compensating for the non-greybody behaviour is not new and several studies have developed methods for this [23, [26] [27] [28] [29] [30] , these methods are mostly based on Wien's approximation (which is only accurate for wavelength-temperature products (λT ) of less than 3000 μm K [31] ). Additionally, they deal with dual-wavelength pyrometers utilizing two monochromatic (narrowband) detectors. Our approach extends this to handle wideband dual-wavelength thermometry based on Planck's equation. We also introduce a novel systematic calibration procedure for determining the spectral and temperature dependence of emissivity.
Experimental setup
In this study we used a mid-wavelength infrared (MWIR) camera (Merlin Mid TM by Indigo Systems Corp.) which incorporates an indium antimonide (InSb) focal plane array (FPA) cooled to 77 K by a Stirling cycle cooler. The FPA has a resolution of 320 × 256 pixels with 30 μm pixel size. The InSb detector is sensitive to radiation in the 1.0-5.4 μm range; however, the camera incorporates a cold filter which restricts the spectral response to the 3.0-5.0 μm range. The camera has a 12-bit dynamic range (i.e. 4096 intensity counts), an adjustable integration time that can be varied from 2 μs to 16 ms and can capture 60 full resolution frames per second. The lens used in our experiments is a SAXET VIS-IR TM reflecting microscope objective with 15× magnification (it projects a 1.2 mm × 1 mm area of the object plane onto the FPA). The lens has a 24.5 mm working distance, 0.28 NA, negligible astigmatic aberration and no chromatic or spherical aberrations. In order to measure the radiation intensity within two-wavelength bands, two IR bandpass filters with central transmission wavelengths of 4.03 and 4.65 μm, with 0.19 μm FWHM bandwidth for both, were mounted on a two-position translating filter holder that is positioned in front of the objective lens. For the sake of brevity, these filters will be referred to as the 403 and 465 filters henceforth. Care was taken in choosing the wavelength bands of the two filters to avoid the strong atmospheric attenuation wavelength band centred at 4.3 μm (due to CO 2 molecules). With the bandpass filters used in our experiments, it was found that an integration time of 1 ms was sufficient to obtain a reasonable detector response for the expected range of temperatures of aluminium workpieces. After setting the video offset per manufacturer recommendations, a two-point non-uniformity correction (NUC) was defined and saved. The aim of the NUC is to ensure that all individual pixels of the FPA will have a quantitatively 'uniform' response when imaging a target surface of uniform temperature. The two-point NUC is the most accurate NUC available for the Merlin Mid TM camera and it is defined by imaging a smooth black surface of uniform temperature, with the image slightly defocused to ensure higher uniformity, at two different temperatures (low temperature and high temperature).
For the initial blackbody calibration a polished copper plate (10 × 10 mm with 2 mm thickness), with two Ktype thermocouples attached to the surface 5 mm apart, was uniformly coated with a black temperature-resistant paint (Krylon TM ultra-flat black) which has a reported emissivity of 0.96. The back surface of the plate was stuck to a small coil heater using thermally conducting, electrically insulating, potting agent (Omega TM CC high temperature cement). The coil-heater was potted inside a tube using a curable insulator (Cotronics TM Resbond) to minimize stray radiation getting out of the heater. The readings of the thermocouples are recorded using a data logger that can be run in synchronization with the IR camera. For the second calibration step aimed at determining the NGCF, two calibration targets made of Aluminum 6061-T6 (the same workpiece material used in the cutting experiments), but having different surface finishes, were prepared using a similar procedure to that used for the black calibration target. The two different surface finishes were obtained by polishing one of the surfaces using 600-grit silicon carbide abrasive paper and the other with 1500-grit paper. The surface finishes of the two calibration targets were measured using an optical profilometer (MicroXAM TM 3D) and they were found to be R a = 0.34 μm, R q = 0.47 μm and R a = 0.11 μm, R q = 0.1 μm for the 600-grit and 1500-grit samples, respectively. Figure 1(a) shows an image of the setup for calibration.
The orthogonal cutting experiments were performed on a high speed, high rigidity custom-built lathe. The workpiece is a thin-walled Al 6061-T6 tube (48 mm outer diameter and 2 mm wall thickness) held on the machine spindle and it is fed axially against a stationary tool to allow continuous observation of the chip formation process from an Eulerian frame of reference using the IR camera. The tube was machined to final dimensions from a larger diameter bar and the final OD turning was carried out with very small depth and feed to give a smooth surface. Then it was polished using 600-grit silicon carbide abrasive paper to remove the turning marks and replace them with a finish equivalent to that of the calibration surface polished with the 600-grit paper. A modified Kennametal TD6P cutting insert ground to a +20
• rake angle was used for the cutting experiments. Figure 1(b) shows an image of the setup during a typical cutting experiment. The two IR filters used for the cutting experiments presented in this paper are the 403 filter indicated earlier and another filter having a centre wavelength of 3.43 and 0.3 μm FWHM bandwidth. This different filter was used instead of the 465 filter in order to accommodate the higher temperatures expected at high cutting speeds without exceeding the linear response range of the camera and without having to use different integration times for each of the two filters. Although not presented in this paper, a calibration procedure similar to that described later (in section 6) was used for this set of filters. 
Approach
The processing of broadband IR thermometry data is based on equation (3) . The IR sensor of the pyrometer (or FPA of the camera) receives a portion of the radiance emitted by the target and transfers it into an electronic signal that is proportional to the emitted radiation. The detector signal is then transformed by the pyrometer (or camera) electronics (after offsetting, amplification and digitization) into an intensity count. For a detector that receives radiation between wavelengths λ x and λ y , the detector intensity count reading can be related to the radiation emitted by the target within this wavelength band (equation (3)) as
where CB x,y is the constant of proportionality between the radiation emitted by the target and the detector reading (within the linear regime of the detector's response), and F is an offset. The value of CB x,y , which is a 'calibration constant', depends on many factors such as the optics being used (their magnification, numerical aperture, and transmittance), sensitivity of the sensor, integration time, gain, etc. The value of the offset F depends on the settings of detector parameters (integration time, gain and offset) and on the amount of radiation received by the detector from internal sources such as the internal surfaces of the lens or microscope being used. Usually, these two constants are not evaluated individually but rather they are obtained collectively by calibrating the pyrometer (or camera) against a blackbody (ε ∼ = 1) of known temperature and obtaining a calibration curve that relates the detector reading to the blackbody temperature. During a calibration experiment, the temperature of the body of the objective lens will slightly increase and therefore the offset F will not remain constant, but will also increase. This increase of the value of F , even though it is relatively small, influences the accuracy of calibration especially when using a microscopic objective (since the amount of radiation received from the target surface is very small due to the very small field of view). The only way to determine the value of the offset F is by imaging a target surface at 0 K. Instead, we can introduce a quantity called the 'differential detector reading' DR x,y (T ) which is the difference between the detector reading at any temperature above ambient and that at ambient temperature.
Mathematically it is expressed as
where DR x,y (T ambient ) is the detector reading obtained by imaging the target surface at ambient temperature. By substituting equation (5) into (6), the offset F will cancel out and the equation will become
The calibration constant for any wavelength band CB x,y depends on several factors where some of them are wavelength dependent while the rest are wavelength independent. Since, the transmittance of optical elements (e.g., lens and filter) and atmosphere as well as the detector response (i.e. quantum efficiency) are wavelength dependent, the calibration constant can be expressed as
where τ (λ) and S(λ) are the spectral transmittance and response, respectively, and k s is a constant that depends on integration time, gain, dynamic range, magnification and aperture. Therefore, for the camera used in our experiments, the calibration constant for any of the two wavelength bands is
where ρ(λ) is the spectral reflectance of the microscopic reflective lens being used in our setup and β is the product of all the terms within the square brackets. The atmospheric transmittance was not included since no specific data is available for such a small path length. Substituting equation (9) into (7), the differential detector reading for our camera, with either of the two bandpass filters, is found to be
Thus, the ratio of the differential detector readings r DR (T ) in the two wavelength bands, (λ 1 , λ 2 ) and (λ 3 , λ 4 ), is
where C f is a correction factor, r ε (T ) is the ratio of the mean spectral emissivities in the two wavelength bands, and τ 403 filter and τ 465 filter are the spectral transmittances for the two bandpass filters used in our setup. The correction factor C f is used to account for any inaccuracies in the spectral response, transmittance or reflectance curves used in the equation and for any other spectrally dependent terms that are not included (such as the atmospheric transmittance in our case). It should be noted that the constant k s has canceled out from the ratio since its value does not depend on wavelength and the same camera parameter settings were used with both filters. This equation is analogous to equation (4) but it includes the specific parameters of the IR imaging system used in our experiments, and most importantly it compensates for the drift in the offset of the camera readings which might be caused by the heating of the objective lens. Furthermore, this equation can be used to obtain temperatures with no need for calibration if the greybody assumption is applicable or if the ratio of spectral emissivities in the two wavelength bands is known (assuming that all the transmittance, reflectance and response curves being used are accurate and the atmospheric attenuation is negligible, i.e. C f = 1). If the emissivity ratio is not known, it can be determined using a simple calibration procedure described in the next section. Figure 2 shows the spectral curves for the components of our imaging system. Using these curves, equation (11) was evaluated using numerical integration to obtain the relationship between the temperature and the differential detector reading ratio. For the sake of accuracy, the limits of integration for each of the two wavelength bands were set to be 3.8 to 4.4 μm for the 403 filter and 4.1 to 5 μm for the 465 filter, significantly broader than the FWHM values (as seen from the filters transmission curves shown in figure 2 ). The resulting relationship between the temperature and the differential detector signal ratio for temperatures from 360 to 900 K (using T ambient = 298 K) is shown in figure 3 . As can be seen from the figure, this relationship can be perfectly fitted using a thirdorder polynomial, and thus temperature can be found as
Calibration
Although the specific parameters of our IR imaging system were included in the development of equation (11), and thus equation (12) may be directly used to infer temperatures, calibration experiments are still needed. Firstly, these theoretical equations are valid only as long as the detector reading is linearly proportional to the intensity of radiation emitted by the target, and thus the linear range of the detector response needs to be identified. Secondly, the atmospheric attenuation of the radiation in the two wavelength bands, assumed to be negligible due to the short path length, should be verified to be small indeed (i.e. the correction factor C f needs to be evaluated). Finally, and most importantly, the validity of the greybody assumption for the surfaces of interest must be verified and if it is found to be inapplicable, the emissivity ratio r ε (T ) or the NGCF needs to be determined. In order to satisfy these requirements, a two-step calibration procedure has been adopted. In the first step, a black surface is heated to different known temperatures to verify the linearity of the detector response and to identify deviations from the expected theoretical behaviour given in equations (10) and (11) . In the second step, this procedure is repeated using the surface of interest, which helps to determine the NGCF.
According to equation (6), the differential camera reading can be determined by subtracting the average camera intensity count for a target surface at ambient temperature from the intensity count when the same surface is at higher temperature. However, when imaging different target surfaces (with different emissivity values) at ambient temperature, it was found that the difference in the camera average intensity count is negligible (it was in the range of random error of the intensity readings). This indicates that the biggest contribution to the camera intensity count when imaging a target surface at ambient temperature is from the radiation reflected and emitted by the inner surfaces of the lens body, filter, etc. It is understandable that the contribution of the radiation emitted by the target surface is small, because of the low surface temperature and the high optical magnification. It was also found that almost the same reading can be obtained by simply blocking the view of the camera using a sheet of paper inserted immediately in front of the bandpass filter (which is the most front optical element). Therefore, this simpler approach was adopted for determining the baseline average camera intensity reading which is referred to as the 'background reading'.
The value of the background reading was found to be fairly sensitive to the temperature of the objective lens body. Holding the outer body of the lens by hand for few seconds was enough to cause a noticeable change in the background reading. It was also observed that the background reading varies slightly with time even after the camera is run for a long enough time for the Stirling cooler to maintain the temperature of the FPA stably at 77 K. This variation may be attributable to slight changes in the heat dissipated by the Stirling cooler affecting the temperature of the camera and lens bodies. Therefore, during the cutting experiments, the differential camera intensity readings were obtained by subtracting the background reading, obtained by blocking the view using a sheet of paper, immediately before starting each experiment. On the other hand, during the calibration experiments, which extend over a longer time duration, the heat radiated from the hot calibration target causes the temperature of the lens body to continuously increase, thereby slowly increasing the background reading. To compensate for this, background readings were taken at uniform time intervals during the calibration experiments. This is one more reason why it is extremely important to base the experimental measurements on differential intensity readings rather than absolute intensity readings; in the presence of variation in the baseline value, absolute readings will lead to undetected errors in the measured temperatures.
The first calibration step was done using the black painted copper plate described previously. The IR camera was used with one of the bandpass filters to image the region in between the two thermocouples. The camera was set to capture an image every 2 s, in synchronization with the thermocouple readings. The plate was gradually heated up to 330
• C by passing an increasing current through the heater coil. Then the current was switched off and the plate was allowed to cool down to 80
• C. The second bandpass filter was then used and the same heating and cooling cycle was repeated. To ensure higher reliability of the calibration data, two more repeats of the heating and cooling cycles were carried out with the first and second bandpass filters. This resulted in four temperature versus camera intensity count curves for each of the two filters, two obtained during heating and two during cooling. To keep track of the drift of the background reading during the calibration experiment, a background reading was taken every 30 s by blocking the view of the camera for a few seconds using a sheet of paper. Figure 4 (a) shows the camera intensity count readings of the target and the background versus the frame number during the calibration experiment. It can be clearly observed from the figure that the background reading continuously increases due to the heating of the lens body and the filters. The figure shows that there was a total drift in the background reading of about 150 intensity counts (which corresponds to less than a 10
• C increase in the temperature of the lens body) during the four heating and cooling cycles which took about an hour. Figure 4 (b) shows the camera intensity count readings versus the thermocouple temperature readings during the two heating and cooling cycles for each of the two filters. It can be seen from the figure that there is a clear difference between the four curves corresponding to each filter and this difference is more obvious at lower temperatures. This difference is due to the drift in the background reading and thus it becomes more pronounced at lower temperatures since the amount of radiation received from the target surface is relatively small. Figure 4 (c) shows the 'differential' camera intensity readings versus the thermocouple temperature readings during the two heating and cooling cycles with each of the two filters. The differential intensity readings were obtained by subtracting the interpolated background reading at the same time instance, seen in figure 4(a) , from each of the camera intensity readings. It can be seen from figure 4(c) that the four curves corresponding to each of the two filters became almost identical after removing the background. This results in two distinct curves, each representing the relationship between the differential camera intensity reading and temperature for each of the two filters. These two curves are fitted using higher order polynomials to obtain the 'experimental' differential camera intensity (DCI) reading as a function of temperature for each of the two filters. The two resulting curve fit equations are DCI 403 where the temperature is in • C (with goodness of fit R 2 = 0.9997 for both). The relations given by these experimental curves are analogous to the theoretical relation given by equation (10) . Figure 4 (d) compares the experimental values of the differential camera intensity (obtained from equations (13) and (14) with the corresponding theoretical values of the differential detector reading (obtained from equation (10)) for the same temperature values for each of the two filters. From this figure it is clear that the experimental values are linearly proportional to the theoretical values.
As a matter of fact, the aim of our calibration procedure is to correlate the experimental and theoretical differential intensity values for both filters as shown in figure 4(d) , since a lot of useful information can be obtained from such a figure. Firstly, this figure helps identify the linear range of the detector response. It is necessary to have a linear detector response to be able to predict temperatures using the theoretical relation given by equation (12) . For instance, it is found that the detector response starts to deviate from linearity at 'absolute' intensity readings greater than 3200 counts which, for our setup, corresponds to a differential intensity count of about 1300 counts. Thus, these data points are eliminated from figure 4(d) and care was taken to ensure that the absolute camera intensity reading did not exceeded 3200 counts in the subsequent measurements. Secondly, since the camera settings are the same when each of the two filters is used and the emissivity of the black plate used in this first calibration step is believed to be independent of wavelength, the product of the camera settings constant and spectral emissivity (k s ε x,y in equation (10)) should be the same for both filters. If all the spectral curves (transmittance, reflectance, and response) used for each of the two filters are accurate, the two curves in figure 4(d) should be the same and overlap one another. However, it can be seen from the figure that there is a small difference in the slopes of the two lines. This small difference in the slope values may be attributed to a variety of factors, but is likely due to the difference in the atmospheric transmittance in the two wavelength bands (which was not included in equation (10)). The transmittance in the range of the 465 filter is expected to be slightly lower than that in the range of the 403 filter since similar trend can be observed for the longer path-length data reported in the literature. Since the slopes of the two lines are different, the correction factor C f in equation (11) can be simply calculated as the ratio of the two slopes. From the equations of the trendlines shown in figure 4(d) , the correction factor C f can be calculated to be 3.193/3.101 = 1.03. Finally, if the background compensation approach is valid and the obtained background readings are accurate, then the values of the y intercepts for both lines should be equal to zero. From the figure, it can be seen that the y intercepts for both lines are very small, in the range of the random noise in camera intensity readings, and can be neglected. This confirms that our approach of obtaining the background reading by blocking the view of the camera using a sheet of paper is quite adequate. After identifying the linear range of the camera response through the black plate calibration, the same calibration procedure was repeated with each of the two Al 6061-T6 calibration targets. The results of the calibration procedure for the two aluminium targets, finished with 600-grit and 1500-grit abrasives, are shown in figures 5(a) and (b), respectively. From the figures it can again be noted that there is a linear relationship between the experimental differential intensity value and that expected theoretically. It can be noted that the slopes of the curves are lower than those of the curves obtained for the blackbody ( figure 4(d) ), due to the lower emissivity of the aluminium plates as compared to that of the black plate. Although determining the emissivity values is not necessary for inferring the temperatures using this approach, the actual emissivity of a given target in a given wavelength range (ε x,y ) can be obtained as the ratio of the slopes of the calibration lines for the target to that for the black plate (whose emissivity ε is known to be 0.96) in that wavelength range. The spectral emissivity of the surface finished with 600-grit abrasives was found to be ε 403 = 0.644 and ε 465 = 0.622, with the 403 and 465 bandpass filters, respectively. The corresponding values for the surface finished with the 1500-grit abrasive are found to be ε 403 = 0.256, and ε 465 = 0.271. This indicates that the greybody assumption is not applicable to either of the two targets.
The NGCF (i.e. the spectral emissivity ratio r ε ) for each of the two targets can be determined from the figure by dividing the slopes of the two lines representing the two bandpass filters then dividing that by the correction factor C f obtained from the black plate calibration. Therefore, the NGCFs for the 600-grit and 1500-grit targets are found to be 1.035 and 0.944, respectively. This indicates that the greybody assumption is not applicable to either of the two targets since the NGCF is not unity. It should be obvious that the ratio of the slopes of the two lines in figures 5(a) or (b) is simply the product of the correction factor C f and the NGCF for that corresponding target and this product can be directly used for calculating temperatures from equation (12) . While this might suggest that the black plate calibration is not needed, the black plate calibration is necessary to identify the range of linear response of the camera. Furthermore, it should be realized that the relationships between the experimental and theoretical differential intensity values will not be linear if the emissivity of the surface changes with temperature (though it was not the case here but it might be expected in some cases). In such a case, the spectral emissivity ratio might be temperature dependent as well and it can be evaluated by numerically dividing the two curve fit equations corresponding to the two filters and obtaining a new curve fit equation for the emissivity ratio as a function of temperature, r ε (T ). This temperature-dependent ratio can still be used for predicting temperatures using equation (12) , but an iterative solution will be needed in such a case.
The linearity of the curves in figure 5 indicates that emissivity values do not change with temperature within the temperature range used in the calibration experiments (up to about 350
• C). Additionally, since the emissivity of the aluminium targets is lower than that of the black target, they can be heated to temperatures higher than 350
• C without exceeding the limit of the linear response range of the detector. However, higher temperatures were avoided during the calibration experiments in order to avoid the buildup of an oxide layer that can cause the emissivity to change. Wen and Mudawar [22] showed that the emissivity of different aluminium alloys changes with temperature for temperatures from 327 to 527
• C, and attributed this change in emissivity to the formation of a relatively thick oxide layer at higher temperatures. While temperatures above 400
• C may be encountered in the cutting zone during the machining of aluminium, oxidation will not be an issue since the total time period from the moment the material is heated to high temperature in the cutting zone until it exits the field of view of the camera is less than 1 ms. Therefore, it is reasonable to assume that the ratio of the emissivities in the two wavelength ranges obtained from our calibration experiments can also be used at higher temperatures.
Validation and error assessment

Validation experiments
The results of the calibration experiments show that, not only do the aluminium targets not exhibit greybody behaviour, but also the spectral emissivity ratio for the aluminium targets changes with surface finish. In order to test the accuracy of our approach, validation experiments were done by imaging each of the two aluminium targets (600 grit and 1500 grit) at three known temperature values 150, 225 and 300
• C. The true temperatures were read by the thermocouples and temperature predictions were made using the dual-wavelength approach (equation (12)) with different values of the NGCF. Figures 6(a) and (b) show the relative errors of the predicted temperatures for the 600-grit and 1500-grit targets, respectively. From the figure it can be clearly seen that the dual-wavelength approach cannot predict the temperature accurately for either of the two surfaces under the assumption of greybody behaviour (r ε = 1). Under the greybody assumption, the absolute error averages were 9.5% and 13% (for the 600-grit and 1500-grit targets, respectively) where these errors are mainly systematic. Also, it can be seen from the figure that the average errors will be even higher if temperature predictions of any of the two surfaces were made based on the NGCF of the other surface. When the appropriate NGCF is used for each of the two targets, r ε = 1.035 for 600 grit and r ε = 0.944 for 1500 grit, the average absolute error reduces to be 1.5% and 1.8% for the two targets, respectively.
Machining temperatures error assessment
The data presented in figure 6 clearly show that assuming greybody behaviour leads to a relatively large systematic error in temperature predictions obtained using the dual-wavelength approach and that the accuracy of temperature predictions is highly sensitive to the value of the NGCF being used. The use of the correct value of the NGCF eliminates the systematic error and the remaining error will be completely random. The magnitude of random error is inversely proportional to the fourth power of temperature since at lower temperatures the amount of radiation received by the detector will be lower and that reduces the signal to noise ratio and thus increases random error. The fact that differential detector readings are used in our approach leads to a significant increase in the random error in temperature predictions for temperatures close to ambient, and the error quickly reduces as temperature increases. In order to obtain a realistic quantitative estimate of the expected random error, the maximum temperature error was determined theoretically at a detector signal level in the middle of the linear response range of our detector (an intensity reading of about 2600 counts). For our camera system, the maximum random variation in the detector signal at a fixed temperature is found to be ±4 counts and that leads to a maximum random temperature error of less than ±2%. This magnitude of maximum random error corresponds to a temperature of about 300
• C for the 600-grit target and the error will be smaller at higher temperatures. However, as a conservative measure, the same magnitude of maximum random error is assumed for temperatures higher than 300
• C. While the estimate of ±2% random error holds for the validation experiments where the average camera intensity reading (over the entire FPA) is used and the target can be held at constant temperature while the filters are switched quickly, additional sources of random and systematic errors are expected for temperature measurements during the machining experiments. The major source of random errors expected during the machining experiments arises from the fact that the images captured using the two bandpass filters are not captured simultaneously, since each experiment is repeated twice, once with each filter. Our machining experiments showed that even after steady state conditions are reached (about 2 s after the start of the cut), consecutive IR images continued to show some variation in the radiation level which clearly indicates that some dynamic events are taking place. These dynamic events are also evident from examining the chip thickness where slight variations in the chip thickness can be detected. The most effective approach to eliminate the error in the dual-wavelength temperature predictions resulting from this variation is to use two synchronized IR cameras that capture images simultaneously in two wavelength bands or to use a single IR camera with an image splitting optic that enables the capture of two simultaneous images side by side on the same FPA [32] . However, our experimental setup employed a single camera with switchable filters and for such a setup the additional sources of error include (1) variation in the camera intensity readings for consecutive frames even after a steady state is achieved, (2) difficulty of obtaining a perfect, repeatable, spatial matching of images captured with the same filter or with different filters especially that a slight change in the tool position, due to vibration, is observed in consecutive images, (3) slight non-uniformity in the response of individual pixels to a constant uniform temperature, and (4) slight difference in the amount of random intensity variation of individual pixels. These sources of error can lead to a dramatic increase in the expected error in the estimated temperatures. A thorough investigation of these sources of error showed that the variation reduces significantly by using temporal averaging of several consecutive frames captured with each of the two bandpass filters and spatial averaging over subsets of 4 × 4 pixels. This averaging of the camera intensity counts needs to take place before calculating temperatures using the dual-wavelength approach. With this temporal and spatial averaging approach, it was found that the variation in the differential camera intensity readings can reach ±10 counts and that leads to ±3.5% error in temperature predictions.
Additional systematic error might arise from the deviation of the actual NGCF from the value determined from calibration. The ideal approach for determining the value of the NGCF is to use actual chips, observed from the side, for calibration. However, it was not possible to use chips for the calibration due to their very small thickness (less than 0.5 mm) and the waviness of their surfaces which make it extremely difficult to attach thermocouples or get reliable temperature readings for the calibration. It was observed that when machining tubes having highly polished surfaces, the surface roughness on the side of the produced chip will be higher than the original roughness of the surface and this increase in surface roughness is attributed to the large plastic deformation that takes place in the PSZ. On the other hand, for tubes having relatively rough surfaces, such as those polished with 600-grit paper, there will be very small difference in surface roughness between the original tube surface and the side surface of the produced chip. Since the calibration experiments showed that the NGCF is strongly influenced by surface roughness, the tubes used in the cutting experiments had a relatively rough surface finish. The tubes were only polished using the 600-grit paper to remove turning marks and thus the NGCF of the 600-grit target was used for temperature calculations. In order to account for any minor differences in surface roughness between the side of the chip and the 600-grit calibration target, a ±2% variation in the value of the NGCF was assumed. This small variation in the NGCF will lead to larger variation in the estimated temperatures and theoretical analysis showed that its effect slightly reduces as temperature increases. The ±2% variation in the NGCF was found to cause ±5% error in the estimated temperature at 300
• C and, as a conservative measure, the same percentage of error was assumed for higher temperatures. Combining the estimates of random and systematic errors gives a total maximum error of ±8.5% for the machining temperatures predicted using the dual-wavelength approach compensated for spectral variations in emissivity.
Using the same calibration procedure for the two filters that were used for temperature measurements in the cutting experiments presented in this paper, which are the 3.43 and the 4.03 μm (as indicated earlier in section 4), the NGCF was determined to be 1.069 for the 600-grit target. The theoretical error assessment yielded a slightly higher value for the random error due to the slightly lower signal to noise ratio for the 3.43 μm filter and the estimated total maximum error was found to be ±8.7%.
Machining temperature results
Orthogonal cutting experiments were conducted on Al 6061-T6 tubes at a constant feed of 160 μm rev −1 . Three different cutting speeds of 2, 5 and 8 m s −1 were used in the experiments to demonstrate the effect of cutting speed on machining temperatures. The chip-tool interface temperature distribution profiles were obtained along a line parallel to the rake face of the tool and located about 20 μm inside the chip. Figure 7 shows the temperature distribution profiles obtained for the three different cutting speeds plotted as a function of the distance from cutting edge. It should be noted that, due to the spatial averaging, temperatures cannot be resolved at the full spatial resolution of the FPA (i.e. for each individual pixel), but rather one temperature data point was obtained for every 12 pixels, with a spatial resolution of 0.05 mm. The figure clearly shows the dependence of machining temperatures on cutting speed and the average and maximum rake face temperatures are given in table 1. Each of the temperature profiles shows that the material is already at a high temperature when it reaches the cutting edge and the temperature continues to increase further as the chip slides over the rake face of the tool. Toward the end of contact, the temperature begins to decrease. The figure clearly indicates that the temperature increase in the secondary shear zone is relatively small for the higher cutting speeds where more heating will take place in the PSZ due to more of the heat remaining in the work material (i.e. less heat is lost and the process becomes more adiabatic). The higher temperature of the chip causes its shear strength to be lower, which reduces Figure 7 . Al 6061-T6 chip temperature distribution profiles along the rake face at different cutting speeds (160 μm rev −1 feed, +20
• rake angle). the heat production due to secondary shear deformation. For the low cutting speed (2 m s −1 ) the temperature increase in the secondary shear zone is more pronounced. The trend of these rake face temperature profiles is in close agreement with the trend of rake face temperature profiles obtained by Davies [16] for the machining of AISI-1045 steel.
Concluding remarks
In this study, we have presented a new approach for determining temperatures using the dual-wavelength technique while compensating for the spectral dependence of emissivity. Our approach is based on Planck's radiation equation and explicitly accounts for the wavelength-dependent response of the IR detector and the losses occurring due to each of the elements of the IR imaging system that affect the total radiant energy sensed in different spectral bands. A thorough calibration procedure is used to determine the NGCF, which relates the actual ratio of the differential radiation intensity readings to the theoretically expected ratio. Use of differential radiation intensity readings reduces the experimental error during calibration and measurements. This approach has been validated using Al 6061-T6 targets having two different surface roughness values. The experiments show that neither of the two surfaces exhibits greybody behaviour, that the NGCF depends on surface roughness, and that the accuracy of dualwavelength thermometry is highly dependent on the value of the NGCF. With the inclusion of the correct value of the NGCF, temperatures can be measured with a maximum random error of less than ±2%.
This approach was used to measure the chip temperature distribution along the tool-chip interface during orthogonal cutting of Al 6061-T6 tubes at three different cutting speeds. The estimated uncertainty in the measured machining temperatures is ±8.7% and the uncertainty can be further reduced by capturing simultaneous images in two wavelength bands. From the results of this study, it is concluded that dualwavelength thermometry, assuming greybody behaviour, can result in significant errors in temperature estimation and that the spectral dependence of emissivity can be determined and used to improve the accuracy of the temperature estimates.
