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Abstract—In 2008 Arıkan proposed polar coding [1] which we
summarize as follows: (a) From the root channel W synthesize
recursively a series of channels W (1)N , . . . ,W
(N)
N . (b) Select
sophisticatedly a subset A of synthetic channels. (c) Transmit
information using synthetic channels indexed by A and freeze
the remaining synthetic channels.
Arıkan gives each synthetic channel a “score” (called the
Bhattacharyya parameter) that determines whether it should be
selected or frozen. As N grows, a majority of the scores are
either very high or very low, i.e., they polarize. By characterizing
how fast they polarize, Arıkan showed that polar coding is able
to produce a series of codes that achieve capacity on symmetric
binary-input memoryless channels.
In measuring how the scores polarize the relation among block
length, gap to capacity, and block error probability are studied.
In particular, the error exponent regime fixes the gap to capacity
and varies the other two. The scaling exponent regime fixes the
block error probability and varies the other two. The moderate
deviation regime varies all three factors at once.
The latest result [2, Theorem 7] in the moderate deviation
regime does not imply the scaling exponent regime as a special
case. We give a result that does. (See Corollary 8.)
I. INTRODUCTION
A. The Path to Capacity
Assume we want to communicate over the binary erasure
channel W with erasure probability Z(W ). The Shannon
capacity of this channel is I(W ) = 1− Z(W ).
Given a series of block codes B1,B2, . . . we may calculate
their block lengths N1, N2, . . . , code rates R1, R2, . . . , and
block error probabilities P1, P2, . . . . An ideal situation is that
as Nn goes to infinity, the code rate Rn approaches the channel
capacity I(W ) while the block error probability Pn tends to
zero. This is called capacity achieving in the literature. See
Fig. 1 for visualization.
Let gap to capacity I(W )−Rn be the difference between
the channel capacity I(W ) and the code rate Rn. There are
three factors that we want to understand: block length Nn,
gap to capacity I(W ) − Rn, and the block error probability
Pn. And there are three regimes that study the relation among
these factors: error exponent regime, scaling exponent regime,
and moderate derivation regime. (See also [2, Abstract] for a
concise summary.)
1) Error Exponent Regime: Fix the gap to capacity (more
precisely, bound the code rate Rn from below) and measure
how fast the block error probability Pn goes to zero. See Fig. 2
for visualization.
Gap to capacity
Block error probability
B1
B2
Fig. 1. The gap to capacity I(W )−Rn ranges from 0 to I(W ); the smaller,
the better. The block error probability Pn ranges from 0 to 1; the smaller,
the better.
I(W )−Rlowerbound
Gap to capacity
Block error probability
B1B2
Fig. 2. Error exponent regime: Bound the gap to capacity I(W )−Rn from
above and measure how fast the block error probability Pn goes to zero.
P upperbound
Gap to capacity
Block error probability
B1
B2
Fig. 3. Scaling exponent regime: Bound the block error probability Pn from
above and measure how fast the gap to capacity I(W )−Rn tends to zero.
Gap to capacity
Block error probability
B1
B2
Fig. 4. Moderate deviations regime: Measure how fast the series of points
(Pn, I(W )−Rn) tends to the origin.
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For classical polar codes, Bn is generated by some subset
of rows of the tensor power [ 1 01 1 ]
⊗n and Nn = 2n. It could
be made such that Pn is of order
O
(
2−N
β′
n
)
= O
(
2−2
nβ′)
(1)
as n → ∞ for all β′ < 1/2 and all Rlowerbound < I(W ) [3,
Theorem 1]. We hence say that the classical polar codes have
error exponent1
β := sup
Bn: polar codes
lim inf
n→∞
log (− logPn)
logNn
=
1
2
. (2)
This characterization is later refined by [7, Formula (9)]
where log2(− log2 Pn) is
1
2
n+
1
2
Q−1
Å
Rn
I(W )
ã√
n+ o
(√
n
)
(3)
for Q(ξ) = erfc
Ä
ξ/
√
2
ä
/2 the Q-function in statistics.
Their argument applies to generalized polar codes that use
a larger kernel other than [ 1 01 1 ]. The general formula [7,
Formula (9)] suggests an obvious obstacle β ≤ 1 since β
is the average of partial distances divided by the block length.
In [6, Example 32] it is given an explicit 16-by-16 kernel
with error exponent 0.51828, a number larger than 1/2. They
also give a general construction based on Bose–Chaudhuri–
Hocquenghem codes that achieves error exponents arbitrarily
close to 1, as the kernel size grows [6, Abstract and Sec-
tion VI].
For an even more general scenario where the alphabet is
Fq , a similar result is given in [8]. Specifically Reed–Solomon
matrices achieve error exponents arbitrarily close to 1 as the
field size (and thus the kernel size) grows.
See Appendix G for comparison.
2) Scaling Exponent Regime: Fix (bound from above) the
block error probability Pn and measure how fast the gap to
capacity I(W )−Rn tends to zero.2 See Fig. 3 for visualization.
For classical polar codes, [9, Fig. 2–5] did extensive sim-
ulations and suggests that I(W ) − Rn might, at best, be of
order
O
Ä
N−1/3.6261n
ä
= O
Ä
2−n/3.6261
ä
(4)
as n→∞ for all P upperbound and I(W ). We hence say that classical
polar codes “might” have scaling exponent
µ := sup
Bn: polar codes
lim sup
n→∞
− log(Nn)
log (I(W )−Rn) ≈ 3.6261. (5)
Later [10] provides µ ≤ 6 by a more rigorous reasoning. The
idea goes as follows: (See also [10, Formula (27–33)])
1Remark: Gallager [4] proved that random codes achieve Pn = eO(Nn).
Thus in information theory the error exponent is defined differently as
lim infn→∞ (− logPn) /Nn. But to distinguish β from µ the scaling
exponent, we insist on calling β the error exponent. See also [6, Abstract].
2It is called so because a natural question is “what block length Nn do
we need to achieve a given gap to capacity I(W )−Rlowerbound?” In reverse the
question becomes “what gap to capacity I(W ) − Rn can be achieved with
block length Nn?” Perhaps, as the figures illustrate, “gap exponent” is a better
name.
Let Zn be the Bhattacharyya process as in [10, For-
mula (67)]. Let a > 0 be a number close to 0 and b < 1 a
number close to 1. The conservation of entropy suggests that
the probability P(a < Zn < b) controls the gap to capacity.
Let g0 be the indicator function of the open interval (a, b) then
Eg0(Z0) = P(a < Z0 < b). (6)
Define
g1(ξ) :=
g0
(
ξ2
)
+ g0
(
2ξ − ξ2)
2
(7)
then
Eg0(Z1) = P(a < Z1 < b) (8)
=
P
(
a < Z20 < b
)
+ P
(
a < 2Z0 − Z20 < b
)
2
(9)
=
g0
(
Z20
)
+ g0
(
2Z0 − Z20
)
2
(10)
= g1(Z0). (11)
Iterate this idea by defining
gn+1(ξ) :=
gn
(
ξ2
)
+ gn
(
2ξ − ξ2)
2
(12)
to get
Eg0(Zn) = P(a < Zn < b) = gn(Z0). (13)
The function 2n/µgn seems to converge numerically point-
wisely for some magical choice of µ [10, Fig. 5]. If the limit
g∞ does exist, then
P(a < Zn < b) = gn(Z0) ≈ 2−n/µg∞(Z0). (14)
We summarize the discussion above in the bra-ket notation
P(a < Zn < b) = 〈g0 |Zn〉 = 〈g0 |Tn |Z0〉 (15)
= 〈gn |Z0〉 ≈ 2−n/µ 〈g0 |Z0〉 . (16)
The consequence is that, as they choose some explicit,
machine-handleable polynomial to approximate g∞ they de-
duce 3.579 ≤ µ ≤ 6 [10, Abstract]. Later in [11, Fig. 3]
a more accurate approximation is used to obtain the bound
µ ≤ 5.702.
Finally the idea is formulated as following clean criterion.
Theorem 1: [2, Theorem 1 and Formula (15)] Let h :
[0, 1] → [0, 1] be such that h(0) = h(1) = 0 and h(ξ) > 0
otherwise. If
sup
0<ξ<1
h
(
ξ2
)
+ h
(
2ξ − ξ2)
2h(ξ)
< 2−1/µ
∗
(17)
for some µ∗ > 2, then
µ ≤ µ∗. (18)
See Fig. 5, 6, and 7 for visualization. The punchline of this
theorem is that its proof does not rely on any numerical result.
As long as Formula (17) holds for some choice of h and µ∗
the upper bound µ < µ∗ holds. As a corollary, [2, Theorem 2]
concludes µ ≤ 3.639.
h(ξ2) h(ξ)
h(2ξ − ξ2)
h(ξ2)+h(2ξ−ξ2)
2
Fig. 5. Visualization of h(ξ) := (ξ(1− ξ)).64 and how the expected value
drops.
.8326
.8
Fig. 6. Visualization of
h(ξ2)+h(2ξ−ξ2)
2h(ξ)
. In this case 21/µ
∗
can take the
value .833.
Fig. 7. After five iterations, the expected value is already low enough that
points start accumulating at the two ends.
After that, [12, Abstract] helps verify the estimate µ =
3.627. They also do an exhaustive computation to find larger
kernels with better scaling exponent. An 8-by-8 matrix [12,
below Table 1] achieves 3.577. A 16-by-16 matrix [12, above
Section VI] achieves 3.356.
For general q-ary input channels, [13] considers Reed–
Solomon kernels and proves that they achieve scaling expo-
nents arbitrary close to 2 as the field size (and thus the kernel
size) grows. Being 2 is optimal as has been shown in [14],
[15], [16], [17], [18], and [19].
[20] then conjectures, and provides strong evidence,
that large kernels over the binary alphabet might suffice to
achieve 2. It is then confirmed by [21] by considering random
binary kernels and h(ξ) := (ξ(1− ξ))α for α close to 0.
See Appendix F for comparison.
3) Moderate Deviations Regime: In the previous two re-
gimes, either I(W )−Rn or Pn tends to zero while the other
is (only) bounded from above. On the other hand, we want
both of them to approach zero and to control the rate of
convergence. See Fig. 4 for visualization.
The complicating factor is, that classical polar codes achieve
certain β and µ separately does not imply that classical polar
codes can achieve both at the same time. In principle we
have to balance our efforts between reducing gap to capacity
and reducing block error probability.
[23, Theorem 1] states that there exists a µ′ (probably much
larger than µ) such that β′ = .49 and µ′ are achievable at the
same time. We comment that this result sacrifices µ′ to achieve
a pretty good β′, just 0.01 away from the best possibility.
[2] introduces a “interpolation” result.
Theorem 2: [2, Theorem 7 and Formula (49)] Assume the
h and µ∗ in Theorem 1. Let γ be a free parameter such that
1
1 + µ∗
< γ < 1. (19)
Then
β′ := γH−12
Å
γ(µ∗ + 1)− 1
γµ∗
ã
and µ′ :=
µ∗
1− γ (20)
are achievable at the same time. Here H2 is the binary entropy
function.
When γ → 1 this recovers the error exponent β′ = β = 1/2.
When γ → 1/(1+µ∗) this recovers a weaker scaling exponent
µ′ = 1+ µ∗. Our result, Theorem 6, recovers the true scaling
exponent by Corollary 8.
[24, Definition 1.1–1.4] proposed weaker notions to control
I(W ) − Rn and Pn (where Pn is exponential in n, instead
of doubly exponential). That said, they derive some results
based on much weaker assumptions [24, Definition 1.5 and
Theorem 1.6].
See Appendix H for comparison.
B. The Log-loglog Plot of the Path to Capacity
We have seen that in the context of polar coding there exist
polar codes B1,B2, . . . such that the gap to capacity I(W )−
Rn shrinks polynomially in Nn = 2n as n → ∞. Thus it is
appropriate to compare n to − log2(Gap to capacity), and the
best ratio is the scaling exponent µ.
Similarly, there are B1,B2, . . . such that the block error
probability Pn is as small as 2−N
certain fractional power
n . So it is appro-
priate to compare log2 (− log2(Block error probability)) to n,
and the best ratio is what we called error exponent3 β
Notice that the maximum of the bit error probabilities and
the block error probability differ only by a factor of Nn = 2n.
Thus log2 (− log2(bit error)) and log2 (− log2(Block error))
are of the same magnitude and we will use them interchange-
ably.
Consider locating B1,B2, . . . on the − log2(Gap)-versus-
log2 (− log2(Block error)) plane. Then the goal of coding
theory is such that those points converge to (+∞,+∞),
i.e., Bn “moves” in the direction of up-right. Or, think of
a coding theorist standing at where Bn is only to construct
Bn+1 and jump to where Bn+1 is. The one and only question
is: how fast can we move in exchange for larger block length
Nn = 2
n? See Fig. 8 for visualization.
3We emphasize again that this is not the usual definition of the error
exponent.
− log2(Gap)
log2 (− log2(Pn))
B1 B2
Fig. 8. − log2(Gap) ranges from − log(Cpacity) (which is at least one) to
+∞. The larger the better. And log2 (− log2(Block error)) ranges from −∞
to +∞. The larger the better.
− log2
Ä
Gaplowerbound
ä
− log2(Gap)
log2 (− log2(Pn))
B1 B2
Fig. 9. Error exponent regime: How fast we can move rightward while not
moving too much downward.
− log2
Ä
Gaplowerbound
ä
− log2(Gap)
log2 (− log2(Pn))
Fig. 10. Error exponent β = 1/2 means that asymptotically each step is
moving rightward by about 1/2 units.
log2
(− log2 P upperbound)
− log2(Gap)
log2 (− log2(Pn))
B1
B2
Fig. 11. Scaling exponent regime: How fast we can move upward while not
moving too much leftward.
log2
(− log2 P upperbound)
− log2(Gap)
log2 (− log2(Pn))
Fig. 12. Scaling exponent µ = 3.627 means that asymptotically each step is
moving upward by about 1/3.627 units.
− log2(Gap)
log2 (− log2(Pn))
B1 B2
Fig. 13. Moderate deviations regime: How fast we can move in the direction
up-right.
− log2(Gap)
log2 (− log2(Pn))
Fig. 14. Moderate deviations concern the joint performance of the previous
two regimes. It should recover the previous two regimes as special cases.
− log2(Gap)
log2 (− log2(Pn))
Fig. 15. Vertical segments x = nβ are those in Fig. 10 but clipped. Horizontal
segments y = n/µ are those in Fig. 12 but clipped. Curves trace points
(β′n, n/µ′) as γ varies. The curves match vertical segments but do not match
horizontal ones.
The error exponent measures how fast we can move right-
ward while not moving too much downward. The error expo-
nent β = 1/2 means asymptotically Bn+1 is 1/2 units to the
right of Bn. See Fig. 9 and 10 for visualization.
The scaling exponent measures how fast we can move
upward while not moving too much leftward. The scaling
exponent µ = 3.627 means asymptotically Bn+1 is 1/3.627
unit to the top of Bn. See Fig. 11 and 12 for visualization.
The moderate deviation regimes concerns the joint perfor-
mance of the previous two regimes. Ideally it should take a
free parameter γ ∈ [0, 1] such that
• γ controls the “slope” of the path Bn.
• when γ → 1 the path Bn goes primarily rightward and
recovers the error exponent regime;
• when γ → 0 the path Bn goes primarily upward and
recovers the scaling exponent regime.
See Fig. 13 and 14 for visualization.
Apart from the ideal case, we have seen that Theorem 2,
i.e., [2, Theorem 7 and Formula (49)],
− log2(Gap)
log2 (− log2(Pn))
Fig. 16. Moving rightward will cause moving downward a little bit. The
longer the step length the harsher the penalty. The more the steps the softer
the penalty.
− log2(Gap)
log2 (− log2(Pn))
Fig. 17. Moving upward will “reset” the x-coordinate.
• recovers the error exponent β = 1/2 when γ → 1;
• recovers a weaker scaling exponent µ∗ + 1 > 4.627
when γ → 1/(1 + µ∗).
If we accept the Scaling Assumption [12, Formula (12)]
and the consequence that µ = 3.627, then there exists h in
the sense of Theorem 1 such that µ∗ is arbitrary close to µ =
3.627. Thus the suboptimality of Theorem 2 is not that µ∗ 6= µ
but that at best we can only achieve µ′ = 1 + µ, not µ′ = µ.
As a result, if we plot βn and n/µ and trace the points
(β′n, n/µ′), there will be a discrepancy on the left hand side.
See Fig. 15 for visualization. See Appendix H for a more
accurate plot.
We will improve Theorem 2 in Section III. Before that, we
brief the idea of Theorem 2 in the next subsection.
C. General Moving Strategy behind Theorem 2
Granted to move n steps, we may choose a free parameter
γ ∈ [0, 1] and
• move upward n0 := (1 − γ)n steps to approach the
y-coordinate n0/µ;
• move rightward n1 := γn steps to approach the x-
coordinate βn1.
However, just because we can reach (x, y) = (0, n0/µ) and
(x, y) = (βn1, 0) separately does not mean we can approach
(x, y) = (βn1, n0/µ). Moving does not follow vector addition
because it comes with some intrinsic penalties:
• Moving rightward will cause moving downward a little
bit. That is, to avoid error we discard bad synthetic chan-
nels, and that punishes the gap to capacity. (Fig. 16.)
• Moving upward will “reset” the x-coordinate. That is,
to reduce the gap we collect more synthetic channels
but cannot control their error probabilities. (Fig. 17.)
− log2(Gap)
log2 (− log2(Pn))
Fig. 18. The only productive arrangement seems to be to move upward
and then move rightward. There is no way we can move rightward and then
upward. Not to mention zigzagging. See Fig. 19 for what actually happens.
− log2(Gap)
log2 (− log2(Pn))
Fig. 19. What actually happens is that: recruit phase moves upward; then train
phases moves slightly leftward; and finally retain phase moves rightward.
Therefore the only productive arrangement seems to be to
move upward and then move rightward. (Fig. 18.) We now
detail how to move and the cause of the penalties in the next
subsection. We will demonstrate how to bypass these penalties
in Section I-F and Section I-G.
D. Detailed Movement: A Recruit-Train-Retain Model
Moving upward n0 := (1− γ)n steps is straightforward.
1) Recruit Phase: Set a goal P upperbound and collect as many
synthetic channels W (j)2n0 as possible such that the error prob-
ability does not exceed P upperbound. Notice that the maximum and
the sum of bit error probabilities differ only by a negligible
factor of 2n0 < 2n so we do not distinguish which one we are
talking about. See Fig. 20.
Setting such a goal P upperbound will pin us at the x-coordinate
log(− logP upperbound). By Theorem 1 or the estimate that µ =
3.627 [12, Abstract] we will collect so many synthetic chan-
nels such that the gap to capacity is O
(
2n0/µ
)
. This will bring
us to the y-coordinate n0/µ.
With these W (j)2n0 in our pocket, moving rightward n1 := γn
steps consists of two phases.
2) Train Phase: For each W (j)2n0 in our pocket, remove it
and put both W (2j−1)
2n0+1
and W (2j)
2n0+1
in our pocket. Doing so will
maintain the gap to capacity and double the error probability.
Thus we are actually moving leftward, but not too much.
Repeat this doubling process n1 times. Each W
(j)
2n0 leads to 2
n1
descendants of the form W (2
n1 j−k)
2n for k = 0, . . . , 2
n1 − 1.
See Fig. 21.
3) Retain Phase: For each W (2
n1 j−k)
2n in our pocket gen-
erated by W (j)2n0 , its error probability is doubled weight(k)
times and squared n1 − weight(k) times. Here weight(k) is
the Hamming weight of k written in binary.
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Fig. 20. The tree of synthetic channels and the collected W (j)
2n0
in the recruit
phase. In general, they are not necessary consecutive.
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Fig. 21. The descendants W (2
n1 j−k)
2n of W
(j)
2n0
in the train phase.
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Fig. 22. The retained W (2
n1 j−k)
2n in the retain phase.
If P upperbound is small enough the order of doubling and squaring
is minor. What matters is the total number of squaring. We
therefore set a threshold  and discard those whose error
probability is squared less than n1 times. This will bring us
to the x-coordinate n1. See Fig. 22.
Here comes the penalty: Discarding synthetic channels in
our pocket increases the gap to capacity. For instance if
 ≥ 1/2 then half of synthetic channels in our pocket are
unqualified. Even if  < 1/2, the portion of unqualified
synthetic channels are asymptotically 2−n1(1−H2()) for H2
the binary entropy function. If n1 (1−H2()) < n0/µ, we
− log2(Gap)
log2 (− log2(Pn))
Fig. 23. Sometimes moving rightward comes with significant penalty.
− log2(Gap)
log2 (− log2(Pn))
Fig. 24. To avoid the penalty we better not to move so high.
are forced to return to the y-coordinate n1 (1−H2()) from
n0/µ.
When γ → 1, we have a lot of quota of moving rightward
and interestingly the effect of moving downward is diluted
and negligible. (Casually speaking, training a lot increases the
retention rate.) We will see in the next subsection the obstacle
to µ′ → µ when γ → 0.
E. The Main Obstacle to µ′ → µ
For example let γ = 0.1, so n0 = 0.9n and n1 = 0.1n.
• First move upward 0.9n steps. Now we are at the y-
coordinate 0.9n/µ ≥ 0.24n.
• For each W (j)20.9n in our pocket, generate 20.1n descen-
dants of the form W (2
0.1nj−k)
2n for k = 0, 1, . . . , 2
0.1n−
1.
• For these 20.1n descendants we have several choices:
– Keep all of them. Then the error probability is
doubled 0.1n steps, so we are actually moving
leftward. No progress is made.
– Keep all but one. Then all errors probabilities are
squared at least once, so we are moving rightward
by one unit. But this means we lose 2−0.1n of
synthetic channels. The code rate will drop by
about 2−0.1n. So the gap to capacity is at least
2−0.1n. This will “reset” our y-coordinate to 0.1n
from 0.24n. See Fig. 23 for visualization.
– Discard more then one. Then we lose even more
synthetic channels/rate/y-coordinate.
In this particular case we should not go to y = 0.24n in
the first place. An obviously better way is to stop at y =
0.1n after 0.39n steps, and then move rightward using (1 −
0.39)n = 0.61n steps. This will bring us to an even larger,
better x-coordinate 0.17n while maintaining a larger, better
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Fig. 25. The primary pocket (larger region) and the secondary pocket (smaller
region) in the recruit phase. Notice that they do not “overlap”.
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Fig. 26. The descendants in the train phase. Note that synthetic channels in
the primary pocket get more chances to square their erasure probabilities.
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Fig. 27. The retained in the retain phase. The policy “to keep those who
square once” is harsher in the secondary pocket. But the damage to the rate
is ameliorated since the secondary pocket contains fewer to start with.
y-coordinate. See Fig. 24 for visualization. See Appendix H
for comparison.
By some trivial calculation one can show that if we are
allowed to move rightward only n/(1 + µ) steps then it is
better not to redeem those moves at all. This explains why
[2, Theorem 7] recovers scaling exponent 1 + µ when γ →
1/(1 + µ) instead of µ for γ → 0.
We will demonstrate how to bypass this obstacle in the next
subsection, in Section I-G, and finally in Theorem 6.
− log2(Gap)
log2 (− log2(Pn))
Fig. 28. Reaching a higher y-coordinate using a secondary pocket while not
risking loosing too much from the primary pocket.
− log2(Gap)
log2 (− log2(Pn))
Fig. 29. Reaching a higher y-coordinate using three pockets.
F. Bypassing Obstacle: Two-Pocket Recruit-Train-Retain
We prepare two pockets to hold synthetic channels and
apply the recruit-train-retain trick to both pockets separately.
The advantage is that we can implement different policy in
different pocket.
• Collect in a primary pocket synthetic channels W (j)20.7n
with low error probability, i.e., move upward 0.7n steps
to approach the y-coordinate 0.7n/µ > 0.19n. See
Fig. 25.
• For each W (j)20.7n generate W (2
0.3nj−k)
2n and discard those
whose error probability is squared less than 0.01n
times. Notice 0.3n (1−H2(0.02/0.3)) > 0.19n. We
lose 2−0.19n of synthetic channels in the primary pocket,
which is satisfactorily few. Visually, we move rightward
0.3n steps to approach the x-coordinate 0.02n while
maintaining the y-coordinate 0.19n. See Fig. 26 and 27.
• At the same time, collect in a secondary pocket synthetic
channels W (l)20.9n that are not a descendant of a W
(j)
20.7n
in the primary pocket. This secondary pocket should
contain at most 2−0.19n (the gap of the primary pocket)
of synthetic channels. That is, a very thin branch ap-
proaches the y-coordinate 0.9n/µ > 0.24n. See Fig. 25.
• For each W (l)20.9n generate W (2
0.1nl−m)
2n and discard those
whose error probability is squared less than 0.01n times.
Notice 0.1n (1−H2(0.01/0.1)) > 0.05n. We lose
2−0.05n of synthetic channels in the secondary pocket,
approximately 2−0.19n−0.05n = 2−0.24n of all synthetic
channels, satisfactorily few. See Fig. 26 and 27.
• Overall, we reach the y-coordinate 0.24n and the x-
coordinate 0.01n.
See Fig. 28 for visualization. This already surpasses Theo-
rem 2. See Appendix H for comparison.
In Section I-E we see the conflict between retaining syn-
thetic channels to maintain the gap to capacity and discarding
bad performance ones to reduce the error probability. From
the example above we see that by dividing synthetic channels
into two pockets, each pocket may have its own retain-discard
policy. This dissolves the conflict.
And we can do better. In Theorem 6, we will declare a large
number of pockets to minimize the conflict. Before that, we
demonstrate a three-pocket trick in the next subsection.
G. One More Example: Three-Pocket Recruit-Train-Retain
Say we are granted to move n steps.
• Collect in a primary pocket synthetic channels W (j)20.7n
with low error probability, i.e., move upward 0.7n steps
to approach the y-coordinate 0.7n/µ > 0.19n.
• For each W (j)20.7n generate W (2
0.3nj−k)
2n and discard those
whose error probability is squared less than 0.01n
times. Notice 0.3n (1−H2(0.02/0.3)) > 0.19n. We
lose 2−0.19n of synthetic channels in the primary pocket,
which is satisfactorily few. Visually, we move rightward
0.3n steps to approach the x-coordinate 0.02n while
maintaining the y-coordinate 0.19n.
• At the same time, collect in a secondary pocket synthetic
channels W (l)20.8n that are not a descendant of some
W
(j)
20.7n in the primary pocket. This secondary pocket
should contain at most 2−0.19n (the gap of the primary
pocket) of synthetic channels. That is, a very thin branch
approaches the y-coordinate 0.8n/µ > 0.22n.
• For each W (l)20.8n generate W (2
0.2nl−m)
2n and discard those
whose error probability is squared less than 0.02n times.
Notice 0.2n (1−H2(0.02/0.2)) > 0.10n. We lose
2−0.10n of synthetic channels in the secondary pocket,
approximately 2−0.19n−0.10n = 2−0.29n of all synthetic
channels, satisfactorily few.
• At the same time, collect in a tertiary pocket synthetic
channels W (p)20.9n that are neither a descendant of some
W
(j)
20.7n in the primary pocket or a descendant of some
W
(l)
20.8n in the secondary pocket. This tertiary pocket
should contain at most 2−0.22n (the gap of the secondary
pocket) of synthetic channels. That is, an even thinner
branch approaches the y-coordinate 0.9n/µ > 0.24n.
• For each W (p)20.9n generate W (2
0.1np−q)
2n and discard those
whose error probability is squared less than 0.02n times.
Notice 0.1n (1−H2(0.02/0.1)) > 0.02n. We lose
2−0.02n of synthetic channels in the secondary pocket,
approximately 2−0.22n−0.02n = 2−0.24n of all synthetic
channels, satisfactorily few.
• Overall, we reach the y-coordinate 0.24n and the x-
coordinate 0.02n.
See Fig. 29 for visualization. This surpasses Theorem 2 and
the example in Section I-F. See Appendix H for comparison.
We now give a self-contained introduction of polar codes
and related terminologies in the next section.
II. PRELIMINARY
A. Binary Erasure Channels
A binary erasure channel W of erasure probability Z(W )
has input alphabet F2 and output alphabet F2 ∪ {?}. The
properties of the channel are described by the probability mass
function
W (1|0) =W (0|1) = 0; (21)
W (?|0) =W (?|1) = Z(W ); (22)
W (0|0) =W (1|1) = 1− Z(W ). (23)
The capacity of this channel is I(W ) = 1− Z(W ).
B. Channel Polarization
On binary erasure channels, channel polarization consists of
the following pair of building blocks
and . (24)
This pair of building blocks has the ability that if we wrap-up
a pair of i.i.d. channels W like
W
W
A B
C D
, (25)
then point A to point B forms a synthetic binary erasure chan-
nel W ′ with erasure probability Z(W ′) = 1− (1− Z(W ))2,
while point C to point D forms another synthetic binary era-
sure channel W ′′ with erasure probability Z(W ′′) = Z(W )2.
A crucial, novel idea in the construction of polar codes is
that we may begin with four i.i.d channels W and wrap them
up as
W
W
W
W
. (26)
This setup is equivalent to four synthetic channels
W ′
W ′
W ′′
W ′′
(27)
where the two occurrences of W ′ are independent and the two
occurrences of W ′′ are independent. Thus we can further wrap
them
W
W
W
W
(28)
and obtain four synthetic channels (W ′)′, (W ′)′′, (W ′′)′,
(W ′′)′′ with erasure probabilities
Z((W ′)′) = 1− (1− Z(W ′))2 = 1− (1− Z(W ))4; (29)
Z((W ′)′′) = Z(W ′)2 = (1− (1− Z(W )2))2; (30)
Z((W ′′)′) = 1− (1− Z(W ′′))2 = 1− (1− Z(W )2)2;
Z((W ′′)′′) = Z(W ′′)2 = Z(W )4. (31)
WW
W
W
W
W
W
W
Fig. 30. A larger polar code construction. It generates eight synthetic
channels. From top to bottom: ((W ′)′)′, ((W ′)′)′′, ((W ′′)′)′, ((W ′′)′)′′,
((W ′)′′)′, ((W ′)′′)′′, ((W ′′)′′)′, ((W ′′)′′)′′. Or equivalently: W (1)8 ,
W
(2)
8 , W
(5)
8 , W
(6)
8 , W
(3)
8 , W
(4)
8 , W
(7)
8 , W
(8)
8 .
The construction does not stop here. We may let W (1)1 :=W
and inductively construct synthetic channels
W
(2j−1)
2N :=
Ä
W
(j)
N
ä′
, W
(2j)
2N :=
Ä
W
(j)
N
ä′′
. (32)
We call W (Mj−k)MN a descendant of W
(j)
N if the former is
obtained from the later in this way, i.e., 0 ≤ k < M .
Conversely we call W (j)N an ancestor of W
(Mj−k)
MN .
See Fig. 30 for a larger construction. See Appendix I for
an even larger construction.
C. Apply Polar Coding in Communication
Choose an Nn = 2n and among Nn synthetic chan-
nels W (1)Nn ,W
(2)
Nn
, . . .W
(Nn)
Nn
choose a subset An of synthetic
channels. To communicate, send messages through synthetic
channels in An and send predictable symbols (for instance,
all zero) through synthetic channels not in An. A subset An
is understood as a polar code.
The block length Nn associated to this code, equivalently
to An, is Nn = 2n. The associated code rate Rn is |An|/Nn.
The associated block error probability Pn is the probability
that any synthetic channel in An erases the message. Clearly
this quantity is less than the sum of all erasure probabilities
Z
Ä
W
(j)
2n
ä
of the synthetic channels W (j)2n in An, by the union
bound.
On the one hand, the sum of erasure probabilities overesti-
mates the block error probability Pn. On the other hand, the
maximal erasure probability differ from the sum by a scaler of
Nn = 2
n. This becomes negligible once we take the logarithm
twice, so we do not expect to gain from a more precise
estimate. For soundness, however, we will argue only with
the sum, not the maximum. (Nevertheless, for the tightness of
the union bound, see [25].)
The goal of this work is to understand the relation among
block length Nn, code rate Rn, and the block error probability
Pn (bounded from above by the sum of erasure probabilities
of synthetic channels in An), using terminologies defined in
the next subsection.
D. Error Exponent and Scaling Exponent
Let An be a series of polar codes with block length
Nn = 2
n, code rate Rn, and block error probability Pn. The
(equivalent) error exponent of this series of codes is4
β′ := lim inf
n→∞
log (− logPn)
logNn
. (33)
The error exponent of polar coding β is the supremum of
(equivalent) error exponents taken over all series of polar
codes. See Section I-A1 for previous works.
The (equivalent) scaling exponent of this series of codes is
µ′ := lim sup
n→∞
− log(Nn)
log (I(W )−Rn) . (34)
The scaling exponent of polar coding µ is the infimum of
(equivalent) scaling exponents taken over all series of polar
codes. See Section I-A2 for previous works.
The goal of this work is to understand what pair of (β′, µ′)
is achievable simultaneously by a series of polar codes. In
general, our solution is a trade-off between β′ and µ′. See
Section I-A3 for previous works.
E. Bhattacharyya Process
To describe the erasure probabilities of synthetic channels
better, define a discrete Markov process by letting Z0 :=
Z(W ) and inductively
Zn+1 :=
®
1− (1− Zn)2 with probability 1/2;
Z2n with probability 1/2.
(35)
This is called the Bhattacharyya process.
In other words, Zn is the erasure probability Z
Ä
W
(jn)
2n
ä
of a
uniformly randomly chosen synthetic channel W (jn)2n such that
jn = 2jn−1−1 or jn = 2jn−1. Making it a process simplifies
some notation. For example, the fact that 1 − (1− Zn)2 +
Z2n = 2Zn is equivalent to Zn being martingale. Consequently
E [Zn] = Z0 = Z(W ) = 1− I(W ).
We now quote some lemmata from previous works to
illustrate how Zn works in the next subsection.
F. Lemmata From/Inspired by Previous Works
See also [2, Formula (11)] for the definition of Bhat-
tacharyya process Zn.
Lemma 3: [2, Lemma 6 and Formula (29)] Let h : [0, 1]→
[0, 1] be such that h(0) = h(1) = 0 and h(ξ) > 0 otherwise.
Assume
sup
0<ξ<1
h
(
ξ2
)
+ h
(
2ξ − ξ2)
2h(ξ)
≤ 2−ρ1 (36)
for some ρ1 ≤ 1/2. Fix an α ∈ (0, 1), then for any δ ∈ (0, 1)
and m ∈ N
E [(Zm(1− Zm))α] ≤ 1
δ
Ç
2−ρ1 +
√
2c3δ
1− δ
åm
(37)
4We emphasize the third time that this is not the usual definition of error
exponent.
for some constant c3 depending on h, ρ1, α, but not m, δ.
Proof: Omitted.
Lemma 4: Inspired by [2, Lemma 5 and Formula (29)]. Fix
an α ∈ (0, 1), a ρ ≤ 1/2, a c1 > 0, and an D > 1. Assume
for all m ∈ N
E [(Zm(1− Zm))α] ≤ c12−mρ. (38)
Then for all m ∈ N
P
(
Zm ≤ P upperbound2−Dm
) ≥ I(W )− c22−m(ρ−Dα) (39)
for some c2 depending on P
upper
bound, α, c1,m, but not m.
Proof: See Appendix A.
Lemma 5: Assume the h, µ∗ in Theorem 1. Then for any
fixed D > 1,
P
(
Zm ≤ P upperbound2−Dm
) ≥ I(W )−O Ä2−m/µ∗ä (40)
as m varies.
Proof: See Appendix B.
III. MAIN RESULT
Theorem 6: Assume the h and µ∗ in Theorem 1. If for all
pi ∈ [0, 1]
1− pi
µ′ − µ∗pi +H2
Å
β′µ′
µ′ − µ∗pi
ã
< 1 (41)
then (β′, µ′) is achievable. More Precisely, for n large enough
there exists a polar code Bn of blocklength 2n such that
Pn ≤ 2n · 2−2β
′n
; I(W )−Rn = O
Ä
2−n/µ
′ä
. (42)
Proof: Section IV sketchs the proof. Section V details the
proof. See Appendix H for comparison.
Theorem 7: Assume the Scaling Assumption [12, For-
mula (12)], and the consequence that µ = 3.627. Then there
exists h in the sense of Theorem 1 such that µ∗ is arbitrarily
close to µ = 3.627.
Proof: See Appendix C.
Corollary 8: Theorem 6 recovers the scaling exponent as a
special case.
Proof: See Appendix D.
Corollary 9: Theorem 6 implies Theorem 2 (i.e., [2, Theo-
rem 7]) as a special case. It recovers the error exponent as a
special case.
Proof: See Appendix E.
IV. SKETCH OF PROOF OF THEOREM 6
The complete proof is in Section V.
We will attempt to move upward n0 := dnµ∗/µ′c steps or
less and to move rightward n1 := n− n0 steps or more.
A. Discretization: Calculate the Number of Pockets
We will be using D pockets
A(dn0/Dc)n ,A(d2n0/Dc)n ,A(d3n0/Dc)n , . . . ,A(dDn0/Dc)n . (43)
The tighter the Formula (41) is the more pockets we need. Let
m be between 0 and n0 that indexes the pockets.
B. Multi-Pocket Recruit Phase
Pocket A(m)n collects synthetic channels W (j)2m with erasure
probability less than P upperbound2
−Dm whose ancestors are not
collected by any pocket with smaller index. We give each
synthetic channel W (j)2m a weight of 2
−m. Then pocket A(m)n
will weigh 2−m/µ
∗+n0/Dµ∗ .
C. Multi-Pocket Train Phase
For each synthetic channel W (j)2m in pocket A(m)n , replace it
with all its descendants of the form W (2
n−mj−k)
2n .
D. Multi-Pocket Retain Phase
Claim a threshold  = β′n/(n − m). For each synthetic
channel W (2
n−mj−k)
2n obtained from W
(j)
2m in pocket A(m)n ,
discard it if its erasure probability is more than 22
−β′n
.
E. Estimate the Error Probability
By how we discard synthetic channels in the retain phase,
the block error probability will be less than 2n · 22β′n .
F. Estimate the Gap to Capacity
Pocket A(m)n weighs 2−m/µ∗+n0/Dµ∗ in the recruit phase
and loses 2−(n−m)(1−H2()) of its weight in the retain phase.
So it loses only 2−m/µ
∗+n0/Dµ∗ · 2−(n−m)(1−H2()) units of
weight. This quantity is O
Ä
2−n/µ
′ä
by Formula (41).
G. Summary
Hence the union
An := A(dn0/Dc)n ∪ A(d2n0/Dc)n ∪ · · · ∪ A(Dn0/D)n (44)
will have gap to capacity O
Ä
2−n/µ
′ä
and block error proba-
bility less than 2n · 22−β′n .
The complete proof is in the next section.
V. PROOF OF THEOREM 6
A. Discretization: Calculate the Number of Pockets
By continuity, there exists a positive integer D > 0 such
that
1− (pi + δ1)
µ′ − µ∗(pi + δ2) +H2
Å
β′µ′
µ′ − µ∗(pi + δ3)
ã
< 1 (45)
for all −9/D < δ1, δ2, δ3 < 9/D. We are going to use about
D pockets and apply Lemma 5 with D = D.
In the following proof, expressions like d2n0/Dc and
dnµ∗/µ′c are meant to be integers that are very close to
the real numbers 2n0/D and nµ∗/µ′. It does not matter
whether we round up or round down, as we will see later
that Formula (45) permits such flexibility.
B. Multi-Pocket Recruit Phase
Let P upperbound be a small, but fixed number. Let n be large
enough. Let n0 := dnµ∗/µ′c. We define the pockets
A(dn0/Dc)n ,A(d2n0/Dc)n ,A(d3n0/Dc)n , . . . ,A(dDn0/Dc)n (46)
by letting A(m)n collect synthetic channels W (j)2m with erasure
probability less than P upperbound2
−Dm ≤ P upperbound2−n0 .
We give each synthetic channel W (j)2m a weight of 2
−m.
Pocket A(m)n should weigh I(W )−O
(
2−m/µ
∗)
by Lemma 5
with D = D.
For each pocket A(m)n , discard synthetic channels that
has some ancestor collected in a pocket with smaller in-
dex because we do not want to double-count. Now the
union A(dn0/Dc)n ∪ A(d2n0/Dc)n ∪ · · · ∪ A(m)n weighs between
I(W )−O (2−m/µ∗) and I(W )+O(2−n0). (The upper bound
comes from entropy conservation.) Thus A(m)n weighs at most
O
(
2−m/µ
∗+n0/Dµ∗
)
.
C. Multi-Pocket Train Phase
For each synthetic channel W (j)2m in pocket A(m)n , replace it
with all its descendants of the form W (2
n−mj−k)
2n . Doing this
does not affect the weight of A(m)n .
For each descendant W (2
n−mj−k)
2n obtained from W
(j)
2m in
pocket A(m)n , its erasure probability is doubled and squared
totally n−m times.
D. Multi-Pocket Retain Phase
Claim a threshold  = β′n/(n − m). For each synthetic
channel W (2
n−mj−k)
2n obtained from W
(j)
2m in pocket A(m)n ,
discard it if its erasure probability is squared less than β′n =
(n−m) times out of n−m chances. By [26, Formula (1.59)]
with  = , pocket A(m)n loses at most 2−(n−m)(1−H2()) of
its weight here.
Furthermore, discard synthetic channels with erasure prob-
ability more than 22
−β′n
. By [10, Lemma 22] with x :=
P upperbound2
−n0 , pocket A(m)n loses
O (x(1− log x)) = O (P upperbound2−n0(1 + n0)) (47)
of its weight. If n, n0 are large enough, the weight loss is
2−n0(1−o(1)). This quantity is much much smaller than the
targeted gap to capacity O
Ä
2−n/µ
′ä
= O
(
2−n0/µ
∗)
so we
will simply ignore this.
E. Estimate the Error Probability
By how we discard synthetic channels in the retain phase
(Section V-D), the synthetic channels in the union A(dn0/Dc)n ∪
A(d2n0/Dc)n ∪· · ·∪A(dDn0/Dc)n have their erasure probabilities
less than 22
β′n
. By union bound, the block error probability
is less than 2n · 22β′n .
F. Estimate the Gap to Capacity
Now we try to weigh the union A(dn0/Dc)n ∪ A(d2n0/Dc)n ∪
· · · ∪ A(Dn0/D)n .
In the recruit phase (Section V-B), the union weighs at least
I(W ) − O(2n0/µ∗) = I(W ) − O(2−n/µ′); and each A(m)n
weighs at most O
(
2−m/µ
∗+n0/Dµ∗
)
.
And then in the train phase (Section V-C) the weight
remains.
Finally in the retain phase (Section V-D), each A(m)n loses
at most 2−(n−m)(1−H2()) of its weight. Thus it loses at most
O
Ä
2−m/µ
∗+n0/Dµ∗
ä
· 2−(n−m)(1−H2()) (48)
units of weight. Take logarithm. Each A(m)n loses 2 to the
power of
−m
µ∗
+
n0
Dµ∗
− (n−m)
Å
1−H2
Å
β′n
n−m
ãã
+O(1) (49)
units of weight.
Recall that 0 < m ≤ n0. Let pi be such that m = npiµ∗/µ′,
so m = n0pi + O(1) and n −m = n(µ′ − piµ∗)/µ′. If n, n0
are large enough then pi ∈ [−1/D, 1 + 1/D]. Now the main
term of the logarithm becomes
−m
µ∗
+
n0
Dµ∗
− (n−m)
Å
1−H2
Å
β′µ′
µ′ − piµ∗
ãã
. (50)
By Formula (45) this quantity is less than
−m
µ∗
+
n0
Dµ∗
− (n−m)1− (pi − 1/D)
µ′ − µ∗pi (51)
which, up to constants, is equal to
−n(pi − 1/D)
µ′
− n− n(pi − 1/D)
µ′
=
−n
µ′
. (52)
Hence each A(m)n loses at most O
Ä
2−n/µ
′ä
units of weight.
Hence the union loses at most DO
Ä
2−n/µ
′ä
= O
Ä
2−n/µ
′ä
units of weight, which still weighs
I(W )−O
Ä
2−n/µ
′ä
. (53)
G. Summary
To summarize, the union
An := A(dn0/Dc)n ∪ A(d2n0/Dc)n ∪ · · · ∪ A(Dn0/D)n (54)
has gap to capacity
O
Ä
2−n/µ
′ä
(55)
and block error probability less than
2n · 22−β
′n
. (56)
This completes the proof of Theorem 6.
VI. FUTURE WORKS
A. Regarding Eigenfunction
Lemma 4 plays the same role in proving Theorem 6 as that
[3, Lemma 2] plays in proving [3, Theorem 3] and that [2,
Lemma 5] plays in proving [2, Theorem 7]. The three lemmata
provide some “initial boost” before applying the “doubling-or-
squaring” argument (i.e., the train phase and retain phase).
They are, in contrast to the “doubling-squaring” argument,
a pretty weak starting point. But from the main theorem
(Theorem 6 and Appendix H) we know that the initial boost
could be doubly exponential in n. A potential proof will be
to consult function h in Theorem 1 its behavior near ξ = 0.
In particular: Is there h, µ such that
h
(
ξ2
)
+ h
(
2ξ − ξ2)
2h(ξ)
= 2−1/µ? (57)
(Equivalently [12, Formula (12)].) If so, could
h(ξ) ∝ (− log ξ)−θ for θ := − log2
Ä
21−1/µ − 1
ä
? (58)
One may notice that when µ = 3.627, the number 1/µθ ≈
.4469 is in Appendix H. That is to say, such infinitesimal
behavior of h implies the straight segment from (0, 1/µ) to
(1/µθ, 0).
B. Regarding Convex Hull
The next question is whether moving upward and moving
rightward follow vector addition. If so, then it trivially implies
the straight segment from (0, 1/µ) to (β, 0). Moreover, do
there exist achievable points beyond that segment?
C. Regarding General Channels
We have not said anything about binary symmetric memory-
less channels but we are confident that there are similar results.
The reasons are that the scaling exponent is well-defined for
other channels and that the “doubling-squaring” phenomenon
is simply omnipresent.
VII. CONCLUDING REMARKS
We investigate the trading-off between block length, code
rate, and block error probability in constructing classical polar
codes.
Our result, Theorem 6, specializes to the result that the error
exponent is β = 1/2 [3, Theorem 1] by Corollary 9. and to
the result that the scaling exponent is µ = 3.627 [12, Abstract]
by Corollary 8.
Moreover, our result implies all known trading-off results:
mainly [23, Theorem 1] and [2, Theorem 7] by Corollary 9.
It remains open whether there is room for improvement or
not.
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APPENDIX
A. Proof of Lemma 4
Fix an m, there are three events that partition the sample
space.
S :=
{
Zm ≤ P upperbound2−Dm
}
; (59)
M :=
{
P upperbound2
−Dm < Zm < 1− P upperbound2−Dm
}
; (60)
L :=
{
1− P upperbound2−Dm ≤ Zm
}
. (61)
Here M is equivalent to{
Zm(1− Zm) > P upperbound2−Dm(1− P upperbound2−Dm)
}
(62)
and to¶
(Zm(1− Zm))α >
(
P upperbound2
−Dm(1− P upperbound2−Dm)
)α ©
.
By Markov’s inequality [27, Theorem 1.6.4]
P(M) ≤ E [(Zm(1− Zm))
α
](
P upperbound2
−Dm(1− P upperbound2−Dm)
)α . (63)
Thus, provided that P upperbound is small enough,
P(M) ≤ c12
−mρ
2−Dmα
= O
Ä
2−m(ρ+Dα)
ä
. (64)
Also by Markov’s inequality
P(L) ≥ E[Zm]
1− P upperbound2−Dm
= E[Zm] +O
(
2−Dm
)
(65)
= Z0 +O
(
2−Dm
)
= 1− I(W ) +O (2−Dm) (66)
Now P
(
Zm ≤ P upperbound2−Dm
)
= P(S) (67)
= 1− P(L)− P(M) (68)
≤ 1− Z0 −O
(
2−Dm
)−O Ä2−m(ρ+Dα)ä (69)
= I(W )−O
Ä
2−m(ρ+Dα)
ä
. (70)
B. Proof of Lemma 5
Note that Formula (17) is an inequality, so there exists ρ1
larger than 1/µ∗ such that Formula (36) in Lemma 3 holds.
So Formula (37), the conclusion of Lemma 3, holds.
Choose a ρ that lies between ρ1 and 1/µ∗. Choose a small
α such that ρ−Dα > 1/µ∗. Choose a small δ such that the
right hand side of Formula (37) is O(2−mρ), i.e, make
E [(Zm(1− Zm))α] ≤ O(2−mρ) (71)
hold.
Now apply Lemma 4 with (α, ρ) = (α, ρ). Its conclusion
implies
P
(
Zm ≤ P upperbound2−Dm
) ≥ I(W )−O Ä2−m/µ∗ä . (72)
This completes the proof.
C. Proof of Theorem 7
The assumption says that there exists f(z, a, b) such that
f(ξ, a, b) = lim
n→∞ 2
n/µfn(ξ, a, b) (73)
where
fn+1(ξ, a, b) =
fn
(
ξ2, a, b
)
+ fn
(
2ξ − ξ2, a, b)
2
. (74)
To prove the theorem, take whatever a < b and let h(ξ) :=
f(ξ, a, b). Then 2−1/µh(ξ)
= 2−1/µ lim
n+1→∞
2(n+1)/µfn+1(ξ, a, b) (75)
= lim
n→∞ 2
n/µ fn
(
ξ2, a, b
)
+ fn
(
2ξ − ξ2, a, b)
2
(76)
=
1
2
Å
lim
n→∞ 2
n/µfn
(
ξ2, a, b
)
(77)
+ lim
n→∞ 2
n/µfn
(
2ξ − ξ2, a, b)ã (78)
=
h
(
ξ2
)
+ h
(
2ξ − ξ2)
2
. (79)
That is, Formula (17) is equality for µ∗ = µ. Thus the
inequality holds for µ∗ arbitrarily close to µ.
D. Proof of Corollary 8
Apply Theorem 6 with
µ′ :=
µ∗
1− γ , β
′ := β∗γ (80)
for some fixed β∗ ≤ .4469 and µ∗ > µ and all γ ∈ [0, 1]. In
detail: Choose, for instance, β∗ := .4469. It is easy (numerical)
to verify that
1− ξ
µ
+H2 (β∗ξ) < 1 (81)
for ξ ∈ [0, 1] and µ = 3.627. Consequently
1− ξ
µ∗
+H2 (β∗ξ) < 1 (82)
for µ∗ > µ. With ξ := γ/(1− pi + piγ) this becomes
1− pi − γ − piγ
µ∗(1− pi + piγ) +H2
Å
β∗γ
1− pi + piγ
ã
< 1 (83)
This is exactly Formula (41)
1− pi
µ′ − µ∗pi +H2
Å
β′µ′
µ′ − µ∗pi
ã
< 1
with the corresponding µ′ and β′.
Now apply Theorem 7 with
γ → 0, µ∗ → µ. (84)
E. Proof of Corollary 9
To recover Theorem 2, plug Formula (20)
β′ := γH−12
Å
γ(µ∗ + 1)− 1
γµ∗
ã
and µ′ :=
µ∗
1− γ
in Formula (41)
1− pi
µ′ − µ∗pi +H2
Å
β′µ′
µ′ − µ∗pi
ã
< 1
and verify it.
In detail: First with 0 ≤ pi ≤ 1, the first term of the
inequality is
1− pi
µ′ − µ∗pi ≤
1
µ′
=
1− γ
µ∗
=
γ − γ2
γµ∗
. (85)
Again with 0 ≤ pi ≤ 1 and H2, H−12 monotonically increasing,
the second term of the inequality is
H2
Å
β′µ′
µ′ − µ∗pi
ã
≤ H2
Å
β′µ′
µ′ − µ∗
ã
= H2
Å
β′
γ
ã
(86)
= H2
Å
H−12
Å
γ(µ∗ + 1)− 1
γµ∗
ãã
(87)
=
γ(µ∗ + 1)− 1
γµ∗
. (88)
So the left hand side of the inequality is
γ − γ2
γµ∗
+
γ(µ∗ + 1)− 1
γµ∗
=
γµ∗ − (1− γ)2
γµ∗
< 1. (89)
P.S. We know it works because multi-pocket trick implies
one-pocket trick. And the one-pocket trick is a generalization
of [3, Proposition 3]. (See [3, Formula (31)].)
Now Theorem 2 recovers the error exponent as a special
case by driving γ → 1.
The rest of this page is intensionally left black.
F. Visualization of µ
Unless otherwise stated, we assume binary alphabet, clas-
sical kernel, and binary erasure channel. See Section I-A2 for
details.
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→ 2: [13] larger kernels over larger alphabets
achieve optimal exponent
→ 2: [20] conjectures that larger kernels over binary
alphabet suffice.
→ 2: [21] larger (random) kernels suffice
= 3.356: [12] a larger kernel of size 16
= 3.577: [12] a larger kernel of size 8
≥ 3.579: [10] for general channels
≈ 3.6261: [9] empirically
≈ 3.627: [10] conjectures this value
= 3.627: [12]
≤ 3.639: [2]
≤ 4.714: [2] for general channels
≤ 5.702: [11] for general channels
≤ 6: [10] for general channels
G. Visualization of β
See Section I-A1 for details.
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= .5: [3]
= .5: [7] second order term given
= .51828: [6] a 16-by-16 kernel
= .52205: [6] a 30-by-30 kernel
= .52643: [6] a 31-by-31 kernel
→ 1: [6] larger kernel
→ 1: [8] larger alphabet and larger kernel
H. Visualization of Moderate Deviation
The following plot assumes the Scaling Assumption [12,
Formula (12)] and µ = 3.627 = 3627/1000 [12, Abstract].
See Section I-A3 for details.
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n→∞
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log(Block Length)
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log(Block Length)
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I. Visualization of Polar Code Construction See also Section II-B.
