Quantum Ising models are canonical models for the study of quantum phase transitions (Sachdev 1999 Quantum Phase Transitions (Cambridge: Cambridge University Press)) and are the underlying concept for many analogue quantum computing and quantum annealing ideas (Tanaka et al Quantum Spin Glasses, Annealing and Computation (Cambridge: Cambridge University Press)). Here we focus on the implementation of finite-range interacting Ising spin models, which are barely tractable numerically. Recent experiments with cold atoms have reached the interaction-dominated regime in quantum Ising magnets via optical coupling of trapped neutral atoms to Rydberg states. This approach allows for the tunability of all relevant terms in an Ising spin Hamiltonian with r 1 6 interactions in transverse and longitudinal fields. This review summarizes the recent progress of these implementations in Rydberg lattices with site-resolved detection. Strong correlations in quantum Ising models have been observed in several experiments, starting from a single excitation in the superatom regime up to the point of crystallization. The rapid progress in this field makes spin systems based on Rydberg atoms a promising platform for quantum simulation because of the unmatched flexibility and strength of interactions combined with high control and good isolation from the environment.
Introduction
Spin Hamiltonians are often introduced as tractable simplifications of realistic condensed matter Hamiltonians, and have been immensely successful in describing many materials [1] [2] [3] . Recently, they have attracted interest because they are a well-suited platform for analogue quantum computation [4, [5] [6] [7] . Spin Hamiltonians can be implemented using ultracold atoms in optical lattices with excellent isolation from the environment [8, 9] . Heisenberg-type spin Hamiltonians have been implemented in optical lattices by second order tunnelling, the so-called superexchange process [10, 11] . In fermionic systems, superexchange leads to antiferromagnetic correlations [12, 13] . Progress in site-resolved imaging of ultracold bosonic atoms in optical lattices has enabled the study of spin Hamiltonians with single spin resolution in a controlled setting [14] [15] [16] . The recent extension of microscopy techniques to ultracold fermions has lead to the observation of emerging antiferromagnetic correlations in the repulsive Hubbard model [17] [18] [19] [20] . The main advantage of these single-site resolution techniques is their single-particle sensitivity in density-snapshots of the full many-body wavefunction, therefore providing direct access to spatial correlation functions [21] . Typically, the interactions in these systems extend only to nearest-neighbour sites. Spin systems with power-law interactions are predicted to show new physics not observable in systems with at most nearest neighbour interactions [22, 23] . One large topic of interest is spin glasses, already in the classical limit a complicated field. Experiments have been proposed to study spin glasses including quantum effects [24] [25] [26] . Long-range interactions also lead to a variety of quantum phases with interesting structure in the spatial correlations, such as quantum crystals [27, 28] and cluster Luttinger liquids [29] . A very interesting, but theoretically challenging, field is the study of dynamics in long-range interacting systems. Recently, modifications of light cone dynamics in these systems attracted attention [30, 31] . In particular, in 2D long-range interacting spin systems theoretical techniques to capture dynamics are scarce, and progress is driven by combined efforts of theory and experiment.
In order to investigate longer range interacting spin models, special experimental techniques are required. One approach is to employ dipole interactions in an optical lattice, either with dipolar molecules [32] or magnetic atoms [33, 34] . Another approach uses 1D ion chains [35, 36] , and has been extended to 2D systems [37, 38] . Another route is to exploit the power-law interactions between Rydberg atoms [39] [40] [41] . Molecules and magnetic atoms are expected to have long lifetimes in a suitably designed trapping configuration, but weak interactions. Rydberg atoms are relatively short-lived, but have much stronger interactions [39] . For a direct comparison, we introduce a coherence-to-interaction-timescale ratio, g V 0  t = , where V 0 is the nearestneighbour interaction energy, ÿ the reduced Planck's constant and τ the coherence time. Currently values of g are comparable for all of these systems, and none of them has proven to be clearly superior [23] . For ion trap based systems analogue simulation yields currently the best coherence times in simulating long-range interacting spin systems [42] . Ion-based simulations attain g values of 100 » [35, 36] , and a similar value was recently obtained by a Rydberg-dressing based platform [43] .
This review focuses on the approach using Rydberg atoms to implement quantum Ising systems with beyond nearest neighbour interactions in lattice configurations. Rydberg atoms are atoms with at least one electron in a highly excited state, and exhibit surprisingly long lifetimes of typically few tens of microseconds to few milliseconds due to the low overlap of the excited electronic state with the ground state [44] . Their large electronic wavefunctions lead to strong dipolar interactions. In the case where there are only identical Rydberg atoms in the system, direct dipole interactions are forbidden and second order induced dipole-dipole interactions dominate (here we assume the absence of Förster resonances for simplicity). These van der Waals interactions typically show a r 1 6 dependence with distance r in the absence of special resonances. Rydberg states exist for all atoms, and therefore constitute a general concept to generate long-distance interactions.
This review is organized as follows. We begin with a short introduction to the mapping of the naturally arising Rydberg Hamiltonian to a spin Hamiltonian, and then discusses its experimental implementation. Thereafter, we discuss the regime of strong interactions, where the interaction range exceeds the system size. In this regime, the system can only host a single excitation, and is well described as a so-called 'superatom'. In the following part, we focus on larger systems, where correlations and crystallization have been observed. In the last part we discuss future directions. A general introduction to Rydberg physics is beyond the scope of our review, and we refer the reader to other reviews on this topic [39-41, 44, 45] .
From the Rydberg Hamiltonian to the Ising model
Here we consider a setup where many ground state atoms are coupled with a single laser field to a Rydberg state (figure 1). When coupling atoms using a near-resonant laser with Rabi frequency Ω, the experimental timescales are maximally on the order of the Rydberg atom lifetime τ. For ultracold atoms, this leads to the observation that the motion of the atoms is in most cases negligible for the excitation dynamics. The corresponding theoretical model describing this system is the so-called 'frozen Rydberg gas', in which only the internal electronic degrees of freedom are considered, and all atomic motion is neglected [46, 47] . The so-called dipole blockade is a central concept for understanding these systems [48, 49] . The strong interactions between Rydberg atoms lead to a significant resonance shift of the Rydberg excitation line in ground state atoms close to a Rydberg atom. This interaction-induced detuning of the transition frequency suppresses the excitation of Rydberg atoms at small separations and, equating the interaction potential, V(r), with the excitation bandwidth, gives an estimate for the length scale of this effect. For resonant excitation, the bandwidth is typically given by the Rabi frequency, and the blockade radius R b is therefore defined by
. The blockade constrains the relative distance between Rydberg excitations, which by itself leads to strongly correlated many-body states [50] . In this review, we focus on systems where single atoms, arranged on a square lattice with positions i, in a ground state g i ñ | are coupled to a Rydberg state e i ñ | . We assume a homogeneous Rabi frequency t W( ) and detuning t t l 0 w w D = -( ) ( ) of the coupling for all atoms, both considered time-dependent. The lattice setting comes with the inherent advantage that molecular loss between atoms can be suppressed by choosing a Rydberg state that has no molecular lines in the experimentally accessed parameter space, which is given by the range of t D( ) of interest and all atom separations larger than the lattice constant a lat [51] .
For the basic model no detailed knowledge about Rydberg atoms is required, as the main property of interest here is the interaction between two Rydberg atoms in the same state, which can be approximated by a van-der-Waals potential of type V r C r 6 6 = -( ) for distances r a lat  and large compared to the electronic wavefunction. The interaction potential can become more complicated in the presence of Förster resonances which are not discussed here [52] . More details on Rydberg atoms can be found in the reviews [39] [40] [41] 45] . We note that the interactions between Rydberg and ground state atoms are not relevant under the assumption that the Rydberg state is chosen as not to overlap with ground state atoms on neighbouring sites. Ground state atoms interact only if two of them were on the same site.
The Hamiltonian describing the system is given in the rotating wave approximation by
The first two terms of this spin Hamiltonian describe a transverse and a longitudinal magnetic field. The former is controlled by the coherent coupling between the ground and the Rydberg state with the time-dependent Rabi frequency t W( ). The latter is determined by the detuning t D( ) which can be used to counteract the energy offset
) . In finite systems, i  has a spatial dependence with negligible consequences besides favouring the pinning of Rydberg excitations at the edge of the system. In infinite systems, i  just leads to a constant offset of the detuning. This spin Hamiltonian has a dynamic aspect in the sense that it requires the presence of driving to a Rydberg state, which inherently limits its study to timescales shorter than the Rydberg lifetime. But the interactions can be very strong, and therefore the time evolution can be fast enough to explore properties of the system before the decay processes become relevant. Experimentally, the strength of the interactions can easily exceed the linewidth of the Rydberg excitation line and the maximum achievable Rabi frequency. Therefore, the relevant figure of merit for the observation of coherent dynamics is the product of system lifetime τ and Ω.
Values of 100 t W > are experimentally feasible [53] [54] [55] [56] . While the lifetime is fundamentally limited by natural decay rates, increasing the Rabi frequency is mainly a technical challenge.
Experimental techniques
Combining an optical lattice experiment with the excitation of Rydberg atoms introduces a new length scale in the system, but it also leads to challenges on the experimental side. It is desirable to prepare atom distributions with one atom per lattices site with spatial structures on the order of the blockade radius of the Rydberg atoms. Another difficulty is the extremely different energy scales of Rydberg interactions and lattice physics. Forces between the Rydberg atoms can be larger than all energy scales of the lattice, and can lead to movement of the atoms before imaging. In the following, we give a short overview of experimental techniques from preparation of ground state atoms to imaging of Rydberg atoms in an optical lattice.
Preparation of atoms in optical lattices
Densely filled systems with one atom per site can be prepared in optical lattices by driving the superfluid-Mott-insulator transition with ultracold bosonic atoms with repulsive interactions [8, 57] . In this way more than 95% filling can be reached in the central region of the lattice. Employing single-site addressing techniques, the atom distribution can be tailored to the needs [16, 58] . The single-site addressing implemented in [58] starts from a spin-polarized atomic sample in the optical lattice with one atom per site. Then, a spin-selective optical light shift with the desired pattern is imaged onto the atoms. This shifts the microwave-transition between two hyperfine ground states for illuminated atoms compared to the ones in the dark, and allows for a selective microwave transfer via a narrow transition to another hyperfine spin state. In the end, the possible shapes are only limited by the size of the initial unit-filling region in the lattice and the resolution of the imprinted light pattern.
Recently, other techniques have achieved near-perfect array arrangements of atoms. Progress in the deterministic loading of microtraps allows for loading many traps with exactly one atom [59] [60] [61] . Compared to the lattice approach discussed above, the larger, tunable spacing between these traps can be an advantage for Rydberg experiments. Progress on Rydberg excitation in microtraps is reviewed in [39, 41] .
Another promising approach is to use atoms in an array of magnetic traps [62] [63] [64] though the deterministic preparation of single atoms in these traps has not yet been demonstrated.
Rydberg excitation and detection
The most common Rydberg excitation schemes are a two-photon excitation to the Rydberg state and a direct excitation with a single laser from the ground state (figure 2) [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] . Both schemes have advantages and disadvantages. The two-photon scheme typically requires laser wavelengths that are easily accessible with diode lasers or frequency-doubled diode lasers [65] [66] [67] [68] [69] [70] [71] [72] [73] . In contrast, the direct excitation wavelengths are typically in the ultraviolet wavelength range and require more challenging laser systems [54, 74, 75] . Another advantage of the two-photon excitation scheme is the accessibility of both Rydberg S-and D-states for alkali atoms, leading to more flexibility compared to the direct excitation using a single laser, which only gives access to P-states. Twophoton excitation is limited by the smallest of the two transition matrix elements. The two-photon excitation rate is limited by the matrix element between the intermediate and Rydberg states, but this matrix element is larger than the direct S-P matrix element between Rydberg states of the same principal quantum number. But there are some drawbacks of the two-photon excitation, including light shifts and scattering from the intermediate state. Scattering can be reduced by more intensity for the second excitation step or a narrow linewidth of the intermediate state (if available in the atom) and light shifts are in principle not an issue as long as they are not time-dependent. This stability requirement can become challenging as it increases requirements for laser intensity stability tremendously. A direct excitation scheme minimizes light shifts. However, for experiments based on resonant excitation of Rydberg atoms that have plenty of intensity for the second excitation step available by either strong focusing or a lot of laser power, neither scheme has a large advantage over the other.
There are many ways Rydberg atoms were detected historically. The standard way is to apply electric fields and ionize the Rydberg atoms and guide the resulting ions and/or electrons to detectors [44] . Gaining spatial resolution from this approach is possible but challenging [72, [76] [77] [78] [79] [80] . The required in-vacuum components are also difficult to combine with high-resolution imaging and optical lattice technology. Another approach is the detection of Rydberg excitations as atom loss, a technique that is often used in optical tweezer experiments [39, 41] ( figure 3(b) ). In an optical lattice, this technique is problematic as the Rydberg atoms are typically not lost with high fidelity and furthermore it requires high fidelity imaging of the atom distribution before and after Rydberg excitation. This double imaging is challenging in a quantum gas microscope because the heating of the atoms needs to be kept low enough during the first imaging phase that they do not tunnel in the lattice during the experiment. Optimized Raman sideband cooling might allow for such a scheme in the future. The requirement of double imaging can be avoided by detecting the Rydberg atoms themselves after deexciting them in a controlled way to the ground state and removing the other ground state atoms [81] ( figure 3(a) ). In this way, spatial correlations between the Rydberg excitations can be extracted with high fidelity because features in spatial correlation functions are insensitive to uncorrelated loss of Rydberg atoms in the process. Alternative ways to optically image Rydberg atoms are direct imaging on another transition available in alkaline-earth-like atoms [73] or EIT-imaging [82] [83] [84] . There are no major obstacles anticipated for extending these techniques to imaging of individual Rydberg atoms with single-site resolution in a lattice configuration. It is also possible to detect the photons from the decay of Rydberg atoms [85, 86] , but it seems challenging to achieve site-resolved detection of single Rydberg atoms in this way.
Limit of strong interactions-isolated superatoms
The time-evolution in the Rydberg Hamiltonian leads in general to complicated, entangled many-body states, and is barely tractable numerically in mesoscopic systems. It is illustrative to first focus on the limit of dominating Rydberg-Rydberg interactions which is comparatively simple to understand. In this setting, the blockade radius is larger than the diameter of the system and there can be only maximally one Rydberg excitation (figure 4(a)). As a consequence, the system behaves as a collective two-level system with basis states of zero and one Rydberg excitation [48, 49] . Experiments with two atoms in optical tweezers have first demonstrated this concept [69, 70] . Here we focus on a system with many ground state atoms. Such a two-level system offers promising perspectives for quantum computing as it allows for the storage of a qubit while being insensitive to atom loss [39, 88] . Moreover, gaining excellent control over such collective Rabi oscillations even constitutes one promising approach to implement quantum gates via collective encoding [89] .
Superatoms as effective two-level systems
The isolated superatom arises in a finite system in the limit of dominant interactions. Because there is maximally one Rydberg atom in the whole system, the state space is dramatically reduced and the full system can be described as a collective two-level system in the symmetric subspace of zero (n 0 =  ) and one (n 1 =  ) Figure 3 . Detection schemes of Rydberg atoms. (a) Detection in optical lattice as introduced in [81] . From left to right: atoms in an initial configuration are coupled to a Rydberg state. Thereafter, ground state atoms are removed and in the following the Rydberg atoms are deexcited to the ground state. Finally, the remaining ground state atoms carry the information of the Rydberg atom positions and are imaged in a quantum gas microscope. The image is then digitized by applying a reconstruction algorithm [87] .
(b) Detection in optical tweezer arrays. Detection scheme as used in [55] . From left to right: atoms are prepared and imaged in the initial configuration and are then coupled to a Rydberg state. Then Rydberg atoms are lost as they are anti-trapped in the tweezers. 
. In this collective two-level system, the coupling is not given by the bare coupling Ω but by the symmetry-induced collectively enhanced coupling
Implementations
Minimal implementations of isolated superatoms with N = 2 were created to demonstrate a two-qubit gate with Rydberg atoms [69, 70, 75, 91, 92] and the 2 enhanced collective Rabi oscillation was observed [39, 41] . Implementations with larger atom numbers were driven by the idea to study single photon, single electron or single ion sources [93] [94] [95] [96] , exploiting the fact that the superatom can have maximally one Rydberg atom. For these purposes the coherence of the superatom is not required and in some cases is even disadvantageous. In contrast, for quantum computing applications coherence of the superatoms is essential. Collective Rabi oscillations were observed in larger ensembles [85, 97] and for few atoms with preselected atom number [56] (figure 5). The spatial ordering of the atoms is not important for superatoms as long as all atoms are within the blockade radius and ground state-Rydberg atom interactions can be neglected.
Recently, experiments on systems with many atoms confirmed the N scaling of the collective Rabi frequency over about two orders of magnitude [55, 98] . Here the initial atom number was known with subPoissonian fluctuations by either employing the Mott insulator transition in an optical lattice, or measuring the number of atoms before Rydberg excitation.
The entangled nature of the excited state in the superatom has been also inferred [98, 99] . The underlying idea is to determine the population in the coherent superatom sector by determining the amplitude of the Rabi oscillation. Based on this quantity, an entanglement witness can be constructed to show k-particle entanglement for a significant part of the ground state atom number. However, the predicted W-state has not been directly confirmed via quantum state tomography yet.
Challenges
Collective Rabi oscillations have been observed with fully-blockaded Rydberg ensembles in various experiments. The coherence time of the collective Rabi oscillation in all of them is on the order of a few oscillations which is shorter than expected. Different influences of some contributing effects are not fully understood. For example, interplay between technical noise and collective effects can lead to increased decoherence in larger systems. There are also more complicated dephasing processes. One is the coupling of the excited state to the N 1 -dark states with one excitation. Another is the off-resonant coupling to the doubly excited states, discussed in the next section. There are also contributions from black-body radiation and imperfect blockade due to coupling to molecular states. A more systematic study of these effects is necessary to understand the dephasing effects in more detail and improve the coherence times. Another technical difficulty is the preparation of a deterministic atom number in the fully-blockaded ensemble. Variations in atom number are hard to distinguish from dephasing in the measurements. The recent work on reduction of temperature and noise in quantum gas microscopes will lead to improvements here. Additionally, new techniques for deterministic preparation of arbitrary atom configurations have been developed for tweezer arrays [59] [60] [61] .
Beyond isolated superatoms
In experiments, the Rabi coupling in the superatom is typically not negligible compared to the interaction shift caused by two Rydberg excitations in the system. As the coherent collective Rabi oscillation will off-resonantly couple to a large two-excitation space which grows quadratically with the number of spins, even small couplings lead to significant dephasing. Understanding of these effects can be gained by breaking the full blockade condition on purpose by spreading the atoms out over an area with a diameter comparable to or larger than the blockade radius. This regime has been explored experimentally with systems on the order of the blockade radius [98, 100] (figure 6). Even continuum systems much larger than the blockade radius still show a collectively enhanced Rabi frequency [67, [101] [102] [103] .
To illustrate the effects of breaking the full blockade condition slightly in a superatom, we consider a simple model. We imagine a square of atoms in a lattice where the diagonal is comparable to the blockade radius. In such a setup the first pairs of Rydberg atoms are expected along the diagonal of the system, since these doubly excited states exhibit the smallest detuning (for the discussion here we assume perfectly symmetric van der Waals interaction). To describe this system we can extend the simple two-level model discussed above and add two states with two excitations aligned along the diagonals and . Only the symmetric superposition 
where d is the distance between the two atoms in the doubly excited state. Surprisingly, this model fails to predict the coupling to doubly excited states quantitatively. The reason is that many two-excitation states with different energy have a considerable influence. Taking all of them into account in the same way as above leads already to a reasonable approximation. For that purpose we introduce one additional state for each distance between two atoms. As a simplification, we assume the W-state equally couples to each of these states which consist of a symmetric superposition of all doubly excited states with same energy. The result of this approximation is shown together with experimental data in figure 6 . There is another important effect, which is the spatially inhomogeneous coupling of the singly excited states to the doubly excited ones. This leads to a deviation from the W-state in the singly excited subspace (figure 8). It manifests itself as a spatially dependent variation of the amplitude factors around N 1 . This spatial dependence can be taken into account in this model by treating all states with n 1 =  separately, instead of as a single W-state. Using these approximations, one can describe the dynamics on a nearly blockaded 15×15 square with a 164×164 Hamiltonian, as well as the reduced basis set calculation that takes into account many more states (figure 6). These approximations are, of course, only reasonable for short evolution times and weak breaking of the full blockade condition, where the interaction energy of the lowest two-excitations states is on the order of the Figure 6 . Breaking the superatom. Collective Rabi oscillation with coupling to a two-excitation state in a 15×15 atom initial lattice. Experimental single atom and two-atom events are shown (blue and red points) together with two theoretical predictions. One is a calculation based on a reduced basis set with R c =8 (thick lines), the other is an approximation assuming a perfect Dicke state in the singly excited subspace and only coupling to symmetric two-atom states (thin lines, see text). Both take into account the experimental initial atom configurations with an average filling of 0.82 as well as the detection efficiency of 68% h = . Grey line is a fit to the experimental average excitation number. The insets show two experimental two-excitation pictures (left) and the correlation function between two-atom events (right). Adapted from [98] .
Rabi-frequency. For long evolution times, weak couplings to more states must be considered. The reduced basis set calculation considers only states that have a minimal distance between excitations larger than a critical distance R c [104] . This idea relies on the observation that states with closer excitations have extremely high energy and are therefore typically far off-resonant and not coupled to states of interest. Care has to be taken for anti-blockade configurations [108, 109] . In any case the validity of this approximation can be checked by confirming the convergence of the solution for R 0 c  .
Sudden quench in the Rydberg Hamiltonian
For systems larger than the blockade radius the approximations discussed in the previous sections fail, and in general the full Hamiltonian needs to be considered. The most commonly used technique to investigate the Rydberg Hamiltonian is a sudden switch-on of the coupling to the Rydberg state for a certain time. This corresponds to a quench of the transverse field in the spin Hamiltonian. The sudden quench of the coupling from the ground state with n 0 =  leads to dynamics because the initial state is not an eigenstate of the new Hamiltonian any more. The initial state is projected onto the basis states, leading to a superposition with wide spread of energies that show different time evolution. However, experiments show that for atom numbers larger than two, the system ends up in a quasi steady-state on a timescale on the order of 2 coll p W . In the following, we look in more detail at the dynamics and then at the properties of the quasi-steady state.
Excitation dynamics
Here we consider the following excitation sequence. Initially, all atoms are spin-polarized in the ground state, and at time t=0 resonant coupling Ω to the Rydberg state is switched on (detuning 0 D = ). After an evolution time, the system is detected at a time t t 0 = . This evolution is equivalent to a quench of the transverse magnetic field in a long-range interacting Ising Hamiltonian. The excitation dynamics in the Rydberg Hamiltonian is quite complicated, especially in the general case where the system is neither fully-blockaded nor in the lowexcitation limit. The van-der-Waals interaction leads to a wide variety of energy scales that cause interactioninduced dephasing of the system. Coherence is preserved for longer than Rabi oscillations can be observed in the system average. But coherence is hard to measure as it is only accessible in experiments that are sensitive to the phases [81, 110, 111] . All density-related observables show steady-state behaviour that has been investigated theoretically [101, 112] and observed in many experiments [55, 67, 68, [113] [114] [115] [116] [117] [118] [119] [120] . For resonant driving of the Rydberg transition, this steady state is reached in a time on the order of 112, 121, 122] , where N b is the number of atoms per blockade sphere. Theory calculations show that the observation of quasi steady states can be explained by fully coherent dynamics and does not rely on external decoherence sources. The time evolution can be understood intuitively as a superposition of many Rabi oscillations from the ground state to all singly excited states which are then further coupled to doubly excited states, and so on. For small system sizes, the number of excited states is limited and the relevant dynamics of the system can be understood by the approximations discussed in the previous section. The superatom idea can be extended to systems with larger number of excitations, leading to a picture of a dense packing of Rydberg blockade spheres for large excitation numbers [121, 123] . This approach provides access to the excitation statistics of the steady state, but dynamics is difficult to approximate. The typical timescales of the excitation dynamics are still given by a collectively enhanced Rabi frequency, where the effective number of atoms participating is roughly N b [67, 71, 101, 111] .
Spatial correlations
Spatially resolved detection of Rydberg atoms allows direct measurement of correlation functions from which the blockade radius can be inferred. The discussion of the excitation dynamics in the last section suggests that the spatial correlation function evolves to a steady-state. In this regime the Rydberg atoms arrange randomly but are subject to the blockade constraint and therefore have liquid-like distance correlations. There has been a variety of theoretical work on the steady state patterns expected in the Rydberg gas [124] [125] [126] . It has been argued that high density initial states entropically favour ordered Rydberg excitations [121] . Another view on the ordering is that the spin--distribution can be modelled in a driven-dissipative steady-state in which particles interact with logarithmic potentials [127] .
One signature of correlations is the excitation statistics of Rydberg atoms in the system. It has been observed experimentally that the Rydberg numbers are sub-Poissonian [113, 115, [118] [119] [120] .
A more direct way to measure spatial correlations is to extract them from high-resolution images. These correlations have been studied both by ionizing the Rydberg atoms [72, 128] 
This function measures the joint probability of having two excitations at a distance r. Here r r , ij d is the Kronecker symbol that restricts the sum to sites i j , ( ) for which r r ij = . This correlation function can be calculated using a dataset of positions of all spin- atoms in many realizations of an experiment ( figure 9(a) ). A first idea of the correlations can be gained by aligning centre of mass and angle of events with same spin- number ( figure 9(b) ). For the calculation of the correlation function, all realizations independent of the number of spin- atoms are included ( figure 9(c) ). This correlation function shows the blockade effect for small distances and a peak slightly beyond the blockade radius, as expected from theory [126, 127, 129, 130] . Imaging imperfections lead to nonvanishing correlations below the blockade radius and a slight smearing out of the edge. The sharp rise at very short distance is caused by tunnelling during imaging that leads to an atom to be falsely detected as two atoms with probability of about 1% [81] . A signal below the blockade radius could in principle also arise from pair excitations [51] but it is unlikely that pairs excited in that way can be detected in the applied imaging technique considering the forces acting between the two atoms in such a pair. Instead, imperfect blockade is typically caused by imaging imperfections that lead to detection of Rydberg atoms in different locations than they were initially excited. This can either happen through misidentification of ground state atoms as Rydberg atoms or due to movement of Rydberg atoms during the imaging sequence. The corresponding pair correlation function in a 1D system has been measured with an array of equidistant atoms in microtraps on a larger spatial scale, but the correlation function shows qualitatively the same features ( figure 10) . The same study also observed the influence of anisotropic interactions on the 2D correlation function [55] .
Adiabatic preparation of Rydberg crystals
The sudden switching of the coupling to the Rydberg state and the resulting time evolution discussed in the previous section raises the question if it is possible to perform adiabatic sweeps into collective Rydberg states and thereby deterministically create a certain number of Rydberg excitations in the system. States with a fixed number of excitations have interesting properties, such as crystalline ordering of the Rydberg excitations at low energy [27, 123, 131, 132] . Adiabatic preparation has been proposed to deterministically prepare these states [104] [105] [106] [107] . In the following we first discuss the general adiabatic preparation scheme in a many-body system and then the details of an implementation to prepare ordered Rydberg many-body states.
Adiabatic preparation in a many-body system
The adiabatic preparation in the many-body system follows the basic scheme of the Landau-Zener sweep in a two-level system [133] ( figure 11(a) ). In both cases the underlying idea is to use a Rabi coupling to open a spectral gap, which allows to connect initial and final state by an adiabatic path. This path can be followed by changing the detuning and the coupling with time. Compared to the two-level system, the interacting many-body system has more energy scales, which leads to a breakdown of the Landau-Zener picture. The main difficulty arising in the many-body case is the appearance of new interaction gaps in the many-body Hamiltonian ( figure 11(b) ). The smallest gap in the process is no longer determined by the Rabi frequency, but instead by interactions [134] . Unlike the Landau-Zener case, increasing the Rabi frequency does not necessarily improve the adiabatic transfer here. In the many-body case one either has to adapt the duration of the adiabatic sweep to be slow compared to the gaps, enlarge the gaps, or reduce the number of state crossings. Larger gaps can be achieved by decreasing the number of atoms, decreasing the distance between Rydberg atoms in the crystal, or optimizing the path in , W D ( )-space to avoid regions with small gaps [104] . The number of state crossings depends on the spatial configuration of the ground state atom distribution and is, for example, much smaller in 1D than in 2D. Crystallization Adiabatic preparation techniques have been proposed to deterministically prepare Rydberg crystals [104] [105] [106] [107] . For an experimental implementation of these proposals, it is important to first look at the energy scales in the system that determine the timescale for the preparation. As the time for coherent Rydberg experiments near resonance is typically limited to about 10 μs due to a combination of decoherence, lifetime and mechanical motion of the Rydberg atoms [69, 70, 75, 81, 85, 97, 135] , this imposes strict limits on the set of systems with large enough gaps to make the adiabatic preparation realistic. In contrast to adiabatic passage in two-level systems the transfer here is not limited by Rabi frequency but by the interaction gaps. Experimentally the preparation was demonstrated in 1D systems with up to about 20 ground state atoms and up to three Rydberg excitations [136] (figures 12(a)-(b) ), which is an implementation in an optical lattice with spacing a 532 nm lat = using the rubidium Rydberg 43S state. The spin- number in the system changes by one when increasing the length by about 10 sites. Therefore a 1D system with length fluctuations much smaller than that is required. Average fluctuation of less than one site can be achieved using single-site addressing in a Mott insulator [58] . Experimentally, the number of Rydberg excitations is limited here to about three due to breakdown of adiabaticity for more than about 25 ground state atoms. Supporting theory calculations for the experimental parameters show that there is essentially no parameter space where one can prepare four excitations but not three for these experimental parameters ( figure 12(c) ). Crystals with more excitations are realizable in an optimized setup with larger interaction gaps, for example by reducing the distance between Rydberg atoms in the crystal [135] , or by coupling to Rydberg states with longer lifetime.
For the experimental implementation, an optimized time-dependence of t W( ) and t D( ) needs to be determined which is done via numerical optimization. Typically, the sweep starts with a rise of the Rabi frequency followed by a sweep of the detuning over the resonance. This part can be relatively fast if sufficiently high Rabi frequency can be reached in the experiment. In the end the Rabi frequency needs to be reduced to reach the final state at 0 W = . The timescale of this part is limited by the interaction gaps in the system. In figure 13 (a) the spectrum during the sweep is shown for a simplified small system. The gap in the many-body spectrum during the adiabatic sweep is comparably large during the first half of the sweep. In the end, during the reduction of the Rabi frequency, the gap becomes very small. This shows the importance of a soft switch-off of the Rabi frequency in the experiment. The approximate path of the adiabatic sweep through the W D ( )-space, together with the average number of spin- atoms along the path, is illustrated in figure 13(b) . The sweep starts [104] . The laser coupling introduces quantum fluctuations that can destroy the crystalline order [27, 131, 132, 137] .
One clear signature of successful adiabatic preparation is a staircase of the number of spin- atoms versus length of the system ( figure 14) . On the plateaus the number of spin- atoms is insensitive to changes of the experimental parameters. Due to finite detection efficiency of the Rydberg atoms, the plateaus do not show integer values. To confirm the number of excitations on a plateau one can look at the average spin- density which shows three spots for the stair of three spin- atoms ( figure 14 inset) . We note that although a macroscopic population of the many-body ground state is reached in these experiments, the system is not prepared with high fidelity in the absolute ground state [107] . Reaching the absolute ground state of a mesoscopic quantum many-body system is challenging, and simulations show that obtaining near unit fidelity would be only possible if the sweep is longer than about 100 μs, which is beyond the lifetime of the Rydberg state and therefore impossible in this experimental setting. Slight deviations from adiabaticity leak population to states very close in energy, and the states populated in this way are experimentally indistinguishable from the ground state. A typical example is the shift of one spin- by one site in a 1D crystal. In a recent experiment, an optimized 1D system obtained considerable ground state fractions for short periodicities of the crystal which have a larger gap than the systems discussed above [135] .
These results in 1D raise the question of whether the deterministic preparation of ordered states can also be implemented in 2D systems. Experimental parameters are much more challenging in 2D, and it becomes hard to observe the staircase of excitations in the same lattice with 43S rubidium Rydberg states. This becomes obvious when looking at the interaction energy for the different configurations of different spin- numbers ( figure 12(c) ). In the case of a circular initial system the radius needs to be adjusted to less than a lattice site to observe a plateau in the staircase. This is effectively impossible in an experimental setting with a preparation uncertainty of about 80% filling in the initial state. The imperfect filling leads already to effective radius variations of the order of one site even if slight alignment errors of the addressing pattern with the lattice are neglected. But it is experimentally possible to prepare low energy configurations of the spin- numbers although the spin- number is not fully deterministic. One hint that lower energy states are reached is provided by comparing the correlation function ( Figure 15 ) measured with an adiabatic sweep to previous measurements without an adiabatic sweep (figure 9). Another way is to directly look at the average magnetization density without any configuration alignment. Low energy states will show a ring-like structure in the spin- density, which has not been observed for the simple pulsed excitation ( figure 16) . When a state with mainly n 3 =  is excited, the blockade radius requirement leads automatically to a hole in the spin- density in the centre. This demonstrates that the adiabatic preparation partially works in 2D but the precision and stability of the sweep and initial atom configurations are not sufficient to reach deterministic preparation of states with definite spin- number. The quality of the sweep in these experiments was mainly limited by fluctuations in the lightshift caused by laser intensity noise and decoherence due to a combined two-photon laser linewidth of approximately 50 kHz. In addition, the large spacing of the Rydberg crystals in these experiments is unfavourable for adiabatic preparation, but experimental constraints prohibited reducing the blockade radius significantly in the described setting without compromising detection efficiency.
Challenges and limitations
The vastly different energy scales of Rydberg atoms and ground state atoms in an optical lattice can lead to interesting physics, but also pose experimental challenges. This starts with high-fidelity imaging of Rydberg atoms. Even experiments as simple as determining the resonance frequency of the Rydberg transition can become complicated in the presence of strong interactions. In a dense ensemble, Rydberg lines exhibit significant shifts and broadening, requiring very dilute atomic ensembles or Rydberg excitation numbers on the order of one to determine the Rydberg line centre with high precision. But the position of the Rydberg line has to be determined very precisely for the adiabatic sweeps as the relative frequency offset of the sweep with respect to the resonance needs to be adjusted to few tens of kilohertz to prepare certain excitation configurations. Another experimental issue is that Rydberg atoms experience a different potential landscape than ground state atoms in optical lattices. The differential light shift between ground and Rydberg state atoms makes it difficult to design optical lattices for alkaline atoms with appropriate spacing that trap both states in the same location. On the contrary, for optical tweezers, equal trapping for ground and Rydberg state ('magic trapping') has been achieved [138, 139] . For alkaline atoms in optical lattices the options are mainly to avoid the effects of light shifts on the Rydberg atom by minimizing the time spent in the Rydberg state, switching the potential off during Rydberg excitation, working with Rydberg states that experience less forces [140] , or phase-shifting the lattice [141] . For alkaline-earth-like atoms, magic trapping in optical lattices is promising [142] . Many challenges for the preparation of crystalline configurations are caused by the very fast fall-off of the Rydberg van der Waals interaction with r 1 6 , leading to stringent requirements for the precision of the size of the initial atom distribution and exact tuning of the frequency, as the interaction energy drops quickly to small values that still need to be resolved for adiabatic preparation. The steep increase of the interaction energy for distances below the blockade radius leads to problems with energy scales as the energy pumped into the system by an adiabatic sweep can lead to strong forces between the Rydberg atoms that effectively heat up the system. In particular, in optical lattices even slight heating or shift of the atoms leads to occupation of higher lattice bands and therefore increased tunnelling during imaging of the Rydberg atom positions. The adiabatic preparation discussed here is fundamentally limited to small excitation numbers as the gaps in the adiabatic preparation drop exponentially with increasing atom number [104] leading to extreme requirements for lifetimes and coherences time in experiments. These cannot be fulfilled by typically used S/P/D Rydberg states. The extension of this adiabatic preparation scheme to producing small crystals in systems with anisotropic interactions is possible [143] . Current experimental techniques also allow for a detailed investigation of the other phases in the phase diagram which are theoretically more interesting than the mainly classical crystalline state, for example floating crystal phases [137] . By optimizing the time dependence of detuning and Rabi frequency through optimal control techniques it might be possible to not only create crystalline states with higher fidelity but also to prepare entangled states deterministically [144] .
Conclusion
Recently there has been tremendous progress in controlling Rydberg excitation coherently and employing them to prepare entangled states of neutral atoms. The combination of Rydberg experiments in large ensembles with high-resolution imaging in optical lattices opens a wide range of new experiments in long-range interacting spin models. In this review we focused on the finite-range Ising spin Hamiltonian that emerges naturally when exciting an ensemble of atoms on a lattice to a Rydberg state.
Possible improvements
One of the experimentally most important open questions about the Rydberg atom platforms discussed here is a precise characterization of the sources of decoherence and dephasing. They are plentiful, and the long process of tracking down all experimental uncertainties and eliminating them has only recently begun [88] . This is partly caused by the sensitivity of Rydberg atoms to electric fields, which is inherently connected to their strong interactions. This is not only an issue for Rydberg atoms, but also for many other long-range interacting systems because the presence of strong long-range interactions can easily lead to coupling to the environment. Static electric fields, microwave fields in the Gigahertz range and black body radiation all have an influence on Rydberg atoms, and are rarely controlled in typical ultracold atom experiments due to their negligible influence on ground-state atoms. Specialized Rydberg experiments control electric fields, but reduction of black body radiation is currently achieved in only a few experiments [145] . Effects that might be caused by black body radiation are still barely understood [54, 86, 146] . Black body radiation effectively leads to diffusion of Rydberg state population to nearby Rydberg states. As many experiments cannot resolve population of neighbouring Rydberg states in detection [39] , these repopulation effects show up as loss of Rydberg atoms in many experiments and effectively reduce detection efficiency. Minimizing effects of black body radiation is challenging [147] . The obvious solution is to cool the whole vacuum chamber to low temperatures [145] . There might be ways to use Rydberg states with lower coupling to black body radiation. Selecting a special Rydberg state with a particular neighbourhood of other states might lead to improvements but the influence of the level splitting on interactions limits this approach. In some experiments, the use of additional laser and microwave fields to depump unwanted Rydberg states that were populated by black-body radiation might be a solution [54] .
There is also the general question, to what extent the lifetime of systems with finite-range interactions can be improved. Typical interactions between Rydberg atoms lead to interaction forces on short scales larger than the trapping of the atoms, which makes the system intrinsically unstable if Rydberg atoms can come close to each other. Additionally, optical driving to these interacting states leads to extreme broadening of the excitation lines which becomes even worse when unwanted states are populated in the system [54, 86, 146, 148] . This is in particular a problem in van-der-Waals-interacting systems which rely on second-order interactions where impurities in other Rydberg states can introduce first-order dipole-dipole interactions that are much stronger. Developing techniques to keep these systems under control requires more detailed understanding of their causes. This will also increase understanding in other systems, as some of these effects are quite generic for dipolar interacting systems.
Recent progress in the deterministic preparation of atomic arrays in optical tweezers via sorting of atoms [59] [60] [61] allows for higher data rates and renders Rydberg experiments with larger number of ground state atoms in nearly defect free arrays realistic [135] . The higher statistics in larger arrays will allow for faster progress in the field.
Future prospects
The investigation of spin models created by the coupling of atoms in lattices to Rydberg states has just started and many directions have not been explored yet. Many predicted effects in the Ising spin model discussed here have not been seen in experiments. In the following we discuss an exemplary set of open questions.
Entanglement. One big open field is the investigation of entanglement properties of mesoscopic Rydbergexcited states. This requires high fidelity detection and preparation, and even then, a specifically designed entanglement witness is typically required to show entanglement in reasonably large systems. Besides the demonstration of entanglement of two atoms [53, 91, 92] and the special case of the Rydberg superatoms [98, 99] entanglement experiments with Rydberg atoms are scarce. There are proposals to generate spin squeezing and non-Gaussian states with Rydberg atoms which can be directly applied in optical lattice clocks [149] [150] [151] [152] . There is also recent interest in the study of the entanglement growth in quench experiments [30, 31] .
Dipole interactions. Besides van-der-Waals interactions Rydberg atoms also allow for the investigations of spin models based on the direct dipole-dipole interaction between different Rydberg states. First experiments on the exchange interactions [153] look promising for the investigation of larger spin systems.
Exotic spin systems. Spin systems with exotic interactions can be designed with Rydberg atoms [154, 155] . These ideas widen the scope of Rydberg spin systems to a much larger class of spin models and employ the Rydberg dressing technique discussed in the following section.
Phase diagram of the Ising model with finite-range interactions. The crystalline phase is only a small region of the phase diagram of the Ising model with finite-range interactions [156] . A more detailed measurement of correlation functions and excitation fractions should allow the experimental determination of phase transitions. This includes the dynamics of the build up of order and the investigation of the path to long-range order [157] .
Kibble-Zurek mechanism. With recent progress in the field, the investigations of quantum critical behaviour [27] and Kibble-Zurek scaling while crossing the quantum phase transition in the transverse Ising model are within reach [158, 159] . In particular large low-defect initial states and long coherence times as well as high stability of the experimental setup are required.
Beyond spin models-Rydberg dressing One important objective is to implement interacting many-body systems combining atomic motion with tunable long-range interaction via Rydberg atoms [22] . This could be achieved by engineering a tunnelling term for atoms in a lattice described by the Ising model discussed here. The main experimental challenge is to bridge the mismatch in energy and timescales between the Rydberg excitation and the dynamics of ground state atoms. A possible solution is the so-called Rydberg dressing where ground state atoms are coupled off-resonantly to Rydberg states leading to effectively weaker interaction with lower decay rates.
Rydberg dressing is the off-resonant admixture of a Rydberg state to the ground state in the limit D W  | | . There is a continuous transition from off-resonant Rydberg excitation. Therefore the dressing picture also holds in a similar way close to resonance. The motivation for Rydberg dressing is to tune the lifetime of Rydberg atoms to another independent timescale like tunnelling in an optical lattice. In this case the lifetime of a Rydbergdressed ground state atom has to be long compared to the tunnelling in the lattice. The main difficulty in this approach is that decay and loss processes of Rydberg atoms have to be controlled on these timescales that are much longer than for near-resonant experiments such that also more exotic loss processes become relevant. Rydberg dressing has been proposed to implement interactions in quantum gases [28, [160] [161] [162] [163] [164] [165] together with techniques to detect weak dressing interactions [151, 166, 167] . One of the exotic states that might be realizable using Rydberg dressing is a supersolid droplet crystal [28, [168] [169] [170] [171] [172] [173] . Rydberg dressing also allows to impose local constraints which are at the heart of the implementation of models related to gauge theories, like the quantum spin ice [174] . In addition, it is also possible to design interaction terms in spin Hamiltonians that are quite unusual, for example terms that conserve the parity of the spin but not the magnitude [154, 155] . Other predictions include cluster Luttinger liquids in 1D [29] and glassy phases [24] [25] [26] . It might be even possible to implement a universal quantum simulator [175] or quantum annealer based on Rydberg dressing [7, 176] .
Experimental implementation of Rydberg dressing is challenging and schemes based on two-photon excitation in large systems very close to resonance suffered from strong loss [86, 146, 148] . Rydberg dressing has recently been implemented, initially with two atoms [53] and later in a many-body setting [43, 54] . Both of these experiments used a direct excitation to Rydberg states with an ultra-violet laser. This direct coupling scheme is superior in experimental parameters to two-photon excitation schemes in alkali atoms. An experimental implementation of many-body systems with finite-range interactions and hopping in the lattice would open another new field for Rydberg physics.
