For the extended mixed linear complementarity problem EML CP , we first present the characterization of the solution set for the EMLCP. Based on this, its global error bound is also established under milder conditions. The results obtained in this paper can be taken as an extension for the classical linear complementarity problems.
Introduction
We consider that the extended mixed linear complementarity problem, abbreviated as EMLCP, is to find vector x * ; y * ∈ R 2n such that
The Solution Set Characterization for EMLCP
In this section, we will characterize the solution set of the EMLCP. First, we can give the needed assumptions for our analysis. iii The solution set of EMLCP is convex.
2.3
For any x; y ∈ X * , since x 0 ; y 0 ∈ X, we have
2.4
Since x; y ∈ X, x 0 ; y 0 ∈ X * , using the similar arguments to that in 2.4 , we have
Combining 2.4 with 2.5 , one has
By 2.6 , we have
By Assumption 2.1, one has
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Combining 2.7 with 2.8 , we have
That is,
Using x 0 ; y 0 ∈ X, x; y ∈ X * again, we have
2.11
Using x; y ∈ X, x 0 ; y 0 ∈ X * again, using the similar arguments to that in 2.11 , we have
From 2.9 , 2.4 , and 2.11 , one has
2.13
Combining 2.5 with 2.12 yields
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Combining this with 2.13 yields
From 2.10 and 2.15 , one has
By 2.10 and 2.16 , we obtain that x; y ∈ W follows. On the other hand, for any x; y ∈ W, then x; y ∈ X, and
2.17
and one has 0
2.18
Using 2.18 , one has 0
2.19
Thus, we have that x; y ∈ X * . 
2.23
For the vector x; y τ x 1 ; y 1 1 − τ x 2 ; y 2 , for all τ ∈ 0, 1 , by 2.23 , we have
2.24
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2.26
Proof. Set
2.27
For any x; y ∈ W, then x; y ∈ X, combining this with x 0 ; y 0 ∈ X * . Using the similar arguments to that in 2.5 and 2.12 , we have
2.28
Combining this with x; y ∈ W, one has 
2.31
Thus, x; y ∈ W.
Using the following definition developed from EMLCP, we can further detect the solution structure of the EMLCP. 
Proof. i Set
W x; y ∈ X | x; y − x 0 ; y 0 M, 0 N, Q N, Q M, 0 x 0 ; y 0 M, 0 q N, Q p ≤ 0 .
2.34
From Corollary 2.3, one has X * ⊆ W. In this following, we will show that W ⊆ X * . For any x; y ∈ W, then x; y ∈ X, combining this with x 0 ; y 0 ∈ X * . Using the similar arguments to that in 2.14 , we have
2.35
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Thus, x x 0 by the full-column rank assumption on M α . Using x x 0 , combining 2.40 with 2.44 , we can deduce that
That is, y y 0 by the full-column rank assumption on Q α . Thus, the desired result follows.
The solution set characterization obtained in Theorem 2.2 i coincides with that of Lemma 2.1 in 7 , and the solution set characterization obtained in Theorem 2.5 i coincides with that of Lemma 2.2 in 8 for the linear complementarity problem.
Global Error Bound for the EMLCP
In this following, we will present a global error bound for the EMLCP based on the results obtained in Corollary 2.3 and Theorem 2.5 i . Firstly, we can give the needed error bound for a polyhedral cone from 13 and following technical lemmas to reach our claims. 
3.3
Proof. Similar to the proof of 2.14 , we can obtain ω x; y − x 0 ; y 0 ≥ 0, ∀ x; y ∈ X.
3.4
We 
3.7
Thus, for any x; y ∈ R 2n , from the first equation in 3.6 , we have
