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Kurzfassung
Das intergrierte System für das rechnergestützte Entwickeln und Kon-
struieren REGENT dient zur modularen Erstellung von Programmen für die
verschiedenen Anwendungsgebiete, zur Steuerung von Datenhaltung und
Datenaustausch zwischen Programmen und zur leichten und sicheren Anwen-
dung der Programme durch benutzerorientierte Sprachen. Programme , Daten
und Sprache für einen Problembereich bilden ein REGENT-Subsystem.
Die REGENT-Sprachverwaltung PLS (Problem Language System) ermöglicht
die Entwicklung von anwendungsbezogenen, subsystemspezifischen Sprachen
als Erweiterung der Basissprache PL/1. In diesep Arbeit werden die
Übersetzung von Anwendersprachen durch einen Vorcompiler in PL/1 und
die Definition von Spracherweiterungen und von Subsystem-Datenstruk-
turen beschrieben. Die Entwicklung und Anwendung der Steuersprache für
ein Fluiddynamik-Subsystem werden gezeigt.
Abstract:
Definition, Translation and Application of User-oriented Languages as
Extensions of PL/1 in the CAD-System REGENT
The integrated CAD-system REGENT serves for modular development of
programs for different application areas, for management of data
storage and data transfer and easy and safe application of programs by·
means of user-oriented languages. Programs, data and language for an
application area form a REGENT-subsystem.
The problem language system of REGENT, PLS (Problem Language System),
provides facilities for the development of a problem oriented language
for every subsystem as extensions of the base language PL/1. In this
paper the translation of problem oriented languages by aprecompiler
into PL/1 and the definition of language extensions and datastructures
for subsystems are described. Development and application of the lan-
guage for a fluiddynamics-subsystem is shown.
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1. Einleitung
Durch die Steigerung der Rechengeschwindigkeit und der Arbeitsspeicher-
größe elektronischer DatenverarbeitunGsanlagen (DVA) bei gleichzeitiger
starker Reduzierung des Preis/Leistungsverhältnisses sind für eine
immer größere Anzahl von Problembereichen effektive und rationelle
Problemlösuncen durch Hilfsmittel der Datenverarbeitung möglich
geworden. Immer häufiger sind es nicht DV-Spezialisten, sondern gerade
im technisch-wissenschaftlichen Bereich Konstrukteure, Ingenieure und
Wissenschaftler, die ihre Problemlösungen mit Hilfe der Datenverarbei-
tung erzielen. Dadurch gewinnt die Schnittstelle bei der Kommunikation
zwischen Mensch und Rechner entscheidende Bedeutung - über diese Schnitt-
stelle wird dem Rechner neben numerischen und alphabetischen Daten ein
maschinenlesbares Modell des Problems und (meist) des Lösungsweges
mitgeteilt (Eingabe) und die Resultate der Rechnung zurückgegeben
(Ausgabe). Die Eingabe von Modellbeschreibung und Lösungsweg erfolgt
dabei über eine von der DVA verarbeitete Sprache, wobei man jede Einga-
bemöglichkeit, von der Betriebssystem-Steuersprache über das Zeigen mit
dem Lichtgriffel auf einem Bildschirm bis hin zu den Kommandos eines
Operateurs als Sprache bezeichnen kann. Die Eingabe mittels II höherer
Programmiersprachen", wie FORTRAN, ALGOL oder PL/1 und die Eingabe
mittels "problemorientierter Sprachen" werden hier näher betrachtet.
Die Programmiersprachen FORTRAN, ALGOL und PL/1 sind vor allem für
den Bereich arithmetischer AufgabensteIlungen, also für Berechnungen,
ein geeignetes HilfsmitteL Da ein weiter Bereich von Problemstellungen
einer Lösung durch Anwendung arithmetischer Operationen zugänglich ist,
arithmetische Probleme als erste mit Hilfe der Datenverarbeitung gelöst
werden konnten und sich eine DVA für Berechnungen besonders effektiv
einsetzen läßt, haben diese Sprachen eine weite Verbreitung gefunden
und die Bezeichnung "allgemein verwendbare höhere Programmiersprachen ll
(general purpose higher level languages) erhalten. Diese Sprachen
verdanken ihre Verbreitung nicht allein der Tatsache, daß ein weiter
Bereich von AufgabensteIlungen durch sie abgedeckt wird - jede Aufgabe,
die mit einem FORTRAN-Programm gelöst wird, läßt sich auch mit einem
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Programm in Assemblersprache oder Maschinencode lösen -, sondern ihrer
leichten und sicheren Anwendung, vor allem der weitgehenden Überein-
stimmung der Sprache der Arithmetik (Formeln) und der Programmiersprache.
Während kaum ein Ingenieur den beschwerlichen Weg der Programmierung
seiner Probleme in Assemblersprache ging, sind Programmiersprachen wie
FORTRAN oder (neuerdings in steigendem Maße) pL/1 zu einem selbst-
verständlichen Werkzeug im technisch-wissenschaftlichen Bereich geworden.
In zunehmendem Maße wurden jedoch immer mehr nichtnumerische Probleme
einer Behandlung durch DVA zugänglich, darunter geometrische, topo-
logische und grafische Probleme, Simulation und Textverarbeitung. Wenn
diese Bereiche durch höhere Programmiersprachen abgedeckt werden sollen,
reichen die Elemente der Sprache selbst nicht mehr zur Beschreibung
von Modell und Lösungsweg aus. Daher werden Modellbeschreibung und
Ablaufsteuerung durch Unterprogrammaufrufe oder durch vom Programm
eingelesene und interpretierte Konstanten vorgenommen.
Einlesen von Konstanten
Von einem Eingabemedium (Karten, Lochstre~en, Taswtur) werden Eingabe-
parameter für ein Programm eingelesen (numerische Konaanten, Zeichen-
ketten). Da an dem Programm selbst nichts mehr geändert wird, besteht
die Lnwendersprache aus diesen Eingabedaten. 'Bprach~'ist hier Bezeich-
nung für die Eingabe für einen Rechner. Es handelt sich allerdings um
eine sehr primitive, schwer lesbare Sprache, was ihre Anwendung unbe-
quem, umständlich und zeitraubend macht. Variable und arithmetische
Ausdrücke (die gerade mit für die Attraktivität höherer Programmier-
sprachen verantwortlich sind) sind nicht zulässig. Die Eingabe ist oft
formatgebunden, die Reihenfolge der Daten ist starr. Ohne Erläuterung
ist die Sprache nicht verständlich, daher fehleranfällig und zeitauf-
wendig zu kodieren und zu ändern.
Um die verschiedenen Möglichkeiten der Mitteilung einer Problemstellung
an die DVA zu verdeutlichen, soll die Zeichnung einer Linie als Beispiel
dienen. Ein Ingenieur möchte der DVA mitteilen:
"Zeichne eine Linie von A nach B"
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Er erwartet folgendes Ergebnis:
A
Die Koordinaten von A seien (1.5 , 3), von B (7.5 , 6). Beim Angeben
des Zeichenbefehls durch Einlesen von Kon~anten könnte die Eingabe wie
folgt aussehen:
Z 2
1.5 3 7.5 6
11 ZII soll für 11 Zeichne Linienzug" stehen, die 2 gibt die Anzahl der Punkte
an.
Unterprogrammaufrufe
Alle allgemein verwendbaren höheren Programmiersprachen stellen die
Möglichkeit zur Verfügung, Unterprogramme aufzurufen. Das Bereitstellen
von Prozeduren für einzelne Anwendungen oder von Unterprogrammpaketen
für Anwendungsgebiete ist daher eine der meistbenutzten Techniken, um
besondere Fähigkeiten in höheren Programmiersprachen verfügbar zu
machen. Die Ablaufsteuerungen der Programmiersprache sind weiterhin
verfügbar (Schleifen, Abfragen). Den Unterprogrammen können über
Argumentlisten Programrnpararneter übergeben werden, die Argumente können
auch Variable und arithmetische Ausdrücke sein. Der Nachteil von Unter-
programmaufrufen ist die starre Syntax (Prozedurname und Argumente), die
Unübersichtlichkeit bei mehr als drei bis fünf Argumenten und die
Tatsache, daß die Bedeutung der Argumente nicht ohne weiteres ersicht-
lieh ist.
Der Befehl: "Zeichne eine Linie von A nach B" sieht bei Verwendung von
Unterprogrammaufrufen z.B. folgendermaGen aus:
X(1)=1.5
X(2)=7.5
Y(1)=3
Y(2)=6
CALL LINE(X,Y,2)
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Aus den Nachteilen der Benutzung von Sprachen mit hauptsächlich nume-
rischen Fähigkeiten für nichtnumerische Probleme entsprang sehr bald
die Erkenntnis, daß die "allgemein verwendbaren höheren Programmier-
sprachen'! in Wirklichkeit Spezialsprachen für den arithmetischen
Bereich sind, wie der Name FORTRAN (Abkürzung für: FORMULA TRANSLATOR)
schon andeutet. Eine Sprache für alle Probleme zu entwickeln erwies
sich als unmöglich. Für viele nichtnumerische Problembereiche wurde
daher eine große Anzahl von Sprachen geschaffen. Da die Sprachen auf
die jeweiligen Probleme zugeschnitten sind, wurden sie problemorien-
tierte Sprachen (problem oriented language, POL) genannt. Die wich-
tigsten Arten problemorientierter Sprachen und ihre Vor- und Nachteile
werden im folgenden Abschnitt aufgeführt.
Problemorientierte Sprachen, benutzerbezogene oder anwendungsorientierte
Sprachen sind formale Sprachen, deren Sprachelemente und Sprachstruk-
turen weitgehend an die in bestimmten Fachgebieten oder Problemkreisen
gebräuchliche Terminologie angepaßt sind. Die Beschreibung einer Problem-
stellung und des Lösungsweges in einer solchen Sprache hat gegenüber
der Programmierung in höheren Programmiersprachen folgenooVorteile /1,2,3/:
1) Da die POL-Terminologie der Fachsprache angepaßt ist, ist sie
leicht erlernbar.
2) Der Programmierer kann sich mehr auf die Beschreibung von Problem
und Problemlösung konzentrieren und wird weniger von programmier-
technischen Problemen abgelenkt. Dies führt zu kürzeren Programmier-
und Testzeiten.
3) Ein Programm kann auch von einern Fachmann gelesen und in seiner
Wirkungsweise verstanden werden, der die POL-Syntax nicht kennt.
Die Modellbeschreibung ist gleichzeitig die maschinenlesbare.
Darstellung des Problems.
4) POL-Programme sind wegen ihrer leichten Lesbarkeit weitgehend selbst-
dokumentierend. Bine Überprüfung der Eingabe für eine Rechnung ist
leichter möglich.
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Von den verschiedenen Arten problemorientierter Sprachen sind vor
allem Kommandosprachen, eigenständige höhere Programmiersprachen und
Erweiterungen allgemein verwendeter höherer Programmiersprachen hervor-
zuheben.
Kommandosprachen
Viele problemorientierte Sprachen im technisch-wissenschaftlichen Bereich
sind Kommandosprachen. Bei Kommandosprachen werden einzelne ausführbare
Anweisungen (Kommandos) sequentiell abgearbeitet und nacheinander
ausgeführt. Parameter müssen als Konstante angegeben werden, Variable
und arithmetische Ausdrücke sind nicht zulässig. Das Meßdatenauswerte-
system SEDAP /4,5/ wird durch eine formatgebundene Kommandosprache
gesteuert, Beispiele für nicht formatgebundene Kommandosprachen sind
die Sprachen für die Strukturanalyse STRUDL /6/ und DYNAL /7/ und für
die Netzplantechnik ~ROJECT /8/. Hauptnachteile der Kommandosprachen
sind das Fehlen von Variablen und arithmetischen Ausdrücken und von
Möglichkeiten zur Ablaufsteuerung wie Schleifen, Sprünge und bedingte
Anweisungen. Da die Kommandos sequentiell verarbeitet werden, werden
Syntaxfehler erst erkannt, wenn das Kommando ausgeführt werden soll.
Dadurch muß dann u.U. eine Rechnung ohne Ergebnisse abgebrochen werden,
die schon erhebliche Kosten verursacht hat. Nach dem Urteil der Anwender
ist dies einer der Hauptmängel des Systems SEDAP.
Die Sprache GRAPHIe /9,10,11,12,13/ für die8rzeugung, Manipulation und
Ausgabe grafischer Information ist ebenfalls eine Kommandosprache,
jedoch wurde durch Abspeichern der Kommandos in einer internen Daten-
struktur die Möglichkeit geschaffen, Unterprogramme, Schleifen, bedingte
Anweisungen und Variable zu benutzen. Die Implementierung von Unter-
programmen und Schleifen innerhalb eines interpretierenden Systems
hatte eine so starke Verminderung der Effektivität zur Folge, daß eine
weite Anwendung des GRAPHIC-Systems vor allem an Kostengründen scheiterte.
In GRAPHIC lautet die Aufforderung, eine Linie von A nach B zu zeichnen:
ZEICHNE LINIE VON PUNKT ( 1.5,3 ) NACH PUNKT ( 7.5,6 )
oder, wenn die Punkte schon vorher definiert werden:
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SETZE A PUNKT ( 1.5,3 )
SETZE B PUNKT ( 7.5,6 )
ZEICHNE LINIE VON A NACH B
Dieses letzte Kommando ist fast die wörtliche Wiedergabe der Problem-
stellung IIZ e ichne eine Linie von A nach B", dies stellt ein Idealfall
dar bei der Verwendung einer problemorientierten Sprache.
Eigenständige höhere Programmiersprachen
Für bestimmte Anwendungen wurden eigenständige höhere Programmier-
sprachen entwickelt. Als Beispiele können EXAPT /14/, eine Sprache
zur Programmierung numerisch gesteuerter Werkzeugmaschinen, GPSS
(General Purpose Simulation System) /15/ zur diskreten Simulation,
SNOBOL /16/ zur Zeichenkettenverarbeitung oder ECAP /17/ für die Netz-
werkanalyse dienen. In diesen Sprachen überschneiden sich viele Grund-
fähigkeiten (Variable, Ausdrücke, einfache Arithmetik, Unterprogramme,
Sprünge) und Bestandteile des Übersetzers (Syntaxanalyse, Codegene-
rierung). Da für jede Sprache auch die Grundbestandteile neu imple-
mentiert werden müssen, ist der Aufwand zur Erstellung eines Über-
setzers beträchtlich, er lohnt sich nur für die wenigen Problembereiche,
für die es viele verschiedene Anwender gibt.
Erweiterung bestehender Programmiersprachen
Eine weitere vielbenutzte Möglichkeit zur Erstellung problemorientierter
Sprachen ist die Erweiterung bestehender höherer Programmiersprachen
um Datentypen, Operationen und Anweisungen für einen Anwendungsbereich.
Die vollen Fähigkeiten der Grundsprache (Variable, arithmetische
Ausdrücke, Unterprogramme, bedingte Anweisungen) bleiben so erhalten.
Der Implementierungsaufwand für Spracherweiterungen ist meist geringer
als der Aufwand für völlig neu entwickelte Sprachen. Karl Soop, der
eine grafische Sprache als PL/1-Erweiterung entwickelt hit /18/,
schreibt zu der Technik der Sprc.cherwei terung: "Reinventing the wheel
is avoided". Außerdem müssen Anwender, denen die Grundsprache geläufig
ist, nur die Erweiterungen neu erlernen.
Es gibt zahlreiche Beispiele für Spracherweiterungen für bestimmte
Fachgebiete:
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GPL/1 (Graphical PL/1, /19/) ist ebenso wie
GRAPL/1 (Graphical PL/1, /18/) eine grafische PL/1-Erweiterung.
PL/1-FORMAC /20/, eine Sprache für formale Arithmetik, ist als
PL/1-Erweiterung verfügbar.
SIMSCRIPT /21/ und CSMP /22/ sind Sprachen zur diskreten und
kontinuierlichen Simulation und basieren auf FORTRAN.
EPL/1 (Extended PL/1, /25/ ist eine diskrete Simulations sprache
auf der Grundlage von PL/1.
GRAF (Graphical FORTRAN, /24/) ist eine grafische FORTRAN-
Erweiterung.
Bei einigen höheren Programmiersprachen ist die Fähigkeit zu ihrer
Erweiterung Teil der Sprache. Die Erweiterung kann sich auf die
Datenstrukturen beziehen und auf die Operationen, die mit diesen
Daten möglich sind (ALGOL68,Simula). In PL/1 kann durch Verwendung
des Makroprozessors eine Erweiterung um zusätzliche Anweisungen oder
Teilanweisungen vorgenommen werden. Die Nachteile der auf diese Weise
erzeugten Spracherweiterungen sind ihre starre Syntax (Operator-
Operanden- oder Prozeduraufruf- Syntax) und die beschränkten Möglich-
keiten, Spracherweiterungen dauernd zu speichern. In den meisten
Fällen müssen die Definitionen der Erweiterungen bei jeder Anwendung
der Sprache wieder neu mitkompiliert werden /25/.
Aufgrund von Erfahrungen mit der Anwendung und Entwicklung problem-
orientierter Sprachen /9,26,27,28/ und den Vor- und Nachteilen, die
die Kommandosprachen, die eigenständigen höheren Programmiersprachen
und die Spracherweiterungen haben, wurden folgen Anforderungen an
Sprachen im CAD-Bereich aufgestellt:
- Eine problemorientierte Sprache soll der Fachsprache, die in dem
betreffenden Fachgebiet verwendet wird, möglichst weitgehend angepaßt
sein. Der Lernaufwand wird dadurch reduziert, ein Fachmann kann
ohne genaue Sprachkenntnisse ein POL-Programm lesen.
- Die Eingabe soll nicht formatgebunden sein. Die Handhabung der
Sprache wird dadurch erleichtert und ]'ehlermäglichkeiten ausgeschaltet.
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- Zur Programmablaufsteuerung sollen Schleifen, bedingte Anweisungen
und Unterprogramme möglich sein. Oft vorkommende AufgabensteIlungen
können dann einmal in Form eines POL-Unterprogramms programmiert und
bei Bedarf aufgerufen werden. Iterationen und Steuerung des weiteren
Vorgehens aufgrund von vorher berechneten Ergebnissen sind möglich.
- Anstelle von Konstanten sollen in den POLs Variable, indizierte
Variable und arithmetische Ausdrücke verfügbar sein. Parameter-
variationen und Zwischenrechnungen, die der Sprachersteller nicht
vorsehen konnte, können dann vorgenommen werden.
- Die problemorientierten Sprachen sollen Ein-!Ausgabe-Anweisungen
enthalten. Zum Einlesen von Parametern von externen Einheiten (z.B.
Meßdaten), zum Speichern von Ergebnissen oder Zwischenergebnissen
und zur Ablaufkontrolle mittels Druckanweisungen sind Ein-/Ausgabe-
Anweisungen in den POLs unumgänglich.
- Die Anwendung von POLs soll sowohl interaktiv von einem Datenend-
gerät als auch im Stapelbetrieb möglich sein.
- Bei fehlerhafter Anwendung von POLs sollen ausreichende, lesbare
Fehlermeldungen erfolgen.
Da man nicht erwarten kann, daß eine problemorientierte Sprache
für viele Problembereiche ausmicht und wegen der ständig zunehmenden
Vielfalt von AufgabensteIlungen, die einer Problemlösung mit Hilfe
einer DVA zugänglich sind, muß eine leicht handhabbare und flexible
Möglichkeit zur Definition neuer und zur Modifikation bestehender
problemorientierter Sprachen vorhanden sein. Die Sprachdefinition
ooll auch von einem Ingenieur des jeweiligen Fachgebietes ohne
weitreichende Informatik-Ausbildung vorzunehmen sein.
- Für die Anwendung der Sprachen muß ein effektiver Übersetzer
bereitgestellt werden.
Der Grundgedanke dieser Forderungen ist, daß durch die Verwendung problem-
orientierter Sprachen eine leicht und flexibel handhabbare Anwender-
schnittstelle für die Benutzung einer DVA geschaffen werden soll, die
dem Idealfall:
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"Problemstellung = maschinenlesbare Darstellung"
möglichst nahe kommt. Verschiedene Stufen der Anpassung der maschinen-
lesbaren Eingabe wurden anhand der Problemstellung "Zeichne eine Linie
von A nach B" gezeigt:
Z
1.5
2
3 6
(2) CALL LINE(X,Y,2)
(3) ZBICHNE LINIE VON A NACH B
Erst in der letzten Form, bei Verwendung einer problemorientierten,
Sprache, ist die (fast wörtlich) wiedergegebene Problemstellung
gleichzeitig die maschinenlesbare ~ingabe für das Zeichenprogramm.
Die in dieser Arbeit beschriebene Sprachverwaltung des Systems REGENT
erfüllt die obigen Forderungen an CAD-Sprachen und realisiert die
geforderte benutzerfreundliche Schnittstelle zur Anwendung komplexer
Programmsysteme.
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2. Das integrierte CAD-System REGENT
Bei der Behandlung komplexer Probleme mit Hilfe der Datenverarbeitung
kann nicht mehr für jedes Spezialproblem ein Spezialprogramm erstellt
werden (stand alone codes). Für jede neue Geometrieanordnung wird z.B.
nicht jedesmal ein neues Finite-Elemente-Programm erstellt werden und
es kann nicht für jedes Simulationsmodell ein vollständiges neues
Simulationsprogramm entwickelt werden. Deshalb werden Programmsysteme
benutzt, die einen größeren Teilbereich abdecken. Für einen Anwender
eines solchen Systems ist die Benutzerschnittstelle von entscheidender
Bedeutung, also die Eingabesprache (=problemorientierte Sprache) und
die Ausgabe der Ergebnisse. Der Ersteller eines solchen Systems
hat aber neben der Realisierung der Anwenderschnittstelle auch das
Problemlöseprogramm selbst zu entwickeln. Neben der Lösung der eigent-
lichen ingenieurtechnischen Probleme bei den Umsetzung eines physi-
kalischen Modells in ein Rechenprogramm sind dabei in großem Maße
auch datenverarbeitungsspezifische Probleme, wie Ivahl einer geeigneten
Datenstruktur oder Ablaufsteuerung einer großen Anzahl von Teilprogrammen
in einem begrenzten Arbeitsspeicherbereich zu lösen.
Als Hilfsmittel für die Erstellung und Anwendung komplexer Programm-
systeme wurden integrierte Systeme entwickelt. Nach einer Übersicht
über existierende integrierte Systeme wird in diesem Kapitel das im
Institut für Reaktorentwicklung entwickelte System REGENT kurz vorge-
stellt, um die Einbettung dieser Arbeit in das Gesamtvorhaben "Sys tem
für das rechnerunterstützte Entwickeln und Konstruieren'! aufzuzeigen.
Integrierte Systeme für das rechnergestützte Entwickeln und Konstru-
ieren (Computer Aided Design, CAD) sollen dem Ingenieur die Anwendung
elektronischer Datenverarbeitungsanlagen erleichtern /1/. Zusätzlich
zu den in höheren Programmiersprachen vorhandenen Möglichkeiten bieten
sie weitere Pähigkeiten und ermöglichen den leichten Gebrauch von
Betriebssystemhilfsmitteln, die sonst nur dem Assembler-Programmierer
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verfügbar sind. In der Hierarchie zwischen der Hardware der DVA als
unterster Schicht und dem Benutzer eines Programms soll ein integriertes
System eine problembezogene Benutzerschnittstelle realisieren (Abb. 1) •
.lJenvlzer
I I I
JI/B 1 I JI/B21 · " •. I JI/Bn
I I I I
I JI/o.ry.rleme I
I I
-------------------.---
J)tslemkern
.BetrlelJssystem
lIoJ'dwore
.Benvlzer-
sehn/llstelle
;'1J!regrlerles
Jysrem
lIartlwQre-
Jchn/II.rIelle
Abb. 1: Programmhierarchie bei Anwendung eines integrierten Systems
Ein Integriertes System besteht auS einem Systemkern und mehreren
Subsystemen. Der Systemkern ist das Laufzeitsystem für die Anwendung
der Subsysteme, er überwacht und steuert die Abläufe während der
Ausführung eines Subsystems.
- 12 -
Folgende Fähigkeiten sind im Systemkern realisiert:
- Dateienverwaltung
- Dynamische Datenverwaltung zur Ausführungszeit
- Modulverwaltung
- Definition und Übersetzung problemorientierter Sprachen
- Testhilfen und Fehlerverwaltung
Von System zu System können einzelne dieser Fähigkeiten mehr oder
weniger stark ausgeprägt sein oder ganz fehlen.
Ein Subsystem stellt Fähigkeiten zu Problemlösungen für einen bestimmten
Teilbereich zur Verfügung, z.B. ein Netzplantechnik-Subsystem erlaubt
die Erstellung, Verwaltung, Änderung und Zeichnung eines Netzplanes,
ein Statik-Subsystem die statische Berechnung von Bauwerken.
Ein Subsystem besteht aus:
- Problemlöseprogrammen für das Fachgebiet (Module),
- einer problemorientierten Sprache zur Anwendung des Subsystems,
- Datenstrukturen zur internen Speicherung der Daten und
- Dateien zur langfristigen Datenhaltung.
Eines der meistbenutzten integrierten CAD-Systeme ist leES (Integrated
Civil Engineering System /2,26,29,30/). Die Proerammiersprache für
Subsystemmodule ist FORTRAN, erweitert um Fähigkeiten für die dyna-
mische Datenverwaltung (Dynamic Arrays) und für den dynamischen Aufruf
von Programmodulen von einer Bibliothek. Zur Systemanwendung werden
definierbare Kommandosprachen benutzt. Weitere integrierte Systeme im
CAD-Bereich sind GENESYS /31/, IST /32,33/, POLO /34/, AED /35/ und
SYSFAP /36/.
2.2 REGENT
REGENT (Rechnerßestützter Entwurf) /3'7,38,39,40,41,42,43,44,45/ folgt
seinen Vorgängern bezüglich der Gliederung in Kern und Subsysteme und
darin, daß Fähigkeiten zur Modulverwaltung, Datenverwaltung und Sprach-
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verwaltung verfügbar sind. Auf folgenden Gebieten wurden jedoch
Änderungen, Erweiterungen und Verbesserungen vorgenommen:
- Grundsprache zur Erstellung der Subsystemprogramme ist nicht
FORTRAN, sondern PL/1. Diese Sprache wurde auch fast ausschließlich
zum Programmieren des Systemkerns selbst verwendet.
- Die Subsystem-Steuersprachen enthalten als Grundsprache ebenfalls
PL/1.
- Die interaktive Anwendung von REGENT-Subsystemen ist möglich.
- Der Datenaustausch zwischen verschiedenen Subsystemen und das
Zusammenwirken mehrerer Subsysteme zur Lösung eines Problems werden
erleichtert.
Parametervariation innerhalb eines Modells ("parametrie use", /43/)
ist leicht und effektiv möglich.
- Testhilfen und Fehlerbehandlung auch für Subsysteme ist Teil des
Systemkerns •
Abb.2 zeigt eine Übersicht über die Teile und Abläufe im REGENT-System.
Die mit der Sprachverwaltung zusammenhängenden Teile sind doppelt
umrandet. Die Abläufe links von der Mittellinie stellen die Subsystem-
entwicklung dar. Über den Weg: POL-Definition - PLS-Definierer -
POL-Statement-Übersetzer wird die Benutzerschnittstelle für ein Subsy-
stem, die problemorientierte Sprache, geschaffen. Der zweite Weg bei
der Subsystementwicklung ist die Programmierung der Algorithmen.
Nach der Entwicklung des Subsystems ist es auf Bibliotheken (Mitte der
Abb.2) in Form von Moduln (ausführbaren übersetzten Programmteilen)
und Daten gespeichert. Der rechte Teil der Abbildung zeigt die
Subsystem-Anwendung, wobei die Schnittstelle für den Anwender das
POL-Programm ist. Auf die Einzelheiten einer Subsystemanwendung wird
später eingegangen (Kapitel 5).
Subsystem - Entwicklung Subsystem -Anwendung
POl-
Definition
PlR -
Programme
PlS-
Definierer
PrecompilerJ
PLI l-CompilerJ
Modu1generator
PlS-
Ubersetzer
IPL:
POl-
Programm
Daten
~
-I'>-
Abb. 2: Anwendung des REGENT - Systems
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3. Entwurfsgrundlagen der REGENT-Sprachverwaltung
Das REGENT-Teilsystem PLS (froblem ~anguage §lstem) soll die Definition
benutzerorientierter Sprachen zur leichten und sicheren Anwendung von
Programmen für Teilbereiche aus dem CAD-Bereich ermöglichen. Die
Syntax dieser Sprachen soll flexibel an die im jeweiligen Problem-
bereich gebräuchliche Fachsprache angepaßt werden können. Die Anfor-
derungen an problemorientierte Sprachen, die in der Einleitung auf-
gestellt wurden, müssen durch 'PLS realisiert werden. Zusätzlich sind
folgende Randbedingungen einzuhalten:
Die Sprachverwaltung muß sich in das Gesamtsystem REGENT einpassen
und mit anderen Systembestandteilen zusammenwirken.
~ Da zur Lösung eines Problems mehrere Subsysteme zusammenwirken
müssen, muß es möglich sein, von einer Sprache zur anderen beliebig
umzuschalten.
Ein Sprachprozessor, der alle Forderungen erfüllt, existierte bisher
nicht. Den Kommandosprachen in Systemen wie lCES fehlen die Möglich-
keiten, Variable und Ausdrücke, Unterprogramme, Sprünge~ Schlei(en
und Ein-/Ausgabeanweisungen zu verwenden. Die speziellen höheren
Programmiersprachen und auch viele Spracherweiterungen sind feste,
abgeschlossene Entwicklungen. Sie können nicht an die jeweiligen
Problembereiche neu angepaßt werden. Erweiterbare Sprachen und
Makroprozessoren mangelt es vor allem an einer flexiblen Syntax,
der langfristigen Speicherung von Makrodefinitionen und der Umschalt-
barkeit von der Sprache für einen Problembereich auf die Sprache
eines anderen Problembereiches. Die speziell auf REGENT abgestimmten
Möglichkeiten der Systemsteuerung und -überwachung waren natürlich
in bestehenden Sprachprozessoren ebenfalls nicht vorhanden. Es mußte
daher ein System zur Definition und Anwendung problemorientierter
Sprachen neu entwickelt werden, das alle genannten Forderungen erfüllt.
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Das Grundkonzept für diese Sprachverwaltung wird festgelegt durch
die Entscheidung über vier Einzelfragen:
- Sind die problemorientierten Sprachen im R;~GENT-System Kommando-
sprachen, eigenständige h6here Programmiersprachen oder Erweiterungen
einer bestehenden Sprache?
- Werden die problemorientierten Sprachen interpretiert oder
kompiliert?
Wie ist der Übersetzer realisiert, wie liegen die trbersetzungsvor-
sohriften vor, wie erfolgt die Umschaltung zwisohen den Spraohen?
- Wie erfolgt die Spraohdefinition - welohe Syntax hat die Definitions-
sprache, wie werden die Spraohdefinitionen analysiert und gespeiohert?
Wie diese grundlegenden Fragen entschieden wurden und welches die
Gründe dafür waren, wird in den folgenden Abschnitten 3.1 bis 3.4
beschrieben. Zur Realisierung der Spraohverwaltung wurden zum großen
Teil bekannte Verfahren aus dem Gebiet des Übersetzerbaus verwendet,
neu und ohne Vorbild ist die Kombination: Sprachen mit den genannten
hoohstehenden Fähigkeiten, Definierbarkeit, langfristige Speicherung
und Umschaltbarkeit.
Die Entsoheidung liber die Frage:
Sind die problemorientierten Sprachen im REGENT-System
Kommandospraohen, eigenständige h6here Programmiersprachen
oder Erweiterungen einer bestehenden Spraohe?
wurde zugunsten des letzteren entschieden. Bei Kommandosprachen ist
es schwierig, Variable, Ausdrücke, Sprüngen. Sohleifen, bedingte
Anweisungen und Unterprogramme zu realisieren, dies wurde bei dem
leES-Subsystem GRAPHIe sehr deutlich. Bei eigenständigen h6heren
Programmiersprachen ist der Definitionsaufwand sehr hoch, da jeweils
alle sprachlichen Grundfähigkeiten neu definiert werden müssen.
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Die problemorientierten Sprachen im REGENT-System sind dahBr Erwei-
terungen der Basissprache PL/1. Diese Vorgehensweise hat folgende
Vorteile:
- Der mit der Basissprache vertraute Programmierer kann die einzelnen
POLs leicht erlernen.
- Eine einheitliche Grundsyntax aller Subsystem-POLs wird erzwungen.
Die Erweiterungen müssen sich an die PL/1-Sprachelemente anpassen,
die Notatwn von Kommentaren, numerischen Konstanten, Zeichenketten,
Schlüsselworten und Namen ist aus der Basissprache übernommen.
- Der Anwender einer bestimmte POL kann diejenigen PL/1- Fähigkeiten,
die er für die betreffende Problemlösung benötigt, neben den eigent-
lichen POL-Anweisungen benutzen. Es besteht keine Notwendigkeit, aus
dem Subsystem herauszugehen und Teilproblemlösungen als Einzel-
programme zu erstellen. Für Standardanwendungen ist dagegen eine
genaue Kenntnis der PL/1-Sprache nicht erforderlich.
- Real- und Integervariable und andere Datentypen, PL/1-Strukturen,
arithmetische und logische Operatoren, Felder, Unterprogramme,
Schleifen und Ein-/Ausgabeoperationen sind in jeder POL von vorne-
herein vorhanden.
Da nicht nur die Ausführungsroutinen eines Subsystems in PL/1
geschrieben sind, sondern auch fast alle Teile des REGENT-Kernes
einschließlich PLS, ergibt sich eine Sprachkonsistenz für das
Gesamtsystem. Die Wartung des Systems wird dadurch erleichtert, der
Übertragungsaufwand auf Rechenanlagen anderer Hersteller wird
verringert.
PL/1 wurde als Grundsprache für REGENT und somit auch als Basissprache
für alle Subsystemsprachen hauptsächlich aus zwei Gründen gewählt:
Einmal enthält PL/1 Fähigkeiten (Speicherplatzkontrolle, Listenver-
arbeitung, Ein-/Ausgabefähigkeiten, Datenaggregate, Zeichenketten-
verarbeitung, Fehlerbehandlung, Blockstruktur), die es erlauben,
einen Systemkern weitgehend in dieser Sprache zu schreiben und zum
zweiten ist PL/1 eine ausreichend weitverbreitete Sprache /46/.
PL/1-Übersetzer stehen nicht nur für IBM-Anlagen /47,48/, sondern
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auch für Burroughs /49/ und Unidata /50/ zur Verfügung, für weitere
Anlagen (CDC, Univac) sind Compiler in der ~ntwicklung. Ein PL/1-
Standardisierungsvorschlag wurde von ECMA/ANSI erarbeitet /51/. Nach
Versuchen, die im IRE auf der DVA IBM 370/165 durchgeführt wurden /52/,
ist die Effektivität von mit dem IBM PL/1 Optimizing Compiler /53/
übersetzten Programmen bezüglich der Rechenzeit vergleichbar mit
FORTRAN-Programmen, die mit dem IBM-H-Extended-Compiler /54,55/ über-
setzt wurden. Der Speicherplatzbedarf liegt für die PL/1-Programme
dagegen höher. Die besseren Prograrnm-Ablaufsteuerungen und die Block-
struktur erleichtern die Anwendung des strukturierten Programmierens
in PL/1 gegenüber FORTRAN.
Bestehendeproblemorientierte Sprachen auf PL/1-Basis sind PL/1-FORMAC
/20/, EPL/1 /23/, GPL/1 /19/, GRAPPL/1 /18/, CPS-POGO /56/ und APL
(Associative ProgrammingLa~age) /57/. Eine einfache Definitions-
möglichkeit für PL/1-Erweiterungen wird durch den PL/1-Makroprozessor
und durch PLITRAN /58/ ermöglicht, das in seinen Fähigkeiten aller-
dings noch unter denen des Makroprozessors liegt.
Die zweite wichtige Entscheidung beim Entwurf der REGENT-Sprachver-
waltung mußte die Frage beantworten:
Werden die problemorientierten Sprachen interpretiert
oder kompiliert?
Um Programme ausführen zu können, müssen sie entweder interpretiert
oder kompiliert werden. Bei der Interpretation werden einzelne
Anweisungen nacheinander von einem Programm, dem Interpretierer,
eingelesen und analysiert. Je nach der Aufgabe, die durch die betref-
fende Anweisung verlangt wird, wird danach zu einem Stück Programm-
code verzweigt, der diese Aufgabe lösen kann (Abb.3). Jedes FORTRAN-
Programm, das über Eingabekarten veranlaßt werden kann, nacheinander
verschiedene Teilaufgaben zu lösen, ist also ein Interpretierer für '
die aus den möglichen Eingabekarten bestehende Sprache.
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1. Lese Anweisung Interpretierer
Anweisung i
2. Analysiere Anweisung
Anweisung i+1
Interpretierer
r:nweiSUng i I
2
3. Verzweige zu einem Codeabschnitt,
der die Anweisun~'ausführt
Code zur
Ausführung
von
Anweisung i
Interpretierer
~nWeiSUng i
_/
L...-----8-· e--...--. ....... e-
Anweisung i+1
Abb.3: Interpretation von Anweisungen
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Bei der Kompilation wird dagegen von einem Programm (dem Compiler)
das gesamte Programm eingelesen, anmysiert und ein Programm in
Maschinencode erzeugt, das die gestellten Aufgaben bewältigen kann.
Der generierte Maschinencode wird dann ausgeführt (Abb. 4).
Interpretation hat den Vorteil, daß bei interaktivem Betrieb der
Lauf der Rechnung durch den Anwender verfolgt und kontrolliert
werden kann. Nachteilig ist die verminderte Effektivität bei inter-
pretierten gegenüber kompilierten Programmen. Programme, die mit dem
(interpretierenden) PL/1-Checkout-Compiler /59/ ausgeführt werden,
sind z.B. bis zu 10 mal langsamer als solche, die mit dem PL/1-
Optimizing Compiler kompiliert und anschließend ausgeführt werden.
Dabei ist im zweiten Fall die Kompilierzeit mit eingerechnet. Wenn
Unterprogramme,bedingte Anweisungen, Schleifen und Sprünge in der POL
möglich sind, ist eine direkte Interpretation Anweisung nach Anweisung
nicht möglich. Erst nachdem in einem Schritt Information über Daten-
deklarationen und gegebenenfalls über die Blockstruktur des Programms
gesammelt und ausführbare Anweisungen in eine interne Form gebracht
wurden, kann in einem zweiten Schritt der interne Programmtext
interpretiert werden. Auf diese Weise geht der IBM-PL/1-Checkout-
Compiler vor /60/.
Neben der höheren Effektivität hat die Kompilation von POLs den
weiteren Vorteil, daß während der Übersetzungsphase der Kernspeicher
nicht von Problemlösungsprogrammen beansprucht wird, wie aus einem
Vergleich von Abb. 3 und Abb. 4 ersichtlich ist. Deshalb kann der
Übersetzer komfortabler und vielseitiger gemacht werden. Bei der POL-
Interpretation müssen die der POL zugehörigen Problemlöse-Programme
den Kernspeicher mit dem Interpretierer teilen oder der Interpre-
tierer muß zeitweise auf Externspeicher ausgelagert werden. Es ist
wünschenswert, ein POL-Programm wahlweise interpretieren od.er kompi-
lieren zu können, um ein Programm sowohl interaktiv unter Anwender-
kontrolle als auch effektiv im Stapelbetrieb ausführen zu können.
Für die REGENT-Sprachverwaltung PLS fiel die Entscheidung zugunsten
der Kompilation von POLs. Außer den angeführten Vorteilen einer
Kompilation und den Schwierigkeiten, die sich ergeben, wenn Sprachen
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1 • Lese Programm Compiler
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Abb.4: Kompilation eines Programmes
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mit Schleifen, Sprüngen und Unterprogrammen interpretiert werden
sollen, wurde diese Entscheidung auch wesentlich durch den erforder-
lichen Aufwand für die Erstellung eines Übersetzers mitbestimmt. Da
die POLs in REGENT PL/1-Erweiterungen sind, müssen auch alle PL/1-
Anweisungen übersetzt werden können. Eine POL-Kompilation kann aber
aufgeteilt werden in eine POL-Vorkompilation, in der nur die POL-
spezifischen Anweisungen betrachtet und übersetzt werden und in eine
reine PL/1-Kompilation, die man dann dem schon vorhandenen PL/1-
Compiler überlassen kann. Ein Interpretierer dagegen läßt eine der-
artige Aufgliederung in einen neu zu erstellenden Teil und einen
vorhandenen Teilinterpretierer nicht zu.
Die REGENT-Sprachverwaltung PLS besteht aus zwei Hauptbestandteilen -
dem PLS-Übersetzer zur Anwendung problemorientierter Sprachen und
dem PLS-Subsystem zur Definition solcher Sprachen. Eine Sprache, die
für ein neues REGENT-Subsystem definiert wurde, kann anschließend
zur Anwendung dieses Subsystems verwendet werden. Für die Realisierung
des Übersetzers mußte die Frage entschieden werden:
Wie liegen die Übersetzungsvorschriften vor, wie erfolgt
die Umschaltung zwischen verschiedenen Sprachen?
Der Übersetzer muß alle als PL/1-Erweiterungen vorliegenden POLs
in ausführbaren Maschinencode kompilieren können. Um nicht einen
PL/1-Compiler erstellen zu müssen, wurde der Übersetzer in zwei
Teile getrennt - in einen Vorübersetzer (im folgenden PLS-Übersetzer
genannt), der in der Lage ist, POL-spezifische Anweisungen in legale
PL/1-Anweisungen zu übersetzen und in einen PL/1-Übersetzer, der das
vorübersetzte Programm in Maschinencode übersetzt (Abb. 5).
Der PLS-Übersetzer mußte neu entwickelt werden, während der PL/1-
Ubersetzer der für die verwendete DVA vorhandene PL/1-Compiler ist.
Nach der Ubersetzung muß das Programm noch gebunden werden, dies ist
jedoch für diese Betrachtung nicht wesentlich.
POL-
Programm
•PLS-Übersetzer
(Vorcompiler)
t
PL/1-Übersetzer
(Compiler)
-'-
<:... ::::::::.
Maschinen-
code
--..
-
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PL/1-Programm
Übersetzer
für
POL-Programme
Abb. 5: Vorübersetzer und Compiler
Der PLS-Übersetzer muß viele verschiedene POLs übersetzen, er muß
also Übersetzungsvorschriften für jede Sprache und eine Umschalte-
möglichkeit besitzen. Dafür gibt es drei prinzipielle Möglichkeiten:
(1) Ein Übersetzer mit Vorsohriften für alle POLs
. . . .
Übersetzer
n
POLPOL
1 tBe • •P~L ••••• ......_....
PL/1
Abb. 6: Ein Übersetzer mit Übersetzungsvorsohriften für alle Spraohen
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(2) Je ein Übersetzer für jede POL
Übersetzer
1.
Übersetzer
2
. .. " . ..
• • • • 8
Übersetzer
n
PL/1
Abb. 7: Zuordnung je eines Übersetzers zu jeder Sprache
(3) Bine Kombination aus (1) und (2), ein Übersetzerteil gemeinsam
für alle POLs und Einzelteile, die zu jeder POL gehören.
Übersetzermonitor
POL
n
PL/1
Abb. 8: Übersetzer bestehend aus Monitor und POL-spezifischen
Einzelteilen
Diese letzte Möglichkeit wurde als Grundlage für den PLS-Übersetzer
benutzt. Sie stellt die effektivste Realisierungsmethode dar und
entspricht der Sprachstuktur: Eine allen POLs gemeinsame Basissprache
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und POL-spezifische Bestandteile. Alle Aufgaben, die für alle POLs
gleichermaßen bei der Übersetzung bewältigt werden müssen und die
Umschaltung von einer POL zur anderen werden im Hauptteil des Über-
setzers vorgenommen, dem Übersetzermonitor. (Ein Monitorprogramm ist
ein Programm, das eine Reihe anderer, ihm untergeordneter Programme
aufruft und deren Ablauf überwacht.) Die POL-spezifischen Bestand~.
teile müssen die Übersetzungsvorschriften für die jeweilige problem-
orientierte Sprache enthalten. Diese Vorschriften können in verschie-
dener Weise vorliegen:
Als Tabellen (in ICES verwendet), sie sind vor allem für die
Übersetzer von Kommandosprachen geeignet.
- Als verkettete Listen (linked lists), da solche Listen flexibler
abgearbeitet werden können als Tabellen, gestatten sie eine fle-
xiblere Syntax der POL-Anweisungen und -Teilanweisungen.
- In der Quellform der POL-Definition, die bei Bedarf jeweils inter-
pretiert wird (verwendet im OS/360-Macroassembler /61/ und im PL/1-
Makroprozessor /47/).
Als kompilierter Code, der bei seiner Ausführung die POL-Übersetzung
vornimmt.
Die letzte Möglichkeit ist dann überlegen, wenn eine einmal definierte
POL sehr oft ausgeführt wird. Da dies im REGENT-System der Fall ist,
wurde die Methode gewählt, POL-Definitionen zu kompilieren und als
fertige ausführbare Programmodule für die Verwendung durch den Über-
setzermonitor bereitzustellen. Jeder derartige Programmodul kann eine
ganz bestimmte POL-Anweisung übersetzen, er wird daher Anweisungs-
treiber genannt. Der Ausdruck stammt ebenso wie die Methode, für je
eine Anweisung ein Programm bereitzustellen, aus dem Bereich des
Compilerbaus. In PLS muß jedoch für jede POL ein besonderer Satz von
Anweisungstreibern verfügbar sein, die Anweisungstreiber müssen
überdies durch die POL-Definition automatisch erzeugt werden.
Neben den Anweisungstreibern bestehen die einer POL und damit
einem REGENT-Subsystem zugeordneten Bestandteile des Übersetzers
aus Tabellen, die den Subsystemzustand beschreiben und aus Daten~
strukturen, die das Subsystem benutzt.
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Die wichtigsten Entwurfsentscheidungen für den Übersetzer problem-
orientierter Sprachen können folgendermaßen zusammengefaßt werden:
- Die POL-Übersetzung wird in zwei Schritten vorgenommen, durch
Vorkompilation der POL in PL/1 (PLS-Übersetzer) und anschließende
Kompilation (PL/1-Compiler).
- Der PLS-Übersetzer besteht aus einem allen POLs gemeinsamen Haupt-
teil, dem Übersetzermonitor, und Bestandteilen für die einzelnen
POLs.
- Die Übersetzung von POL-Anweisungen wird durch kompilierte und
ablauffähige Programmodule, Anweisungstreiber, vorgenommen.
Während der PLS-Übersetzer dem Anwender eines REGENT-Subsystems die
Benutzung einer problemorientierten Sprache ermöglicht, muß der
Entwickler eines Subsystems die Möglichkeiten haben, für sein neues
Subsystem eine problemorientierte Sprache neu zu definieren. Die
beiden Hauptaspekte der Sprachdefinition sind:
- Welche Syntax und Semantik hat die Definitionssprache, mit der
neue Sprachen definiert werden können?
- Wie werden die Sprachdefinitionen analysiert, abgespeichert und
dem Übersetzer zur Verfügung gestellt?
Die Definitionssprache stellt auch hier die Schnittstelle zum Anwender,
also zum Subsystementwickler, dar. Sie ist daher wesentlich für die
leichte, auch einem Ingenieur ohne Informatikausbildung mögliche
Anwendung der Sprachdefinition (Abb. 9). Durch die Sprachdefinition
wird Syntax und Semantik der problemorientierten Sprache festgelegt.
Für die Syntaxdefinition gibt es zwei verschiedene grundsätzliche
Methoden, die deskriptive Definition und die prozedurale Definition.
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Definitionssprache
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system
t
Übersetzungsvorschriften
Abb. 9: POL-Definitionssystem
Deskriptive Syntaxdefinition
In einer geeigneten formalen Notation wird hierbei die Syntax der
POL beschrieben, die Erstellung eines Syntaxanalysators zur Abarbei-
tung der so definierten POL wird automatisch anhand der Syntaxbe-
schreibung vorgenommen. Als Beispiel wird die Syntax einer POL-Anweisung
mit der in Anhang A beschriebenen Syntaxnotation vorgenommen und
danach eine mögliche formale Syntaxbeschreibung, die sich an die
BNF-Notation (Backus-Naur-Form, /62/) anlehnt, gegeben:
Syntax der Anweisung:
PLOT [DEVICE {PRINTER}J [FORMAT x * y CMJ
PLOTTER
Mögliche Syntaxdefinition:
anweisung · .- PLOT [deviceJ [format] ;·.-
device : : = DEVICE (PRINTER I PLOTTER)
format : : = FORMAT xwert l/I ywert CM
xwert : := realexpression
ywert .. - realexpression
·.-
realexpression ::= " , ....
Es zeigt sich, daß eine solche formale Syntaxbeschreibung nicht die
nötige Einfachheit und Handhabbarkeit besitzt, daß sie für die Sprach-
definition für Subsystemsprachen vorteilhaft verwendet werden könnte.
Daher benutzen auch weder andere integrierte Systeme noch die allgemein
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bekannten Makroprozessoren diese Methode. Eine Schwierigkeit ist
außerdem die Unterbringung der Semantik der POL innerhalb der for-
malen Syntaxbeschreibung.
Prozedurale Syntaxdefinition
Hier wird nicht beschrieben, wie die Syntax ist, sondern wie sie
analysiert wird, also wie die einzelnen Anweisungen einer POL abge-
arbeitet werden. Die Definition besteht also aus der Angabe von
Anweisungen zur Übersetzung der POL. Für obiges Beispiel ist das
Ablaufdiagramm für die Abarbeitung der Anweisung in Abb.10 dargestellt.
PLOT
N
Fehler
erkannt
J
J
PRINTER
erkannt
PLOTTER
erkannt
N
J
N Fehler
erkannt
Abb. 10: Abarbeitung einer POL-Anweisung
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Durch diese Methode kann auch bei erkannten Fehlern ("Fehler erkannt")
leicht eine abgestufte Fehlerreaktion vorgesehen werden. Darüber
hinaus ist die Unterbringung der Semantik in einem solchen Ablauf
sehr einfach. Da im REGENT-System POLs in PL/1 übersetzt werden,
besteht die Realisierung der semantischen Fähigkeiten einer POL-
Anweisung in der Erzeugung von PL/1-Text (PL/1-Anweisungen und Teile
solcher Anweisungen). Diese Texterzeugung kann in die Abarbeitungs-
routine eingefügt werden (im Beispiel an den Stellen: "PRINTER erkannt",
"PLOTTER erkannt"). Aus diesen Gründen wurde zur Syntax- und Semantik-
definition von POL-Anweisungen für REGENT-Subsysteme die Methode der
Beschreibung der Abarbeitungsvorschrift gewählt. Da der Subsystem-
Ersteller im REGENT-System ein Ingenieur sein wird, der eher gewBhnt
ist, in Abläufen als in abstrakten Strukturen zu denken, ist diese
Methode auch dem voraussichtlichen Anwender der Sprachdefinition
angemessen.
Eine problemorientierte Sprache muß nicht vollständig in einem
Schritt definiert werden, vielmehr kBnnen einzelne POL-Anweisungen
nacheinander definiert werden. Zur Angabe der Abarbeitungsvorschrift
für eine Anweisung ist eine geeignete Sprache erforderlich. Da aus
Abb. 10 ersichtlich ist, daß die Sprache zumindest die in PL/1 schon
vorhandenen Fähigkeiten: Verzweigungen und Abfragen haben muß, lag
es nahe, nicht eine eiGene neue Sprache zu entwickeln, sondern auch
für die Definitionssprache den Weg der Erweiterung der System-Grund-
sprache PL/1 zu gehen. Die Programme zur Definition einer POL-Anwei-
sung kBnnen also volles PL/1 benutzen. Diese Bigenschaft war bisher
nur bei einigen Makroprozessoren in stark eingeschränktem Maße vor-
handen /25/. Außer PL/1 enthält die Definitionssprache Funktions-
Unterprogramme und einige besondere AnweisunCen,zur Abarbeitung der
POL-Anweisung und zur Erzeugung von PL/1-Text.
Aufbau des Definitionssystems
Das Definitionssystem gehBrt logisch zu den REGENT-Grundbestandteilen.
Trotzdem wurde es als Subsystem realisiert. Dadurch können die
Fähigkeiten des PLS-tbersetzers zum Umschalten von einer Sprache auf
die andere und zum Übersetzen problemorientierter Sprachen auch für
die Sprachdefinition genutzt werden. Die Definitionssprache zur
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Definition neuer POLs ist also selbst eine problemorientierte Sprache,
die 0prache des REGENT-Subsystems PLS.
Die Abarbeitunsvorschriften für POL-Anweisungen sind in Definitions-
Unterprogrammen, die PL/1-Anweisungen und einige Erweiterungen ent-
halten, niedergelegt. Diese Unterprogramme müssen nun in eine Form
gebracht werden, daß sie der PLS-Übersetzer zur POL-Übersetzung
verwenden kann. Da der PLS-Übersetzer fertig kompilierte, ablauffähige
Programmodule (Anweisungstreiber) erwartet, müssen also die Definitions-
Unterprogramme vorübersetzt, kompiliert, gebunden und als Lademodule
abrufbereit gespeichert werden.
Die wichtigsten Eigenschaften des REGENT-Definitionssystems für
problemorientierte Sprachen können wie folgt zusammengefaßt werden:
- Das POL-Definitionssystem ist ein REGENT-Subsystem.
Die Definitionssprache enthält volles PL!1 und nur wenige
Erweiterungen.
- Die Definition erfolgt durch Angabe der Abarbeitungsvorschrift.
- Die POL-Definitionen werden kompiliert und als Lademodule lang-
fristig gespeichert.
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~; lisierung 'r REGENT-Sprachverwaltung
In sem Kapit~ wird die Realisierung des PLS-Übersetzers und des
Dei tionssystems nach den im vorigen Kapitel entwickelten Grund-
kor ,ten beschrieben. ~in Abschnitt über interaktive Definition und
Anv lung problemorientierter Sprachen schließt sich an.
4. Ablauf der POL-Übersetzung
---------------------------
Di 'ür REGENT-Subsysteme definierten problemorientierten Sprachen
we 3n durch einen Vorcompilernach PL/1 übersetzt. Abb. 11 zeigt den
Ab ,uf einer POL-Übersetzung ausführlich. Das vorübersetzte PL/1-
Pr Jgramm wird dann durch den PL/1-Compiler der DVA kompiliert und
anschließend ausgeführt. Der PLS-Ubersetzer besteht aus einem speicher-
residenten Monitor, der für die Übersetzung aller POLs benötigt wird
und aus Bestandteilen, die den einzelnen Subsystemen zugeordnet sind
und nur geladen und ausgeführt werden, wenn die jeweilige Subsystem-
sprache übersetzt wird. Im Übersetzerkern sind u.a. Fähigkeiten
zur lexikalischen Analyse von POL- und PL/1-Anweisungen, zur Syntax-
prüfung von PL/1-Anweisungen und zum Laden und Aufrufen der benötigten
POL-spezifischen Übersetzerbestandteile realisiert. Die POL-spezi-
fischen Bestandteile des Übersetzers sind im wesentlichen die Anwei-
sungstreiber, die in der Lage sind, eine oder mehrere POL-Anweisungen
zu kompilieren. Sie sind in Form von ausführbaren Lademoduln auf
einer Bibliothek gespeichert (tlSubsystem-POLstl in Abb.11). Außerdem
gehören zu einem Subsystem Tabellen und Datenstrukturen, sie sind in
einer zweiten Bibliothek abgelegt.
Der Monitor analysiert das POL-Programm soweit syntaktisch, um Sprach-
erweiterungen, PL/1-Anweisungen und fehlerhafte Anweisungsnamen
erkennen zu können. Die PL/1-Anweisungen werden unverändert in den
übersetzten Programmtext übernommen, für die Übersetzung einer POL-
Anweisung wird dynamisch der ihr zugehörige Anweisungstreiber von einer
Bibliothek gerufen. Nach der Übersetzung einer Anweisung bleiben die
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REGENT -
Programm
PLS-
Übersetzer
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Lauffähiger
Main-
Lademodul
Abb. 11: Ab,lauf eines qffiENr-Progre.mmes
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Treibermodule solange inaktiv im Arbeitsspeicher liegen, wie noch
genügend freier Platz verfügbar ist. Ist für einen neu zu ladenden
Modul zu wenig freier Speicherplatz vmhanden, werden inaktive Module
überlagert. Die Treiberroutinen können über eine besondere Schnitt-
stelle auf Fähigkeiten des Kerns zugreifen. Die Zuordnung eines
Anweisungstreibers zu einer POL-Anweisung geschieht über eine Tabelle,
die dem jeweiligen Subsystem zugeordnet ist und beim Subsystemstart
geladen wird.
Um den richtigen Anweisungstreiber von der Bibliothek laden zu können,
müssen die einzelnen Anweisungen eines POL-Programms erkannt werden.
Folgende Arten von POL-Anweisungen sind möglich:
- Nicht modifizierte PL/1-Anweisungen
- Modifizierte PL/1-Anweisungen und neue Subsystem-Sprachanweisungen
- Systemanweisungen
- Fehlerhafte Anweisungen.
PL/1-Anweisungen und modifizierte PL/1-Anweisungen können außer bei
Zuweisungen und Nullanweisungen (leeren Anweisungen, sie bestehen
nur auS ";") an ihren Namen erkannt werden. Subsystem-Sprachanwei-
sungen können ebenfalls mit einem Schlüsselwort beginnen. Es gibt
jedoch auch die Möglichkeit, POL-Anweisungen zu verwenden, die mit
einem bestimmten Datentyp beginnen (ganze Zahlen, reelle Zahlen,
Zeichen- oder Bitketten, Operatoren). Ob eine derartige Datentyp-
Anweisung vorliegt, wird geprüft, wenn die betrachtete Anweisung
keine Zuweisung, keine Nullanweisung und keine Schlüsselwort-Anwei-
sung ist. Wenn auch keine Datentyp-Anweisung erkannt wird, liegt
eine fehlerhafte Anweisung vor (Abb. 12, diese Abbildung wurde mit
dem REGENT-Subsyst~m FLODRA erzeugt, das Flußdiagramme zeichnen kann).
Systema,nweisungen werden ebenfalls an ihrem Schlüsselwort erkannt,
es sind Nicht-PL/1-Anweisungen, die nicht zu einem Subsystem gehören,
sondern zur Steuerung des Ablaufs einer POL-Programmausführung dienen.
Ihre wichtigste Anwendung ist der Aufruf und der Abschluß von Subsy-
stemen. Außerdem gibt es Systemanweisungen zum Testen von Programmen
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und zur Ausgabe von Verwaltungsinformation aus dem REGENT-Systemkern.
Auf der PROCEDURE-Anweisung eines POL-Programms ist eine zusätzliche
Option mit dem Namen REGENT anzugeben, die dem Setzen von Systemkern-
Parametern dient. Die REGENT-Option und die Systemanweisungen sind im
Anhang B1 zusammengestellt.
Vor POL-Anweisungen und Subsystem-Anweisungen können ebenso wie vor
PL/1~Anweisungenmehrere Präfixe stehen, Bedingungs-Präfixe und
Marken (condition prefixes, label prefixes). Sie werden vom Monitor
des Übersetzers erkannt und können in der PL/1-üblichen Weise verwen-
det werden. Sie werden jedoch auch den Treiberroutinen zur Verfügung
gestellt, so daß diese für Sonderfälle neue Arten von Präfixen oder
neue Anwendungen bereitstellen können.
Die Ausgabe des generierten PL/1-Textes erfolgt auf eine sequentielle
temporäre Datei im Kartenformat, die anschließend dem PL/1-Compiler
als Eingabe dient. Eine Liste der Eingabe, versehen mit Anweisungs-
nummern (erforderlich für Fehlermeldungen), kann auf die Standard-
ausgabedatei SYSPRINT oder eine beliebige andere Datei ausgegeben
werden. Eine gedruckte Ausgabe des vorüber.setzten PL/1-Programmes
kann entfallen, da der Compiler eine solche Liste ausdruckt.
Einzelheiten zur Implementierung des PLS-Übersetzers (Syntaxanalyse,
Interface vom Monitorprogramm zu den Treiberroutinen) sind im
Anhang C1 aufgeführt.
Ein Subsystem wird eröffnet durch eine ENTER-Subsystem-Anweisung und
durch eine END-Subsystem-Anweisung beendet. Die ENTER-Anweisung bewirkt
die Suche des angegebenen Subsystemnamens in einer speicherresidenten
Subsystem-Tabelle. Wenn der Name gefunden ist, wird die Anweisungs-
tabelle für das betreffende Subsystem von einer Datenbibliothek
gelesen. Während die Hauptaufgabe der Subsystemtabelle die Zuordnung
von Subsystemnamen und Anweisungstabelle ist, stellt die Anweisungs-
tabelle für ein Subsystem den Zusammenhang von Anweisungen und Trei-
bermodulnamen dar.
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Im erzeugten PL/1-Text wird an der Stelle des Subsystemaufrufes ein
BEGIN-Block eröffnet. Danach folgen zu jedem Subsystem gehörende
Datenstrukturdeklarationen (vgl.Abschnitt 4.1.3). Für jedes Subsy-
stem kann eine Übersetzungszeit-Prozedur bereitstehen, die beim
Aufruf eines Subsystems zur Übersetzungszeit des POL-Programms PL/1-
Anweisungen für Initialisierungen erzeugen kann. Diese Initialisie-
rungsroutine wird dynamisch aus der Anweisungstreiberbibliothek
geladen. Die ENTER-Anweisung bewirkt also im generierten PL/1-Text
das Eröffnen eines Blockes, das Einfügen von Deklarationen und von
Anweisungen zur Subsysteminitialisierung.
Die END-Subsystem-Anweisung erzeugt im generierten PL/1-Text den
Abschluß des Subsystemblockes durch eine PL/1-END-Anweisung. Der
Platz der Anweisungstabelle wird freigegeben.
Subsystemaufrufe können geschachtelt werden. In einem inneren Sub-
systemblock sind nur die Spracherweiterungen dieses Subsystems gültig,
jedoch kann auch auf die im umfassenden Block deklarierten Datenstruk-
turen zugegriffen werden (siehe Abb. 13). Auf diese Weise ist eine
Kommunikation von Daten zwischen verschiedenen Subsystemen möglich.
Die Umschaltung von einer Sprache zur anderen durch eine hierarchische
Blockstruktur von Sprachebenen, entsprechend den BEGIN- und PROCEDURE-
Blöcken in PL/1 ist ein Weg, der zum erstenmal im PLS-System gegangen
wurde. Dies ist eine einer Sprache mit Blocks~tur adäquate Methode
der Umschaltung der Gültigkeit von Sprachen. Außerdem stellt sie
sicher, daß die Subsystem-Datenstrukturen auch nur während der Zeit
der Anwendung des Subsystems vorhanden und zugreifbar sind. Wenn
Subsysteme hintereinander aufgerufen werden, kann eine Kommunikation
zwischen ihnen über in einem äußeren Block deklarierte Datenaggregate
(Variable, Felder, Strukturen) oder auch über Dateien erfolgen.
Letzteres ist auch 'über mehrere Rechenläufe hinweg möglich.
Beispiel dazu:
DECLARE X
ENTER SUB1;
END SUB1;
ENTER SUB2;
END SUB2;
..... , F FILE; Deklariere Datenaggregat X und Datei F
Eröffne Subsystem SUB1
Berechne X, beschreibe F
Ende Subsystem SUB1
Eröffne Subsystem SUB2
Verwende X, lese F
Ende Subsystem SUB2
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Anweisungen Sprachanweisungen Datenstrukturen
gültig von zugreifbar von
Subsystem Subsystem
..
.. NUR SYS1E~-
.. ANW EISUN GEN
ENTER ,6,;
-
~
- - - - - -
.- . t--
-
.-
- - - -
..
..
.. A A
..
ENTER B; .- - -- - - - - -t- - - - - - -
..
.. B A,B
..
..
ENT ER C; - - - - - - t-- - - -- -- -
..
.. C A,B,C
..
..
END C; - - - - - - - - - - - - -
..
.. B /J, e
..
END B; - - - - - - - - - - - - - -
..
.. A A
..
ENTER D,
- -
- - - - - t-- -- - - - -
..
.. D A,D
..
..
END D; - - - - - - - - - - - - - -
..
.. A A
..
E~O A; - - - I-- - - - - - - - - - - -
"
"
NUR SYSTEM-
.. AN~El SUNGEN
Abb.13: Schachtelung von Subsystemaufrufen
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Während der Übersetzung problemorientierter Programme werden durch
den PLS-Übersetzer zwei Bibliotheken benBtigt. Die eine enthält die
zur Übersetzung von POL-Anweisungen benBtigten Anweisungstreiber-
Module, die andere ist eine Datenbibliothek im Kartenformat und
enthält neben den Subsystem- und Anweisungstabellen die Deklaration
globaler Subsystemdatenstrukturen. Beliebig viele Deklarationen
kBnnen für jedes Subsystem definiert sein, sie werden beim Subsy-
stemaufruf in den erzeugten PL/1-Text kopiert und kBnnen dadurch
während der Rechnung referiert werden. An die Verarbeitungsmodule
des Subsystems können sie als Parameter übergeben werden. Außer
PL/1-Datentypen können zusätzlich auch die REGENT-Datentypen DYNAMIC
ENTRY /63/, DYNAMIC ARRAY, BASEDESCRIPTOR /64/ und BANK /65/ deklariert
werden.
Eine spezielle Subsystemdatenstruktur, der Subsystem-Common, wird
automatisch über eine Pointervariable an alle Subsystemmodule über-
geben. Bei der Modulgeneration wird die Deklaration dieses Subsystem-
Commons in das Programm eingefügt, so daß der Subsystem-Common in
allen Teilen des Subsystems referiert werden kann. Er stellt somit
eine bequeme KommunikationsmBglichkeit für das Subsystem dar. Der
Common enthält auch immer den Namen des Subsystems, so daß dieser
für Fehlermeldungen des Systemkerns verwendet werden kann. Die Common-
deklaration wird wie andere Datenstruktur-Deklarationen am Beginn des
Subsystemblocks in den erzeugten PL/1-Text kopiert.
Werden während derVorübersetzung Fehler festgestellt, so erfolgt
eine Fehlermeldung. Die Fehlerbehandlung erfolgt durch standardi-
sierte Fehlermodule, die bei Bedarf dynamisch aufgerufen werden,
sie befinden sich in der Treibermodulbibliothek. Das Laden der
Fehlermodule geschieht über eine speicherresidente Interface-Rou-
tine im Monitor des Übersetzers, der die Fehlernummer mitgeteilt
wird. Die Übergabe von zur }~ehlermeldung oder -behebung notwendigen
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Daten wird über einen Vektor von Zeigern (PL/1-Pointers) vorgenommen,
die auf die betreffenden einzelnen Variablen oder Datenaggregate zeigen.
Eine Fehlerroutine enthält einen Standardteil, der für alle erfaßten
Fehler gleich ist und eine Meldung ausgibt. Sie besteht aus Fehler-
nummer, erläuterndem Text und der Anweisungsnummer der fehlerhaften
Anweisung. Die Meldung erfolgt auf die Standardausgabedatei (SYSPRINT),
außerdem erscheint sie als Kommentar im generierten PL/1-Text. Abb. 14
zeigt eine Liste des Vorübersetzers mit Fehlermeldungen. In diesem
Beispiel wird auch die Liste der Anweisungen auf SYSPRINT ausgegeben,
deshalb stehen die Fehlermeldungen jeweils ~ der zugehörigen
Anweisung.
Der zweite Teil einer Fehlerroutine ist für jeden vorkommenden Fehler
verschieden. Hier kann zusätzliche Information über die Fehlerursache
ausgedruckt werden und, falls möglich, kann der Versuch einer Fehler-
korrektur erfolgen.
Eine Anzahl von Fehlern wird vom Übersetzer-Monitor festgestellt,
die Behandlung von Fehlern innerhalb von Subsystem-Sprachanweisungen
muß vom Subsystemersteller bei der Sprachdefinition vorgesehen werden.
Dazu werden die Hilfsmittel bereitgestellt, die auch der Übersetzer
selbst verwendet.
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1 T: PROC OPTIONSCMAINI PEGENTCNOOA); 000C0520
***** PRECOMPILE TIME ERROR NO. 48 IN STATEMENT NO. 2
***** IN Ef'iT ER ST AT EMENT SUBSYST EM NOStJBSYSTEM NOT FOUND
2 ENTER NOSUBSVSTEM; 000C0530
***** PRECOMPILE TIME ERROR NO. 31 IN STATEMENT NO. 3
***** STATEMENT NOT COMPLETELY PROCESSED, ";tl ASSUMED
***** NEXT ITEM: "PRINT"
3
4
5
PRINT POOLT.6BLE
PRI NT POD LOUMP;
ENTER PLS;
000C0540
00000550
00000560
***** PRECOMPIlE TIME ERROR NO. 32 IN STATEMENT NO. 6
***** STATEMENT NnT FOUND, WRONG KEYWOPD OR OATATYPE
***** STATEMENT NAMF: NOSTATEMENT
6 NOS TAT EMENT ; 00000570
***** P~ECOMPILE TIME ERROR NO. 31 IN STATEMENT NO. 7
***** STATEMENT NOT COMPLETElY PROCESSED, 1f;" ASSLJMED
***** NE XT I TEM: "DA TA tl
7
8
SUBSYSTEM 'TEST' KEY 'TESTTEST'
DA TA. :OMMON;
000C0580
00000590
***** PRECOMPILE TIME ERROR NO. 66 IN STATEMENT NO. 9
***** DECLARATIONLIST IN DECLARE-STATEMENT DOES NOT START
***** WITH NAME, NUMBER OR "(", NEXT ITEM:"
00000610
00000620
12
DCL 1,
., PTR,
2 BIN FIXfD;
(}
10
11 END DATA;
***** PRECOMPILE TIME ERROR NO. 31 IN STATEMENT NO.
***** STATEMENT NOT COMPLETELV PROCESSEO, ";" ASSUMED
***** NEXT ITEM: "LIST"
12
13
14
15
16
LIST SUBSYSTEMS
LI ST STAT S ' P LS ' ;
LIST STATS'GIPSY'j
END PLSj
END T;
00000630
00000640
00000650
000C0660
00000670
Abb.14:Liste des Übersetzers mit Fehlermeldungen
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4. 2. 1 Das REGENT-Subsystem PL'3
-----------------------------
Der PL'3-Übersetzer dient zum Vorkompilieren aller bestehenden Subsystem-
sprachen im REGENT-System. Zum Definieren neuer Subsystem-Sprachen dient
das REGENT-Subsystem PL'3. Subsysteme können initialisiert und zerstört werden.
Datenstrukturen und Sprachanweisungen können definiert und gelöscht werden.
Dazu sind in der Sprache des Subsystems PIS POL-Anweisungen vorhanden (siehe
Anh.B3). Durch Anwendung des PL'3-Subsystems werden auf der Datenstruktur-
bibliothek und der Treibermodulbibliothek des PIS-Übersetzers Datendeklara-
tionen, Tabellen und Module eingebracht, geändert oder gelöscht. Anschließend
kann der PL'3-Übersetzer mit den geänderten Bibliotheken arbeiten (siehe Abb.15).
Das Subsystem PIS wird wie jedes andere REGENT-Subsystem gerufen und abge-
schlossen, POL-Definitionen sind also möglich zwischen "ENTER PIS;" und
"END PL'3;".
Definition von
Anweisungen
und
Datenstrukturen
PLS
.Abb. 15: Definition problemorientierter Spracherweiterungen
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Ein Subsystem wird durch die INITIATE-Anweisung initialisiert. Dabei
wird der Name des Subsystems festgelegt, unter dem es später durch
"ENTER .•.• tt aufgerufen werden kann. Ein Schlüss.elwort, das bei der
Initialisierung angegeben wird, ist danach bei Änderungen oder Ergän-
zungen sowie beim Zerstören des Subsystems erforderlich. Das Sub-
system ist so vor unautorisiertem Zugriff geschützt.
Die Subsystemsprachdefinition wird durch die PLS-Anweisungen SUBSYSTEM
und STATEMENT gesteuert. Die SUBSYSTEM-Anweisung dient dazu, di2
folgenden POL-Definitionen einem bestimmten Subsystem zuzuordnen. Das
bei der Initialisierung festgelegte Schlüsselwort muß dabei angegeben
werden.
Zwischen den Anweisungen STATEMENT und END STATEMENT wird Syntax und
Übersetzung eiher Subsystemanweisung definiert. Diese Folge von
Anweisungen stellt eine Makrodefinition dar und entspricht einer
Preprocessorfunction des PL/1-Makroprozessors /47/ oder der Folge
MACRO ••• MEND des OS/360 Macroassemblers /61/. In dieser Makrodefi-
nition wird angegeben, wie die zu definierende Subsystemanweisung von
links nach rechts abgearbeitet wird und welcher PL/1-Text anstelle
dieser Sprachanweisung generiert werden soll. Die Definition für eine
Subsystemanweisung ~ird durch das PLS-Subsystem in einen ausführbaren
Treibermodul umgesetzt, der vom Übersetzer zur Übersetzung dieser
Anweisung verwendet werden kann.
Neben allen PL/1-Anweisungen können innerhalb einer Anweisungsdefinition
besondere Anweisungen und Funktionsaufrufe verwendet werden, die dazu
dienen, die zu definierende POL-Anweisung syntaktisch zu analysieren
und entsprechende P·L/1-Anweisungen zu erzeugen. Da die in einer
Anweisungsdefinition aufgeführten Anweisungen zur itbersetzungszeit
dieser Anweisung (während der Makro-Expansion) ausgeführt werden,
heißen sie Makrozeitanweisungen. Die zusätzlich zu PL/1 verfügbaren
Makrozeitanweisungen sind im Anhang B4 zusammengestellt. Die zur
Abarbeitung der POL-Anweisung verwendeten Funktionen heißen PLS-Funk-
tionen. Sie sind im Anhang D2 beschrieben.
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Realisiert werden die zusätzlichen Makrozeitanweisungen und die PLS-
Funktionen durch Zugriff auf die Monitorroutinen des Übersetzers über
eine Interfacedatenstruktur. Der PL/1-Text, der anstelle der POL-
Anweisung generiert wird, heißt Ersetzungstext ("replacement text" im
PL/1-Makroprozessor, "prototype statements" im OS/360-Assembler).
Es gibt bei einer Anweisungsdefinition drei verschiedene Sprachebenen,
je nach dem Zeitpunkt,- zu dem die Sprachanweisungen ausgeführt werden.
Dies gilt für alle Makroprozessoren, allein bei PLS können jedoch
durchgängig auf allen Sprachebenen die gleichen Anweisungen verwendet
werden, nämlich PL/1-Anweisungen. Die Verfügbarkeit des vollen PL/1-
Sprachumfangs auf allen Sprachebenen ist eine Eigenschaft, die PLS
von allen anderen bekannten Makroprozessoren unterscheidet.
Die erste Sprachebene besteht aus den Definitionszeitanweisungen
(PLS-Anweisungen). Sie werden bei der Definition einer Anweisung
ausgeführt. Die zweite Ebene ist die der Makrozeitanweisungen, die
während der Übersetzung einer Anweisung ausgeführt werden. Die dritte
Sprachebene schließlich besteht aus den Anweisungen im Ersetzungstext,
es sind Ausführungszeitanweisungen, die bei der Ausführung einer
überstzten POL-Anweisung wirksam werden. Sie stehen bei der Defini-
tion mittels PLS zwischen "EXECj" und "END EXECj".
Beispiel:
ENTER PLSj
SUBSYSTEM 'TEST' KEY 'TEST'j
(1) PUT LIST ('DEFINITIONSZEIT')j
STATEMENT 'ANWEISUNG';
(2) PUT LIST ('MAKROZEIT');
EXECj
(3) PUT LIST ('AUSFUEHRUNGSZEIT');
END EXEC;
END STATEMENT;
END PLSj
In diesem Beispiel wird für das Subsystem TEST die Anweisung ANWEISUNG
definiert. Bei dieser Definition wird die Druckanweisung (1) ausgeführt.
Später kann die neu definierte Anweisun~ angewandt werden:
AN'JEISUNG;
END TEST;
Dabei wird bei der Übersetzung der Anweisung die Druckanweisung (2)
ausgeführt. Bei der Ausführung des übersetzten und kompilierten
Programmes erst wird die Druckanweisung (3) wirksam.
Einzelheiten zur Initialisierung und Zerstörung von Subsystemen werden
in Anhang C2 behandelt. Auf die Einordnung der formalen Syntax der POLs
in die PL/1-Syntax, auf Makrozei tanwpi81mgen und PLS-li'unktionen 80W;_C
auf Fragen der Implementierung wird im A~h~ng C3 ausführlich einge-
gangen.
Anhand eines vereinfachten Beispiels, das dem REGENT-Subsystem REMAC
entnommen ist, wird die Definition einer Anweisung gezeigt. Die
Anweisung dient der Angabe der Zeichnungsart (Druckerplot oder Zeichnung
mit Zeichenmaschine) und der Zeichnungsgröße. Anhand dieses Beispiels
wurde mit einem Ablaufdiagramm der Abarbeitungsvorschrift im Abschnitt
3,4 (S.28) die prozedurale Definition einer Anweisung erläutert. Die
Anweisung hat folg~nde Syntax (beschrieben mit der in Anhang A ange-
gebenen Syntaxnotation):
PLOT [DEVICE [{ PRINTER} ] ] [, ]
.--11> PLOTTER
rund z seien beliebige arithmetische Ausdrücke zur Angabe der
Zeichnungsbreite und -höhe. Im erzeugten PL/1-Text sollen folgende
Anweisungen erzeugt werden:
PLPRINT='1 IBi
PLPLOT=' 1IB i
RFORM=r; und
falls DEVICE PRINTER angegeben wurde,
falls DEVICE PLOTTER angegeben wurde,
ZFORM=z; falls FORMAT spezifiziert wurde.
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e Definitjon für die POL-Anweisung lautet:
,) STAT~~NT 'PLOT';
) ] DEV B1T(1) 1N1TIAL(IOlB);
) I 3IDENTIFIER('DEV') TEEN DO;
) IF BIDENTIFIER('PRI') THEN DEV='1'B;
) ELSE SKIPB ID('PLOt);
) IF DEV TEEN EXEC PLPRINT='1 tB;;
') ELSE EXEC PLPLOT='1'B;;
3) END;
9) SKIP(',');
10) IF IDENTIFIER('FORMAT') THEN DO;
11) SKIP ID('R');
12) EXEC RFORM=NEXT_EXPRESSION;;
13) SKIP(',');
14) SKIP 1D('Z');
15) EXEC; ZFORM=NEXT_EX; END EXEC;
16) END;
17) END ,TAT;
Diese Definition folgt dem (vereinfachten) Ablaufdiagramm in Abb.10 (S.28).
In Zeile (3) wird geprüft, ob DEVICE angegeben wurde, in den Zeilen
(4) und (5) wird abhängig vom Vorhandensein von PR1NTjm oder PLOTTER
die Makrozeitvariable DEV auf '1 1 B gesetzt oder auf 'O'B belassen, in
Zeile (6) und (7) wird der PL/1-Text "PLPIUNT=' 1 'B; 11 oder "PLPLOT=' 1 IB; 11
erzeugt. Die Zeilen (10) bis (16) erzeugen die Anweisungen I'RFORM=r; 11
und IZFORM=z;" falls FORMAT in der POL-Anweisung angegeben wurde. In
den Zeilen (5), (9), (11), (13) und (14) wird mit Hilfe der SKIP-
Anweisung Fülltext übergangen.
Die Anweisungen (1} und (17) sind PLS-Anweisungen, sie werden zur
Definitionszeit ausgeführt. Die Zeilen (2) bis (16) werden zur Makro-
zeit ausgeführt, es sind Makrozeitanweisungen. In den Zeilen (6), (7),
(12) und (15) steht zwischen EXECUTE und END EXECUTE bzw. zwischen
EXECUTE und dem zweiten Semikolon Ersetzungstext. In Zeile (3) und (4)
wird die PLS-Funktion BIDENTIF1ER benutzt um das Vorhandensein von
DEVICE und PRIN'l'ER festzustellen. [<;ntsprechend wird in Zeile (9) mit
Hilfe der PLS-l<'unktion IDENTIFIER festgestell t, ob die Benennung "FORMAT"
vorhanden ist. In Zeile (12) und (-15) wird mit Hilfe der PLS-Funktion
NEXT EXPRESSION der nächste arithmetische Ausdruck aus der POL-Anweisung
gewonnen.
Die neu definierte Anweisung kann z.B. in folgender Weise verwendet
werden:
PLOT DEVICE PLOTTER, FORMAT R 10 Z Z1+1;
Durch die angegebene Definjtion werden daraus folgende PL/1-Anweisungen
erzeugt:
PLPLOT='1 'B;
RFORM=10;
ZFORM=Z1+1;
Die interaktive Anwendung einer DVA hat den Vorteil kürzerer Antwort-
zeiten und besserer Kontrolle des Programmablaufes. Der Pro~rRmm­
anwender steuert dabei seine Programmaufträge von einer Datenendstation
(Terminal) aus. Bei der Definition von Subsystemsprachen und bei der
Anwendung dieser üprachen sind verschiedene Stufen der Interaktivität
m5g1ich. Die folgenden Ausführungen sind bezogen auf das Betriebssystem
OS/360 mit der Timesharing Option (TSO, /66/).
4.3.1 Zusammenstellen von Stapelauftriigen an der Datenondstation
Ein Stapelauftrag wird am Terminal in einer Datei zusammengestellt
und anschließend als ganzes in die DVA eingebracht. Der Auftrag
verhält sich von da an wie jeder andere (beispielsweise von einem
Kartenleser eingelesene) ötapelauftrag. Diese "Submit"-Punktion des
TSO ist also dem "Hemote .Job J.<;ntr;y" ähnlich, bei dem eine externe
Eingabeeinheit räumlich von der J)VA getrennt installiert ist.
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Die Interaktivität beschränkt sich hier auf das Eingeben und Ändern
der Bingabe und das Betruchten der Ausgabe eines Stapelauftrages. Die
Antwortzeiten sind auch für kurzlaufende Programme verhältnismäßig
lang. Jedoch ist ein Submit für alle Aufträge möglich, die auch im
Stapelbetrieb laufen, also auch für solche mit extremen Anforderungen
an die Resourcen der Rechenanlage (Speicher, Zentraleinheit, externe
Einheiten). Ein Submit ist daher sowohl für die POL-Definition als
auch für Subsystemanwendungen jederzeit möglich.
4.3.2 Interaktive Programmentwicklung
Hierbei wird ein Programm imV~ergrund des TSO wiederholt übersetzt
und unter Anwenderkontrolle ausgeführt. Dabei kann es laufend getestet
und verbessert werden (benutzerkontrollierter Dialog). Für anwendungs-
bezogene RF.GENT-Programme wird nacheinander der PLS-Übersetzer, einer
der PL/1-Compiler und wenn erforderlich der Linkage Editor aufgerufen
und anschließend das übersetzte Programm selbst. Zwischen den einzel-
nen Stufen kann das Programm geändert und ein oder mehrere Schritte
wiederholt werden (siehe Abb. 16). Die Benutzerfreundlichkeit dieser
Methode ist in erster Linie von den Antwortzeiten abhängig. Bei großer
Auslastung der DVA können die Antwortzeiten länger als 30sec werden,
trotzdem der PLS-Übersetzer wesentlich schneller ist als die anschlie-
ßenden Compilerläufe. Die Ausführung von Programmen im Vodergrund ist
begrenzt auf Programme mit kurzen Rechenzeiten.
4.3.3 Anforderung der Eingabedaten
Es ist möglich, Subsystemsprachen speziell für den interaktiven
Betrieb zu konzipieren, so daß Daten, die erforderlich sind, vom
Terminal während der Vorübersetzung angefordert werden. Der Subsystem-
anwender ruft also lediglich vom Terminal das Subsystem auf und wird
dann aufgefordert, die erforderlichen Daten einzugeben. Dies kann in
einfacher Weise dadurch erfolgen, daß der Anwender aufgefordert wird,
aus einer Reiche von vorgestellten Auswahlmöglichkeiten eine Alternative
auszuwählen (Menü-Technik).
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00000000
PL5-
Übersetzer
................................. Pol-
00000000 Programm
o
I
-+-._ ..-
PLl1-
Compiler
Binder
Abb.~ Interuktive POIJ-Programm-Entwicklung
Wenn die Eingabedaten vollständig sind, kann das vorübersetzte Programm
entweder in den Hintergrund abgesetzt oder im Vordergrund ausgeführt
werden. Wenn in einer Subsystemanwendung der Hechenablauf festliegt und
nur noch einzelne Steuerparameter verändert werden können, so ist es
zweckmäßig, diese naten vom Benutzer während der Ausführung durch
Ein-/Ausgubeanweisungen anzufordern. Auch hier ist die Menütechnik
anwendbar. Der Dialog wird vom im Vordergrund des TSO ausgeführten
Programm gesteuert U\.b1). 17).
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Ausführung
des
POL-
Programmes 00 0000 0
PRINT
Abo. 17: Interaktive Programmausführung mit REGENT
Die Menütechnik ist besonders für das Arbeiten an einem Bildschirm-
terminal geeignet. Da der Anwendel' Schritt für Schritt angeleitet
wird, die notwendigen Daten einzugeben und Entscheidungen über die
gewünschte Alternative zu treffen, ist für diese Art des Dialoges
vrenig oder keine VOrbildung erforderlich. Die Methode kann erst
dann nicht mehr vorteilhaft angewandt werden, wenn die Antwortzeiten
zwischen den einzelnen Dialogschritten, bedingt durch längere
Zwischenrechnungen, zu lang werden.
y(z)
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2. Subsystem - Sprachentwicklungen mit P1S
In diesem Kapitel werden die einzelnen Schritte der Subsystement-
wicklung aufgeführt und anhand des REGENT-Subsystems REMAC näher
erläutert. Dabei werden vor allem Sprachdefinition und beispielhafte
Subsystemanwendungen gezeigt. Anhand von Vergleichen werden die
Vorteile der Anwendung einer problemorientierten Sprache verdeutlicht.
REMAC (REGENT Marker ~nd fell) ist ein Subsystem für die zeitabhängige
zweidimensionale Berechnung von Strömungsvorgängen in inkompressiblen
Flüssigkeiten nach der Marker and Ce 11 - Methode. Es wurde aus einem
am 10s Alamos Scientific 1aboratory erstellten FORTHAN-Programm
entwickelt /67/. Der Ort und die Geschwindigkeit einer Flüssigkeit
abhängig von der Zeit innerhalb eines Kontrollraumes kann berechnet
werden. Abb. 18 zeigt die Kontrollraum-Geometrie.
Kontroll raum
Hindernisse
Zufluß
Abb. 18: REMAC - Geometrie
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Es kann in einer ebenen X-Y-Geometrie oder einer rotationssymmetrischen
R-Z-Geometrie gerechnet werden. Innerhalb des rechteckigen Kontroll-
raumes können bis zu drei ebenfalls rechteckige Hindernisse vorhanden
sein. Der Ort und die ortsabhängige Geschwindigkeit von Flüssigkeit
zur Zeit t=O und die kinematische Viskosität der Flüssigkeit können
vorgegeben werden. In ebener Geometrie kann an der linken Wand eine
Zuflußöffnung und an der rechten Wand des Kontrollraumes eine Abfluß-
öffnung vorhanden sein. Die Zuflußgeschwindigkeit muß in diesem Falle
angegeben werden. Eine weitere Randbedingung ist das Vorhandensein
bzw. Fehlen von Haftung an jeder der vier Wände. In X- und Y-Richtung
(oder R- und Z-Richtung)kann jeweils eine konstante Gravitation g
x
und g herrschen.y
Außer den geometrischen und physikalischen Daten werden an das Programm
Steuergrößen für den Gang der Rechnung (Maschenweite, Anfangs- und
Endzeit der Rechnung, Iterationsschwellen) und zur Steuerung der
Ausgabe der Ergebnisse (Druck- oder Zeichenausgabe in welchen Zeitab-
ständen) übergeben.
Bei der Marker and Cell-Methode wird die Navier-Stokes-Gleichung unter
Beachtung der Kontinuitätsgleichung in einem ortsfesten Maschennetz
(daher: "CelI") für inkompressible Flüssigkeiten gelöst. Aus den
Geschwindigkeitswerten für jede Masche bei einem Zeitpunkt werden die
Geschwindigkeiten einen Zeitschritt später ausgerechnet. In diese
Rechnung müssen die Randbedingungen an den freien Flüssigkeitsober-
flächen eingehen. Da sich die freien Oberflächen im Raum bewegen,
muß nach jedem Zeitschritt festgestellt we~den, durch welche Maschen
die Oberfläche geht. Dies wird durch fiktive, massenlose Markierungs-
partikel ("markers") in der lnüssigkei t erreicht. Die Marker werden
zumZeitpunkt t=o gleichmäßig in der Flüssigkeit verteilt, je nach der
lokalen Geschwindigkeit, die in Abhängigkeit von ihren Ortskoordinaten
zwischen den Geschwindigkeiten der umliegenden Maschen interpoliert
wird, werden sie nach jedem Zeitschritt verschoben. Eine Oberflächen-
zelle ist dann eine Zelle, die selbst Marker enthält, aber eine
Nachbarzelle ohne Marker besitzt. Die Marker können auch zur visuellen
Veranschaulichung der Flüssigkeit dienen, wie die REMAC-Zeichnungen auf
den Seiten 62, 63 und 69, 70 zeigen.
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Die Klasse von .Problerfien, die mit REHAC gerechnet ',verden können, ist
begrenzt (nur zweidimensionale Probleme, starre Geometrie, nur beschränkte
Variationsmöglichkeiten der Rand- und Anfangsbedingungen). Die Anwender-
sprache muß deshalb auch nur die zugelassenen Möglichkeiten der Modell-
bildung wiedergeben können, diese allerdings mit größtmöglicher
Benutzerfreundlichkeit und Anwendungssicherheit.
Die Entwicklung von neuen REGENT-Subsystemen erfolgt in folgenden
ßinzelschritten, die speziell auf REMAC bezogenen Tätigkeiten sind
jeweils zur Verdeutlichung aufgeführt.
(1) Initialisierung des Subsystems mit PLS, Festlegen des Namens und
des Schlüsselwortes.
INITIATE SUBSYSrrEM 'HElVIAC' KEY I IRE6 I ;
Das neue Subsystem erhält den Namen REMAC,
bei Änderungen muß von nun an d~s Schlüssel-
wort IRE6 angegeben werden.
(2) Definition des Subsystem-Common und anderer Subsystemdatenstrukturen
mit PLS. Der Subsystem-Common kann anschließend in allen Problem-
lösemodulen des Subsystems angesprochen werden.
DATASTRUCTUHE COlVlMONj
DECLARE 1,
2 VISCOSI'!.'Y BINARY l"LOAT,
2 X CELL NUMBEH BINARY FIXED,
2 Y CELL NUMBER BINARY FIXED,
END DATASTRUCTURE;
Alle für das Subsystem relevanten Daten,
auf die verschiedene Module während der
Rechnung zugreifen müssen, werden im
Subsystem-Common gespeichert (z.B. kinema-
tische Zähigkeit der Flüssigkeit, Maschen-
anzahl in X- und Y- Richtung).
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(3) Kodieren der ProblemlBsemodule. Dies geschieht mit dem Modul-
generator der REGENT-Modulverwaltung in Verbindung mit dem PLR-
Precompiler, der das Ansprechen von REGENT-Systemkernfähigkeiten
in leichter Weise ermBglicht. Die ProblemlBsemodule werden in
einer Bibliothek abgelegt, von wo sie bei der Ausführung des
Subsystems durch die Modulverwaltung aufgerufen werden kBnnen.
Hier werden die Algorithmen zur Reali-
sierung der REMAC-Fähigkeiten erstellt.
Die in FORTRAN geschriebenen SMAC-Programme
konnten als Grundlage genommen werden, so
daß der Aufwand für die Programmierung
reduziert wurde. Die Programme wurden in
PL/1 neu programmiert und im wesentlichen
in drei Module gegliedert: Initialisierung,
Rechnung und Ausgabe. Außer der Konver-
ti~gnach PL/1 wurden auch wesentliche
Verbesserungen vorgenommen, darunter der
Einbau einer Zeitschrittweiten-Automatik
und Maßnahmen zur Verbesserung der numeri-
schen Stabilität /68/. Die Datenstrukturen
wurden mit Hilfe der REGENT-Dynamic-Arrays
dynamisiert und dadurch die ProblemgrBße
automatisch an den Speicherplatz angepaßt.
Der Speicherplatzbedarf wurde geringer. Nach
der Erstellung der Programmodule werden sie
nicht mehr verändert, sie werden bei der
Anwendung von RE~~C für ein spezielles Prob-
lem lediglich benutzt.
(4) Definition der Subsystem-Sprache auf Papier. Die Syntax der POL-
Anweisungen und die daraus zu erzeugenden PL/1-Anweisungen werden
festgelegt.
Es handelt sich um die Definition zur
Anwendu~ des Subsystems, also um die zur
Kommunikation zwischen Ingenieur und DVA
entscheidende Anwenderschnittstelle. Mit
dieser Sprache kBnnen alle durch REMAC
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gegebenen Fähigkeiten zur Lösung spezieller
Problemstellungen benutzt werden. Die REMAC-
Sprache muß daher die möglichen Modelle
widerspiegeln. Daher wurde die Sprache an
die Ausdrucksweise angepaßt, die bei der
schriftlichen Modellbeschreibung für die
von REMAC lösbare Problemklasse benutzt wird.
Die Sprachspezifikation befindet sich im
Anhang F.
(5) Programmieren der Anweisungsdefinitionen.
Die durch die Spezifikation festgelegte
Syntax und Semantik der Sprache wird jetzt
durch Definition mit dem PLS-Subsystem
realisiert. Die Sprachedefinition wird im
nächstem Abschnitt näher behandelt.
(6) Testen des Subsystems.
Natürlich wird diese Abfolge von Schritten bei der Entwicklung eines
Subsystems nicht ein einziges Mal erfolgen, sondern sich öfter wieder-
holen. Wird z.B. der Subsystem-Common geändert (Schritt 2), so muß
mindestens auch Schritt 3 wiederholt werden.
Der erste Schritt der Entwicklung einer Subsystemsprache ist die
Spezifikation der Anweisungen, die erforderlich sind, um die Eingabe-
parameter für das Subsystem zu beschreiben und den Ablauf der Rechnung
zu steuern. Während die Algorithmen in einer für Arithmetik geeigneten
Sprache programmiert wurden (FORTRAN oder, im Falle REMAC, PL/1), muß
die Sprache zur Anwendung dieser Algorithmen die geometrischen und
physikalischen Eigenschaften des Modells beschreiben können, das die
Problemstellung wiedergibt. Die Anweisungen sollen problemnah und ein-
prägsam sein. Entsprechend den zur Verfügung stehenden Subsystemmodulen
und deren Steuerparameter muß die Umsetzung von Sprachanweisungen geplant
werden. Die Spezifikation der REMAC-Sprache ist im Anhang F aufgeführt.
WALL SLIP
GRAVITY
TIME
- 55 -
Zu der REMAC - Sprache gehören 14 Anweisungen:
CONTROLROOM - Angabe der Kontrollraumgeometrie
CELL - Maschenweite und -anzahl
OBSTACLE - Lage und Größe der Hindernisse
INFLOW - Zuflußbeschreibung
OUTFLOW - Abflußbeschreibung
LIQUID - Verteilung, Geschwindigkeit und Zähigkeit
der Flüssigkeit
- Haftung der Flüssigkeit an den Wänden
- Angabe der Schwerkraft
- Anfangs- und Endzeiten der Rechnung und
Anfangszeitschrittweite
NUMERICAL PARAMETERS - Numerische Parameter: Iterations-
~':;OLVE
RESET
PRINT
PLOT
schwellen, Art der Zeitschrittweitensteuerung
- Starten der Rechnung
Zurücksetzen der Parameter vor einer neuen Rechnung
- Steuern der Druckausgabe
- Steuern der Zeichenausgabe
Die Worte der REMAC-Sprache lehnen sich an die Ausdrücke an, die in
der Sl~AC-Programmbeschreibungzur Modellbeschreibung der gerechneten
Problemfälle verwendet wurde. Ein Beispiel soll dies verdeutlichen:
SMAC-Modellbeschreibung
(/67/, 8.35)
gravity points straight
up, g =0, g =1.0
x y
the plots are at times
t=O and t=3
Rigid walls are free-slip
Fluid inflow:
NX=NY=4,UL=4,L1=10,L2=18
Obstacle:
L5=8,L6=16,L7=12
entsprechende REMAC-
Sprachanweisung
GRAVITY X 0 Y 1.0;
PLOT EVERY 3.
WALL SLIP FREE;
INFLOW FROM 10 TO 18,
VELOCITY 4;
OBS'rACL1<"i FRON' 8 TO 16,
HEIGHT 12;
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Man kann feststellen, daß die Eingabesprache fürREMAC teilweise
sogar verständlicher ist als die theoretische Modellbeschreibung.
Um die Sprachanweisungen mittels PLS realisieren zu können, muß die
Übersetzungsvorschrift in PL/1 bekannt sein. Diese richtet sich nach
den Anforderungen der Subsystemmodule. Die Übergabe von Daten an die
Module des Subsystems REMAC erfolgt im wesentlichen über die Subsystem-
Common-Datenstruktur, die mit der Anweisung DATASTRUCTURE COMMON
definiert wurde. Für die CONTROLROOM-Anweisung (vgl. S.142) heißt die
Übersetzungsvorschrift:
a) Wenn in ebener Geometrie gerechnet wird. setze die Commonvariable
PC == '1,0, wenn inZylindergeometrie gerechnet wird. setze PC = 0.0,
b) Falls die Kontrollraumbreite und -höhe gegeben ist, dann setze R =
Breite und Z = Höhe,
Aus der Syntax der Anweisung und dieser Vorschrift ergibt sich folgende
STATEMENT-Definition:
STATEMENT 'CON.TROLROOM';
SKIPB ID(' GEO' ) ;
IF BIDENTIFIER('CYL') THEN EXEC PC=O.O;;
ELSE IF BID ("PLA') THEN EXEC pe=1. 0; ;
ELSE EXEC PC=1.0;;
SKIP(',' );
IF BID('SIZ') THEN DO;
IF ID( 'R') I ID( 'X') THEN DO;
EXEC R=NEXT_EXPRESSION;;
SKIP ID ('Z');
SKIP ID(' Y' ) ;
EXEC Z=NEXT_EXPRESSION;;
END;
ELSE IF ID('Z') lID ('Y') THEN DO;
EXEC Z=NEXT EXPRESSION;;
SKIP ID('R'J;
SKIP ID ( , X' ) ;
EXEC R=NEXT_EXPRESSION;;
END;
ELSE D~;
EXECUTE;
R=NEXT_EXPRESSION;
Z=NEXT_EX;
END EXEC;
END;
END;
END STATEMENT;
Statementname
Füllwort Geometrie
CYLINDRICAL
PLANE
Standardwert
Komma übergehen
SIZE angegeben
R oder X ist als erstes
angegeben
Z oder Y ist als erstes
angegeben
Weder R,X noch Z,Y sind
angegeben
Ende der Definition
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Zusätzlich zu der in der Spezifikation angegebenen Reihenfolge von
R (Kontrollraumbreite) und Z (Kontorollraumhöhe) wird durch obige
Definition auch die umgekehrte Reihenfolge erlaubt.
Der Ablauf der Analyse der POL-Anweisung, die Vorgänge im Übersetzer
und die Erzeugung des PL/1-Textes sollen anhand einer CONTROLROOM-
Anweisung erklärt werden.
Anweisung:
CONTROLROOM GEOMETRY CYLINDRICAL,
SIZE R 20. Z 3.5*ZO;
Ablauf der Übersetzung:
REMAC-
Teilanweisung
Vorgang im
Übersetzer
( CONTROLROOM
GEOMETRY
CYLINDRICAL
SIZE
R
20.
Erzeugter
PL/1-Text
Rufe Anweisungs-
treiber für
CONTROLROOM
I I SKIPB ID( IGEO 1 )
I
IF BID( 1 CYL')
THEN ...
PCc:O.O;
I I SKIP( , , , )
·l
IF BID('SIZ')
THEN DO
I
I IF ID( IR' ) ...
I
EXEC
R=NEXT EXPRESSION
R=20. ;
Z3.5*ZO
J
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EXEC
Z=NEXT EXPRESSION
Anhand des Anwendungsbeispiels eines fallenden Tropfens soll die
Anwendung des Subsystems REMAC mit Hilfe der REMAC-Sprache gezeigt
werden. Der Kontrollraum ist z~lindrisch, er enthält weder Hindernisse
,
noch einen Zu- oder Abfluß. Zur Zeit t=O befindet sich ein Flüssig-
keitstropfen unterhalb der Kontrollraumdecke auf der Zylinderachse.
Eine Schwerkraft in -Z-Richtung beschleunigt den Tropfen bei t>o in
Richtung Boden, wo er auftrifft und zerplatzt (Abb. 19).
Die Zähigkeit der Flüssigkeit sei 10-6 , es soll mit 60*30 Maschen der
Größe 0.25*0.25 gerechnet werden. Die Zeitschrittweite für die Rechnung
soll 0.05 betragen, die Rechnung soll bei t=4 abgebrochen werden. Eine
Zeichnungsausgabe auf Drucker und Zeichenmaschine soll alle 0.25
Zeiteinheiten geschehen.
Die hier angegebenen Daten und Abb. 19 stellen die Modellbeschreibung
und Ablaufparameter in vom Menschen lesbarer Form dar. Für die Rechnung
müssen diese Daten aber in maschinenlesbare Form gebracht werden. Im
ursprünglichen FORTRAN-Programm wurde die Eingabe durch formatiertes
Lesen von Werten vorgenommen, die Eingabe für das Problem "fallender
Tropfen" sieht folgendermaßen aus:
60 30 0,,25 0 .. 25 0,,05 30
FA LU NG DROP
1 .-. 1 ." 1. 1 • L.E=4 2.f 4 0.0 - 9. 81
0.0 0.2'5 _J 1 .. .~ 1 " 3 .. 8 0
0
2 2 0,,0 0.)
0.0 0 .. 0
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Abb, 19: REMAC-Beispiel, Tropfen zur Zeit t=O
Es ist sofort ersichtlich, daß es ohne weitere Unterlagen unmöglich
ist;
- den Zusammenhang zwischen der obigen schriftlichen Modellbeschreibung
und der maschinenlesbaren FORTRAN-Eingabe herzustellen,
- zu überprüfen, ob diese Eingabe auch wirklich die Modellbeschreibung
realisiert,
- Änderungen an bestimmten Modellparametern durchzuführen.
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Selbst mit den nötigen Unterlagen (der Eingabebeschreibung) ist die
Überprüfung oder Änderung der Eingabe umständlich und fehleranfällig.
Wenn der Wert "30" auf der ersten Karte eine Spalte zuweit links steht,
ist das auf dem gedruckten Abbild der Lochkarte kaum zu erkennen, für
das Programm wird jedoch dadurch aus 30 der Wert 300. Die folgende
Eingabe enthält z.B. drei Fehler, die erst nach genauem Vergleich mit
obiger richtiger Eingabe festgestellt werden können:
60 30
FÄLLING DROP
:).25 ) .25 0.05 30 0.0 0.0
1.-1.-1. 1. E- 4 2.L-4 0.0 - 9. 81
O. 0 0.25 ,1 • > 1 • 3.8 0
0
2 2 0.0 0.)
Das gleiche Modell mit den gleichen Parametern wird durch die REMAC-
Sprache folgendermaßen beschrieben:
REMAC-Anweisungen Auswirkungen
ENTER REMAC;
NAME='FALLING DROP IN CYLINDER COORDINATES';
Titel des Problems
CONTROLROOM CYLINDRICAL;
CELL NUMBER R 60 Z 30,
SIZE R 0.25 Z 0.25;
z
f
-R
z
f
I
130
1 ,
! . t
-I· 1 "., ~
I.
•-
.... ....
-
13 I
~2
1-1 2 3 60
,
REMAC-Anweisungen
LIQUID VISCOSITY 1.0E-6;
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Auswirkungen
Zähigkeit der Flüssigkeit
LIQUID DOMAIN (R<2)&((Z-5»-SQRT(ABS(4-R*R)))
&((Z-5)< SQRT(ABS(4-R*R)));
UO=O;
VO=O;
LIQUID END;
TIME STEP 0.05, END 4.0;
PLOT DEVICE PRINTER, PLOTTER;
PLOT EVERY 0.25;
SOLVE;
END REMAC;
"'L__ Z=S+{.f-R,a.'
s.
z'
1t---!-----
-R
Zeitschritt und Endzeit
der Rechnung
Ausgabesteuerung
Starte Rechnung
Es wird ersichtlich, daß REMAC dem Idealzustand:
Modellbeschreibung=maschinenlesbare Darstellung
sehr nahe kommt. Die Eingabe ist durch Verwendung einer POL gegenüber
der FORTRAN-Eingabe quantitativ umfangreicher geworden, dies wird
jedoch durch die Vorteile mehr als ausgeglichen:
- Die Eingabe läßt sich in dieser Form lesen und ohne große Mühe
verstehen. Dadurch ist auch eine bessere Dberprüfbarkeit gegeben.
- Durch das Fehlen von Spaltenkonventionen undoor leichten Merkbarkeit
von Anweisungen gegenüber Reihenfolge und Bedeutung von Werten auf
Kartenspalten ist die Erstellung der Eingabe leichter, schneller und
sicherer geworden.
- Da die Eingabe erst syntaktisch überprüft wird und erst bei richtiger
Syntax gerechnet wird, kann die Anwendung der Steuersprache auch
Rechenkosten sparen.
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RBB 12 FAllING DROP IN C,lINOER COORDINATES
C,Clf : 05300 TIME = 002J9
ABB : 14 FAllING DROP IN C'lINDER COORDINATES
c,elf = 16600 TIME = 003~0
ABB : 13 FAllING DROP IN C'lINDER COORDINATES
C,CLE : 54500 TIME = OO~OS
Abb. 20 (Teil 2)
ABB : IS FAllING DROP IN C'LINDER COORDINATES
C,ClE = 82700 TIME: OO~5
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Der letzte Vorteil gilt auch gegenüber interpretierenden Systemen
wie lCES oder SEDAP, wo unter Umständen nach minutenlanger Rechnung
ein Programm wegen eines einfachen Syntaxfehlers abgebrochen wird.
Die Ausgabe des REMAC-Programms zeigt Abb. 20, diese Ausgabe ist von
der Ausgabe des FORTRAN-Programmes nicht wesentlich verschieden, da
wohl die Eingabeschnittstelle, aber nicht (oder kaum) das Programm
selbst und die Ausgabeschnittstelle geändert wurde.
Wie alle REGENT-Subsystemsprachen bietet auch RElUC die Vorteile
der Grundsprache PL/1: Eingabewerte für das Subsystem können innerhalb
des POL-Programmes von beliebigen Einheiten eingelesen oder errechnet
werden. Parametervariationen werden dadurch vereinfacht, daß die
Problembeschreibung in ein Unterprogramm verlegt wird, das mit wech-
selnden Parametern aufgerufen werden kann. Durch die Fähigkeit,
arithmetische und logische Ausdrücke zu verarbeiten, wurde es leicht
möglich, beliebige Flüssigkeitsverteilungen zur Zeit t=o zuzulassen,
dagegen waren im ursprünglichen Programm nur kreisförmige oder recht-
eckige Flüssigkeitsverteilungen und Überlagerungen möglich.
Zwei Beispiele sollen die besonderen Eigenschaften der REMAC-Sprache
noch veranschaulichen - die Möglichkeit beliebiger Flüsslgkeitsvertei-
lungen und die leichte Anwendung der Parametervariation.
Beispiel zur nichtrechteckigen Flüssigkeitsverteilung
Abb. 21 zeigt Anfangsverteilung und Anfangsgeschwindigkeit der Flüssigkeit •
.... x
Abb. 21: Verteilung und Geschwindigkeit der Flüssigkeit bei t=O
=0
=v (x,y)= (x-x~~)y) 0 I !Vi
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X-Komponente der Geschwindigkeit
bei t=O.
Die y-Komponente der Geschwindigkeit
soll linear von x und y abhängen.
Die Flüssigkeit soll eine ebene, zur
x-Achse geneigte Oberfläche haben
( 1 )
(2)
Soleses Pro· em mit Hilfe der FORTRAN-Eingabe gelöst werden,
eT f 1 sich fo: ;ende Probleme:
Snnen nur rechteckige Flüssigkeitsverteilungen angegeben werden.
3dem Flüssigkeitsbereich muß eine konstante Geschwindigkeit
geben werden.
) Daten müssen als numerische Konstante spezifiziert werden.
Es Jt hervorzuheben, daß diese Einschränkungen nicht durch den Algo-
ri rns oder das Problemlöseprogramm gegeben sind, sondern lediglich
dt 1 die primitive Eingabesprache. Um das Beispiel rech~en zu können,
TIn iie Flüssigkeit in kleine Bereiche konstanter Anfangsgeschwindig-
k( J aufgeteilt werden (Abb. 22).
y
1
.-
-
.---
-
r---
,----
r---
r--
r---
----........ X'
Abb. 22: Auf teilung in Einzelbereiche
Für jeden Bereich muß nun von Hand oder durch ein eigens vor der
Rechnung zu erstellendes, zu testendes und auszuführendes Programm
die mittlere Geschwindigkeit errechnet werden. Dabei sind die
- 66 -
Konstanten k1'~'Yo,k2 in ihrem Wert vor der Rechnung festzulegen,
eine Änderung einer Konstante bedingt die Neuerrechnung der Geschwin-
digkeiten. Für jeden Flüssigkeitsbereich ist eine FORTRAN-Eingabekarte
zu erstellen, z.B:
(k1=1, ~=10, Flüssigkeitsbereichsgröße 2*2)
xlinks Yunten xrechts Yoben U V0 0
0 0 2 2 0 -10
0 2 2 4 0 -30
0 4 2 6 0 -50
0 6 2 8 0
-70
etc., für jeden Bereich eine Karte, insgesamt also 128 Karten.
Bei Verwendung von REMAC können die Formeln (1) bis (3) praktisch
unverändert übernommen werden, eine Auf teilung in Teilbereiche ist
nicht erforderlich, eine Vorausberechnung entfällt, die Konstanten
k1'~'Yo,k2 können leicht geändert werden, weil sie unmittelbar in
der Eingabe erscheinen:
K1=1;
XM=10j
yo=6j
K2=0.5j
LIQUID DOMAIN Y<=YO+K2*X;
UO=Oj
VO=K1*(X-XM)*Yj
LIQUID ENDj
leicht änderbar
vergleiche Gleichung (3)
vergleiche Gleichung (1)
vergleiche Gleichung (2)
Die direkte Entsprechung von Modellbeschreibung und maschinenles-
barer Darstellung wird hier wieder deutlich, der Zeitaufwand für das
Erstellen der Eingabe dürfte hier um eine Größenordnung geringer sein
als bei der Benutzung der FORTRAN-Eingabe. Soll dieses Problem mit
wechselnden Konstanten mehrfach gerechnet werden, so brauchen bei
Anwendung der REMAC-Sprache nur die ersten vier der obigen Anweisungen
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ersetzt werden durch:
GET LIST(K1,XM,YO,K2);
Das POL-Programm wird dann nicht mehr verändert, nur noch die vier
Eingabeparameter ändern sich von Anwendung zu Anwendung ("parametrie
use").
Parametervariation
Am Beispiel eines brechenden Dammes soll die Verwendung eines Unter-
programmes zur Parametervariation gezeigt werden. Zum Beginn der
Rechnung befindet sich Flüssigkeit in reohteokiger Verteilung zwischen
o ~ X ~ Xmax . und O!Y i Ymax. Es herrscht eine Sohwerkraft in -Z-
Richtung, so daß sich die Flüssigkeit bei Zeiten> 0 in den Kontroll-
raum ergießt wie wenn ein zuvor vorhandener Damm plötzlich entfernt
würde. Ein Hindernis bei Xmax < X < Xmax + bund 0 < Y < h < Ymax
hält jedoch einen Teil der Flüssigkeit zurück (es wird also nur der
obere Teil des Dammes entfernt). Variiert wird in diesem Beispiel
die Höhe h dieses Hindernisses (Abb. 23).
Hindernis
Abb. 23: Beispiel zur Parametervariation
Mit der FORTRAN-Methode muß für jede Hindernishöhe die g~samte Eingabe
wiederhol t werden. Obwohl sich nur der eine Parameter - Höhe des
Hindernisses - ändert, mÜSSen alle Angaben so oft angegeben werden, wie
gerechnet werden soll. Abgesehen von der schlechten Übersichtlichkeit
wird durch diese Redundanz auch die Fehleranfälligkeit erhöht. Im
Gegensatz dazu kann bei REMAC die Rechnung durch ein Unterprogramm
durchgeführt werden, das n-mal mit wechselndem Parameter für die
Höhe h aufgerufen wird:
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ENTER REMAC;
DO 1= 1 TO 10 BY(3)j
CALL BROKEN_DAM(l)j
END;
BROKEN_DAM: PROCEDURE(H);
DECLARE H BIN FIXED(15)j
NAME='BROKEN DAM, H=' IIH;
CONTROLROOM PLANE;
CELL SIZE 0.5.0.5, NUMBER 30 15j
PLOT EVERY 0.5;
LIQUID DOMAIN X<3.5&Y<7.0;
UO,VO=O;
LIQUID END, VISCOSITY 0.2;
OBSTACLE FROM 7 TO 8 HEIGHT H;
TIME END 3.0;
SOLVEj
RE~3ET ;
END BROKEN_DAMj
END REMACj
I nimmt die Werte 1,4,7 und
10 an, Aufruf des Unterprogramms
H ist der Parameter des
Unterprogramms
POL-Unterprogramm
Hindernishöhe=H
Für die Werte TI = 1,4,7 und 10 wird jeweils das Unterprogramm
BROKEN_DAM aufgerufen, das die Reohnung des Beispiels mit der jewei-
ligen Hindernishöhe steuert. Abb. 24 zeigt für die vier Varianten
jeweils die Ausgangssituation und die Flüssigkeitsverteilung zum
Zeitpunkt t = 2 und t = 4.
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Abb.24: Zeichnungen für das REMAC-Beispiel "brechender Damm" (Teil 1)
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Abb.24(Teil 2)
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Die umfangreichste Anwendung von PLS war bisher die Definition der
Sprache für das REGENT-Subsystem GIPSY (Graphical Information Processing
System, / 42 , 69 / ). Mit GIPSY können zwei- und dreidimensionale
grafische Objekte erzeugt, manipuliert und gezeichnet werden. Zu den
zweidimensionalen Objekten gehören Punkte, Polygone, Zeichenketten,
Koordinatenachsen und Diagramme (Funktionen, Approxemations- und Inter-
polationskurven). Zu den dreidimensionalen Objekten gehören Punkte,
Polygone, Flächen und Körper. Die grafischen Objekte werden wie PL/1-
Datentypen deklariert, mit "DCL P1(20) POLYGON (100);" wird z.B. ein
Feld von 20 Polygonzügen mit je 100 Punkten deklariert. Die grafischen
Objekte können in grafischen Anweisungen angesprochen werden, einem
Polygonzug können z. B. Werte zugewiesen werden (Koordinaten der Stütz-
steIlen) oder Lineartransformationen können vorgenommen werden. Die
Anweisung "SET P1(1) = ROTATE (P1(2), TETA,PS1, PHI);" weist dem
Polygonzug P1(1) den Wert des um die eulerschen Winkel TETA, PSI und
PHI gedrehten Polygonzuges P1(2) zu, wobei der Drehpunkt der Nullpunkt
des Koordinatensystems ist. Durch eine PLOT-Anweisung kann die gra-
fische Information ausgegeben werden, z.B.:
( P1(I) );
DO I = 1
PLOT
END;
TO 20;
Die Syntax der meisten GIPSY-Anweisungen ist rekursiv, da ein ange-
sprochenes grafisches Objekt (Objektreferenz) eine grafische Funktion
(wie ROTATE) sein kann, die ihrerseits als Argument ein grafisches
Objekt erwartet. Die rekursive POL-Syntax wurde durch rekursive PL/1-
Routinen in den STATEMENT-Definitionen realisiert.
Vor Fertigstellung von PLS war die GIPSY-Steuerspraohe unabhängig von
REGENT in einer vereinfachten Form mit Hilfe des PL/1-Makroprozessors
realisiert worden. Die Umstellung auf die POL-Definition mit PLS zeigte
folgende Vorteile:
- Die Sy~tax ist flexibler geworden, statt DCL_POINT (A); DCL_POINT
(B);" kann jetzt z.B. geschrieben werden: "DCL (A,B) POINT;", was
eher der in PL/1 allgemein verwendeten Syntax von Deklarationen
entspricht.
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- Die Ausgabe der Vorübersetzung ist leserlicher~ Aus den grafischen
Deklarationen werden PL/1-Strukturdeklarationen erzeugt. Der PL/1-
Makroprozessor ordnet die erzeugten PL/1-Anweisungen hintereinander
ohne Absatz an, während es mit PLS möglich ist, den generierten
PL/1-Text übersichtlich anzuordnen. Die folgende Gegenüberstellung
zeigt jeweils eine Polygonzugdeklaration und den generierten PL/1-
Text bei Verwendung von Preprozessor und PLS.
PL/1-Preprozessor:
DCL 1 POLYGON_P,2 P POINTER,2 TYPE PIN FIXEOllS),2 SYMBOL BIN FIXEO
(15),2 P_UP PDINTER,2 LINETyPE BIN FIXEOllS),2 NJfOE~ BIN FIXEO(15),2
HE1GHT OECFLOAT(6),2 LENGTH OEC ~LOAT(6),2 OPEN~CLOSED 811(1),2
PADJI\lG BIT(5),2 N_MAX E!N FIXEO(15) INIT(20) ,2 X(ZO,3) DfC FLOAT(6)
INIr CALLGR08INI1ADDRIPOLYGON_P),3,1,1);
PLS:
DeL P POL YGON l 20) ;
OCCLARE 1 POLYGCN_P ,
2 P PTR,
2 TYPE BIN FIXEDC1S),
2 SYMBOL 81~ FIXf.D(15),
2 P_UP PTR,
2 LI~ETYP~ BIN FIXEOllS),
2 NJEDER elN FIXED{lS),
2 HEIGHT DEC FLOAT(6',
2 LENGTH OEC FLOAT(6),
2 UPEN_CLOSED BITll),
2 PADDING ßIT{lSJ,
2 N_MAX BiN FIXEO(lSlINIT{ 20 ),
2 X ( 20 ,3) 0 EC F LOA T{ 6) HH T
CALL GROß1Nl l~OOR( POLYGON_P), 3, 1 ,U ;
- Das Testen der PLS-STATEMENT-Definitionen ist wesentlich leichter
als das Testen von PL/1-Preprozessor-Funktionen. Wegen des Fehlens
jeglicher Ein/ Ausgabemöglichkeit können in Preprozessor-Funktionen
bei Fehlern keine Test-Druckausgabe-Anweisungen verwendet werden.
Aus demselben Grund können in Preprozessor-FunktionBn bei fehlerhafter
Syntax der POL-Anweisung keine Fehlermeldungen erzeugt werden.
- Die Übersetzung mittels PLS ist wesentlich schneller und billiger
els mit dem Preprozessor.
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Abb.25 zeigt die Ein- und Ausgabe eines GIPSY-Programmes. Dabei wird
ein Polygonzug mit 5 Stützwerten deklariert und mit den Koordinlten
der Ecken eines (juadrates gefüllt. Durch 270-maliges Zeichnen,
Verdrehen und Verkleinern des Guadrates entsteht die gezeichnete
Figur.
Weitere REGENT-Subsysteme, deren Subsystemsprachen mit PLS entwickelt
wurden, sind FLODRA und YAQUIR. FLODRA/70/ erlaubt das Drucken und
Zeichnen von Flußdiagrammen, die Sprach-Syntax wurde weitgehend von
dem IBM-Programm FLOWCHAR/71/ übernommen. Abb.12 wurde von mit Hilfe
von FLODRA erzeugt. YAQUIR ist ein Fluiddynamik-Subsystem zur Berech-
nung von Stl'ömungsfeldern mit verschiedenen inkompressiblen Flilssigkeiten
nach der Euler-Lagrange-Methode /72/. Für das Meßwertauswertesystem
SEDAP /4/ wird mit Hilfe von PLS eine flexiblere Steuersprache ent-
wickelt, um die Nachteile der interpretativen Verarbeitung format-
gebundener Kommandos zu verme{den /73/.
~~: f\~ T ~ ~ !.-j f P :; Y ;
DCL f.\ pelL. Y2 (5) ,
P P'iT'H2j
'><1=0.03; X2=0.17; 1'1,: tvlETFF' *1
S r: T t, =P [) L. Y( Cr) LL( PCJ'! T2 ( Xl, Xl)
+POTN T 2(X1,X?)
f-PCHNT2(X2,X2)
+pnIN;2(X2 ,Xl)
+PTf l"f:2 (Xl ,Xl) ))
Scr ~J "'? J ( t\j ;- 2 ( () • 10 , (). 10 )
'J P,~'1 PI P' rlI N .'\ 4 j
U(] T=1 T0 270;
r Lrn (~,) j
S~T A=ROTAT~2(SC~LE2(
A,O.99,O.99,PI,l ,PI;
LN) ;
~NO r-:;TPSYj
1* (JLJ~CIKJ\T 2-[ q'idn. *1
1* PUNl< T 2- 0 I ME;'! <: • *1
1* KC"}POTh!ATet·j '1,'1
1* Dr~ *1
1* ~1 U (, Cl R,~, TEe!< L: I,I '* 1
1:1,: CP!-HPUr;KTI«(lUF[". >:'1
1* L[JCH~NG~nr~~~ *1
1* Zf: leHN E:1"4 '*1
1* SKALIERl MIT FtKT.*1
1* 0.99 ~IT zrNT~U~ P'*I
1* UND DREHE 1 GPtn *1
1 * U['1 P UN KT P *1
Abo. 25: Ein- und Ausgabe eines GIPSY-Programmes
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6. Effektivitätsbetrachtung
Hauptaspekte der Effektivität bei der Anwendung von PLS sind benötigte
Rechenzeiten, Arbeitsspeicherbedarf sowie der Zeitaufwand zum Program-
mieren und Testen. Dies gilt sowohl für die Sprachdefinition als auch
für die Sprachübersetzung. Aus der Rechenzeit, dem irbeitsspeicher-
bedarf und der Belegung von externen Einheiten werden nach einem
in /74/ beschriebenen Abrechnungsalgorithmus die Kosten für
einen Programmlauf berechnet. Die im folgenden angegebenen Rechen-
kosten sind nach diesem Algorithmus bestimmt, die Rechenzeiten und
Arbeitsspeicheranforderungen beziehen sich auf die DVA IBM 370/168.
Bei der Übersetzung von problemorientierten Sprachen muß nacheinander
der PLS-Übersetzer und der PL/1-Compiler aufgerufen werden. Der
Übersetzer wurde mit dem IBM-PL/1-0ptimising Compiler unter Verwendung
der Optimierungs-Option übersetzt. Der Arbeitsspeicherbedarf setzt
sich wie folgt zusammen:
des Monitors:
je nach POL-Anweisung,
1 - 30 KB
Programmeode des Monitors:
Statischer Datenbereich des Monitors:
Dynamischer Datenbereich
Puffer für Ein-/Ausgabe
Treibermodule
für das PLS-Subsystem:
( 1 KB = 1Kilobyte = 1024 Byte)
35 KB
4 KB
10 KB
16 KB
Im allgemeinen ist für die Übersetzung von POL-Programmen ein
Arbeitsspeicherbereich von 120 KB ausreichend.
Bei der Übersetzung von PL/1-Anweisungen werden etwa 75 bis 100
Anweisungen/sec verarbeitet. Bei Programmen, die ausschließlich aus
POL-Anweisungen bestehen, hängt die Übersetzungsrate von den verwen-
deten Anweisungstreibern ab. Für das REGENT-Subsystem REMAC wurden
im Mittel 30 Anweisungen/sec verarbeitet. Zum Vergleich: der PL/1-
Optimising Compiler kompiliert etwa 30 bis 120 Anweisungen/sec, je
nach der Komplexität des Programms, dem zur Verfügung stehenden
Arbeitsspeicherbereich und den verwendeten Compiler-Optionen. Der
IeES-Interpretierer verarbeitet etwa 30 bis 50 Anweisungen/sec.
Um bezüglich der Rechengeschwindigkeit und der Kosten einen direkten
yergleich mit einem bestehenden Makroprozessor durchführen zu können,
wurden Anweisungen zur Erzeugung von Zeichnungen einmal mit Hilfe von
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PLS und einmal mit dem PL/1-Makroprozessor übersetzt. Da die Sprache
für das Zeichensystem GIPSY zunächst mit dem PL/1-Preprozessor reali-
siert worden war, bot es sich für einen direkten Kostenvergleich an.
Eine Folge von fünf T~stprogrammenmit GIPSY-Anweisungen wurde mit dem
Preprozessor und mit PLS übersetzt, dabei entstanden folgende Kosten
und Rechenzeiten:
Preprozessor PLS
Zeit Kosten Zeit Kosten
Vorübersetzen 117 sec 57.90 DM 10 sec 6.00 DM
Kompilieren 15 sec 8.70 DM 15 sec 8.70 DM
Insgesamt 132 sec 66.60 DM 25 sec 14.70 DM
Die hohen Werte für den PL/1-Preprozessor rühren daher, daß für jede
Anwendung die Preprozessor-Funktionen neu übersetzt werden müssen.
Für das REMAC-Anwendungsbeispiel "fallender Tropfen"
betrugen die Rechenzeiten und -kosten:
tcpu Kosten
Vorübersetzen 0.92 sec 0.56 DM
Kompilieren 1.01 sec 0.57 DM
Ausführung 5 min 55 sec 160.00 DM
In diesem Fall sind also die Zeiten und Kosten für die Sprachüber-
setzung vernachlässigbar gegenüber den Rechenzeiten und -kosten der
Prograinmausführung. Dies gilt für alle REMAC-Anwendungen, da hier die
steuersprache relativ einfach und der Rechenalgorithmus sehr zeitauf-
wendig ist.
Um über den ~ufwahd für eine Sprachdefinition genauere Aussagen machen
zu können, wurde über die Zeiten, die benötigt wurden, um die REMAC-
Sprache zu entwerfen, zu kodieren und zu testen, Buch geführt.
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Die folgende Aufstellung zeigt die Zeiten, die für die verschiedenen
Schritte der Sprachentwicklung mittels PLS benötigt wurden und die
zum Testen benötigten Rechenkosten.
Sprachspezifikation 6.7 Mannstunden
Kodierung 4.0 Mannstunden
Zeitaufwand 3.6 Mannstunden
Testen
Rechenkosten 525.60 DM
Bei einem angenommenen Arbeitsstundenpreis von DM 50.00 kostete die
REMAC-Sprachdefinition insgesamt DM 1240.60. Dieser Aufwand macht sich
dann bezahlt, wenn bei jeder REMAC-Anwendung Arbeitszeit und/oder
Rechenkosten gespart werden. Nimmt man etwa an, daß für die Vorbe-
reitung der Eingabe und die Fehlerkorrektur für eine Anwendung mit
PLS insgesamt eine Stunde benötigt wird und die gleiche Anwendung
mittels Lochkarteneingabe zwei stunden Zeit erforderlich wäre, hätte
sich die Investition für die Sprachdefinition nach 25 Anwendungen
gelohnt. Allerdings wurden Vergleichsmessungen darüber, wie sich der
Einsatz einer POL im Zeitaufwand niederschlägt, nicht angestellt, so
daß obige Annahme (5~ weniger Aufwand) nur eine grobe Schätzung
bleibt.
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7. Zusammenfassung der wichtigsten Ergebnisse
Innerhalb des REGENT-Systems für das rechnerunterstützte Entwickeln
und Konstruieren wurde das Teilsystem PLS zum Definieren neuer problem-
orientierter Sprachen in einer flexiblen Syntax und zum Übersetzen
solcher Sprachen entwickelt.
Die Definition problemorientierter Sprachen, die der in einem Fach-
gebiet v~rwendeten Fachsprache nahekommen, ist mit überschaubarem
Aufwand möglich. Die Sprachen sind formatfrei und in ihrer Syntax
nicht an starre Regeln gebunden. Durch die Möglichkeit, PL/1-Anweisun-
gen innerhalb von POLs zu verwenden, sind Schleifen, bedingte Anwei-
sungenund Unterprogramme zur Ablaufsteuerung verfügbar. Ein-!Ausgabe-
anweisungen ermöglichen das Lesen und Schreiben von Daten und das
Drucken von Ergebnissen in allen problemorientierten Sprachen. Die
anwendungsbezogenen Anweisungen können anstelle von numerischen
Konstanten auch Variable oder arithmetische Ausdrücke verarbeiten.
Das Ziel, daß auch ein Ingenieur ohne EDV-Kenntnisse die Definition
problemorientierter Sprachen durchführen können sollte, wurde nicht
erreicht. Mindestens die Kenntnis der ProgrammiersprachePL/1 ist
erforderlich, Grundkenntnisse in Programmiertechniken (Listenverarbei-
tung, Datenstrukturen, Makroanwendung) sind von Vorteil. Dagegen ist
die Anwendung eines REGENT-Subsystems mit Hilfe einer problemorien-
tierten Sprache ohne EDV-Kenntnisse möglich.
Der Übersetzer ist bezüglich des Rechenzeitbedarfs anderen Makro-
prozessoren oder Interpretierern vergleichbar oder überlegen. Trotzdem
der gesamte Übersetzer und auch das Definitionssystem in der höheren
Programmiersprache PL/1 geschrieben wurde, reicht ein Arbeitsspeicher-
bereich von 120 KByte aus, um problemorientierte Sprachen zu über-
setzen und zu definieren. Diese Speichergröße ist zur Anwendung
integrierter Systeme mindestens erforderlich. Stellt der Übersetzer
Fehler in POL-Programmen fest, werden ausreichende und lesbare Fehler-
meldungen erzeugt.
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Sowohl die Definition als auch die Übersetzung von POLs kann interaktiv
von einem Terminal aus erfolgen. Die direkte Interpretation von POL-
Anweisungen ist jedoch nicht möglich. Ein interaktiver Compiler für
diese Aufgabe wurde wegen des dafür erforderlichen erheblichen Auf-
wandes nicht erstellt.
Die Anwendung problemorientierter Sprachen zur Steuerung von Subsystem-
anwendungen im REGENT-System hat gegenüber anderen Techniken eine
Reihe von Vorteilen: Die Programme sind leicht lesbar und somit ohne
großen Aufwand überprüfbar. Die Anwendung wird dadurch sicherer. Da
eine POL-Anweisung leicht merkbar ist, wird auch die Erstellung der
Eingabe für einen Anwendungsfall leichter, schneller und sicherer.
Das gleiche gilt für Änderungen an der Eingabe bei Parameterstudien.
Die erzwungene syntaktisohe Überprüfung der Eingabe erkennt Fehler
bevor die Ausführung der Rechnung begonnen wird. Dies kann auch zu
Kosteneinsparungen führen.
Das System PLS baut auf den positiven Errungenschaften anderer inte-
grierter Systeme (ICES, IST, GENESYS) auf und realisiert die gewünsoh-
ten Sprachverarbeitungs-F'unktionen unter Berücksichtigung neuerer
Forschungsergebnisse aus der Informatik (Compilerbau und Entwicklung
von Makroprozessoren). Obwohl die benutzten Verfahren zum großen Teil
sohon bekannt waren, ist die Kombination:
- Problemorientierte Spraohen mit hoohstehenden Eigensohaften,
- Leiohte Definierbarkeit mit Verfügbarkeit des vollen PL/1-
Spraohumfangs auf allen Spraohebenen,
- Langfristige Speicherung der Sprachdefinitionen als ausführbare
Spraoh-Übersetzungsmodule,
Umschaltbarkeit von einer Spraohe zur anderen duroh eine hierar-
ohische Blockstruktur von Subsystemen
neu und ohne Vorbild.
Die Arbeiten zur Erstellung von PLS sind abgesohlossen, das PLS-
Teilsystem ist in das Gesamtsystem REGENT integriert. Außer Verbesse-
rungen der Effektivität durch Neuprogrammierung kritischer Teile
(wenn erforderlich in Assembler) müssen vor allem die interaktiven
F'ähigkeiten noch besser unterstützt werden. In der gegenwärtigen
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Version werden lediglich die ~lähigkeiten des TSO zur interaktiven P01-
Programm-Erstellung ausgenutzt, die einige sehr unangenehme Eigen-
schaften haben. So wird bei Auftreten von Fehlern die gesamte Programm-
anwendung beendet und der Benutzer muß das Programm vom Beginn an neu
starten. Auch die Erleichterung der Erstellung von Anwendersprachen,
die die Menü-Technik benutzen, wäre für die Arbeit an Bildschirm-
gertiten von Vorteil. Erst die Anwendung von PLS für eine Reihe weite-
rer R~GENT-Subsystemewird nicht nur die Vorteile, sondern auch die
Mängel dieses Systems aufzeigen und die einzuschlagende Richtung einer
Weiterentwicklung weisen.
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Anhang A
Die in dieser Arbeit verwendete Syntaxnotation
1. Großbuchstabige Texte und Sonderzeichen
Alle in den Syntaxbeschreibungen vorkommenden großbuchstabigen Texte und
alle Sonderzeichen, die nicht Teile der Syntaxnotations-Sprache sind,
sind konstante Elemente der beschriebenen Anweisung (oder eines Teiles
einer Anweisung). Sie müssen so kodiert werden, wie sie in der Syntaxbe-
schreibung angegeben sind.
Beispiel: FILE ALLE;
Diese Anweisw1g muß genau so kodiert werden, wie sie hier steht.
Bezüglich der Leerzeichen gelten in PIS die PL/1-Regeln: Zwischen verschiedenen
Sprachelementen (Benennungen, Operatoren und andere Begrenzungzeichen wie
, ) ) (; und Konstanten) sind beliebig viele Leerzeichen er'laubt. Ein oder mehrere
Leerzeichen mUssen benutzt werden, um Benennungen oder Konstanten zu trennen,
die nicht durch einen anderen Begrenzer getrennt sind. Im obigen Beispiel
muß also zwischen FILE und ALLE ein oder mehrere Leel'zeichen stehen, zwischen
ALLE und; darf ein oder mehrere Leel'zeichen stehen. Innerhalb von Benermungen
und Konstanten sind keine Leerzeichen erlaubt.
2. Untel'streichungen von großbuchstabigen Texten
Viele SchlUsseiwörter in PIS können abgekürzt werden, d.h. nur die ersten i
Buchstaben sind signifikant, i ~ 1. Danach dürfen beliebige Kombinationen von
Buchstaben, Ziffern und der Zeichen: #, $, a, stehen. Es gelten also fUr
PIS-Schlüsselwörter die Regeln wie für PL/1-Benennwlgen.
Beispiel: SUBSYSTEM
Dieses Schlüsselwort wird an den ersten drei Buchstaben SUB
erkannt, die folgenden Zeichen sind ohne Bedeutung.
Gültig z.B.: SUB, SUBS, SUBI, SUBSYS~1, SUBSYST~mAME.
Nicht gUltig: SU (zu wenige Zeichen), SUB? (ungtiltiges Zeichen,),
SUB SYSTEM (enthält Leerzeichen).
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5. Kleinbuchstabige Texte
Alle mit kleinen Buchstaben geschriebene Worte bezeichnen ein variables
Sprachelernent. Anstelle des Wortes können Mitglieder einer Gruppe von
Sprachelementen stehen, z.B. Benennungen oder Konstanten. Die Bedeutung
der Worte ist jeweils nach der Syntaxbeschreibung erlRutert.
Beispiel: STATEMENT name;
"name" ist hier ein variables Sprachelernent, an seiner Stelle
könrten beliebige Benennungen mit maximal 32 Zeichen stehen.
Kleinbuchstabige Worte können auch als Platzhalter für eine genauere Syntax-
beschreibung stehen. Sie werden dann weiter beschrieben, indem nach dem
Zeichen ": :=" die fUr sie zulässigen Syntaxkonstruktionen aufgeführt sind.
Beispiel: FILE gruppe;
gruppe::= (name, name)
Für "gruppe" ist also hier "(name, name)" einzusetzen.
4. Geschweifte Klammern { }
In geschweiften Klammern werden Alternativen aufgeführt, von denen eine
ausgewählt werden muß.
Beispiel:
{
SUBSYSTEM J
DESTROY.
STA TE:!'1ENT
Zulässige Alternativen sind:
DESTHOY SUBSYSTEM; und
DESTROY STATEMENT ;
5. Ecldge Klammern [
Eckige Klammern umschließen eine Gruppe von Sprachelementen die vorhanden sein
köru1en, aber nicht müssen.
Beispiel: LIST STATEMENTS [OF]
[ SUBSYSTEM) name;
Die Worte OF und SUBSYSTEM können entfallen.
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Eckige Klammern gefolgt von einem Stern bezeichnen eine Gruppe von Sprach-
elementen. die nichtleinmal oder beliebig ort stehen können.
Beispiel: ACTIVE aname [ •aname J'1l- ;
Gültig ist:
ACTIVE anamej
ACTIVE aname. anamej
ACTIVE aname. aname. aname;
etc.
steht nach dem Stern eine ganze Zahl, so bezeichnet sie die maximal
erlaubte Anzahl von Wiederholungen der in eckigen Klammern stehenden
Gruppe. Steht eine Alternativklammer in eckigen Klammern und ist vor
eine der Alternativen" ein waagrechter Pfeil gesetzt, so bezeichnet
dies den Standardwert für den Fall, daß keine der Alternativen auf-
geführt ist.
Beispiel: [f- SKIP }Jl NOSKI'P
Im Falle, daß weder SKIP noch NOSKIP steht, ist
SKIP der Defaultwert.
Anhang B
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PLS-Syntaxbeschreibung
B1. Systemanweisungen
B1.1 Die ENTER-Anweisung
Syntax: ENTER subsystemname parameter;
Bedeutung: Das Subsystem mit dem Namen 11 subsystemname 11 wird gestar-
tet. Die Bedeutung von "parameter" ist von Subsystem zu Subsystem
unterschiedlich, hier können Subsystemparameter gesetzt werden.
ENTER ist keine ausführbare Anweisung, sondern der Beginn eines Sub-
systemblockes. Von ENTER bis zum zugehörigen END ist das "Enviroment"
des Subsystems vorhanden, d.h. alle subsystemspezifischen Daten sind
zugänglich, außer Systemanweisungen sind auch die zum Subsystem gehö-
rigen POL-Anweisungen gültig. ENTER darf nur stehen, wo auch eine
BEGIN- oder PROC-Anweisung stehen dürfte.
B1.2 Die END-Subsystem-Anweisung
Syntax:
END subsystemname;
Bedeutung:
Das Subsystem mit dem Namen "subsystemname" wird abgeschlossen.
B1.3 Die POOL-Anweisung
Syntax:
Bedeutung:
POOLSIZE {
MODULES }
DYAHHAYS poolsizej
Die Modulpoolsize, die von RMM für die dynamische Modulver~altung benutzt
wird, erhält den neuen Wert "poolsize". oder die Dynamic-Array-poolsize
erhält den neuen Wert "poolsize".
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B1.4 Die T;'\A CE-Anwe isung
Syntax:
Bedeutung:
Die TRACE-Anweisung schaltet den Lademodultrace ein oder aus. Dieser
Trace wird von der REGENT-Modulverwaltung erzeugt.
B1.5 Die FINISH-Anweisung
Syntax:
Bedeutung:
FINISH;
FINISH schließt die Modulverwaltung, die Dynamic-Array-Verwaltung und
die Datenbankver\.'ialtung ab und druckt abschließende Statistiken.
B1.6 Die PRINT-Anweisung
POOLTABLE [IDENT text ]
--
PRINT DISKDUMP [IDENT text ] [ [WITH] LEß.VES ]
POOLOOMP [IDEN'l' text ] [ [WITH] LEAVES ]
[[ ON] FILE ddname] ;
Bedeutung:
Es wird Dynamic-Array-Information gedruckt. Bei POOLTABLE Verwaltungs-
information, bei DISKDUMP die Dynamic-Arrays auf der Platte, bei
POOLDUMP die im Arbeitsspeicher. "text" ist eine Kennzeichnung des
Ausdruckes, "WITH LEAVES" bedeutet Ausdrucken der DA-Blätter, "ddname"
ist der Name eines Printfiles (Standard:SYSPRINT). Das Ausdrucken wird
von der REGENT-Dynamic-Array-Verwaltung vorgenommen.
B1.7 Die REGENT - Option
Die REGENT-Option steht auf der PROCEDURE-Anweisung und kennzeichnet
ein POL-Programm.
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Syntax:
REGENT I REGENT (option ~optionJ*)
{ INIT ] I {SUBSYSTEMoption::= NOINIT NOSUBSYSTEM = 6ubname}
{
MOD = {1 I 2 I 3~ {DARRAYS}
NOMOD NODA
-- --
POOL::: poolsize I 1TRACE ) I
NOTRACE
DPOOL = dpoolsize
{
LIST [
NOLIST
ddname ] ]
Bedeutung:
{
PLOT j
NOPLOT. {
BANK }I NOBANK
INIT:
NOINIT:
Die REGENT-Datenstruktur wird initialisiert, die REGENT-Kernroutinen
werden in den Modul integriert, die Modul-Verwaltung und DYnamic-
Arrayverwaltung (Jeweils falls benutzt) werden initialisiert.
Die INIT-Option muß also für den Main-Modul angegeben werden.
Es werden· keine Initialisierungen durchgeführt. Die REGENT-Kern-
routinen werden nicht in den Modul integriert. NOINIT muß für
externe POL-Routinen benutzt werden, die aus einem Main-Modul
gerufen werden sollen.
SUBSYSTEM = subname:
Nur gültig für NOINIT. Es werden neben den fehlenden REaENT-
Initialisierungen auch keine Subsystem-Initialisierungen vor-
genommen. Das Subsystem-Environment des Subsystems "subname"
wird der externen POL-Prozedur vom rufenden Modul übergeben.
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NOSUBSYSTEM: Nur gültig für NOINIT. Die externe POL-Prozedur ist nicht an
ein spezielles Subsystem-Environment gebunden, das vom rufenden
Modul übergeben wird.
MOD {11213}: MOD gibt die Art der Strategie der Modulverwaltung im Kern-
speicher an.
NOMOD: Es wird keine dynamische Modulverwaltung benutzt, die entsprechen-
den Kernroutinen werden nicht in den Modul integriert, die Initia-
lisierung für die Modulverwaltung entfällt.
DARRAYS:
NODA:
Es wird die REGENT-Dynamic-Array-Verwaltung benutzt.
Die Dynamic-Array-Verwaltung wird nicht benötigt. Die entsprechenden
REGENT-Kernroutinen fehlen im Modul, die Initialisierung für die
Dynamic Arrays entfällt.
POOLFpoolsize: POOL gibt den Anfangswert für den von RMM verwalteten Modulpool
an. Nur von Bedeutung bei MOD.
TRACE:
NOTRACE:
LIST:
NOLIST:
DPOOL:
Die Modulverwaltung druckt auf SYSPRINT einen Trace der von ihr
durchgeführten Aufträge aus. (LINKS, LOADS, DELETEs, Reorganisationen).
Nur sinnvoll bei MOD=2 oder 3.
Es wird kein Modul-Trace gedruckt.
PLS druckt auf SYSPRINT eine mit statement-Nummern und
Fehlermeldungen versehene Liste des POL-Programmes aus. Ist
"ddname"angegeben,erfolgt die Ausgabe der Programmliste auf die
Datei dieses DD-Namens.
Es werden nur die PROC-Anweisungen mit der REGENT-Option
und die Fehlermeldungen gedruckt.
Gibt die Größe des Dynamic-Array-Bereiches an.
PLOT:
NOPLOT:
BANK:
NOBANK:
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Die Calcomp-Zeichenroutinen/75/ werden zur Ausgabe
von Zeichnungen benötigt. Initialisierungs- und End-
aufruf werden beim Systemstart und beim Systemabschluß
vorgenommen.
Es werden keine Zeichnungen erstellt.
Es wird die REGENT-Datenbankverwaltung benötigt.
Die REGENT-Datenbankverwaltung wird nicht benutzt.
Standardwerte:
REGENT (INIT, MOD=2, DA, POOL= 20000, NOTRACE, LIST,
DPOOL= 20000, NOPLOT, NOBANK)
Fehlt eine gültige Procedure-Anweisung als erste Anweisung eines
Programms, wird die Anweisung:
REGENT:
eingefügt.
PROC OPTIONS(MAIN) REORDER;
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B2. PLS-Funktionen
B2.1 TYPE RETURNS (BIN FIXED(15)), liefert den Typ des nächsten in der
Eingabe stehenden Elementes zurück.
1 Integerzahl, Binary oder Decimal Fixed-Konstante ohne
Vorzeichen
2 Realzahl, Binaryoder Decimal-Float-Konstante ohne
Vorzeichen
3 Zeichenkette
4 Bitkette
5 Benennung (Identifier)
6 Imaginärkonstante
7 Operator: +, -, *, I,~,I ",11,""', ;z,<,
<--, -'<, >, >", "'>, 'l<Jt
8 Klammer auf: (
9 Klammer zu: )
10 Semikolon:
11 Wie 1, jedoch mit Vorzeichen + oder -
12 Wie 2, jedoch mit Vorzeichen + oder -
13 Anderes PL/1-Zeichen: " %,
14 Nicht - pLll - Zeichen, z.B.
15 End of File, Ende der Eingabe (EOF)
)l-SKIP }B2.2 NEXT ITEM (typ [ NOSKIP ] )
RETUrtNS(CHAR(250) VARYING), liefert das nächste Element,
das in der Eingabe vorhanden ist, der Typ des Elementes
wird in der BIN FIXED(l5)-Variablen "typ" zurückgeliefert,
die Werte haben die gleiche Bedeutung wie bei der
PLS-Funktion "TYPE".
B2.3 NEXT_REAL
NEXT':'STRING
NEXT_BITS'l'lUNG
NEXT_OPERATOR
NEXT_IDEN'l'IFIER
NEXT_WORD
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SKIP bedeutet, daß das Element in der Eingabe Ubergangen
wird. Bei NOSKIP wird der Eingabezeiger nicht verändert.
Der Defaultwert ist SKIP.
[ (J"SKIP 1)]
1NOSKIP J
~JRNS (CHAR(250)Varying), liefert ein Element aus der
Eingabe,
NEXT REAL liefert eine Decimal Float oder Binary Float-
Konstante mit oder ohne Vorzeichen,
NEXT_INTEGER liefert eine Decimal oder Binary Fixed -
Konstante mit oder ohne Vorzeichen,
NEXT STRING liefert eine Zeichenketten-Konstante ein-
schließlich der Apostrophe,
NEX'l' BITSTHING liefert eine Bi tketten-Konstante ein-
schließlich der Apostrophe und des "Bit,
NEXT_OPERATOR liefert einen PL/I-Operator,
NEXT_IDENTIFIER liefert eine Benennung,
NEXT WORD liefert alle Zeichen bis zum nächsten Leer-
zeichen in der Eingabe oder bis zum nächsten Semikolon.
Falls das gewUnschte Element nicht vorhanden ist, d.h.
wenn der Typ des nächsten Elementes in der Eingabe nicht
gleich dem angeforderten Typ ist, erfolgt eine Fehlermeldung.
Es wird dann Null oder der Nullstring zurUckgegeben.
SKIP: Das gelieferte Element in der Eingabe wiJ.'d Ubergangen.
NOSKIP: Der Eingabezeiger bleibt auf dem gelieferten Element
stehen.
Ist bei NEXT WORD das nächste Zeichen in der Eingabe ein
Semikolon, so wird ein Semikolon,zurUckgeliefert, gleich-
zeitig erfolgt eine Fehlermeldung.
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B2.4 NEXT_N(n [{-SKIP J])
NOSKIP
RETURNS(CHAR(250)VARYING), liefert die n~chsten n Zeichen die in
der Eingabe stehen. 1!n1! ist BIN FIXED( 15) und muß S 250 sein.
Sind bis zum Ende der Eingabedatei weniger als n Zeichen vorhanden,
erfolgt eine Fehlermeldung, es werden dann nur die vorhandenen
Zeichen geliefert.
SKIP-NOSKIP haben die Bedeutung wie bei den anderen PIS-Funktionen.
B2. 5 NEXT_EXPRESSION [ ({- SKIP t) ]
NOSKIPj
RETURNS (CrffiR(250)VAHYING, liefert den nächsten arithmetischen,
logischen oder Zeichenketten-Ausdruck, der in der Eingabe steht.
B2•6 TI-IIS STATEMENT
---
RETURNS(CHAR(3500)VARYING, liefert die aktuelle Anweisung vom
Anfang bis zum Semikolon, ohne Labels und Prefixes.
rSKIP IB2.7 WOfID(xyz [ NOSKIP ])
.rKIP ]BWOHD(xyz [, NOSKIP ])
REIUHNS (BIT(l)), stellt fest, ob die Zeichen 11 xyz " gleich dem
nächsten Wort in der Eingabe sind (bei WORD) oder ob 1!xyZ" der
Anfang des nächsten Wortes in der Eingabe ist .(bei BWORD, B steht
für ~egin ). Ein Wort ist in diesem Sinne eine Folge von Zeichen
außer Leerzeichen und Semikolon, abgeschlossen durch Leerzeichen
oder Semikolon. Wird das Wort (oder der Wortanfang)gefunden,
wird 'l'B zurückgegeben, sonst 'O'B.
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{
-SKIP l
B2.8 I!2ENTIFIER(xyz [, NOSKIPJ ] )
{
"'SKIP t
m!2.ENTIFIER(xyz[, NOSKIPJ ])
RE'IURNS(BIT(l)), stellt fest, ob die Zeichen "xyz" die nächste
Benennung (Identifier) bzw. der Anfang der nächsten Benennung in
der Eingabe sind. Eine Benennung ist eine Folge
von Zeichen, bestehend aus Buchstaben,
Ziffern und den Zeichen $, '#, 9, -
Die Zeichenfolge muß mit einem Buchstaben oder #, $, ~ beginnen.
Benennungen oder Identifier sind also gültige PL/1-Variablennamen.
,Wird die Benennung gefunden, wird '1 1B zurUckgeliefert und falls
"SKIP" angegeben wurde, übergangen. Ist die Benennung (oder deren
Anfang) nicht in der Eingabe vorhanden, wird 'alB zurückgegeben,
der Eingabezeiger wird nicht verändert.
B2.9 ISEXPRESSION
RETURNS (BIT( 1) ), liefert 11 1B falls als nächstes in der Eingabe
ein arithmetischer, logischer oder Zeichenketten-Ausdruck steht.
Sonst ist das Ergebnis IO'B.
B2. 10 FIND(xyz)
RETUf~S(BIT(l)), liefert 'l'B, falls in der behandelten POL-
Anweisung bis zum Semikolon die Zeichen "xyz" der Beginn eines
Elementes sind. Die Zeichenfolge xyz wird also nur am Beginn einer
Benennung einer Konstanten, eines Operators oder eines Begrenzet'S
vd.e, , ), (,; gesucht.
Wird die Zeichenfolge "xyz" in der Anweisung nicht gefunden, wird
'alB zur'Uckgeliefert.
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B3. PLS-Anweisungen
B3.1 INITIATE - initialisiere ein Subsystem
Die INITIATE-Anweisung dient dazu, ein neues Subsystem zu initialisieren.Es
wird der Name des Subsystems und ein SchlUsselwort angegeben. Dieses SchlUssel-
wort muß stets angegeben werden, wenn das Subsystem erweitert, geKndert oder
gelöscht werden soll.
Syntax:
INITIATE [SUBSYSTEM] name [[KEY] key ];
Bedeutung:
"name" ist eine Zeichenkette mit maxim~l 32 Zeichen, die den Namen des
Subsystems darstellt. "name" darf kein Leerzeichen enthalten.
Soll der Name des Subsystems abkürzbar sein, ist nach den sig-
nifikanten ersten Buchstaben ein "." in den Namen einzufügen.
Soll ein Punkt Bestandteil des Namens sein, müssen 2 Punkte ge-
schrieben werden. Beispiel: 'NAM.E', das Subsystem heißt NAME,
es kann zu NAM abgekürzt werden. 'S •• 1.22', das Subsystem heißt
S.122 und kann S.l abgekürzt werden.
ist eine Zeichenkette von maximal 32 Zeichen und bezeichnet den
Schlüssel für das Subsystem. "key" darf keine Leerzeichen enthalten.
Defaultwert für "key", falls nicht angegeben, ist der Nullstring. ' ,
Ist ein Subs~stem mit gleichem Namen und gleichem Schlüssel schon
vorhanden,so wird zuerst das alte Subsystem zerstört und anschließend
neu initialisiert. Stimmt dagegen nur der Name und nicht der Schlüssel,
erfolgt eine Fehlermeldung und keine Initialisierung.
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B3. 2 SUBSYSTEM- Identifiziere ein Subsystem
Die Subsystem-Anweisung dient dazu 1 anzugeben, zu welchem REGENT-Subsystem
die folgenden Definitionen gehören sollen. Alle POL-und Datenstruktur-Defini-
tionen bis zur nächsten SUBSYSTEM-Anweisung beziehen sich auf das angegebene
SuQsystem.
Syntax:
Bedeutung:
SUBSYSTEM name [ [KEY . key ];
"name"
"key"
Subsystemname, ausgeschrieben oder falls abkürzbar, auch
abgekürzt.
Schlüssel für das Subsystem.
(Nullstring falls nicht angegeben).
B3.3DESTROY - Lösche ein Subsystem, eine Datenstruktur oder eine Anweisung
Mit der DESTROY-Anweisung werden Teile eines Subsystems oder ein ganzes
Subsystem gelöscht.
Syntax:
DESTROY
DATASTRUCTURE dname [dname ]*
CLAUSE cname [cname]*
[ SUBSYSTEM] subname [[KEY] subkey]
MACROTIME [DATASTRUC'IUREJ
INITIAL [CIAUSE]
Bedeutung:
STATEMENT {
[NAME] stname] {[NAME] stname )J*Q~TATYPE' stype ( Q:TATYPE stype
DESTROY DATASTRUCTURE löscht die aufgeführten Subsysteme-Datenstrukturen
mit dem Namen "dname".
DESTI,OY CrAUSE zerstört die aufgeführten Clauses mit dem Namen"cname".
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DESTROY SUBSYSTEM löscht ein Subsystem mit dem Namen "subname", falls der
richtige Schlüssel "subkey" angegeben wird.
DESTROY MAGROTIME DATASTRUGTURE löscht die Makrozeit-Datenstruktur
des gerade behandelten Subsystems.
DESTROY INITIAL GLAUSE löscht die Initialisierungsroutine des gerade be-
handelten Subsystems.
DESTROY STATEMENT löscht die angeführten POL- fmweisungen. "stname" ist
das Schlüsselwort der POL-Anweisungen, die mit einem festen
Schlüsselwort beginnen. "stype" ist der Typ der Datentyp-
Anweisungen, die mit einem pestimmten Datentyp beginnen
"stype" kann ASSIGNMENT, PAS SI GNMENT, illL, INTEGER
IDENTIFIER,STRING, BITSTRING. oder ~RATOR sein.
B3.4 LIST - Erzeuge eine Liste der Subsysteme, POL-Anweisungen und
Subsystem-Datenstrukturen.
Mit der LIST-Anweisung lassen sich die REGENT-Subsysteme und die gültigen
Anweisungen eines Subsystems listen.
Syntax:
{
SUBSYSTEMS J
LIST
STATEMENTS [OF][ SUBSYSTEM] subname
Bedeutung:
Entweder werden alle REGENT-Subsysteme oder die gültigen PL/1- Anwei-
sungen, die POL-Anweisungen und die Datenstrukturen eines Subsystems
gelistet (Siehe Abb. 24 und 25, SeiLen 116 bis 118).
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Bedeutung der Spalten der Subsysteme-Liste:
NAME OF SUBSYSTEM - Subsystemname in voller L~ge; wenn der Name abkürzbar
ist, sind die signifikanten Zeichen unterstrichen.
PREFIX - Subsystem~Prefix. Dieser aus zwei Zeichen bestehende Prefix wird
benutzt, um die Treibermodule, die Datenstrukturen und die von PLS
v~rwalteten Listen, die zu einem Subsystem gehören, eindeutig
zu kennzeichnen. Die Namen aller zu einem Subsystem gehörenden
Member in den PLS-Bibliotheken fangen mit dem Prefix an. Auoh
die Namen der PLR-Module beg:innen mi t dem Subsystem..
'Prefix'.
CREATION,I?ATE .. Datum. der Initialisierung des Subsystems.
SUBSYSTEM LIST - Name der Tabelle der POL-Anweisungen und Datenstrukturen
des Subsystems in der Bibliothek REGENT.PLSTRAN.DATA
ABBREV.? - YES oder NO, Je nachdem ob der Subsystemname abkürzbar ist.
Bei YES sind die signifikanten Buchstaben des Namens unter-
strichen.
NUMBER OF ~STATEMENTS. - Anzahl der POL und pL/1 Anweisungen, die zum Sub-
system gehören, die Anzahl ist~ 61.
NUMBER OF CLAUSES - Anzahl der Clauses des Subsystems.
NUMBER OF DATA-DECLARATIONS - Anzahl der Datenstruktur-Definitionen.
Bedeutung der Spalten der Anweisungsliste:
Der Kopf der Liste besteht aus den Angaben, die das betreffende Subsystem
beschreiben.
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NAME OF STATEMENT - Name der POL- oder PL/I-Anweisung oder der Datendefi-
nition. Die Reihenfolge der Liste ist:
- Preprocessorzuweisung und PL/I-Zuweisung (%As und ASS)
- Datentyp - POL-Anweisungen, falls definiert (REAL, INT,etc)
- PL/I-Preprocessor-Anweisungen
- PL/l- und POL-Anweisungen
Sind die Namen abkUrzbar, so sind die signifikaten Buchstaben
unterstrichen.
CHARACTERISTIC - beschreibt die Art der Anweisungen
MODUL - Name des zugehörigen Members in einer PLS-Bibliothek. Bei
POL-Anweisungen und Systemanweisungen ist dies der Name des
Treiberroutinen-Moduls. Bei Datendefinitionen ist es der
Membername in der PLS-Databibliothek.
B3.5 DATASTRUCTURE - Definiere eine Subsystem-Datenstruktur
Die DATASTRUCTURE-Anweis~ngdient dazu, Subsystem-Datenstrukturen zu definieren.
Die pL/I-Deklaration der gewünschten Datenstrukturen werden angegeben. Diese
Syntax:
DATASTRUC'IURE {
CCMMON}
dname
END DATASTRUCTURE.:
Bedeutung:
DATASTRUCTURE COMMON; Beginn der Subsystem-Common-Definition. Es muß
anschließend eine einzige Level-l "s tructure"-Deklaration
folgen.
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DATASTRuC'ruRB dname: Es wird eine Subsystem-Datendeklaration definiert
mi t dem Namen "dname" (maximal 32 Zeichen). Es folgen an-
,schließend eine Reihe von PL/l-Deklarationen und ausführbare
Anweisungen, die beim Subsystemstart ausgeführt werden sollen.
B5.6 MACROTIME DATASTRUCTURE - Deklariere eine PLS-Makrozeit-
Datenstruktur
Syntax:
MACHOTIME [DATASTRUCTUREJ [LENGTH lJ;
DOL 1 name,
2 .. ,. II •••• ll"
END MACROTIME [DATASTRUCTURE];
Bedeutung:
LENGTH 1 : Die Länge, die die Datenstruktur im Arbeitsspeioher
beansprucht, in Bytes·"l" muß größer oder gleioh der
tatsäohlichen Strukturlänge sein. Wenn die Angabe fehlt,
wird der Defaultwert 1=1024 genommen. (Es ist vorgesehen,
1 aus der Strukturdeklaration zu erreohnen). Es kann nur
eine einzige solche PL/1 - struoture-Deklaration angegeben
werden, Dimensionen und Längen müssen fest sein.
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B3.7 STATEMENT
Syntax:
{
[!:!AME] name }
STATEMENT .
QATATYPE type
[ALIAS aname [aname]* J
[LABELS ['IO] labelvar ] [PREFIXES ['IO] prefixvar ];
Definition der Anweisungs-Abarbeitung
END STATEMENT ;
Bedeutung:
NAME-DATATYPE: Im Normalfall beginnt eine POL-Anweisung mit einem Schlüssel-
wort, so wie auoh z.B. alle PL/I-Anweisungen außer der Zuweisung und der Null-
anweisung mit einem Schlüsselwort beginnen. Dieses Schlüsselwort, der Name
der Anweisung, wird nach "NAME" angegeben. "name" ist eine Zeichenkette mit
maximal 32 Zeiohen, eingesohlossen in Apostrophe. Soll der Name der Anweisung
abkürzbar sein, so muß nach den signifikanten Zeiohen ein Punkt stehen. Soll
der Name der Anweisung einen Punkt enthalten, müssen zwei Punkte angegeben
werden.
Es ist auoh möglich, Anweisungen zu definieren, die nicht mit einem SchlUssel,
wort, sondern mit einem bestimmten Datentyp beginnen. Die möglioh~n Datentypen
sind:
Bitstring "type" BITSTHING Bitkettenkonstante
Identifier "type" == IDENTIFIEi\, dies sind Benennunßen(Namen)
Integerzahl "type" == INTEGER, alle BINAHY oder DECIMAL
FIXED-Konstanten
Operator "type" == OPEHA'roR, alle ~lltigen PL/I-0peratoren +,
-, I, * 11 , I, t. ,>, usw.,
Realzahl "type" == REAL, alle BINARY oder DECIMAL FLOAT-
Konstanten
Charaoterstring - "type" == STRING, alle Zeichenketten-Konstanten
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Alias Eine Anweisung kann bis zu 21 verschiedene Namen haben, also
außer dem Hauptnamen auch bis zu 20 Aliasnamen. Für "aname"
gelten die gleiohen Regeln wie für den Namen der Anw~isung
(max.32 Zeichen lange Zeichenkette in Apostrophen, Abkürzung
wird durch Punl~t bezeichnet).
rABELS: Jede PL/l-Anweisung und jede POL-Anweisung kann mit Labels und
PREFIXES: Prefixes versehen sein. Im Normalfall, wenn die Angaben von
"IABELS" und "PREFIXES" in der Anweisungs-Definition fehlt,
werden die Prefixes und Labels vor die expandierte(n) Anweisung(en)
gesetzt. Sollten Jedoch die Treiberroutine, die die POL-Anweisung
abarbeitet, die Labels und/oder Prefixes zur Verfügung gestellt
wez'den, können mit "labelvar" und "prefixvar" zwei Variablennamen
angegeben werden. In diese Variable speichert der PLS-Ubersetzer
dann die Labels bzw. Prefixes hintereinander, einsohließlich aller
Klammern und Doppelpunkte.
B3.8 CrAUSE
Syntax:
CrAUSE {
cname }
INITIAL J
Definition der Abarbeitung
END CIAUSE;
Bedeutung:
"cname"
INITIAL
ist der Name der CIAUSE. Er dient zur Identifikation, z.B.
beim Löschen einer CIAUSE und zum Aufruf. "cname" ist eine
Zeicherutette, eingeschlossen in Apostrophe, maximal 32 Zeichen
lang.
definiert eine Initialisierungs-CIAUSE, die nur beim Subsystem-
start aktiv wird. Sie kann zum Initialisieren der Subsystem-
Datenstrukturen, auch zum Initialisieren der Ubersetzungszeit-
Datenstruktur und zum Abarbeiten des Restes der "ENTER subsystem-
name"-Anweisung dienen.
B3. 9 FILE
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speichere STATEMENT und CLAUSE-Definitionen permanent
Die PLS-Anweisungen S~TEMENT und CLAUSE erzeugen Treiberroutinen auf
temporären Dateien (es sind dies Members auf einer ObJektmodul-Bibliothek).
Die FILE-Anweisung dient zum permanenten SpeichArn der Treibermodule (als
Lademodule). Durch FILE werden also die Treiberroutinen zu dynamisch
aufrufbaren Moduln zusammengebunden. Die einfachste und normalerweise
angewandte Form der Anweisung ist: FILE;. Es werden alle bis dahin seit
der letzten FILE-Anweisung definierten STATEMENT- und CLAUSE-Routinen Jede
für sich zu einem Modul gebunden und in der Datei REGENT. PLSTRAN.MODS
angelegt. Die FILE-Anweisung ermöglicht es aber auch, verschiedene State-
ment- und Clause-Treiberroutinen und schon fertig gebundene Module zu
einem einzigen Modul zusammenzubinden. Dies ist dann effektiver, wenn die
Routinen meist zusammen benutzt werden, da dann nur einmal der Modul von
der Platte geladen werden muß.
Syntax:
FILE {
[ALL]
[ (gruppe ]
] [[ ON] LIBRARY ddname ];
[ , gruppe ]*)
f name Jgruppe::= 1(name [,name]* 9 )
{
DATATYPE dtype}
name:: = [NAME] rname
~ODUL modulname
Bedeutung:
ALL: Jede bisher definierte Statement- oder Clause-Routine wird in
Je einem Modul permanent gespeichert.
ALL ist default •
gruppe: Besteht eine "gruppe" aus einem Namen, wird die Definition dieses
Namens zu einem Treibermodul gebunden, besteht die "gr'Uppe" aus
einer eingeklammerten Liste von Namen, werden die in der LJste
aufgeführten Definitionen zusammen in einen Modul gebunden.
name:
,type
mame
modulname
ddname
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Name einer Statement- oder Clause-Definition (SchlUssel-
wort: NAME, default), einer Datentyp-Anweisungs-Definition
(SchlUssolwort DATATYPE) oder eines Moduls, der sich bereits
in der Datei REGENT.PLSTRAN.MODS befindet (SohlUsselwort
MODUL). Namen Jeweils in Apostrophe eingeschlossen.
DD-Name der Bibliothek, auf die die erzeugten Treibermodule
,
gespeichert wer'den sollen. Normalerweise ist die Datei
REGENT.PLSTRAN.MODS Uber den DD-Namen 'PLSLIB' ansprechbar,
dies ist auch der Defaultwert fUr "ddname". Der Name muß in
Apostrophe eingeschlossen sein.
B3.10COMPl~S, NOCOM~RESS - komprimiere die PLS-~ibliotheken(nicht)
Normalerweise werden die Bibliotheken REGENT.PLSTRAN.DATA und REGENT.PLSTRAN.
MODS immer dann beim Abschluß des PLS-Subsystems komprimiert, wenn sie während
der betreffenden PLS-Anwendung verändert wurden. Wenn nicht viel vel'H.ndert
wurde und es ist genug Platz auf den externen Speichern, ist das Komprimieren
nach Jedem Lauf Jedoch nicht sehr effektiv. Durch die PLS-Anweisung NOCOMPRESS
wird das Komprimieren verhindert.
Syntax: NOCOMPRESS;
Soll dagegen komprimiert werden, obwohl in dem bett'effenden PLS-Lauf niohts
auf den Bibliotheken verändert wurde (kein INITIATE ,DESTROl', FILE, DATASTHUC'ruHE),
kann das durch Angabe der Anweisung COMPRESS vor Subsystemabschluß geschehen.
Syntax: ~PRESS;
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B3.11 CPARMS, LPAFiMS - verändere die Parameter rUr PL/I-Compiler
und Linkage-Editor
Die STATEMENT-undCLAUSE-Definitionsprogramme benutzen zur Erzeugung
eines Objektmoduls einer Treiberroutine den PL/I-Optimising Compiler des
03/360. Die FILE-Routine benutzt zur Erzeugung von Treiber'moduln den
OS/360-Linkage Editor. Mit den Anweisungen CPARMS und LPARMS können die
Parameter für diese Programme geändert werden.
Default-Parameter für den Compiler:
'INCLUDE, NA, NAG, NOP, NSTG, SMSG, NX',
für den Linkage-Editor:
'REUS, SIZE=(64K, 18:i<:) , DCBS'.
Syntax:
CPA1,HS char-ex;
LPA[~S char-ex;
char-ex: Zeichenkettenausdl~ck.
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B4. Makroze~tan~eisungen.
B4.1 SKIP-Anweisungen
SKIPr·
SKIPBj
SKIP REAL;
SKIP INTEDER;
Diese Anweisungen dienen zum Übergehen eines Elementes
in, d,er Eingabe, sie setzen den Eingabezeiger um ein Element
. nach rechts. Ob der Eingabezeiger verändert wird, kann davon
abhängig gemacht werden, ob ein bestimmtes Element oder eine
Elementart als nächstes in der Eingabe steht.
Übergehe das nächste Element, falls es eine Realkonstante ist.
Übergehe das nächste Element, falls es eine Integerkonstante
ist.
SKIP OPERATOR; Übergehe das nächste Element, falls es ein Operator ist.
SKIP STRING; Übergehe das nächste Element, falls es eine Zeichenkette ist.
SKIP BITSTRING; Übergehe das nächste Element, falls es eine Bitkette ist.
SKIP EXPllESSION; Übergehe einen arithmetischen, logischen oder Zeichenketten-
ausdruck, falls ein solcher als nächstes in der Eingabe
vorhanden ist.
SKIP WORD;
SKIP n
Übergehe das nächste Wort in der Eingabe (alle Zeichen bis
zum nächsten Semikolon oder Leerzeichen).
"n" ist eine Integerkonstante. Übergehe die nächsten n Zeichen.
SKIP IDENTIFIER; Übergehe das nächste Element inder Eingabe, falls es eine
Benennung ist.
SKIP IDENTIFIER(xyz); Übergehe das nächste Element in der Eingabe, falls es
gen~u die Benennung "xyz" ist.
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SKIPB IDENTIFIER(xyz)j Übergehe das nächste Element, falls es eine Benennung
ist, die mit tlxyztl beginnt.
SKIP(xyz)j
SKIPB(xyz) ;
SKIPj
B4.2PLlj
Übergehe das nächste Wort in der Eingabe, falls es genau aus
den Zeichen tlxyztl besteht.
Übergehe das nächste Wort, falls es mit den Zeichentlxyztl
beginnt.
Übergehe das nächste Element in der Eingabe.
Diese Anweisung teilt dem PLS-Übersetzer mit, daß er die
Anwefsung als System- oder PL/I-Anweisung behandeln soll. Man
kann PL/I-Anweisungen auf bestimmte Eigenschaften und Optionen
untersuchen, indem man eine POL-Anweisung gleichen Namens definiert.
Will man dann die Anweisung unverändert lassen, benutzt man dazu
die PLI-Anweisung.
B4.3 LINK cname; Die LINK-Anweisung dient zum Aufrufen von CLAUSES.
"cname" ist der in der CLAUSE-Anweisung definierte
Name der Clause.
B4.4 EXECUTE; Zwischen "EXEC;" und END EXEC;" steht der Ersetzungstext,
END EXECUTE; also diejenigen PL/1-Anweisungen, die an Stelle eines
T~iles einer POL-Anweisung erzeugt werden sollen. Der
Ersetzungstext kann auch zwischen "EXEC" und ";" stehen.
Innerhalb des Ersetzungstextes werden Namen aktiver
Ersetzungsvariablen durch ihren Wert ersetzt.
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B4.5 ElXECUTELINK modulnl1me [(argumente )] ;
Innerhalb des Elrsetzungste~tes ist außer PL/1- Anwei-
sungen such~ besondere Anweisung erlaubt, die LINK-
.Anweisung. Sie, dient zum dynamisohen Aufruf von Sub-
systemmoduln bei der Ausführung des aus dem POL.Programm
erzeugten PL/1- Programmes. An den gerufenen Moduln können
Argumente. übergeben werden,
B4.6 !Q!IVE anname [, anameJ*;
mCTIVE uname G llname J*;
Duroh die ACTIVEl-Anweisung kann eine Makrozeitvariable
innerhalb des PL/1-Blockes, in dem die ACTIVEl - Anwei-
sung steht, aktiviert werden, d.h. in Elrsetzungstexten
wird ihr Name duroh ihren Wert ersetzt. UNACTIVEl desakti-
vie~t eine Makrozeitvariable~ PLS-Funktionen können im
ätißerenBlook einer STATEMENT- oder CLAUBE - Definition
duroh eineUNACTIVE - Anweisung desaktiviert werden,
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Anhang C: Zur Implementierung
C1 Implementierung des PLS-tlbersetzers
Symbolentschlüsselung
Die SymbolentschlUsselung oder lexikalische Analyse zergliedert den Eingabe-
text, der in Form einer sequentiell einzulesenden Zeichenkette vorliegt, in
einzelne Grundelemente (Symbole). Die Grundelemente der problemorientierten
Sprachen in REGENT sind die Symbole der PL/I-Sprache •.Der SymbolentschlUsseler
stellt einen deterministischen endlichen Automaten dar. Ein solcher Automat A
läßt sich durch folgendes Quintupel beschreiben /76/:
A:: (" Q) d) SjZ )
Z:;,Q) Z""" ~) S~Q
T ist die Menge der Eingabesignale, Q die Menge der Zustände und [ eine
Abbildung, die die Produktmenge T*Q in die Zustandsmenge Q abbildet:
Der innere Zustand des Automaten zum Zeitpunkt i+1 hängt also vom Zustand
und der Eingabe zum Zeitpunkt i ab.S ist der Startzustand und Z die Menge
der Endzustände des Automaten.
Bei der SymbolentschlUsselung ist die Menge der Eingabesignale T die Menge
aller erlaubten Zeichen eines Programms. Da in PL/1-Zeichenketten für Jedes
Zeichen alle darstellbaren Bitkombinationen erlaubt sind, besteht d~s Ein-
gabealphabet auf den DVA des Typs IBM/36o-/370 aus den 256 versohiedenen
Zeichen des EBCDIC-Codes /77 / • Die tibergangsfunktion d wird durch das
Programm des Symbolentschlüsselers realisiert. Zu Jedem Zustand wird der
Folgezustand durch das nächste gelesene Zeichen bestimmt. Wenn ein Sprach-
symbol vollständig erkannt ist, ist ein Endzustand des Automaten erreicht.
Abhängig vom Endzustand erfolgt eine Ausgabe. Sie besteht aus einer zahl,
die die Art des Symbols angibt und aus dem Symbol selbst (Tabelle der Sym-
bolarten siehe Anhang D). Das Symbol ist die Verkettung der zwischen Start-
und Endzustand gelesenen Zeichen. Das zuletzt gelesene Zeichen kann aber
muß nicht Teil des Symbols sein. Die Zeichenfolge A+B besteht z.B. aus dem
Symbol "A"(Art:"Benennung"), dem Symbol "+"(Art:"+-Operator") und dem Symbol
"B" (Art: "Benennung" ). Bei den Benennungen kann erst nach dem Lesen des
nächsten Zeichens festgestellt werden, daß das Symbolende erreicht ist,
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Dagegen kann der +-Operator :l.mmer nur aus einem Zeichen bestehen. Das Lesen
des näohsten Zeichens ist daher nicht nötig zum Erkennen des Symbols.
Die Zustände und die Übergänge eines Automaten können in einem Automatendia-
gramm dargestellt werden, die Knoten des Graphen stellen die Zustände dar,
Pfe:l.le zwischen den Knoten die ZustandsUbergänge. An den Pfeilen sind die-
jenigen Eingabezeicheneingetragen, die den jeweiligen Ubergang bewirken.
Anhang E zeigt das Automatendiagramm des PLS-Symbolentschlüsslers.Dabei ist
die EntschlUsselung fUr numerische Konstanten ein Unterautomat, der immer
dann aufgerufen wird, wenn das erste gelesene Zeichen bei der SymbolentschlUs-
selung eine Ziffer oder ein Dezimalpunkt ist.
Der SymbolentschlUsseler ist als Pr'ozedur realisiert (PiSCAN), der als .Ergebnis
seines Aufrufes in dr'ei globalen Variablen des Ubersetzer-Monitors den Typ des
Symbols (NTYP, siehe Anhang D), seine Startposition im Eingabepuffer (NB) und
die Symbollänge (NL) zurUckliefert.
Nachdem ein Symbol erkannt wurde, w:l.rd vor dem RUcksprung aus der EntsohlUsse-
lungsroutine der Zeiger :l.m Eingabepuffer im Normalfall auf das erste Ze:l.chen
gesetzt, das naoh dem erkannten Symbol folgt. Jedooh kann der SymbolentschlUs-
seler auch veranlaßt werden, den Zeiger auf den Beginn des gerade erkannten
Symbols zurUckzusetzen. Auf diese Weise kann ein Symbol betraohtet werden, ohne
daß es im Puffer Ubergangen wird. In manchen Fällen ist während der Syntaxanalyse
ein soloher.Vorgriff' auf das näohste Symbol (Lookahead" um ein Symbol) notwendig,
z.B. um zu entscheiden, ob ein arithmetischer Ausdruok zu Ende ist oder ob ein
weiterer Operator folgt. Damit nicht bei einem erneuten Aufruf der EntschlUsselungs-
routine das Symbol nooh einmal erkannt werden muß, wird es in diesem Fall solange
zwischengespeiohert, bis der Eingabezeiger hinter das Symbolende gesetzt wird.
Mit Hilfe der COUNT-Option des PL/i-0ptimising Compilers /48 /' die es erlaubt,
die Häufigkeit der AusfUhrung Jeder Programmanwe1sung während eines Programmlaufs
zu zählen, wurde festgeste llt, daß in etwa 2/3 der Aufrufe der SymbolentschlUsse-
lung die Symbole neu erkannt werden mUseen und daß in 1/3' der Fälle dj.e bereits
erkannten Symbole aus den Zwischenvariablen entnommen werden konnten. Uber Steuer-
parameter kann d1.e EntsohlUsselungsroutine weiterhin veranlaßt werden, LeeT'zeichen
(Blanks) und Kommentare entweder an den ein Sympol anfordernden Ort des Aufrufs
zu~iokzugeben oder aber Leerzeichen und Kommentare zu Ubergehen. Dabei werden
Kommentare sofort j.n den erzeugten PL/i-Text kopiert.
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Der die Symbolentschlüsselung bewirkende endliche Automat ist durch direkte
Programmierung realisiert, jedem Zustand entspricht ein ProgrammstUck, das
mlrch Fallunterscheidung über ,das Folgezeichen zum nächsten Zustand springt.
Für den Unterautomaten für die numerischen Konstanten ist die Übergangsfunk-
tion Ödargestellt durch eine Zustandsmatrix M. Sie bestimmt in Abhängigkeit
vom alten Zustand q. und dem nächsten Zeichen z den Folgezustand q. 1:
l l+
= M (q. z)
- l,
Die q und z sind dabei als ganze Zahlen dargestellt, die direkt zur Indizie-
rung von ~ verwendet werden können. Ausgezeichnete Zustände sind die Endzu-
stände, im Fehlerfall wird ein besonderer }~dzustand erreicht. Das Programm
wird bei Verwendung einer Zustandsmatrix sehr kurz:
Q = Startzustand;
SYf"ffiOL = tt; Leere Zeichenkette
DO WHlLE Q., = Endzustand ;
Z = nächstes Zeichen;
SYMBOL = SYMBOL 11 Z; Hänge Z an Symbol an
Q, = M(Q" Z) ;
END;
Zum Lesen des Jeweils nächsten Zeichens wird eine Prozedur GETCHAR aufgerufen,
die in einem Eingabepuffer für die zu lesenden Zeichen einen Zeiger auf das
nächste Zeichen setzt. Für die Zergliederung ist es sinnvoll, Zeichen, die
im Automaten gleiche ZustandsUbergänge bewirken, zu Zeichenklassen class(z)
zusammenzufassen. Die Buchstaben Abis Z oder die Ziffern 0 bis 9 gehören
z.B. zu solchen Zeichenklassen. In einem Zeichenklassenvektor ist zu Jedem
der 256 EBCDIC-Zeichen die Zeichenklasse festgelegt, so daß die Routine
GETCHAR durch Indizieren dieses Vektors mit der internen ;lepresentation des
Zeichens die zugehörige Zeichenklasse feststellen und an die Entschlüsselungs-
routine zul'iJckliefern kann (Anhang D). Die Zustandsmatrix muß nun nioht mehr
fUr jedes Zeichen, sondern nur noch für jede Zeichenklasse eine Spalte be-
sitzen und wird dadurch in ihrer Größe reduziert. Gl.(6) geht Uber in:
qi+1 = ~ (qi,class(z))
\venn der Zeiger im Eingabepuffer das Pufferende erreicht hat, wird eine Ein-
leseroutine zum Füllen des Puffers aufgerufen. Da bei der Übersetzung von
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Subsystem-Sprachanweisungen auf die gerade behandelte Anweisung in manchen
Fällen noch einmal zugegriffen werden muß, werden die Zeichen vom Anweisungs-
beginn bis zum Fufferende an den Pufferanfang geschoben und anschließend der
Hest des Puffers 'neu eingelesen. Bei Dateiende wird eine besondere Zeichen-
klasse "Dateiende" von GETCHAR zurückgegeben, die dazu fUhrt, daß auch der
SymbolentschlUsseler das Symbol "Dateiende" erkennt und zuruckgibt.
Bei mehreren verschiedenen Anwendungen des PIß-Übersetzers wurde mH Hilfe
der COUNT-Option des Optimising Compilers festgestellt, welches die am häu~
figsten 'ausgefUhrten und deshalb fUr die Effektivität am wichtigsten Anwei-
sungen sind. Erwartungsgemäß war die RouUne GETCHAR das bei weitem am häu-
figsten ausgeführte Programmstück des Übersetzers. An zweiter Stelle lagen
die Anweisungen, die den Übergang vom Startzustand des SymbolentschlUsselers
in einen Folgezustand bewirken. Die Routine GETCHAR wurde deshalb noch einmal
in Assembler kodiert, um ihre SchnelHgl(ei t zu steigern.
Die Symbolentschlüsselungsprozedur P1SCAN ~lird immer dann aufgerufen, wenn
während der Syntaxanalyse (Zerteilung) ein neues Symbol benöttgt wird; im
Monitor des Übersetzers insbesondere zum Erkennen von Anweisungspräfixen,
von ~lweisungen und Schlüsselwortanweisungen und von arithmetischen oder
logischen Ausdrücken. Die Anweisungstreiberroutinen rufen den EntschlUsseIer
nicht direkt, sondern Uber ebenfalls zum Monitor gehörenden Interfaceroutinen
auf.
Erkennen von Präfixen und Zuweisung
Der Monitor muß die Bedingungs-Präfixe und die Marken vor Jeder Anweisung
eines Programms erkennen können. Zuweisungen müssen von Schlilsselwortan-
weisungen unterschieden werden. Das Erkennen von Anweisungs-Präfixen
und Zuweisungen kann ebenso wie die SymbolentschlUsselung durch deterministi-
sche en<iliche Automaten erfolgen. Die Automaten sind durch Zustandsmatrizen
reaHsiert, da der Speicherplatzbedarf bei dieser Methode geringer war als
bei direkter Programmierung der ZustandsUbergänge.
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Zerteilung von Ausdrücken
Die Zerteilung (Syntaxanalyse) erkennt die Syntax von (Teil-)Anweisungen.
Die Anweisungstreiberoutinen können vom Übersetzermonitor das Erkennen
von arithmetischen, logischen oder Zeichenketten-Ausdrücken fordern. Die
Ausdruck-Zerteilung stellt fest, ob in der Eingabe ein Ausdruck vorhanden
ist und gibt ihn ggf .an die anfordernde Treiberroutine als Ganzes zurUck.
Dabei wird der längste vorhandene Ausdruck erkannt. Steht in der Eingabe'~*B+C'
so wird nicht nur "A*B" sondern "A*B+C" geliefert. Zum Erkennen von Aus-
drüoken wird die Methode des rekursiven Abstiegs verwendet. Aus Effektivitäts-
grUnden wird sie jedoch nioht durch rekursive Prozeduren, sondern durch eine
niohtrekursive Prozedur mit Hilfe eines Kellers (Stack, Last-In First-OUt List)
realisiert. Eine kurze Einführung in die Methode des rekursiven Abstiegs
ist z.B. in /78/ enthalten.
Moni torroutinen
Außer dem Symbolentsohlüsseler und den Prozeduren zur Verarbeitung von Prä -
fixen, Zuweisungen und AusdrUoken enthält der Monitor des Übersetzers eine
Reihe von Prozeduren, die von den Amleisungstreibern benutzt werden l<önnen
zum Übersetzen von Problemspraohen-Anweisungen. Sie rufen dazu die Symbol-
entschlUsselung und die Ausdruckzerteilung auf. Im einzelnen gibt es Proze-
duren fUr folgende Zwecke:
Feststellen des Typs des nächsten Symbols in der Eingabe
Liefern des näohsten Symbols in der Eingabe
Liefern des nächsten Symbols, falls es einen vorgegebenen Typ hat
Feststellen, ob eine bestimmte Benennung oder eine bestimmte Folge von
Zeichen in der Eingabe als näohstes ansteht
Feststellen, ob eine bestimmte Benennung oder eine bestimmte Folge von
Zeiohen in der Eingabe bis zum Anweisungsende vorkommt
Liefern des nächsten Ausdruckes in der Eingabe
Setzen des Eingabezeigers hinter das nächste Symbol, falls es einen be-
stimmten Typ hat oder eine bestimmte Folge von Zeichen in der Eingabe
vorliegt (Übergehen von Symbolen)
Liefern der gesamten gerade behandelten Anweisung als eine Zeichenkette
L,iefern der vor einer POL-Anweisung stehenden Präfixe
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Außerdem enthält der Monitor Routinen zur Ausgabe einer Programmliste
mit Anweisungsnumerierung, zur Ausgabe des erzeugten PL/1~Programmes
und zum dynamischen Aufruf von Fehlerroutinen.
Aufruf von Treiberroutinen
Wenn der Monitor eine POL-Anweisung oder eine Systemanweisung erkannt hat,
muß er die zugehörige Treiberroutine dynamisoh aufrufen. Den Namen des
Treibermoduls entnimmt er aus der Anweisungstabelle fUr das gerade aktive
Subsystem. Der Aufruf wird duroh eine Assembler-Interfaceroutine durohge-
fUhrt. Sie erhält außer den Argumenten fUr die Treiberroutine Uber ein zu-
sätzliohes Argument auoh den Namen der zu rufenden Routine. Der Treibermodul
wird mit Hilfe des LINK-Maaros /79/ von der Treiberbibliothek dynamisoh in
den Arbeitsspeiaher geladen. Die restliohen Argumente werden von der Inter-
faoeroutine an die Treiberroutine weitergegeben. Da die Treibermodule als
REUSABLE gekennzeichnet sind, werden inaktive Module, die von einem voran~
gegangenen Aufruf nooh im Arbeitsspeioher liegen, bei einem erneuten Aufruf
nicht neu von der externen Einheit geladen.
Der Zugriff von Treiberroutinen auf Fähigkeiten des Monitors (aUf die Monitor-
routinen) erfolgt Uber eine Schnittstelle in Form einer PL/l-Struktur. Der
Zeiger auf diese Struktur wird an alle Treiberroutinen Uber ein Argument Uber-
geben. Sie enthält Verweise auf die Monitorroutinen in PL/l-Entryvariablen.
Die Treiberroutinen sprechen die in der Interfacestruktur deklarierten Entry-
variablen in CALL - oder Funktionsaufrufen an, da diese Entryvariablen auf die
entsprechenden Monitorroutinen verweisen, werden diese direkt aufgerufen
(Abb. f,ß).
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02 Initialisieruns ~nd Zerst~run5 von Subsystemen
Duroh eine Subsysteminitialisierung wird ein neues Subsystem in die PLS-
Tabellen eingetragen, so daß fUr dieses Subsystem Anweisungen'und Daten-
strukturen definiert werden können und das Subsystem aufgenlfen werden kann.
Mittels der PLS-Anweisung INITIATE wird dem System der Name des Subsystems
und ein,SchlUsselwort bekanntgegeben. Dieses SchlUsseIwort muß stets ange-
geben werdenj wenn das Subsystem erweitert, geändert oder zerstört werden
soll. Duroh die Initialisierung werden folgende Einzelsohritte durchgefUhr't:
- Die Subsystemtabelle wird erweitert, Name, SohlUssel, Initialisierung
und Name der zugehörigen Anwe1sungstabelle werden eingetragen. Das SchlUssel-
wort wird vor dem Eintrag kodiert, um es vor unbefugtem Lesen zu sohUtzen.
Der Name der Anweisungstabelle (Membername in der Datenbibliothek) wird
so erzeugt, daß er eindeutig ist. Ein ebenfalls eindeutiger Subsystem-
Pr~fix, bestehend aus 2 Buchstaben wird generiert. Diese Buohstaben werden
als Anfangsbuohstaben aller in einem Subsystem verwendeten Modulnamen,
Treibermcidulnamen, Datendeklarationennamen und Tabellennamen verwendet,
so daß eine Namenskollision zwisohen Bestandteilen versohiedener Subsysteme
vermieden wird. In der Subsystemtabelle ist weiter vermerkt, ob der Sub-
systemnam~abkUrzbar ist und wieviele Anweisungen und Datendeklarationen
zum Subsystem geh~ren. Die Subsystemetabelle kann durch die PLS-Anweisung
"LISrr SUBSYSTEM;" ausgedruokt werden (Abb.27).
Die Da~enbibliothek wird um eine Anwe1sungstabelle fUr das Subsystem er·
wei:tert. Sie enthb:lt zunäohst lediglich die PL/l-Anweisungen und d:1.e Sy-
stemanweisungen, die in Jedem Subsystem gUltig sind, und eine Datenstruktur,
den Subsystemcommon. Duroh die PLS-Anweisung "LIST STATEMENTS OF SUBSYSTEM
name;" wird der Inhalt der Anweisungstabelle fUr das Subsystem ma dem
Namen "name" gel1stet (Abp..JS).
- Ein Subsystemcommon wird erzeugt und in die Datenbib110thek eingebracht,
der nur den Subsystemnamen enthält.
Bei der Zerstöl~ng von Subsystem durch die PLS-Anweisung DESTROY werden
alle Treibermodule und Datendeklarationen und die Anweisungetabelle des
Subsystems gel~soht, in der Subsystemtabelle wird der Name des Subsystems
gestriohen.
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*************************~***********
* *
* LIST OF REGENT - SUBSYSTEMS *
* *
*************************************
+------_.~~-~-~-=====+=--+--------+------+---- +------+------ +------ +
I I I I SUB- I~ßß-INUMBERINUMBERINUMßERI
I NA~lE OF SUBSYSTEM IPREICREATIONISYSTEMIREV.I OF 1 OF I OF I
I IFI XI DATE 1 LIST I? ISTATE-I CLAU- IDATA- I
I I 1 1 1 IME t\l T S I SES I0 EC L • 1
+-------------------+---+--------+------+----+------+------+------+
IOABAL ID~ 117.02.15IPLDABAINO 1 771 01 21
IFLOW IFL 120.02.75IPLFLOwINO I 891 31 11
lGIPSY IGI 111.02.15IPLGIPSINO 1 791 41 21
Ipl.S IPL IOl.05.73IPLPlS INO I 791 01 21
IfQLt IpO Il1.02.751 PLPrLYIYES 1 691 01 21
I REGENT IQQ IOl.05.131PLREG INO I 651 01 11
IRE~~AC IRE 116.02.75IPLREMAINO I 721 01 21
'SEDAP ISE 121.02.75IPlSEDAIYES 1 661 21 21
11~.QUIP IYA 12o.o2.15IPLYAQUIYES 1 73\ 1\ 21
Abb.27: Subsysteme-Tabelle
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*************************************
* *
* SUßSYST~~ - INFOP~~TION *
* *
*************************************
+-------------------+---+----~---+------+----+------+- -----+------+I I I , SUR- fAßB-INUI>1BERINUMBER1N\';MAERI
I N~ME OF SUBSYSTEM I PRE I CREATI (NI SYSTEM I REV.I OF I OF I OF I
I IFr XI DA.TE I LI ST I? ISTATE-IClAU- fOATA- ,
I I I I I IMENTS I SES 10ECL. f
+-------------------~---+------~-+------+----+------+------+------+I Pl. S IPL IOl.05.13IPlPLS INO oI 2 I
+-------------------+-----------------------~-------------_.+------+I NAME OF STATEMENT I CHARACTER I STIC I MCOUl I
+-------------------+------------------~~----------------~--+------+IMS
, ASS
I %AC T
I ~ACT IV AT E
I%CONTROL
f %OCL
I%DEACT
I%DEACTIVATE
I~DECLARE
1%00
I %E~O
I ~GO
f%GOTO
1%1 F
I~INCLtJOE
, %PAGE
I%SKIP
1/l,LLDC
IALLnCATE
IBEGIN
ICALl
ICHECK
IC.L.AUSE
IClOSE
IC.UMPRESS
ICfAßMS
I DAIASTRUCTURE
IOCL
10ECLARE
IDEFAUlT
IDELAV
I OEl ETE
IDfSTROY
10FT
'DISPLAY
, 00
I ELS E
I PL11- SiAiE f.I ENT
, PL/l-STATE~4ENT
I PL Il-STATEtJENT ,All AS
I PL 11-ST~ TEMENT
I PL/I-STATEMENT
IPL11- STA TE ~ E NT ,A LI AS
, PL/I-STATEMENT,AlIAS
I Pl/I-STATEMENT
I PL /1- STA TEMEt'H
I PL/I-STATEMENT
I PL lI-STATEMENT
I PL/1-STATEMENT
'PL 11- ST~ TE ME NT ,A LI AS
IPL/I-STATEMENT
I Pl/I-STATEMENT
I PL 11- STATE ME NT
I PLI I-STATEMENT
I PL 11- STATE MENT ,AU AS
1PL / 1-$ TATEMENT
I PL/i-STATEt'IENT
I PL 11- SiA TEMENT
I PL/I-STATEMENT
I POL- STATEMENT ,ABBREV.
I Pl/i-STATEMENT
IPOL-STATEMENT,ABßREV.
I POl-STAT EM ENT, ABBR EV •
IPOL-STATE~ENT,ABBREV.
IPL/l-STATEMENT,AlIAS
I PL 11- STA TE ~ENT
, PL/l-STATEMENT
I PL lI-STATEMENT
I PL 11- STA TEMENi
'POl-STATEMENT,AS8REV.
IPL/l~STATEMENT,ALIAS
I PL/l-ST,I\TEMENT
I PL 11- STA TE MEf'lT
I PL/I-STATEMENT
I
I
I
I
PlCL AU
Pl COMP
PLCPAR
PlDATA,
I
I
I
I
PlDESTI
I
I
I
I
+-------------------+---~--------------------------------~-+~-----+
Abb.28: Anweisunstabelle (1,Teil)
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I NAME OF STATEMENT I CHAR~CT ER IST IC IMOI1UL I
+---.---------------+---~------~---~-~---~~----------~-~-~-+-~-~--+I END
I
1ftllfR
ENTRY
EX Ir
FETCH
.Ell..E
EltlISH
FLOW
FORMAT
FREE
GET
GO
GOTO
IF
HU TIATE
.l..l5.T
LOC AT E
.l..fAßMS
MAC.ROTI"'1E
NOCHEC K
~QC.o.MPRESS
NOF LOW
ON
IOPEN
IE,QQ1..SIZE
I fEINT
IPROC
I PRQCEDU RE
I PUT
1READ
I RELEAS E
1RETURN
I REV ERT
IREWRITE
I SIGNAL
I.s.IATEMENT
I STJP
l,SUB.SYSTEM
lIB.ACE
IUNLOCK
I WA I T
IWRITE
ICOMMON
lPLS_CATA_STRUCTURE
IpOL-STATEMENT
lSUBST. FOR SYSTEM STATEMENT
lSYSTEM STATEMENT,ABBREV.
I PL/i-STATEMENT
I PL/l-ST~ TEMENT
I PL/i-STATE~ENT
IpOL-STATEMENT,ABBREV.
I SYSTEM STATEMENT,AB8REV.
I PL li-STATEMEf\JT
I PL/i-STATEMENT
I PL 11- STA TE MENT
I PLI i-STATEMENT
I Pl/i-STAT EMENT
1PL 11- STATEMENT ,A LI A S
I PLIl-STATEMENT
IpOl-STATEMENT,ABBREV.
1POL-STATEMENT ,ABBREV.
I PL 11- STA TEMEN T
I POl-STATEMENT,ABBREV.
IPOL-STATEMENT,ABBREV.
I PL/l-$TATEpiENT
lPOL-STATEMENT,ABBREV.
1PL/l-STATEMENT
1PL /1- SiA TE ME NT
1PL 11-S TATEMENT
ISYSTEM STATEMENT,A8BREV.
lSYSTEM STATEMENT,ABBREV.
I PL I1-STATE~ENT ,ALIAS
I PL 11- ST~ TEMENT
I PLI i-STATEMENT
I PL/1-STATEMENT
I PLIl-STATE~IENT
IPL /1- STA TE ME NT
I PL /l-STATEMENT
I PL/i-STATEMENT
IPL/l-STATEMENT
I POL-STAT EM ENT, ABRR EV.
IPL/l-STATEtJENT
1POL-ST AT EM ENT, ABeR EV.
ISYSTEM STATEMENT,AB8REV.
I PL11- ST AT E~ ENT
lPL/1-S1ATEMENT
I PL/1-STATEMENT
IDATA-OECLARATION
IDATA-DECLARATION
IPLENDBI
I
I Qtt:NTE
I
I
I
IPLFILE
IQQFINI
I
I
PLINIA
PLL IST
PLLPAR
PLMACR
PLNOCO
I
I
I QQPOOL
lQQPRINl
I
I
I
I
I
I
I
I
I
lPLSTAT
I
IPLSUBS
IQCTRAC
I
I
I I
I PLCOMll
I PLSVSI I
+~-----~-----------~+---~----~~---------~------------- -----+------+
Abb.28 (2.Teil)
- 118 -
bnhang 03: Definition von POL-Anweisungen und Datenstrukturen
Formale Syntax der POLs
Eine formale Sprache wird definiert durch die Beschreibung ihrer Syntax
und ihrer Semantik. Zur formalen Syntaxbeschreibung der hier betrachteten
Sprachen eignen sich kontextfreie Grammatiken, die verwendete Notation
heißt Backus-Naur-Form oder Backus-Normal-Form (BNF,/62/). Eine kontext -
freie Grammatik G ist gegeben durch ein Quadrupel /80/:
Gt= (V,T,S,P)
mit P S Vx (VuT)*, SeV
(8 )
Dabei ist V die Menge der nicht~rminalen Symbole der Grammatik, T die Menge
'der terminalen Symbole, S das Startsymbol der Grammatik und P eine Menge
von Produktionen.
Es sei GpLI die Grammatik der Grundsprache aller REGENT-POLs, also PL/l
erweitert um die Systemanweisungen:
(9 )
Eine formale Beschreibung der Syntax von PL/l befindet sich in /81/ •
Diese Beschreibung stimmt allerdings nicht mit den durch die IBM-Optimising
und Checkout-Compiler definierten PL/l-Syntax überein. In /51/ wird die
Syntax und die Semantik des von der ECMA (European Computer Manufactures
Association) und derANSI(American National Standards Institute) erarbeiteten
Normvorschlages für PL/l beschrieben.
Die Grammatik einer Subsystem-POL sei
GmID:= (VSUB, TSUB, Cl PSUB )>JSUB,
Es gilt immer:
rrSUB = TpLI
'SSUB = SpLI
(10 )
Wenn die Subsystemsprache L(GSUB ) neue Anweisungen erhält, PL/l-Anweisungen
jedoch weder geändert, erweitert,noch gestrichen wurden, dann gilt zusätzlich:
VSUB :::» VpLI
PSUB ::::> PPLI
( 12)
- 119 -
Bei Erweiterung von PL/1-Anweisungen mUssen nicht unbE·dingt neue nicht-
terminale Symbole in der Grammatik enthalten sein, so daß dafUr gilt:
VSUB 2 VpLI
PSUB :J PPLI
(13 )
Wenn im allgemeinsten Fall außer neuen Anweisungen uncl Erweiterungen von
PL/I-Anweisungen auch Änderungen und Streichungen von PL/I-Anweisungen
vorgenommen werden, so läßt sich über VSUB und PSUE koine Aussage bezUglich
des Zusammenhangs zu VpLI und PpLI mehr machen. Bei Dofinition einer neuen
POL-Anweisung wird die Grammatik GSUB zunächst um eino Produktion erweitert,
deren linke Seite dasjenige Nichterminalsymbol ist, das einer PL/1-Anweisung
entsprioht. In der in/51/angegebenen Grammatik heißt d:~eses Nichtterminal-
symbol "executable-single-statement", die entsprecben<le Produktion lautet:
executable-single-statement: :=
assignment-statement I
allocate-statementl
call-statement I
clear-statement I
close-statement I
delete-statement I
free-statement I
get-statement I
goto-statement I
locate-statement
null-statement I
open-statement I
post-statement I
put-statement I
read-statement I
return-statement
revert-statement I
rewrite-statementl
signal-statement I
stop-statement I
unlock-statement I
wait-statement I
write-statement I
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Jede neue POL-Anweisungs-Definition erweitert diese Produktion um eine
neue rechte Seite:
executable-single-statement:: =
assignment-statementl
.
write-statement I
pol-statement-l I
pol-statement-2 I
Entsprechend werden andere Produktionen PPLI um neue rechte Seiten erweitert,
wenn bestehende PL/I-Anweisungen erweitert werden.
Durch die POL-Definition als PL/I-Erweiterung wird weder die unterste Grammatik-
Ebene (low level syntax,/51~, die Ebene der PL/l-Symbole, noch die oberste
Ebene (high level syntax), die Ebene der Prozeduren und Blöcke, sondern die
lnittlere Syntaxebene (middle level syntax), die Anweisungen und deren Teile
beschreibt, geändert.
Rekursiver Abstieg
Zur syntaktischen Analyse komplexer POL-Anweisungen kann' vorteilhaft
die Methode des rekursiven Abstieges gewählt werden/78/. Bei dieser
Methode wird jeder l'roduktion, die mehrere rechte Seiten haben kann,
eine Bool'sche Prozedur zugeordnet, die den logischen Wert "true"
liefert, falls eine rechte Seite zutrifft und "false" sonst. Jedem Nicht-
terminalsymbol der Grammatik entspricht genau eine Produktion und somit
eine Bool'sche Prozedur. Wenn eine Prozedur "false" liefert, also keine
der rechten Seiten zutrifft, muß der Eingabezeiger auf den Wert beim
Aufruf zurückgesetzt werden (rekursiver Abstieg mit Backup). Eine rechte
Seite einer Produktion trifft dann zu, wenn nacheinander die Prozedurauf-
rufe für Nichtterminale "true" liefern und die Terminale der Grammatik in
der Eingabe vorkommen. Voraussetzung für die Anwenduarkeit ues rekursiven
Abstieges ist, daß die Grammatik nicht linksrekursiv ist. Wenn an jeder
Stelle allein durch Betrachten des nächsten Eingabesymbols entschieden
werden kann, welche der rechten Seiten einer Produktion angewandt werden
muß, ist die Grammatik eine LL(1)-Grammatik/76/ und das Rücksetzen des
Eingabezeigers kann vermieden werden (rekursiver Abstieg ohne Backup).
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Im Interesse einer einfachen und effektiven lJbersetzung sollte bei dem
Entwurf der Subsystemanweisungen auf die LL(1)-'~igenschaft der Grammatik
geachtet werden. Das grafische Rl~GENT-SubsystemGIPSy/69/ bedient sich
bei der Übersetzung der GIPSY-Sprache der Methode des rekursiven Abstiegs.
Schlüsselwort- und Datentypanweisung
Bei der Anweisungsdefinition wird angegeben, ob es sich um eine Schlüssel-
wort- (NAME) oder Datentypanweisung (DATATYPE) handelt. Datentypanwei-
sungen beginnen nicht mit einem bestimmten Namen, sondern mit einem der
elementaren Sprachbestandteile Operator, Bitkette, Zeichenkette, ganze
oder reelle Zahl. Wenn also die Anweisungsdefinition mit: "STAT DATATYPE
INTEGER .•• 11 beginnt, so werden durch diese Definition alle Anweisungen
behandelt, die mit einer ganzen Zahl beginnen. Bei namentlichen POL-
Anweisungen muß die Teiberroutine den Namen der Anweisung nicht mehr
verarbeiten, der Eingabezeiger steht rechts vom Namen der Anweisung. Bei
Datentypanweisungen steht der Eingabezeiger am Beginn der Anweisung, so
daß die Treiberroutine den Wert des ersten Elementes der Anweisung gewin-
nen kann.
PLS-Funktionen
Mit Hilfe von PLS-Funktionen kann auf Monitorfähigkeiten zugegriffen
werden, um POL-Anweisungen abzuarbeiten. Sie steuern die Symbolent-
schlüsselung und die Ausdruckszerteilung. Die Syntax aller PLS-Funk-
tionen ist im Anhang B 2 beschrieben. Eine Gruppe von PLS-Funktionen
dient dazu, festzustellen welche Sprachbestandteile auf der POL-An-
weisung vorhanden sind, eine zweite Gruppe gewinnt Information von
der POL-Anweisung.
Zur ersten Gruppe gehört die Funktion TYPE, die feststellt von wel-
chem Typ das nächste auf der Anweisung stehende Sprachelementist
(z.B. Benennung, Integer-Zahl, Operator, Zeichenkette). Mit der
FIND-Funktion kann das Vorhandensein einer gegebenen Zeichenkette
in der POL-Anweisung geprüft werden. Die PLS-Funktionen IDENTIFIER,
WORD, BIDENTIFIER und BWORD stellen fest, ob eine vorgegebene Zeichen-
kette als nächstes auf der POL-Anweisung vorhanden ist und liefern
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den logischen Wert '1'B zurück, falls dies zutrifft. Die (B)
IDENTIFIER-Funktion prüft Benennungen, die (B) WORD-Funktion Ketten
beliebiger Zeichen, das B steht für Beginn und bedeutet, daß nur die
angegebenen ersten Zeichen mit den ersten Zeichen einer möglicherweise
längeren Zeiohenkette auf der Anweisung übereinstimmen müssen.
Die Funktion ISEXPRESSIDN liefert den Wert 11'B, wenn als nächstes
ein arithmetischer Ausdruck folgt, 'O'B sonst.
Zur zweiten Gruppe von PLS-Funktionen gehören NEXT_REAL, NEXT_STRING,
NEXT_BITSTRING, NEXT_OPERATOR, NEXT_IDENTIFIER, NEXT_N und NEXT_EX-
PRESSION. Sie liefern die nächste Real-Zahl, die nächste Zeichenkette
oder Bitkette, den nächsten Operator, die nächste Benennung, die fol-
genden n Zeichen oder den arithmetischen Ausdruck, der auf der Anwei-
sung als nächstes folgt. Die Funktion NEXT_ITEM liefert das näohste
Sprachelement, mit Hilfe der PLS-Funktion THIS STATEMENT kann die
gesamte POL-Anweisung angefordert werden.
Makrozeitanweisungen
Eine Zusammenstellung der Makrozeitanweisungen befindet sich im Anhang B4.
Die wichtigsten werden im folgenden näher beschrieben.
EXECUTE - END EXECUTE
Die Anweisungen EXEC und END EXEC umschließen die bei der Abarbeitung
der POL-Anweisung zu generierenden PL/1-Anweisungen.,Während der Übersetzungs-
phase des PLS-Übersetzers wird eine solche "EXEC-Gruppe" nicht ausgeführt,
sondern in das erzeugte PL/1 Programm kopiert. Erst zur Ausführungszeit
des generierten Programms werden die zwischen EXEC und END EXEC stehenden
Anweisungen aktiv. Soll nur eine Anweisung erzeugt werden, kann sie auch
zwischen "EXEC" und ";" stehen:
EXEC PUT LIST('BEISPIEL')SKIP;;
Dabei ist zu beachten, daß sowohl das Semikolon für die EXEC- Anweisung
als auch das für die zu generierende Anweisung stehen muß. Mit Hilfe der
Kurzform der EXEC-Anweisung lassen sich auch Teile von Anweisungen generieren:
"EXEC MULT (A,B);" erzeugt den Teil einer PL/1-Anweisung "MULT (A,B)"
(ohne Semikolon). In einer EXEC-Gruppe können beliebige PL/1-Anweisungen
stehen.
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·'.lerden durch eine P01-Amroisunr; mehrere J)1/1-Armeif3ungen erzeugt, so ist
es erforderlich, me als DO-Gruppe zu generieren,damit ein korrektes P1/1-
Programm auch dann entsteht, wenn die POL-Anweisung später nach
THEN oder ELSE benutzt wird. Beispiel: Die POL-Anweisung "DRUCKS
.*-
ALLES;" soll.die Anweisungsfolge "PUT EDIT (HEADLINE) (SKIP,A);
CALL PRINT (3)~' erzeugen. Wenn der POL-Programmierer nun schreibt:
"IF X>O THEN DRUCKE ALLES ;" und die erzeugten PL/1-Anweisungen stehen
nicht zwischen DO und END ergeben sich Resultate, die der POL-Pro-
grammierer nicht erwartet (im Beispiel würde also die zweite Anweisung,
"CALL PRINT (3) ;I~ nicht in der THEN -Clause stehen. Falls erforderlich,
kann auch "BEGIN;" und "END"; die erzeugten Anweisungen umschließen.
Dies ist immer dann nötig, wenn DECLARE- Anweisungen generiert
werden, um doppelte Deklarationen zu vermeiden.
Der durch eine EXEC- Gruppe generierte PL/1-Text muß in Abhängigkeit
von der in der POL-Anweisung stehenden Information variiert werden
können. Eine Anweisung zur Mittelwertberechnung "MITTELWERT 1'1' 1'2'
r~, •.•• r ;" soll den Mittelwert der reellen Zahlen r. ausrechnen./ n ~
Dazu sind Anweisungen zur Summenbildung und zur Division durch die
Anzahl zu erzeugen. Die Anweisungsdefinition lautett
+ NEXT_REAL;;
1+1;
( 1 )
STATEMENT 'MITTELWERT';
DCL I BIN FIXED (15);
I = 0;
EXEC SIDII = 0.;;
DO WHILE (TYP., = 10);
EXEC SUM = SUM
SKIP (I,') ; I
END ;
(2) EXEC PUT LIST (, MITTELWERT:',SUM /1);;
END STATEMENT;
In der EXEC-Gruppe (1) wird anstelle des Namens"NEXT REAL" jeweils
der Wert eingesetzt, den die PLS-Funktion aus der Eingabe gewinnt.
Ebenso wird in der EXEC-Gruppe (2) der Name der Makrozeitvariablen
I durch ihren Wert ersetzt. Variable, deren Namen in der EXEC-Gruppe
durch ihren Wert ersetzt werden, heißen" Ersetzungsvariable", ihr
Wert heißt" Ersetzungswert".
Eine Ersetzung findet nur für aktive Variable statt. Aktiv sind
neben den PLS-Funktionen alle arithmetischen oder Zeichenketten-
vari.a.blen ( mit den Attributen BINARY, DECIMAL, PICTURE oder CHARACTER)
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innerhalb des Blocks, in dem sie durch eine DECLARE- Anweisung
deklariert sind. Im obigen Beispiel sind also die Variablen I (da als
BINARY deklariert) und NEXT_REAL ( da PLS-Funktion) aktiv.
Mit Hilfe von ACTIVE-und UNACTIVE-Anweisungen können unaktive
Variable aktiviert und aktive desaktiviert werden.
ACTIVE
Die ACTIVE-Anweisungist keine ausführbare Anweisung, sondern
eine Deklaration,die innerhalb des PL/1- Blockes gültig ist, in dem sie
steht. Die nach "ACTIVE" aufgeführten Variablennamen werden, wenn
sie in einer EXEC-Gruppe angetroffen werden, durch den Wert der
Variablen dieses Namens ersetzt. Mit der ACTIVE-Anweisung können
Variable aktivieft ierden,die nicht standardmäßig aktiv sind,
wie etwa Bitketten. Auch nicht explizit deklarierte Variable oder
solche, denen duroh eine DEFAULT- Anweisung Attribute zugewiesen
werden, können nur durch die ACTIVE -Anweisung zu Ersetzungsvari-
ablen werden.
UNACTIVE
Ebenso wie ACTIVE ist ,UNACTIVE keine ausführbare Anweisung, sondern
eine Deklaration. Die ausgeführten Variablen sind in demPL/1-Block,
in dem die Anweisung steht, nicht aktiv. Es können standardmäßig
aktive Variable somit von der Ersetzung in EXEC- Guppen ausgeschlos-
sen werden. Im äußersten Block einer STATEMENT- oder CLAUSE-Defini-
tion können auch PLS-Funktionen desaktiviert werden.
EXECUTE LINK routine
Innerhalb einer EXEC- Gruppe ist nur eine Nicht-PL/1-Anweisung
zulässig, nämlich LINK. Diese Anweisung dient dazu, zur Ausführungs-
zeit des POL- Programmes Entries in PLR-Moduln dynamisoh aufzurufen.
"routine" muß ein Name eines PLR-Moduls und zugleich ein Entry-Point
in diesem Modul sein. Das dynamische Laden und Ausführen des Moduls
wird von der REGENT-Modulverwaltung RMM vorgenommen. Der Modul muß
daher ein vom REGENT-Modulgenerator erzeugter PLR-Modul sein.
An den Modul können Argumente übergeben werden. Ein Entry, der in
einem Subsystem duoh EXEC LINK aufgerufen wird, muß in der Subsystem-
Datenstruktur (vorteilhafterweise im SUbsystem-Common) als DYNAMIC
ENTRY mit allen Parametern deklariert sein.
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SKIP
Die SKIP-Anweisung dient zum Übergeben eines Elementes in der
Eingabe, "SKIPj" setzt den Eingabezeiger hinter das gerade an-
stehende Symbol. "SKIP conditionj" verändert den Eingabezeiger
nur, wenn "condition" zutrifft. "SKIP REAL;" bewirkt, falls als
nächstes eine reelle Zahl in der Eingabe ansteht, das Setzen
des Zeigers hinter das Ende dieser Zahl. "SKIP ('XYZ')j" verändert
den Zeiger nur, wenn die Zeichen "XYZ" als nächstes auf der POL-
Anweisung vorhanden sind. Entsprechend gibt es SKIP-Anweisungen
für Zeichenketten, Integer-Zahlen, Bennungen, Operatoren und
Ausdrücke.
PLI
Wenn PL/1 - Anweisungen oder Systemanweisungen um neue Bestand-
teile erweitert werden sollen, ist eine STATEMENT-Definition
mit dem Namen der PL/1- (bzw. System-) Anweisung erforderlich.
Wenn bei der Abarbei t'ung der Anweisung festgestell t wird, daß es
sich um eine nicht erweiterte PL/1- (System-) Anweisung handelt,
kann die PLI.. Anweisung benutzt werden, um dem Übersetzer mi tzu-
teilen, daß er die betreffende POL-Anweisung als unmodifizierte
PL/1-oder System-Anweisung betrachten soll.
Beispiel: Die PUT-Anweisung, die in PL/1 eine der Optionen EDIT,
LIST oder DATA enthalten muß, soll um eine Option DISPLAY zur
Ausgabe auf ein Sichtgerät erweitert werden. Die Anweisungs-
definition könnte lauten:
STATEMENT 'PUTt j
IF .., FIND (, DISPLAY t) THEN PLI j
Übersetzung für PUT··Anweisung
mit DISPLAY - Opticn
END STATEMENT;
Wenn in der PU'r-Anweisung die Benennung "DISPLAY" nicht vorhanden
ist, wird die Anweisung als nicht erweiterte PL/1-Anweisung be-
handelt.
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Clauses
Enthalten mehrere POL-Anweisungen gleiche Teilgruppen, 80 kann
zur Abarbeitung dieser Teile ein (externes) Unterprogr~mm aufge-
rufen werden. Diese Unterrrogramme heißen Clauses, sie werden dur0h
die CLAUSE.-Anweisung definiert. Die Makrozeitanweisung "LINK
clausename; 11 dient zum Aufruf von Clauses, "clausename l1 ist der
bei der CLAUSE-Definition angegebene Name.
Beispiel. Es sollen die drei Anweisungen PRINT, PUNCH. und PLOT
definiert werden mit der folgenden Syntax:
PRINT gruppe;
PUNCH gruppe;
PLOT gruppe;
gruppe :: = identifier [, identifier] *
Die Definition lautet:
STA 'PRINT' ;
EXEC ... ;
LINK GRUPPE;
END STA;
STA I PUNCH';
EXEC ••• ;
LINK GRUPPE;
END STA;
STA 'PLOT' ;
EXEC ••• ;
LINK GRUPPE;
END STA;
CLAUS}] I GRUPPE t ;
Verarbeite Gruppe von Benennungen
END CLAUSE;
Duroh die Anweisung "CLAUSE INITIAL;" wird eine Clause definiert,
die beim Subsystemstart (ENTER subsystem;) aufgerufen wird.
Sie kann zum Initialisieren von Datenstrukturen und Dateien dienen
und z.B. die Ausgabeliste des Sybsystems mit einer Überschrift ver-
sehen.
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Löschen von Anweisungen
Sowohl neu definierte POL-Anweisungen und Clauses als auch PL/1-
und Systemanweisungen können mittels der PLS-Anweisung DESTROY
gelöscht werden. Eine Subsystemsprache kann dadurch so kozipiert
werden, daß sie lediglich einen PL/1-Subset oder gar kein PL/1
enthält.
Fehlerbehandlung in Anweisungsdefinitionen
Der Subsystemprogrammierer hat die Möglichkeit, Fehler in der
Syntax von POL-Anweisungen zu erkennen. In manchen Fällen wird PLS
eine Fehlernachricht erzeugen, z.B. immer dann, wenn ein bestimmter
Datentyp (NEXT_REAL, NEXT_ID, ..• ) in einer STATEMENT- oder CLAUSE-
Definition erwartet wird, aber in der POL-Anweisung nicht vorhanden
ist. Ebenso, wenn ein Anweisungstreiber die Kontrolle an den PLS-
Übersetzer zurückgibt, ohne daß die POL-Anweisung vollständig abge-
arbeitet ist.
In vielen Fällen wird jedoch der Subsystemprogrammierer selbst eine
Fehlernachricht an den Subsystembenutzer geben und eine Fehlerre-
aktion vorsehen wollen. Die einfachste Möglichkeit für Fehlermeldungen
ist, eine PUT-Anweisung auf die Standard-Ausgabe-Datei SYSTPRINT in
l'
die STATEMENT oder CLAUSE-Definition hineinzuschreiben, z.B. : PUT
EDIT ('FEHLER IM ZEICHNE-STATEMENT') (SKIP,A);. Für informatorische
Nachriohten, d.h. solche, die bei jedem Aufruf der Treiberroutine
erfolgen sollen, ist dies auch die adäquate Methode. Fehler treten
jedoch i.a. nicht ständig, sondern selten auf, so daß durch die
Fehlermeldungs-Anweisungen samt zugehörigen PL/1 -Printroutinen die
Treibermodule durch Code aufgebläht werden, der nur im Fehlerfalle
ausgeführt wird. Es gibt die Möglichkeit,Fehlerroutinen, die ein
Standardformat besitzen, dynamisch aufzurufen. Sie werden also erst im
Fehlerfalle aus einer Bibliothek geladen und ausgeführt. Den Aufruf
einer Fehlerroutine erledigt eine Interface-Routine (QQERROR).
Der Fehlerroutine können Daten zur Verfügung gestellt werden oder
Ergebnisse zurückgegeben werden. Alle Fehlerroutinen enthalten An-
weisungen zur Ausgabe einer Nachricht auf die Standard-Ausgabe-Datei.
Die Fehlerroutine kann außerdem beliebige andere Anweisungen enthal-
ten. Sie kann auch auf PLS-Funktionen zugreifen.
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Datenstruktur-Definition
Datenstrukturen in Form von PL/1 Datendeklarationen, die in einem
Subsystem während dessen Ausführung benötigt werden, können bei der
Subsystemerstellung einmal definiert werden. Sie können danach bei
jeder Subsystemanwendung benutzt werden. Datenstrukturen, die zur
Übersetzungszeit der Subsystemsprache (zurMakrozeit) zum Zweck der
Sprachübersetzung (z.B. zur Kommunikation zwischen Anweisungstreibern)
verwendet werden, heißen-Makrozeit-Datenstrukturen. Datenstrukturen,
die zur Ausführungszeit des Subsystems benutzt werden, werden hier
Subsystem-Datenstrukturen genannt.
Subsystem-Datenstrukturen werden zwischen den PLS-Anweisungen "DATA_
STRUCTURE dname;" "END DATASTRUCTURE ;" definiert als Folge von
PL/1 DECLARE -Anweisungen. Diese Deklarationen werden beim Über-
setzen von POL-Anweisungen nach dem Eröffnen eines Subsystems
(ENTER subname;) in das erzeugte PL/1-Programm eingeschoben und stehen
somit für die Dauer der Subsystem-Anwendung zur Verfügung. Beliebig
viele Subsystem-Datendeklarationen können angegeben werden. Jede
Folge von Daklarationen wird durch einen Namen identifiz~ert. Durch
Angabe dieses Namens in einer "DESTROY DATASTRUCTURE" -Anweisung
kann die Datenstruktur wieder gelöscht werden. Die Subsystem-Daten-
struktur dient zur Aufbewahrung von Subsystem-Daten während der
Ausführungszeit und zur Kommunikation zwischen Subsystem-Routinen.
Dem POL-Programmierer kann die Möglichkeit gegeben werden, in der
Subsystem-Datenstruktur von den Subsystem-Moduln abgelegte Werte
zu verwenden. Eine ausgezeichnete Datenstruktur für jedes Subsystem
ist der Subsystem-Common. Er,wird mittels der Anweisung "DATA STRUC-
TURE COMMON;" definiert. Eine Deklaration in Form einer einzigen
PL/1-"Structure" wird benutzt, um alle diejenigen Subsystem-Daten
aufzunehmen, die nicht nur in der POL, sondern auch in allen Subsystem-
Moduln ansprechbar sein sollen. Auch alle externen subsystemspezi-
fischen POL-Routinen können auf den Subsystem-Common zugreifen.
Während eine namentlich identifizierte Subsystem-Datenstruktur-De-
finition neben beliebigen DECLARE-Anweisungen auch ausführbare PL/1-
Anweisungen enthalten darf, die beim Start des Subsystems ausgeführt
werden sollen, darf der Subsystem-Common nur die Deklaration der
COWAON-Struktur enthalten. Die Subsystem-Datenstrukturen müssen
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deklariert werden, bevor sie in einem Modul benutzt werden können.
Für die Datendeklarationen sind außer PL/1-Datenattributen auch die
REGENT-Attribute DYNAMIC ENTRY, BANK und BASEDESCRIPTOR zulässig.
Für jeden zu dem Subsystem gehörenden auf der PLS-Ebene dynamisch
aufrufbaren Modul (also für jeden Modul, dessen Name in einer EXEC
LINK-Anweisung in einer STATEMENT- oder CLAUSE- Definition erscheint)
ist im Subsystem-Common eine "DECLARE.~ .• ENTRY( ••••• ) DYNAMIC"-De-
klaration erforderlich.
Der Subsystem-Common wird beim Subsystem-start angelegt und ini-
tialisiert. Die Initialisierung ist möglich durch Angabe von INIT-
Optionen in der Deklaration oder durch Anweisungen, die in einer
"INITIAL CLAUSE" stehen. Die Übergabe des Common an die Subsystem-
module und externe POL-Prozeduren erfolgt über den REGENT-Basis-
pointer (QQ), siehe Abb.?2. Die namentlich gekennzeichneten Daten-
strukturen werden nicht automatisch an externe POL-Prozeduren und
Subsystem-Moduln übergeben. Die Übergabe von wichtigen Daten an
Subsystem-Moduln liegt in der Verantwortung des Subsystem-Programmie-
rers. Ein Subsystem kann zur Ausführungszeit statt auf externe Moduln
auf interne PL/1-Routinenzugreifen. Diese müssen in einer Subsystem-
Datenstruktur enthalten sein. Aufgerufen werden sie zweckmäßigerweise
über ENTRY-Variable, die im Subsystem-Commpn stehen und mit den in-
ternen Prozeduren initialisiert sind.
Beispiel:
DATA COl..lh:ON;
DCL 1,
2 RV1 ENTRY VARIABLE INIT (R1),
2 RV2 ENTRY VARIABLE INIT (R2);
END DATA;
DATA 'PROCEDURES';
R1: PROC;
END R1;
R2: PROC;
END R2;
END DATA;
Über die Namen RV1 und RV2 kann so im gesamten Subsystem (in der POL,
in allen Moduln und in allen externen subsystemspezifischen POL-Rou-
tinen) auf die Prozeduren R1 und R2 zugegriffen werden.
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Wenn R1 und R2 externe Prozeduren sind, muß die Datenstruktur-De-
klaration in obigem Beispiel lauten:
DATA'PROCEDURES' ;
DCL (R1,R2) ENTRY EXTERNAL;
END DATA;
Die Subsystem-Datenstrukturen existieren während einer Subsystem-
Anwendung nur zur Ausführungszeit des kompilierten POL-Programmes,
während der Übersetzungsphase sind sie nicht vorhanden. Die Anweisungs-
Treiber-Routinen, die dazu dienen, eine bestimmte Anweisung zu expan-
dieren, sind als unabhängige Module in einer Bibliothek gespeichert
und werden bei Bedarf dynamisch in den Arbeitsspeicher geladen. Sie
können daher untereinander nicht über globale interne oder auch
externe Variable kommunizieren. Mit der Anweisung "MAKROTIME DATA-
STRUCTURB" wird eine Übersetzungszeit-Datenstruktur deklariert, die
den Treiberroutinen eine Kommunikation untereinander ermöglicht. Di.e
hier deklarierten V,ariablen sind den globalen Makrozeit-Variablen der
OS/360-Assembler Macrolanguage/61 / oder in PL/1-Macrotime-Procedures /47 /
deklarierten Variablen vergleichbar. Die Übersetzungs~Zeit-Daten­
struktur ist eine BASED PI,/1-Struktur mit festen Längen und Dimensionen.
Sie wird im PLS-Übersetzer-Kern angelegt. Ein Zeiger auf die Struk-
tur wird an alle Treiberroutinen übergeben, so daß auf die globalen
Übersetzungszeitvariablen ift allen Routinen zugegriffen werden kann.
Zur Übersetzungszeit können zum Abspeichern von Werten verkettete
Listen (linked lists) verwendet werden. Der Listenkopf muß dann in
der Übersetzungszeit-Datenstruktur gespeichert sein, damit alle Trei-
berroutinen auf die Listen zugreifen können. Mit Hilfe von verketteten
Listen können so auch zurÜbersetzungszeit Daten mit variablem Spei-
cherplatzbedarf verwendet werden.
Wie die Subsystem-Datenstrukturen, muß auohdie Übersetzungszeit-
Datenstruktur deklariert werden, bevor sie in einer STATEMENT- oder
CLAUSE-Definition benutzt wird. Erweiterungen am Ende der Struktur
können vorgenommen werden, ohne daß alle Treiberroutinen neu übersetzt
werden müssen. Wird jedoch die Übersetzungszeit-Datenstruktur abgeändert,
so müssen alle STATEMENT- und CLAUSE-Definitionen wiederholt werden,
die auf die Struktur zugreifen.
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Verwaltung von Bibliotheken
Die zur Übersetzung von Subsystem~POLS erforderlichen Bibliotheken
werden während der POL-Definition erweitert oder modifiziert.
Da die Bibliotheken als "Parti tioned. Data ~)ets" (PDS)
realisiert sind, können sie durch allgemein verfügbare Dienstpro-
gramme allokiert, gelöscht und kopiert werden. Die Bestandteile
(Members) der Treiberroutinenbibliothek sind ausführbare Lademodule,
die Datenbibliothek enthält die Subsystem- und Anweisungs-
Tabellen und die Datenstrukturdeklarationen in Form von
PL/1- Deklarationen. Da es in PL/1 keine Anweisungen zum Erweitern
und Ändern von Bibliotheken gibt, wurden zur Bibliotheksverwaltung
eine Reihe von Assemblerroutinen zum Schreiben, Lesen und Löschen
von PDS-Members erstellt. Wird ein Member eines PDS geändert, wird
die neue Version an das Ende der Bibliothek angefügt, der Platz, den
das Member vorher belegt hatte, läßt eine ungenutzte Lücke zurück.
Daher wächst der Platzbedarf eines PDS bei häufiger Änd.erung immer
mehr an. Durch die Neuordnung der Memberskönnen die Lücken in einem
PDS wieder beseitigt werden, dieses "Komprimieren" wird durch das
Dienstprogramm IEBCOPY/82/ durchgeführt. Um ein Überlaufen zu ver-
hindern, werden die PDS-Bibliotheken am Ende jedes PLS-Laufes, in
dem sie verändert wurden, standardmäßig komprimiert. Durch die An-
weisung "NOCOMPRESS" kann das Komprimieren verhindert, durch "COM-
PRESS" ein Komprimieren erzwungen werden.
Da im allgemeinen die Veränderung der Bibliotheken durch neue POL-
Definitionen gleichzeitig mit der Benutzung der Bibliotheken durch
POL-Übersetzungen anderer'Anwender geschieht, muß auf jeden Fall
eine Zerstörung der Bibliötheksinhalte durch umkoordinierten gleich-
zeitigen Zugriff verhindert werden. Dies wird dadurch erreicht, daß
bei POL-Definitionen mittels des Subsystems PLS die Bibliotheken
für exklusiven Zugriff reserviert werden. Während der Zeit, in der
ein Anwender die Dateien verändert, kann sie also ein anderer An-
wender weder ebenfalls ändern noch benutzen. Für die Dateireservie-
rung wird über eine Assemblerroutine auf eine Betriebssystemfähigkeit
(RESERVE-Makro,/83/) zugegriffen.
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Ablauf der Definition in zwei Plissen
Bei der Bearbeitung der STATEMENT-und CLAUS~- Definitionen werden
aktive Makrozeitvariable daran erkannt, daß sie im betreffenden
PL/1-Block in einer Deklaration oder einer ACTIVE-Anweisung vorkom-
men und ni6ht in einer UNACTIVE-Anweisung aufgeführt sind. Daher
muß die Blookstruktur erkannt werden. Da Deklarationen in PL/1 nach
den Anweisungen stehen können, in uenen die entspreohenden Variablen
referiert werden, sind mindestens zwei Durchgänge (Pässe) zur Be~r­
beitung der Definitionen erforderlich. Der erste Pass, bei dem die
Blockstruktur erkannt, die Deklarationen, ACTIVE- und UNACTIVE-
Anweisungen untersucht und der Typ der restlichen Anweisungen fest-
gestellt wird (PL/1- und PLS- Makrozeitanweisungen), wird während
der Übersetzungsphase des PLS-Programmes durchgeführt. Der modifi-
zierte Text der STATEMENT- oder CLAUSE- Definition wird über eine
Zwischendatei an die Ausführungsphase des PLS-Programmes übergeben.
Die Zwischendatei mit dem OS-DD- Namen COMFILE ist ein PDS, jeder
STATEMENT- oder CLAUSE- Definition entspricht ein Member. Zur
PLS-Ausführungszeit werden die Members wieder eingelesen, in einem
zweiten Pass wird die Definition ergänzt und eine komplette PL/1-
Prozedur erzeugt, die Treiberroutine (siehe Abb. 30). Für jede
Treiberroutine wird der PL/1- Compiler gerufen, der sie übersetzt
und den Objektcode auf eine Zwischendatei schreibt. Durch die
FILE- Anweisung (siehe Anhang B 3) wird das Binden der Anweisungs-
treiber zu ausführbaren Lademoduln, die Übertragung der Module· auf
die Treiberbibliothek und die Erweiterung der Anweisungstabellen
veranlaßt. Anweisungsdefinitionen können so erst auf korrekte
Syntax geprüft werden, erst wenn die Treiberroutinen fehlerfrei
sind, erfolgt durch die FILE-Anweisung die permanente Änderung
der Bibliotheken. Die FILE-Anweisung kann außerdem benutzt werden,
um verschiedene STATEMENT- und CLAUSE- Definitionen in einen Trei-
bermodul zusammenzufassen. Dies kann in Sonderfällen die Effekti-
vität der POL-Übersetzung steigern. Das Binden wird durch den
Linkage Editor des OS/ 360/84/durchgeführt. Mit den PLS-Anweisun-
gen CPARMS und LPARMS können die Parameter für den Optimising
Compiler und den Linkage Editor während der Treibermodul-Erzeugung
geändert werden.
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Treiberroutinen
PLS -
Übersetzer
PL/1-
Compiler/
Linkage Editor
Ausführung
des PLS-
Programms
PLS - Programm
.......----;mit Anweisungs-
definitionen
Abb.30: Realisierung der Bearbeitung von
Anweisungsdefinitionen
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Die Datenstrukturdefinitionen werden wie die Anweisungsdefinitionen
über die Zwischendatei COMFILE an die PLS- Ausführungsphase übergeben.
Dort werden sie auf die Datenbibliothek übertragen, die Tabellen
werden ergänzt. Der Subsystem-Common muß dabei in zwei Versionen
generiert werden, einmal als AUTOMATIC- Struktur, wie sie während
der Subsystemausführung in das aus dem POL- Programm generierte PL/1-
Programm eingefügt werden muß und zum zweiten als BASED- Struktur.
Diese zweite Common-Deklaration dient in Subsystem-Moduln und exter-
nen POL- Prozeduren als Maske für den Zugriff auf den im Hauptmodul
angelegten Common.
BootstraPlJing
Während der Erstellung des PLS- Subsystems konnte nicht von Anfang
an auf die Sprachdefinitionsfähigkeiten von PLS selbst zugegriffen
werden. Daher wurden die Systemanweisungen "ENTER subsystem;" und
l'END subsystem;" sowie die PLS- Anweisungen "STATEMENT" und "CLAUSE"
direkt programmiert. Alle anderen Systemanweisungen und PLS-Anweisungen
wurden in zwei Bootstrapping-Schritten mittels der schon vorhandenen
Grundfähigkeiten des PLS- Subsystems definiert.
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Anhang D
Zeichenklassen und Symbol typen
D1. Zeichenklassen der Routine GETCHAR
I~--------------------------------~--~------------'CHARACTER-CLASSES DELIVERED SY PROCEDURE ,
GE TC HA R I N VA RI AEI LEe HAR I
------------~--~~~~---~------------~~----~--~----ICLASS I TYPE OF CHARACTER I
--------------------------------------------~~--~I1 1 DIGITS 0,1 I
2 I DIGITS 2,3, ••• 9 I
3 , LETTERS A,B, ••• l,$,H,@ I
4 , + I
5 I I
6 I I
1 I * I
8 I I I
9 I > I
1 10 I < I
I 11 I = I
I 12 I ., I
I 13 I & I
1 14 1 I I
I 15 I ( I
I 16 I ) I
I 11 I • I
I 18 I I
I 19 I ,
, 20 I ,
, 21 I _ I
1 22 I % 1
I 23 , BLANK I
I 24 IOTHER CHARA:TERS I
I 25 I END OF FILE ON INPUT I
,---------------w---------------------------------f
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D2. Symbol typen der Symbolentschlüsselung
I---~-=-I------------------------------I TYPf , SYMROL
l-------t--~~-~~-----------------------~II
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
,
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
1
I
I
I
1
31
61
91
121
1'51
181
2
~
33
4
34
5
6
36
66
96
126
156
186
216
7
8
Cl
10
11
12
13
14
43
16
15
45
46
75
105
135
165
I
I
I
I
I
I
I
I
I
I
I
I
I
t
I
I
1
I
I
1
I
I
I
I
I
I
I
1
I
I
I
I
I
1
I
I
I
I
DECIMAL INTEGER
DECIMAL REAL
BINl\RY INTEGER
BI NA RY REAL
IMAGINARY CONSTM"T
BITSTRING
CHARAC TERSTR ING
IDENTIFIER
+
*I
**)
<
=
)=
<=
,)
~<
....
I
&.
I I
(
)
•
,
-)
BLANK(S)
NCN-OL/1-(HARACTER
·•
CCMMENT
%
END OF FILE ON INPUT
I
I
I
I
I
,
I
I
I
I
I
I
I
l~~-~-~-I~---~-----------~-------------~----------t
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Anhang E: Automatendiagramm der SymbolentschlÜsselung
IJ (i) hedel/let IIvJgo6e _. JYmboltyp &: i
IInrerdvlomol
für
ar/lhmel/-rche
KonJ'lan ten
'--------.../1 (.J)
)
I---~---I""'/I(ISO
/I (fHf)
JOI'J,s1
...9(181)
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*
I
>
< 1----=----1_ /I(126)
// (.36)
/
1J(46)
'----:::::------.. /J (66)
1---'-':'---i_!I (156)
11(186)
1/(216)
/I ('7)
11(10)
;;(8)
;;(t2)
,
11 (4S))
..
J t4 (14-)
.. 1l(7s)..
~--------- 11 (9)
% /I (/OS)
-.......:=....-----..... //(165}
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Unle~avlomot fj.ir ar/rhmellJck /(Onslanlen.
11/.Jf)
A (1.21)
A(JI)
R/121}
,1(11)
,4(12f)
;1(31)
A(121)
1'1(9f}
~(12f)
r---'U.l.....--,4 (.Jt)
//(12'1)
Il(Jf)
Anhang F:
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REMAC-Sprachspezifikation
1. Kon,ttbl1raum
CONTROLROOM {
CYLINDRICAL}
[ GEOMETRY ] [ - ]
....Eb!NE
[, J
[ SIZE [{:}J r z ]
r,z Kontrollraumgröße in Längeneinheiten
ReihenfOlge. von GEOMETHY, SIZE beliebig
\ "
CYLINDRICAL: PLANE:
Z Z
.
1z! y r
t ! 1
R
---- X
2. Zellendaten
.Q]1L [ SIZE [f:l] dr [{:] ] dz ] [ , ]
[ NUMBER [f:l ] ibar Cf:)] jbar ] [, )
[ LklliU1DJ PARTICLES [el ] nx [{:}J ny ]
nx, ny
dr, dz
i bar, jbar
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Zellengröße
Anzahl Zellen in R oder Z - Riohtung
Anzahl der Partikel pro Zelle in der Flüssigkeit in
R- oder Z-Riohtung.
Entweder r,z,ibar,jbar müssen angegeben werden, dann ist dr = r/ibar,
dz = z/jbar, oder dr,dz,ibar,jbar werden angegeben, dann ist r = dr *
ibar, z = dz * jbar. Sonst Fehler.
jbar --IIiiIoo dr ~ t
• ~
•
..... }~ f2 ....
:
.,.,01
I~
'"
2 n>< ilxzr. . • .
3. Hindernisse
OBSTACLE FROM [CELL] i 1 TO [CELL J j 1
[WITHJ HEIGHT h1 [CELLSJ [ , ]
[ FROM [CELLJi 2 TO [CELL] j2
[WITH] HEIGHT h2 [CELLSJ [ , ]
[ FROM [ CELL] i 3 TO [CELLJ j3
[WITHJ HEIGHT h3 [CELLSJ ] J
i k , jk linke und reohte Begrenzung in Anzahl Masohen , k
hk obere Begrenzung in Anzahl Masohen, k = 1, •• 3
Nioht angegebene Hindernisse sind nioht vorhanden.
1, .. 3
4. Zufluß
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h3 -----
INFLOW {
BETWEENJ
[2]1L J
FROM
VELOCITY ul;
J'1 {TANODlJ [CELLJ j2 [ , ]
ul
5. Abfluß
Untere und obere Begrenzung der Zuflußöffnung in Anzahl
Masohen
Zuflußgeschwindigkeit
OUTFLOW {
BETWEENJ
FROM
[ CELL ] {TANODlj 3 J [CELL ] -[, J
[ WITH J VELOCITY ur
entsprechend wie bei INFLOW
. -j~
13.- ur
ul
.
J.f- - J3
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6. Flüssigkeit
LIQUID [ DOMAIN ] expr (R,Z) [,] [VISCOSITY nu]
uo = f 1 (R,Z);
vo = f 2 (R, Z) ;
LIQUID END [,] [VISCOSITY nu ]
expr (R,Z): Ausdruck, der in Abhängigkeit von Rund Z wahr ('1 IB)
ist, falls am Ort (R,Z) Flüssigkeit vorhanden ist,
falsch (IOlB) sonst.
f i , f 2 (R,Z): .Funktionen f r die Anfangsgeschwindigkeiten der Flüssig-
keit in R- und Z- Richtung.
nu:
Beispiel:
LAB1 :
Kinematische Zähigkeit der Flüssigkeit, kann bei LIQUID
DOMAIN oder LIQUID END angegeben werden.
LIQUID DOMAIN L, VIS 1.E-6; DCL L BIT INIT('OIB);
IF R< 3 GOTO LAB1 ;
IF R:> 5 GOTO LAB1 ;
IF Z< 4 THEN IF z> 3 THEN Da; L = t 1 'B; GOTO LAB1 ; END;
IF Z>10 THEN IF SQRT (Z-3» 3 THEN L=' 1 I Bj
UO = 3. * R + Z;
VO = 1. E-2;
LIQUID END;
- expr(P.,Zj = '1'8
Ua::: (,. (R)Z)
VO· f:l. (R,Z)
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7. Haftung der Flüssigkeit an der Wand
rn.OTTOM[[EREE]J J [,] [!lIGHT r{.EREE1]] [,]
"liO -liO f
l1.OP {FREE} {FREEj[- J] [,] [l!EFT [- ] ]
-NO +NO
- -
!LL [{EREEJ]
-liO
Haftung (Noslip) oder nicht (Freeslip) der lt'lüssigkei t an der ober~m
rechten, unteren oder linken Wand des Kontrollraumes oder an allen
Wänden.
8. Schwerkraft
Schwerkraft in R- oder Z- Richtung
GRAVITY
9. Zeiten
gzJ I
1JME [ START toJ [,] [END twfin J C,] [STIDP dt ]
to = Anfangszeit der Rechnung
twfin = Endzeit der Rechnung
dt = Zeitschritt (bei Zeitschrittautomatik erster Zeitschritt)
10. Numerische Parameter
[PARAMETERS] [OVERRELAXATION 0( ] [,]
[ACCURACY eps ] [ , ]
[STABILITY safety] [,]
[TIMER [{.....ON}] ]
OFF
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~:Überrelaxtionsparameter
eps: Konvergenzschranke
safet~ Stabilitätsparameter
TIMER ON: Zeitschrittautomatik ein
11. Start der Rechnung
SaLVE
twfin:
max:
[UWrIIJ tWfinJ [, ] [MAXIMUM [NUMBERJ
[ OF] [PARTICLESJ [= ] max ]
Endzeit (auch in TIME angebbar).
Geschätzte Anzahlt Partikel
12. Zurücksetzen der Parameter
13. D.ruckausgabe
PRINT [ EVERY f
twprt
cyclprt ] J [, ]CYCLES
[ START
[ END
[ INPUT]
[TIME J
[TIME]
tprtstart
tprtend
]
]
[,J
[, J
twprt:
cyclprt:
tprtstart:
tprtend:
INPUT:
Zeit zwischen Ausdrucken der Werte
Zyklen zwischen Ausdrucken der Werte
Erste Zeit eines Ausdrucks
Letzte Zeit eines Ausdrucks
Liste der Eingabeparameter
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14. Zeichenangabe
[ DEVICE { PRINTER J]PLOT PLOTT1~R [LENGTH 1 J [WIDTH wJ
NORMAL R
r{;}][,J[FORMAT SIZE [U] sizer sizez ]
f [I;~] [{;}J rz]E!.Q.TORS fr
fa
[,] [EQINTS [HEIGHT h] [,] [.§IMJ30L s ] ] [ ,1
[EVERY{dtwPlt J [ , ]
cyclplt CYCLES
[ START [TIME] twplt ] [, ]
[ END [TIME] tpltend ] [, J
[SYMMETRICALJ
l,w :
sizer, siz
fr, fz, fa:
h:
s:
dtwplt:
cyclplt:
twplt:
tpltend:
SYMMETIUCAL:
Papierlänge- und -breite
Größe einer ai.nzelnen Zeichnung in cm
Skalierungsfaktor in R-, Z- oder beide Richtungen: cm
Papier pro Längeneinheit
Höhe der Punktesymbole
9ymbolnummer der Punkte symbole
Zeit zwischen Zeichnungen
Schritte zwischen Zeichnungen
Zeit der ersten Zeichnung
Zeit der letzten Zeichnung
Bei Zylinderkoordinaten wird auch die an der Symmetrie-
achse gespiegelte Hälfte gezeichnet.
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__________~~einzelne Zeichnungen
Zeichenpapier
für
••••.... ,
,,1'."
I ~SYMMETRICAL
:
I
I
Slzer
L ------ -- - ---
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