Abstract: The analysis of facial expressions is a hot topic in brain-computer interface research. To determine the facial expressions of the subjects under the corresponding stimulation, we analyze the fMRI images acquired by the Magnetic Resonance. There are six kinds of facial expressions: "anger", "disgust", "sadness", "happiness", "joy" and "surprise". We demonstrate that brain decoding is achievable through the parsing of two facial expressions ("anger" and "joy"). Support vector machine and extreme learning machine are selected to classify these expressions based on time series features. Experimental results show that the classification performance of the extreme learning machine algorithm is better than support vector machine. Among the eight participants in the trials, the classification accuracy of three subjects reached 70-80%, and the remaining five subjects also achieved accuracy of 50-60%. Therefore, we can conclude that the brain decoding can be used to help analyzing human facial expressions.
Introduction
Brain is the control center of the entire body. It is of great importance and is an indispensable part of us. The brain-computer interface as one of the state-of-the-art issues in the field of science has attracted more and more attentions. If we can judge people's specific behaviors by analyzing the brain, we can understand the brain better [11] . Functional magnetic resonance imaging (fMRI) is a popular technique for studying brain in recent years [11, 18] . It can scan the brain to obtain images and shows the area of the voxel that is activated in the brain when the subject is stimulated by outside stimulus. Through the voxels we can determine which behaviors that the subject was doing are activated in the brain. Medical image processing is a hot issue in the image recognition field. More and more researchers have already invested into the study of medical image processing [12] . Using computers to help people identify medical images can reduce people's errors caused by overwork and improve the accuracy of judgment [12] .
Recently, the problem of brain decoding has attracted broad attention. The facial expressions decoding is the main research direction for brain decoding. In daily human interactions, facial expression is one of the most intuitive feelings for humans to communicate. It is crucial for us to understand others' emotions. If the brain activity corresponding to the facial expression can be retrieved, this information can be used to analyze facial expressions. This can be achieved by Brain Computer Interface (BCI), which is a technique to obtain the internal signal of the brain through an external device connected to the brain [16] . At present, electroencephalogram (EEG) and functional magnetic resonance imaging (fMRI) have successfully completed the acquisition of non-invasive signals of brain-computer interface systems [14] . The imaging principle of fMRI is through the magnetic field inside of the machine to affects the activity of the human neuron. The activity of the neuron changes the blood flow and blood oxygen, and fMRI is imaged by measuring these changes. Because of its non-invasive and reproducible features, fMRI is a hot topic for medical researchers and experts. Studies [7] have pointed that fMRI not only can interpret simple movement instructions, but also can interpret complex advanced thinking activities that are related to certain regions of the brain. Therefore, fMRI technology is more suitable for decoding human facial expressions [6] . In particular, the research on the location of brain regions has been widely used.
The brain information decoding technology refers to using fMRI and machine learning algorithms to estimate the subject's facial expressions under the stimulation of expression images according to the acquired brain signals. However, low recognition accuracy is a major problem in brain information decoding, which has limited this technology's fast spreading. The main task of this paper is to extract the brain image features that have been stimulated to show different states through the fMRI brain images analysis with higher classification accuracy. Comparing with the time series, we find out different stimulus labels corresponding to different brain image features.
The remainder of this paper is organized as follows. Section 2 introduces the fundamental concepts of related algorithms. Section 3 elaborates the data parsing process of fMRI data. Section 4 presents the specific implementation process of the experiment and the analysis of related experimental results. Finally, the conclusion is drawn in Section 5.
Related theory
To better understand our model, this section gives a detailed introduction and explanation about all the related algorithms including cross validation, support vector machine algorithm, extreme learning machine algorithm and brain decoding. For each algorithm, this section specifies its principles and implementation steps. 
Cross validation algorithm
Cross-validation is an algorithm used to evaluate the performance of classifiers [1] . Its main idea is to divide data sets into training sets and verification sets. Training sets are mainly used to train classifiers and verification sets are used to verify the classification performance. According to the data partitioning, cross-validation methods are divided into three categories hold-out method [2] , k-fold cross validation method [15] and leave-one-out cross validation method [10] . The k-fold cross-validation method divides the original data set into k parts, which is divided into k parts. Each of the k parts is used as verification set; the other k-1 parts are used as the training set. We get k models and take the arithmetic average as the accuracy of the model. The advantage of the k-fold cross-validation method is that the segmentation is reasonable so that the data set can be fully utilized, the probability of occurrence of the under-fitting problem is reduced and the training data is greatly increased, and the trained model can be more optimized. Because k-fold cross-validation can effectively avoid over learning and less learning and the result is convincing, we used k-fold cross-validation method.
Support Vector Machine
Support Vector Machine (SVM) is a very popular machine learning algorithm [17] . The original support vector machine was specifically designed to solve the linear divisibility problem. Introducing kernel functions, SVM can map low-dimensional data to high dimensions and solve the linear indivisibility problems. The purpose of SVM is to generate a hyperplane that divides the linearly separable data into two classes and make the point closest to this line as far away as possible from the hyperplane. The interval which is called the geometric interval should be as large as possible so that the data can be completely separated. We assume that the formula for the linear segmentation plane is w T + b = 0.
The geometric interval can be obtained by solving the following optimization problem:
Subject to : y i (wx i + b) ≥ 1 where the weight vector w and the offset value b represent the parameters of the classification plane. For nonlinear classification problems, SVM cannot classify them in the low-dimensional space and the kernel function solves this problem well. The kernel function can map the data from the low dimension to high dimension. With kernel functions, SVM can be used to classify nonlinear problems. There are different types of kernel functions such as sigmoid kernel, Gaussian kernel and tanh kernel.
Extreme Learning Machine
Extreme Learning Machine (ELM) is a neural network with a single hidden layer which randomly initializes weights and do not need to adjust parameters during training [9] . The ELM consists of three layers: the input layer, hidden layer, and output layer. The learning speed of ELM is fast because ELM has only one single hidden layer. ELM initializes weights randomly and there is no need to adjust offsets and weights in the training process. Figure 1 shows a neural network with single hidden layer. If there are N groups input data for the neural network, it can be expressed as
where
we assume that the number of hidden nodes in the neural network is L.
Figure 1: Single hidden layer neural network
Then the neural network can be expressed as
where g(x) denotes the activation function of the hidden layer node,
T denotes the input weight of the i-th node on the hidden layer, and b i denotes the offset of the i-th node on the hidden layer,
T represents the output weight of the i-th node of the hidden layer, ω i · ω j indicates the inner product of the weights ω i and ω j . The goal of training single hidden layer neural network is to minimize the error between the output and the expected value of the network output layer min(
It can be expressed in the form of matrix
where H represents the output matrix of the hidden layer node, β represents the weight of the output of the hidden layer, T represents the target output of the output layer:
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In order to optimize the neural network, we expect to obtain w l , b l and β l , making
where i = 1, 2, · · · , L. This is equivalent to minimizing the loss function:
For solving this kind of problem, the gradient descent method is often used to find the optimal solution. However, using the gradient descent algorithm, we need to adjust the parameters of all hidden layers based on expert experience or optimization algorithms. To avoid this problem, we introduce extreme learning machine (ELM).
For ELM, it is no need to adjust the parameters and the offsets as long as the weights are initialized. The training process can be summarized as: H · β = T, and we can get output weight
where H + represents the generalized inverse matrix of matrix H. Huang et al. have proved that the norm of the solution β is not only smallest but unique [8] .
Brain decoding
The flowchart of brain information decoding is shown in Figure 2 . First, by giving stimulus images and measuring brain activity data, the facial expressions of the subjects are recorded according to the time series. Then, we extract the feature vectors under this stimulus according to activated voxels. Finally, the obtained feature vectors are corresponding to the facial expressions through the time series to form a feature vector and label input classifier for counting the recognition accuracy. 
fMRI data analysis
For the preprocessing procedure, we use Statistical Parametric Mapping (SPM) [13] to analyze the obtained fMRI images, personal parsing process and group parsing process. The process of fMRI Data Analysis is shown in Figure 3 . 
Data preprocessing
Before analyzing the data of the brain image, we need to preprocess the brain data and use the SPM software to complete the process. It mainly consists of four steps: Slice Timing, Realignment, Normalize, and Smooth.
Slice Timing. During the collection of brain images, because we cannot scan the entire brain image at a time, we scan brain in slice. In the process of scanning, there will be slight differences in the acquisition time of each slice; therefore we need to correct time difference in the acquisition slice to ensure that the acquisition time is the same for each slice. Slice timing is used to correct the difference in time between the slice and the slice in the brain image.
Realignment. Although we fix the head of the subjects, some subjects still had slight head shake during the experiment. The process of realignment is to unify all the head portraits of the subjects in the entire test process, and the purpose is to correct head shake. Assuming that subject's brain shaking category is within an acceptable category, then we correct it by some methods to make it close to the exact value, but if it is not in this category, we need to delete the portrait. In general, the range of head movements we examined was that the translation does not exceed 2.0 mm and the rotation does not exceed 2.0 degrees.
Normalization. Because different subjects have different brain sizes and shapes, we standardize the brain images of the subjects before carrying out the experiment in order to deal with them in a unified way. We place the brain images of the subjects with differences in a common space and use the same norms to describe the specific sites. For example, when there are multiple experimental participants with different head shapes, if we want to make an experiment for them to select an area of the brain, we should develop a standard spatial brain template to achieve accurate positioning.
Smooth. Since fMRI contains a large amount of noise, to minimize the impact of noise and obtain images with less difference from the original data, we smooth the acquired image. In SPM software, smoothing is the process of deconvoluting the acquired brain image using a Gaussian function.
Statistical analysis process
Directly using the preprocessed data to data analysis will bring a lot of unnecessary problems. To enable the entire experiment to be proceed smoothly, we divide the preprocessed data into two areas, the interest region and other regions. In data analysis process, we extract feature vectors directly from the regions of interest (ROI) [4] . In the statistical analysis process, a very important statistical analysis model is used, namely the generalized linear model (GLM) [19] .
GLM is an extension of the linear model. The independent variables should be continuous values rather than discrete integers or data, and the relationship between the expected values of the independent and dependent variables are linear. The independent variables of the generalized linear model are not only limited to continuous numerical data, but discrete integers are also satisfactory. The other difference is that we need to determine the connection function when modeling GLM.
In simple terms, GLM is based on the assumption that the test result (represented by Y) at each pixel is a linear combination of certain parameters X. These parameters are not only related to the specific brain regions, but are related to the experimental task and the experimental time. The matrix composed of these parameters is called the design matrix. It can be expressed as Y = βX + ε where ε represents the error, we have changed the parameters of the solution after the transformation through the GLM. We originally asked for a statistical analysis of the variable Y, and now we are solving the parameter β.
We can get brain activation map by fitting statistics to β. The statistical inference procedure for parameter β is as follows:
Step 1: Confirm the accuracy of design matrix X.
Step 2: The least squares method is used to fit the parameter β, and make the error sum N i=1 ε 2 reach the minimum.
Step 3: Perform t-test or F-test on parameter β.
Step 4: According to t test or F test statistical results to infer parameters β.
Experiment and discussion
In our experiment, the fMRI image of the subject under stimulation was first obtained by Magnetic Resonance. Then the fMRI image analysis software SPM was used to analyze the fMRI images of different subjects stimulated by different expression images (anger and joy) respectively. The activated brain voxel area was obtained under the corresponding stimulus. This experiment allows participants to maintain a consistent facial expression and the stimulus images they see. The voxel area that is activated by the time series corresponds to the stimuli portrait. The obtained active voxel area was used as the feature vector and the facial expressions of the subjects were used as labels, which are input into the classifier to evaluate the performance of the algorithm.
Paul Ekman claims that there are six basic emotions in human emotion [5] . They are "anger", "disgust", "sadness", "happiness", "joy", and "surprise". In our case, anger and joy will be used to predict.
Experimental data
There are 8 subjects participated in the experiment, where 5 were males and 3 were females. All the subjects were from 21 to 22 years old and in good health to avoid the effects of gender and age on the experimental results. The safety of the fMRI equipment was explained to the subjects before the experiment and a confidentiality agreement on the experimental results was signed. The stimuli used in this study are anger and joy images. To emphasize facial features, the clothing and background of the stimuli are filled with gray to reduce the impact on the experimental results.
In the experimental design, 216 seconds brain activity was imaged for each subject. Eight brain scans were performed for each subject and 72 brain activity slices were obtained each time during this process. To reduce bold signal, we show 3 black background scans between the stimuli to stabilize the brain. The stimulating images randomly presented 64 facial portraits, including 32 "joy" facial expressions and 32 "angry" facial expressions. The specific form is shown in Figure 4 . This following step is mainly carried out through three steps. First, different facial expression images were randomly presented to stimulate the subjects, and the subjects were asked to make corresponding facial expressions with the images, mainly including two expression images of anger and joy. Then the brain data of subjects was scanned by MRI to images. The obtained brain images are analyzed using SPM to obtain useful information. Finally, the data obtained by the experiment was input to the classifier.
Data preprocessing and analysis
The original image taken from the fMRI device is a DICOM format image. To use SPM for data analysis, we need to convert the image to the desired analysis format. This experiment uses the MRIConvert software to convert the image format. In the process of analyzing the brain images of the subjects, we used SPM software to identify the brain activation voxels. The personal analysis process is as follows: 1. Input preprocessed brain activity data into generalized linear model (GLM). 2. Use the design matrix created to calculate the regression coefficient β of the GLM model 3. Perform T-test on the subject's brain image to determine which brain voxels are activated 4. Analyze the brain regions of activated voxels belongs from the display image (reference Brodmann region system [20] ).
When the stimulus image is joy or anger, the analysis results for each subject's fMRI image are presented in Table 1 and Table 2 , respectively. The pulse repetition time (TR) of the subjects A, B, C, D was 3090ms, and E, F, G, H was 3480ms. The pulse repetition time refers to the interval where the brain is scanned using an MRI.
The group analysis is to analyze the information collected by all subjects as a whole. In the group analysis, the contrast file obtained by personal analysis of the subjects was used to analyze the whole group of subjects. The results of eight subjects group analysis are shown in Figure 5 . When the stimulus image is "joy", the activated voxels are located in the lower parietal regions When the stimulus image is "angry", the significance level is set to p < 0.01. At this time, the activated voxels are located in the inner and outer occipital regions of the 19 region Brodmann area. This area is mainly visual, color vision, and movement-related areas. It can be seen from the Figure 5 that amygdala is not completely activated. According to the relevant analysis, as the amygdala is the brain part on the facial expression recognition [3] , the amygdala of the test was only activated a little. Furthermore, we can see that the visual and other areas are more fully activated. 
Classification results comparison
According to the above discussion, we have already analyzed the fMRI image of the subject through SPM software and obtained the feature vector. According to the time series record in the experiment, we can associate the feature vector with the facial expression. Thus, a data containing feature vector and feature label is generated. To achieve high recognition accuracy, the selection of the classifiers is of great importance.
We classify the obtained data using SVM and ELM, respectively. In this comparison experiment, the number of ELM hidden layer nodes is 1000 nodes and the Sigmoid function is the activation function. And the C value of SVM is 0.5 and the Sigmoid function is selected as the kernel function, we use the grid search algorithm to find the optimal super parameters for the sigmoid function K(x, y) = tanh(γ · x t · y + g) in order to get the optimized SVM model. In the parameter selection, we respectively let γ = (1, 2, 3, 4) and g = (0.2, 0.4, 0.6, 0.8). According to the experimental results, we get that the function is optimal when γ = 2andg = 0.6. From the results it can be found that no matter what the data obtained in the stimulation of the joy images or anger images, the classification result of the ELM is better than SVM. Figure 6 shows the comparison of the classification accuracy under the stimulation of the joy images. Figure 7 shows the comparison of the classification accuracy under the stimulation of the anger image. Therefore, we use ELM to classify the obtained fMRI images. Because the number of hidden layer nodes and the selection of activation function in the ELM directly affect the classification performance of the entire ELM, To pursue the highest accuracy, we need to determine the optimize number of hidden layer nodes and activation function. Figure 8 shows the effect of the active functions and the number of hidden nodes on the classification accuracy of ELM for the joy images. From Figure 8 we can see that the overall classification performance of the Sigmoid function is higher than the tanh function. Although using 2500 hidden nodes, the former function is not good as tanh, it does not affect the overall trend. Therefore, we use the Sigmoid function as the activation function of the classifier ELM. From the curve of the Sigmoid function, we can see that the number of nodes in the hidden layer ranges from 500 to 4000 and every 500 nodes are located in one interval. We can see that the classification performance reaches the best when the number of nodes is 1000. Therefore, the number of hidden layer nodes of the ELM classifier is chosen as 1000 nodes. In summary, 
Discussion
We use cross-validation to evaluate the classification performance of ELM. It not only enables ELM to make more effective predictions, but also reduces the chance of overfitting. The k fold cross-validation is used to evaluate the performance of the ELM. In our experiment, let k be 10, that is, we divide the data into 10 groups and use 9 groups each time as the training set to train the ELM, the other group as test set. The average accuracy of the ten groups of classification is the classification accuracy of the classifier. In this experiment, the classification accuracy of each subject is shown in Table 3 . Table 3 lists the classification accuracy of the brain images acquired by fMRI equipment from the 8 subjects under the effect of cross-validation and ELM classifiers. It can be seen that the accuracy of 3 subjects (subjects B, E, G) reached 70-80% and the remaining 5 subjects reached 50-60%. According to these results, it can be found that facial expressions can be analyzed by analyzing fMRI brain images. Among these subject's results, the accuracy of subject A is low, and the reason for the low accuracy rate may be due to noise. It may also be caused by the 486 B. Cao, Y. Liang, S. Yoshida, R. Guan 
Conclusion
In this paper, the machine learning algorithm ELM is applied to the classification of fMRI data. From the results of personal analysis, we can see that the accuracy of the recognition of 3 subjects (B, E, and G) in the 8 subjects reached 70-80%, and the accuracy of the remaining 5 subjects also reached 50-60%. It can be seen that using the brain image obtained by fMRI we can analyze people's facial expressions. From the results we can see that the activated voxels are usually located in the brain regions with visual, ideological, and cognitive functions. This article also provides the proof that we can analyze the facial expressions of the subjects by analyzing the fMRI images. It should be pointed out that in the near future, the stimulatory images may not be limited to still images. It is possible to study by using video to stimulate subjects and then observe the experimental results. 
