Although industry clusters are major targets of regional economic development in less developed regions as well, we still need a deeper understanding of how the spatial clustering of firms generates dynamics in lagging regions. These latter environments may differ from the typical cluster policy examples that are usually specialised global centres of dynamically growing industries. Using census-type data of Hungarian firms, we test the effect of major cluster indicators -regional specialisation and spatial concentration of industries -and the impact of FDI on regional productivity and employment growth in Hungary. Our results suggest that regional specialisation does not affect regional growth, while the spatial concentration of industries is found to influence productivity and employment growth with an overwhelmingly negative effect. Furthermore, regional employment growth is associated negatively with the initial level of regional specialisation. Results suggest that Hungary has evolved into a dual economy in which previously specialised regions and geographically concentrated industries have lost their pace, while the main factor that favoured regional economic growth was the presence of large foreign companies. Therefore, economic policies fostering regional specialisation and the spatial concentration of industries -such as cluster policy -may have minor effects unless the interaction of foreign-owned and domestic companies is encouraged.
INTRODUCTION
Following success stories that mostly originate from global economic centres, regional economic development in more peripheral countries tends to focus on specialised regions and spatially concentrated industries. These efforts are often called cluster policies and they are central in the smart growth initiatives of the EU2020 strategy as well as in the national development aims of member countries (EC 2011) .
The idea of regional clusters is built on concepts that have since long been present in economics. Agglomeration economies have been considered as key factors in theories on regional economic growth (Marshall 1890; Isard 1956 ). The specialisation of regions and the spatial concentration of industries have been shown to be crucial to growth in major empirical findings of the regional growth literature (Glaeser et al. 1992; Henderson et al. 1995) . The term cluster was coined by Porter (1990 Porter ( , 2003 who argued that local competition -typically observed in specialised regions -favours regional economic growth.
However, empirics are mainly based on develod economies, and theories need to be tested in other less developed regions as well, where the context might differ from the successful regions in many regards. For example, the interplay between co-located foreign and domestic companies might be decisive in Central and Eastern European transition economies. Regions that had been highly specialised during socialist industrialisation faced hard challenges in the post-socialist transition (Pavlinek -Smith 1998) and foreign-owned companies became a major driving force of growth (Radosevic 2002) . Although multinational enterprises (MNE) are generally considered as major sources of local knowledge spillovers to local companies (Capello 2009b) , domestic firms could rarely enter the supplier networks of these companies (Acs et al. 2007) . A huge gap is found between MNEs and domestic companies in less developed regions and countries -the so-called dual economy -and automatic knowledge externalities are not likely to occur between the two spheres. Although the local effects of MNEs are crucial, these might depend on the institutional setting of industrial concentration (Gordon -McCann 2000) and on the mobile-immobile nature of production factors (Phelps 2004 ).
Therefore, we need a deeper understanding in how clusters drive economic growth in regions of less developed EU member states. In this paper, we use annual census-type data of Hungarian firms to examine the relationship between regional specialisation, spatial concentration of industries, and regional productivity and employment growth in Hungary between 1998 and 2005. We also look at the impact of foreign and domestic ownership to highlight the challenges policy-makers have to face.
The paper is organised as follows. Section 2 gives an account of regional development patterns in Hungary during the transition period. Section 3 provides an overview of how regional specialisation and spatial concentration is involved in the literature on regional economic growth, while Section 4 presents our hypotheses. Section 5 contains a description of the data used for this study and the empirical methodology. Section 6 conducts an empirical analysis of regional productivity growth and regional employment growth. Section 7 summarises major findings and claims that regional cluster policies can only have a minor impact in Hungary unless special efforts are made to foster interaction among foreignowned and domestic firms.
THE CONTEXT OF RESEARCH: TRANSITION AND INDUSTRIAL DYNAMICS IN HUNGARIAN REGIONS
The determining role of FDI, the remaining presence of some state-controlled services, and stagnating domestic companies are the main features of transition economies in their current development model (Szanyi 2003) . In the first half of the transition period, from 1990 to 1995, a massive economic downturn occurred in Hungary. Big state-owned companies either went bankrupt or were privatised; the latter was followed by basic restructuring. Consequently, the unemployment rate, and especially long-term unemployment increased dramatically. MNEs started to carry out large investment projects in the tradable and services sectors (e.g. automotive and ICT) and in the non-tradable untraded sectors with secure local markets (e.g. energy and communications) of Hungary. Simple, cheap unskilled labour-based activities were developed by additional investments (Iwasaki 2007) . Economic catching up started from 1995, and the employment rate again approached the level of 1992 at the end of the period of our investigation. New, higher value-added activities were launched, which utilised local skilled labour and engineering talent; some of the foreign companies began to locate their R&D functions to their Hungarian sites (Lengyel -Cadil 2009 ). From 1995 , the growth rate of business R&D spending (BERD) by foreign affiliates was among the highest in Hungary (UNCTAD 2005) . This process suggests that foreign affil-iates emerged as pools of potential knowledge spillovers, and thus they could serve as the main drivers of regional growth. However, in this prosperity period, regional spread of activities occurred in most of the industries (see Appendix 1). Szanyi et al. (2011) described a structural process of the shifting activity of MNEs that was complemented by increasing local sourcing. Foreign-owned companies played a crucial role in spatial industrial dynamics through their supplier networks with indigenous firms. However, decisions about their regional networks were usually determined by the parent company headquarters abroad, and domestic suppliers played only a marginal role (Grosz 2006) . Foreign firms tended to co-locate their activities, which meant that suppliers and competitors of these MNEs were mainly de-novo foreign firms that had followed their main partners into Hungary (Békés et al. 2009 ). Thus, a dual structure of economy has evolved in Hungary, which can be characterised by a sharp foreign -domestic gap (Farkas 2000) .
The special development pattern of Central European transition economies determined their regional development as well. Lengyel -Leydesdorff (2011) showed that foreign-owned firms in high-tech and medium-tech industries restructured those regional economic systems in Hungary that went through the transition period relatively successfully. Other lines of regional analyses demonstrated that high labour productivity and employment levels resulted in strong regional competitiveness mainly in export intensive activities, determined by foreign-owned companies (Lengyel 2003) . Regional catching up, the entry of foreign-owned companies, and the transition period itself created a unique field for testing regional growth hypotheses in economies that differ from developed ones.
In a previous study we found that regional specialisation resulted in slower employment growth, but proved that Marshall-Arrow-Romer type of knowledge externalities and the presence of large firms were decisive in regional value-added growth (Lengyel et al. 2010) . The data is re-visited in this paper and we focus now on labour and total factor productivity growth. Another major difference compared to our previous paper is that among other crucial factors we control for the spatial concentration of industries. Furthermore, the present paper specifies more accurate variables and contains a more critical attitude towards clusters.
REGIONAL ECONOMIC GROWTH: AN OVERVIEW
Regional economic growth is currently mainly understood as a result of new products and services created in the region (Varga -Schalk 2004) . The idea stems from new growth theories that turned technological development endogenous for economic growth (Romer 1986; Lucas 1988; Krugman 1991) . This opened the floor for regional growth theories that assumed local knowledge externalities to arise from company co-location and to have a major role in regional growth (Glaeser 2000; Varga 2007 ).
However, already Marshall (1890) reported that the presence of co-located companies provides benefits external to the firm, which were later differentiated as localisation agglomeration economies (local horizontal integration) and urbanisation agglomeration economies (lateral integration of co-located firms) in regional economics (Isard 1956 ). Both types of agglomeration economies are associated with local knowledge externalities and are therefore considered as sources of regional growth (Glaeser 2000) . Local knowledge spillovers co-existing with other localisation economies are commonly referred to as Marshall-Arrow-Romer (MAR) externalities that appear in specialised regions, where firms have a similar technological and cultural background. On the other hand, Jacobs (1969) demonstrated that inter-industrial knowledge spillovers, referred to as Jacobs externalities, drive urban growth and therefore economic diversity should be regarded as a source of growth in large cities. The effect of local knowledge externalities on regional economic growth is frequently analysed with the help of regional specialisation and the spatial concentration of industries, which is the baseline of regional clusters.
Activity-complex economies have been recently added to the typology (Parr 2002; Capello 2009a) , meaning that the vertical integration of the production chain of co-located companies reduces transaction costs. In a similar manner, recent literature on industrial clusters argues that agglomerations differ according to the mode of company entry and local interaction (Gordon -McCann 2000) . For example, the "pure agglomerations" of large cities are open for entry and every firm can benefit from local knowledge spillovers, which might not be equally true for "industrial complexes" of smaller towns, where high transaction costs prevent new firms from entering the cluster. Thus, knowledge spillovers are not necessarily present in agglomerations; inter-firm learning depends not only on the industry characteristics of co-located firms, but also on their social, institutional, and organisational proximities (Boschma 2005; Gordon -McCann 2005; IammarinoMcCann 2006) .
Although capital accumulation is very central in economic growth models (Romer 1986) , little attention has been devoted to the role of capital ownership in regional growth (Audretsch -Keilbach 2005) . However, the transaction costs theorising of industrial clusters claims that local learning highly depends on the local institutional setting of firms that is a by-product of transaction costs involved in local activities (Gordon -McCann 2000) . Following this literature, one may assume that company ownership is an essential feature and should be considered as a factor of regional economic growth. Put differently, an additional layer of communication difficulties can be assumed between firms with different ownership types, which are very important in our dual economy argument, but will not be tested directly.
The location behaviour and spatial effects of multinational enterprises has gained much attention in developed (Beugelsdijk et al. 2010 ) and in developing countries (Sjöholm 1999) . MNEs have been widely analysed in terms of their augmenting effects on regional development and exploitation behaviour of regional resources (Young et al. 1994; Nobel -Birkinshaw 1998) , as sources of local knowledge spillovers to domestic companies (Capello 2009b) , the speed of local embedding considering their mode of entrance (Lorenzen -Mahnke 2002) , and the learning processes in certain locations (Mates 2010) .
However, the role of MNEs in regional growth divides scholars and it is still questionable whether MNEs have the same local impact in their home-base and in their subsidiary areas. To consider this problem in the context of regional economic growth, one has to be aware that MNEs have their effects on a larger geographical scale than domestic companies because they manage their resources on an international level (Phelps 2004) . The company's investment strategy and the institutional setting of the local environment determine the level of local externalities (McCann et al. 2002) . If the company chooses to locate in an industrial complex and optimises production output and minimises transaction costs, local externalities derived from MNE presence in cluster areas are more the exception than the rule (Phelps 2008) .
The former statement has a special relevance in periphery areas, where MNEs are the engines of local economies; mostly standardised production is located in their subsidiaries, and a huge gap runs between foreign-owned and domestic firms. Therefore, the classic tests of agglomeration economies' impact on regional economic growth need a closer look, with distinguished ownership categories.
THE HYPOTHESES
As outlined above, ownership is a central issue in dual economies because of the huge gap between foreign-direct investments and domestic companies. Previous research found evidence on knowledge spillovers from foreign to domestic companies within industrial sectors at the national level (e.g. Iwasaki et al. 2009 ). Another type of analysis showed that geographical proximity matters in spillover from MNEs to domestic companies (Halpern -Muraközy 2007) ; also, more productive domestic firms are more likely to absorb knowledge spillovers from foreign-owned firms than less productive ones (Békés et al. 2009 ). However, we will touch upon ownership issues only in order to discuss the results we get from ana-lysing industry cluster effects. Therefore, we focus on the regional specialisation and spatial concentration of industries in the hypotheses.
The economic transition has resulted in a sharp regional restructuring in Central and Eastern Europe (Petrakos 2001) . In the particular Hungarian case, due to the monocentric structure of the economy, only few regions have become relatively dynamic: the agglomeration around Budapest and the regions between Budapest and Vienna (Varga 2007) . In a previous paper, we found evidence for the positive and significant impact of regional specialisation and local oligopolistic industry structures on regional production growth (Lengyel et al. 2010 ). Therefore, the specialisation of regions and the spatial concentration of industries will be tested by the formal hypotheses.
Hypothesis 1 (H1): Regional specialisation and spatial concentration of industries have a positive impact on regional productivity growth. Hypothesis 2 (H2): Regional specialisation and spatial concentration of industries have a positive impact on regional employment growth.
According to the expectations drawn from the regional cluster literature, as discussed in detail in the above, regional specialisation and the spatial concentration of industries favour regional economic growth because of the positive externalities arising. However, the specific dynamics in transition economies and the sharp gap between foreign and domestic companies may alter these effects, which is a central point in our argument.
DATA AND METHODS
The information used for the empirical analysis was collected from the annual census-type data of Hungarian firms, which were compiled from financial statements associated with tax reporting submitted to the National Tax Authority by legal entities using double-entry bookkeeping. The observation period covers the years from 1998 to 2005. The data include all industries and contains basic information for each sample firm, including the NACE 4-digit industrial classification codes, the annual average number of employees, total turnover, production costs, and other major financial indicators. The locations of the sample firms are identifiable. Information about the ownership structure includes the total amount of equity capital at the end of the term and the proportional share held by domestic private investors and foreign investors.
To empirically examine the hypotheses, we aggregate the above firm-level data by industry and by region. We use the industrial classification following the cluster study by Ketels -Sölvell (2005) . To deal with the whole national economy, however, we complement their list of industries with a few other sectors.
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The final list consists of 41 sectors. Regional aggregation is conducted by the 168 local administrative units (LAU1) in Hungary. Thus, the total number of observations is 6,888 (168 × 41). We exclude observations if the total annual employment included fewer than 10 persons at the beginning of the period. As a result, a total of 3,777 observations are left out of our dataset and 3,111 remained in our sample. We also eliminate observations containing missing values that pose an impediment to our empirical analysis. Sub-regions that have less than 50,000 inhabitants are also excluded from the sample in the last step of analysis in order to avoid the disturbing effect of rural regions (Lengyel 2011) .
While the analysis contains all the sub-regions in half of the models, only 9 sub-regions are excluded from the regression models in later steps. However, the last models that are aimed to investigate urbanised regions include only 55 sub-regions out of 168 (see Appendix 2). Manufacturing and service sector industries are represented in high numbers in our investigation, while agriculture, mining and energy, and construction services represent a minor share (see Appendix 3).
Three types of explanatory variables will be used in the models: (1) regional specialisation variables, (2) variables of industrial concentration, and (3) ownership variables. Only those industry-regions will remain in the sample that have both foreign and domestic companies when introducing capital variables.
Several methods have been proposed for measuring regional specialisation (Ratanawaraha -Polenske 2007; Nakamura -Morrison Paul 2009 ). Among them, the location quotient (LQ) indicator of relative industrial concentration in the region is the best known and it is very often associated with industrial clusters. In this paper, the value of the LQ E indicator reflects the relationship between the labour share of industry i in sub-region r and the share of the industry in the entire and LQ F on regional productivity growth was found in a previous paper (Lengyel et al. 2010 ).
The group of concentration variables contain three indices: Sales Concentration (CONCSALE) is measured by a sub-regional level Hirschman-Herfindahl index calculated from national market-share distributions following the formula H = . Although this indicator is not a concentration indicator per se, it is frequently used to measure the internal economies of scale. Therefore, we use it to indicate economies of scale that are internal to the industry-region. Industry Concentration (CONCIND) is a national level Ellison-Glaeser g index that has been calculated from regional employment data for each industry following the formula g = --
. This index is composed from the indicator of the spatial concentration of firms in the given industry measured by the raw concentration of employees (G), and from the Hirshman-Herfindahl Index (H) measuring the firm level employee concentration in the industry. The Ellison-Glaeser g index is used to indicate economies of scale that are internal to the industry, but external to the industry-region. The higher this latter indicator, the more concentrated the industry in certain regions, while a low number indicates that the industry is dispersed across regions. Ownership measures are categorised into four variables aggregating proportional shares of foreign and domestic ownership in the companies' capital at the industry-region level. Initial values of Foreign-Owned Capital (FORINI) and Domestically-Owned Capital (DOMINI) are log-transformed. Dynamic values of investment are also included in the capital variables: Foreign Growth (FORGRO) and Domestic Growth (DOMGRO) are the change in the natural log of registered foreign and domestic capital over the period. An opposite effect of domestic and foreign firms on regional growth will be demonstrated in the paper.
The detailed definition and descriptive statistics of the variables used in the empirical analysis are reported in Table 1 . Value added is computed by total net turnover (total material costs + total amortisation).
Table 1
Definition of the variables and descriptive statistics (EMPLINI and EMPLGRO), and Regional Economic Diversity (REGDIV) that is an entropy measure of firm distributions across the industry classifications in the region. Population Density (POPDENS) is applied to examine the impact of urbanisation on regional economic growth.
In the next step of the analysis, we turn to employment growth models where the explanatory variables are the same as the ones used in the productivity growth models. However, we use the control variables that are emphasised in the literature of urban and regional growth (Glaeser 2000) : the Initial Level of Labour Productivity and Growth of Labour Productivity (LPINI and LPGRO), and the Initial Level of Total Factor Productivity and Growth of Total Factor Productivity (TFPINI, TFPGRO), respectively. These variables are aimed to capture the location-specific productivity features, which are thought to lead to employment growth by attracting companies to favourable locations. We also take the Initial
Level of Employment (EMPLINI) and the level of Employment Growth in the Region besides the industry in focus (TOTALGRO). The latter variable captures the growth in local demand (van Oort et al. 2005).
We also add a WAGE variable to the analysis that captures the differences in average salary across sectors and regions. We had difficulties in applying land price deflator indexes that are essential elements of traditional growth regression. Thus, we use POPULATION DENSITY (POPDENS) to capture the effect of urbanisation on regional economic growth. Productivity variables correlate very strongly with each other (Table 2) ; therefore, they are used in separate models and only those are reported that have a significant effect.
We estimate the above regression equations using the OLS method. Standard errors are adjusted for sectors by the clustering method. Unlike in a previous paper (Lengyel et al. 2010 ), here we follow Glaeser (2000, 90) and apply area-specific random effects instead of fixed effects.
RESULTS
First, we introduce how firm ownership, foreign and domestic capital in particular, affects regional growth in a dual economy. Second, Hypothesis 1 will be tested concerning the role of regional specialisation and spatial concentration of industries in regional productivity growth. Third, Hypothesis 2 and the role of specialisation and concentration in regional employment growth will be tested. Table 2 Pearson correlation values among variables Note: 3111 observations were included, missing values were skipped, *** and ** indicate that correlation values are statistically significant at the 1% and 5% level, respectively.
Firm ownership
As we expected, a very sharp conflicting effect of capital variables is found that illustrates the dominance of foreign-owned companies in regional productivity growth (Table 3 ).
The initial values and growth of foreign-owned capital have a positive effect on regional productivity growth, while the initial values and growth of domestic capital have a negative effect. No such contrast regarding the effect of foreign and domestic capital can be identified in regional employment growth. This latter dependent variable seems to be negatively affected by the initial level of foreign capital and a positive impact of growth in both types of capital is found.
The static and dynamic capital variables, whether foreign or domestic, show a very similar distribution. The static values are of a very similar and only positive interval, with a mean and standard deviation of 10.11 and 2.71 (foreign), and 10.58 and 2.24 (domestic). Capital growth measures vary across negative and positive values, both the foreign and domestic indicators have the mean around zero (0.31 and 0.72) with a standard deviation of 2.33 and 1.69, respectively. A very important difference between the foreign and domestic variables is the number of observations: foreign investments were present only in half of the regions where domestic companies existed. Therefore, the models of While FORINI has a positive and significant impact on both LP and TFP growth, DOMINI affects productivity growth adversely. The controversial effects of the initial values of capital imply that labour productivity growth occurred in regions where the initial concentration of foreign capital was high. High concentration of domestic capital resulted in decelerated labour productivity growth. TFP was calculated from a simple Cobb-Douglas production function; therefore, the association values indicate that regional production increased faster where the level of foreign capital was relatively high and domestic capital was relatively low in 1998. The dynamic values of foreign and domestic capital, FORGRO and DOMGRO, similarly have controversial effects. The negative effect of DOMGRO indicates that the faster the growth in domestic capital, the slower the TFP growth. The negative effect of domestic investments on productivity growth means that the rise in domestic capital was faster than the increase in output.
Foreign-owned companies had two main entry modes in Hungary: either they bought existing facilities of formerly state-owned companies in the privatisation process, mainly in 1990-1998, or made a greenfield investment. In the first case, a thorough portfolio-cleaning was done, which resulted in productivity growth (Lengyel -Cadil 2009) . In the other case, big investments in new sectors for the country (e.g. in ICT) probably increased labour and productivity growth in the region (Iwasaki et al. 2009 ). On the other hand, the output of domestic companies increased slower than their registered capital in the period. What we face here is again the phenomenon of duality in transition economies, which has been described repeatedly (Szanyi 2003; Lengyel -Leydesdorff 2011) . Consequently, localisation economies are likely to prevail in Hungary due to foreign-owned companies. But these investments hardly affected productivity growth in co-located domestic companies.
In sum, the phenomenon of the dual economy becomes visible when regional productivity growth is in focus. While foreign investments enhance regional productivity, domestic companies do not improve their productivity accordingly and retard regional economic growth.
Productivity growth
Our results suggest that neither regional concentration, nor regional specialisation had a positive effect on regional productivity growth. In contrast, the regional concentration of industries negatively affected labour productivity growth and total factor productivity growth in the Hungarian regions. The formerly demonstrated controversial impact of foreign-owned and domestic capital disappears when other variables are introduced in productivity growth models. The results are summarised in Note: All the models are estimated using OLS regression. t-statistics are reported in parentheses beneath regression co-efficients. ***, **, and * denote statistical significance at the 1%, 5% levels, respectively. For definitions of variables, see Concentration variables have a stable and significant effect on both labour productivity and TFP productivity growth. CONCSALE affects productivity growth positively. Since it is a Hirschman-Herfindahl index based on national market-share distributions, it indicates that a more concentrated market-share favours productivity growth in the region. CONCEMP has a positive significant co-efficient in all models. This indicator is the average firm in the industry-region, thus its impact suggests that the bigger the firms in the region, the higher the productivity growth. CONCIND has a stable, negative, very strong effect on both labour and total factor productivity growth. This indicator is an Ellison-Glaeser g index based on regional distribution of industries across the nation, therefore the negative co-efficient implies that the more the industry is concentrated in certain regions, the smaller the productivity growth. This latter result is very interesting because we expected that regional concentration of industries would favour productivity growth. However, the negative effect of CONCIND suggests that the more scattered the industry, the higher the productivity growth. The robustness of the latter results has been confirmed by splitting the observations into two parts. We found a negative effect of CONCEMPL in the sample of industry-regions with a SPECORG indicator lower than 1, and the sample of industry-regions with SPECORG higher than 1 as well.
Specialisation variables do not have significant coefficients in labour productivity models (Models 1-5) but SPECEMPL affects TFP growth negatively in a significant manner in Models 6-8. In a previous paper, we have found a significant positive effect of regional specialisation on TFP growth that might be eliminated by the concentration variables used in this paper (Lengyel et al. 2010) .
Ownership variables have lost the majority of their overwhelmingly controversial effect on growth (demonstrated in Table 3 ) when accompanied by concentration and specialisation variables. However, DOMINI has negative co-efficient values in Models 2-3 and 7-8, while FORINI's impact is positive and significant in the vast majority of models. FORGRO and DOMGRO have a positive and significant effect on labour productivity, but do not affect total factor productivity growth significantly.
Control variables have effects with diverse signs and significance levels. The co-efficient of EMPLINI is significant and strongly negative in all models, suggesting that a high level of initial employment retards both labour and total factor productivity growth. This implies that the higher the absolute level of employment, the slower the productivity growth. EMPLGRO, that will be the dependent variable in Table 5 , affects total factor productivity growth positively and significantly in Model 9, suggesting that employment growth has a positive impact on total factor productivity growth. POPDENS has a positive and significant co-effi-cient in Models 4-5 and 9-10, indicating that urbanisation has positively contributed to productivity growth.
In sum, concentration variables dominate the productivity growth models and suggest that regional productivity growth depends on a concentrated sales structure and employment concentration in big firms. The findings suggest that growth is more likely to occur in regions, where big firms are dominant in the given sector. Moreover, regional specialisation had no or even a negative effect on growth and regional growth was significantly slower in industries that were concentrated in certain regions initially than in more scattered ones. Therefore, neither the specialisation of regions, nor the regional concentration of industries is associated with productivity growth in Hungary. The first hypothesis is false.
Employment growth
Patterns of regional employment growth in Hungary differ from productivity growth in all areas of our explanatory variables. Regional specialisation seems to affect employment growth negatively and this effect is much more stable compared to the ones in productivity growth models. Concentration variables have a significant effect, but CONCEMP has negative coefficients, unlike in productivity models. Ownership variables depict a somewhat different picture as well, in which domestic investment enhances employment growth more strongly than foreign investments.
Concentration variables impact regional employment growth to a lesser extent than productivity growth. CONCSALE, the market-share concentration, influences employment growth positively, but this effect is not stable because the introduction of control variables eliminates it in Models 3 and 4. The effect of CONCEMP, unlike in productivity models, is negative and stably significant. Employment growth is slower in regions with bigger firms and regions with smaller firms exhibit a fast employment growth. The co-efficient of CONCIND is negative and significant in all the models. This suggests that the dispersion of industry in certain regions favours growth because the employment growth was slower in industries in which firms tend to locate close to each other and CONCIND is high. To test the robustness of this result, we also carried out two analyses. First, an additional regression found a negative effect of the raw concentration of employees (Ellison-Glaeser G) on regional employment growth. Second, we split the data into two samples: industry-regions with SPECORG lower than 1 and industry-regions with SPECORG higher than 1. CONCEMPL has a negative effect on regional employment growth in both samples. Only SPECEMPL has a significant and stable effect from the set of cluster variables. Its negative co-efficient suggests that regional specialisation, regarding employment profile, has set future employment growth back. The same effect was found by Glaeser et al. (1992) . Static variables of concentration had a negative effect on regional growth in the ICT industry of the Netherlands as well (van Oort et al. 2005; Weterings 2005 ). However, our SPECEMPL coefficients show a much more stable negative relation between the initial state of regional concentration and employment growth in Hungary than was reported in the above-mentioned papers.
Ownership variables shed a different light on regional employment growth than we witnessed in productivity models: all these variables have positive and mostly significant coefficients here. Investments, regardless of whether domestic or foreign, are expected to result in employment growth in the region. However, DOMGRO has repeatedly a higher impact on growth than FORGRO, which suggests that domestic investments might be more important in employment creation than foreign investments.
The initial state of employment, EMPLINI, has a significant and negative effect on growth. This suggests that the regional spread of industries dominated employment growth in the period. However, the WAGE variable has a positive and significant effect, suggesting that growth was more dynamic in regions where employees received relatively high salaries on average. Therefore, one cannot claim that regional employment growth has taken place in Hungary in the pure form as spatial equilibrium models suggest.
To sum up, regional restructuring has occurred in Hungary, in which employment growth was negatively influenced by the initial level of the regional concentration of industries. Regional specialisation has retarded employment; regions that were specialised initially have lost from their dynamics. The second hypothesis is false, too.
CONCLUSIONS AND DISCUSSION
Using census-type data of Hungarian firms from between 1998 and 2005, we empirically examined the effect of regional specialisation, the regional concentration of industries, and the impact of firm ownership on the factors of regional economic growth. Our results imply that the agglomeration models that explain regional economic growth in developed countries cannot provide an econometrically confirmed explanation in a country with lagging regions. Hungary faces challenges that typically characterise dual economies and economies in transition.
The dual structure of the economy was considered with the distinction of foreign-and domestically-owned firms, and the test of their impact on factors of growth. It was shown that the positive effect of foreign-owned capital (both initial and growth) on productivity growth was accompanied by conflicting effects of domestic capital. The initial levels and growth of domestic capital had a negative impact on productivity. The contrasting effect of foreign and domestic capital might also undermine the claim that local knowledge spillovers from MNEs to domestic companies are the primary source of regional economic growth. Therefore, the question has to be raised again how MNEs and foreign direct investment affect regional industrial dynamics and the upgrading or survival of domestic firms.
Regional productivity growth is found to have been unaffected by regional specialisation, but the initial level of the regional concentration of industries has had a very strong and stable negative impact on growth. These findings show that our first hypothesis (H1) is false. However, the role of a concentrated market structure and of large firms in productivity growth is undeniable. The big companies are motivated to locate in less developed economies by low costs, and previously specialised regions with industries that are geographically concentrated were unable to catch up with these dynamics.
Regional specialisation also has a very significant and robust negative effect on regional employment growth, accompanied by a negative impact of the regional concentration of industries. Thus, our second hypothesis (H2) proved to be false, as well. Regions that were initially specialised in an industry and had relatively high employment levels have lost their position.
Regional restructuring during the economic transition in Hungary has resulted in a spatially more concentrated economy because previously industrialised regions have lost their markets, whereas new investments occurred around the agglomeration of the capital and in regions lying between Budapest and the Austrian border. However, industries that were spatially concentrated initially have also retarded regional productivity and employment growth. Only those regions and industries expanded dynamically in which foreign firms invested.
These findings may undermine the efficiency of economic policies favouring regional specialisation -such as cluster policy -in Central and Eastern Europe. These relatively less developed countries are on the periphery of the European Union. Therefore, one cannot expect the same extent of innovation to occur as in central EU agglomerations; standardised production will be located in these peripheral regions, driven by low production costs. This type of production is more probably located in industrial complexes than in pure agglomerations, where the role of technical spillovers is less expressed within localisation economies (McCann et al. 2002) . Put differently, knowledge externalities are key ingredients for growth in the core regions of developed countries and investments coming from outside the region might determine regional growth in less-developed areas. Consequently, policy-makers both in the EU and in national organisations should be aware of the varying explanatory power of knowledge externalities across regions and cannot take the automatic knowledge spillovers from MNEs to domestic companies for granted. Instead, regional policies should go further after supporting investments and should focus on the interaction between foreign-owned and domestic companies. 
