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ABSTRACT
Biophysical Mechanisms of Rhythm Generation in the
Pre-Bötzinger Complex
by
Ryan S. Phillips
University of New Hampshire, September, 2017
The pre-Bötzinger complex (pre-BötC) is an essential rhythmogenic brainstem
nucleus located in the ventrolateral medulla. Rhythmic output from the pre-BötC
is relayed through premotor and motor neurons to the diaphragm and intercostal
muscles to drive the active inspiratory phase of breathing. The specific biophysical
mechanisms responsible for generating rhythmic bursting and network synchronization are not well understood and remain a highly debated topic within the field.
Through extensive experimental and theoretical work two plausible rhythmogenic
mechanisms have emerged. One mechanism is based on a slowly inactivating persistent sodium current (IN aP ) and the other on a calcium activated non-selective cation
current (ICAN ) that is coupled to intracellular calcium transients. Despite this effort,
the specific role of these two mechanisms in rhythm generation and the source(s) of
intracellular calcium transients remains unclear.
This thesis addresses these challenges by first systematically investigating the
role of IN aP , ICAN and two general sources of intracellular calcium transients in a
biophysically based model of pre-BötC neurons. The results show that simulated
xiv

blockade of ICAN in a heterogeneous population of excitatory neurons produces a
large reduction in network amplitude, when CaSyn is the primary source of intracellular calcium. Furthermore, activation of ICAN by CaSyn functions as a mechanism
to amplify the inspiratory drive potential and recruit follower neurons. The results
of these simulations are quantitatively consistent with experimental data. This study
suggests that rhythm generation in the pre-BötC arises from a group of IN aP dependent pacemaker neurons which form a rhythmogenic kernel. Output from these
neurons triggers post-synaptic calcium transients, ICAN activation, and subsequent
membrane depolarization, which drives bursting in follower neurons.
The second part of this thesis explores the use of optogenetics to probe mechanisms
of rhythm generation within the pre-BötC. This was accomplished by incorporating
the light activated hyperpolarizing and depolarizing channels, Archaerhodopsin-3 and
Channelrhodopsin-2, respectively, into the model developed in the first part of the
thesis. The results of these simulations are consistent with available experimental
data and provide testable mechanism-specific predictions to guide future optogenetic
experiments.
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Chapter 1
Background
1.1

Biophysical Properties of Neurons and Neural
Networks

1.1.1

Hodgkin-Huxley Model

In the brain, information is encoded and transmitted electrically in the form of action
potentials. Action potentials are rapid changes in the electric potential across a neurons lipid bilayer membrane (Vm ), and can be decomposed into six key components;
resting potential, threshold of excitation, depolarization, repolarization, hyperpolarization and recovery, see Figure 1-1. At rest (period between action potentials) a
neuron Vm is negative, and is generally between −70mV and −60mV . This is called
the resting membrane potential and is set up by large ionic concentration gradients:
primarily sodium, potassium, and calcium, between the intra and extracellular space,
see Table 1.1. The critical membrane potential is a value of Vm which must be
reached in order for the neuron to generate an action potential. When Vm is depolarized enough to reach this threshold, voltage-dependent sodium channels (N av )

1

Figure 1-1: Action Potential Diagram. Schematic drawing of an action potential
(left). Numbers refer to the different components of an action potential which are:
(1) the resting potential, (2) critical membrane potential, (3) depolarization, (4)
repolarization, (5) hyperpolarization and (6) recovery. The right hand side shows
the sodium and potassium currents which are activated during depolarization and
hyperpolarization, respectively.

open, allowing N a+ ions to flow in and depolarize the neuron. At depolarized potentials N av channels close and voltage-dependent potassium channels (Kv ) open. Kv
channels allow K + ions to flow out and remain open until the neuron is repolarized.
Repolarization will generally overshoot the resting membrane potential where Vm is
said to be hyperpolarized. This hyperpolarization step helps sodium channels recover
from inactivation and is a period where a neuron cannot fire another action potential
(sodium channels are inactivated and therefore unavailable). Lastly, there is a recovery period where leak channels (cation pores) return Vm to the resting potential and
the cycle repeats.
The sodium, potassium, and leak channels described above are embedded in the
neuron’s membrane. It is equivalent to represent this physical model as an electric circuit where voltage-gated sodium and potassium channels are represented as
a voltage-dependent resister and the leak channel as a constant resister. The ionic
gradients are represented by the reversal potentials EN a ,EK and ELeak . Due to ionic
2

Figure 1-2: Physical and Circuit Hodgkin-Huxley Model. Physical model of a
Hodgkin-Huxley neuron model (left) showing the sodium (N a+ ) potassium (K + )
and leak (Leak) channels embedded in the membrane. Negative (−) and positive
(+) symbols represent the build up of charges inside and outside the neuron, respectively. Circuit model (right) of a Hodgkin-Huxley neuron where the conductance of
the sodium, potassium and leak channels are represented by gN a , gK and gLeak , respectively. The build up of charges is represented by the cell capacitance (Cm ) and
the reversal potentials for each channel are represented by EN a,K,Leak .
gradients and subsequent membrane potential, positive and negative charges accumulate up on the exterior and interior of the cell membrane, respectively, resulting
in membrane capacitance Cm . For a diagram of the physical and circuit models of a
neuron see Figure 1-2.
Table 1.1: Ionic Concentration Gradients. Reversal potentials were calculated using
the Nernst equations where R is the universal gas constant, T is temperature, z is the
number of moles of electrons and F is the Faraday constant. For these calculations
T = 310K. Table values were adapted from Table 1.2 of Johnston and Wu [1994].

The total current (Im ) that passes through the neuron’s membrane is simply the

3

sum of the currents passing through each channel plus the capacitive current.

Im = IN a + IK + ILeak + ICm = 0
Where IN a , IK , ILeak , ICm are the sodium, potassium, leak and capacitive currents,
respectively. Now, using Ohm’s Law (I = gV ) (where g is conductance) and the
derivative of capacitance (Q = CV ) we can rewrite and expand the equation above.

d
dQ
dV
(Q = CV ) =⇒
=I=C
dt
dt
dt
Cm

dVm
= gN a (V, t)(EN a − Vm ) + gK (V, t)(EK − Vm ) + gLeak (ELeak − Vm ).
dt

Notice that the sodium and potassium conductances are voltage-dependent. This
is a result of voltage dependent gating particles which close, open and/or inactivate
these channels in coordination with Vm . See Figure 1-3. Sodium channels have three
comformational states, closed, open, and inactivated. Potassium channels have two
states, open and closed. Leak channels have no gating properties and remain open at
all times.
Mathematically, voltage-dependent conductance of sodium and potassium channels take the form:
g = ḡf1 (V, t).
Where ḡ is the maximum conductance and f1 (V, t) is a function representing activation (for Kv ) or activation and inactivation (for N av ). At an individual level,
voltage-gated ion channels open and close independently of each other in a probabilistic fashion. Therefore gating dynamics are described in terms of probability. A

4

Figure 1-3: Sodium channel gating. Diagram demonstrating the transition between
the three conformational states of voltage-gated sodium channels. From top to bottom, these states are closed, open, and inactivated

5

single gating particle can only be in one of two states, open or closed, the probability of being in either state will be represented by Popen and Pclosed , respectively.
Additionally the relationship Popen + Pclosed = 1 must be satisfied.
Assuming that the transition between states is a first order rate process we can
represent the transition rate from open → closed and closed → open with the voltage
and time dependent transition variables α and β, respectively. The fraction of channels that are opening is given by α(1 − Popen ) and the fraction of channels that are
closing is given by βPopen . If the system is at equilibrium and the fraction of channels
opening is equal to the number of channels that are closing, then P is constant and,

α(1 − Popen ) = βPopen

. Which if solved for P gives the steady state probability P∞ ,

P∞ =

α
.
α+β

If the fraction of channels that are opening and closing are not the same, then the
change in probability is given by:

dPopen
= α(1 − Popen ) − βPopen = α − (α + β)Popen .
dt
↓
Z
t=

dPopen
ln(α − (α + β)Popen )
=−
+ constant
α − (α + β)Popen
α+β
↓

6

Popen =

α
α
+(
+ P0 )e−t(α+β)
α+β
α+β

The quantity 1/(α + β) is the exponential decay time constant τ and is a function
which can be determined experimentally along with P∞ and the initial condition P0 .
It is therefore useful to simplify the equation for Popen and its differential equation
into the following form:

Popen = P∞ + (P∞ + P0 )e−t/τ
Popen represents the probability of one gating particle to be in the open state.
Since all gating particles must be in the open state for a channel to be ”open” the
probability of a channel, with multiple gating particles will be given by:

Ptotal =

i
Y

Pi .

1

Voltage-gated sodium and potassium channels both have four gating particles.
Sodium channels have three identical and one unique gating particle whereas potassium channels have four identical particles. Historically, in voltage-gated sodium and
potassium channels, Popen has been represented by the gating variables m, h, and n,
respectively. Now the probability that these two channels are in the open state is
given by:

Na
Popen
= m ∗ m ∗ m ∗ h = m3 h

K
Popen
= n ∗ n ∗ n ∗ n = n4 .

7

And conductivity is then given by,

gN a (Vm , t) = ḡN a m3 h

gK (Vm , t) = ḡK n4
Where m, h, and n are as previously described and the steady state probabilities
for m∞ , h∞ , n∞ as well as the time dependent functions τm , τh , and τn are determined
experimentally.
Together these equations constitute the Hodgkin-Huxley equations [Hodgkin and
Huxley, 1952] which are four nonlinear coupled differential equations that describe
the nonlinear dynamics of a neuron’s cell membrane, see Figures 1-4 and 1-5. Given
appropriate initial conditions the Hodgkin-Huxley equations can be solved using numerical integration techniques to model the dynamics of a neuron’s membrane potential.
Hodgkin-Huxley Equations
Cm

dVm
= ḡN a m3 h(EN a − Vm ) + ḡK n4 (Ek − Vm ) + gLeak (Eleak − Vm )
dt
dm
= αm (1 − m) − βm m
dt
dh
= αh (1 − h) − βh h
dt
dn
= αn (1 − n) − βn n
dt

Figure 1-4: Hodgkin-Huxley Equations. Top differential equation describes the dynamics of the membrane potential and is coupled to the three differential equations
which describe the channel gating.
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Figure 1-5: Hodgkin-Huxley Solutions. The three traces show solutions to the
Hodgkin Huxley equations with three values for leak channel conductance, ḡLeak .
In this model, ḡLeak determines the resting membrane potential and consequently the
neurons excitability. These traces demonstrate the effect of excitability on network
activity and spiking frequency.
The Hodgkin-Huxley equations successfully describe many dynamic properties of
neurons and serve as a building block for more complicated models, see Schwiening [2012]; Catterall et al. [2012] for review. Current research incorporates a rich
variety of other ion channel types beyond the original sodium, potassium, and leak
currents [Hille et al., 2001], some of which will be described and developed later in
this dissertation.
The derivation of the Hodgkin-Huxley model was adapted from [Johnston et al.,
1995; Izhikevich and Moehlis, 2008; Ermentrout and Terman, 2010].
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1.1.2

Markov Channel Gating

The Hodgkin-Huxley formulation of voltage-gated ion channels assumes each gating
particle operates independently. Current research however has shown that this is not
always the case [Maffeo et al., 2012]. For example, in voltage-gated sodium channels
the activation and inactivation gating particles, m and h, are dependent. Instead,
voltage-gated ion channels must travel through a series of different conformational
states, where the probability of changing to the next state depends only on the current
state. A simple example is a channel that has only three states (closed, open, and
inactivated) where transitions are only possible between the closed and open state,
open to inactivated, and inactivated to closed. This is best described by a Markov
chain.
Closed

Open

Inactivated

Figure 1-6: Markov chain for three state channel. Transitions between open and
closed states can happen in either direction. Transitions between Open-Inactivated
and Inactivated-Closed are in one direction, indicated by the arrows.

The transition between each state is voltage and time dependent. The transition
rates from closed to open, open to closed, open to inactivated, and inactivated to
closed are by the variables γC,O ,γO,C ,γC,I , and γI,C , respectively. These constants are
analogous to α and β in the Hodgkin-Huxley channel description and are determined
experimentally from single channel recordings. The probability of finding a channel
in one of the three states is determined by the following set of differential equations:

dClosed
= −γC,O · closed + γO,C · Open + γI,C · Inactive
dt
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dOpen
= γO,C · Closed − γO,I · Open − γC,O · Open
dt
dInactive
= γO,I · Open − γI,C · Inactive
dt
The current traveling through a Markov channel (same as a Hodgkin-Huxley channel) is a function of the maximum conductance (ḡ), open state probability (Open),
and reversal potential and is given by,

IM arkov = ḡ · Open · (Vm − EM arkov )
Ion channels often have more than one Closed, Open and/or Inactive states. A
generic Markov ion channel is defined by the following set of equations.
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Markov Channel Equations

IM arkov = ḡ · (O · O2 · . . . · On ) · (EM arkov − Vm )
N
M
Z
X
X
X
dC1
= ( (Ci γCi ,C1 − C1 γC1 ,Ci ) +
(Oj γOj ,C1 − C1 γC1 ,Oj ) +
(Ik γIk ,C1 − C1 γC1 ,Ik )
dt
i
j
k

..
.
N
M
Z
X
X
X
dCN
= ( (Ci γCi ,CN − C1 γCN ,Ci ) +
(Oj γOj ,CN − C1 γCN ,Oj ) +
(Ik γIk ,CN − C1 γC1 ,Ik )
dt
i
j
k
N
M
Z
X
X
X
dO1
= ( (Ci γCi ,O1 − C1 γO1 ,Ci ) +
(Oj γOj ,O1 − C1 γO1 ,Oj ) +
(Ik γIk ,O1 − C1 γO1 ,Ik )
dt
i
j
k

..
.
N
M
Z
X
X
X
dOM
= ( (Ci γCi ,OM − C1 γOM ,Ci ) +
(Oj γOj ,OM − C1 γOM ,Oj ) +
(Ik γIk ,OM − C1 γOM ,Ik )
dt
i
j
k
N
M
Z
X
X
X
dI1
= ( (Ci γCi ,I1 − C1 γI1 ,Ci ) +
(Oj γOj ,I1 − C1 γI1 ,Oj ) +
(Ik γIk ,I1 − C1 γI1 ,Ik )
dt
i
j
k

..
.
N
M
Z
X
X
X
dIZ
= ( (Ci γCi ,IZ − C1 γIZ ,Ci ) +
(Oj γOj ,IZ − C1 γIZ ,Oj ) +
(Ik γIk ,IZ − C1 γIZ ,Ik )
dt
i
j
k

W here

N
X
i

Ci +

M
X
j

Oj +

Z
X

Ik = 1

k

Figure 1-7: Generalized Markov chain equations for Ion Channel Gating. Current
equation (top) and state dynamics (middle) for a Markov channel with N Closed
(C), M Open (O), and Z Inactivated (I) states. The last equation is a restriction
on the system. Since these equations govern the probability of a channel to be in a
particular state, the sum of the probabilities must equal 1.
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1.1.3

Intrinsic Bursting

The solutions to the Hodgkin-Huxley equations, shown above (figure 1-5) illustrate
two possible modes of cellular activity, silence (constant membrane potential, no action potentials) or tonic spiking (trains of regularly space action potential). With
additional currents, the solutions to Hodgkin-Huxley can also exhibit a mode of cellular activity referred to as bursting. Bursting is a pattern of neuronal activity where
action potentials are generated in rapid secession followed by a period of quiescence
referred to as an interburst interval. Rhythmic bursting is an essential neuronal feature throughout the central nervous system and is commonly associated with brain
regions involved in generating rhythmic motor output for behaviors such as chewing
[Brocard et al., 2006], walking [Kiehn, 2016], and respiratory rhythm generation,
[Peña, 2008; Rekling and Feldman, 1998; Smith et al., 1991] among others.
In the Hodgkin-Huxley model developed above, bursting can be generated by
adding an additional current which inactivates at much longer time scales than the
fast action potential producing currents.

Cm

dVm
= IN a + IK + ILeak + IBurst .
dt

In this example, bursting is initiated by the sub-threshold activation of IBurst .
Bursting is then terminated by the slow inactivation of IBurst which reduces the resting membrane potential until it is no longer sufficient to generate repetitive action
potentials. This is just one example of a slow process capable of producing bursting. The mechanism responsible for generating bursting patterns in neurons can be
driven from intrinsic cellular mechanisms (usually ionic currents) and/or from ex-
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Figure 1-8: Activity Patterns In Neurons. (Top) Bursting is characterized as a group
of action potentials followed by a period of inactivity. (Middle) Tonic spiking is a
pattern of neuronal activity where action potentials are generated at regular intervals.
(Bottom) Silence is a state where no action potentials are generated and the neurons
membrane potential is constant.
ternal synaptic inputs, see Figure 1-10. Neurons that burst due to intrinsic cellular
properties are referred to as intrinsic bursters whereas bursting driven by external
input are referred to as forced bursters. The firing properties of intrinsically bursting
neurons vary widely and depend on the underlying biophysical mechanism(s).
Networks can also exhibit patterns of bursting activity that are synchronized
bursts of network-wide activity followed by quiescence or reduced activity. In neurons and networks, bursting is the result of ionic currents which define fast and slow
subsystems. The fast subsystem is responsible for generating action potentials and
the slow subsystem initiates and terminates bursting by periodically increasing and
14

then decreasing excitability of individual neurons to drive bursts of action potentials. Mathematically the fast and slow subsystems are described by the following
equations:

ẋ = f (x, y) Fast Subsystem
ẏ =  · g(x, y) Slow Subsystem.
Where f and g are Hodgkin-Huxley type functions, x and y represent the state
of the fast and slow subsystems respectively. The ratio of the time scale between
the two systems is represented by  which is much less than one. In the example
given above, IN a , IK and ILeak represents f in the fast subsystem which is responsible
for action potential generation and IBurst represents g in the slow subsystem which
modulates the spiking activation. The mathematical separation between the fast and
slow subsystems allows bursting in single neurons or reduced network models to be
studied in the context of singular perturbation theory [Rinzel, 1985, 1987].

1.1.4

Synapses and Networks

In order for neurons to form a functional network they must be able to coordinate and
synchronize activity. This happens through synaptic interactions which, depending on
the type of neuron, are either excitatory (depolarizing) or inhibitory (hyperpolarizing)
connections.
When a pre-synaptic neuron is active, action potentials propagate down the dendrite to a synapse. The rapid change in the membrane potential at the synapse causes
an influx of calcium through pre-synaptic calcium channels followed by release of
15

neurotransmitter-filled vesicles into the synapse. The neurotransmitters temporarily
bind to receptors and open ion channels on the post-synaptic neuron. See Figure 1-3.
The post-synaptic neuron then sees a brief excitatory or inhibitory (depending on
the type of neurotransmitter) post-synaptic current (EPSC or IPSC respectively).
Since all inspiratory pre-Bötzinger complex neurons are excitatory we will be dealing
exclusively with EPSC for all network models.

Figure 1-9: Synaptic Communication. Simplified drawing showing unidirectional neuronal communication between a presynaptic neuron (left) and a postsynaptic (right)
through a synapse (center). Action potentials travel from the presynaptic neuron to
the synapse causing neurotransmitter release. In this example, the neurotransmitters open excitatory (depolarizing) channels on the postsynaptic neuron causing a
excitatory postsynaptic current (EPSC).

The release of neurotransmitters and subsequent opening of post-synaptic channels is a very fast process and can therefore be reasonably be approximated as instantaneous. On the other hand, closing of the post-synaptic channels is a slow decay
process. Therefore the simplest model of synaptic conductance (gSyn ) is an instantaneous rise from zero to the maximum channel conductance (ḡsyn ) at the time the
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action potential reaches the synapse (t = t0 ) followed by exponential decay with time
constant τ . The corresponding differential equation is:

τ

dgSyn (t)
= −gSyn (t) + ḡSyn · δ(t0 − t).
dt

Where δ(t0 − t) is a delta function and is equal to zero everywhere except at t = t0
where it is one.
The solution is then:

gSyn (t) = ḡ( Syn)e

t−t0
t

.

Now the post-synaptic current is simply,

ISyn = ḡSyn · e

t−t0
t

· (ESyn − Vm ).

Where ISyn is the synaptic current, ESyn is the synaptic reversal potential, and t0
is the time at which the pre-synaptic neuron fires an action potential.

Figure 1-10: Two Neuron Network. Simple two neuron network to demonstrate
synaptic communication and synchronization of two bursting neurons. On the right
is a diagram of this two neuron network showing recording electrodes in each neuron.
The traces on the left show the membrane potential of the two simulated neurons.
The effect of EPSCs from cell 1 can be seen on the voltage trace of cell 2 causing
depolarization and eventual synchronization of bursts.
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1.2

Basic Principles of Central Pattern Generation

1.2.1

Biological Functions

In biological systems, behaviors such as locomotion, flying, swimming, mastication,
and respiration are driven by rhythmic motor patterns that are generated by central
pattern generators (CPGs). CPGs are neural circuits that are able to generate patterned rhythmic motor output without sensory or central feedback [Bucher et al.,
2000; Marder and Bucher, 2001]. CPGs occur in vertebrates and invertebrates, and
are required for essentially all motor behaviors [Grillner and Wallen, 1985; Duysens
and Van de Crommert, 1998; Dickinson, 2006].

1.2.2

General Mechanisms

The specific mechanisms and organization of CPG neurocircuitry is highly variable.
However all CPGs “require: (1) two or more processes that interact such that each
process sequentially increases and decreases and (2) that, as a result of this interaction
the system repeatedly returns to its starting condition” [Hooper, 2001]. In terms of
biophysical mechanisms, rhythm generation in CPGs arises from intrinsic cellular
properties and/or by synaptic interactions [Marder and Calabrese, 1996; Marder,
1998]. The mechanisms of rhythm generation in CPGs fall into two general categories
which depend on the relative contribution of intrinsic cellular and synaptic properties.
In CPGs where rhythm generation depends exclusively on intrinsic cellular properties, which are determined by ionic currents, rhythm is driven by a subset of neu-
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rons that generate periodic bursts of action potentials independent of external input.
These are called pacemaker neurons. In a synaptically connected network, bursting
in pacemaker neurons is synchronized. Together these pacemaker neurons form a
rhythmogenic kernel that drives bursting in otherwise nonrhythmic neurons within a
network. CPG models based on this mechanism of rhythm generation is referred to
as a ‘pacemaker model’, see Figure 1-11.

Figure 1-11: Pacemaker Driven Network Bursting in a Two Neuron Network. (Left)
Synaptically uncoupled network showing intrinsic bursting in the pacemaker neuron
(top) and silence in the follower neuron (bottom). (Right) Synaptically coupled network where intrinsic bursting in the pacemaker neurons (top) drives forced bursting
in the follower neuron (bottom).

Alternatively, rhythm generation may result exclusively through the synaptic interactions within a network of nonrhythmic neurons. In this case, rhythmic oscillations emerges as a property of the network that are independent of any intrinsic
cellular mechanism. Rhythm generation in models based on this mechanism are referred to as a ‘group pacemaker’ model. There are many synaptic mechanisms and
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network configurations which can produce group pacemaker type bursting. See Figure 1-12.

Figure 1-12: Group Pacemaker Driven Network Bursting in a Two Neuron Network.
(Left) Synaptically uncoupled network showing tonic spiking in neuron 1 and neuron
2. (Right) Synaptically coupled network showing forced bursting in both neurons
which is driven by synaptic interactions.

These two general mechanisms are not mutually exclusive, and rhythm generation in CPGs is often the result of both intrinsic cellular and synaptic properties.
Experimentally, this makes it difficult to establish a causal link between any specific
biophysical mechanism and aspects of rhythm generation in CPGs [Harris-Warrick,
2010]. Examples of pacemaker and group pacemaker models in the context of respiratory rhythm generation will be developed below.
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1.3
1.3.1

Central Pattern Generation in Respiration
Neuroanatomy of the Respiratory Central Pattern Generation

Respiratory rhythm and pattern formation is generated by a CPG located in the
brainstem referred to as the ventral respiratory column (VRC). The VRC is comprised
of multiple interconnected nuclei which are hierarchically distributed from the rostral
pons to the caudal medulla. Each compartment plays a unique role in rhythm and/or
pattern formation. The inspiratory and expiratory phases of breathing are controlled
by the pre-Bötzinger complex (pre-BötC) and the Bötzinger complex (BöC), respectively. The transition between inspiration and expiration is regulated by the pontine
respiratory group, which includes the Kölliker Fuse and the parabrachial nuclei. Patterned output from the pre-BötC and BötC are shaped and relayed through pre-motor
neurons in the rostral and caudal ventral respiratory groups to spinal motor neurons,
which innervate the diaphragm and intercostal muscles to drive patterned respiratory
movements [Smith et al., 2013].

1.3.2

Central Pattern Generation in the Pre-Bötzinger Complex

The pre-BötC has been identified as an essential nucleus within the VRC that drives
the inspiratory phase of respiration [Smith et al., 1991]. The pre-BötC is a bilaterally
distributed nuclei [Koizumi et al., 2008] consisting of approximately 300-500 [Hayes
et al., 2012; Wang et al., 2014] reciprocally interconnected, glutamatergic [Bouvier
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et al., 2010; Gray et al., 2010] interneurons. Inhibiton of the pre-BötC by optogenetics
[Koizumi et al., 2016], pharmacological manipulations [Chitravanshi and Sapru, 2002]
or chemical/optical lesion [Ramirez et al., 1998; Hayes et al., 2012; Wang et al., 2014]
abolishes patterned motor output in in vivo and in vitro experimental preparations.
In vitro slices preparations containing the pre-BötC in isolation continue to oscillate
and generate fictive inspiratory patterns in the absence of external inputs [Smith
et al., 1991; Johnson et al., 2001]. Furthermore, pacemaker neurons exist within the
pre-BötC, which generate rhythmic bursts of action potentials when synaptically or
physically dissociated from the network [Johnson et al., 1994; Baker et al., 1995;
Thoby-Brisson and Ramirez, 2001; Del Negro et al., 2005]. Together these results
have lead to the hypothesis that the pre-BötC is the site of inspiratory rhythm generation within the VRC. Identifying the biophysical mechanisms underlying rhythm
generation within the pre-BötC has been a central goal in the field of respiratory
neurophysiology.

1.4

Rhythm Generation in the Pre-Bötzinger Complex

1.4.1

Rhythmogenic Ionic Currents within the Pre-Bötzinger
Complex

The ionic currents within the pre-BötC have been extensively studied in an attempt
to identify mechanisms underlying rhythm generation. Despite this effort, rhythm
generation is not well understood. However, two currents have emerged as plausible
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candidates. The first is a slowly inactivating persistent sodium current (IN aP ) and the
second is a calcium-activated non-selective cation current (ICAN ), which is coupled
to calcium signaling mechanisms.
In pre-BötC neurons, IN aP has been directly observed and the voltage-dependent
properties of activation have been well characterized [Del Negro et al., 2002]. IN aP
is thought to be generated by a tetrodotoxin (TTX) sensitive voltage-gated sodium
channel [Smith et al., 1998; Ptak et al., 2005]. Blockade of IN aP with the pharmacological blocker TTX or riluzole abolishes rhythmic network activity [Koizumi and
Smith, 2008] and intrinsic bursting in pacemaker neurons [Del Negro et al., 2002].
These findings have lead to the hypothesis that IN aP may underlie rhythm generation
in the pre-BötC.
The molecular correlate of ICAN in the pre-BötC is thought to be the transient
receptor potential cation channel subfamily M member 4 (TRPM4) [Mironov, 2008].
The calcium [Ullrich et al., 2005] and voltage-dependent [Nilius et al., 2003] dynamics
of activation for TRPM4 have been well characterized in cultured HEK cells but
not in the pre-BötC. Additionally, TRPM4 is highly expressed in pre-BötC neurons
[Crowder et al., 2007]. Blockade of TRPM4/ICAN with the pharmacological blocker
flufenamic acid (FFA) abolishes rhythm output from the pre-BötC and the inspiratory
drive potential, thought to underlie bursting, in a majority of pre-BötC neurons [Pace
et al., 2007; Mironov, 2008]. ICAN activation however is dependent on intracellular
calcium transients.
Blocking intracellular calcium transients in the pre-BötC produces effects on inspiratory drive that are similar to the effects of FFA, described above, presumably
by inhibiting ICAN activation [Pace et al., 2007]. In general, intracellular calcium
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transients are generated during cell spiking through voltage-gated calcium channels
ICa or from synaptically triggered calcium signaling mechanisms. Voltage-gated calcium channels exist in the pre-BötC [Elsen and Ramirez, 1998], however they do
not contribute to ICAN activation or the inspiratory drive potential [Morgado-Valle
et al., 2008]. Instead, ICAN is thought to be primarily activated by calcium transients that are triggered by synaptic activation of group I metabotropic glutimate
receptors (MgluR), which include MgluR1 and MgluR5. MgluR1/5 are G-protein
coupled receptors that are commonly associated with intracellular calcium release by
coupling to calcium permeable channels [Endoh, 2004; Berg et al., 2007] or by triggering the release of calcium from intracellular stores [Abdul-Ghani et al., 1996; Stefani
et al., 1996]. In the pre-BötC blockade of MgluR1/5 with the pharmacological blocker
LY367385 reduces the inspiratory drive potential in individual neurons [Pace et al.,
2007], and reduces the amplitude of network oscillations [Mironov, 2008], which
is similar to the effects of TRPM4/ICAN blockade by FFA. Additionally, intrinsic
bursting in a subset of pacemaker neurons in the pre-BötC have been reported to be
calcium sensitive and presumably dependent on ICAN [Thoby-Brisson and Ramirez,
2001; Del Negro et al., 2005].

1.4.2

The Role of IN aP and ICAN in the pre-BötC: Current
Theories and Computational Models

Experimental studies have clearly demonstrated the importance of IN aP , ICAN and
intracellular calcium transients for rhythmic output from the pre-BötC. Due to experimental limitations, the specific role of these currents in rhythm generation is unclear,
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however, many rhythmogenic mechanism have been proposed. Demonstrating the
plausibility of IN aP and/or ICAN /calcium-based rhythmogenic mechanisms has been
a central goal of theoretical modeling studies. These mechanisms are described below.

1.4.3

Persistent Sodium-Dependent Bursting

Rhythm generation based on IN aP was first described in the theoretical studies by
Butera et al. [1999a,b]. In this model of the pre-BötC, network rhythm is driven
by IN aP dependent pacemaker neurons. In pacemaker neurons, sub-threshold activation of IN aP depolarizes membrane potentials causing burst initiation. During
bursting, IN aP slowly inactivates, which hyperpolarizes the membrane potential and
causes burst termination, see Figure 1-13. During the interburst interval, IN aP recovers from inaction and the cycle repeats. The frequency of bursting then depends
on the time it takes IN aP to recover from inactivation. This process depends on the
membrane potential during the interburst interval. Consequently, frequency of IN aP
mediated bursting is voltage-dependent, and injection of hyperpolarizing or depolarizing currents will decrease or increase the bursting frequency. This is a key feature
of IN aP dependent bursting models and is consistent with experimental observations
[Koizumi et al., 2016]
Rhythmic bursting in this model is dependent on IN aP activation for burst initiation and IN aP inactivation for burst termination. The voltage-dependent properties
of IN aP activation have been experimentally characterized [Del Negro et al., 2002].
Inactivation of IN aP , however, has not been characterized and the existence of the
property is only indirectly supported [Rybak et al., 2003a]. This is an important
assumption in models of bursting and rhythm generation which depend exclusively
25

Figure 1-13: IN aP Dependent Intrinsic Bursting. (Top) Membrane potential showing
IN aP dependent intrinsic bursting. (Bottom) Inactivation variable hN aP . Bursting is
generated when hN aP reaches a critical value. Burst termination occurs due to the
strong inactivation of hN aP during bursting. The duration of the interburst interval is
dependent on the time required for hN aP to recover back to the critical value required
to trigger the next burst.
on IN aP . Other mechanisms for burst termination have been theoretically investigated, such as a slowly activating potassium current [Butera et al., 1999a] or a
sodium/potassium pump [Jasinski et al., 2013], for example, but have limited experimental support.

1.4.4

Calcium/ICAN -Dependent Bursting

Network/cellular bursting that are dependent on intracellular calcium transients and
ICAN activation have also been theoretically investigated [Rubin et al., 2009; Toporikova
and Butera, 2011; Jasinski et al., 2013]. Two general types of models have emerged.
One which relies on calcium-dependent pacemaker neurons referred to as a ’pacemaker-
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model’ and the other which is referred to as a ’group-pacemaker’ model where rhythms
emerge as a network property.
Network bursting in a calcium dependent pacemaker model is similar to the IN aP
dependent model, described above, where pacemaker neurons drive bursting in other
wise silent neurons that results in synchronized network oscillations. Bursting in
calcium-dependent pacemaker neurons is initiated and terminated by transient activation of ICAN . In this model ICAN activation and bursting is dependent on oscillations
in the intracellular calcium concentration, see Figure 1-14. A possible mechanism
of these oscillations is the release of calcium from intracellular stores triggered by
inositol 1,4,5-trisphosphate (IP3 ) [Li and Rinzel, 1994]. Pacemaker neurons which
are sensitive to blockade of calcium channels have been reported in the pre-BötC,
however their dependence on IP3 has not been explored. Furthermore the contribution of calcium from IP3 -dependent sources to the intracellular calcium oscillations
is unknown.
In the calcium/ICAN -dependent group pacemaker model, network bursting occurs
independent of pacemaker neurons. Instead, network-wide bursting is generated from
spiking activity in a subset of neurons within the network. Through recurrent synaptic
interactions, this spiking activity triggers calcium influx and robust ICAN activation
in post-synaptic neurons throughout the network. Network termination then depends
on additional mechanism for burst termination, such as synaptic depression [Rubin
et al., 2009]. Network bursting could also be terminated by the activation of outward
currents from calcium-activated potassium channels or a sodium/potassium pump,
however these have not been theoretically investigated in the context of a group
pacemaker model.
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Figure 1-14: Calcium/ICAN -Dependent Bursting. In calcium/ICAN dependent bursting, bursts are thought to be driven by oscillations in the intracellular calcium concentration (bottom) which periodically activate ICAN (middle), triggering bursting
(top).

1.4.5

Hybrid Models

The models described above, where bursting is exclusively dependent on sodium or
calcium/ICAN mechanisms, have primarily focused on demonstrating the plausibility of a given mechanism. It is clear from experimental studies that both IN aP and
calcium/ICAN currents are at play in the pre-BötC, as blockade of either currents
reduces rhythmic output. Only a handful of models have incorporated both currents
into a single model, Jasinski et al. [2013] and Toporikova and Butera [2011] for example. These models have focused on explaining how sodium and/or calcium-sensitive
pacemaker neurons arise in a network of heterogeneously distributed parameters. The
mechanisms driving IN aP and ICAN -dependent bursting are the same as described
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above.

1.5

Optogenetics

Optogenetics is a technology that can be used to control the activity of geneticallydefined neurons with light [Guru et al., 2015; Deisseroth et al., 2006]. Through genetic manipulations, this technology makes it possible to encode proteins into specific
neuronal populations. These proteins form light-sensitive ion channels and pumps,
which are then expressed in the cell membrane. Activation of these channels by light
can then control neuronal activity by hyperpolarizing or depolarizing the membrane
potential.
Two optogenetic channels of particular interest in this study are archaerhodopsin3 (Arch3) and channelrhodopsin-2 (ChR2). Techniques to encode Arch3 and ChR2
channels selectively into respiratory pre-BötC neurons have recently become available. Arch3 is a proton pump which is activated by orange light ( 550nm) that
hyperpolarizes neurons by removing H + ions [Chow et al., 2010]. ChR2 is activated
by blue light ( 480nm) [Bamann et al., 2008] and is a non-specific cation channel
that depolarizes neurons by conducting N a+ , K + and Ca2+ ions [Nagel et al., 2003].
The currents Arch3 and ChR2 can be modeled by the following equations:

IArch3 = ḡArch3 · fArch3 (Irr) · (EArch3 − Vm )
IChR2 = ḡChR2 · fChR2 (Irr) · (EChR2 − Vm ).
Where ḡArch3 and ḡChR2 are conductance, fArch3 (Irr) and fChR2 (Irr) are light-
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sensitive gating functions, and EArch3 and EChR2 are the reversal potentials for Arch3
and ChR2, respectively. Irr represents the light intensity. Detailed models of Arch
and ChR2 are developed in Chapter 4. To incorporate these channels into the
Hodgkin-Huxley equations, the currents can simply be added as follows:

Cm

dVm
= IN a + IK + ILeak + IArch3 + IChR2 .
dt

An example of Arch3 and ChR2-mediated inhibition and excitation is demonstrated in Figure 1-15.

30

Figure 1-15: Optogenetic Excitation and Inhibition.
(Top) Example of
channelrhodopsin-2-mediated optogenetic excitation on the membrane potential and
spiking frequency of a simulated neuron. (Bottom) Example of archaerhodopsin-3mediated optogenetic inhibition on the membrane potential and spiking frequency of
a simulated neuron.
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Chapter 2
Project Overview
2.1

Problem Definition and Motivation

Experimental studies have clearly demonstrated that IN aP , ICAN , and intracellular
calcium signaling mechanisms are critical for rhythmic output from the pre-BötC.
These studies do not directly establish a causal connection between a specific current/mechanism and rhythm generation. Various mechanisms based on these currents
have been proposed, and their plausibility as rhythmogenic mechanisms have been
proposed in computational modeling studies. However, these models make assumptions about channel dynamics and intracellular calcium dynamics that have not been
experimentally confirmed.
In calcium-dependent bursting models, burst generation and termination is dependent on the activation of ICAN in response to intracellular calcium transients.
This much is supported experimentally. However, the source and mechanisms behind
the generation of intracellular calcium transients are unknown. In general intracellular calcium transients can be generated either by voltage-gated calcium channels,
which are activated during cellular spiking or through synaptically activated calcium
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signaling mechanisms. Calcium signaling mechanisms include calcium influx conducted directly through ionotropic glutamate receptors, and indirectly by activation
of calcium-permeable channels that are coupled to metabotropic glutamate receptors.
The relative contribution of these two sources to ICAN activation are unknown.
Intracellular calcium currents are extremely small relative to the sodium and
potassium currents that dominate action potentials and synaptic currents. Consequently, directly measuring these currents experimentally is extremely difficult or
impossible. Furthermore, pharmacological manipulations of these calcium sources
are difficult to interpret as they are not cell type specific and have many off target effects. The best approach to quantify the relative contribution of synaptic and
voltage-gated calcium sources on ICAN activation may be in computational modeling studies. However, this has not been systematically investigated in models of the
pre-BötC.
A primary focus of this dissertation (Chapter 3) is to systematically investigate the
role of ICAN in a model of the pre-BötC and to systematically investigate the effects
of voltage-gated and synaptic sources of intracellular calcium on ICAN activation.
This work is partially motivated by recent experimental work from our lab which
clearly illustrates the effects of ICAN blockade on the rhythmic output from the preBötC. These results provide clear experimental results to compare with computational
simulations.
A secondary focus of this dissertation (Chapter 4) is to investigate the use of optogenetic techniques to probe rhythmogenic mechanisms in a model of the pre-BötC.
Optogenetic tools are becoming increasingly available to study the pre-BötC. Optogenetics make it possible to inhibit or excite respiratory neurons within the pre-BötC
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in a temporally precise manner for the first time. This has distinct advantages over
pharmacological techniques, which are not cell type specific, have off target effects,
and have slow temporal dynamics. However, interpreting the results of optogenetic
manipulations of the pre-BötC are difficult or impossible without a theoretical model
for comparison. Chapter 4 systematically investigates the use of steady state and
transient inhibitory/excitatory optogenetic perturbations in a model of the pre-BötC
with and without simulated pharmacological manipulations. These simulations are
compared with experimental data, when available, and provide mechanism-dependent
predictions to be tested in future experiments.

2.2

Objectives

In this thesis I investigate the voltage-gated and synaptic sources of intracellular
calcium transients and role of two currents, IN aP and ICAN , in rhythm generation
and pattern formation within a model of the pre-BötC. Additionally I investigated
the use of optogenetic perturbations with and without pharmacological manipulations
as a means of probing biophysical mechanisms of rhythm generation. This constitutes
two major objectives of this thesis which are described as follows:
1. Determine the relative contribution of voltage-gated and synaptic sources of intracellular calcium transients as well as the role of ICAN in rhythm generation
and pattern formation within the pre-BötC.
The source(s) of intracellular calcium transients and the role of ICAN are not
well understood. Plausable sources of intracellular calcium transients and their
effects on rhythm generation and pattern formation through ICAN activation
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have not been systematically investigated in a theoretical context. The primary
goal of this objective is to quantify the relative contribution of voltage-gated
(CaV ) and synaptic (CaSyn ) calcium sources to the total intracellular calcium
transients responsible for activation of ICAN . The timing and the neurons that
these two sources will generate calcium transients in is distinct. CaSyn will
generate calcium influx and ICAN activation in any neuron that receives synaptic
input whereas, in the case of CaV , calcium influx and ICAN activation will
primarily occur in active spiking neurons. Therefore, we predict that calcium
transients from CaV and CaSyn sources will have unique effects on network
amplitude and frequency. The relative contribution of CaV and CaSyn can then
be estimated by matching simulated and experimental data.
2. Demonstrate the role of IN aP and ICAN in rhythm generation/pattern formation
and make testable mechanism/model specific predictions using a combination of
simulated optogenetic and pharmacological perturbations.
Proving causality between specific currents or mechanisms and rhythm generation is difficult with pharmacological manipulations alone due to the relatively
slow kinetics and non-cell type specific nature of pharmacological agents. Optogenetics allow for cell type specific and temporally precise stimulation of neurons
and neural networks. These techniques are becoming increasingly available and
provide a new means of probing mechanisms of rhythm generation in the preBötC. Designing and interpreting experiments using optogenetic perturbations
is difficult without a detailed theoretical model. The primary goal of this objective is to simulate inhibitory and excitatory optogenetic perturbations with and
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without pharmacological manipulations of IN aP and ICAN , in order to identify
limitations in our current model by comparing simulations with existing data
and make specific predictions to guide future experiments studies.

2.3

Organization

The chapters of this thesis are outlined and summarized as follows:
Chapter 1: This chapter provides essential background information. First I
introduce basic concepts in neuroscience such as action potentials, voltage-gated
ion channels, Hodgkin-Huxley equations and solutions, bursting and synapses.
Then I introduce and describe some basic theoretical principles of central pattern generators and identify their role in patterned motor behaviors such as
respiration. Lastly, I describe the role of central pattern generators in breathing, and give a brief overview of current theories of rhythm generation in the
pre-BötC.
Chapter 2: Here the problem and motivation for the current thesis are explained. Additionally, the objectives are defined and the thesis chapters are
summarized.
Chapter 3: The contributions of voltage-gated and synaptic calcium sources,
as well as the role of ICAN in the pre-BötC are investigated. First, background
information is given to introduce the topic and define the problem(s) being
addressed. Then, the methods used in this section are described. Finally, the
results are presented and discussed.
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Chapter 4: Optogenetic perturbations of the pre-BötC model developed in
Chapter 3 are explored. These simulations also include pharmacological manipulations of IN aP and ICAN . First, a brief introduction is given that provides
essential background and re-introduction of the problem being addressed. Next,
the methods are described. Lastly, the results are presented and discussed.
Chapter 5: This chapter summarizes the key findings of this thesis and describes limitations of this study, as well as identifies opportunities for future
theoretical and experimental studies.
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Chapter 3
TRP Channels Regulate the
Inspiratory Drive Potential in
the Pre-Bötzinger Complex
3.1

Introduction

The pre-Bötzinger complex (pre-BötC) is an essential brainstem nucleus involved in
respiratory rhythm generation located in the ventrolateral medulla [Smith et al.,
1991]. The specific biophysical mechanisms responsible for rhythm generation within
the pre-BötC remain a highly controversial topic within the field of respiratory neurophysiology. In slice brainstem preparations containing the pre-BötC, rhythmic activity was suggested to arise from a subset of intrinsically bursting neurons which,
through excitatory synaptic interactions, recruit and synchronize neurons within the
network (pacemaker model) [Butera et al., 1999a,b] or as an emergent network property through recurrent excitation [Jasinski et al., 2013] and/or synaptic depression
(group pacemaker model) [Rubin et al., 2009; Dunmyre et al., 2011]. Based on previous experimental and theoretical work, two rhythmogenic mechanisms have been pro38

posed. One based on a slowly inactivating persistent sodium current (IN aP ) [Butera
et al., 1999a], and the other on a calcium-activated non-selective cation current (ICAN )
coupled to intracellular calcium ([Ca]i ) signaling (see Rybak et al. [2014] for review).
Despite extensive experimental and theoretical investigations, the role of IN aP , ICAN
and the source of [Ca]i transients in the pre-BötC are still under debate.
IN aP is thought to be an essential burst generating mechanism in the pre-BötC. In
in vitro slice preparations; application of the IN aP blocker riluzole abolishes intrinsic
bursting and XII motor output [Koizumi and Smith, 2008]. Additionally, theoretical
models based on IN aP successfully reproduce experimental observations from in vitro
mouse and rat slices containing the pre-BötC such as voltage-dependent frequency
control, spike adaptation, and pattern formation of motor output [Butera et al.,
1999b; Rybak et al., 2004; Smith et al., 2007]. This demonstrates the plausibility of
IN aP dependent rhythm generation.
In the pre-BötC, ICAN is thought to originate from the transient receptor potential
cation subfamily M4 (TRPM4) [Pace et al., 2007; Mironov, 2008]. Bath application
of the ICAN blocker FFA, in in vitro pre-BötC slice preparations, reduces the inspiratory drive potential and reduces or abolishes rhythmic XII motor output [Pace
et al., 2007]. Furthermore, intrinsic bursting in a subset of neurons is reported to be
sensitive to pharmacological blockade of both [Ca]i transients and ICAN [Peña et al.,
2004]. Investigations into the sources of intracellular calcium transients reveal that
(1) calcium transients from voltage-gated sources exist, but do not contribute to the
inspiratory drive potential [Morgado-Valle et al., 2008], and (2) calcium transients
are triggered in the dendrites presumably from excitatory synaptic input and travel
in a wave to the soma [Mironov, 2008]. Theoretical studies have demonstrated the
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plausibility of [Ca]i -ICAN dependent bursting [Rubin et al., 2009; Toporikova and
Butera, 2011], however these models omit IN aP and depend on additional mechanisms to generate intracellular calcium oscillations and/or burst termination such as
inositol trisphosphate (IP3) dependent calcium induced calcium release [Toporikova
and Butera, 2011], depolarization block [Rubin et al., 2009], and the Na+/K+ pump
[Jasinski et al., 2013].
In this theoretical study, we examine the role of ICAN in the pre-BötC by considering two plausible mechanisms of intracellular calcium fluctuations: (1) from voltagegated (CaV ), and (2) from synaptically activated (CaSyn ) sources. We deduce that
ICAN is primarily activated by calcium transients that are coupled to excitatory synaptic inputs (CaSyn ), which originate from IN aP dependent intrinsic bursters. Additionally, we show that ICAN contributes to the inspiratory drive potential by mirroring
the excitatory synaptic current (ISyn ). Consequently, we conclude that the primary
role of ICAN in the pre-BötC is amplitude regulation of network oscillations via the
recruitment of otherwise non-rhythmic neurons.

3.2
3.2.1

Methods
Model Description

The model represents a synaptically coupled network of N=100 excitatory neurons.
Simulated neurons are comprised of a single compartment and are described using a
Hodgkin Huxley formalism. For each neuron, the membrane potential Vm is given by
the following current balance equation:
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Cm

dVm
+ IN a + IK + ILeak + IN aP + ICAN + ICaV + ISyn = 0
dt

where Cm is the membrane capacitance, IN a , IK , ILeak , IN aP , ICAN , ICaV and
ISyn are ionic currents through sodium, potassium, leak, persistent sodium, calcium
activated non-selective cation, voltage-gated calcium, and synaptic channels, respectively. Description of these currents, synaptic interactions, and parameter values are
taken from [Jasinski et al., 2013]. Specifically, the channel currents are defined as
follows:

IN a = ḡN a · m3N a · hN a · (EN a − Vm )

IK = ḡK · m4K · (EK − Vm )

ILeak = ḡLeak · (ELeak − Vm )

IN aP = ḡN aP · mN aP · hN aP · (EN a − Vm )

ICAN = ḡCAN · mCAN · (ECAN − Vm )

ICaV = ḡCaV · mCaV · hCaV · (ECa − Vm )
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ISyn = ḡSyn · (ESyn − Vm )
where ḡi is the maximum conductance, Ei is the reversal potential, mi and hi are
voltage dependent gating variables for channel activation and inactivation, respectively, and i ∈ N a, K, Leak, N aP, CAN, CaV, Syn. The parameters ḡi and Ei are
given in Table 3.1.
For IN a , IK , IN aP , and ICa , the dynamics of voltage dependent gating variables
mi , and hi are defined by the following differential equation:

τη (V ) ·

dη
= η∞ (V ) − η; η ∈ mi , hi
dt

where steady state activation/inactivation η∞ and time constant τη are given by:

−(V −V1/2 )/k −1

η∞ (V ) = (1 + e

)

τη (V ) = τηmax / cosh((V − Vτ η1/2 )/κτη ).
For the voltage-gated potassium channel, steady state activation mk∞ (V ) and
time constant τmK (V ) are given by:

mK∞ (V ) = (α∞ (V ))/(α∞ (V ) + β∞ (V ))

τmK (V ) = 1/(α∞ (V ) + β∞ (V ))
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where
α∞ (V ) = Aα · (V + Bα )/(1 − e(−(V + Bα )/κα )

β∞ (V ) = Aβ · e−(V + Bβ )/κβ .
The parameters Vη1/2 , Vτ η1/2 , κη , κτ η , τηm αx , Aα , Aβ , Bα , Bβ , α , and κβ are given
in Table 3.1. ICAN activation is dependent on the intracellular calcium concentration
[Ca]i and is given by:

mCAN = 1/(1 + ([Ca]i1/2 /[Ca]i )n ).
The parameters [Ca]i1/2 and n, given in Table 3.1, represent the half-activation
calcium concentration and the Hill Coefficient, respectively. Calcium enters the neurons through voltage-gated calcium channels (CaV ) and/or a percentage (PCa ) of the
synaptic current (ISyn ). A calcium pump removes excess calcium with a time constant τCa and sets the minimum calcium concentration Ca0 . Therefore, dynamics of
the [Ca]i is given by the following differential equation:

dCai
= −αCa (ICaV + PCa · Isyn ) − (Cai − Ca0 )/τCa .
dt
The parameters αCa is a conversion factor relating current and rate of change in
k
[Ca]i , see Table 3.1 for values. The synaptic conductance gSyn
of the kth neuron in

the population is described by the following equation:
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k
gSyn
=

X

wik · Cik · H(t − ti,n ) · e−(t−ti,n /τSyn )

i,n

where wik is the weight of the synaptic connection from cell i to cell k, C is a
connectivity matrix (Cik = 1 if neuron i makes a synapse on neuron k, and Cik = 0
otherwise), H() is the Heaviside step function, t is time, τSyn is the exponential decay
constant and ti,n is the time at which an action potential n is generated in neuron i
and reaches the synapse of neuron k.
To account for heterogeneity of neuron properties within the network, the persistent sodium current conductance, ḡN aP , for each neuron was assigned randomly
based on uniform distribution over the range [0, 5]nS which is consistent with experimental measurements [Rybak et al., 2003a]. The weight of each synaptic connection
was uniformly distributed over the range wik ∈ [0, Wmax ]. The elements of the network connectivity matrix, Cik , are randomly assigned values of 0 or 1 such that the
probability of any connection between neuron i and neuron k being 1 is equal to the
network connection probability PSyn . We varied the connection probability over the
range PSyn ∈ [0.05, 1.0], however, a value of PSyn = 0.05 was used in most simulations.

3.2.2

Data Analysis and Definitions

The time of an action potential was defined as when the membrane potential of a
neuron crosses -35mV in a positive direction. Time histograms of the population activity were calculated as the number of action potentials generated by all neurons per
50mV bin per neuron with units of spikes/s. The network amplitude and frequency
were determined by identifying histogram peaks and calculating inverse of the in-
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Table 3.1: Model parameter values. The channel kinetics, intracellular Ca2+ dynamics
and the corresponding parameter values, were derived from previous models (see
Jasinski et al. [2013] and the references therein).

terpeak interval. The number of recruited neurons is defined as the peak number of
neurons that spiked at least once per bin during a network burst. The average spike
frequency of recruited neurons is defined as the number of action potentials per bin
per recruited neuron with units of spikes/s. The average network resting membrane
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potential was defined as the average minimum value of Vm in a 500ms window following a network burst. The average inactivation of the persistent sodium current at
the start of each burst was defined by the maximum of the average value of hN aP in
a 500ms window before the peak of each network burst. The average inactivation of
the persistent sodium current at the end of each burst was defined by the maximum
of the average value of hN aP in a 500ms window after the peak of each network burst.
Synaptic strength is defined as the number of neurons in the network multiplied by
the connection probability multiplied by the average weight of synaptic connections
(N · PSyn · (1/2) · Wmax ). Pacemaker neurons were defined as neurons that continue
bursting after complete synaptic blockade. Follower neurons were defined as neurons
that become silent after complete synaptic blockade. The inspiratory drive potential is defined as the envelope of depolarization which occurs in neurons during the
inspiratory phase of network oscillations [Morgado-Valle et al., 2008].

3.2.3

Characterization of ICAN in Regulating Amplitude and
Frequency in the CaV and CaSyn Models

To characterize the role of ICAN in regulation of network amplitude and frequency
we slowly increased the conductance (ḡCAN ) in our simulations from zero until the
network transitioned into a tonic (non-bursting) firing regime. To ensure that the
effect(s) are robust, these simulations were repeated over a wide range of synaptic
weights, synaptic connection probabilities, and strengths of the intracellular calcium
transients from CaV or CaSyn sources. Changes in amplitude were further examined by plotting the number of recruited neurons and the average action potential
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frequency of recruited neurons versus ḡCAN .

3.2.4

Simulated Pharmacological Manipulations

In simulations that are compared with experimental data, both CaV and CaSyn
calcium sources are included.

Pharmacological blockade of ICAN was simulated

by varying the conductance, ḡCAN according to a decaying exponential function
max
(ḡCAN (t) = ḡCAN
− γ · (1 − e−t/τblock )). The percent block γblock , decay constant
max
τblock and the maximum ICAN conductance gCAN
were adjusted to match the changes

in network amplitude. The synaptic weight of the network was chosen such that at
ḡCAN = 0 the network amplitude was close to 20% of maximum. In order to reduce
computational time, the duration of ICAN block simulations was one tenth of the
total of experimental duration. For comparison, the plots of normalized change in
amplitude and frequency of the simulations were stretched over the same time-period
as experimental data. Increasing the simulation time had no effect on any results
(data not shown).

3.2.5

Comparison with Calcium Imaging Data

To make comparisons with network and cellular calcium imaging data, we recorded
and analyzed calcium transients from our simulations. Single cell calcium signals
are represented by [Ca]i .The network calcium signal was calculated as the average
N
P
intracellular calcium concentration in the network ( [Ca]i /N ).
1
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3.2.6

Integration Methods

All simulations were performed locally on an 8-core Linux-based operating system
or on the high-performance computing cluster Biowulf at the National Institutes of
Health. Simulation software was custom written in C++. Numerical integration
was performed using the exponential Euler method [MacGregor, 1987] with a fixed
step-size (∆t) of 0.025ms.

3.3
3.3.1

Results
ḡCAN variation has opposite effects on amplitude and
frequency of network bursting in the CaV and CaSyn
models

Recent in vitro experimental work in neonatal rats and mice [Koizumi et al., 2017] has
demonstrated that pharmacological blockade of ICAN in slice preparations containing the pre-BötC significantly reduces the amplitude of (or completely eliminates)
the XII motor output while having little effect on frequency. Here, we systematically examine the relationship between ICAN conductance (ḡCAN ) on amplitude and
frequency for voltage-gated (CaV ) and synaptically activated sources (CaSyn ) of intracellular calcium. We found that that reduction of ḡCAN drives opposing effects on
network amplitude and frequency which are dependent on the source of intracellular
calcium transients (Figure 3-1). In the CaV network, where calcium influx is generated exclusively from voltage-gated calcium channels, increasing ḡCAN has no effect
on amplitude but increases the frequency of network oscillations (Figure 3-1 A, C,
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D). Conversely, in the CaSyn network where calcium influx is generated exclusively
by excitatory synaptic input, increasing ḡCAN strongly increases the amplitude and
slightly decreases the frequency of network oscillations (Figure 3-1 B, C, D).

Figure 3-1: Manipulations of gCAN in the CaV and CaSyn networks produce opposing
effects on network amplitude and frequency. A & B) Histograms of neuronal firing and
voltage traces for pacemaker and follower neurons in the CaV , and CaSyn networks
with linearly increasing ḡCAN . C) Plot of ḡCAN vs network amplitude for the CaV and
CaSyn networks in A and B. D) Plot of ḡCAN vs network frequency for the CaV and
CaSyn networks in A and B. CaV Network Parameters: ḡCa = 1.0(nS), PCa = 0.0,
PSyn =0.05 and Wmax = 0.2(nS). CaSyn Network Parameters: ḡCa = 0(nS), PCa =
0.01, PSyn = 0.05 and Wmax = 0.2(nS).
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3.3.2

Effects of Subthreshold Activation of ICAN on Network
Frequency

In IN aP dependent bursting neurons in the pre-BötC, bursting frequency depends
on their excitability (i.e. resting membrane potential) which can be controlled in
different ways, e.g. by directly injecting a depolarizing current [Smith et al., 1991]
or varying the conductance and/or reversal potentials of some ionic channels [Butera
et al., 1999a] . Due to their relatively short duty cycle, the bursting frequency in
these neurons is largely determined by the interburst interval which is defined as
the time between the end of one burst and the start of the next. During the burst,
IN aP slowly inactivates resulting in burst termination and abrupt hyperpolarization
of the membrane. The interburst interval is then determined by the amount of time
required for IN aP to recover from inactivation and return the membrane potential
back to the threshold for burst initiation. This process is governed by the kinetics of
IN aP inactivation gating variable hN aP . Higher neuronal excitability reduces the value
of hN aP required to initiate bursting. Consequently, the time required to reach this
value is decreased, resulting in a shorter interburst interval and increased frequency.
To understand how changing ḡCAN affects network frequency we quantified the
values of hN aP averaged over all pacemaker neurons immediately preceding each network burst and, also, the average ICAN values between the bursts in the CaV and
CaSyn networks (Figure 3-2). In the CaV network, ICa as modeled remains residually activated between the bursts thus creating the background calcium concentration
which partially activates ICAN . Therefore, between the bursts ICAN functions as a
depolarizing leak current. Consistently, we found that in the CaV network increasing
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ḡCAN increases ICAN (Figure 3-2 A) progressively depolarizing the network, which
reduces the hN aP threshold for burst initiation (Figure 3-2 B) and, thus, increases
network frequency (Figure 3-1 D). In the CaSyn model the intracellular calcium depletes entirely during the interburst interval. Consequently, increasing ḡCAN has no
effect on ICAN (Figure 3-2 A) and frequency is unaffected (Figure 3-1 D).

Figure 3-2: Calcium source and ḡCAN dependent effects on cellular properties regulating network frequency for the simulations presented in figure 3-1. (A) Average
ICAN in pacemaker neurons during the interburst interval for the voltage-gated and
synaptic calcium networks. (B) Average inactivation of the burst generating current
IN aP in pacemaker neurons immediately preceding each network burst as a function
of ḡCAN for the voltage-gated and synaptic calcium networks. CaV Network Parameters: ḡCa = 1.0(nS), PCa = 0.0, PSyn = 0.05 and Wmax = 0.2(nS). CaSyn Network
Parameters: ḡCa = 0(nS), PCa = 0.01, PSyn = 0.05 and Wmax = 0.2(nS).

3.3.3

Changes in Network Amplitude Are Driven by Recruitment of Neurons

Network amplitude is defined as the total number of spikes produced by the network per a time bin. Consequently, changes in network amplitude can only occur
by increasing the number of neurons participating in bursts (recruitment) and/or increasing the firing rate of the recruited neurons. To analyze changes in amplitude,
we quantified the number of recruited neurons (Figure 3-3 A) and the average spike
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frequency in recruited neurons (Figure 3-3 B) as a function of ḡCAN for both network
models. In the CaV network, increasing ḡCAN increases the number of recruited neurons (Figure 3-3 A), but decreases the average spiking frequency in recruited neurons
(Figure 3-3 B) which, together result in no change in amplitude (Figure 3-1 C). In the
CaSyn network, increasing ḡCAN strongly increases the number of recruited neurons
(Figure 3-3 A) and increases the spike frequency of recruited neurons (Figure 3-3 B)
resulting in a large increase in network amplitude (Figure 3-3 C).

Figure 3-3: Calcium source and ḡCAN dependent effects on cellular properties regulating network amplitude for the simulations presented in figure 3-1. (A) Number
of recruited neurons as a function of ḡCAN for voltage-gated and synaptic calcium
sources. The number of recruited neurons is defined as the peak number of spiking
numbers per bin during a network burst. (B) Average spiking frequency of recruited
neurons as a function of ḡCAN for the voltage-gated and synaptic calcium mechanism.
Average spiking frequency is defined the number of spikes per bin divided by the
number of recruited neurons. The parameters used in these simulations are: CaV :
ḡCa = 1.0(nS), PCa = 0.0, PSyn = 0.05 and W = 0.2(nS). CaSyn : ḡCa = 0(nS),
PCa = 0.01, PSyn = 0.05 and W = 0.2(nS).
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3.3.4

Manipulating ḡCAN in the CaSyn Model is Qualitatively
Equivalent to Changing the Strength of Synaptic Interactions

Since changes in ḡCAN in the CaSyn model primarily affect network amplitude through
recruitment of follower neurons, and the network amplitude strongly depends on the
strength of synaptic interactions, we next examined the relationship between ḡCAN ,
synaptic strength and network amplitude and frequency (Figure 3-4). We found
that the effects of varying ḡCAN or the synaptic strength on network amplitude and
frequency are qualitatively equivalent in the CaSyn network which is indicated by
symmetry of the heat plots (across the X=Y line) in Figure 3-4 A, B. We further
investigated and compared the effect of reducing ḡCAN or the synaptic strength on
network amplitude and frequency as well as the effects on the recruitment of follower neurons (Figure 3-4 C-F). To make this comparison, we picked a starting point
of ḡCAN = 100% of max and the average synaptic input (mean synaptic weight X
connection probability X number of neurons) =100% of max, and then in separate
simulations we linearly reduced either ḡCAN or the synaptic strength to zero. We show
that reducing either ḡCAN or the synaptic strength have very similar effects on network amplitude and frequency (Figure 3-4 C, D). Furthermore, the effect on follower
neurons in both cases is nearly identical (Figure 3-4 E, F). Reducing either ḡCAN
or the synaptic strength decreases the excitatory input to follower neurons during
network oscillations which is a major component of the inspiratory drive potential.
Therefore, in the CaSyn network, manipulations of ḡCAN will affect the strength of the
inspiratory drive potential in follower neurons in a way that is equivalent to changing
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the synaptic strength of the network. In contrast, changing ḡCAN in the CaV network
decreases the inspiratory drive potential in follower neurons due to a reduction in
average firing rate of active neurons (see Figure 3-4 B).

3.3.5

Robustness of Amplitude and Frequency Effects

We also examined if the effects are conserved in both the CaV and CaSyn networks
over a range of network parameters. To test this, we investigated the dependence
of network amplitude and frequency on ḡCAN and average synaptic weight for CaSyn
and CaV networks with high (PSyn =1) and low (PSyn =0.05) connection probabilities,
and high (gCa = 0.1nS,PCa = 0.1), medium (gCa = 0.01nS,PCa = 0.01) and low
(gCa = 0.001nS,PCa = 0.005) strengths of calcium sources (Figures 3-5 and 36). We found that changing the synaptic connection probability and changing the
strength of the calcium sources has no effect on the general relationship between ḡCAN
and the amplitude or frequency of bursts in the CaV or CaSyn networks. In other
words, the general effect of increasing ḡCAN on amplitude and frequency is conserved
in both networks regardless of the synaptic connection probability or strength of the
calcium sources. Increasing the strength of the calcium sources does, however, affect
the range of possible ḡCAN values where both networks produce rhythmic activity.
To summarize, in the CaV model, increasing ḡCAN increases frequency, through
increased excitability but has no effect on amplitude. In contrast, in the CaSyn model,
increasing ḡCAN slightly decreases frequency and increases amplitude. In this case,
increasing ḡCAN acts as a mechanism to increase the inspiratory drive potential and
recruit previously silent neurons. Additionally, these features of the CaV and CaSyn
models are robust and conserved across a wide range of network parameters.
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Figure 3-4: Manipulations of synaptic strength and ḡCAN have equivalent effects on
amplitude, frequency and recruitment of follower neurons. (A & B) Relationship between ḡCAN , synaptic strength and the amplitude and frequency of network output in
CaSyn Network. Notice the symmetry about the X=Y line in panels A and B which,
indicates that of changes in ḡCAN and or synaptic strength are qualitatively equivalent. (C) Relationship between network amplitude and ḡCAN (BLUE) or maximal
synaptic weight (SynW, GREEN). (D) Relationship between network frequency and
ḡCAN (BLUE) or SynW (GREEN). Reduction ḡCAN (E) or the synaptic strength (F)
decreases the currents mediating inspiratory drive (left) in follower neurons causing
de-recruitment (right). The solid blue and green lines in panels A and B represent
the location in the 2D parameter space of the corresponding blue and green curves
in C and D. The action potentials in E and F are truncated to show the change in
the inspiratory drive potential. The parameters used for these simulations are CaSyn
:ḡCa = 0(nS), PCa = 0.01, PSyn = 0.05 and Wmax = 0.2(nS).
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Figure 3-5: Robustness of amplitude and frequency effects to changes in ḡCAN and
synaptic strength in the CaV network for high(right), medium (middle) and low (left)
conductance of the voltage gated calcium channel ICa as well as high(top) and low
(bottom) network connection probabilities. Amplitude and frequency are indicated
by color. Black regions indicate tonic network activity.
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Figure 3-6: Robustness of amplitude and frequency effects to changes in ḡCAN and
synaptic strength in the CaSyn network for high(right), medium (middle) and low
(left) conductance of the voltage gated calcium channel ICa as well as high(top)
and low (bottom) network connection probabilities. Amplitude and frequency are
indicated by color. Black regions indicate tonic network activity.

3.3.6

Intracellular Calcium Transients Primarily Result from
Synaptically Activated Sources

In experiments where ICAN was blocked by bath application of FFA or 9-phenantherol
in in vitro slice preparations from neonatal rats [Koizumi et al., 2017], the amplitude
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of network oscillations was strongly reduced and their frequency was progressively
decreased. Our model revealed that the effects of ICAN blockade on amplitude and
frequency depend on the source(s) of intracellular calcium (see Figs. 3-1, 3-2 and
3-3). If the calcium influx is exclusively voltage-gated, our model predicts that ICAN
blockade will have no effect on amplitude but reduce the frequency. In contrast, if
the calcium source is exclusively synaptically gated, our model predicts that blocking
ICAN will strongly reduce the amplitude and slightly increase the frequency. Therefore, a multi-fold decrease in amplitude, seen in experimental rat and mouse slices
containing the pre-BötC, is consistent with the synaptically driven calcium influx
mechanisms, while a reduction in bursting frequency is consistent with calcium influx through voltage gated channels. Following the predictions above, to reproduce
experimental data, we incorporated both mechanisms in the model and inferred their
individual contributions by finding the best fit. We found that the best match is
observed (Figure 3-7) if synaptically mediated and voltage-gated calcium influxes
comprise about 95% and 5% of the total calcium influx, respectively.

3.3.7

IN aP dependent and [Ca]i -ICAN Sensitive Intrinsic Bursting

In our model, we included IN aP , ICAN as well as voltage-gated and synaptic mechanisms of Ca2+ influx. Activation of ICAN by CaSyn is the equivalent mechanism used
in other computational group-pacemaker models [Rubin et al., 2009; Song et al.,
2015]. Burst generation and termination, however, are dependent on IN aP [Butera
et al., 1999a]. We investigated the sensitivity of intrinsic bursting in our model to
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Figure 3-7: Experimental and Simulated pharmacological blockade of ICAN by (A &
B) 9-phenantherol and (B & C) FFA in model which includes both voltage-gated and
synaptic sources of intracellular calcium. Experimental blockade of ICAN (black) by
9-phenantherol and FFA significantly reduce the (A & B) amplitude of network oscillationsR while having little effect on (C & D) frequency. The black line represents the
mean XII motor output and the gray is the S.E.M. of experimental slice data from
in vitro slice preparations performed in neonatal rats [Koizumi et al., 2017]. Simulated
blockade of ICAN (red) closely matches the reduction in (A & B) amplitude of network
oscillations and slight decrease in (C & D) frequency seen with 9-phenantherol and
FFA. Blockade was simulated by exponential decay of ḡCAN with the following parameters: 9-phenantherol: γBlock = 0.85, τBlock = 357s; FFA: γBlock = 0.92, τBlock = 415s.
The network parameters are: ḡCa = 0.00175(nS), PCa = 0.0275, PSyn = 0.05 and
Wmax = 0.096(nS).
IN aP and calcium channel blockade (Figure 3-8). Intrinsic bursting was identified in
neurons by zeroing the synaptic weights to simulate synaptic blockade. IN aP and ICa
blockade was simulated by setting ḡN aP and ḡCa to 0. We found that after decoupling
the network (Wmax =0) a subset of neurons remained rhythmically active (7%) and
that these were all neurons with a high IN aP conductance. In these rhythmically
active neurons, bursting was abolished in all neurons by IN aP blockade. Interest59

ingly, ICa blockade applied before IN aP blockade abolished intrinsic bursting in 2 of
the 7 neurons and IN aP blockade applied afterwards abolished intrinsic bursting in
the remaining 5 neurons. Although only one rhythmogenic (IN aP -based) mechanism
exists in this model, bursting in a subset of these neurons is calcium sensitive. In
calcium-sensitive bursters, Ca2+ blockade abolishes bursting by reducing the intracellular calcium concentration and, hence, ICAN activation, which ultimately reduces
excitability.

3.3.8

The Rhythmogenic Kernel

Our simulations have shown that the primary role of ICAN is amplitude but not
frequency modulation and has little or no effect on frequency. Here we examined the
neurons that remain active and maintain rhythm after ICAN blockade (Figure 3-9).
We found that the neurons that remain active are primarily neurons with the highest
ḡN aP and that bursting in these neurons is dependent on IN aP . Some variability
exists and neurons with relatively low ḡN aP value can remain active due to synaptic
interactions while neurons with higher ḡN aP without sufficient synaptic input may
become silent. These neurons, that remain active after compete blockade of ICAN ,
form a IN aP dependent kernel of a rhythm generating circuit.

3.3.9

Network Firing and Neuronal Spiking Frequency Correlate with Intracellular Calcium Transients

Calcium imaging is a standard method of assessing the activity of single neurons
and entire networks. In calcium imaging the sources of calcium transients are not
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Figure 3-8: IN aP dependent and Ca2+ sensitive intrinsic bursting.(A) From left to
right, intrinsic bursters are first identified by blocking synaptic connections. Then,
calcium sensitive neurons then become silent after ICa blockade. Finally, the remaining neurons are shown to be sensitive to IN aP block. (B) IN aP blockade after synaptic
blockade eliminates bursting in all neurons. Therefore all intrinsic bursters are IN aP
sensitive. (C) Identification of pacemaker neurons sensitive to ICa and IN aP blockade
as well as neurons that are insensitive to ICa but sensitive to IN aP blockade. Notice
that only neurons with the highest value of ḡN aP are intrinsic bursters and that a
subset of these neurons are sensitive to blockade of ICa but all are sensitive to IN aP
blockade. The network parameters are: ḡCa =0.00175 (nS), PCa =0.0275, PSyn =0.05
and Wmax =0.096 (nS).
precisely known but the calcium transients are assumed to correlate with the spiking
frequency of neurons. We compared the network activity characterized by the average
intracellular calcium concentration and the network firing. We found that for a single
network burst, the average intracellular calcium concentration and network firing are
highly correlated (Figure 3-10 A). We also compared intracellular calcium transients
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Figure 3-9: ICAN blockade reveals an IN aP dependent rhythmogenic kernel. The top
traces show the network output at baseline, after ICAN blockade and IN aP blockade.
The bottom Cell ID vs ḡN aP scatter plots identifies silent and bursting neurons in
each condition. Notice that only neurons with relatively high ḡN aP remain active after
ICAN block. The network parameters are: ḡCa =0.00175 (nS), PCa =0.0275, PSyn =0.05
and Wmax =0.096 (nS).
and spiking frequency in individual pacemaker and follower neurons (Figure 3-10
B). Pacemaker neurons drive network oscillations and begin firing before the rest of
the network. As a result, in the pacemaker neurons the action-potential generation
precedes calcium influx. Consequently, in pacemaker neurons the [Ca]i and firing
rate correlate poorly in the first portion of the burst. In follower neurons bursting
is dependent on synaptic input and recruitment through ICAN activation. Thus, in
follower neurons, which make up most neurons, the [Ca]i and action potential firing
rate are highly correlated.
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Figure 3-10: Temporal correlation between network and neuronal spiking activity and
intracellular calcium influx in a pre-BötC model which includes both voltage-gated
and synaptic calcium sources. A) Comparison of network amplitude and the average
intracellular calcium concentration across a single burst. Network amplitude and average calcium influx are highly correlated. B) Comparison of spiking frequency and
intracellular calcium concentration for a single burst in a typical follower and pacemaker neuron. Spiking frequency is highly correlated with the intracellular calcium
transient in follower neurons. In the pacemaker neuron calcium influx occurs after
spiking is initiated, consequently the correlation between spiking frequency and the
intracellular calcium concentration is poor at the beginning of the bursts. The network parameters used in this simulation are: ḡCa =[0,0.001]nS, PCa =0.01, PSyn =1.0
W=.009 and ḡCAN =1.0 nS.
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3.3.10

Low Network Connection Probability Increases the
Variability of the change in [Ca]i for Individual Neurons During ICAN Blockade

In our model, synaptically mediated calcium influx into the cell is proportional to
the total synaptic current through its membrane. The synaptic current is determined
by the number of synapses, the strength of the connections (synaptic weights) and
the firing rates of the pre-synaptic neurons. The synaptic connection probability
(PSyn ) together with the total number of neurons in the network determines the average number of connections each neuron receives. We examined the relationship
between connection probability and the change in [Ca]i during simulated ICAN blockade (Figure 3-11). We found that the PSyn has no effect on the relationship between
amplitude, frequency or calcium transients at the network level provided that the
synaptic strength remains constant (N · PSyn · (1/2)Wmax = const) (Figure 3-11 A,
B). Additionally, regardless of PSyn , the network amplitude and average calcium concentration are highly correlated. PSyn does however affects the change in the peak
[Ca]i in individual neurons. In a network with a high connection probability (PSyn =1)
the synaptic current/calcium transient is nearly identical for all neurons and therefore the change in [Ca]i during ICAN blockade is approximately the same for each
neuron (Figure 3-11 C). In a sparsely connected network the synaptic current and
calcium influx are more variable and reflect the heterogeneity in spiking frequency of
the pre-synaptic neurons (Figure 3-11 D). Interestingly, in a network with low connection probability (PSyn <0.1), the peak [Ca]i transient in some neurons increases
when ICAN is blocked (Figure 3-11 E).
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Figure 3-11: Low network connection probability increases the variability changes in
the peak [Ca]i transients in individual neurons during ICAN blockade. (A & B) Effect
of ICAN blockade on network amplitude (black), network calcium amplitude (red) and
frequency (blue) for network connection probabilities A) P=1 and B) P=0.05. (C &
D) Effect of ICAN blockade on changes in the magnitude of peak cellular calcium transients for network connection probabilities C) P=1 and D) P=0.05. (E) Maximum,
minimum and average change in the peak intracellular calcium transient of individual neurons as a function of synaptic connection probability. Notice that lowering
the synaptic connection probability increases the variability in the peak intracellular calcium concentration during ICAN blockade. Interestingly, for low connection
probabilities, blocking ḡCAN can slightly increase the peak calcium transient in some
neurons. This is indicated by values greater than one, see the panels D and E. All
values on the y-axis are normalized to their baseline values. Synaptic weight was adjusted to keep the average synaptic strength (N · P · (1/2)W ) constant. The network
parameters used in this simulation are: ḡCa =[0,0.001]nS, PCa =0.01.
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In calcium imaging experiments in neonatal mouse slices containing the pre-BötC
[Koizumi et al., 2017], blocking ICAN reduced the peak calcium transient in most
neurons in the network, however the distribution was quite wide and some neurons saw
an increase. We varied the PSyn in order to reproduce experimental data (Figure 312). We found that the best match occurs when the synaptic connection probability
is approximately 5% given the network size we use in our simulations (N = 100).

Figure 3-12: Probability distribution of change in the peak [Ca]i after experimental
and simulated ICAN blockade. For simulations, three connection probabilities (P=0.2,
P=0.1 & P=0.05) were used to demonstrate the effect of connection probability on
the variability of peak calcium transients in single neurons during ICAN blockade.
Each simulated histogram is generated from six simulations for a total for 600 neurons per curve. There were 32 neurons in the experimental dataset where ICAN was
blocked by pharmacological blocker FFA or 9-phenantherol in neonatal mouse slices
containing the pre-BötC [Koizumi et al., 2017]. The histogram bin size is 0.05.
The network parameters are for the three conditions are: (PSyn =0.2) ḡCa =0.00175
(nS), PCa =0.0275 and Wmax =0.024 (nS);(PSyn =0.1) ḡCa =0.00175 (nS),PCa =0.0275
and Wmax =0.048 (nS); (PSyn =0.05) ḡCa =0.00175 (nS), PCa =0.0275 and Wmax =0.096
(nS).
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3.4

Discussion

The primary goal of this theoretical study was to understand the role of ICAN and the
source(s) of intracellular calcium transients within the pre-BötC rhythmically active
excitatory network. The TRPM4 channel is believed to be the molecular correlate of
ICAN and has been suggested to be involved in respiratory rhythm generation. This
study is motivated by the recent experimental observation that blockade of TRPM4
significantly reduces the amplitude of network oscillations within the pre-BötC while
having little effect on frequency [Koizumi et al., 2017].
We investigated the role of ICAN and possible sources of intracellular calcium
transients and found that the effect of simulated ICAN blockade on amplitude and
frequency is highly dependent on the source(s) of intracellular calcium. In the case
where CaSyn is the primary intracellular calcium source, ICAN blockade generates a
large reduction in network amplitude. In contrast, when CaV is the only intracellular
calcium source, ICAN blockade has little effect on network amplitude and primarily
affects the bursting frequency which is caused by increased excitability. Additionally,
we show that activation of ICAN by CaSyn functions as a mechanism to augment the
inspiratory drive potential, and that this effect is similar to increasing the synaptic
coupling strength within the network. Therefore, in the case of CaSyn , blockade
of ICAN reduces the inspiratory drive potential causing de-recruitment of follower
neurons and reduction of network amplitude. In a model where ICAN is activated
by both CaV and CaSyn with contributions of 5% and 95% respectively, we show
that simulated blockade of ICAN generates a large reduction in network amplitude
and a slight decrease in frequency. This closely reproduces experimental blockade of
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TRPM4 by either 9-phenantherol or FFA (Figure 3-7). Finally, we showed that the
change in the peak calcium transients for individual neurons during ICAN blockade
match experimental data particularly at relatively low connection probabilities.

3.4.1

Role of ICAN in the pre-Bötzinger Complex Respiratory
Network

The hypothesis that ICAN is involved in respiratory rhythm generation is based on
experimental observations from in vitro mouse preparations [Thoby-Brisson and
Ramirez, 2001; Peña et al., 2004], and in silico modeling studies [Rubin et al., 2009;
Jasinski et al., 2013; Toporikova and Butera, 2011]. Theories of ICAN dependent
bursting rely on intracellular Ca2+ signaling mechanisms which are not well understood.
Two models of ICAN dependent bursting have been proposed and are referred to
as the dual pacemaker and group pacemaker models. In the dual pacemaker model
two types of pacemaker neurons exist which are either IN aP dependent (riluzole sensitive) or ICAN dependent (Cd2+ sensitive) bursters (see Rybak et al. [2014] for
review). In this model network oscillations are thought to originate from pacemaker
neurons which through excitatory synaptic interactions synchronize bursting and recruit follower neurons within the pre-BötC. Although pacemaker neurons sensitive to
Ca2+ blockade have been reported [Thoby-Brisson and Ramirez, 2001; Peña et al.,
2004], the source and mechanism driving intracellular Ca2+ oscillations has not been
described. Computational models of ICAN dependent pacemaker neurons rely on
controversial mechanisms for burst initiation and terminations, e.g. IP3 dependent
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Ca2+ oscillations [Toporikova and Butera, 2011].
In the group pacemaker model network oscillations are initiated through recurrent synaptic excitation that trigger postsynaptic Ca2+ influx [Rubin et al., 2009].
Subsequent ICAN activation generates membrane depolarization (inspiratory drive
potential) which is thought to drive bursting. Synaptically triggered Ca2+ influx and
the contribution ICAN in the inspiratory drive potential are experimentally supported
[Pace et al., 2007; Mironov, 2008], however the mechanism of burst termination remains unclear. Again, computational group-pacemaker models rely on additional
and controversial mechanisms for burst termination, and often lack key features of
the pre-BötC neurons such as voltage dependent frequency control and expression of
IN aP .
In our model, we showed blockade of either ICAN or synaptic interactions produce qualitatively equivalent effects on network amplitude and frequency when the
calcium transients are primarily generated from synaptic sources. Consequently, our
model predicts that blockade of ICAN or synaptic interactions in the pre-BötC slice
will produce comparable effects on amplitude and frequency. This is the case as
Johnson et al. [1994] showed that gradual blockade of synaptic interactions by low
calcium solution significantly decreases network amplitude while having little effect
of frequency which is consistent with experiments where the ICAN channel TRPM4
is blocked with 9-phenantherol [Koizumi et al., 2017].

3.4.2

Calcium Transients as Correlates of Activity

In calcium imaging, calcium transients are generally assumed to come from voltagegated calcium sources and to be caused by action potentials. In our model, most
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of calcium influx is synaptically triggered and may occur in the absence of action
potentials. Because of this, we examined the correlation between calcium transients
and activity for individual neurons and the network. We show that intracellular
calcium transients are highly correlated with network and cellular activity. This is
true across individual neuron bursts and when comparing changes in peak values of
neuronal firing and intracellular calcium transients across the duration of an ICAN
blockade simulation. The correlation at the onset of bursting in pacemaker neurons
is an exception.
Additionally, we examined the relative change in the peak calcium transients in
single neurons as a function of ICAN conductance. We show that in a subset of neurons the peak calcium transient increases with reduced ICAN . This result is surprising
but is supported by calcium imaging data (Figure 3-12). This occurs in neurons that
receive most of their synaptic input form pacemaker neurons and is only possible in
sparse networks, i.e. with relatively low connection probability. In pacemaker neurons, ICAN blockade leads to a reduction of their excitability resulting in an increased
value of IN aP inactivation gating variable at the burst onset. Thus, during the burst,
the peak action potential frequency and the synaptic output from these neurons is
increased with ICAN blockade. Consequently, neurons which receive synaptic input
from pacemaker neurons will see an increase in their peak calcium transients. In
most neurons, however, synaptic input is received primarily from follower neurons.
Since ICAN blockade de-recruits follower neurons, the synaptic input and subsequent
calcium influx in most decreases. Therefore, our model predicts that in a sparse
network, blocking ICAN results in very diverse responses at the cellular level with
overall tendency to reduce intracellular calcium transients. This is consistent with
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experimental data.

3.4.3

Synaptic Calcium Sources

Our model suggests that calcium transients in the pre-BötC are coupled to excitatory
synaptic input, i.e. pre-synaptic glutamate release and binding to post-synaptic glutamate receptors triggers calcium entry. The specific mechanisms behind this process is
unclear, however it is likely dependent on specific types of ionotropic or metabotropic
glutamate receptors.
There are three subtypes of ionotropic of glutamate receptors, N-methyl-D-aspartate
(NMDA), Kainate (KAR), and -amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA), all of which are expressed in the pre-BötC [Paarmann et al., 2000] and
have varying degrees of calcium permeability. NMDA and AMPA are unlikely candidates for direct involvement in synaptically mediated calcium influx in the pre-BötC.
Pharmacological blockade of NMDA receptors has no significant effect on the amplitude or frequency of XII motor output [Morgado-Valle and Feldman, 2007; Pace
et al., 2007] and AMPA receptors in the pre-BötC show high expression of the subunit
GluR2, which renders the AMPA ion channel pore impermeable to Ca2+ [Paarmann
et al., 2000]. It is possible, however, that AMPA mediated depolarization may trigger calcium influx indirectly through the voltage-gated calcium channel activation on
the post-synaptic terminal. The contribution of the latter to synaptically triggered
calcium influx is likely small as pharmacological blockade of L-, N- and P/Q-type
calcium channels have no significant effect on XII motor output from the pre-BötC
[Morgado-Valle et al., 2008]. Calcium permeability through KAR receptors is dependent on subunit expression. The KAR subunit GluK3 is highly expressed in the
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pre-BötC [Paarmann et al., 2000] and is calcium permeable [Perrais et al., 2009]
making it a likely candidate for synaptically mediated calcium entry. Furthermore,
GluK3 is insensitive to tonic glutamate release and only activated by large glutamate
transients [Perrais et al., 2009]. GluK3 may only be activated when receiving synaptic input from a bursting presynaptic neurons which would presumably generate large
glutamate transients. The role of GluK3 in the pre-BötC has not been investigated.
Metabotropic glutamate receptors (mGluR) indirectly activate ion channels through
G-protein mediated signaling cascades. Group 1 mGluRs which include mGluR1 and
mGluR5 are typically located on post-synaptic terminals [Shigemoto et al., 1997] and
activation of group 1 mGluRs is commonly associated with calcium influx through
calcium permeable channels [Endoh, 2004; Berg et al., 2007; Mironov, 2008] and
calcium release from intracellular calcium stores [Pace et al., 2007].
In the pre-BötC, mGluR1/5 are thought to contribute to calcium influx by triggering the release of calcium from intracellular stores [Pace et al., 2007] and/or the
activation of the transient receptor potential C3 (TRPC3) channel [Ben-Mabrouk
and Tryba, 2010]. Blockade of mGlur1/5 reduces the inspiratory drive potential in
pre-BötC neurons [Pace et al., 2007; Mironov, 2008] and reduces XII motor output [Mironov, 2008] which is consistent with the effects of TRPM4/ICAN blockade
[Pace et al., 2007; Koizumi et al., 2017]. TRPC3 is a calcium permeable channel
[Thébault et al., 2005] that is associated with calcium signaling [Hartmann et al.,
2011], store-operated calcium entry [Kwan et al., 2004], and synaptic transmission
[Hartmann et al., 2008, 2011; Hartmann and Konnerth, 2015]. TRPC3 is activated by
diacylglycerol (DAG) [Hofmann et al., 1999; Venkatachalam et al., 2003; Clapham,
2003; Putney Jr, 2006; Dietrich et al., 2005] which is formed after synaptic activation
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of mGluR1/5. TRPC3 is highly expressed in the pre-BötC and was hypothesized
to underlie ICAN activation in the pre-BötC [Ben-Mabrouk and Tryba, 2010] and
other brain regions [Zitt et al., 1997; Amaral and Pozzo-Miller, 2007]. Furthermore,
TRPC3 and ICAN have been shown to underlie slow excitatory post synaptic current
(sEPSC) [Hartmann et al., 2008, 2011; Hartmann and Konnerth, 2015]. This is consistent with our model since ICAN activation is dependent on synaptically triggered
calcium entry, and the calcium dynamics are slower than the fast AMPA based current ISyn . Therefore, in our model, ICAN decays relatively slowly and, hence, can be
treated as a sEPSC.
In the pre-BötC, the effect of TRPC3 blockade by 3-pyrazole on network amplitude
is remarkably similar to blockade of TRPM4 [Koizumi et al., 2017], however, TRPC3
has less of an effect on frequency. This suggests that the ICAN /TRPM4 activation is
dependent on/coupled to TRPC3. A possible explanation is that TRPC3 mediates
synaptically triggered calcium entry. It is also likely that TRPC3 plays a role in
maintaining background calcium concentration levels. We tested this hypothesis by
simulating the blockade of synaptically triggered calcium influx (Figure 3-13). These
simulations generated large reductions in amplitude with no effect on frequency which
are consistent with data from experiments where TRPC3 is blocked using 3-pyrazole
[Koizumi et al., 2017]. This indirectly confirms that TRPC3 is critical for synaptically
triggered calcium entry and subsequent ICAN activation.
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Figure 3-13: Comparison of Experimental (black) and Simulated (red) TRPC3 Blockade on network amplitude (top) and frequency (bottom). Simulated
R and experimental
blockade begins at t = 0. The black line represents the mean XII motor output
and the gray is the S.E.M. of experimental slice data from in vitro slice preparations performed in neonatal rats [Koizumi et al., 2017]. Blockade was simulated by
exponential decay of PCa with the following parameters: 3-Pyrazole: γBlock = 1.0,
τBlock = 522.5s. The network parameters are: ḡCa = 0.00175(nS), PCa =0.0275,
PSyn = 0.05 and Wmax = 0.096(nS).
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3.4.4

Conclusions

Based on our theoretical study, rhythm generation in the pre-BötC arises from a group
IN aP dependent pacemaker neurons which form a rhythmogenic kernel. Output from
these neurons triggers post-synaptic calcium transients, ICAN activation, and subsequent membrane depolarization which drives bursting in follower neurons. We showed
that activation of ICAN by synaptically driven calcium influx functions as a mechanism that amplifies the excitatory synaptic input and the inspiratory drive potential.
Consequently, blockade of ICAN generates a robust decrease in network amplitude via
de-recruitment of the follower neurons which is consistent with experimental blockade
of TRPM4 and TRPC3 channels.
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Chapter 4
Optogenetic Perturbations of
the pre-Bötzinger complex
4.1

Introduction

The rhythmic pattern of respiration is driven by a central pattern generator located
in the brainstem. Previous in vivo and in vitro experimental studies have identified
the pre-Bötzinger complex (pre-BötC) as the respiratory rhythm generator. The role
of the pre-BötC in rhythm generation is generally accepted, however the underlying
biophysical mechanisms remains one of the central problems in the field of respiratory
neurophysiology.
The ionic currents involved in rhythm generation in the pre-BötC have been extensively studied, primarily through electrophysiological recordings combined with
pharmacological manipulations. Two currents have emerged which may underlie the
mechanism(s) responsible for rhythm generation. One current is a persistent sodium
current, IN aP , and the other is a calcium-activated non-selective cation channel, ICAN ,
which is coupled to intracellular calcium signaling. Pharmacological blockade of either of these currents abolishes rhythmic output from the isolated pre-BötC [Koizumi
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and Smith, 2008; Pace et al., 2007]. Furthermore, it has been observed that a subset
of neurons in the pre-BötC exhibit intrinsic bursting properties that are abolished by
pharmacological blockade of IN aP [Koizumi and Smith, 2008].
Theoretical models have established plausible burst generating mechanisms which
are based either on IN aP or on ICAN coupled to intracellular calcium signaling mechanisms. Two general theories of burst generation have emerged. The first is called
the ”pacemaker model”, which is typically dependent on IN aP . In this model, synchronized network bursting is thought to arise from a subset of intrinsically bursting
”pacemaker” neurons that recruit and synchronize neurons within the pre-BötC. The
other is referred to as the ”group-pacemaker model”, where bursting emerges as a
network property independent of the intrinsic bursting properties of neurons within
the network. In this model, cellular activity (bursting or tonic spiking) and recurrent
excitatory synaptic connections generate a positive feedback loop that drives network
bursting.
Theoretical models have established the plausibility of IN aP [Butera et al., 1999b;
Rybak et al., 2004; Smith et al., 2007] and ICAN [Rubin et al., 2009; Toporikova and
Butera, 2011] in rhythm generation. Pharmacological manipulations of the pre-BötC
have clearly illustrated the importance of IN aP and ICAN . However, pharmacological manipulations are often not cell type specific, have off target effects, and have
relatively slow kinetics. For these reasons it is difficult or impossible to establish a
causal link between these currents and proposed mechanisms of rhythm generation
with these methods. Recent advances in the field have made it possible to genetically
encode the optogenetic channels archaerhodopsin (Arch3) and channelrhodopsin-2
(ChR2) into specific cell populations [Koizumi et al., 2016]. These channels make it
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possible for the first time to selectively inhibit or excite the excitatory neurons that
comprise the pre-BötC in a temporally precise manner. Interpreting experimental results of optogenetic manipulations in the pre-BötC is difficult or impossible without
a convincing computational model.
In this theoretical study, we use simulated inhibitory and excitatory optogenetic
perturbations with and without pharmacological manipulations to probe rhythmogenic mechanisms and make predictions with the pre-BötC model developed in Chapter 3. Optogenetic perturbations were simulated using empirically derived models of
the light-activated inhibitory and excitatory channels Arch3 and ChR2. We looked
at both steady state and transient perturbations of the pre-BötC. With steady state
perturbations we found that optogenetic stimulation increases network frequency,
whereas optogenetic inhibition decreases network frequency. Furthermore, we show
that combining optogenetic excitation with pharmacological blockade of IN aP or ICAN
produces opposing effects on the relationship between stimulus intensity and network
frequency. With transient perturbations, we calculated the phase response curves
(PRC) and found that inhibitory perturbations generate type 1 PRCs, whereas excitatory perturbations generate type 2 PRCs. Type 1 PRCs cannot synchronize with
the stimulus in contrast to type 2 PRCs which predict synchronization. Consistent with the predictions of the PRCs, trains of inhibitory pulses cannot entrain the
frequency of network oscillations, whereas excitatory perturbations exhibit zones of
frequency entrainment known as Arnold tongue. The results of this study are consistent with available experimental data and provide specific testable predictions to
guide future experiments.
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4.2
4.2.1

Methods
Model Description

The model represents a interconnected network of N=100 excitatory, synaptically
coupled neurons. Simulated neurons are comprised of a single compartment described
using a Hodgkin-Huxley formalism. For each neuron, the membrane potential, Vm , is
given by the following current balance equation:

Cm

dVm
+ IN a + IK + ILeak + IN aP + ICAN + ICaV + ISyn + IT onic + IArch3 + IChR2 = 0
dt

.
Where Cm is the membrane capacitance, and IN a , IK , ILeak , IN aP , ICAN , ICaV ,
ISyn , IT onic , IArch3 , and IChR2 are ionic currents through sodium, potassium, leak, persistent sodium, calcium activated non-selective cation, voltage-gated calcium, synaptic, tonic synaptic, archaerhodopsin-3, and channelrhodopsin-2 channels, respectively.
Description of these currents, synaptic interactions, and parameter values are taken
from Jasinski et al. [2013]. For ChR2 the channel description and parameters were
taken from Williams et al. [2013]. Specifically, the channel currents are defined as
follows:

IN a = ḡN a · m3N a · hN a · (EN a − Vm )

IK = ḡK · m4K · (EK − Vm )
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ILeak = ḡLeak · (ELeak − Vm )

IN aP = ḡN aP · mN aP · hN aP · (EN a − Vm )

ICAN = ḡCAN · mCAN · (ECAN − Vm )

ICaV = ḡCaV · mCaV · hCaV · (ECa − Vm )

ISyn = ḡSyn · (ESyn − Vm )

IT onic = ḡT onic · (ET onic − Vm )

IChR2 = ḡChR2 · G(Vm ) · (O1 + γ · O2 ) · (Vm − EChR2 )

IArch = ḡArch · mArch · (Vm − EArch ).
Where ḡi is the maximum conductance, Ei is the reversal potential, mi and hi
are voltage-dependent gating variables for channel activation and inactivation, respectively, and i ∈ N a, K, Leak, N aP, CAN, CaV, Syn, T onic, Arch3, ChR2. The
parameters ḡi and Ei are given in Table 4.1. O1 and O2 are light sensitive gating
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variables for ChR2. mArch is the light-sensitive gating variable for Arch3.
For IN a , IK , IN aP , and ICa , the dynamics of voltage-dependent gating variables,
mi and hi , are defined by the following differential equation:

τη (V ) ·

dη
= η∞ (V ) − η; η ∈ mi , hi
dt

where steady state activation/inactivation η∞ and time constant τη are given by:

−(V −V1/2 )/k −1

η∞ (V ) = (1 + e

)

τη (V ) = τηmax / cosh((V − Vτ η1/2 )/κτη ).
For the voltage-gated potassium channel, steady state activation mk∞ (V ) and
time constant τmK (V ) are given by:

mK∞ (V ) = (α∞ (V ))/(α∞ (V ) + β∞ (V ))

τmK (V ) = 1/(α∞ (V ) + β∞ (V ))
where
α∞ (V ) = Aα · (V + Bα )/(1 − e(−(V + Bα )/κα )

β∞ (V ) = Aβ · e−(V + Bβ )/κβ .
The parameters Vη1/2 , Vτ η1/2 , kappaη , κτ η , τηm αx , Aα , Aβ , Bα , Bβ ,
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α,

and κβ

are given in Table 4.1. ICAN activation is dependent on the intracellular calcium
concentration [Ca]i and is given by:

mCAN = 1/(1 + ([Ca]i1/2 /[Ca]i )n ).
The parameters [Ca]i1/2 and n, given in Table 4.1, represent the half-activation
calcium concentration and the Hill Coefficient, respectively. Calcium enters the neurons through voltage-gated calcium channels (CaV ) and/or a percentage (PCa ) of the
synaptic current (ISyn ). A calcium pump removes excess calcium with a time constant, τCa , and sets the minimum calcium concentration, Ca0 . Therefore, dynamics
of the [Ca]i is given by the following differential equation:

dCai
= −αCa (ICaV + PCa · Isyn ) − (Cai − Ca0 )/τCa .
dt
The parameters αCa is a conversion factor relating current and rate of change in
k
[Ca]i , see Table 4.1 for values. The synaptic conductance, gSyn
, of the kth neuron in

the population is described by the following equation:

k
gSyn
=

X

wik · Cik · H(t − ti,n ) · e−(t−ti,n /τSyn )

i,n

where wik is the weight of the synaptic connection from cell i to cell k, C is a
connectivity matrix (Cik = 1 if neuron i makes a synapse on neuron k, and Cik = 0
otherwise), H(.) is the Heaviside step function, t is time, τSyn is the exponential decay
constant, and ti,n is the time at which an action potential n is generated in neuron i
and reaches the synapse of neuron k.
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The gating variable mArch for Arch is light-sensitive and follows the following
equation:
mArch = tanh(αArch · Irr)
Where Irr represents the intensity (mW/mm) of a 532nm light sources and αArch
is a scaling factor (αArch = 0.095).
The description for channelrhodopsin is adapted from a previous model [Williams
et al., 2013] and is a four state Markov channel with two open (O1 , O2 ) and two closed
states (C1 , C2 ). Transitions from C1 to O1 and from C2 to O2 are light-sensitive and
controlled by the optical stimulation IrrChR2 . The rate of change between states are
given by the following differential equations:

dC1
= γ1 · Cc + γ4 · O1 − ω1 · C1 ,
dt

dC2
= γ5 · O2 − (ω2 + γr ) · C2 ,
dt

dO1
= ω1 · C1 − (γ4 + γ3 ) · O1 + γ2 · O2 ,
dt

dO2
= ω2 · C2 − (γ5 + γ2 ) · O2 + γ3 · O1 .
dt
Which must meet the condition that,

O1 + O2 + C1 + C2 = 1.
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The transition rate variables ω1 , ω2 , γ1 , γ2 , γ3 , γ4 and γ5 and G(Vm ) are defined
as follows:

ω1 = ϕ1 · (F, t) = 1 · F · P

ω2 = ϕ2 · (F, t) = 2 · F · P

γ1 = 4.34x105 · e−0.0211539274·V

γ2 = e21d + α21 · ln(1 + Irr/β21 )

γ3 = e12d + α12 · ln(1 + Irr/β12 )

γ4 = 0.075 + 0.043 · (tanh((V + 20)/ − 20)

G(V ) = [(10.6408 − 14.6408 · e−V /42.7671 ]/V
Where

F = σret · I · λ/(wloss · h · c)
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dp
= (S0 (θ) − p)/(τChR2 )
dt

S0 (θ) = 0.5 · (1 + tanh(120 · (θ − 0.1)))
All parameters for IChR2 are taken directly from [Williams et al., 2013] with the
exception of the conductance gChR2 which is given in Table 4.1.
To account for heterogeneity of neuron properties within the network, the persistent sodium current conductance, ḡN aP , for each neuron was assigned randomly
based on uniform distribution over the range [0, 5]nS, which is consistent with experimental measurements [Rybak et al., 2003a]. The weight of each synaptic connection
was uniformly distributed over the range wik ∈ [0, Wmax ]. The elements of the network connectivity matrix, Cik , are randomly assigned values of 0 or 1 such that the
probability of any connection between neuron i and neuron k being 1 is equal to the
network connection probability PSyn . We varied the connection probability over the
range PSyn ∈ [0.05, 1.0], however, a value of PSyn = 1.0 was used in most simulations.

4.2.2

Integration Methods and Simulation Environment

All simulations were performed locally on an 8-core Linux-based operating system
or on the high-performance computing cluster Biowulf at the National Institutes of
Health. Simulation software was custom written in C++. Numerical integration
was performed using the exponential Euler method [MacGregor, 1987] with a fixed
step-size (t) of 0.025ms.
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Table 4.1: Model parameter values. The channel kinetics, intracellular Ca2+ dynamics
and the corresponding parameter values, were derived from previous models (see
Jasinski et al. [2013] and the references therein).

4.2.3

Data Analysis and Definitions

The time of an action potential was defined as when the membrane potential of a
neuron crosses −35mV in a positive direction. Time histograms of the population
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activity were calculated as the number of action potentials generated by all neurons
per 50ms bin per neuron with units of spikes/s. The network amplitude and frequency
were determined by identifying histogram peaks and calculating the inverse of the
interpeak interval. The number of recruited neurons is defined as the peak number
of neurons that spiked at least once per bin during a network burst. The average
spike frequency of recruited neurons is defined as the number of action potentials
per bin per recruited neuron with units of spikes/s. The average network resting
membrane potential was defined as the average minimum value of Vm in a 500ms
window following a network burst. The average inactivation of the persistent sodium
current at the start of each burst was defined by the maximum of the average value
of hN aP in a 500ms window before the peak of each network burst. The average
inactivation of the persistent sodium current at the end of each burst was defined by
the maximum of the average value of hN aP in a 500ms window after the peak of each
network burst. Synaptic strength is defined as the number of neurons in the network
multiplied by the connection probability multiplied by the average weight of synaptic
connections (N · PSyn · (1/2)Wmax ). Pacemaker neurons were defined as neurons that
continue bursting after complete synaptic blockade. Follower neurons were defined as
neurons that become silent after complete synaptic blockade.

4.2.4

Simulated Pharmacological and Optogenetic Perturbations

Pharmacological manipulations of IN aP or ICAN channels was simulated by reducing the channel conductance parameters ḡN aP or ḡCAN , respectively. Steady state
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optogenetic stimulation (ChR2) and inhibition (Arch3) was simulated by increasing
the laser power parameter IrrChR2 or IrrArch . In simulated optogenetic entrainment
experiments, repeating square-wave laser pulse trains were used. Pulses were 100ms
and the frequency fpulse was defined as the interval between the start of two pulses.
Pulses shorter and longer than 100ms (10 − 500ms) had no qualitative effect on our
results from the network perturbations (not shown).

4.2.5

Phase Response Curves

A phase response curve (PRC) characterizes the change in phase of an oscillator in
response to the timing of a transient perturbation. To generate PRCs for excitatory
(ChR2) and inhibitory (Arch3) perturbations, single 100ms square laser pulses were
used. For a single PRC, 100 simulations were run with the stimulus pulses equally
spaced across one full cycle. A cycle is defined as the period between the start of two
consecutive network bursts and goes from 0 to 1. Perturbations which advance the
phase of the next burst are defined as positive, whereas delays in phase are defined as
negative. Examples of perturbations which cause advances and delays in phase are
given in Fig. 4-1.

4.2.6

Amplitude Response Curves

We also looked at the effect of the timing of transient perturbations on network
amplitude. We refer to these as amplitude response curves (ARCs). ARCs were
calculated form the same set of simulations used to generate the PRCs defined above.
For ARCs, the change in network amplitude (instead of change in phase) is plotted
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Figure 4-1: Calculation of Phase Response Curves. (A) Example simulation where
a perturbation at 0.45 generates a delay in phase. (B) Example simulation where
a perturbation at 0.6 generates an advance in phase. (C) PRC. The location of the
example simulations in A and B are indicated in C are indicated by the corresponding
letters. The stimulus pulse were 100ms in duration and generated by ChR2. Model
parameters: ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS), ḡCa = 0.001(nS), PCa = 0.1, ḡArch =
0.0(nS), ḡChR2 = 0.2(nS) PSyn = 1.0, wmax = .005, ḡtonic = 0.31(nS), StimP ulse =
100(ms)
against the stimulus phase. Perturbations which resulted in an decrease or increase in
network amplitude were defined as negative and positive, respectively. The change in
amplitude is normalized to the control amplitude. Examples of perturbations which
cause increases and decreases in network amplitude are given in Fig. 4-2.

4.2.7

Data Representation

Two-dimensional (2D) scatter plots were constructed to visualize the parameter space
for two model parameters (IrrChR2 /IrrArch vsḡT onic ; IrrChR2 vsḡN aP ; IrrChR2 vsḡCAN ;
φstim vsIrrArch3 ; φstim vsIrrChR2 ; fstim vsIrrChR2 ) and the output (Amplitude, Frequency, Phase Response, Silent/Busting/Tonic regions) of the network simulations.
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Figure 4-2: Calculation of Amplitude Response Curves. (A) Example simulation
where a perturbation at 0.45 generates an increase in network amplitude. (B) Example simulation where a perturbation at 0.6 generates a decrease in network amplitude. (C) ARC. The location of the example simulations in A and B are indicated in C by the corresponding letters. The stimulus pulse were 100ms in duration
and generated by ChR2. Model parameters: ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS),
ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.0(nS), ḡChR2 = 0.2(nS) PSyn = 1.0,
wmax = .005, ḡtonic = 0.31(nS), StimP ulse = 100(ms)
Each plot consists of 250 by 250 points where each dot represents a single simulation
with fixed model parameters that correspond to the x and y coordinates. The color of
each dot corresponds to the average amplitude or frequency of a 100s simulation. For
PRCs the color of each dot represents the advance or delay in the phase of network
oscillations. For ARCs the color of each dot represents the increase or decrease in the
amplitude of network oscillations.
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4.3

Results

Characterization of Archaerhodopsin and Channelrhodopsin Channels
We simulated optogenetic perturbations on single neurons to characterize the relationship between laser power and Arch3/ChR2-mediated hyperpolarization/depolarization,
Figure 4-3. The relationship between laser power and hyperpolarization for our model
of Arch3 closely matches experimental data taken from Koizumi et al. [2016]. No
comparable experimental data is currently available relating laser power and depolarization for ChR2 in pre-BötC. Arch3-mediated inhibition generates a maximum
hyperpolarization of approximately −12mV at a laser power of 16mW . ChR2 quickly
reaches a maximum amount of depolarization of approximately 2mV at around 1mW
of laser power. To calculate the change in the membrane potential for ChR2, the conductance of IN a and IN aP were set to zero so that no spiking occurred. Increasing
or decreasing the ChR2 conductance increases/decreases the maximum attainable
depolarization, but did not change the laser power at which depolarization saturates.
The magnitude of ḡChR2 had no qualitative effects on any of the results in this study
(not shown).

4.3.1

Steady State Optogenetic Perturbations

Effects of steady state excitation and inhibition on network amplitude and
frequency
Figure 4-4 characterizes the silent, bursting, and tonic regimes in the 2D parameters
space between tonic synaptic drive (Itonic ) and the laser power for steady state optical inhibition (Arch3) and excitation (ChR2). The effects of Arch3 and ChR2 on
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Figure 4-3: Simulated Archaerhodopsin (red) and Channelrhodopsin (blue) Mediated Hyperpolarization and Depolarization. Simulated traces represent the change
in the membrane potential for a single neuron as a function of laser power. For
comparison experimental archaerhodopsin data (black) was taken from Koizumi
et al. [2016]Figure 8. Model parameters: ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS),
ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.5(nS), ḡChR2 = 0.2(nS) PSyn = 1.0,
wmax = .005, ḡtonic = 0.31(nS)
amplitude and frequency are indicated by color. We found that simulated Arch3mediated hyperpolarization is effective at inhibiting network activity and driving the
transitions of the network from tonic to bursting to silent or from bursting to silent
regimes.
For a network in a bursting regime our model predicts that Arch3-mediated hyperpolarization will decrease network frequency, and initially increase then decrease
network amplitude. Frequency decreases in a manner that is linearly dependent on
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the laser power. In contrast, we found that ChR2 mediated depolarization increases
frequency in a manner that is roughly proportional to the square root (f ∝

√

IrrChR2 )

of the laser power and decreases network amplitude. For some values of synaptic drive
(ḡtonic < 0.3nS), IChR2 is able to drive the transition from silent to bursting regimes,
but is unable to drive tonic activity in the network. For values of ḡtonic below 2.25nS,
ChR2 stimulation is insufficiently strong to drive the transition from silent to bursting
regimes.

Network frequency is largely determined by network excitability and the
hN aP threshold required for burst initiation
As described in Chapter 3, network frequency in an IN aP -dependent network, such
as this one, is determined by the excitability (resting membrane potential) of the
network and can be decreased/increased by injecting hyperpolarizing/depolarizing
currents into the network. This is precisely the effect of Arch3 and ChR2-mediated
stimulation. In this model, bursts are initiated and terminated by the activation
and subsequent inactivation of IN aP . The duration of bursting is relatively short,
therefore, network frequency is primarily determined by the interburst interval, which
is defined as the time between the end of one burst and the start of the next. The
interburst interval is then determined by the voltage-dependent properties of the IN aP
gating variable hN aP . The value of hN aP required to initiate bursting is determined
by excitability. Therefore, increasing excitability decreases the value of hN aP required
for burst initiation and decreases the amount of time required for IN aP to recover from
inactivation. Conversely, decreasing excitability increases the value of hN aP required
for burst initiation and increases the amount of time required for IN aP to recover
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from inactivation.
Therefore, in this model, Arch3-mediated hyperpolarization decreases network
frequency by decreasing excitability and increasing the hN aP threshold for burst initiation. ChR2-mediated depolarization then increases network frequency by increasing
excitability and decreasing the hN aP threshold for burst initiation.

Changes in network amplitude are driven by (de)-recruitment and changes
in the hN aP threshold required for burst initiation
Network amplitude is calculated from the total number of spikes in the network per
bin. Therefore, network amplitude is a function of the number of neurons participating in bursts and the frequency of spiking within bursts. In the brief transition from
bursting to silence driven by Arch3, network amplitude quickly decreases because the
number of neurons participating in the network burst is decreasing. This is a result
of neurons becoming too hyperpolarized to be recruited by activity in the network.
The rapid initial increase in network amplitude seen in the transition from silence to
bursting with ChR2-mediated excitation has the same mechanism described for this
transition mediated by Arch3, only in the opposite direction. For the majority of
the bursting regime, increasing Arch3 laser power increases network amplitude. As
described above Arch3-mediated hyperpolarization increases the hN aP threshold required for burst initiation, which results in a larger magnitude IN aP and an increased
spike frequency of neurons participating in bursting. For ChR2-mediated depolarization, the effect is exactly the opposite. Depolarization decreases the hN aP threshold
for burst initiation, which results in a decreased IN aP magnitude and a decrease in
the spike frequency of neurons participating in bursting.

94

Figure 4-4: Effect Steady State Archaerhodopsin and Channelrhodopsin Mediated
Hyperpolarization (negative laser power) and Depolarization (positive laser power)
on Network Amplitude (top left) and Frequency (top right) indicated by color, black
areas indicate silent or tonic regimes. (bottom left) Example traces showing the
relationship between laser power and network amplitude for three different values of
ḡtonic . (bottom right) Example traces showing the relationship between laser power
and network frequency for three different values of ḡtonic . The location of the traces
in the bottom left and right panels are indicated by the corresponding color-coded
horizontal lines in the top left and right panels, respectively. Model parameters:
ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS), ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.5(nS),
ḡChR2 = 0.2(nS) PSyn = 1.0, wmax = .005
Comparison of Simulated and Experimental Steady State Optogenetic Perturbations
The relationship between experimental and simulated Arch3-mediated optogenetic
inhibition and the network frequency is compared in Figure 4-5. Experimental data
was adapted with permission from [Koizumi et al., 2016]. We found that the rela-
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tionship between laser power and network frequency for simulated and experimental
Arch3-mediated inhibition are qualitatively consistent. In both experiment and simulation, the relationship between laser power and network frequency is roughly linear.
However, the sensitivity of network frequency to Arch3-mediated inhibition is much
greater in our simulations. More specifically, bursting in simulations is abolished at
approximately 1(mW ) whereas in experiments, network bursting continues for laser
powers up to approximately 10(mW ).

Figure 4-5: Comparison of experimental (black) and simulated (red) archaerhodopsinmediated steady state optogenetic inhibition on network frequency. Experimental archaerhodopsin data (black) was taken from Koizumi et al. [2016]Figure 10A.
Network frequency is much more sensitive to the same laser power in the model
than in experiments. Model parameters: ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS),
ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.5(nS), ḡChR2 = 0.0(nS) PSyn = 1.0,
wmax = .005, ḡtonic = 0.38(nS)
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The relationship between experimental and simulated ChR2-mediated optogenetic
stimulation and network frequency are compared in Figure 4-6. Experimental data
was adapted with permission from preliminary data presented by Dr. Jeff Smith
at the Central Pattern Generation Meeting at the University of Pittsburgh [Smith,
2016]. We found that the relationship between laser power and network frequency for
simulated and experimental ChR2-mediated excitation are qualitatively consistent.
In both experiment and simulation, the relationship between laser power and network
frequency is roughly proportional to the square root of the laser power. However, the
increase in network frequency is smaller in simulations (3-fold) than in experiments
(4-fold). This is the result of the limited frequency range of the model.

Persistent Sodium Block and Optogenetic Stimulation
In our model, rhythm generation in the pre-BötC is driven exclusively by IN aP , and
blockade of this current abolishes the ability of the network to produce rhythmic oscillations. This is consistent with experimental data. It is unknown however if network
rhythm can be restarted after partial blockade of IN aP by optogenetic stimulation in
our model or in experimental settings. Therefore, in this section we examined the
effect of simulated IN aP blockade on network frequency and the ability of ChR2 stimulation to restart network rhythm. We then compare our results with preliminary
experimental data.
Figure 4-7 quantifies the effect of ChR2-mediated optogenetic excitation on network frequency for varying degrees of simulated IN aP blockade. We found that values
of IN aP blockade greater than approximately 10% was sufficient to stop rhythmic
bursting. Simulated ChR2 optical stimulation was capable of restarting rhythmic
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Figure 4-6:
Comparison of experimental (black) and simulated (blue)
channelrhodopsin-mediated steady state optogenetic excitation on network frequency. Experimental channelrhodopsin data (black) represents preliminary data
presented at the Central Pattern Generator meeting at the University of Pittsburgh, December, 2016. Notice the reduced network frequency range in the model
compared to experiments. Model parameters: ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS),
ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.0(nS), ḡChR2 = 0.2(nS) PSyn = 1.0,
wmax = .005, ḡtonic = 0.31(nS)
bursting for values of IN aP blockade up to approximately 50%. For values of IN aP
blockade greater than 50%, ChR2 stimulation is unable to restart network bursting.
Similar to Figure 4-3, increasing IrrChR2 in a bursting regime always increases the
network frequency in a manner that is roughly proportional to the square root of the
laser power and decreases network amplitude. The increase in network frequency and
decreased amplitude with increasing ChR2 laser power are the same as described in
the preceding section.
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Figure 4-7: Effect of simulated IN aP block and steady state channelrhodopsinmediated optogenetic excitation on network frequency. (A) Silent and bursting regime
in the 2D parameter space between laser power and change in ḡN aP . Network frequency is indicated by color and black indicates silence. (B) Example traces from
(A) showing the relationship between laser power and network frequency for three
different values of ḡN aP . The location of the traces in (B) are indicated by the corresponding color coded horizontal lines in (A). Model parameters: ḡN aP ∈ [0, 5](nS),
ḡCAN = 1.0(nS), ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.5(nS), ḡChR2 = 0.2(nS)
PSyn = 1.0, wmax = .005.
Figure 4-8 compares experimental and simulated data where IN aP is partially
blocked and network rhythm is restarted by ChR2-mediated stimulation. Experimental data was adapted from preliminary data presented at the Central Pattern
Generator meeting at the University of Pittsburgh in December 2016 [Smith, 2016].
We found that our simulations are in some ways qualitatively consistent with preliminary experimental data. In both experiment and simulation, partial blockade of
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IN aP stops network bursting, which is restarted by ChR2-mediated optogenetic stimulation. In the control condition, the dynamic range of the network frequency in the
simulation is reduced compared to experiment (2.5 vs 4 fold increase). In the partial blockade condition the experimental and simulated curves are again qualitatively
similar, however the frequency in the simulations is much lower. Moreover, in our simulations, when network rhythm is initially restarted, the frequency is approximately
the same as in the control condition without stimulation. This is not consistent with
the experimental data in which network rhythm restarts at a frequency approximately
two and a half times baseline.

ICAN Blockade and Steady State Optogenetic Stimulation
Another important current in the pre-BötC which has been hypothesized to be involved in rhythm generation is ICAN . In our model, however, ICAN functions as a
post-synaptic current that contributes to the inspiratory drive potential in follower
neurons, but does not contribute to rhythm generation (see Chapter 3). This finding
may be controversial. Combining partial blockade of ICAN with optogenetic stimulation may provide predictions of our model which can easily be tested experimentally.
Therefore, in this section we characterized the effect of partial ICAN blockade on the
relationship between ChR2-mediated optogenetic stimulation and network frequency;
Figure 4-9. No experimental data currently exists for comparison.
Similar to previous sections, we found that ChR2-mediated excitation increases
network frequency in a manner that is proportional to the square root of laser power
for all values of ICAN block. Interestingly, in our simulations, partial blockade of ICAN
actually increases the maximum attainable network frequency with ChR2 stimulation.
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Figure 4-8:
Comparison of experimental and simulated IN aP block and
channelrhodopsin-mediated steady state optogenetic excitation on network frequency.
Experimental channelrhodopsin data (black) represents preliminary data presented
at the Central Pattern Generator meeting at the University of Pittsburgh, December, 2016. All curves are normalized to the control frequency. The maximum frequency attainable in the control and 25%block conditions are greatly reduced in
simulations compared to experiment. Simulated and experimental curves are however qualitatively similar. Model parameters: ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS),
ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.0(nS), ḡChR2 = 0.2(nS) PSyn = 1.0,
wmax = .005, ḡtonic = 0.31(nS).
This is the opposite of the effect with partial IN aP block and provides a testable
prediction for future experiments.
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Figure 4-9: Effect of simulated ICAN block and steady state channelrhodopsinmediated steady state optogenetic excitation on network frequency. (A) Bursting
regime in the 2D parameter space between laser power and change in ḡN aP . Network frequency is indicated by color. (B) Example traces from (A) showing the
relationship between laser power and network frequency for three different values of
ḡCAN . The location of the traces in (B) are indicated by the corresponding color
coded horizontal lines in (A). Model parameters: ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS),
ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.5(nS), ḡChR2 = 0.2(nS) PSyn = 1.0,
wmax = .005, ḡtonic = 0.31(nS).

4.3.2

Transient Perturbations

Excitatory and Inhibitory Phase Response Curves
Phase response curves are an important tool used to characterize the change in phase
of an oscillator (such as the pre-BötC) in response to the timing of excitatory or
inhibitory perturbations [Schultheiss et al., 2011]. PRCs can also be used to predict
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if the frequency of an oscillator will be able to synchronize with the frequency of an
external stimulus pulse train [Ko and Ermentrout, 2009]. We calculated the PRCs
of our pre-BötC network model by simulating ChR2 and Arch3-mediated inhibitory
and excitatory stimulus pulses, see Figure 4-11 and Figure 4-10. Pulses were 100ms
in duration and the strength of the stimulus was determined by the laser power which
was varied over a large enough range to characterize the parameter space.
We found that Arch3-mediated inhibitory stimulus pulses always advance the
phase of the next burst. Inhibitory pulses which occur at the end of a cycle (just
before the next burst) are an exception and result in a slight delay in phase. In
general the magnitude of the advance in phase is larger for stronger stimuli (higher
laser power). The PRCs here are classified as Type I according to Hansel et al. [1995].
Type I PRCs predict that the frequency of network oscillations will not synchronize
with the frequency of a train of inhibitory pulses.
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Figure 4-10: Phase response curves for simulated archaerhodopsin-mediated transient
optogenetic inhibition. (Top) Change in network phase, indicated by color, in the
2D parameter space between the stimulus phase and laser power. (Bottom) Example
PRCs for a constant laser power. Location of traces in the bottom panel are indicated
by the color coded horizontal lines in the top panel. Green vertical line in the top
and bottom panels indicates the transition between bursting and silence. Notice
PRC’s are of Type I [Hansel et al., 1995]. Model parameters: ḡN aP ∈ [0, 5](nS),
ḡCAN = 1.0(nS), ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.5(nS), ḡChR2 = 0.0(nS)
PSyn = 1.0, wmax = .005, ḡtonic = 0.31(nS), StimP ulse = 100(ms).
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For ChR2 we found that depending on the timing, excitatory perturbations can
both advance or delay the phase of the next burst. Excitatory pulses which occur
during bursting slightly delay, whereas pulses which occur later in the cycle advance
the phase of subsequent network bursts. Pulses which occur during the period immediately following bursting have no effect on the phase. These PRCs are classified as
a Type II [Hansel et al., 1995]. Type II PRCs predict that the frequency of network
oscillations will entrain with excitatory pulse trains over some frequency range.
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Figure 4-11: Phase response curves for simulated channelrhodopsin-mediated transient optogenetic excitation. (Top) Change in network phase, indicated by color, in
the 2D parameter space between the stimulus phase and laser power. (Bottom) Example PRCs for a constant laser power. Location of traces in the bottom panel are
indicated by the color coded horizontal lines in the top panel. Green vertical line in
the top and bottom panels indicates the transition between bursting and silence. Notice PRC’s are of Type 0 Hansel et al. [1995]. Model parameters: ḡN aP ∈ [0, 5](nS),
ḡCAN = 1.0(nS), ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.0(nS), ḡChR2 = 0.2(nS)
PSyn = 1.0, wmax = .005, ḡtonic = 0.31(nS), StimP ulse = 100(ms)
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Excitatory and Inhibitory Pulse Trains
Next we examined the ability of our pre-BötC network to synchronize with trains of
inhibitory and excitatory optogenetic stimulus trains. This is referred to as frequency
locking. Regions where frequency locking occurs between the stimulus frequency,
fstim , and the frequency of network bursts, fBursts , are called entrainment zones, and
are sometimes referred to as an Arnold tongue. Frequency locking was quantified as
the frequency ratio fnetwork : fstim .
For Arch3-mediated inhibitory pulse trains, no frequency locking occurred regardless of the intensity of the pulses (not shown). This is consistent with the predictions
of the PRCs generated from inhibitory perturbations.
Entrainment zones for ChR2-mediated pulse trains are identified in figure 4-12.
We found that for ChR2 pulse trains, many frequency locking ratios such as 1 : 1,
1 : 2, 1 : 3 and 1 : 4 exist and that the fstim regions over which these frequency locking
ratios occur become larger with increasing laser power. In between two entrainment
zones asynchronous quenching or chaotic network bursting occurs. This is consistent
with the predictions of the PRCs generated from excitatory perturbations. These
results serve as predictions to be tested against future experiments.
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Figure 4-12: Network frequency entrainment with simulated excitatory optogenetic
stimulus trains. Zones of network entrainment in the 2D parameter space between
stimulus frequency and laser power. Entrainment zones are quantified by the frequency ratio between the network and the stimulus train (fnetwork : fstimulus ) and
are indicated by color. Model parameters: ḡN aP ∈ [0, 5](nS), ḡCAN = 1.0(nS),
ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.0(nS), ḡChR2 = 0.2(nS) PSyn = 1.0,
wmax = .005, ḡtonic = 0.31(nS), StimP ulse = 100(ms)
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Excitatory and Inhibitory Amplitude Response Curves
Finally, we characterized the phase and laser power dependent effects of transient inhibitory and excitatory perturbations on the amplitude of network burst immediately
following the stimulation. We found that inhibitory pulses only effect the amplitude
of network bursts if the stimulation occurs at the beginning of the cycle during the
initial burst or towards the end of the cycle just before the next burst. In both cases
inhibitory pulses increase the magnitude of the next burst. This effect however is
small. In contrast, excitatory perturbations strongly decrease the amplitude of the
next burst. Pulses that occur just before the start of the next burst, however, are an
exception and they slightly increase the amplitude of the next burst.
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Figure 4-13: Inhibitory ARCs: Phase and laser power dependent effect of transient
inhibitory perturbations on the amplitude of network bursts. (Top) Change in network amplitude, indicated by color, in the 2D parameter space between the stimulus
phase and laser power. (Bottom) Example ARCs for a constant laser power. Location of example ARCs are indicated by the color coded horizontal lines in the top
figure. The green vertical line in the top and bottom panels indicates the transition
between bursting and the interburst interval. Model parameters: ḡN aP ∈ [0, 5](nS),
ḡCAN = 1.0(nS), ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.5(nS), ḡChR2 = 0.0(nS)
PSyn = 1.0, wmax = .005, ḡtonic = 0.31(nS), StimP ulse = 100(ms).

4.4
4.4.1

Discussion
Optogenetic Perturbations in the pre-Bötzinger Complex
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Figure 4-14: Excitatory ARCs: Phase and laser power dependent effect of transient
excitatory perturbations on the amplitude of network bursts. (ToP) Change in network amplitude, indicated by color, in the 2D parameter space between the stimulus
phase and laser power. (Bottom) Example ARCs for a constant laser power. Location of example ARCs are indicated by the color coded horizontal lines in the top
figure. The green vertical line in the top and bottom panels indicates the transition
between bursting and the interburst interval. Model parameters: ḡN aP ∈ [0, 5](nS),
ḡCAN = 1.0(nS), ḡCa = 0.001(nS), PCa = 0.1, ḡArch = 0.0(nS), ḡChR2 = 0.2(nS)
PSyn = 1.0, wmax = .005, ḡtonic = 0.31(nS), StimP ulse = 100(ms).
selectively inhibit or excite respiratory neurons in the pre-BötC with optical stimulation have recently become available [Alsahafi et al., 2015; Koizumi et al., 2016;
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Sherman et al., 2015]. Since this technique can target specific cell populations in
a temporally precise manner, it has distinct advantages over traditional pharmacological manipulations alone and may be able to demonstrate the causal relationship
between specific biophysical mechanisms and aspects of rhythm generation/pattern
formation in the pre-BötC. However, designing experiments and connecting experimental observations to biophysical mechanisms will be difficult or impossible without
a theoretical framework. Therefore, a theoretical investigation into the use of optogenetic techniques in biophysical models of the pre-BötC are critical for future
experiments.
In this theoretical study we simulated Arch3 and ChR2-mediated inhibitory and
excitatory perturbations in a biophysical model of the pre-BötC developed in Chapter
4. Our simulations systematically explored the use of steady state and transient
optogenetic perturbations with and without pharmacological manipulations of IN aP or
ICAN , and were compared with experimental data when available. These simulations
provide experimentally testable and mechanism-specific predictions that can guide
future experiments.

4.4.2

Steady State Perturbations

Steady State Arch3-Mediated Inhibition
We simulated optogenetic-mediated inhibition using a Hodgkin-Huxley style channel
of Arch3 (see Methods) where the magnitude of light-induced hyperpolarization was
fit to match experimental data from Koizumi et al. [2016], see Figure 4-3. We found
that steady state inhibition of the pre-BötC network increases amplitude and linearly
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decreases frequency with increasing laser power. Only one experimental study exists
which is directly comparable with our simulations. In this study, Koizumi et al.
[2016] use Arch3 to selectively inhibit the pre-BötC respiratory network in an in
vitro slice preparation. They found that Arch3-mediated inhibition linearly decreases
network frequency with increasing laser power. This is qualitatively consistent with
our simulations. However, network bursting in our simulations stops at approximately
1mW of laser power compared to approximately 10mW required in experiments, a
ten fold difference. This illustrates that network frequency in this model is much more
sensitive to changes in the excitability or current injections than in experiments. This
is a limitation of models where bursting is IN aP -dependent [Butera et al., 1999a,b;
Jasinski et al., 2013; Purvis et al., 2007]. The increased sensitivity of the model may
indicate that the parameters governing the dynamics of the IN aP inactivation variable
hN aP need to be adjusted in order to match experimental data. It is also possible
that our model is over simplified and additional biophysical mechanisms are needed
to quantitatively match these experimental findings.
Another difference is that in experiments, Arch3-mediated inhibition of the preBötC in slice decreases network amplitude [Koizumi et al., 2016]. This is the opposite
of the finding in our simulations. We found that simulated steady state Arch3mediated inhibition increases network amplitude except for during the brief transition
of the network from bursting to silence, see Figure 4-4 and 4-5. In Chapter 3, we
showed that network amplitude is determined by the number of neurons participating
in network bursting and by the frequency of action potentials during bursting in
recruited neurons. In our simulations, Arch3-mediated inhibition increases network
amplitude because the frequency of action potentials during bursting increases. This

113

is driven by the increased recovery of IN aP from inactivation (hN aP is larger at the time
of burst initiation), which results in a larger inspiratory drive potential, and increased
spiking frequency in active neurons. In our simulations, we uniformly inhibit all
neurons in the network. However, in experiments it is highly likely that optogenetic
inhibition only affects a fraction of the total network and/or that the magnitude
of inhibition in individual neurons is nonuniform. This would have distinct effects
on the changes in network amplitude. In our model, inhibition of a fraction of the
network resulted in a decrease in network amplitude, which is similar to experiments,
however this caused network frequency to increase (the opposite of experiments) with
increasing laser power (not shown). The effects of nonuniform inhibition of the preBötC on network amplitude and frequency need to be further investigated, however
this was beyond the scope of this preliminary investigation.

Steady State ChR2-Mediated Excitation
We also simulated steady state optogenetic excitation of the pre-BötC using a conductancebased model of ChR2 with a Markov style light-sensitive gating mechanism that was
adapted from Williams et al. [2013]. We found that optogenetic stimulation increases
network frequency (up to approximately three times the baseline frequency) and decreases amplitude. Increases in network frequency was roughly proportional to the
square root of laser power. These findings are qualitatively consistent with preliminary experimental data [Smith, 2016], however in these experiments the increase
in network frequency was up to four times the baseline frequency, see Figure 4-6.
Changes in network amplitude were not quantified in these experiments. In order
make strong conclusions or comparisons with our simulations, more experimental
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data is needed. However, comparison of our simulations with this preliminary data
set seem to indicate that the dynamic range of network frequency is reduced in our
model. This is consistent with the findings with steady state optogenetic inhibition,
and may indicate that the dynamics of IN aP inactivation may need to be tuned in
order for the frequency range of our simulations to match experiments.

Steady State ChR2-Stimulation with Simulated IN aP Blockade
In the pre-BötC, it is well established that blockade of IN aP abolishes network bursting [Del Negro et al., 2002; Rybak et al., 2003b,a; Koizumi and Smith, 2008]. This
observation has led to the hypotheses that rhythm generation may depend exclusively
on IN aP . The plausibility of this hypothesis is supported by numerous computational
studies [Butera et al., 1999a,b; Purvis et al., 2007]. In these models, bursting is dependent on the slow inactivation of IN aP . A persistent sodium current without slow
inactivation is not capable of generating bursting. Although a persistent current has
been confirmed to exist in the pre-BötC [Del Negro et al., 2002; Rybak et al., 2003b,a;
Koizumi and Smith, 2008], slow inactivation has not been directly observed experimentally. Consequently, this hypothesis is controversial. If IN aP is non-inactivating,
blockade may abolish bursting simply by reducing excitability of the network. In this
case, additional mechanisms other than IN aP are responsible for rhythm generation.
Combining pharmacological blockade of IN aP with steady state optogenetic excitation
provides a new means of probing mechanisms of rhythm generation.
In our simulations we combined blockade of IN aP with ChR2-mediated excitation.
We found that blockade of IN aP stops network bursting, which can be restarted with
ChR2 stimulation, however the maximum attainable frequency is decreased. ChR2
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stimulation was only able to restart network bursting for blockade of IN aP of less than
approximately 50%. This is consistent with available preliminary data, see Figure 4-8.
Again, more experimental data is needed in order to draw strong conclusions.

Steady State ChR2 Stimulation with Simulated ICAN Blockade
An alternative to IN aP -dependent bursting is the hypothesis that rhythm generation
in the pre-BötC is dependent of ICAN which is coupled to intracellular calcium transients. This hypothesis is supported by the experimental observation that blockade
of ICAN or intracellular calcium transients in in vitro slice preparations containing
the pre-BötC abolishes or reduces XII motor output [Pace et al., 2007; Mironov,
2008]. Additionally, a subset of intrinsically bursting neurons have been reported to
be sensitive to calcium blockade [Del Negro et al., 2005; Peña et al., 2004]. Again,
computational modeling studies have established the plausibility of ICAN /calcium
dependent bursting [Rubin et al., 2009; Toporikova and Butera, 2011]. However,
in these models, bursting is critically dependent on additional mechanisms for burst
termination that have not been experimentally observed. In Chapter 3 we developed a model which incorporates both IN aP and ICAN /calcium mechanism into a
single model where rhythm generation is IN aP -dependent and ICAN functions as a
post-synaptic current which drives bursting in follower neurons. This model may be
controversial. Combining pharmacological blockade of ICAN with optogenetic stimulation may provide a means of testing this model, and to examine the role of ICAN in
the pre-BötC.
In our simulations, we combined blockade of ICAN with ChR2-mediated optogenetic stimulation. We found that partial blockade of ICAN increases the maximum
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network frequency attainable by ChR2 excitation, which is the opposite of the effect
with partial blockade of IN aP , see Figure 4-9. This provides a mechanism-specific and
experimentally testable prediction. However, no experimental data currently exists
for comparison.
Since partial blockade of ICAN increases the maximum attainable frequency, it is
possible to tune our model to match the control (no ICAN or IN aP blockade) simply
by reducing the starting value of ḡCAN . However, the values of ḡCAN were chosen
specifically to match experimental data in Chapter 3.

4.4.3

Transient Perturbations: PRCs, ARCs, and Entrainment

A distinct advantage of optogenetic over pharmacological approaches is the fast temporal dynamics of the stimulus. ChR2 and Arch3 activation and inactivation is fast
enough to systematically examine how brief perturbations affect rhythmic properties
of the pre-BötC network, and may provide insights into the biophysical mechanisms
underlying rhythm generation. With the exception of two in vivo studies [Alsahafi
et al., 2015; Sherman et al., 2015], transient perturbation of the pre-BötC have largely
not been explored theoretically or experimentally. To characterize the effects of transient perturbation we first calculated PRCs and ARCs for inhibitory and excitatory
stimulus pulses of various magnitudes. Then we characterized the ability of the frequency of network bursting to synchronize with transient pulse trains of excitatory
and inhibitory stimulation, see Figs. 4-10, 4-11, 4-13, 4-14, and 4-12. Experimentally, transient inhibitory and excitatory perturbations of the pre-BötC in slice have
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not been explored. Therefore, the simulation carried out here provide predictions
to guide future experiments. Specifically, our simulations predict that the pre-BötC
will entrain with transient pulse trains of excitatory but not inhibitory stimulation.
Additionally, the results of our ARCs predict that inhibitory pulses can only increase
the amplitude of the burst immediately following a perturbation, whereas excitatory
pulses can only decrease the amplitude. The phase-dependent effect of transient perturbations on amplitude are distinct features that are dependent on the dynamics of
IN aP inactivation (hN aP ). Transient perturbations may provide a means of confirming
and characterizing the dynamics of IN aP inactivation experimentally.

4.4.4

Conclusions

This theoretical study demonstrates the property of voltage-dependent frequency control in a IN aP -dependent network by hyperpolarizing and depolarizing the network
with steady state optogenetic perturbations. Additionally, combining steady state
optogenetic excitation with partial pharmacological blockade of IN aP or ICAN may
reveal mechanism specific-effects. Specifically, our model predicts that partial pharmacological blockade of IN aP and ICAN will have opposing effects on the relationship
between ChR2 stimulation and network frequency. Simulations of transient perturbations predict that network bursting will synchronize with excitatory but not
inhibitory perturbations. Additionally, transient excitatory perturbations may be
able to be used to confirm/characterize the dynamics of IN aP recovery from inactivation. Together these findings provide a theoretical framework and mechanism-specific
predictions to guide future experimental studies using optogenetic techniques.
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Chapter 5
Conclusions
5.1

Key Findings

 ICAN is primarily activated by synaptically-triggered calcium transients.
 The inspiratory drive potential is regulated by ICAN in the pre-BötC.
 Pharmacological blockade of ICAN is qualitatively equivalent to reducing the

strength of synaptic interactions.
 Voltage-dependent frequency control, in this model, is a result of IN aP inactiva-

tion dynamics and is qualitatively consistent with some aspects of experimental
data.
 Optogenetic simulations provide predictions which can be used to guide future

optogenetic experiments.
– Partial IN aP blockade is predicted to decrease the maximum attainable
network frequency with ChR2 stimulation.
– Partial ICAN blockade is predicted to increase the maximum attainable
network frequency with ChR2 stimulation.
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– PRCs are of type I for inhibitory perturbations and type II for excitatory
perturbations.
– ARCs reveal that inhibitory perturbations can only increase, whereas excitatory perturbations mostly decrease the amplitude of network bursts.
– Network frequency entrains with the frequency of excitatory but not inhibitory transient pulse trains.

5.2

Summary

The pre-BötC is a bilaterally distributed brainstem nucleus which is essential for
respiratory motor output and is believed to be responsible for respiratory rhythm
generation. It is clear from experimental studies that the currents, IN aP , ICAN , and
intracellular calcium transients are important for pattern formation and/or rhythm
generation in the pre-BötC. However, despite more than two decades of research, the
specific role of these currents or source(s) of intracellular calcium are still not well
understood.
This thesis systematically examines the role of IN aP , ICAN , and two general sources
of intracellular calcium in rhythm generation in a heterogeneous network model of the
pre-BötC. In order to explain experimental observations, our simulations suggest that
rhythm generation in the pre-BötC arises from a group of IN aP -dependent pacemaker
neurons, which form a rhythmogenic kernel. Synaptic output from these neurons
triggers post-synaptic calcium transients, ICAN activation, and subsequent membrane
depolarization, which drives bursting in follower neurons. I showed that activation of
ICAN by synaptically-driven calcium influx functions as a mechanism that amplifies
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the excitatory synaptic input, and is responsible for the inspiratory drive potential
in follower neurons. Consequently, blockade of ICAN generates a robust decrease in
network amplitude via decreased inspiratory drive potential, and de-recruitment of
follower neurons, which is consistent with experimental data.
The model developed in this thesis demonstrates for the first time how IN aP ,
ICAN , and intracellular calcium transients function in a network which is able to explain a wide array of experimental observations. Moreover, this model incorporates
many key features of seemingly competing theories of respiratory rhythm generation.
For example, I show that this model contains pacemaker neurons which are sensitive
to Ca2+ and/or IN aP blockade, which is consistent with key experimental observations that are the basis of the “pacemaker” and “dual-pacemaker” models of rhythm
generation.
This model is also consistent with a key feature of the “group-pacemaker” hypothesis. In the “group-pacemaker” model, network bursting is thought to be driven
by recurrent synaptic interactions that trigger post-synaptic calcium transients and
ICAN activation which underlies the inspiratory drive potential and bursting in neurons across the network. This is precisely the mechanism underlying bursting in a
majority of neurons in the model described in this thesis. However, burst termination
and rhythm generation is dependent on the slow inactivation of IN aP .
In the second half of this study, I explored how optogenetic techniques can be used
to characterize the rhythmic properties and to examine the role of specific currents
in rhythm generation within the pre-BötC. I provided experimentally testable and
mechanism-specific predictions that can be used to guide future experimental studies
using optogenetics in the pre-BötC.
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Chapter 6
Commonly Used Abbreviations
AMPA . . . . Amino-3-Hydroxy-5-Methyl-4-Isoxazolepropionic Acid Receptor
ARCs . . . . . Amplitude Response Curves
Arch3 . . . .

Archaerhodopsin-3

BötC . . . . . Bötzinger Complex
[Ca]i . . . . .

Intracellular Calcium Concentration

CaSyn . . . . . Synaptically Mediated Calcium Source
CaV . . . . . . Voltage-Gated Calcium Source
ChR2 . . . . . Channelrhodopsin-2
CPG . . . . . Central Pattern Generator
EPSC . . . .

Excitatory Post Synaptic Current

FFA . . . . . . Flufenamic Acid
ICa . . . . . .

Voltage-Gated Calcium Current

ICAN . . . . .

Calcium Activated Non-Selective Cation Current

INaP . . . . . . Persistent Sodium Current
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ISyn . . . . . . Synaptic Current
IP3 . . . . . . Inositol 1,4,5-Trisphosphate
KAR . . . . . Kainate Receptor
NMDA . . . . N-methyl-D-aspartate Receptor
MgluR . . . . Metabotropic Glutimate Receptor
PRCs . . . . . Phase Response Curves
pre-BötC . .

pre-Bötzinger Complex

sEPSC . . . . slow Excitatory Post Synaptic Current
TRPC3 . . .

Transient Receptor Potential Subfamily C 3

TRPM4 . . . Transient Receptor Potential Subfamily M 4
TTX . . . . . Tetrodotoxin
VRG . . . . . Ventral Respiratory Column
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generation in the pre-bötzinger complex. i. bursting pacemaker neurons. Journal
of neurophysiology, 82(1):382–397, 1999a.
Robert J Butera, John Rinzel, and Jeffrey C Smith. Models of respiratory rhythm
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Christof Zitt, Alexander G Obukhov, Carsten Strübing, Andrea Zobel, Frank Kalkbrenner, Andreas Lückhoff, and Günter Schultz. Expression of trpc3 in chinese
hamster ovary cells results in calcium-activated cation currents not related to store
depletion. The Journal of cell biology, 138(6):1333–1341, 1997.

132

