This paper presents an approach to full-vehicle simulator control which accounts for nonlinearities in a vehicle/simulator system. The control scheme presented is based on the estimation of the system inverse dynamics. A composite linear/nonlinear approach to inverse system identification (SYS-ID) is presented. The linear portion of the SYS-ID uses time-domain methods to estimate the impulse response of the inverse system in a least squares sense. These results are then extended by using the regularized approach to least squares estimation. The nonlinear part uses the support vector machine to approximate the nonlinear deviations from the linear model. Two approaches to using this composite model are presented. Examples of the linear SYS-ID techniques are shown for a 2x2 system.
INTRODUCTION
With an ever increasing emphasis on vehicle reliability both in the military and automotive industry, the science of simulation and laboratory testing has correspondingly developed. To gain confidence that a particular vehicle will endure its expected service environment, durability tests are performed prior to production and fielding. The time and cost of such tests has motivated the development of laboratory based full vehicle test rigs (FVTR) which have displaced much of the timeconsuming proving ground durability tests.
These FVTRs were initially tire-coupled and over time evolved into multi-axial spindle-coupled configurations which are able to impose multiple forces at each spindle. Along with the development of the hardware has been a corresponding development of the control strategies used to simulate actual road inputs. The earliest methods used road profile information, "effective road profiles" [10] , or a stationary random process to simulate road roughness. These methods used, to some degree or another, the concept of the road profile as a conceptual arbitrator between the test rig command input and the on-vehicle response. Then Cryer, Nawrocki and Lund [5] removed the conceptual necessity of the road profile, by modeling the relationship between the command input and the on-vehicle response as a frequency response function (FRF). They then showed how this FRF could be used to estimate the proper simulator command, given a desired on-vehicle response. Their method became the foundation of the industry standard approach to simulator drive determination.
Although this linear FRF-based approach has been the industry standard for nearly three decades, it has difficulty compensating for nonlinearities inherently present in automotive systems. To overcome system nonlinearities, FRF-based methods use an iterative process to converge on the proper drive command. As the techniques have been applied to increasingly complex road simulators, they have been extended to the non-square case by Fash, Goode and Brown [6] , and have incorporated singular value decomposition techniques to handle ill-conditioned FRFs, but they have still remained dependent on the linear mathematics of the FRF model. This paper presents an approach to drive command development which incorporates both linear and nonlinear modeling methods to directly learn the inverse dynamics of the simulator/vehicle combination. First, it describes the problem of drive development in practical and historical terms. Then, it discusses the mathematics and algorithms of the existing approaches and their associated limitations. It formally states the problem of drive command development in mathematical terms and gives the rationale behind the composite model. It then discusses alternative approaches to both the linear and nonlinear modeling and justifies the particular choices made. Finally, it presents some proposed alternatives for drive command correction. The paper concludes with some examples.
BACKGROUND
The fundamental problem of full-vehicle simulation is that of replication of the service environment. The service environment is typically approximated by a drive cycle on a set of courses at a proving ground. At the proving ground vibrational excitation comes from a terrain profile represented by ( ) p x (where ( ) x t is the distance down the course as a function of time) which creates ( ) i a t at the spindles of the vehicle under test (as shown in Figure 1 ). On a fullvehicle simulator the command inputs ( ) 
Also let the inputs and outputs be transformed into the frequency-domain as
where
is the system impulse response function and * denotes the convolution operation. Equation (6) has the corresponding frequency-domain representation
known, it must be experimentally determined, so let ( ) k n be a suitable colored-noise signal used to excite the simulator, obtaining the response ( )
respectively, then the frequency response function is estimated as
In the frequencydomain the drive command estimate is
which is independent for each frequency line j f .
will not be optimal. To obtain the best drive estimate the iteration process is used. Let the initial drive estimate be defined as 
This process is repeated according to the rule
and progress is measured by monitoring a statistic of the error which is typically (8) where RMS ( ) : 
PROBLEM DEFINITION AND APPROACH
Since the forward dynamics of the plant
will also be nonlinear.
However since the linear model
is used to yield a first order approximation of the inverse, it is clear that it contains significant information about the plant dynamics. Therefore, the linear model will be retained here and a nonlinear modeling approach will be used to approximate the deviations from the linear model. This approach is illustrated in Figure 3 where the forward dynamics are modeled as
and the inverse dynamics are modeled by , ,
The concept behind this approach is illustrated in Figure 4 . As can be seen, the linear model provides a global base-model and the nonlinear part is only concerned with the small deviations from the base model. This approach may be divided into the modeling problem and the control problem as follows.
Modeling Problem: Given a set of recorded inputs ( ) k n and outputs ( ) k r assembled into the training set
and there is a high expectation that such an inverse model will provide a good estimate of the proper command ( ) ⋅ c given the desired response ( ) ⋅ a .
Control Problem:
Once obtained, how should the inverse model (10) be used to find the proper command input? This assumes that the initial estimate of the inverse model will not be sufficiently accurate to generate the best estimate of the drive command.
MODELING CHOICES
This section begins the discussion of the modeling approach. In the determination of inv ( ) k H and ( ) ⋅ ψ many alternatives exist for both the linear and nonlinear parts. Generally, these choices are as follows.
PARAMETRIC VS. NONPARAMETRIC MODEL -The first and most important choice is whether to make use of prior information (if any exists) about the plant. If explicit equations for the dynamics of the system are known down to a few unknown physical parameters, then it is generally preferable to use these equations to identify the system. This is called the parametric approach. On the other hand, if the system's governing equations are not known, then a "Black Box" approach is needed to model the system. Unfortunately, this is almost always the case so the black box (or nonparametric) approach will be used here.
FORWARD VS. INVERSE IDENTIFICATION -
The second choice is whether to identify the forward pair ( ) ⋅ H and ( ) ⋅ ω from (9) and then algebraically invert them as Figure 6 . The inverse linear model then takes the form
For computational reasons, inv ( ) ⋅ H (which is tripleindexed or a three-way array) will be re-indexed as 
which is indexed by λ and given by
. Equation (11) may then be expressed as a matrix product
and will be used as a basis for estimating inv ( ) k H in the following section.
LEAST SQUARES METHOD -Now as stated earlier, the system is excited with colored noise ( ) k n and the
we form the regression vector ( ) k r ϕ ϕ ϕ ϕ using the index λ where clearly ( )
By hypothesis, the inverse plant model obeys (12) for any set of inputs and outputs which yields the transposed relation
The Moore-Penrose pseudo-inverse may be used to
which may be shown to minimize the summed loss ( )
and hopefully the expected loss n r n ≫ . Due to this over parameterization and that (13) regards the elements of inv H as being independent, the phenomenon of over fitting is expected which means that the minimization of (14) does not generally imply good performance, i.e. small (15). Such a problem with more parameters than degrees of freedom is called ill-posed.
The solution of ill-posed problems was first studied by Tikhonov et al. [8] who found that the phenomenon of over-fitting can be mitigated by introducing a so-called
into the optimization problem (14) which will penalize those inv H which are least preferred. Now it is required that ( ) 
where [ ] 
which is expressed in terms of Combined Regularization -These two regularization methods are often used together. They may then be combined as
where if , 0 a b ≥ then Q is then positive semi-definite.
NONLINEAR MODELING
Once the linear portion of the inverse model is learned, then the residues become the nonlinear part of the inverse, therefore 
is available with which to train the estimator. 
given a loss function
. It is widely known that the ability to minimize (21) over a training set (20) is dependent on the number of free parameters λ , the structure of ( ; ) ⋅ ⋅ ψ , the inherent complexity of the process which generated the training data (20), and the size of the training set ℓ . Given these concerns it is important to choose ( ; ) ⋅ ψ λ to avoid the phenomenon of over fitting defined as
where o λ is the optimum obtained in (21). Vladimir Vapnik [9] formalized the notion of "freedom to fit" by defining the notion of capacity of ( ; ) ⋅ ψ λ
to fit a set of data. This capacity is theoretically quantifiable using the VC-dimension, h . The phenomenon of over-fitting is then to be expected for ℓ ≳ h . It is desirable then to have an estimator with a low VC-dimension. Generally one should expect reasonable performance for an estimator for which 20 ℓ h ≳ .
The "Curse of Dimensionality" -Due to the nature of nonlinear relationships, many more training samples are required to learn a nonlinear relationship than a linear one. In general, to learn a mapping :
, it is necessary to observe its behavior in all "regions" of the which are optimal, a loss function is necessary. In the standard SVM formulation, 
ˆ( , )
Notice that both the optimization problem (23) and the estimator (24) are expressed in terms of the kernel function ( , ) k ⋅ ⋅ only, not the mapping ( ) ⋅ φ . Mercer [7] showed that a function ( , ) k ⋅ ⋅ which satisfies
implicitly defines the mapping ( ) ⋅ φ , and guarantees that it is an inner-product space. Such a kernel is called a Mercer kernel. Figure 8 . The curse of dimensionality.
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e ε e Figure 9 . ε -insensitive loss function.
The solution to (23) 
COMPOSITE MODELING
Now two models exist of the inverse of the plant. One is linear; the other is nonlinear. A composite model is created as shown in Figure 3 and Figure 4 by summing the output of the two models. To estimate these models the plant is excited with the random time series ( ) k n and the associated response ( ) k r is recorded. From these, the data set ( ) 
this mapping is learned it may be used to estimate the proper drive which will yield the proper response as follows 
THE CONTROL SCHEME
In this section strategies for determining the best estimated drive ˆ( ) k c are discussed. Typically the first estimate of the drive (called 0 ( ) k c ) is not the best possible drive by the criteria stated in (8) . To achieve the optimum drive, typically a sequence of drives is estimated 0
until an acceptable level of accuracy is attained. Two alternative strategies are presented here.
PREDICT-CORRECT -This method requires a linearization of the estimated inverse plant. Let 
. It is expected that this response will not be optimal, however, by hypothesis, it should be closer to desired response ( ) k a than to the original random excitation response of ( ) k r . In this case then the associated deviation from the linear model may be estimated as 
into the rig and record the response
In this way, if the sequence of responses continues to get closer to the desired response (i.e. 
EXAMPLE
To demonstrate some of the methods presented, consider a 2x2 system (i.e. 2 n = ) which comprises the rear two tires of a single-axle military trailer (see Figure  10 ) where the two inputs 1 ( ) c k and 2 ( ) c k are displacement commands to the left and right actuators respectively and the responses 1 ( ) a k ɶ and 2 ( ) a k ɶ are the associated acceleration responses at the left and right wheel spindles. The control problem is then to develop the proper drive command ( ) k c such that the acceleration responses match some a-priori specified response ( ) k a . In this example the linear SYS-ID portion of the above developed process will be demonstrated.
To begin the system identification process a random noise command ( ) k n is generated with which to excite the system. Such excitation commands are typically specified in the frequency-domain as shown in Figure 11 . They are then converted to the time-domain such that they are uncorrelated in the time-domain. Because the system is not linear, it is desirable to excite the system at Figure 10 . Military trailer which comprises 2x2 system. all energy levels from mild to severe, the time history is linearly increased in amplitude throughout its duration. In this particular case it was designed to begin at roughly 0.5 cm ± and progressively increase to roughly 2.5 cm ± . The generated time histories are shown in Figure 12 . This time history was played into the simulator and the associated response ( ) k r was recorded. Both of the input and output were discretized at a sample rate of 204.8 Hz The estimated impulse response function is shown in Figure 14 . In this case the average mean squared error was 0.1218 cm which is very close to the unregularized optimum. It is therefore observed that the performance has degraded by about 0.7% but the model is much different. This is evidence that the original solution in Figure 13 was unstable or the problem was ill-posed. Figure 15 . Again in this case the average mean squared error was 0.1210 cm which is very close to the unregularized value of 0.1209 cm which is again evidence of an ill-posed problem.
CONCLUSION
This paper presented an approach to full-vehicle simulator control which accounts for nonlinearities in vehicle/simulator system. To improve on the standard linear methods of Cryer et al. a composite linear and nonlinear approach to inverse system identification was developed. The linear method developed operates in the time-domain and employs regularization to express preferences for model behavior in either the time-or frequency-domain. The nonlinear portion of the model is designed to learn the nonlinear deviations from the linear model and the vector-valued support vector machine is used to learn this deviation. Two approaches are presented which describe how to iteratively improve the drive command estimate which are called predict-correct and observe-adapt. The linear regularized techniques are demonstrated for a 2x2 system. 
