The credit system makes teaching students in accordance with their aptitude possible, which provides the basis for the development of students' personality. At the same time, it has brought great challenges for the management of the students. In order to better manage the students, and to provide some useful guidance, K-means algorithm is used to cluster the students to the nearest classifications; rough set is used to reduce attributes in order to improve the efficiency of clustering. The method is applied to cluster students, and the result shows that it is feasible.
Introduction
With the deepening of teaching reform in higher education, all the colleges and universities have actively explored and implemented the management mode of the credit system in order to meet the requirements of the popularization of higher education and the diversification of the stage [1] [2] [3] . The implementation of credit system provides a good development space for students that perfect their personality and all-round development. But the students' management under the credit system is different from the existing student management system, which will put forward new requirements and challenges to students' management [4] [5] . The original fixed class management mode is broken; course selection, classes and examination of students are uncertainty. Due to the different in courses selected, a class may from different majors and grades of the students; even the students live in same dormitory, curriculum is also different. Therefore, students have the characteristics of dispersion and mobility, which brings great challenges to the daily management. Under the credit system, degree of freedom increased for each student, but all the students in the whole school will have some of the same or similar circumstances for a long time, the so-called "Like attracts like, if according to the Birds of a feather flock together". If students are clustered based on the performance for a long time, so that students have more in common in the same clustering, and different clustering are different. The different methods of management can be used for different clustering, which can not only improve the pertinence of management, but also provide some useful suggestions for student in course selection, employment and other aspects. K-means algorithm which has the advantages of classification for large data sets is a very influential technology in scientific and industrial applications. Therefore, the method is used to cluster the students in this paper. 
Where i  is the mean of points in i S . Rough Set. Rough set first described by Polish computer scientist Zdzisław Pawlak to deal with imprecise or vague concepts. Here, the basic notation is introduced only from rough set approach used in the paper [9] [10] [11] [12] [13] ].
An information system is denoted as S=(U, A, V ,f) where U={ U1,U2,U3,…,U |u|} denotes the set of all objects in the system, A={a1,a2,a3,…, a|A|} is the set of all attributes. C is the set of conditional attributes and D is the set of decision attributes. C and D are mutually exclusive and C  D = A, C∩D=φ, then S is viewed as a decision table. V=∪Va where a∈A, Va is the range of the attribute a; f: U×A→V is an information function, if q∈A, x∈U, then f(x, q) ∈Va is the attribute value of the object in U.
F(x, q) denotes the value of attribute q ∈ A in object x ∈ U. f(x, q) defines an equivalence relation over U. With respect to a given q, the function partitions the universe into a set of pairwise disjoint subsets of U:
denotes the partition of U given IND(P) and which is calculated by formula 3.
The lower and upper approximation of a set P  U (given an equivalence relation IND(P) )is defined as:
The positive region contains all objects in U that can be classified in attributes Q using the information in attributes P. The negative region is the set of objects that cannot be classified this way.
Clustering Based on Rough Set and K-means
Clustering can not only reduce the difficulty of student management, but also make student management have the advantages of pertinence and high efficiency; K means is an effective clustering algorithm, so it is used in student management in this paper. The height, gender, age of student and other factors have little effect on student management, so they are not considered in the paper. In addition, although character is important, but it is very difficult to collect data, it also isn't considered in the paper. The first fundamental task of students in the school is learning, and a test is used to know the effect of learning after completion of the course. Therefore, these data not only are large, but also can guide the students select courses that is suitable for their own. The grades are used to cluster students in this paper. The specific process is shown in Fig. 1. data pretreatment data normalization clustering based on K means Figure 1 . The process of cluster Data Pretreatment. A table is constructed where courses are columns and students are rows, courses are labeled from C1, students are labeled from S1.Missing value in the table should be processed before reduction. The techniques of missing value imputation are: listwise deletion, mean imputation and some types of hot-deck imputation [14] . The listwise deletion is used to deal with missing value in the paper.
Attribute Reduction Based on Rough Set. Reducing the attribute of datasets is one of the core contents in rough set theory. The two steps are required to reduce attribute. Firstly, data must be discrete to improve its general. These methods are commonly used: equal width algorithm, equal frequency algorithm, Naive Scaler methods and so on. As the scores have the characteristics of the normal distribution, the equal frequency algorithm is used in the paper. Finally, remove the attributes that are not as important or redundant in data set, the process is realized by the following algorithm. Input: A decision Output RED Clustering Based on K-means. The data may be clustered after pretreatment; the students will be divided into 3 categories in accordance with the scores. Firstly the three initial clustering center is determined, were normalized scores 0, 1 and 0.5 of C1; then each student will be assigned to the nearest class based on Euclidean distance to three clustering center; finally, the cluster center is recalculated until convergence.
Example
As an example, some grades of students of a class in specialized in computer are taken. This grade table is pretreated by the method in step 1. The scores are discrete based on the equal frequency algorithm. A part of results are shown in Table 1 . The set of {C1, C2, C4, C7, C12} is formed after reduction. The students are clustered to 3 categories based on k means without reduction and with reduction; the result is shown in the Fig. 2 . Table 1 Results of attribute discrete   C1  C2  C3  C4  C5  C6  C7  C8  C9  C10  C11  C12  C13  C14   S1  3  2  2  3  3  2  2  2  2  3  3  3  2  2   S2  2  2  4  3  2  3  3  3  3  2  4  2  4  4   S3  3  3  3  2  3  3  2  3  3  3  3  4  3  4   S4  4  3  2  4  1  1  3  1  2  4  2  2  2  2   S5  3  4  2  3  1  2  4  2  3  2  2  1  2  3   S6  1  3  3  2  2  3  1  3  2  2  2  1 2 1 Figure 2 . The result of clustering
Conclusion
The student management of the credit system is discussed in this paper, and the students are clustered based on K-means clustering algorithm, the rough set is used to attribute reduction in order to improve the computational efficiency.
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