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1. Einführung
Ein Schwerpunkt der Nutzung des FR 2 sind die an den
Strahlrohren aufgebauten kernphysikalischen Experimente.
Ein Teil dieser Meßanlagen ist mit einem zentralen Daten-
verarbeitungssystem verbunden, das sich ebenfalls in der
Rotunde des Reaktors befindet. Kernstück des MIDAS (Mul-
tiple Input Data Acquisition System) sind integrierte Klein-
rechner (On-Li ne-Computer), unter deren Führung die Er-
fassung, Obernahme, Verarbeitung und Speicherung der
Meßdaten von 8 Experimenten vorgenommen wird. Die
physikalischen Aufgaben dieser Experimente sind sehrun-
terschiedlich, sie umfassen Untersuchungen mit Gamma-
spektrometern, Neutronenflugzeitmessungen [1], Untersu-
chungen zur Spaltungsphysik und Mößbauer-Experimente.
Alle Experimente besitzen eine eigene, unabhängige elek-
tronische Ausrüstung mit Strahlungsdetektoren, Verstärkern,
Analog-zu-Digital-Wandlern, Koinzidenzkreisen und Ver-
sorgungsgeräten.
Bisher war es üblich, auch die Erfassung und Speicherung
der Meßdaten für jede Meßapparatur getrennt vorzunehmen.
Bei Untersuchungen mit nur einer Meßgröße, bei deren
Registrierung man mit wenigen elektronischen Zählern oder
einem kleinen Vielkanalanalysator auskommt, ist eine un-
abhängige Datenerfassung sicher von Vorteil. Ein erheb-
licher Teil der Strahlrohrexperimente ist aber so ausgelegt,
daß gleichzeitig mehrere Meßparameter und ihre Verknüp-
fungen erfaßt werden können. Diese Vielkanal-Mehrpara-
meter-Unt':lrsuchungen sichern durch die parallele Bestim-
mung sehr vieler Einzelwerte der Meßgrößen sowohl eine
hohe Ausnutzung des Reaktors als Strahlungsquelle als
auch eine erhebliche Steigerung der experimentellen Aus-
beute.
Die Anfo,derungen der Mehrparameter-Meßtechnik bei der
Erfassung und Steuerung des Datenflusses lassen sich durch
konventionelle, fest programmierte Speichergeräte nur un-
zureichend erfüllen [2]. Daher waren wir gezwungen, die
Geräte und Methoden der Computertechnik für eine inte-
grierte Datenverarbeitung einzusetzen.
2. Organisation des MIDAS
Fig.1 zeigt die Anlagenteile des MIDAS und die sie ver-
bindenden Informationskanäle. Gezeichnet ist die Ausbau-
stufe MIDAS 66, ein symmetrisches Doppelcomputersystem
mit Magnetband- und Plattenspeichern. Diese Anlage tritt
mit Beginn der neuen Betriebsphase des FR 2 an die Stelle
der bisherigen Anlage MIDAS 64 [3], die im schrittweisen
Aufbau seit Sommer 1963 im Dauerbetrieb eingesetzt war
(Fig.2).
2.J Das Eingangssystem
Durch den Anschluß mehrerer räumlich getrennter Experi-
mente war es nicht möglich, Meßplatzelektronik undCom-
puterzentrale eng benachbart aufzubauen. Eine direkte
räumliche Verbindung ist auch aus Gründen der Betriebs-
organisation und der Störsicherheit unerwünscht. Es werden
am Meßplatz nur die Anlagenteile von MIDAS installiert,
die dort unbedingt benötigt werden. Diese Aufteilung in
Außenstationen und Zentrale ist in Fig.1 angedeutet.
2.11 Der Ein g a n g s p u f f e r
Die Eingangsstation des Datenverarbeitungssystems am spe-
ziellen Experiment ist ein Ein-Wort-Puffer, das in einem
Zugriff 20 Bits parallel übernehmen kann. Die Aufteiiung
der dadurch gegebenen 1,048· 106 Meßkanäle auf die di-
gitalen Ausgänge der Experimentelektronik (Analog-Digi-
tal-Wandler, Positionscoder, Flugzeitzähler usw.) ist be-
liebig. Werden die Zuordnungen häufig gewechselt, können
Experimentausgänge und Puffereingänge über eine Schalt-
tafel verbunden werden.
Dos Steuerwerk des Eingangspuffers arbeitet wie folgt: Meldet die Experi-
mentsteuerung die abgeschlossene Codierung eines Ereignisses, so öffnet
dasSteuerwerk die Eingangstore und übernimmt das binär-codierte Ereignis
in ein Flip-Flop-Register. Nach Abschluß der Obertragung gibt es ein An-
zeigesignal an das Experiment zurück, durch das wahlweise Zähler ge-
löscht, Wandler zurückgesetzt werden usw. Gleichzeitig wird das Daten-
wort, ergänzt durch einen 4-Bit-Erkennungs- und Prüfcode der Puffer-
station, auf die Obertragungsleitung gesetzt. Ein Steuersignal meldet die
besetzte Leitung an das Steuerwerk der zentralen Datenübernahmeeinheit.
2.12 Ein g a n g s zen t ra I e
Um eine schnellere Obertragung zu erreichen, hat jeder
Eingangspuffer seinen eigenen Obertragungskanal (Fig.3).
Für die Eingabe in den Kernspeicher des Computers steht
allerdings nur ein gepufferter Datenkanal zur Verfügung,
so daß die Obertragungswege vor dem Computer zusam-
mengeführt werden müssen. Diese Aufgabe übernimmt
der Multiplexer. Die Obernahme des Digitalwortes geschieht
im direkten Zugriff, d. h., es erfolgt keine umlaufende Ab-
tastung der Eingangskanäle. Beim Vorliegen eines Steuer-
signals wird vielmehr der entsprechende Obertragungsweg
bereits im nächsten Zyklus durchgescha !tet. Liegen mehrere
Anrufe gleichzeitig vor, so entscheidet eine Prioritätssteue-
rung über die Reihenfolge der Ob.ernahmen. Die dabei ent-
stehenden Wartezeiten sind gering; alle 1,2 f.lS kann ein
24-Bit-Datenwort übernommen werden.
Ober eine unabhängige Ausgabesteuerung fließen die Da-
ten dann weiter in einen Pufferbereich des Kernspeichers.
Da alle Computerdatenkanäle nur 12 Bits parallel übertra-
gen können, muß pro Ereignis zweimal zugegriffen werden.
Die Obertragungszeit für den doppelten Zugriff ist 26 f.lS.
Um DatenverJuste beim gleichzeitigen Auftreten mehrerer
Ereignisse zu vermeiden, werden die Daten in einem 4-Wort-
Registersatz vorgepuffert. Alle diese Obertragungsschritte
erfolgen automatisch, um den Computer nicht mit einfachen
Steueraufgaben zu belasten. Unter dem Einfluß des Com-
puterprogramms stehen lediglich die Kanalsteuerung (Ab-
schaltvorrichtung) und der Datenkanal. Die Kanalsteue-
rung regelt das Zu- und Abschalten einzelner Obertragungs-
kanäle. Sie erhält ihre Anweisungen durch Funktionscodes,
die über den Normaldatenkanal ausgegeben werden. Die
gepufferten Datenkanäle haben einen eigenen Zugriff zum
Kernspeicher und können daher unabhängig von der Ab-
wicklung eines Programms Blöcke von Daten mit externen
Geräten austauschen. Nur Beginn und Ende einer Block-
operation werden vom Programm überwacht. Bei der Ober-
nahme der Meßdaten geschieht das auf folgende Weise:
Das Programm reserviert für die einlaufenden Daten einen Kernspeicher-
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Fig. 2: MIDAS 64 in der Halle des FR 2, ganz links die Magnetbandsteuer-
einheit, zwei Magnetbänder CDC 603, Sichtgerät, zentrale Datenüber-
nahmeeinheit (Multiplexer), der' schreibtischgraße Camputer 160-A mit
Lachstreifenleser und -locher und die Schreibmoschine
Fig.2: MIDAS 64 in the FR 2 reaetor hall, on the left hond the magnetic
tape control unit, two magnetic tape units CDC 603, display unit, central
data input unit (multiplexer),the computer 160-A with paper-tape punch
and paper-tope reader and the typewriter
Fig. 1: Blockschema der Doppelcomputer-
anlage.
Prozessoren (CDC 160-A/8090),
»private{( Kernspeicher der Prozessoren,
gemeinsamer Kernspeichert wird von
beiden Prozessoren ols interner Spei-
cher betrachtet,
81, B2 »private« gepufferte Datenkanäle,
B3 gepufferter Datenkanal des gemein-
samen Kernspeichers, an diesen Kanal
angeschlossene periphere Geräte kön-
nen auch über B1 und B2 unter Um-
gehung von B3 benutzt werden,
N1, N2 ungepufterte Datenkanäle zum Aus-
tausch kleinerer Informationsmengen 1
Sl, S2 6-Bit_Eingänge lür manuelle Steuer-
kommandos,Sl übernimmt auch Signale
der Systemüberwachung.
Die Austauscheinheit dient zur programmtech-
nischen und elektronischen Abstimmung der
Zusammenarbeit der beiden Computer. Die
Schaltzentrale verbindet Sichtgeräte, Trommel
und Datenkana!.
Gestrichelt gezeichnete Einheiten in Entwicklung
oder vorgesehen
Fig. 1: Block diagram 01 the double computer
system
processors (CDC 160-A/8090),
private memory 01 the 2 processors,
shared memory, both computers can
Use it os an internal storagel
B1, B2 private buffe red data channels,
B3 buffe red data channel of the irradia-
tion memory i the computers can over-
ride the B3 channel control and use
the peripheral equipment connec/ed to
this channel,
N1, N2 unbuffered data channels used to
exchange small amounts of informa-
tion,
51, S2 special input channels, 51 conneets
the commond pan!,ls to the computer
P1; 51 is also activated by the signals
of the system contro!.
The exchange unit facilitates (hardware ond
software) cooperation of the 2 computers. The
switchbox is a network, which conneets the
data channel, the drum control and the dis-
play units.
Dashed-drawn units are under development
periphere Geräte
Fig. 3: Elektronische Teile der Meßdatenübertragung in den Computer
Fig. 3: Electronic parts of the data transmission to the computer
2.2 Die Computerzentrale
Die Computer und ein Teil der peripheren Geräte (Magnet-
bandeinheiten, Lochstreifenein- und -ausgabe) sind Produkte
der Control Data Corporation, Minneapolis, USA; Schreib-
maschine und Plattenspeicher sind IBM-Fabrikate. Die üb-
rigen Teile der Anlage sind Eigenentwicklungen unseres
Instituts.
Zugriff zu seinem »Privatspeicher« (private memory) muß
dem zugehörigen Prozessor durch ein Interruptsignal an-
gezeigt werden. Erst nach einer positiven Antwort des be-
troffenen Computers kann der Datenaustausch eingeleitet
werden. Der Befehlsvorrat umfaßt 130 Einfach- und Dop-
pelwortbefehle, die mittlere Ausführungszeit einer Instruk-
tion beträgt 15 ftS.
2.22 Die D a t e n k a n ä I e
Von den 5 Datenkanälen sind 3 gepuffert (B1 ... B3) und
zwei ungepuffert (N1, N2). Bei Ein-Ausgdbe-Operationen
über die ungepufferten Kanäle wird das Computerpro-
gramm gestoppt, da das Rechenwerk zur Obertragungs-
steuerung verwendet wird. Die Pufferkanäle haben, wie
schon beschrieben, eine eigene Steuerung. Die Kanäle B1
und B2 können sowohl mit ihren Privatspeichern als auch
mit dem gemeinsamen Speicher arbeiten, dagegen ist der
Kanal B3 auf den Zusatzspeicher beschränkt. Sind mehrere
periphere Geräte über eine Sammelschiene parallel an
einen Kanal angeschlossen, kann zu einem .Zeitpunkt im-
mer nur ein Gerät pro Kanal mit dem Kernspeicher Daten
austauschen'. Die 5 Kanäle selbst können ohne Einschrän-
kungen parallel arbeiten.
2.23 Die per i p her enG e rät e
Als Hilfsspeicher dient ein Plattenspeicher IBM 1311 mit
auswechselbaren Plattentürmen. Ein Plattenturm hat 10 Ober-
flächen zur Datenspeicherung, seine Kapazität beträgt
17,88' 106 Bits. Die mittlere Zugriffszeit liegt zwischen 97
und 272 ms. Zwei Magnetbandeinheiten CDC 603 mit Ober-
tragungsraten von 41700 6-Bit-Charakteren pro s dienen als
Massenspeicher. Die Schreib- und Lesegeschwindigkeit bec
trägt 190,5 cm/s, das Aufzeichnungsformat entspricht dem
Industriestandard für 7spurige Aufzeichnung.
Die Real-Time-Uhr ist ein unabhängiger Zeitgeber, der mit
dem Prozessor 1 über Interrupts und F.unktionscodes ver-
kehrt. Das quarzgesteuerte Zählregister der Uhr enthält
stets die Absolutzeit (time-of-the-day-c1ock), die durch den
Computer abgefragt werden kann. Weiterhin kann der
Computer durch Setzen eines Maskenregisters vorherbe-
stimmen, zu welchem Zeitpunkt oder in welchen Zeit-
abständen er durch einen Interrupt »Zeitsignal« unterbro-
chen werden möchte. Dadurch erhält das Computersystem
eine Zeitbasis, die ihm eine genaue Kontrolle seiner Real-
Time-Umgebung ermöglicht.
Die Systemüberwachung kontrolliert einige Grundfunktio-
nen der Anlage. So meldet sie z. B. dem anderen Prozessor
einen Ausfall der Steuerung eines Prozessors, oder sie simu-
liert Antwortsignale ausgefallener externer Einheiten. Ein
fehlendes Rückmeldesignal würde so,nst die Zeitkette des
Computers blockieren und zu einemSystemzusammenbruch
führen. Gleichzeitig mit dem simulierten Antwortsignal
setzt die Systemüberwachung einen Sprungschalter, durch
den der normale Programmablauf unterbrochen wird. Da-
durch wird es möglich, ein spezielles Prüfprogramm ein-
zuschalten, das die Fehlerquelle untersucht. Handelt es sich
bei dem Ausfall des externen Geräts um einen einmaligen
Fehler, so wird nur eine Warnung für den Wartungsinge-
nieur auf der Schreibmaschine ausgegeben, das Gerät aber
weiter benutzt. Tritt der Fehler dagegen häufiger oder re-
gelmäßig auf, so wird die betroffene Einheit vom Monitor-
Programm gesperrt. Sind Ausweichmöglichkeiten für dieses
Gerät vorhanden, so versucht das System sich entsprechend
umzuprogrammieren. In den meisten Fällen ist eine solche
Umkonfiguration nur unter Leistungsverlusten möglich, so
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werden in die Kontrollregister des Datenkanals gespeichert, dann wird
die Eingan.gseinheit angewählt und der Datenkanal geöffnet. Je nach
Zählrate füllt sich der im Kernspeicher gehaltene Pufferbereich in einem
bestimmten Zeitraum. Das Computerprogramm läuft in dieser Zeit prak-
tisch ungestört. Erst wenn der Pufferbereich gefüllt ist, wird es durch ein
Eingriffssignal (Interrupt) des Datenkanals unterbrochen und in eine Ant-
wartrautine gezwungen. Dieses Interruptpragramm schaltet sofort den
Eingang auf einen zweiten Pufferbereich um, so daß die Datenannahme
ohne Unterbrechung weiterlaufen kann. In der Füllzeit dieses Puffers wird
der erste Puffer abgearbeitet (Wechselpufferbetrieb). Durch die zeitliche
Entkapplung von Datenannahme und Datenverarbeitung ist es möglich,
mit unseren verhältnismäßig kleinen Computern mehrere Aufgaben gleich-
zeitig auszuführen (Abschnitt 3).
2.21 Die C 0 m p u t e r CDC 160-A/8090
Die beiden Computer haben zwar einen unterschiedlichen
mechanischen Aufbau, sind aber in den Anschlußbedingun-
gen für externe Geräte und im Befehlsvorrat voll kompati-
bel. Die 160-A/8090 sind wortorientierte Parallelmaschinen
für 12 Bits. Der Kernspeicher hat in seiner Grundausstat-
tung 8192 Plätze, die vollständige Zykluszeit beträgt 6,4 ftS.
Ein Zusatzspeicher von 16 K (K = 1024) ist in zwei 8 K-Mo-
duls mit unabhängiger Speichersteuerung aufgeteilt. Beide
Computer können zu diesem gemeinsamen Kernspeicher
direkt zugreifen. Zum Kernspeicher des anderen Rechners
haben sie dagegen nur über einen Datenkanal und eine
spezielle Austauscheinheit Zugang (Fig.1). Ein geplanter
kann. Entscheidend ist aber, daß nicht jeder elektronische
Ausfall zu einem vollständigen Systemzusammenbruch füh-
ren muß.
2.3 Sichtgeräte und Befehlsgeber
Diese Geräte gehören zu den Außenstationen und sind an
jedem Meßplatz installiert. Das Sichtgerät hat die Aufgabe,
Informationen vom Computer zum Experimentator zurück-
zukoppeln [4]. Dazu lassen sich ausgewählte Teile des
Kernspeichers in analoger Form auf den Schirmen von
Kathodenstrahlröhren abbilden. Es handelt sich meist um
Teilergebnisse (Spektren) der laufenden Messungen, die
entweder direkt im Kernspeicher gesammelt werden oder
durch einen manuell gegebenen Befehl von der Plotte auf-
gerufen werden können. Neben den Spektren überträgt das
Sichtgerät auch Nachrichten über den Zustand des Betriebs-
systems, z. B. welche Unterprogramme zur Verarbeitung der
Meßdaten von Experiment X eingeschaltet sind, ob die Er-
eignisse ordnungsgemäß auf die Platte oder auf Magnet-
band abfließen usw. Auch die Annahme oder das Zurück-
weisen einer Anweisung vom Meßplatz wird über das Sicht-
gerät zurückgemeldet. Ein voll ausgebautes Sichtgerät
(Fig.4) kann zwei Darstellungsverfahren benutzen. Im com-
putergesteuerten Modus werden die Steueranweisungen für
die Einstellung der Koordinaten des Punktes auf dem
Schirm und seiner Helligkeit als Digitalworte vom Compu-
ter geliefert und vom Sichtgerät in Analogspannungen um-
gesetzt. In diesem Modus können beliebige Bilder, u. a.
mathematische Funktionen und alphanumerischer Text, ge-
neriert werden. Da für jede Bildänderung eine Neuberech-
nung des darzustellenden Datenmaterials erforderlich ist,
werden bei Anwendung dieses Verfahrens sowohl zusätz-
licher Speicherplatz als auch erhebliche Rechenzeiten be-
nötigt. Beim Spektrenmodus dagegen wählt der Benutzer
durch eine Reihe von Schaltern am Sichtgerät die Dar-
stellungsart (isometrische, helligkeitsgesteuerte oder Viel-
strahl-Darstellung), das Bildformat und den Abbildungs-
maßstab. Diese Einstellungen können für beide Röhren ge-
trennt vorgenommen werden. Oblich ist, auf Röhre 1 ein
Obersichtsbild mit 4096 oder 8192 Einzelpunkten einzustellen
und auf der zweiten Röhre ein ausgeblendetes Detail in
voller Auflösung zu beobachten. Zur vereinfachten Korre-
lation der Bilder ist der Ausschnitt im Obersichtsbild zu-
sätzlich hell getastet. Der Vorteil des Spektrenmodus ist,
daß die Abbildungsparameter im Sichtgerät selbst erzeugt
werden. Dadurch entfallen die aufwendigen, auf das Sicht-
gerät bezogenen Umrechnungen der Meßdaten und Status-
informationen.
Ober den Befehlsgeber gibt der Benutzer Anweisungen an
das Computerprogramm. Für jedes Experiment steht ein
eigenes Anweisungspaket zur Verfügung. Typische Befehle
sind die folgenden:
1. Schaltfunktionen : z. B.
öffne Obertragungskanal Experiment X,
starte Spektrensummierung auf der Platte,
beginne Ausgabe Kontrollbereich Y auf Sichtgerät Experiment X,
beende Ausgabe auf Sichtgerät.
2. Datentransfer :
übertrage Zwischenergebnisse Experiment X von der Platte auf Magnet-
band,
Ausgabe eines Kernspeicherbereiches auf Lochstreifen.
3. Programmierung:
schalte Eichprogramm Z für Experiment X ein,
verbinde Unterprogramme A, B, C zum Meßprogramm Experiment X,
usw.
Ein Teil dieser Aufgaben kann auch unter Kontrolle der Real-Time-Uhr in
regelmäßigen Abständen vom Computer selbst durchgeführt werden.
Fig.4: Vollständige Kontroll- und Steuereinheit mit korrelierten Sichtgerä-
ten (Detailausblendung aus einem isometrischen Spektrenbild und Helltast-
punkt sind zu erkennen) und Befehlsgeber
Fig.4: Complete control unit with correlated display uni!s (the "detailed
pollern" of 0 speclrum displayed in isometrie mode and the marker point
can be seen) and command panel
3. Programmierung
Nach dem Zwischenpuffern der einlaufenden Meßdaten
im Kernspeicher geschieht die Weiterverarbeitung unter der
Steuerung des Speicherprogramms.
3.1 Betriebssystem und Experimentprogramme
Grundsätzlich unterscheiden wir bei der Programmorgani-
sation zwischen dem Betriebssystem (Monitor, Operating
System) und den experimentbezogenen Unterprogrammen.
Das Betriebssystem ist für den Benutzer ein integrierender
Bestandteil des MIDAS. Normalerweise kann der Benutzer
nicht unterscheiden, ob eine bestimmte Funktion von elek-
tronischen Steuerungen (hardware) oder durch das gespei-
cherte Programm (software) ausgeführt wurde. Das Be-
triebssystem bildet den organisatorischen Rahmen, in den
die Spezialprogramme der einzelnen Meßreihen eingefügt
werden. Diese Unterprogramme lassen sich leicht auswech-
seln und ohne Änderung der Gesamtorganisation neuen
Aufgaben anpassen. Für jedes Experiment wird eine Reihe
von Unterprogrammen auf dem Plattenspeicher gehalten;
diese Programme können durch manuelle Anweisung auf-
gerufen werden, so daß der Computer ohne Unterbre-
chung der parallel laufenden Experimente umprogram-
miert werden kann.
3.2 Die Steuerung des Datenflusses
Eine wichtige organisatorische Frage ist die Koordinierung
der zwei parallel laufenden Computerprogramme. Um
Konflikte zu vermeiden, wurden die zentrale Programm-
ablaufsteuerung und die Oberwachungs- und Kontrollrouti-
nen in einem Computer zusammengefaßt (master-slave
mode). Nach diesem Schema übernimmt ausschließlich der
Prozessor 1 den Verkehr mit der Außenwelt. Er beantwortet










Für dos Plottensummieren, gegenwärtig in 256 K, werden die Meßdaten
noch den oberen 6 Bits in 64 Gruppen sortiert. Zu jeder Gruppe gehört
somit ein Adressenbereich von 4 K.
Ist ein Gruppenpuffer mit Adressen gefüllt, so wird der zugehörige Spei-
cherbereich von der Plotte abgerufen und in den Kernspeicher gelesen.
Da während der Such- und Einlesezeit weitere Ereignisse der betreffenden
Gruppe onfo lien können, werden aus den freien Tei len des Kernspeichers
weitere Gruppenpuffer angeschlossen, die fortlaufend gefüllt werden. Die
dynamische Aufteilung des Speichers auf die einzelnen Gruppen wird vom
Computer in einer internen Liste protokolliert. Ist der zu einem Gruppen-
puffer gehörende Akkumulierbereich von der Platte eingelesen, so wird
durch ein Addierprogramm jeweils der Kanalinhalt um 1 erhöht, dessen
Adresse beim Abarbeiten des Gruppenpuffers auftritt. Ober die Computer-
liste werden nacheinander alle zusammengehörigen Gruppenpuffer erfaßt
und verarbeitet. Ein abgearbeiteter Gruppenpuffer wird sofort dem die
Liste führenden Programm angezeigt und kann neu gefüllt werden. Ist der
Speicherbereich auf den neuesten Stand gebracht, sind also alle zugeord-
neten Gruppenpuffer leer, so wird er auf die Platte zurückgebracht, und
ein neuer Speicherbereich kann geholt werden. Mit der Kombination
160-A/1311 lassen sich beim Akkumulieren in 256 K je nach Verteilung der



















Arbeitsbereich ! r Übertragung in den Kernspeicher Arbeitsbereich
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geber entgegen und führt sie in den meisten Fällen auch
aus. Nur wenn es sich um einen Befehl an einen Experi-
mentmonitor handelt, der in Computer 2 läuft, gibt er die
Anweisung an dieses Programm weiter. Aus dem Datenfluß-
bild (Fig.5) ergeben sich die weiteren Aufgaben des Haupt-
monitors. Er verteilt die im Eingangspuffer stehenden Da-
ten auf die einzelnen Analysierprogramme und kontrolliert
zudem durch eine Umschaltroutine die Datenübernahme.
Diese Routine besteht im wesentlichen aus einer, Uber-
lastungskontrolle, die immer dann ein Notprogramm ein-
schaltet, wenn mehr Daten angeliefert werden, als der
Computer verarbeiten kann. Dieser Fall tritt ein, wenn ent-
weder ein Experiment die zulässige Zählrate erheblich
überschreitet oder wenn nach Ausfall eines Anlagenteiles
das System nur noch mit verminderter Leistungsfähigkeit
läuft. Bei überhöhter Zählrate kann das Notprogramm das
fehlerhafte Experiment durch Vergleich der aktuellen Zähl-
rate mit den Vorgabewerten erkennen und den zuge-
hörigen Ubertragungskanal so
lange abschalten, bis der Fehler be-
hoben ist. Auch die Gesamtaus-
lastung der Computer wird von dem
Kontrollprogramm überwacht. Bei
Oberlastungsgefahr werden dann
z. B. weitere manuelle Anweisungen
abgewiesen, oder ihre Bearbeitung
wird so gestreckt, daß keine Behin-
derung der Real-Time-Aufgaben mit
höherer Priorität auftritt.
Fig. 5: Datenflußplan der Anlage MIDAS 66
Fig. 5: The flow of doto through MIDAS 66
3.3 Speicherung der Meßwerte
Die Meßergebnisse der Vielkanai-




ten reicht aber die Speicherkapazi-
tät des Kernspeichers für eine
direkte Akkumulierung der Spek-
tren nicht aus, so daß andere Akku-
mulierverfahren unter Verwendung
größerer Speicher benutzt werden
müssen. Beim MIDAS stehen als
Hilfsspeicher Magnetbänder und
Platten zur Verfügung, die auf fol-
gende Weise eingesetzt werden:
Daten von Experimenten mit sehr
vielen (über 106 ) Meßkanälen wer-
den Ereignis für Ereignis in Blöcken
auf Magnetband gespeichert und in
unabhängigen (ofF-line) Auswerte-
läufen auf Großrechnern oder in
den Reaktorpausen auf MIDAS aus-
gewertet. Experimente mit mittleren
Kanalzahlen (etwa 105) werden
schritthaltend auf dem Platten-
speicher summiert. Diese Aufgabe
erfüllt der Prozessor 2.
3.4 Protokollierung auf Magnetband
Eine zentrale Rolle in der Organisation und Kontrolle des
Betriebsablaufes hat die Aufzeichnung auf Magnetband.
Neben seiner Aufgabe, die unakkumulierten Ereignisse für
eine spätere Auswertung zwischenzuspeichern, dient das
Band als allgemeines Protokoll buch für alle Aktionen, die
im System ablaufen. So werden alle manuellen Anwei-
sungen, die Störmeldungen und die durch die Real-Time-
Uhr ausgelösten Operationen auf Magnetband festgehal-
ten. Ebenso wird alle 4 Stunden der gesamte Inhalt des
Kernspeichers und des Plattenspeichers auf Magnetband
ausgegeben (checkpoint). Dadurch ist sichergestellt, daß
bei einem Systemzusammenbruch, der auch die Speicher
beeinflußt, nur die Meßergebnisse der letzten Stunden ver-
lorengehen können. Da zudem jede Zustandsänderung des
Programmes seit dem letzten »Systemdump« auf Magnet-
band registriert wurde, ist durch ein Rückspulen des Ban-
des bis zum Checkpoint und einem Prüflauf bis zum Fehler-
zeitpunkt ein fehlerfreies Wiederanlaufen des Systems in
genau dem Zustand möglich, wie er unmittelbar vor dem
Zusammenbruch bestanden hat. Dieses weitgehend selb-
ständige Wiederanfahren der Anlage mit einem Minimum
an manueller Unterstützung ist deshalb so wichtig, weil
sowohl die Experimente als auch die Computerzentrale im
24-h-Betrieb ohne Anwesenheit eines geschultenOperateurs
laufen müssen. - Alle Protokollbänder werden archiviert
und können bei Bedarf zusätzlich auf Großrechnern aus-
gewertet werden. [Eingegangen am 20.1.1966)
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