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Abstract. There is some evidence that an axial map, as used in space
syntax, may be related to an underlying cognitive map in humans. How-
ever, the axial map is derived strictly from the mathematical con¯gu-
ration of space rather than any property of people. Hence there is a
question of how a person might have embedded such a map.
In this paper we report the results of several experiments which aim to
improve the correlation between agent and pedestrian movement. We use
a database of external occlusion points derived from isovists constructed
throughout the system to provide a lookup table for agents to guide their
movement. Since the table is external to the agents, we refer to the visual
architecture as exosomatic. The results do improve on previous studies,
but are still far from a good simulation of pedestrian movement.
However, there is a philosophically important outcome from the experi-
ments. When the agents are tuned to best performance, their movement
patterns correspond to the axial structure of the system. This can be
shown to be a mathematical result of their movement strategy; that is,
the manifestation of movement, or the `memory' of an agent experiment,
relates to the combination of the internal structure of the agent and its
engagement with the environment in the form of an axial map.
There are two unresolved steps from the relationship between individual
and environment to human cognition: one, it cannot be shown that people
do actually use occlusion points for movement, and two, even if they were
to, it cannot be shown that they would use the resultant axial structure
for higher level navigation decisions. Nevertheless, our results do provide
evidence for a link between the individual and the axial map through
embodiment of an agent-environment system, and our theory provides
a mechanism for a link between the embodied map and preconditions
for cognitive structure, which may in turn provide a basis for the future
research into the means by which space syntax may be related to spatial
cognition.
1 Introduction
Space syntax [1] is the study of the relationship between space and society. One of
the central tools of space syntax is the axial map. An axial map is an abstraction
of the space between buildings (or rooms and corridors of a building) to straight
lines drawn through it according to a formal algorithm [2, 3] (¯gure 1). It has
163been discovered that graph measures of the resulting network of lines correlate
with aggregate pedestrian movement, particularly at the urban scale [4, 5, 6].
However, the means by which the axial map translates movement at the level of
the individual to a measure of a graph has not been fully explained. Therefore,
the aim of this paper is to explore the nature of the axial map through its
relationship to the individual. This does not carry us directly from individual to
graph measure, but it does provide a link from an individual in continuous space
to an axial, or at least, axial-like, structure. To achieve this aim, we employ agent-
based models to simulate pedestrian movement, and look at various parameters
that a®ect their movement, before returning to the aim of understanding the
axial structure.
500m
Fig.1. An automatically generated axial map of Barnsbury in North London, within
the open space of the area.
There is discussion about whether the movement correlation observed with
axial maps relates to the internal structure of an individual, or whether it relates
to the physcial constraints of the map.
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reference to the occupants of a space it would seem natural to suggest that the
overriding factor is the physical constraints of the space. The core premise is that
placement of buildings or rooms leads directly to the movement observed. This
is the theory of natural movement [5]. It is a theory that does not require an
individual, rather the linkage is between society and space; the observed move-
ment is the result of the aggregation of individuals, rather than any individual
alone. It is this feature that allows the construction of a theory of the movement
economy [7]: the spatial con¯guration self-perpetuates through the action of
building shops in response to movement, which then leads to further movement,
and further shops around it; that is, to Hillier, in his earlier work, the space is
the `machine', the mechanism in itself that leads to societal organisation.
However, there is another view, and that is that the axial line is a feature of
the internal representation of space used by people1. It has been realised that the
axial map is an extremely economic representation of space. Each line can cover
many street segments, and requires, mathematically on a surface, just four vari-
ables (x;y location to x;y location or x;y location, direction and length). This
economy, and the relation of axial lines to movement, has led to the suggestion
that a cognitive map of the space might utilise similar features [8, 9]. This mir-
rors research in robotics by Kuipers that suggests that a skeletal framework just
needs the notion of `to the left of' or `to the right of' in order to allow navigation
from it [10]. Thus, Kim and Penn [11], investigate the relationship of axial maps
to sketch maps as drawn by people. They ¯nd parallels between the graph im-
portance of certain axial lines and the regularity with which the line is included
in the sketch map. There is also a move to tie plausible cognitive functions to
measures of the axial lines. For example, Dalton [12] has introduced angular
analyses of axial maps in order to move towards experimental evidence of how
people use minimal angular strategies to navigate from location to location [13].
The inclusion of these features has lead to improved correlation between mea-
sures and observed movement [14]. However, in all these studies, the existence
of axial lines as a cognitive stucture on which to build the analyses is assumed.
Thus, in this paper, we are interested in how the structure itself might arise,
not through consideration of cognitive function, but through the engagement of
agents with the environment.
In the next section, we will review the recent research in the direction of an
embodied model of agent behaviour in the environment, including the relation-
ship to active perception in robotics, situated cognition and further extensions to
sensorimotor contingencies and phenomenology. We will then move on to prac-
tical experiments involving agent models, and show that there are de¯ciencies
1 More evidence for this mode of interpretation exists than is presented here: in par-
ticular, the argument in the next section about eigenvectors can be used to show
that if agents used strict natural vision, then movement could only be related to the
connectivity of the axial line. As observed, movement is actually related to a second
degree measure of each axial line, and thus must be due to some secondary e®ect:
either people following people, or using memory in order to navigate.
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used ¯rst order, that is, direct, indicators of further con¯guration to guide their
movement. In this paper, we apply a second order indicator, that of an occluding
edge, so as to attempt to create a more `human-like' pattern of movement from
space to space. There is considerable experimentation to be done in this area,
and we show the results of the application of several combinations of param-
eters to how the agents might respond to these environmental clues, both for
the urban example of Barnsbury in North London (see ¯gure 1), and the Tate
Britain Gallery in London. It is discovered that the occlusion edge mechanism
creates agents which correlate well with aggregate pedestrian movement in the
urban environment. In addition, these agents create a pattern of lines through
their movement, linking occlusion point to occlusion point. We show that these
linkages re°ect the mathematical mechanism used to create an axial map, and
therefore that there is an innate association between the axial map and the em-
bodied process of the agent movement in the environment. We suggest that this
link provides evidence that an axial map is in fact the embodiment of move-
ment in the environment, and thus inherently related to both the structure of
the agent and the structure of the environment. However, we also demonstrate
that this is not the whole story. We show that people in building environments
cannot navigate by occlusion-edge alone if they are to produce the patterns of
movement observed. There is a further connection with the environment not
caught by these new agents, which is perhaps better caught by the original ¯rst
order agents, or perhaps a feature of the environmental task not included in
our models, such as, in the art gallery example used, a move to view paintings.
Therefore, we are forced to conclude that axial models of building environments
are also insu±cient both representationally and practically. A rereading of the
original space syntax literature relating to the Tate Britain Gallery shows that
this restriction is implicitly acknowledged: the model used is not purely axial,
but also includes convex areas (rooms), to equate movement to the model. The
conclusion is that if a cognitive map represents the entire movement process,
then it must be more complex than an axial map alone.
2 Background
An isovist is the visible polygon from a location in a plan of an urban or building
environment, as shown in ¯gure 2. Benedikt introduced the concept to architec-
ture in order to try to quantify the perceptual experience of a place [15]. In
particular, he recognised that the way people moved around a space might be
in°uenced by the shape of the isovist, not simply by the objects within it. He
supposed that people would be guided by isovist properties, following Gibson's
suggestion that people may be guided by direct (or active) perception, that is,
simply respond directly to the a®ordances o®ered by the environment rather
than through any higher cognitive function [16].
Recently, with Penn, the author introduced simulation agents guided by the
simple isovist property of visible area in the direction of movement [17]. We
166Fig.2. An isovist generated from a location, or conversely, the isovist which converges
on a location
constructed a dense grid visibility graph of a °oorplan and allowed agents to
choose their next destination from a selection of grid points in the agents' ¯eld
of view. We discovered that if the agents are given a ¯eld of view of 170± and
allowed to progress three steps before reselecting a destination, then aggregate
movement of agents in a gallery space correlates well (R2 = 0:77) with observed
movement of people [18].
The power of this simple movement rule has led both Penn [9] and the author
[19] to speculate as to the possible link between the agent movement and axial
lines. Both of us point out that the information the agent sees is exosomatic:
that is the agent samples the what Gibson calls the ambient optic array at any
one location. The agent itself simply reacts to the environmental inputs at any
time, producing a `natural' outcome to stimuli. As such, the agents mimic those
in Brook's subsumption architecture [20]. They have no explicit representation
model, but the knowledge of the system (the natural outcome) is embedded in
how the agents relate to a speci¯c system. I have suggested that the system is
essentially autopoietic [21] in nature: that there is an ongoing relationship be-
tween an organism and its environment [19]. Wheeler [22] calls such an ongoing
relationship a `hermeneutic dialogue'. He (Wheeler) suggests that this leads to
a phenomenological understanding of the process; that is, that the experience of
the agent can be accessed at the metalevel of the dialogue between agent and
(to the author) the environment. Penn's analysis [9] is more clearly related to
the notion of distributed or situation cognition [23, 24]. That is, that the knowl-
edge exists out there, in the environment, and the agent is the receptor of that
knowledge. In both the cases of Penn and myself, however, there is a desire to
suggest that the axial map has some sort of relationship to the agents { either
the result of an externalised memory or as a physically embodied system { which
is not directly internal. O'Keefe, who proposed that the hippocampus may act as
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inherently relate to the physical structure, and that there is an essential inter-
twined relationship between representation and physical structure, be it in the
brain or the environment [26]. It is an area that O'Keefe calls `neurophilosophy'
and it is echoed in the visual sensorimotor contigencies proposed by O'Regan
and NoÄ e [27]. In e®ect, O'Regan and NoÄ e suggest that visual consciousness is
only possible in relation to an environment and meaningless without it. The
point is that there is a constant overlap between the representation in the brain
and physical environment; where the information is stored is to a certain extent
°exible, and features structural properties of both the environment and the in-
dividual. The emphasis herein is how structure might arise from movement and
engagement with the environment.
At one level, Penn and my [17] agents are even more simple than we have
already suggested. Since each agent only reacts to the information directly avail-
able to it at any one location, the probability of its next move at any time can
be written as the initial distribution at each location (a vector for the inhabi-
tants at each location) ! multipied by a Markov transition matrix, for example,
M. That is !t+1 = M!t. The probability of a move after two steps is given
by multiplying the matrix together, M £ M or M2, and after n steps, Mn, so
!t+n = Mn!t. An interesting property of the steady state of movement in the
system is that !t+1 = M!t. Thus, the steady state vector is simply an eigen-
vector of the matrix M. We might call the ¯rst eigenvector !0. It should be
noted that !0 = M!0 = M1!0. That is, the steady state movement is simply
an eigenvector of the standard transition matrix2. Now, the transition matrix
for the agents is extremely complicated, but we can draw certain conclusions.
Most importantly, that the matrix does not rely on the last direction chosen by
an agent. That is, any directionality involved in the movement of the agents is
inherent in the physical properties of the location at hand. This suggests that,
so long is there is no direct or indirect feedback into the system (for example,
agents that see other agents), the movement result is a local property that can
be extracted from the environment. This is not as easy as it may sound given the
matrix, and it is for the steady state limit, rather than agents walking a certain
number of steps, but it does give a direct relationship between a property of
the environment and the internal properties of the agent. Hence, although we
cannot access the internal properties of a real agent (and we have failed to cater
for learning) we can suggest that the static abstract output from an agent run
is, to a certain degree, a manifestation of its internal structure. As we have dis-
cussed, both Penn and I independently suggested that the static abstract output
we presented had a relationship to an axial structure. As I have suggested here,
if this is the case, the axial structure is an inherent property of the internal
structure of the agent and the external local properties of the environment when
applied together. However, the earlier agents presented by Penn and myself have
shortcomings which lead us to suggest that the properties they presented were
2 This is a standard mathematical result, ¯rst raised with the author by Wagner [28]
168not actually axial, although perhaps closely related. Herein, I show that with
minor changes, those agents could embody axial structures.
3 Methodology
3.1 Practical Problems and Solutions
Application of Penn and Turner's agents [17] to larger scale spaces has proved
less successful than our initial building scale experiments [18], perhaps due to a
less controlled environment where entrance and exit are unconstrained, but also
perhaps because the agents appear to congregate in larger spaces, as their direct
perception leads then towards open areas. This can lead to a stark contrast
between agents and observation where there is open space such as a park. For
example, in the area of the South Bank in London by the London Eye, paths
recorded for people followed through the space di®er strongly from the patterns
of agent movement, as shown in ¯gure 3(a) and ¯gure 3(b).
(a) (b) 100m
Fig.3. (a) Pedestrian movement through the South Bank, London. Observations and
image by Christian Beros, used with kind permission. (b) Trails of standard direct-
perception agents in the same environment.
One might suggest that perhaps this `milling' in the centre of the space is
a simple outcome of the rules employed { if agents were to continue to their
destination, rather than simply taking three steps before selecting another des-
tination (see the beginning of the last section), then surely they would walk
straight across open areas? However, there are two downsides to using this strat-
egy: ¯rstly, that experimentally this was found to be poor by Turner and Penn
169[18], but also that the agents may still choose destinations in the middle of the
space, and the people observed in ¯gure 3(a) clearly are not. Their selection is
to an edge, away from the central space.
We might also posit other possible mechanisms for movement based on the
properties of locations. Conroy [13] has observed that people slow and appear
to make direction decisions in locations where the isovist properties are skewed,
that is, the centre of mass of the isovist and the location where the isovist
was generated are separated. This implies that some property of the isovist is
considered before making a movement decision. However, just because people
are observed making decisions at locations with high skew does not mean that
all locations with high skew result in movement decisions. Furthermore, it does
not suggest how people move from area of high skew to another similar area.
Of course, a simple wall-following procedure may lead to the pedestrian move-
ment patterns shown in ¯gure 3(a) (and indeed we have presented results of
animat experiments elsewhere that do evolve such a strategy [29]). However,
whether or not people do actually simply follow walls when navigating envi-
ronments is di±cult to tell from observation data alone: roads typically have
pavements at their edges, and town squares often have street furniture at their
centres (particularly in the UK where our data is retrieved), and elsewhere avoid-
ance of sunshine will play a role in how people cross open squares. Therefore the
exact strategy used is di±cult to ascertain, although further research in this area
required.
In this paper, we will consider another possible mechanism to allow crossing
open areas as shown in ¯gure 3(a). When Benedikt introduced isovists, he also
proposed a measure of occlusivity. This measure indicates where isovists have
long lengths of occluding radials, that is, a radial that marks a boundary between
visible and occluded objects (¯gure 4). For navigational purposes these occluding
radials might also be important, as they mark areas of unexplored space that
may be entered by continuing in the direction of the occluding radial. A rule that
guides the agent according to the locations of the occluding radial or occlusion
points should cause agents to take direct routes across space, as seen in the
South Bank example. Therefore, in this paper we examine the e®ect of agents
guided by occluding radials.
There are signi¯cant memory bene¯ts from using occlusion points to guide
behaviour. Once an occlusion point has been identi¯ed, it is relatively easy to
track, as it marks a discontinuity between optic °ow { as one walks more back-
ground comes into view, or recedes, whereas the point itself remains constant,
even if it moves across the retina. Thus, it is simple to record locations of occlu-
sion points and discard them if necessary.
170Fig.4. An isovist showing an occlusion point (where the isovist meets an occluding
edge), and an occluding radial (the portion of the isovist radial from the occluding
point to its far end).
3.2 Implementation
For building environments, we construct a set of isovists covering a dense grid3,
placed every 0.75m throughout several test environments, as this gives an ap-
proximation to human step size. For urban environments, we follow [19], and
use 3m grid spacing for ease of implementation. We break each isovist down
into a series of 32 angular bins, and record the occluding radials in each bin.
Simulation agents are then run in the system. Following [18], each agent has a
¯eld of view of 15 bins (about 170±), and moves for three steps4 before making a
new direction decision. As per [19] we simply transfer the 3-steps from building
environment directly to the urban environment, regardless of scale implications.
Where we di®er from our earlier agent models is that rather than selecting a
point from the isovist to move towards, the agent chooses a direction based on the
occluding points within its view. Several di®erent approaches were attempted in
order to try to understand how the occluding point movement decision could be
best applied. In particular, there is question of resolution of the representation
of the environment. If the resolution is too ¯ne, then many occluding points
occur at the edge of the system with every minor deviation. Therefore we ignore
any occluding radial of length less than 1:5m (the occluding radial is considered
just the open portion of the radial, as shown in ¯gure 4). Obviously, a radial
encountered at an oblique angle may still trigger the selection, but then this
is probably reasonable: without further information, the agent is not to know
3 The experiments in this paper were conducted using the Depthmap program, written
by the author.
4 In fact, this is actually implemented as a
1
3 chance of changing direction in any
one step, which does not equate to exactly a `three-step' rule. It might better be
conceived as a turn probability.
171that this actually obscures a dead end. Once this simpli¯cation had been made,
we then assayed several rules for choosing a new destination. In each case, the
temporary destination was the occluding point itself. The experiments were as
follows:
1. Control: standard direct perception agents as per [18].
2. Choose any occluding point at all from the available bins in the ¯eld of view.
3. For each bin in the ¯eld of view, choose the furthest occluding point, if any.
Then choose any one of these at random.
4. For each group of 3 bins in the ¯eld of view (i.e., about 45± sections), choose
the furthest occluding point, if any. Then choose any one of these at random.
5. For each group of 5 bins in the ¯eld of view (i.e., about 60± sections), choose
the furthest occluding point, if any. Then choose any one of these at random.
6. For each bin in the ¯eld of view, choose the furthest occluding point, if any.
Then choose one of these weighted according to how far away it is.
7. For each bin in the ¯eld of view, choose the furthest occluding point, if any.
Then choose one of these weighted according to its angular deviation from
the current course (the more, the higher the probability).
8. For each bin in the ¯eld of view, choose the furthest occluding point, if any.
Then choose one of these weighted according to how far away it is multiplied
by the angular deviation from the current course.
Experimental set up 1 was simply a control set up based on previous agent
implmentations. Set up 2 was to test the a®ect of solely switching to occlusion
points rather than any point within the system as a next step. Set up 3 was to
try to cut down the number of occlusion points, so that directions with many
occlusions did not bias directions with few, but important occlusions exist (for
example to mitigate against situations where many columns exist). Experimental
set ups 4 and 5 were to see if any advantage was obtained by simplifying the
bin system further. Experiment 6 was used to try to in°uence the agents to
follow better potential movement lines, rather than being distracted by elements
close to the current location. Experiment 7 takes a di®erent line to the same
idea: rather than having the agent select a physically far location, to go for an
angularly separated location. Finally, experimental set up 8 merely combines set
ups 6 and 7.
4 Results and Discussion
For each experimental set up, a quantitative assessment was made against two
test cases for which we have pedestrian data: a small model of an urban area
(Barnsbury in North London, shown in ¯gure 1) and a large public building
space, the Tate Britain Gallery (see ahead to ¯gure 7). For the Tate, agents
were released from the entrance allowed to take 1800 steps in the system (as per
[18]). Counts of the numbers of agents moving through the rooms of the gallery
were then compared with data collected for people moving through the gallery
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the area of Barnsbury, we compare aggregate gate counts of pedestrians for the
whole day published by Penn and Dalton [31] with gate counts of agents at 106
gates. We apply a fairly arbitrary 1000 steps in the Barnsbury case, and release
the agents from any location. In addition to these two quantitative experiments,
we also looked at the qualitative output for the South Bank area, to see how
the agents performed against the observed pattern when released from entrance
points to the system (as the original observations of people were conducted). The
quantitative results are shown in table 1, and the qualitative results in ¯gure 5.
Table 1 shows the linear regression R2 correlation coe±cient between the log of
agent counts and the log of room or gate counts. The log is applied in order to
distribute the data roughly according to a normal distribution.
Table 1. Correlation coe±cients for agent versus observed movement for the Barnsbury
and Tate Britain Gallery experiments.
Experiment Barnsbury R
2 Tate R
2
(n = 106) (n = 54)
1 0.55 0.76
2 0.60 0.59
3 0.42 0.55
4 0.24 0.45
5 0.28 0.51
6 0.47 0.57
7 0.67 0.60
8 0.68 0.34
From ¯gure 5 it is apparent that none of the methods catch exactly the
type of movement observed in people (refer back to ¯gure 3(a)). In all cases,
apart from perhaps experiment 8 (where occlusion point choice is weighted by
distance and angle), the direct North to South path is lost. Even in experiment
8, the agents seem to decide to change direction directly across the open space,
presumably due to the decision rule suddenly selecting a di®erent direction after
three steps. Certainly all do represent some improvement on the standard agent
case. With the quantitative study the results are more mixed. Experiments 4 and
5 (where the bins are grouped) appear to do particularly badly relative to all the
others. In all cases, there is a drop when the agents are placed in the Tate, with
experiment 8 faring particularly badly, in contrast both to the qualitative results
and Barnsbury, where it appears to fare best. Also doing well on Barnsbury is
experiment 2 (a random choice of any occlusion point within the ¯eld of view).
This is perhaps easy to explain, due to the fact that main streets will tend to
have more intersections, and hence more occlusion points along their length,
but the same explanation does not work with experiments 7 and 8, where angle
of turn plays a role. It simply seems that these two experiments align better
173(1) (2)
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(5) (6)
(7) (8)
Fig.5. Results from each of the 8 experimental set ups when applied to the South
Bank area in London.
174with the way people move through the system. They correlate with pedestrian
movement considerably better than standard agents in Barnsbury, but worse in
the Tate gallery; so what is going on? Figure 6 shows cummulative movement
(a) (b)
Fig.6. Cummulative numbers of experiment 8 occlusion-driven agents (larger dots
represent greater numbers of agents) overlaid on axial maps (bold lines) in (a) a section
of Barnsbury and (b) part of the Tate Britain Gallery.
patterns of the experimental set up 8 agents as compared to the axial lines for
the same areas. It appears that the movement of the agents aligns itself to a great
degree with the axial lines. The same is true of the whole system, but di±cult to
appreciate without zooming into the detail. We should not be surprised that the
agents do align with axial lines, as their movement is de¯ned in a very similar
way to the way in which axial lines are drawn. One of the rules for drawing axial
lines is to join two re°ex corners, and extend them. For the agents, re°ex corners
are occlusion points (corners around which the agents cannot immediately see).
Therefore, if an agent moves by choosing one occlusion point, then moving to
the next, and so on, then it is actually joining re°ex corners akin to the axial
map, regardless of the manner in which it chooses those occlusion points. The
fact that the later methods depend on selecting the furthest occlusion point
reinforces another of the byproducts of axial mapping: that longer lines are
prioritised. So the situation leads to the agents sampling the axial lines of the
system. In the Barnsbury case, this obviously leads to movement along the lines
of actual pedestrians. However, in the Tate it appears to be °awed compared to
the standard direct perception agents. We can show why this is the case with
another pair of ¯gures.
Figure 7 shows details of agent trails for previous agent implementations
(¯gure 7(a)) and occlusion driven agents (¯gure 7(b)). It is obvious that the
occlusion driven agents are drawn towards the top right-hand corner of the
gallery. This is because there are more axial lines in the top right-hand corner.
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Fig.7. Trails from (a) experiment 1 standard agents and (b) experiment 8 occlusion-
driven agents in the Tate Britian Gallery.
(a) 10m (b) 5m
Fig.8. Detail of trails from experiment 8 occlusion-driven agents in the Tate Gallery.
(a) Rooms without internal con¯guration give no incentive to enter (note how a lit-
tle extra con¯guration aids the room in the bottom left). (b) Rooms with internal
con¯guration can over-incentivise entrance.
176Figure 8 shows details of agent trails in two areas of the Tate gallery. The rooms
in ¯gure 8(a) are actually fairly well visited, but very few agents enter, precisely
because there is no con¯guration within the rooms. The agents simply `hover'
at the entrances and leave, as the lack of further occlusion points provides no
incentive to enter. It might be argued that allowing the agents to continue along
the occluding radial may lead to their entering, in much the same way as axial
lines are extended into spaces. However, this seems to lack the elegance of the
occlusion point drive, and misses the point of why people may enter a room: if
the room were truly empty then it is indeed likely that people would pass it by.
We hypothesise that it is because these rooms have paintings they are entered.
In any case, there is a second problem that cannot be extended by drawing
axial lines. The room in ¯gure 8(b), from the top right-hand corner, is barely
entered in reality. However, the internal con¯guration of a temporary exhibition
leads the agents into it (modelled with axial lines, the same would happen). This
would probably correspond to the wishes of the exhibition designers, but in fact,
the space (darkened to play ¯lm), attracts barely no-one. If these agents do so
badly (in fact it is not `so badly' for experimental set up 7, but comparatively
badly), then how did the original space syntax analysis of the Tate Britain
Gallery compare? The answer is, for a standard axial model, somewhat badly.
In [30], the best model of pedestrian behaviour was in fact a combined model,
that took axial lines but weighted them with convex spaces (essentially, the
open room spaces). This is interesting, as the convex spaces, might be thought
of as open space weights: exactly the attractors we were trying to exclude from
the original ¯rst-order direct perception agents. It is no surprise then, that the
original agents actually perform better than the occlusion-point driven agents in
the Tate gallery. It also leads us to the conclusion that occlusion-driven is not
the end of the story, and in fact, neither are axial lines. People may be behaving
according to the axial structure of the city, but they are not behaving according
to the axial structure of the building.
5 Conclusion
This paper has sketched out how agents may be programmed to use occlusion
points to guide their movement. Qualitatively, we have shown that, in open ar-
eas, the paths generated by these agents correspond more closely to observed
pedestrian movement than agents driven by direct perception, although there is
still considerable room for improvement. Furthermore, quantitatively, the occlu-
sion driven agents were shown to correlate well with observed movement in an
urban system (up to R2 = 0:68), but this was at the cost of previously found
good correlation with movement of visitors to an art gallery space.
It was noted that the occluding points at the start of occluding radials are
invariant as the agents move from location to location. These re°ex vertices
in the plan might be considered as the basis for a line map, joining the edges
tranversed by the agents. Such a map has a very similar de¯nition to an axial
177map from the domain of space syntax [1]. Comparison of axial maps with the
cummulative traces left by our agents show very similar patterns.
It was argued that the trails left by agents represent some externalised cog-
nitive understanding of the system; in fact, with reference to O'Keefe [26] and
O'Regan and NoÄ e [27], it was claimed that cognitive understanding could only
arise from the combination of the agent and the system. Further, the mathemat-
ical point was made that for any given movement rule, there is a direct mapping
of the steady state movement pattern with the transition rules of agent move-
ment. Therefore it was argued that internal property of the agent (the movement
rule) is exhibited as a direct manifestation in the environment. The implication
is that the cognitive function of the agent also relates to the environment in this
way, and must then pick up elements from the movement-environment `co-map'
in order to direct its movement. In the occlusion point driven agent, the instran-
sient features are the occlusion points themselves, that lead to the axial map.
Therefore any further cognitive function of the agent ought to rely on a map
isomorphic in some way to the axial map.
As we have said, this is not the whole story. The occlusion agents miss some-
thing of the function of human pedestrian agents. However, we suggested that
extra features are just that: extra features where there is no con¯guration to
drive the agents further. If this is the case, then the basis of cognitive movement
may currently be lodged in the environment, as an exosomatic axial map.
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