The published medical literature and online medical resources are important sources to help physicians make patient treatment decisions. Traditional sources used for information retrieval (e.g., PubMed) often return a list of documents in response to a user's query. Frequently the number of returned documents from large knowledge repositories is large and makes information seeking practical only ''after hours'' and not in the clinical setting. This study developed novel algorithms, and designed, implemented, and evaluated a medical definitional question answering system (MedQA). MedQA automatically analyzed a large number of electronic documents to generate short and coherent answers in response to definitional questions (i.e., questions with the format of ''What is X?''). Our preliminary cognitive evaluation shows that MedQA out-performed three other online information systems (Google, OneLook, and PubMed) in two important efficiency criteria; namely, time spent and number of actions taken for a physician to identify a definition. It is our contention that question answering systems that aggregate pertinent information scattered across different documents have the potential to address clinical information needs within a timeframe necessary to meet the demands of clinicians. Published by Elsevier Inc.
Introduction
Physicians often have questions about the care of their patients. The published medical literature and online medical resources are important sources to answer physicians' questions [1] [2] [3] [4] , and as a result, to enhance the quality of patient care [5] [6] [7] . Although there are a number of annotated medical knowledge databases including UpToDate and Thomson Micromedex that are available to physicians to use, studies found that physicians often need to consult primary literature for the latest information in patient care [2, 8, 9] . Information retrieval systems (e.g., PubMed) return lists of retrieved documents in response to user queries. Frequently, the number of retrieved documents is large. For example, querying PubMed about the drug celecoxib results in more than one thousand articles. Physicians usually have limited time to browse the retrieved information. Studies indicate that physicians spend on average two minutes or less seeking an answer to a question, and that if a search takes longer, it is likely to be abandoned [1, [10] [11] [12] . An evaluation study showed that it takes an average of more than 30 min for a healthcare provider to search for answer from the MEDLINE search engine, which means ''information seeking is practical only 'after hours' and not in the clinical setting'' [13] .
Question answering can automatically analyze a large number of articles and generates short text, ideally, less than a few seconds, to answer questions posed by physicians. Such a technique may provide a practical alternative that enables physicians to efficiently seek information at point of patient care. This paper reports the research development, implementation, and a cognitive evaluation of a medical definitional question answering system (MedQA). Although it is our long-term goal to enable MedQA to answer all types of medical questions, we started with definitional question type because it tends to be more clear-cut and constrained in the medical domain; this contrasts with many other types of clinical questions that typically have large variations in what reasonable answers might be.
Background
Although the notion of computer-based question answering has been around since 1970s (e.g., [14] ), the actual research development is still a relatively young field. Question answering has been driven by the text retrieval conference (TREC), which supports research within the information retrieval community by providing the infrastructure necessary for large-scale evaluation of text retrieval methodologies. TREC introduced question answering (QA) track in 1999. TREC (2004) reported the best question answering system to perform with 77% accuracy for answering factoid questions (e.g., ''How many calories are there in a Big Mac?'') and 62.2% F-score for answering list questions (e.g., ''List the names of chewing gums'') [15] . In addition to factoid questions, TREC has since 2003 provided evaluation to scenario questions (e.g., definitional question ''What is x?'') that require long and complex answers. Research development in scenario question answering (e.g., [16, 17] However, fewer research groups are working on medical domain-specific question answering. Zweigenbaum [18, 19] provided an in depth analysis of the feasibility of question answering in the biomedical domain. Rinaldi and colleagues [20] adapted an open-domain question answering system to answer genomic questions (e.g., ''where was spontaneous apoptosis observed?'') with the focus on identifying term relations based on a linguistic-rich full-parser. Niu and colleagues [21] and Delbecque and colleagues [22] incorporated semantic information for term relation identification. Specifically, they mapped terms in a sentence to the UMLS semantic classes (e.g., ''Disease or Syndrome'') and then combined the semantic classes with surface cues or shallow parsing to capture term relations. For example, in the sentence ''the combination of aspirin plus streptokinase significantly increased mortality at 3 months'' the word ''plus'' refers to the combination of two or more medications [21] Xuang et al. [23] manually evaluated whether medical questions can be formulated by problem/population, intervention, comparison, and outcome (PICO), the criteria recommended by the practice of evidence-based medicine. Yu [24] proposed a framework to answer biological questions with images. None of systems described above, however, reported a fully implemented question answering system that generates answers in response to users' questions from a large text collection such as millions of MEDLINE records and other World Wide Web collection as we are reporting in this study.
Empirical studies characterizing physicians' information needs and questions can illuminate different facets of the question answering problem. Ely, D'Alessandro and colleagues collected thousands of medical questions 1 at clinic setting [1, [25] [26] [27] . Fig. 1 lists a subset of these medical questions.
Taxonomies were built to semantically organize medical questions into types. Ely and colleagues [1] studied the 1396 medical questions they collected in one study to map to a set of 69 question types (e.g., ''What is the cause of symptom X?'', and ''What is the dose of drug X?'') and 63 medical topics (e.g., drug or cardiology). Additionally, they created an ''evidence taxonomy'' that incorporated five hierarchical categories [28] . The top categories were Clinical or Non-clinical; the Clinical questions were further divided into General versus Specific;General questions were divided into Evidence and No-evidence; and Evidence questions were divided into Intervention versus No-intervention.
We developed supervised machine-learning approaches to automatically classify a medical question into a question type specified by the ''evidence taxonomy'' [28] . Using a total of 200 annotated questions, our leave-one-out tenfold cross-validation performance showed over 80% accuracy for capturing questions that are answerable with evidence [29, 30] . Because a specific answer strategy can be developed for a specific question type, this paper reports research development in Document Retrieval, Answer Extraction, Summarization, and Answer Formulation and Presentation for answering one specific question type; namely, definitional questions.
To assess the efficacy of this system, we employ an empirical study informed by a cognitive engineering approach to the study of human computer-interaction [31, 32] . This is an interdisciplinary and task-centered approach to the development of principles, methods, and tools, to guide the analysis and design of computer-based systems [33] . The goal is to understand how different systems mediate task performance. Although outcome measures such as accuracy, efficiency, and ease of use are important in this analysis, the focus is also on the cognitive and behavioral processes involved in employing the system to execute a task. In this context, we are interested in how MedQA would affect question answering relative to a system such as Google or PubMed. Cognitive methods of evaluation have been used to study a range of information-seeking tasks [34] [35] [36] [37] . Recently, Elhadad and colleagues [38] employed a video-analytic cognitive approach to study the cognitive consequences of physicians' use of an automated summarization system that generates a summary that is tailored to patient characteristics. The findings indicate that physicians using the tailored summarizer were better able to access relevant information with greater efficiency and accuracy relative to a generic summarizer. Fig. 2 shows the MedQA overall architecture. In the following section, we will first describe the text collection from which answers are extracted. We will then describe the development of Document Retrieval, Answer Extraction, Summarization, Answer Formulation, and Presentation. Finally, we will describe the cognitive evaluation of Med-QA in which we compared MedQA with three other state-of-the-art information retrieval systems; namely, Google, OneLook, and PubMed.
Methods

Text collection
While the heterogeneous World Wide Web collection has shown to be comprehensive for open-domain question answering, research has found that the information from Web documents is not sufficient for answering highly domain-specific biomedical questions [39] [40] [41] [42] [43] [44] [45] [46] ; on the other hand, studies indicate that the biomedical literature is a qualified resource that can answer questions posed by physicians [4, 11, 13, 18] . MedQA is currently built upon both the World Wide Web collection and the 15 million MED-LINE records.
Document retrieval
Document retrieval returns a list of relevant documents in response to a user's query. We applied Google as the search engine to retrieve the Web documents. We applied the indexing tool Lucene 2 to index documents from our local text collections (i.e., MEDLINE abstracts). A recent evaluation [47] shows that Lucene out-performed another information retrieval tool Indri [48] . Since noun phrases in general provide important content for each question, we applied the shallow parser LTCHUNK [49] to extract noun phrases and then applied the noun phrases as query terms to retrieve documents. We evaluated LTCHUNK to perform with 79.2% recall and 84.6% precision for correctly identifying noun phrases in medical questions based on a randomly selected 100 medical questions [29] .
Answer extraction
Answer extraction identifies from the retrieved documents relevant sentences that answer the questions. We developed multiple strategies to identify relevant sentences. MedQA first classifies sentences into specific types. Biomedical articles that report original research normally follow the rhetorical structure known as IMRAD (Introduction, Methods, Results, and Discussion) [50] [51] [52] [53] . Within each section, there is a well-structured rhetorical substructure. For example, the introduction of a scientific paper usually begins with general statements about the significance of the topic and its history in the field [51] . A previous user study found that physicians prefer the Results sections to others for determining the relevance of an article [54] . We found that definitional sentences were more likely to be in the sections of Introduction and Background. We have followed the previous approaches [55, 56] to apply supervised machine-learning approaches (e.g., naïve bayes) to identify different sections (e.g., Introduction, Background, Methods, Results, and Conclusion) [57] . The train- [50, 51] . Biomedical literature reports not only experimental results, but also hypotheses, tentative conclusions, hedges, and speculations. MedQA applied cue phrases (e.g., suggest, potential, likely, may, and at least) identified by [58] , which was reported to outperform machine-learning approaches, to separate facts from speculations. Factual sentences were selected for capturing definitions.
The definitional sentences were identified by lexico-syntactic patterns. For example, ''qureyterm, Formative Verb (e.g., ''is'' and ''are'', Noun Phrase)'' can be used to identify a definitional sentence such as ''vulvar vestibulitis syndrome (VVS) is a common form of dyspareunia in premenopausal women'' to answer a question such as ''What is vulvar vestibulitis syndrome?'' In contrast with other state-of-the-art definitional question answering systems [59] [60] [61] [62] that mostly captured lexico-syntactic patterns manually, our system automatically learned lexico-syntactic patterns from a large collection of training set that was created automatically.
We automatically learned the lexico-syntactic patterns from a large set of Google definitions. Specifically, we applied all of the terms that are included in the Unified Medical Language System (UMLS 2005AA) as candidate definitional terms, and crawled the Web to search for definitions. We built our crawler on the Google:Definition service. Google:Definition provides definitions that seem to mostly come from web glossaries. We found that 36,535 terms (from the total of 1 million) to have definitions specified by the Google. We therefore downloaded a total of 191,406 definitions; the average number of definitions for each definitional term was 5.2.
With this set of definitions, we then automatically identified lexico-syntactic patterns that comprise the definitions. We applied an information extraction system Autoslog-TS [63, 64] to automatically learn the lexico-syntactic patterns. In the following, we will describe the AutoSlog-TS and how we applied it for lexico-syntactic pattern learning.
AutoSlog-TS is an information extraction system that automatically identifies extraction patterns for noun phrases by learning from two sets of unannotated texts.
In our application, one collection of text incorporates relevant or definitional sentences, and another collection of text is irrelevant or background because it incorporates sentences that are randomly selected from the MEDLINE collection.
AutoSlog-TS first performs part-of-speech tagging and shallow parsing, and then generates every possible lexicosyntactic pattern within a clause to extract every noun phrase in both collections of relevant and irrelevant texts. It then computes statistics based on how often each pattern appears in the relevant texts versus the irrelevant texts and produces a ranked list of extraction patterns coupled with statistics indicating how strongly each pattern is associated with relevant and irrelevant texts. The extraction patterns are ranked based on how often each pattern appears in the relevant texts versus the irrelevant texts. For each extraction pattern, AutoSlog-TS computes two frequency counts: totalfreq is the number of times that the pattern appears anywhere in the corpus, and relfreq is the number of times that the pattern appears in the relevant texts. The conditional probability estimates the likelihood that the pattern is relevant:
The RlogF measure [64] balances a pattern's conditional probability estimate with the log of its frequency:
The R log F measurement were evaluated in a number of information extraction tasks to be robust [65] . We therefore used R log F measure to rank the lexico-syntactic patterns we generated by Autoslog-TS. We then implemented the patterns into MedQA to capture definitional sentences.
Summarization and answer formulation
Summarization condenses a stream of text into a shorter version while preserving its information content [66] . Since we obtain sentences from multiple documents, frequently, many of the extracted sentences are redundant. Summarization attempts to remove the redundant sentences and present to the users a short coherent summary that maximizes the coverage of information content. Summarization has been an active research field in natural language processing (NLP). Open-domain summarization techniques consider word distribution [67] , which is based on the intuition that the most frequent words represent the most important concepts of the text; linguistic information [68] , which includes meta-linguistic markers (e.g., ''in conclusion''); location [69] , which relies on the intuition that the headings and sentences at the beginning and end of the text may contain important information; rhetoric, which refers to the analysis of discourse structure for identifying the main claims of texts [70] ; cohesion [66, 71] , which captures semantically related terms, co-reference, ellipsis and conjunctions; and popularity [72] , which is based on the intuition that the most popular content across multiple documents is the most important; as well as techniques for improving summarization coherence [73] Information extraction [74, 75] were explored for summarizing medical, domain-specific texts; however, the systems neither were generalizable to the entire biomedical domain, nor outputed summaries.
Since the focus of summarization is to remove redundant sentences, we cluster ''similar'' sentences into a group based on the assumption that redundant sentences share certain lexical similarities. MedQA applies information retrieval techniques to summarize sentences. It clusters sentences based on TF * IDF weighted cosine similarity [76] and selects the most representative sentence from each cluster. MedQA clusters sentences with hierarchical clustering algorithms, which are widely used for other tasks such as topical document clustering [77] , and generate summaries using sentences from different clusters. Specifically, Med-QA implement two hierarchical clustering algorithms, namely, group-wise average and single-pass clustering. In the following, we will describe both algorithms:
Group-wise average starts with the entire set of N sentences to be summarized. It identifies pair-wise sentence similarity based on TF * IDF word features. It then merges the two sentences with the highest similarity into one cluster. It then re-evaluates pairs of sentences/clusters; two clusters are mergeable if the average similarity across all pairs of sentences within the two clusters is equal to or greater than a predefined threshold. The computational complexity of group-wise average is 1 2 Â N Â ðN À 1Þ þ N 3 . Single-pass clustering starts with one sentence randomly selected from the entire N set of sentences to be summarized. When adding in the second sentence, it calculates the similarity between the two sentences and clusters the two sentences if the similarity is above a predefined threshold. It continues to add in additional sentences. When an add-in sentence are compared with a cluster containing several sentences, the similarity is the average similarity of the add-in with all of the sentences in the cluster. The computation complexity of single-pass clustering is 1 2 Â N Â ðN À 1Þ. Single-pass clustering makes a decision for each sentence as soon as the sentence is first judged, and therefore the process of clustering the entire sentence set is faster than with group-wise average. On the other hand, group-wise average outperforms single-pass clustering in topical document clustering [78] . We balances the advantages of both algorithms by applying single-pass clustering when we have a large number of sentences (>150) and group-wise average when we have a smaller number of sentences.
MedQA applies the centroid-based summarization technique [79] to select the most representative sentence and then to generate a coherent summary. The method first selects from each cluster one sentence that has the highest similarity to the rest of the sentences within the cluster. Then the selected sentences are ordered based on the similarity to the rest of selected sentences.
Incorporating Web definitions
We found that the Web is a rich resource for definitions. On the other hand, the definitions from the Web could be of mixed quality. For example, many online definitions were not related to the biomedical domain. For example, ''heart'' was defined as both ''. . .one of the most successful female fronted bands in the annals of hard rock'' and ''a hollow, muscular organ that pumps blood through the blood vessels by repeated, rhythmic contractions;'' the latter is useful for MedQA, while the former is non-relevant. In order to filter out ''non-relevant'' definitions and separate them from ''biomedical domain-specific'' definitions, we develop a component to identify definitions in the World Wide Web documents and to incorporate useful Web definitions as a part of answer output. We implement Google: Definition to capture definitions from the World Wide Web. We also capture other online dictionaries including Dorland's Illustrated Medical Dictionaries. For each Web definition, we then measure the similarity (i.e., TF * IDF) between the definition and the retrieved MED-LINE abstracts. We select a Web definition if it has the highest similarity score and yet the score is above an ad hoc threshold we had defined.
Display
MedQA presents a user with both Web definitions and MEDLINE sentences. Since we found that the Web definitions are in general clearly stated and general-population targeted, we decided to display with an order that Web definitions appeared first and then followed by MEDLINE definitions. We chose to select the top five MEDLINE sentences in a summary. Since the clustering step frequently generated a large number of clusters, displaying only the summary to the user meant that MedQA would potentially discard the rest of clusters that might be additionally important to the biologists or the physicians. MedQA displayed both the summary and ''other relevant sentences'' to the user. Fig. 3 shows an output generated by our system in response to the question ''What is vestibulitis?'' MedQA links each sentence to the original document resources, either on the Web, or the locally indexed MEDLINE collection.
Software environment
MedQA is implemented with Perl as the core platform and is running on a Macintosh PowerPC (dual 2 GHz CPU, 2 GB of physical memory, Mac OS X server 10.4.2). We chose Perl in this prototype phase because it offers advantages of having fast debugging capability, availability of numerous modules which provide efficient implementations for many well-known data structures and algorithms, and easy integration with multiple components via inter-process communication capability. The distributions of time spent among different components were 6 s for Document Retrieval, 6 s for Answer Extraction, and 6 s for Text Summarization. The full-parsing were done offline.
Cognitive evaluation
We design a randomized controlled cognitive evaluation in order to assess the efficacy, accuracy, and perceived ease of use. MedQA is compared to three other systems; namely, Google, OneLook, and PubMed, all of which represent the state-of-the-art web-based information retrieval systems. OneLook is a portal for numerous online dictionaries including several medical editions (e.g., Dorland's). The study was approved by the Columbia University Institutional Review Board.
Question selection
The definitional questions were selected from a total of 138 definition questions out of 4,653 questions 3 posed by physicians at various clinical settings [1, [25] [26] [27] . The 138 definitional questions are listed in Appendix A. We observed that the definitional questions in general fell into several categories including Disease or Syndrome, Drug, Anatomy and Physiology, and Diagnostic Guideline. In order to maximize the evaluation coverage, we attempted to select questions that covered most of these categories.
After preliminary examination, we found that many questions did not yield answers from two or more systems to be evaluated. For example, the question ''what is proshield?'' did not yield a meaningful answer from three systems (MedQA, OneLook, and PubMed). The objective was to compare different systems, and unanswerable questions present a problem for the analyzes because they render such comparisons impossible. On the other hand, if we screened the questions with the four systems, it may introduce bias and a selective exclusion process. We therefore employed an independent information retrieval system, BrainBoost, 4 which is a web-based question answering engine that accepts natural language queries. BrainBoost was presented with questions randomly selected from the categories of definitional questions, and the first 12 questions that returned an answer were included in the study. The question selection task was performed by an unbiased assistant who was not privy to the reasons for doing the search. The 12 selected questions are included in Appendix A in bold font.
Subjects and procedure
Four physicians (one male and three female, age 30-60) with experience using information systems volunteered to participate in the study. Each physician was presented with all of the 12 questions selected for inclusion. For each question, the subjects were asked to evaluate two systems in succession. The order of the questions and the systems After consenting to participate in the study, participants were given written instructions on how to perform the task. They were presented with each question on a cue card and asked to find the text that best answered the question. The card also indicated the two systems to be used and their sequence. Once the text was located, they were asked to copy and paste it into a Word document. They were free to continue to search and paste text into the document until they were satisfied that they found the best answer possible. There was a time limit of 5 min for each question/system event. Participants were asked to think-aloud during the entire process. We chose 5 min as a cutoff because a previous study found that internet users successfully found health information to answer questions in an average of 5 min [42] . After completing each question evaluation comparing the two systems, they were asked to respond to the following two Likert items: (1) rate the quality of answer and (2) the ease of use of the system. We employed a five point rating scale 1-5 in which ''1'' represents the poorest and ''5'' represents the best. We applied Morae usability software system to record the screen activities and audio record a subject's comments for the entire session. Morae provides a video of all screen activity and logs a wide range of events and system interactions including mouse clicks, text entries, web-page changes, and windows dialogue events. It also provides the analyst with the capability to timestamp, code, and categorizes a range of video events.
Analysis
On the basis of a cognitive task analysis [32, 35] , we identified goals and actions common to all systems. Table 1 shows a list of actions we defined. We also noted system responses (e.g., what was displayed after executing a search), analyzed comments thematically and measured the response times. The protocols were coded two analysts (H.Y. and D.K.). The total coding time for four subjects was about 30 h.
Evaluation results
In the following section, we present results of the cognitive evaluation. The first part of this section illustrates the processes of question-answering. We also show the coding process used to characterize participants' actions. The second part of this section focuses on a quantitative comparison of the four systems. We include both objective measures such as actions and response latency, and subjective measures, namely, participants' ratings of the quality of answers as well as their ease of use.
Illustration
The following two coding excerpts illustrate the process of question-answering on two pairs of systems, OneLook and MedQA and PubMed and MedQA. The excerpts are representative of task performance. The subject was an experienced physician with a master in informatics and was well-versed in performing medical information seeking tasks.
Excerpt 1-OneLook and MedQA
The subject had completed four questions and was a little more than 30 min into the session. The current question answered was ''What is Best's Disease''. The systems used to find the answer are OneLook and MedQA, respectively. The entire segment was 5:12 min, of which 3:27 was used to search the OneLook system and 1:36 to search MedQA (Fig. 4) . The participant selected the Wikipedia from the four choices and expresses dissatisfaction with the sparse response. He decided to continue to look for the answer in Dorland's Medical Dictionary and much to his surprise, little detail was provided. A third try with the online medical dictionary yielded the statement ''autosomal retinal degeneration in the first several years of life'' with several of the terms hyperlinked (e.g., to define ''retinal''). The information was similar to that offered by the other two sources and he stated that it was 'totally unhelpful''. Fig. 3 COMMENT: OK, MedQA pulls back exact the same information, nothing else 50:23 ACTION SELECT TEXT AS ANSWER GENERAL COMMENT: I would say that PubMed again all the information was there but was not held in a useful fashion and I need to search all and I have to filter myself. . .and quality of answer was OK and ease of use is poor because I need to go through everything. MedQA quality of answer is excellent and ease of use is excellent, I do not need to do anything
MedQA returned an integrated summary drawing on Medline abstracts and text from the Web. Only a single act of search was required and the information provided was much more comprehensive. The participant commented on the difference in the quality of answer and in the ease of use. The examples were not meant to demonstrate the superiority of MedQA to the other systems, but to characterize the difference in the question answering process and in the ways the systems support interaction. For example, subjects would iteratively search PubMed and OneLook until they found a satisfactory answer. As a consequence, they would examine multiple documents (necessitating find link and Linkout actions), only a few of which were relevant. The subjects typically searched for full-text articles as the Linkout actions. The iterative nature of the search was also evidenced by the number of actions pertaining to query modification, searching the text box and document selection. Table 2 lists a summary of the comments made by subjects throughout the evaluation. Our results show that Google received more favorable comments than complaints. Both MedQA and OneLook received some good comments and some complaints. PubMed was generally criticized and was not given any favorable comments.
Quantitative evaluation
The results show that the subjects did not find answers to one question in Google (''dawn's syndrome''), three questions in OneLook (''epididymis appendix'', ''hell pain syndrome'', and ''ottawa knee rules''), three questions in MedQA (''epididymis appendix'', ''Ottawa knee rules,'' and ''paregoric''), and two questions in PubMed (''epididymis appendix'' and ''paregoric''). Both MedQA and OneLook acknowledged ''no results found'' and returned no answers if such an event occurs, while PubMed and Google returned a list of documents although subjects could not identify the definitions from the documents within the 5 min time limit. Table 3 presents descriptive statistics of the subjective and objective measures based on all 12 evaluated questions. In general, Google was the preferred system as reflected both in the quality of the answer and ease of use ratings.
We observed that none of the subjects used Google:Definition as the service to identify definitions; instead, they applied the query terms in Google or Scholar.Google. MedQA achieved the second highest ratings in both measures. OneLook received the lowest ratings for quality of answer and PubMed was rated the worst in terms of ease of use. All subjects gave the poorest score when there was no answer found.
While the processing time to obtain an answer was almost instant for Google, OneLook, and PubMed, the average time spent for MedQA to obtain an answer to the 10 answerable questions was 15.8 ± 7.1 s. Surprisingly, MedQA was the fastest system in average for a subject to obtain the definition. For measuring the average time spent, we excluded the cases in which MedQA and OneLook returned no answer.
The subjects, on average, spent more time searching PubMed than any of the other systems. In fact, the average Table 2 A summary of comments of different systems (D for disadvantages and A for advantages) Google (D) retrieves back a lot of links (to the question ''What is cubital tunnel syndrome?''). Most of links seem to relate to individual cases of the diseases, not necessarily definitions Google (D): One needs to search and evaluate the definitions in Google Google (A) retrieves both patient (Google) and physician-centric (scholar. Google) information Google (A): Scholar.Google is much faster because it is the second link, while in PubMed the evaluator has to search through a lot of other articles MedQA (D) needs to type in 'What is' versus a direct query MedQA (D) takes a considerable longer time to respond than other systems MedQA (A) returns all the context otherwise the evaluator has to search manually. It is only one step and gets exactly needed MedQA (A) gives answer (to the question ''What is Popper?'') that OneLook did not, which is that the drug is injectable, which is important to know for a physician OneLook (D) pulls all links. It lets the user to guess which link contains a comprehensive answer. Sometimes, the links are broken. It is a matter of luck to get to the right links OneLook (D) answer quality is poor. It has a terrible user-interface. It shows two ugly photos OneLook (A) definition has more content than PubMed. PubMed (D) is not a good resource for definitions PubMed (D) is not useful. It takes forever to find information Table 3 Average score and (standard deviation) of quality of answer and ease of use and average time spent (in second) and action taken PubMed search required more than three times the amount of time required to search MedQA. This is at least partly due to the complexity of the interaction. This is borne out by the fact that participants needed more than 10 actions in using PubMed to answer the question, whereas they only required two actions on average when they used MedQA. PubMed provides a range of affordances (e.g., limits, MeSH) that supports iterative searching. Although this is a powerful tool, it also increases complexity of the task and user cognitive load. MedQA offers the simplest mode of interaction because it eliminates several of the steps (e.g., upload documents, search text, and selectively access relevant information in document) involved in searching for information. The results of the commercial search engines, Google and OneLook, fell in between Med-QA and PubMed. However, as evidenced by the high standard deviations, there was significant variability between questions. The frequency of actions by category is reported in Table 4 . The pattern of actions employed by participants reflects the nature of interactions supported by each system. For example, subjects would iteratively search PubMed till they found a satisfactory answer. As a consequence, they would examine multiple documents (necessitating find link and linkout actions), only a few of which were relevant to defining the query term. The subjects typically searched for full-text articles as the linkout actions. The iterative nature of the search was also evidenced by the number of actions pertaining to query modification, searching the text box, and document selection.
Discussion and future work
This paper reports the development and evaluation of a medical question answering system-MedQA. MedQA identified noun phrases in a question and applies them as the query terms to retrieve relevant documents. MedQA further identified definitions based on linguistic features, removed redundant sentences with robust statistical hierarchical clustering, and generated a coherent summary with a centroid-based summarization method [79] .
The contributions of this study are threefold. First, we automatically identified a set of lexico-syntactic patterns for capturing definitions, while most of the previous work in definitional question answering identified the patterns manually [59] [60] [61] [62] . Second, MedQA built upon four advanced techniques; namely, question analysis, information retrieval, answer extraction, and summarization to generate a coherent answer to definitional questions; None of the previous domain-specific question answering systems reported the integration of the summarization techniques. Third, we evaluated MedQA and three other state-of-theart information systems using a cognitive model.
Our evaluation results show that MedQA out-performed OneLook and PubMed in most of the evaluation criteria. All subjects gave Google almost perfect subjective scores in quality of answer. The results demonstrated that Google may be a reliable resource for physicians in identifying definitions. Our results contrast with most of the previous reports that show the Internet information content were of poor quality [44, [80] [81] [82] [83] [84] [85] [86] [87] [88] , although there are differences between our study and the others. We focused on a more general type of questions; namely, definitional questions, while the other works examined more specific medical questions (e.g., ''What further testing should be ordered for an asymptomatic Thyroid Nodule solitary thyroid nodule, with normal TFTs?'' in [89] ). Second, physicians would evaluate Google high if they found answers from the sites even if some of the sites did not provide answers to the questions. Other studies, in contrast, evaluated whether answers were present in all Web sites or selected Web sites. For example, one study [90] concluded that Google hits were of a poor quality because only one link out of five led to a website with relevant information. Last, in our study, the quality of answer was judged by the final collection of answers that may be copied-and-pasted from multiple Web pages. Other studies evaluated the completeness of each single Web page to answer a specific question. Such evaluation will certainly lead to a much poorer rating of the Internet because one evaluation study [35] concluded that information were scattered in the Internet: most of the Web pages incorporate information either in depth or in breath, and few Web sites incorporate information both in depth and in breath.
Although the evaluation results show that Google was preferred system in both quality of answer and ease of use, the results show that MedQA out-performed Google in time spent and number of actions, two important criteria in efficiency for obtaining an answer. Our results show that although it took less than a second for Google to retrieve a list of relevant documents based on a query keyword and it took an average of 16 seconds for MedQA to generate a summary, the average time spent for a subject to identify a definition was 59.1 ± 57.7 s for MedQA, which was faster than 69.6 ± 6.9 s for Google. A recent study [35] evaluated high quality and authoritative medical websites and found that information was scattered across the web: while most of web pages had only few facts related to a specific topic, relatively few web pages that had many facts. A user may have to visit several sites before finding all of the pertinent information. Our study confirmed that a subject needed to visit multiple web pages in order to obtain the information he/she needed because definitions were scatter across the web pages in a Google search. The ability of MedQA to integrate disparate pieces of text makes MedQA superior than other search engines.
Throughout MedQA development, we identified a number of important research areas. Our current system implemented the shallow syntactic chunker LT CHUNK to capture noun phrases as query terms for answer extraction. However, we found that LT CHUNK made many mistakes. For example, LT CHUNK fails to identify ''eating disorder'' in the question ''What is eating disorder?''. The facts that LT CHUNK was trained on general English text, and not med-ical, domain-specific text, and that LT CHUNK was mostly trained on regular sentences, not questions have greatly undermined the capacity of LT CHUNK to efficiently capture noun phrases of medical questions. A comprehensive biomedical question answering system needs a robust and accurate parser that is specifically developed in the biomedical domain. Such a parser will also be useful for capturing lexico-syntactic patterns in answer extraction.
Another important area of a successful question answering system is to find ways to capture users' intentions to determine the scope of answers. For example, when a physician asks ''What is the dawn phenomenon?'' he wants to know not only the definition of this term, but also how to diagnose it and manage it. Essentially, a definition question (i.e., ''What is X?'') requires answers beyond definitions (e.g., ''what causes X?'' and ''How to treat X?''). One can obtain the users' intentions by working directly with the target users (e.g., physicians or biologists) throughout MedQA development.
Summarization is an important research area. Summarization incorporates three areas; namely, removing redundant sentences, identifying important information, and generating a coherent summary. Currently we implemented a simple summarization that is based on statistical clustering. Future work one may combine statistical approaches with both linguistic and semantic approaches such as the one proposed by [75] .
Finally, semantic information plays an important role for both answer extraction and summarization. For example, the following are definitions for ''heart'' and ''heart attack'', in which we have mapped terms to the UMLS semantic types in [Superscript] . We link multi-word terms (e.g., ''myocardial infarction'') with underscore ''_'' (e.g., ''myocardial_infarction''). [91] . Future work one may combine the semantics with the lexico-syntactic patterns to efficiently identify sentences for answer extraction.
Conclusions
This study reports research development, implementation, and a cognitive evaluation of a biomedical question answering system (MedQA). MedQA generates short-paragraph-level texts to answer physicians' and other biomedical researchers' ad hoc questions. The contributions of this work include:
(1) Automatic generation of lexico-syntactic patterns for identifying definitions. (2) The integration of document retrieval, answer extraction, and summarization into a working system that generated a short paragraph-level answer to a definitional question. (3) A cognitive evaluation that compared MedQA with three other state-of-the-art online information systems; namely, Google, OneLook, and PubMed.
Our results show that MedQA in general out-performed OneLook and PubMed in the following four criteria: quality of answer, ease of use, time spent, and actions taken for obtaining an answer. Although the evaluation results show that Google was preferred system in quality of answer and ease of use, the results showed that MedQA out-performed Google in its time-spent and actions taken for obtaining an answer; both advances showed the promise for MedQA to be useful in clinical settings.
It is important to point out the limitations of this work. This is a small scale involving four physicians who evaluated 12 medical questions. These physicians may not be representative of the broader population. In addition, the small sample size precludes the ability to measure the statistical differences among search engines. Future work needs to increase both the number of subjects and the number of the questions to be evaluated. Although MedQA is a work in progress, we can provisionally conclude that such a system has the potential to facilitate the process of information seeking in demanding clinical contexts.
Appendix A
Definitional questions that we found from over four thousands of clinical questions collected by Ely, D'Alessandro and colleagues [1, [25] [26] [27] . The 12 selected questions for evaluation are in bold. 
