We explore in this chapter a location-based approach for behavior modeling and abnormality detection. In contrast to conventional objectbased approaches for which objects are identified, classified, and tracked to locate objects with suspicious behavior, we proceed directly with event characterization and behavior modeling using low-level features. Our approach consists of two-phases. In the first phase, co-occurence of activity between temporal sequences of motion labels are used to build a statistical model for normal behavior. This model of co-occurrence statistics is embedded within a co-occurence matrix which accounts for spatio-temporal co-occurence of activity. In the second phase, the cooccurence matrix is used as a potential function in a Markov Random Field framework to describe, as the video streams in, the probability of observing new volumes of activity. The co-occurence matrix is thus used for detecting moving objects whose behavior differs from the ones inria-00545497, version 1 -16 Oct 2012
Introduction
In this paper, we present a low-level location-based approach for activity analysis and abnormal detection. In several traditional approaches (e.g. [2] ), moving objects are first detected, analyzed and then tracked. Subsequently, behavior models are built based on object tracks and nonconformant ones are deemed abnormal. The main problem with this approach is that in case of complex environments, object extraction and tracking are performed directly on cluttered raw video or motion labels. We propose performing activity analysis and abnormal behavior detection first, followed possibly by object extraction and tracking. If the abnormal activity is reliably identified, then object extraction and tracking focus on region of interest (ROI) and thus is relatively straightforward, both in terms of difficulty and computational complexity, on account of sparsity and absence of clutter. A question arises: How to reliably identify abnormalities from a raw video?
Some approaches have been proposed to perform such low-level abnormality detection (see for instance [3] and [4] ). Nevertheless, we point out that these methods process each pixel independently and thus ignore spatial correlation across space and time. These correlations may not only be important in improving false alarms and misses but also in detecting abnormality of event sequences, such as a person in the act of dropping a baggage, tracking the person who dropped the baggage, a car making an illegal U-turn, etc. In our method, we account for these scenarios through spatio-temporal models. Although this model is simple, it results in extremely interesting results (see figures 1.3, 1.6 and 1.7). Note that our scheme does not rely on object tagging, tracking or classification. Furthermore, the co-occurrence can be readily generalized to higher-dimensions and other interesting features can be augmented.
1.
Context, Overview and Notations
Context
Motion labels obtained from background subtraction are atomic information often used by surveillance applications. A comparative study of background subtraction methods can be found in [21] . In this paper, we implemented a basic background subtraction method based on a Euclidean distance metric. Although many video analytics methods use it only in early stages of processing (mainly to locate moving objects) we argue that motion labels carries fundamental information on the content of the scene and thus, can be used to perform high-level tasks. Motivated by this perspective, some authors have already shown that low-level motion label can be used to summarize videos [19] , recognize human movements [20] and detect abnormalities [4] . In general, motion label sequences provide valuable information for characterizing "usual behavior" observed at each pixel. For instance, consider patterns associated with random activity (shaking tree), regular activity (highway traffic), bursty activity (due to traffic light), or simply inactivity. All of these scenarios are characterized by patterns of motion label sequences at the pixel-level (or in general location). Consequently, inria-00545497, version 1 -16 Oct 2012 abnormal behavior can be detected using low-level features whenever the observed pattern is unlikely under the normal activity model. In these cases, object identification and tracking can be circumvented for detecting abnormal behavior.
However, the pure pixel-by-pixel approach is insufficient in applications where abnormality is manifested spatially as, for instance, cars running against traffic flow, cars making illegal U-turns, etc. Consequently, we need a strategy for incorporating spatial patterns in addition to the temporal patterns of motion label sequences. The shortcomings of characterizing purely temporal behavior is further depicted in Fig. 1.1 , which shows two pixels with identical signatures (except for a time-shift arising from cars going from right to left). Normal/Abnormal behavior arising from the pattern of activity between the two pixels cannot obviously be captured through a purely pixel-by-pixel analysis. For instance, a burst of activity occurring at pixel A before pixel B would mean that a car now runs from left to right.
Overview and Notation
The reader can follow the upcoming exposition through Fig. 1.2 . Let I x,k be the luminance (or color) of a video sequence sampled on a 2-D lattice of size W 0 × H 0 at discrete times k, i.e., x ∈ W 0 × H 0 ⊂ R 2 , k ∈ Z + . To simplify notation, we use s to denote the pixel location x at time t. X s is the motion label estimated through simple background subtraction where X s ∈ {0, 1}, 0 and 1 denoting the "inactive" and "active" states. We also define the motion labels sequence centered at s = ( x, t) as being X x,t = [X x,t−η , . . . , X x,t+η ] where 2η + 1 is the length of the vector X s . In short, X x,t is a one-dimensional binary sequence at pixel x and time t as shown in Fig.1.1 . A contiguous sequence of ones denotes a busy period and is associated with a passing object while a sequence of zeros corresponds to an idle period of activity. The entire spatio-temporal sequence can be alternatively defined over a 3D lattice S of size W 0 × H 0 × T 0 with s ∈ S being a point in the spatio-temporal space, I s being the corresponding luminance (or color) and X s the corresponding motion label. Now lets consider for each pixel x at time t, a spatio-temporal neighborhood centered at s = ( x, t). This neighborhood is a 3D lattice M s ⊂ S with size W × H × T , W < W 0 , H < H 0 and T << T 0 , centered on s ∈ S. Let us also consider a location r = ( y, τ ) ∈ M s in the spatio-temporal neighborhood of s = ( x, t). The spatial neighborhood of a pixel x is the set of all pixels y such that s = ( x, t) and r = ( y, τ ) are both in M s for all t.
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Modeling Patterns of Activity and Detecting Abnormal Events with Low-Level Co-occurrences5 As we mentioned previously, whenever a moving object passes in front of x at time t, it leaves a spatio-temporal trace as some sites r = ( y, τ ) ∈ M s co-occur with s = ( x, t). Interestingly, several moving objects exhibiting regular behavior (think of cars on a highway going in the same direction) leave, after a while, similar traces in the spatial neighborhood of M s . Interestingly, the co-occurrence of two spatiotemporal neighbors s and r is not only due to the position and orientation of the camera in the scene, but also due to the shape, velocity and direction of the moving objects passing in front of a given spatial location x. In this context, the goal of the co-occurence matrix is to estimate how frequently a site r co-occurs with s given a training video sequence exhibiting normal activity. We next define the notion of co-occurrence. A site r ∈ M s co-occurs with s whenever their corresponding motion vector X s and X r exhibit a similar signature. The similarity between motion vectors at s and r is expressed using the mutual information defined as:
where X s (i) = x and X r (i) = y, x and y ∈ {0, 1}, i = [t − η, . . . , t + η], P Xs Xr (x, y) is the joint probability of discret variables X s and X r and P Xs (x) and P Xr (y) are the marginal probabilities. The mutual information is a useful tool for determining whether two motion labels sequences contain the same activity. For example, a temporal sequence of motion labels containing random values due to noise of false detections (caused, say, by an unstable background) will have a low mutual information with almost any other sequence. On the other hand, two sequences containing the trace left by the same moving object will have a large mutual information. In this way, the mutual information criteria minimizes the influence of spurious false detections and noisy environments.
Our Method
In this section, we present how, for a given site s, a co-occurrence matrix and the associated statistical model can be estimated from a training video sequence. Our statistical model is a Markov-Random Field (MRF) model that accounts for the likelihood of the co-occurrences. We later present how abnormal events can be detected and how low-level connected graphs can be used to follow relevant moving objects.
Training Phase
Nominal Model.
Let O s denote a motion label volume in the spatial-neighborhood of location s, i.e. O s = (X r : r ∈ M s ). We are interested in modeling the likelihood of the normal observations, i.e., P N (O s ). We do this using an MRF model parameterized through cooccurrences:
where sim( X u , X v ) is the mutual information between motion label vectors X u and X v . α uv is the co-occurrence potential between site u and v determined in a learning phase as it will shortly be described (for the remainder of the paper, α uv will be refereed to as the co-occurrence matrix). Z is the usual partition function, which is a normalization constant to ensure that the right hand side sums to one.
Learning the Co-Occurence Matrix.
As mentioned previously, the co-occurence matrix α uv accounts for how many times sites u and v co-occur during the training phase. Two sites are said to co-occur whenever their motion signature X u and X v exhibit a similar profile. In this paper, we measure the similarity between two sites based on their mutual information.
The co-occurrence matrix α uv of two spatio-temporal locations, u, v ∈ M s can be empirically computed as follows:
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where T 0 is the total number of frames in the training video sequence and β uv is a constant that can depend on distance between the locations u and v (in this paper we assume β uv = 1). Note that by definition, α uv does not depend on the time index t. Therefore,
(
1.4)
A Specific Case for Co-Occurrence. Benezeth et al. [18] show that the co-occurence between two sites s an r can be determined by considering motion labels values X s and X r instead of the motion labels sequences X s and X r . In this way, two sites co-occur whenever X s = X r = 1. In this case α uv can be easily computed. However, this formulation is sensitive to noise and spurious false positives caused by unstable background. As can be seen in Fig. 1.7 , accounting for plane co-occurrence between motion labels (third row) generates a large number of false positives and poor detection of true moving objects. This clearly shows how mutual information allows for essential co-occurences, i.e co-occurences caused by real moving objects only.
Complexity Issues & Conditional Independence.
The main issue is the cost of computation of all of the edge potentials, since they are combinatorially many. In our practical implementations, we typically only consider a sparse number of well-separated locations for testing abnormalities. In many of our applications, abnormalities are typically associated with patterns of abnormal activity as opposed to inactivity. Motivated by this perspective, we make the following simplifying assumption: for any spatio-temporal neighborhood, M s centered around s = ( x, t), the co-occurrences are conditionally independent given X s is active (namely X s = 1). It will become clear why this assumption is not meaningful when X s = 0. In other words, given X s the values realized at the spatio-temporal locations X v and X u are statistically independent. Alternatively, one may think of this assumption as an instantiation of a naive Bayes perspective, namely, we assume that the pairwise co-occurrences in the spatial neighborhood of a location s are all independent. Practically, this assumption implies that we must have,
In practice we have found this assumption does not severely degrade performance in our applications. Note that from a pure implementation
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perspective, the co-occurrence matrix [α uv ] is a 3D array with each component accounting for the number of times each site u co-occur with v while translating M s . In other words, Eq. 1.5 reduces the complexity of the method from (W × H × T ) 2 pairwise co-occurences to consider down to W × H × T .
Observation Phase
Abnormal Model. It is generally difficult to describe an abnormality model except to say that abnormality is anything that does not look normal. However, from a classification perspective it becomes necessary to make some implicit assumptions about abnormality. Several researchers implicitly assume that abnormal observations are uniformly distributed in the feature space [1] . In this paper, we consider an action to be suspicious when its occurrence is rare (or simply inexistent) in the training sequence. We also assume that abnormal observations are independent and identically distributed across the different pixels. This assumption amounts to a multinomial distribution. For simplicity, let N 0 = |M s | be the total number of spatio-temporal locations and N 1 the total number of co-occurring pixels, i.e.,
then, the probability distribution of observations under the abnormal distribution is given by,
where, p is the probability that f ( X u , X s ) = 1 Abnormality Detection.
Consider now a test video sequence S defined on a 3D lattice of size W 0 × H 0 × T test , a spatio-temporal neighborhood M s with s = ( x, t) in the test video, and its corresponding motion-label observations O s . The goal now is to detect every time instant t ∈ [0, T test ] for which the observations O s has a low probability under nominal distribution in comparison to likelihood of abnormality. It is well-known that the likelihood ratio test (LRT) is the optimal test for deciding between the two hypothesis: nominal vs. abnormal. The likelihood ratio ℓ(O s ) is the ratio of the probability of observations under inria-00545497, version 1 -16 Oct 2012 nominal and abnormal hypothesis, from Eq. (1.2), (1.5) and (1.8), it follows:
where, as before, N 0 is the number of spatio-temporal locations and Z is a normalization constant. The likelihood ratio test is to decide between nominal and abnormal hypothesis based on a global threshold η:
where τ = log(p/1 − p). Here we have absorbed Z, p N 0 into η. A related test obtained by choosing η = 1 above reduces to a test for positivity or negativity of the argument of the exponential function. This reduces to the following simple test:
(1.11)
Experimental results
We present in this section some results obtained on various outdoor sequences representing different challenges. For each sequence, a cooccurence matrix of size ranging between 130 × 70 × 300 and 210 × 210 × 150 have been used. The number of frames T used to estimate P N (Eq. 1.2) varies between 2000 and 7000 (i.e. from 1 and 4 minutes of video) depending on the sequence. Note that results are presented in thumbnails of Fig. 1.3, 1.6 and 1.7 . The green moving objects are ones classified as being normal and the red moving objects are those classified as being abnormal, i.e., whose trace is significantly different from the co-occurence matrix Eq. (1.11).
The first example (see Fig. 1.3) shows normal traffic and a car making an illegal U-turns. In Fig. 1.4(a) , a co-occurrence matrix associated with a normal traffic flow is presented. As shown in Fig. 1.4(c) , the trace left by the U-turn significantly differs from the usual traffic flow illustrated inria-00545497, version 1 -16 Oct 2012 in the Fig. 1.4(b) . Cars following the regular path are tagged in green and cars making an illegal U-turn are tagged in red. The second example shows a person dropping a baggage and abandoning it. In this video, pedestrians usually walk from left to right and from right to left, hence the X shape of the co-occurrence matrix (see Fig. 1.5(a) ). When the person drops the bag, the abandoned package leaves a straight elongated line which differs from the co-occurrence matrix and thus causes this situation to be suspicious (see Fig. 1.5(b) and Fig. 1.6 ). Note that the likelihood ratio test (in Eq. 1.11) is computed only when the key-pixel is active. When considering Fig. 1.6 , that is when the person passed through the key pixel, not before. This being said, with a connected component analysis (in both space and time) we are able to tag the overall action as being "normal" or abnormal. That is the reason why the person dropping the bag is tagged in red during the overall action. The third example, in Fig. 1.7 , shows how our method deals with noisy environments. The third row presents results obtained considering co-occurrences with motion labels [18] while the fourth row presents resuts obtained considering motion label vectors and mutual information. Clearly, the use of mutual information reduce the sensitivity to noise as the boat is clearly detected. The spatio-temporal trace left by the boat is shown in Fig. 1.8. 
Conclusion
We propose in this chapter a method to perform behavior modeling and abnormality detection based on low-level characteristics. We use the spatial and temporal dependencies between motion label vectors obtained with simple background subtraction. To do this, we built an MRF model parameterized by a co-occurrence matrix. Although simple, this inria-00545497, version 1 -16 Oct 2012 Figure 1 .7. Illustration of detection in a challenging environment. The first row present the input images sequence, the second present the result of a background subtraction detection followed by the detection of abnormal activities (the boat displacement) considering co-occurrences with motion labels in the third row ( [18] )or considering motion label vectors in the fourth row. matrix contains the average behavior observed in a training sequence. It also implicitly contains information about direction, speed and size of objects usually passing through one (or more) key-pixel(s). Equipped with the co-occurrence matrix, we can detect abnormal events by detecting traces which significantly differ from our nominal model following a likelihood ratio test.
The main advantages of our method are threefold. First, in contrast to conventional object-based approaches for which objects are identified, classified and tracked to locate those with suspicious behavior, we proceed directly with event characterization and behavior modeling using low-level characteristics and thus avoid the risk of errors propagation (e.g. due to the tracking algorithm limits in complex environments). Second, our method does not require any a priori knowledge about the abnormal event detection. We learn the usual behavior of moving objects inria-00545497, version 1 -16 Oct 2012
Modeling Patterns of Activity and Detecting Abnormal Events with Low-Level Co-occurrences13 in a scene and detect activity which significantly differ from usual ones. Third, our method is robust to noise and can detect unusual activities using very noisy background subtraction masks.
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