We introduce the class of affine forward variance (AFV) models of which both the conventional Heston model and the rough Heston model are special cases. We show that AFV models can be characterized by the affine form of their cumulant generating function, which can be obtained as solution of a convolution Riccati equation. We further introduce the class of affine forward order flow intensity (AFI) models, which are structurally similar to AFV models, but driven by jump processes, and which include Hawkes-type models. We show that the cumulant generating function of an AFI model satisfies a generalized convolution Riccati equation and that a high-frequency limit of AFI models converges in distribution to the AFV model.
Introduction
The class of affine processes, introduced in [5] , consists of all continuous-time Markov processes taking values in R m ě0ˆR n , whose log-characteristic function depends in an affine way on the initial state vector of the process. Affine processes have proved particularly convenient for financial modeling, typically giving rise to models with tractable formulae for the values of financial claims; the perennially popular Heston model [15] is just one (and perhaps the most famous) example of such a model.
In this paper, we introduce the class of affine forward variance (AFV) models of which classical Markovian affine stochastic volatility models turn out to be a special case. By writing our model in forward variance form, we are able to provide a unique characterization of a much wider class of affine stochastic volatility models, which includes non-Markovian models, such as the rough Heston model of [7] or, more generally, stochastic volatility models driven by affine Volterra processes in the sense of [1] . Our contribution is to provide necessary and sufficient conditions for a (non-Markovian) stochastic volatility model to be affine, thus adding a reverse direction to the results of [1] , and with a simpler proof 1 . In essence, the rough Heston model is -up to a choice of kernel -the only stochastic volatility model with an affine moment generating function.
Inspired by the original derivation [7] of the rough Heston model as a limit of simple pure jump models of order flow, we further introduce the class of affine forward order flow intensity (AFI) models. These model are structurally similar to affine forward variance models and generalize the simple order flow model of [7] , by allowing arbitrary order size distributions and more general decay of the self-excitation of order flow. We define a high-frequency limit in which such models give rise to continuous affine forward variance models. In so doing, we generalize and simplify previous such derivations. Moreover, there is a clear structural analogy between the results we prove for AFV and AFI models, adding insight to and generalizing the connection between microstructural models of order flow and stochastic volatility models first brought to light in [16] and [17] .
Our paper proceeds as follows. In Section 2, we introduce the class of affine forward variance models and show that a forward variance model has an affine cumulant generating function (CGF) if and only if it can be written in a very specific form. We further show that the CGF can be obtained as the unique global solution of a convolution Riccati equation closely related to the VolterraRiccati equations of [1] . In Section 3, we introduce the class of AFI models, showing that the CGF of such models solves a generalized convolution Riccati equation. In Section 4, we show that AFI models become AFV models in a high-frequency limit, where order arrivals are extremely frequent and order sizes extremely small.
Affine forward variance models 2.1 Forward variance models
Let a probability space pΩ, F, Pq with right-continuous filtration pF t q tě0 and two independent, adapted Brownian motions W and W K be given. The filtration generated by W only is denoted by pF W t q tě0 . Our starting point is a generic stochastic volatility model pS, V q, where spot volatility V is modeled by a F Wadapted continuous, integrable, and non-negative process and the price process S by dS t " S t a V t´ρ dW t`a 1´ρ 2 dW
for some correlation parameter ρ P r´1, 1s. Crucially, we do not assume that V is an Ito-process or even a semi-martingale. Instead, we focus on the family (indexed by T ą 0) of forward variance processes ξ t pT q :" E r V T | F t s " E " 2) which are, by definition, F W -adapted martingales with terminal values ξ T pT q " V T . By the martingale representation theorem, there exists, for each T ą 0, a predictable process η t pT q with ş T 0 η s pT q 2 ds ă 8 a.s., such that dξ t pT q " η t pT qdW t , t P r0, T s.
We refer to (2.1) together with (2.3) as stochastic volatility model in forward variance form, or simply as forward variance model. It is often convenient to use the log-price X " log S instead of S and we note that it follows from (2.1) that X satisfies the SDE dX t "´V 2 t 2 dt`aV t´ρ dW t`a 1´ρ 2 dW K t¯.
(2.4)
We also refer to X together with the family of processes pξ . pTT ą0 as forward variance model and denote it by pX, ξq. Moreover, we use the following convention:
For t ą T , define
which is consistent with (2.2) and allows to extend (2.3) to all t ě 0. Finally we introduce the following assumptions on the integrands η . pT q:
Assumption 2.1. (a) For dtbdP-almost all pt, ωq it holds that τ Þ Ñ η t pt`τ, ωq is non-negative, decreasing and continuous on p0, 8q.
(b) For any T ą 0 the integrability condition
holds almost surely.
We will show that in the class of affine forward variance models, the integrand η t pT q must factor as η t pT q " ? V t κpT´tq, where κ is a deterministic function. To describe the admissible functions we introduce the following:
which is continuous on p0, 8q and satisfies
Remark 2.3. (a) If η t pT q factors as η t pT q " Z t κpT´tq into a non-negative continuous stochastic process Z and a deterministic function κ, then Assumption 2.1 is equivalent to κ being a decreasing L 2 -kernel in the sense of Definition 2.2.
(b) By (2.1) S is a non-negative local martingale and therefore a supermartingale, such that E rS t s " E " e Xt ‰ ď S 0 . This implies by Jensen's inequality that the moments E rS u t s are finite for all u P r0, 1s; a fact that will be used subsequently. for all u P r0, 1s, 0 ď t ď T and where gp., uq is R ď0 -valued and continuous on r0, T s for all T ą 0 and u P r0, 1s.
A characterization of affine forward variance models
Remark 2.5. Alternatively, we could consider (2.6) with imaginary parameter u " iz for z P R, i.e. an affine log-characteristic function as in [7] . This is of particular interest for applications of Fourier pricing to the model pX, ξq.
To show results on distributional convergence, which will be the subject of Section 4, using the cumulant generating function is sufficient and it will turn out that restricting to real parameters simplifies many of the mathematical arguments. Convolution integrals, as in the exponent of (2.6), will appear frequently in the following calculations and so it is natural to introduce the convolution operation pf ‹ gqptq :" ş t 0 f pt´sqgpsqds. For functions with multiple arguments or subscripts, we use the convention that convolution acts on the first argument, excluding subscripts. Other arguments or subscripts are passed on to the result. With this convention (2.6) can be written succinctly as
The following result gives a characterization of all forward variance models with affine CGF. Its proof is given in Section 2.4 with some parts relegated to Appendix B. See Appendix A for further discussion of non-linear Volterra equations and for the equivalence of equations (2.9) and (2.11).
We introduce the useful notion of a γ-resolvent kernel: lem 2.8. Let 1 ď p ă 8 and let κ be an L p -kernel. Then for any γ ě 0, there exists a unique L p -kernel r, such that
If log κ is convex, then the assertion also holds for γ ă 0. We call r the γ-resolvent of κ.
Proof. If γ " 0 it clear that r " κ, and the Lemma becomes trivial. In all other cases´γr is the so-called 'resolvent of the second kind' (see [13] ) of´γκ, and the properties of r follow directly from Thm. 2.3.1 (existence and uniqueness), Thm. 2.3.5 (local L p -integrability), Prop. 9.5.7 (continuity), Prop. 9.8.1 (positivity for γ ě 0q and Prop. 9.8.8 (positivity under log-convexity for γ ă 0); all in [13] .
Upon taking Laplace transforms p κ, p r of κ, r, the resolvent equation (2.12) becomes p r´p κ " γpp κ¨p rq, (2.13) which can be useful for determining r explicitly from a given κ. Remark 2.9 (Relation to affine Volterra processes). Note that the instantaneous variance process V t " ξ t ptq of an AFV model can be written as 14) which shows that V is an affine Volterra process in the sense of [1] . We emphasize, that the representation (2.14) is not unique. Indeed, let λ ą 0 and let ϕ be the λ-resolvent of κ. Then, using e.g. [1, Lem. 2.5], it follows that
withξ 0 " ξ 0`λ pϕ ‹ ξ 0 q, and a mean-reverting drift-term appears. Conversely, if a process of the form (2.15) is given, and if ϕ has a p´λq-resolvent κ, then the forward variance is of the form
Two examples: Heston and rough Heston models
Example 2.10 (The Heston model). The Heston model [15] is given by
A simple calculation shows that
Hence,
and it follows that the Heston model can be written as an affine forward variance model with kernel κpxq " ζe´λ x and initial forward variance
Note that κ is the p´λ{ζq-resolvent of the constant kernel ζ, in accordance with Remark 2.9. To obtain the Riccati ODEs for the Heston model in the usual form (see e.g. [18] ), let ψp., uq be a C 1 -function such that gpt, uq " B Bt ψpt, uq`λψpt, uq, and ψp0, uq " 0.
By partial integration we obtain pκ ‹ gqpt, uq " ζ ż t 0 e´λ pt´sq gps, uq " ζψpt, uq.
Inserting into the convolution Riccati equation (2.9) yields
in accordance with [18] . Furthermore, it is straightforward to show that ż T t gpt´s, uqξ t psqds " φpT´t, uq`V t ψpT´t, uq, with φpt, uq " λθ ş t 0 ψps, uqds.6
Example 2.11 (The rough Heston model). In the rough Heston model, introduced in [7] , (2.16b) is replaced by
where α P p1{2, 1q is related to the 'roughness' of the paths of V . Note that this is an affine Volterra process (2.15) with power-law kernel φ pow ptq " ζt α´1 {Γpαq. In [8] it is shown that the forward variance in the rough Heston model satisfies α´1 f psqds the Riemann-Liouville fractional integral of order α and write 1 for the function of constant value one. The exponent in (2.6) can be transformed as follows:
which is the same as [7, Eq (23) ].2
Alternatively, one can check that the Laplace transforms p φpowpzq " ζz´α and p κpzq " ζ{pz α`λ q satisfy the relation (2.13) with γ "´λ{ζ.
Proving the characterization result
To prepare for the proof of Theorem 2.6, we introduce the following notation: Given a family gp., uq uPr0,1s of continuous functions from R ě0 to R, we set 
Moreover, M is an Itô process, which can be decomposed as
Proof. Fix T ą 0 and u P r0, 1s. Following [10, p. 94] closely, we compute
gpT´s, uqη r psqdW r ds stoch.F ub. To justify the application of the stochastic Fubini theorem in the form of [21, Thm. 2.2], we have to check whether
is finite for all t P r0, T s. Since gp., uq is continuous, there is a finite constant g˚puq :" sup tPr0,T s |gpt, uq|. Using Assumption 2.1 we find that
for all t P r0, T s and the application of the stochastic Fubini theorem was justified.
To show (2.21), we apply Itô's formula to M t " exp puX t`Gt q and obtain, using (2.1) and (2.3) that
as claimed. lem 2.13. Let κ be a decreasing L 1 -kernel. Then for any u P r0, 1s, the convolution Riccati equation (2.9) has a unique global continuous R ď0 -valued solution gp., uq. Moreover, gpt, uq " R V pu, f pt, uqq, where f p., uq is the unique global continuous solution of (2.11).
Proof. Fix u P p0, 1q and set H u pwq " R V pu, wq, with R V given by (2.10). It is easy to check that H u satisfies all conditions of Corollary A.7, i.e., that
• H u pwq is a finite, strictly convex function on p´8, 0s and satisfies H u p0q ă 0;
• H u pwq has a single root H u pw˚puqq " 0 in p´8, 0s.
Thus, we conclude from Corollary A.7 the existence of a unique global continuous solution gpt, uq to (2.9) for all u P p0, 1q. Moreover, gpt, uq ď 0 for all pt, uq P R ě0ˆp 0, 1q by estimate (A.11). Adding the boundary cases u P t0, 1u is trivial: Observe that gpt, uq " 0 is a constant global solution of (2.9) for u P t0, 1u, which must be unique by [13, Thm. 13.1.2] . Also the representation as gpt, uq " R V pu, f pt, uqq follows directly from Corollary A.7.
We are now prepared to prove the first part of Theorem 2.6. Theorem 2.6, 'if ' part. Let η t pT q " ? V t κpT´tq and fix some pT, uq P p0, 8qp 0, 1q. By Lemma 2.13, the convolution Riccati equation (2.9) associated to this kernel κ has a unique global continuous R ď0 -valued solution gp., uq. Using this solution gp., uq we define the processes G and M as in (2.18) and (2.19). Applying Lemma 2.12, we see that equation (2.20) for h t pT, uq can be simplified due to the factorization of η t pT q to
Inserting into (2.21) we obtain
Since gp., uq solves the convolution Riccati equation (2.9) the dt-term vanishes and we have shown that M is a local martingale. It remains to show that M is a true martingale. To this end, observe that
for all t P r0, T s. But S is a supermartingale, such that
Setting p " 1{u ą 1 this is the L p -criterion for uniform integrability of M . We conclude that M is a true martingale, and hence that
25) showing (2.6) for all u P p0, 1q. Adding the boundary cases u P t0, 1u is trivial. Since gpt, uq " 0 in these cases, (2.25) follows immediately.
For the reverse implication of Theorem 2.6 we distinguish the cases ρ ď 0 and ρ ą 0. The proof follows the same structure in both cases, but ρ ą 0 needs some additional technical arguments, which are relegated to Appendix B. Theorem 2.6, 'only if ' part in the case ρ ě 0. By assumption, the forward variance model pX, ξq has an affine CGF in the sense of Definition 2.4. Using the associated function gp., uq, we define the processes G and M as in (2.18) and (2.19) . Observe that due to (2.6), M has to be a martingale. In addition, note that Assumption 2.1, together with gp., uq ď 0 yields that h t pT, uq " pg ‹ ηq t pT, uq ď 0 for all t, T ě 0, u P r0, 1s. Applying Lemma 2.12 and using the fact that M is a martingale, we see that the dt-term in (2.21) has to vanish, i.e. that
up to a pdtˆdPq-nullset. This is a quadratic equation in the variable h t pT, uq, and due to the assumption ρ ď 0 it possesses a unique negative solution
Inserting the definition of h t pT, uq from (2.20) and setting τ " T´t we obtain 
Affine forward order flow intensity models
We now introduce a class of models for market order flow, which are structurally similar to forward variance models. These models consist of a log-price X and a forward intensity process ξ t pT q, which models the expectation (at time t) of the future intensity of order flow (at time T ). The forward intensity ξ t pT q has a role similar to the forward variance, and we call the resulting model an affine forward order flow intensity (AFI) model. 4 The AFI model is driven purely by the arrival of market orders, which are represented by two pure-jump semimartingales Jt , Jt of finite activity and with common intensity λ t´. As in (2.2), we assume that ξ . pT q and λ are connected by
The driving processes J˘jump only upwards and represent the arrival of buy and sell orders respectively. Their jump height distributions are given by two probability measures ζ˘pdxq on R ě0 for buy and for sell orders. We assume that ş 8 0 e x ζ˘pdxq ă 8; in particular, also the first moments m˘:"
exist. In addition, we assume that the order flow processes are self-exciting, in the sense that each arriving order positively impacts the intensity process. This impact can be asymmetric, i.e. the degree of self-excitement may be different for buy-and sell-orders. Together this leads to the specification of the AFI model as
where κ is an L 1 -kernel in the sense of Definition 2.2, γ˘are positive constants, m X is determined by the martingale condition on S " e X and r Jt denote the compensated order flow processes, i.e. r Jt :" Jt´m˘ş and denoting by r J λ the compensated counterpart of J λ , we can rewrite (3.1) as
We proceed to discuss the jump processes and the compensators of their random jump measures in more detail. The random jumps of J˘are compensated by
where x represents jump size. While J`and J´are independent, given λ, it is important to note that J X t and J λ t are not. Instead, they move by simultaneous jumps. Thus, the predictable compensator of the jump measure of pJ X , J λ q is given by dν pX,λq t pdx, dyq " λ t´χ pdx, dyqdt, where χpdx, dyq "´1 txě0u 1 ty"γ`xu ζ`pdxq`1 txď0u 1 ty"´γ´xu ζ´p´dxq¯.
Note that the measure of joint jump heights χpdx, dyq is concentrated on the line segments y " γ`x, px ě 0q and y "´γ´x, px ď 0q due to the simultaneity of jumps. In addition, we define ψ˘puq "
and calculate
pdx, dyq " ψ``u`wγ`˘`ψ´`´u`wγ´˘.
Applying Itô's formula for jump processes to e X it is easy to see that the martingale condition implies that
The following theorem is the analogue of Theorem 2.6 and shows the structural similarity between affine forward variance models and AFI models. where R λ pu, wq " ψ``u`wγ`˘`ψ´`´u`wγ´˘´um X´w`γ`m``γ´m´˘, (3.5)
with ψ˘as in (3.3) .
Proof. Essentially, we proceed as in the 'if'-part of the proof of Theorem 2.6. Let G be defined as in (2.18) and set M t " exppuX t`Gt q. Applying the same argument as in the proof of Lemma 2.12, but replacing Brownian motion by the pure-jump-martingale r J λ we obtain Applying the Itô-formula with jumps to M we obtain
∆X s´∆ G s1
and compensating the jumps yields
where 'loc. mg.' denotes a local martingale part that we need not compute explicitly. We see that the dt-terms vanish, if
i.e. if the generalized convolution Riccati equation (3.4) has a solution for 0 ď τ ď T´t.
To show that there exists a unique global continuous solution of (3.4), we proceed as in the proof of Lemma 2.13, i.e., we set H u pwq " R λ pu, wq, u P p0, 1q and show that H u satisfies the conditions of Corollary A.7. In particular, for all u P p0, 1q,
Indeed, note that strict convexity is inherited from ψ˘, cf. (3.3). In addition, convexity of the exponential function implies, for u P p0, 1q, that e ux " e u¨x`p1´uq¨0 ď ue x`p 1´uqe 0 ă ue
, and hence that
Finally, the existence of the root w˚puq follows from the fact that lim wÑ´8 ż 8 0´e p˘u`γ˘wqx´1´γ˘w x¯ζ˘pdxq "`8, which implies that lim wÑ´8 H u pwq "`8. In summary, H u satisfies all conditions of Cor. A.7 and we conclude the existence of a unique global solution gpt, uq of the Riccati equation for all u P p0, 1q. Moreover, gpt, uq ď 0 for all pt, uq P R ě0ˆp 0, 1q by estimate (A.11). We can add the boundary cases u P t0, 1u, observing that they yield the constant global solution gpt, uq " 0, which must be unique by [13, Thm. 13.1.2]. From (3.6) we conclude that M t " exppuX t`Gt q is a local martingale. By the same arguments as in (2.24) and (2.25) it follows that M is a true martingale, and hence that pX, ξq has an affine CGF.
Example 3.2 (The bivariate Hawkes process of [7] ). Consider (3.1a), driven by a bivariate Hawkes process pJ`, J´q with unit jump size (i.e., ζ˘pdxq " δ 1 pdxqq, common kernel ϕ, and common intensity λ t , given by
as in [7, Sec. 2] . Set p γ :" γ``γ´and let κ be the p γ-resolvent of ϕ in the sense of (2.12). In terms of κ, the Hawkes intensity λ has the martingale representation (cf.
and hence dξ t pT q " dE r λ T | F t s " κpT´tqdJ λ t , which shows that the model can be cast as AFI model with kernel κ. For concrete specifications of ϕ, we can take Laplace transforms and use the relation (2.13) to determine the corresponding κ. Consider, for example ϕpxq " e´p λ`p γqx with Laplace tf.
For this ϕ we obtain from (2.13) the p γ-resolvent κpxq " e´λ x with Laplace tf.
i.e., the kernel of the Heston model in forward variance form; see Example 2.10. Furthermore, the Hawkes kernel
has Laplace transform p ϕpzq " 1{pz
the kernel of the rough Heston model in forward variance form; see Example 2.11.
High-frequency limit of the AFI model
We proceed to show that the AFV model is the high-frequency limit of the AFI model. This limit is closely related to the limits of 'nearly unstable' Hawkes processes considered in [16, 17, 7] , see Example 4.4 below.
A first convergence result
Our starting point is the AFI model (3.1a). We assume that buy/sell order size distributions ζ˘are normalized in the sense that
and we denote by p :"
the variance of buy orders relative to sell orders. We introduce a small parameter and rescale (3.1) as
where J ,˘a re pure jump semimartingales, independent given their common intensity λ t " ξ t ptq and with jump height distribution
Moreover, the kernels are scaled as κ pxq " 1 κpxq.
Thus, as Ó 0, the frequency of jumps increases proportional to 1{ , while the size of jumps shrinks proportional to ? . The initial conditions of (4.3) are given by X 0 " X 0 and ξ 0 pT q " 1 ξ 0 pT q. Under the given scaling, the quantities from (3.3) and below transform as
? mȃ nd we write
lem 4.1. Given γ˘ą 0 and the jump height distributions ζ˘pdxq, define c ą 0 and ρ P r´1, 1s by c "
with R V pu, wq as in (2.10). Moreover, also the partial derivatives with respect to u and w converge, i.e. 
Expanding in powers of
Hence, using (4.1) and (4.2), it follows that
where exchanging limit and integral is justified by dominated convergence and the integrability condition ş 8 0 e x ζ˘pdxq ă 8. To show the convergence of partial derivatives, we take partial derivatives in (4.5) to obtain BR Bu pu, wq "
Since R is convex, its difference quotients converge monotonically, and monotone convergence can be used to exchange derivative and integral. Expanding x, a direct calculation yields the desired limit. The proof for the B Bw -derivative is analogous. Remark 4.2. Equation (4.4) gives important insights on the dependence of the leverage parameter ρ on the micro-structural parameters p (asymmetry of order sizes) and γ˘(asymmetry of self-excitement). Consider first the case of symmetric order size distributions p " 1 2 as in [6] which confirms that ρ P p´1, 1q. In addition, the boundary cases ρ "˘1 can be attained when the vectors are of opposing resp. of the same direction, i.e., when p Ñ 0 and p Ñ 1.
Combining Lemma 4.1 with Theorem 2.6 and 3.1 yields a first distributional convergence result.
prop 4.3. Let pX , ξ q be the rescaled AFI model (4.3). Define c, ρ as in Lemma 4.1 and set κ V pxq " cκpxq. Then, for any t ě 0,
where pX, ξq is a forward variance model with correlation parameter ρ, and kernel κ V .
Proof. By Theorem 3.1, g pt, uq in the CGF (2.6) of X is the unique global solution of the generalized convolution Riccati equation (3.4) and hence satisfies
Note that 1 R pu, wq is jointly continuous in all variables, and by Lemma 4.1 converges to R V pu, cwq as Ñ 0. By Corollary A.7, equation (4.7) can be transformed into a non-linear Volterra equation of type (A.6), whose solution depends jointly continuous on pt, , uq by [13, Thm. 13.1.1]. We conclude that 1 g pt, uq converges, uniformly for pt, uq in compacts, to gpt, uq as Ñ 0, where gpt, uq is the unique solution (cf. Theorem 2.6) of gpt, uq " R V´u , cκ ‹ gpt, uq¯" R V´u , κ V ‹ gpt, uq¯.
Using Theorems 2.6 and 3.1, we conclude that
as Ñ 0, i.e., the moment generating function of X t converges to the moment generating function of X t on u P r0, 1s. By [4, Prob. 30.4] , convergence of moment generating functions on a (non-empty) interval implies the convergence in distribution in (4.6).
The following example shows that the scaling in (4.3) is related to the 'nearly unstable' limit of Hawkes models in [7] .
Example 4.4 (Nearly unstable limit of bivariate Hawkes processes). We continue Example 3.2 and consider the bivariate Hawkes process from [7] with MittagLeffler kernel (3.8) . Introduce a small parameter and scale the kernel as
In terms of its Laplace transform, this scaling becomes p ϕ pzq " 1{p pz α`λ q`r γq. In particular, we have
i.e. as Ñ 0 the stability condition of the Hawkes process approaches the critical value 1 (hence 'nearly unstable'). From (2.13), the Laplace transform of the resolvent kernel κ pxq can be determined as
and thus the resolvent kernel is given by
Together with square-root scaling of the jump size we are exactly in the setting of (4.3) and conclude from Proposition 4.3 that the (univariate) marginal distributions of X converge to those of the corresponding AFV model, i.e. the rough Heston model (cf. Example 2.11). Theorem 4.10 below strengthens this result to convergence of all finite-dimensional marginal distributions.4
.2 The joint moment generating function
In this subsection, we derive results on the joint moment generating function of log-price and forward variance and of the finite-dimensional marginal distributions of X.
Assumption 4.5. We assume that pX, ξq is either an AFV model or an AFI model, and we write Rpu, wq for the corresponding function R V pu, wq or R λ pu, wq. In addition we denote, for any u P p0, 1q, by w˚puq the unique root where Rpu, w˚puqq " 0, and w˚puq ă 0.
Note that the function Rpu, wq has already been studied in the context of affine stochastic volatility models in [18, Lem. 3.2ff ]. In particular, we note that Rpu, wq and w˚puq are convex functions for u P r0, 1s, w ď 0 and continuously differentiable on the interior of their domain. Proof. The existence of a unique, R ď0 -valued solution to (4.9) with initial condition (4.10) follows from an application of Corollary A.8 with H u pwq " Rpu, wq. In the proofs of Theorem 2.6 and Theorem 3.1, we have already established that H u satisfies the necessary conditions to apply the corollary. Next, we define
1´s , u, hqξ t psqds and specialize to the forward variance case. By Lemma 2.12, it holds that
, u, hqdr¸aV t dW t and that M ∆ t is a local martingale on r0, T s if
, u, hqdr¸.
Setting τ " T 1´t P r∆, T 1 s this is exactly (4.9). We conclude that M ∆ t is a local martingale on r0, T s, and -repeating the argument following (2.24) -even a true martingale. Using the initial condition (4.10), we observe that
showing (2.6). The proof in the AFI case is analogous with the following modifications: W t has to be substituted by the pure-jump martingaleJ X t and V t by the intensity λ t´. Itô's formula for jump processes can then be applied as in the proof of Theorem 3.1.
prop 4.8. Let pX, ξq be an AFV or an AFI model and let Rpu, wq and w˚puq be defined as in Assumption 4.5. Let t 0 ď t 1 ď¨¨¨t n " T and u " pu 0 , . . . , u n´1 q P p0, 1q n be such that w˚pu 0 q ď w˚pu 2 q ď¨¨¨w˚pu n´1 q. Then, for all k P t0, . . . , n´1u,
where the functions g k are defined by backward recursion as the solutions of the convolution Riccati equations
with initial conditions
Remark 4.9. Note that for k " n´1 equation (4.12) becomes a (generalized) convolution Riccati equation without initial condition and (4.13) becomes void (i.e. a condition over an empty set).
Proof. We show the result by backward induction on k: For k " n´1 the proposition is equivalent to Theorem 2.6, when pX, ξq is an AFV model, and to Theorem 3.1, when pX, ξq is an AFI model. Setting ∆ k :" T´t k , we obtain from (A.15) in Corollary A.8 that
κp∆ n´1´s qg n´1 ps, uqds. (4.14)
For the induction step assume that (4.11) has been shown for a certain k and that (4.14) holds with n´1 replaced by k. Writing Z k´1 :" exp`u k´1 pX t k´X t k´1 q`¨¨¨`u n pX T´Xtn´1 q2
and applying the tower law of conditional expectations, we have
ff .
Since w˚pu k´1 q ď w˚pu k q ă
we may apply Proposition 4.6 with ∆ k and obtain (4.11) with g k´1 as solution of (4.12) with initial condition (4.13). Finally, (4.14) holds with n´1 replaced by k´1, using the estimate (A.15) from Corollary A.8.
Convergence of finite-dimensional marginal distributions
thm 4.10. Let pX , ξ q be the rescaled AFI model (4.3), define c, ρ as in Lemma 4.1 and set κ V pxq " cκpxq. Then, for any n P N and 0 " t 0 ď t 1 ď¨¨t
where pX, ξq is the AFV model with correlation parameter ρ and kernel κ V .
Proof. By Lemma 4.1 1 R pu, wq converges to R V pu, cwq and the same holds true for the partial derivatives with respect to u and w. Therefore, by the implicit function theorem, also w ˚p uq and 
It is easy to see that w˚is decreasing on p0, u˚q and increasing on pu˚, 1q, where
We conclude that there is N P N and a closed interval I Ă p0, u˚q with nonempty interior, such that u Þ Ñ w˚puq and u Þ Ñ w ˚p uq are decreasing on I for all ď 1{N . Introduce the set D :" tu P I n : u 0 ě u 2 ě¨¨¨ě u n´1 u Ă p0, 1q n and note that also D is closed with non-empty interior. In addition, w ˚p u 0 q ď w ˚p u 2 q ď¨¨¨w ˚p u n´1 q for all u " pu 0 , . . . , u n´1 q P D and ď 1{N , and the same holds for w˚. From Proposition 4.8 we conclude that the joint moment generating function of the increments pX t1´X t0 , X t2´X t1 , . . . , X tn´X tn´1 q is of the form
for any u P D and ď 1{N , where g 0 satisfies the iterated Riccati convolution equations (4.12) with Rpu, wq " R pu, wq. By Corollary A.8 each of these equations can be transformed into a non-linear Volterra equation, whose solution depends continuously on p , t, uq by [13, Thm. 13.1.1]. In addition, Lemma 4.1 yields the convergence 1 R pu, wq Ñ R V pu, cwq. Hence we conclude -as in the proof of Proposition 4.3 -that 1 g 0 pt, uq converges, uniformly for pt, uq in compacts, to g 0 pt, uq as Ñ 0, where g 0 pt, uq is the unique solution of the iterated Riccati convolution equations (4.12) with Rpu, wq " R V pu, cwq. Consider now the joint moment generating function Zpuq of the increments pX t1´Xt0 , X t2´Xt1 , . . . , X tn´Xtn´1 q of the AFV model with parameter ρ and kernel κ V " cκ. The convergence 1 g 0 pt, uq Ñ g 0 pt, uq together with Proposition 4.8 yields 
A Some results on Volterra equations with convex non-linearity
We show some results on Volterra equations with convex non-linearity, of the type appearing in Theorem 2.6 and 3.1. On the non-linearity we impose the following assumptions:
Assumption A.1. The function H : p´8, w max s Ñ R is continuously differentiable and convex with a unique root Hpw˚q " 0 in p´8, w max s. Moreover, H 1 pw˚q ă 0 and Hpw max q ă 0.
For a function H satisfying Assumption A.1, we set w 0 " argmin wPp´8,wmaxs Hpwq;
if the minimum is not unique (i.e., if H has a flat part), then w 0 shall denote the leftmost minimizer. Note that either
• w 0 " w max , in which case H is strictly decreasing on p´8, w max s; or
• w 0 ă w max , in which case H is strictly decreasing on p´8, w 0 q and increasing on rw 0 , w max s.
In any case, w˚ă w 0 ď w max holds true. Also the following definition will be useful:
Definition A.2. Let H be a function satisfying Assumption A.1. The decreasing envelope of H is defined as
Clearly H also satisfies Assumption A.1, but is in addition decreasing and satisfies H ď H. Both Assumption A.1 and Definition A.2 are illustrated in Figure 1 . Figure 1 : Illustration of two convex functions H 1 , H 2 satisfying Assumption A.1. While H 1 is monotone decreasing, H 2 is not, and its decreasing envelope H 2 is also shown. lem A.3. Let H : p´8, w max s Ñ R be a convex function that satisfies Assumption A.1; in particular it has a root Hpw˚q " 0. Then (a) For any a P pw˚, w max s the function
maps pw˚, as onto r0, 8q; is strictly decreasing, and has an inverse Q´1 1 pr, aq, which maps r0, 8q onto pw˚, as.
(b) For any a P p´8, w˚q the function
maps ra, w˚q onto r0, 8q; is strictly increasing, and has an inverse Q´1 2 pr, aq, which maps r0, 8q onto ra, w˚q.
(a') If a is increasing with values in pw˚, w max s then (A.6) has a unique global solution f which satisfies w˚ă r 1 ptq ď f ptq ă aptq, @ t ą 0, (A.9)
where r 1 ptq " Q´1 1´ş t 0 κpsqds, ap0q¯and Q 1 is given by (A.4) .
Remark A.6. Clearly, if H is decreasing (and hence w 0 " w max ), cases (a) and (a') coincide. In the general case (a) gives better bounds on f than (a'), but is more restrictive in its assumption on the function a.
Before proving the theorem, we add two Corollaries that are used in the proofs of Theorems 2.6, 3.1 and 4.10. In addition, case (a) can be extended to:
(a') If a is increasing with values in pw˚, w max s then (A.10) has a unique global solution g which satisfies
In any of the above cases, gptq " Hpf ptqq, where f is the solution of (A.6).
cor A.8. Let the assumptions of Theorem A.5 hold with w max " 0. Let ∆ ą 0 and let h be a piecewise continuous function from r0, ∆q to R ď0 . Consider the non-linear integral equation
κpt´sqgpsqds˙, t P r∆, 8q, (A.14)
with initial condition gptq " hptq, t P r0, ∆q. Proof of Theorem A.5. Clearly, H can be extended to a continuous function on all of R and thus it follows from [13, Thm. 12.1.1] that (A.6) has a local continuous solution f on an interval r0, T max q with T max ą 0. In addition, T max can be chosen maximal, in the sense that the solution cannot be continued beyond r0, T max q. Case (a): By assumption, a is increasing and takes values in pw˚, w 0 s. Set T˚:" inf tt P p0, T max q : f ptq " w˚or f ptq " apT max qu (A. 16) and note that T˚ą 0. From (A.6) it is clear that
κpt´sqHpf psqqds ă aptq ď apT max q, @t P r0, T˚q, (A. 17) i.e. the lower bound w˚in (A.16) is always hit before the upper bound apT max q. In addition, using that the kernel κ is decreasing, we obtain that f ptq " aptq`ż Indeed, applying Q 1 p., ap0qq to both sides of (A.24) yields Proof of Corollary A.7. Let f be the global solution of (A.6). Applying H to both sides of (A.6), we see that gptq :" Hpf ptqq is a global solution of (A.10). Next, we show uniqueness. To this end, assume that r g is a local solution of (A.10) on r0, T q, different from g and define r f ptq :" aptq`ż t 0 κpt´sqr gpsqds.
Clearly, r
gptq " Hp r f ptqq on r0, T q, and hence r f is a local solution of (A.6). By [13, Thm. 13.1.2], this solution is unique, and we conclude that r f " f , and hence also r g " g. Finally, applying H -which is decreasing on p´8, w 0 s -to the inequalities (A.7) and (A.8) yields (A.11) and (A.12). In case (a') monotonicity of H is lost, but Hpwq ă 0 for all w P pw˚, w max s yields (A.13). showing that g is a global solution of (A.14). From cases (a) or (a') of Theorem A.5, we obtain the bound w˚ă f pt 1´∆ q "
as claimed. To show uniqueness, assume that r g is a solution of (A.14), different from g. Setting r f ptq :" aptq`ż t 0 κpt´sqr gps`∆q, we see that r f is a solution of (A.27) and conclude from Theorem A.5 that r f " f and hence also r g " g.
B Theorem 2.6 in the case ρ ą 0
We provide the remaining part of the proof of Theorem 2.6 in the case ρ ą 0. Our starting point is the quadratic equation (2.26), which has been obtained without any assumption on the sign of ρ. In the case ρ ą 0, additional arguments are needed, since this equation may have two negative solutions.
Theorem 2.6, 'only if ' part in the case ρ ą 0. On the set S " tpt, ωq : V t pωq ‰ 0u we set k t pτ, ωq " 1 V t pωq η t pt`τ, ωq,
for τ ě 0. Note that by Assumption 2.1 τ Þ Ñ k t pτ, ωq must be a decreasing L 2 -kernel for a.e. pt, ωq. Since (2.8) holds trivially if S is a dt b dP-nullset, we may, without loss of generality, assume that S is not a nullset and consider only pt, ωq P S in the remainder of the proof. both of which may be negative. However, using continuity of gp., τ q and evaluating (B.1) at τ Ó 0 yields that gp0, uq " 1 2 pu 2´u q. Inserting into (B.2) and using pg ‹ kq t p0, uq " 0 this initially selects the solution q`and shows that pg ‹ kq t pτ, uq " q`pτ, uq, for all τ P r0, T˚puqq, where T˚puq is the first collision time of q`and q´, i.e. , On the interval r0, T˚puqq we can proceed as in the case of ρ ď 0 and obtain that η t pt`τ q " a V t k t pτ q " a V t B Bτˆż τ 0 q`pτ´s, uqπpds, uq˙, τ P r0, T˚puqq (B.3) where π is the resolvent of the first kind of gpτ, uq. Therefore, to complete the proof it suffices to show that T˚puq can be made arbitrarily large by choosing a suitable u P p0, 1q. To this end, note that (B.1) is a convolution Riccati equation for gp., uq with the kernel k t p.q, i.e., gpτ, uq " R V pu, pg ‹ kq t pτ, uqq.
Applying Lemma 2.13 we obtain that gp., uq is its unique continuous solution, which, by Corollary A.7, can be written as gpτ, uq " R V pu, f pτ, uqq, where f pτ, uq solves f pτ, uq " ż τ 0 k t pτ´sqR V pu, f ps, uqqds.
(B.4)
Moreover, the collision time can be represented in terms of f as
T˚puq :" inf tt ą 0 : f pt, uq "´ρuu . Moreover, using [13, Thm. 2.3.5], we can express lpt, uq in terms of the ρ-resolvent r t and obtain f pτ, uq ě lpτ, uq " Sending u Ò 1 the right-hand side can be made arbitrarily large and we conclude that lim uÒ1 T˚puq "`8, which together with (B.3) completes the proof.
