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ABSTRACT
The use of higher-order local autocorrelations as features
for pattern recognition has been acknowledged since many
years, but their applicability was restricted to relatively low
orders (2 or 3) and small local neighborhoods, due to com-
binatorial increase in computational costs.
In this paper a new method for using these features is pre-
sented, which allows the use of autocorrelations of any or-
der and of larger neighborhoods. The method is closely re-
lated to the classifier used, a Support Vector Machine (SVM),
and exploits the special form of the inner products of au-
tocorrelations and the properties of some kernel functions
used by SVMs. Using SVM, linear and non-linear classi-
fication functions can be learned, extending the previous
works on higher-order autocorrelations which were based
on linear classifiers.
1. INTRODUCTION
In most pattern recognition problems, each pattern can be
described as a scalar function of time or spatial coordinates.
In many cases, a translation or a scale change has no effect
on class membership. Regarding each pattern as a point
in a vector space, we wish to map all points correspond-
ing to translated (or scaled) versions of one pattern in a sin-
gle point. In addition, patterns which differ in other ways
should map into distinct points, and in some sense, patterns
which are similar should map into points that are close to-
gether.
The higher-order measures possess the uniqueness prop-
erty for even orders [1] and they are shift-invariant. Higher-
order autocorrelations have been previously used as features
describing patterns [2], [3], [4], [5], but their applicability
has been limited to second or third orders and a small local
neighborhood, due to high computational costs. As noted in
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[5], for a second-order autocorrelation function and exploit-
ing its symmetry, one gets 29 features for a  neighbor-
hood and 205 features for a  neighborhood. Also, in all
reported experiments, linear classifiers have been employed.
In this paper we propose a new method for combining
higher-order autocorrelation functions and non-linear clas-
sifiers which is no longer limited to the second or third order
and which can be applied on larger neighborhoods. This
method relies on exploiting some properties of the inner
products of autocorrelation functions which, in turn, allow
us to avoid explicitly computing the autocorrelations. The
paper is organized as follows: in section 2 we describe the
autocorrelation functions and their inner product, section 3
describes briefly the classifier and finally, some experimen-
tal result and conclusions are presented in last sections.
2. FEATURE EXTRACTION BY LOCAL
HIGH-ORDER STATISTICS
High-order statistics (HOS) measures are extensions of second-
order measures (such as the autocorrelation function) to higher
orders. Given a real-valued function 	
 , its n-th order au-
tocorrelation function with displacements is defined by
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where ﬀﬂﬁ! !  1ﬁ

are displacements within a given neigh-
borhood. This function,   , is shift-invariant, in the sense
that 	
 and 2+
#"3	
4)56 have the same n-th order auto-
correlation function. A detailed analysis of the properties of
the autocorrelation function is presented in [1]. Here, we are
interested in the inner product of two n-th order autocorre-
lations. Let  ﬂ and  ﬂ7 be the 8 -th order autocorrelations
of patterns 	
 and 2+
 . Following [1], their inner product
is given by
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Combining autocorrelation of different orders in order
to obtain a more descriptive feature vector can be done as
follows. Let Z["]\!^  ﬁ !  !ﬁ^`_ba be a set of indices and let
c
d>
 be the vector obtained by concatenating the autocorre-
lations  ?ef , where gh"i^  ﬁ ! ! ﬁ^`_ , then it is obvious that
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meaning that computing the inner product of two compound
feature vectors can be done by simply summing the inner
products of the components.
3. SUPPORT VECTOR MACHINES FOR PATTERN
CLASSIFICATION
Below we will briefly present the Support Vector Machines
(SVMs) and we will point out their advatages in the case
of high-order autocorrelations. For a more comprehensive
description, the reader is referred to [6], [7]. The task of
learning from examples, for a two-class pattern recognition
problem, can be formulated as follows: given a set of func-
tions
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each one generated according to an unknown probability
distribution function h
Fﬁ2C , we want to find a function
wﬂx( which minimizes the risk of misclassification of the new
patterns randomly drawn from  , given by the risk func-
tional:
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For any [ 6ﬁ!! , the following inequality holds with
probability  :
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providing an upper bound on the risk functional, where cR _# 
¤'
is the empirical risk and

is the Vapnik-Chervonenkis (VC)
dimension. The second term on the right hand side of (4) is
called the VC confidence. The goal is to minimize the risk
functional by minimizing its upper bound. There are two
strategies: keep the VC confidence fixed and minimize the
empirical risk, or fix the empirical risk to a small value and
minimize the VC confidence. The SVMs are taking the sec-
ond approach and we will briefly describe the method be-
low.
In the linear separable case we are looking for an optimal
hyperplane
9¥
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)§¦L"G which minimizes the VC con-
fidence while providing the best generalization capabilities.
The decision function can be written as
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where by
9
A?ﬁ!A
: we denote the inner product of two vectors.
Geometrically, the problem to be solved resides in finding
the hyperplane that maximizes the sum of distances to the
closest positive and negative training examples. This dis-
tance is called margin and the optimal hyperplane is ob-
tained by minimizing ª
¥
ª
ﬃ
subject to a set of constraints.
By relaxing the constraints, the non-separable case can also
be handled and the optimization problem can be stated as
minimize «
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subject to the following constraints
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where ­ is a user-defined constant and ²
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o?n

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is the upper
bound on the number of misclassifications on the training
set. Introducing the Lagrange multipliers 
o
®
 and using
Kuhn-Tucker theorem, the solution can be expressed as
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with 
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 corresponding to those examples 
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strictly obey (7). These 
o
are called support vectors. The
coefficients 
o
are the solutions of the following quadratic
programming problem: maximize
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Then, the decision function becomes
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where the sum is taken over all support vectors. One thing
must be noted here: the only way data appears in above
equations ((9)-(11)) is in the form of inner products.
The problem of non-linear decision boundaries is solved
by mapping the training set into a high-dimensional (possi-
ble infinite-dimensional) feature space where the training
will be carried out as in the linear case. This mapping is
done by means of kernel functions - functions that define an
inner product in the feature space. Let º[

o
ﬁ,
µ
 be such
a kernel function. All the above considerations can be ex-
tended to the case of kernel functions and in the equations
(9)-(11) the inner products of the form 9 
o
ﬁ,
µ
: will be re-
placed by º[

o
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µ
 .
This means that if there would exist a kernel function
that could be expressed as a function of inner products of
data, we could use (2) and (3) for computing the kernel val-
ues in the case of autocorrelation features, avoiding the ex-
tremely expansive task of explicitly computing the autocor-
relations.
This kind of kernel exists and two common examples of
non-linear ones are the polynomial and the sigmoidal ker-
nels which could be written as:
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Considering 
o
as compound autocorrelation-feature vec-
tors, we obtain the corresponding kernels which allow non-
linear classifiers to be trained.
4. EXPERIMENTS
In this section some experiments and preliminary results are
presented. The goal of the experiments was to prove the
possibility of using higher order autocorrelation functions
for pattern classification.
The patterns used for training/testing the classifiers were
human faces and the kernel used was a second degree poly-
nomial kernel (12). The training data set was the XM2VTSDB
database ([8]) from which 206 images were used for train-
ing and 30 for testing. The negative examples (263 for train-
ing and 40 for testing) were randomly generated from im-
ages containing no human faces. As we were interested in
studying the influence of using the higher orders of autocor-
relations, we did not tune the training parameters (polyno-
mial degree, the constant ­ ) and the training has been done
in a single step.
Using these severe constraints, the system was trained
to classify human faces. The following table summarizes
the preliminary results:
Autocorrelation
orders
Neighborhood size
PÄ Ä ÅLÆÅ ÇPÄÇ
1 30 32.86 31.43 38.57
1,2 27.15 32.86 37.14 31.43
1,2,3 15.71 28.57 41.43 32.86
1,2,3,4 11.43 25.71 27.14 30
1,2,3,4,5 10 20 22.86 25.43
1,2,3,4,5,6 8.57 14.29 18.57 15.71
Table 1. Misclassification rates (%)
It must be noted that the images have not been prepro-
cessed - an increase in detection rates is expected in the case
of applying some specific preprocessing (histogram equal-
ization, removing the background by applying a mask). Also,
the training has to be extended by using bootstrapping tech-
niques for generating more significant negative examples.
In the final paper, more detailed examples will be pre-
sented.
5. CONCLUSIONS AND FUTURE WORK
In this paper we have presented a new method for using
higher order autocorrelations for pattern classification which
is able to deal with any autocorrelation order and with sig-
nificantly larger neighborhoods. Also, both linear and non-
linear classifiers can be trained by means of different ker-
nels, as long as the kernel function can be expressed in terms
of inner products of the input data.
Due to the fact that autocorrelations are shift-invariant, a
preprocessing step consisting in a log-polar transform ([3],[4])
would make the classifier to be rotation-invariant. More-
over, by combining this preprocessing with a multi-scale ap-
proach, we expect to obtain a robust pattern classifier with
a high degree of rotation/scaling invariance.
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