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Introduzione
Nella tesi viene presentato un problema di gestione di un inventario, in cui
un rivenditore deve decidere la quantita` di merci da ordinare periodicamente
ad una fabbrica, al fine di rifornire il suo inventario e soddisfare la domanda
dei clienti. Nello specifico, l’ordine inoltrato alla fine di un certo periodo
e` dato da un’opportuna combinazione convessa della domanda registrata in
tale periodo e dell’ordine effettuato alla fine di quello precedente.
Questo problema viene modellizzato mediante una catena di Markov e,
dal punto di vista numerico, la sua risoluzione e` ricondotta al problema del
calcolo del vettore invariante di probabilita`, cioe` al calcolo del vettore riga
pi = (pii)i∈N con infinite componenti che verifica le seguenti proprieta`:
pi = piP,
∞∑
i=0
pii = 1, pii > 0 ∀i
dove P e` la matrice di transizione della catena di Markov introdotta nella
modellizzazione del problema. Nello specifico, la matrice P ha la seguente
struttura
P =

Ad A0
Ad A0
...
. . .
Ad A0
Ad A0
. . . . . .

dove i blocchi A0 e Ad risultano fortemente strutturati: A0 e` bidiagonale
inferiore a blocchi e di Toeplitz a blocchi, mentre Ad ha rango basso. La
dimensione di tali blocchi dipende dai dati del problema di partenza; essa
cresce notevolmente nel caso in cui siano presenti due rivenditori nella catena
di commercio. Considerando dei dati idonei a rappresentare una situazione
reale, la dimensione nel caso con uno o due rivenditori e` rispettivamente
1120× 1120 e 31360× 31360.
1
2 INTRODUZIONE
La catena di Markov associata alla matrice P e` di tipo G/M/1; in questi
casi il calcolo del vettore invariante puo` essere ricondotto alla risoluzione di
un’equazione matriciale non lineare. Nel caso specifico quasta equazione e`:
X = A0 +X
dAd . (1)
L’obiettivo principale della tesi e` stato quello di studiare metodi numerici
specifici per il calcolo di pi in modo da sfruttare efficientemente la struttura
della matrice P per ridurre il costo computazionale e l’ingombro di memoria.
Particolare attenzione e` stata rivolta al calcolo del prodotto, della traccia e
dell’inversa delle matrici di interesse.
Sono state analizzate due classi di metodi numerici per il calcolo della
minima soluzione non negativa R dell’equazione matriciale (1): la prima e`
basata su iterazioni funzionali della forma
Xn+1 = F (Xn) per n ≥ 1
dove F (·) e` una funzione matriciale che rispetta particolari proprieta` e 0 ≤
X0 ≤ R, la seconda sul calcolo della decomposizione spettrale di R tramite
il metodo di Aberth e la risoluzione di sistemi lineari singolari.
Tali metodi, benche´ sfruttino le strutture delle matrici, sono inutilizzabili
nel caso con due rivenditori, in quanto la dimensione e` estremamente grande
(ad esempio 31360 × 31360) e i tempi di calcolo diventano eccessivamente
lunghi.
Per questo sono stati analizzati ulteriori metodi numerici che approssi-
mano direttamente il vettore pi senza risolvere l’equazione matriciale. Un
algoritmo si basa sul metodo delle potenze, l’altro su un partizionamento
regolare della matrice (I − P T ). Inoltre, e` stata presentata un’euristica per
risolvere le problematiche relative alla dimensione infinita della matrice P .
Gli algoritmi descritti sono stati implementati in MATLAB e sono stati
effettuati confronti, sia in termini di tempo di calcolo che di accuratezza, tra
i vari metodi. I risultati ottenuti sono stati infine commentati relativamente
al modello matematico proposto. Si e` mostrato, in particolare, per quali
parametri del modello viene raggiunto l’obiettivo di rendere omogenea la
dimensione degli ordini inoltrati alla fabbrica, senza incrementare i costi per
il rivenditore.
Nel primo capitolo sono riportati i principali risultati teorici riguardanti le
matrici stocastiche. In seguito, sono introdotti alcuni algoritmi per il calcolo
di pi relativo a matrici di tipo G/M/1. Piu` in particolare, sono descritti i
metodi di iterazione funzionale, il metodo di Aberth e alcune varianti che
permettono di ridurre il costo computazionale.
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Nel secondo capitolo e` presentato il problema pratico e la sua modelliz-
zazione matematica tramite le catene di Markov. E` mostrato inoltre come il
vettore pi possa essere utilizzato per calcolare le probabilita` relative ai tempi
di attesa del rivenditore e la quantita` S di merci nell’inventario iniziale ne-
cessaria per fornire un determinato servizio ai clienti. E` stata poi descritta la
struttura della matrice di transizione Pg e come essa possa essere utilizzata
efficientemente negli algoritmi introdotti nel capitolo 1.
Infine, e` considerata una variante del problema iniziale: si suppone la
presenza di due rivenditori nella catena di commercio. Dopo aver messo in
luce le forti analogie col caso precedente inerentemente alla modellizzazione
matematica del problema, sono stati introdotti ulteriori algoritmi per il cal-
colo di pi. Questi ultimi si adeguano meglio alla dimensione dei blocchi che
definiscono la matrice di transizione nella situazione in questione.
Nel terzo capitolo sono riportati i risultati ottenuti dalla sperimentazione
numerica. L’accuratezza dei risultati e i tempi di esecuzione degli algoritmi
sono stati valutati e confrontati nei casi con uno e due rivenditori. Infine, i
risultati ottenuti sono stati commentati relativamente al modello matematico
proposto.
Notazioni
Riportiamo alcune notazioni che verranno utilizzate nel resto del testo.
Se X e Y sono variabili aleatorie a valori in N:
• P(X = n) e` la probabilita` che la variabile X assuma il valore n;
• P(X = n|Y = m) e` la probabilita` condizionata che la variabile X as-
suma il valore n, sapendo che la variabile Y assume il valore m;
• E(X) e` il valore atteso di X;
• V ar(X) e` la varianza di X;
• Covar (X, Y ) e` la covarianza tra X e Y .
Se α ∈ R:
• dαe e` il piu` piccolo numero naturale n tale che n ≥ α;
• bαc e` il piu` grande numero naturale n tale che n ≤ α;
• <α>= α− bαc
Se A e` una matrice m×m
• tr(A) e` la traccia di A, cioe` la somma dei suoi elementi diagonali;
4
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• ‖A‖∞ = maxi=1,...m
∑m
j=1|Ai,j|;
• A−T e` l’inversa della trasposta di A.
Capitolo 1
Catene di Markov strutturate
1.1 Matrici stocastiche di tipo G/M/1
Una matrice P con la seguente struttura
P =

B0 A0
B1 A1 A0
B2 A2 A1 A0
...
...
. . . . . . . . .
 .
definita dai blocchi Bi e Ai per i ≥ 0, tutti della stessa dimensione k × k, e`
detta stocastica di tipo G/M/1 se rispetta le seguenti proprieta`:
• tutti gli elementi sono non negativi;
• la somma degli elementi su ogni riga e` 1.
Tali matrici giocano un ruolo chiave nello studio di molti problemi mo-
dellizzati con la teoria delle catene di Markov. Nel Capitolo 2 discuteremo
un esempio in tal senso.
Se la matrice P risulta irridubicile e positiva ricorrente, allora esiste un
vettore riga pi (con infinite componenti) che rispetta le seguenti proprieta`:
pi = piP, pie = 1, pii ≥ 0 ∀i
dove e e` il vettore colonna avente tutte le entrate pari ad 1.
L’importanza di un tale vettore pi e` sottolineata nel seguente teorema
(per una dimostrazione si veda [20, sezioni 1.7 e 1.8]).
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Teorema 1.1. Considerata una catena di Markov {(Xn, φn)} a valori nello
spazio E = N × {0, 1, . . . , k}, supponiamo che la relativa matrice di transi-
zione P sia irriducibile. Allora la catena e` positiva ricorrente se e solo se
esiste un vettore riga pi con le seguenti proprieta`:
• tutte le componenti di pi sono strettamente positive;
• pi = piP ;
• pie = 1.
Inoltre, se la catena di Markov e` aperiodica, partizionando pi = (pin)n=0,1,...
con pin = (pin,j)j=1,...,m vale la seguente relazione
pin,j = lim
t→∞
P(Xt = n, φt = j|X0 = n′, φ0 = j′)
indipendentemente da n′ e j′.
Sotto le ipotesi precedenti, pi e` chiamato vettore delle probabilita` stazio-
narie associato a P .
Il seguente teorema fornisce ipotesi relativamente semplici da verifica-
re sotto le quali una catena di Markov caratterizzata da una matrice di
transizione di tipo G/M/1 risulta essere positivo ricorrente.
Teorema 1.2. Sia P una matrice stocastica di tipo G/M/1 irriducibile e non
periodica. Supponiamo inoltre che i blocchi siano tutti di dimensione finita.
Se A =
∑∞
i=0Ai non e` stocastica, allora la catena di Markov che ha per
matrice di transizione P e` positiva ricorrente.
Se A e` stocastica e irriducibile, allora la catena di Markov precedente e`
positiva ricorrente se δ < 0, ricorrente nulla se δ = 0 e transiente se δ > 0,
dove δ e` cos`ı definito:
δ = αTa
con α tale che αTA = αT e αT e = 1, mentre a =
∑∞
i=−1 iAi+1e.
Per una dimostrazione si veda [15].
Il calcolo del vettore delle probabilita` stazionarie pi e` in stretta relazione
con la seguente equazione matriciale non lineare:
X =
∞∑
i=0
X iAi (1.1)
dove X e` la matrice incognita k × k. Vale infatti il seguente teorema (per
una dimostrazione si veda [4, pp. 112-113]).
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Teorema 1.3. Si consideri una catena di Markov positiva ricorrente con
matrice di transizione di tipo G/M/1 definita dai blocchi Ai e Bi per i ≥ 0.
Valgono le seguenti relazioni:
pin = pi0R
n per n ≥ 1
dove R e` la minima soluzione non negativa dell’equazione (1.1), mentre il
vettore pi0 e` caratterizzato dalle seguenti relazioni:
pi0 = pi0
∞∑
i=0
RiBi
e
piT0 (I −R)−1e = 1.
Il seguente teorema caratterizza gli autovalori di R nel caso postivo ricor-
rente (per una dimostrazione si veda [14]).
Teorema 1.4. Si consideri una catena di Markov positiva ricorrente con
matrice di transizione di tipo G/M/1 definita dai blocchi Ai e Bi per i ≥
0. Gli autovalori della minima soluzione non negativa R dell’equazione
matriciale (1.1) coincidono con le radici della funzione
φ(z) = det
(
zI −
∞∑
i=0
Aiz
i
)
= det(Φ(z)) (1.2)
appartenenti alla palla aperta di raggio 1 del piano complesso.
1.2 Metodi numerici per equazioni matriciali
non lineari
In letteratura sono presenti numerosi metodi per calcolare la minima solu-
zione non negativa R dell’equazione (1.1); descriviamo in particolare quelli
basati su iterazioni funzionali e sul calcolo della decomposizione spettrale di
R.
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Metodi di iterazione funzionale
Consideriamo iterazioni funzionali della forma
Xn+1 = F (Xn) per n ≥ 0 (1.3)
dove X0 e` una matrice non negativa, mentre F (·) e` una funzione matriciale
appartenente alla classe F delle funzioni della forma
F (X) = K(X)(I −H(X))−1
dove
H(X) =
∞∑
i=0
X iHi e K(X) =
∞∑
i=0
X iKi
verificano le seguenti proprieta`:
• Hi ≥ 0 e Ki ≥ 0 per i ≥ 0;
• per la serie di potenze A(x) = ∑∞i=0 ziAi vale la relazione:
A(z) = z
∞∑
i=0
ziHi +
∞∑
i=0
ziKi.
Come riportato in [4], la successione {Xn} definita in (1.3) converge linear-
mente a R per ogni F ∈ F e per 0 ≤ X0 ≤ R.
Esempi di funzioni matriciali appartenenti a F possono essere
F (X) =
∞∑
i=0
X iAi (1.4)
F (X) =
(
A0 +
∞∑
i=2
X iAi
)
(I − A1)−1 (1.5)
F (X) = A0
(
I −
∞∑
i=0
X iAi+1
)−1
. (1.6)
Nell’implementazione, la serie
∑∞
i=0 X
iAi e` troncata all’indice m tale che
la matrice A =
∑m
i=0Ai soddisfi la proprieta`
Ae− e < τe
dove e e` il vettore con tutte le entrate pari ad 1, mentre τ e` un’opportuna
soglia di tolleranza (si puo` scegliere ad esempio τ = 10−14).
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Se ogni blocco Ai ha dimensione k × k, il costo computazionale per ogni
iterazione e` di O(k3m) operazioni aritmetiche. Per X0 = 0 il metodo che
risulta convergere piu` velocemente e` quello basato sulla (1.6); anche il me-
todo basato sulla (1.4) e` spesso utilizzato nella pratica poiche´ non richiede
l’operazione di inversione matriciale.
Calcolo della decomposizione spettrale di R
Un’altra classe di metodi e` basata sul calcolo degli autovalori e degli
autovettori della matrice R, utilizzando la caratterizzazione dei primi data
dal Teorema (1.4) enunciato nella sezione precedente.
Come mostrato in [8], nel caso particolare in cui Ai = 0 per ogni i > 2,
gli autovalori di R coincidono con i reciproci degli autovalori aventi modulo
maggiore di 1 della seguente matrice:
(−(A1 − I)A−10 −A2A−10
I 0
)
.
Nel caso generale, invece, il problema numerico diventa quello di calcolare
le radici di una funzione. Considereremo, in tal senso, un algoritmo basato
sul metodo di Aberth ([1]). Quest’ultimo puo` essere usato per approssimare
simultaneamente le radici di una funzione analitica f(z) attraverso iterazioni
della forma
z
(n+1)
i = z
(n)
i −
1
f ′(z(n)i )
f(z
(n)
i )
−∑kj=1j 6=i 1z(n)i −z(n)j
(1.7)
per i = 1, ..., k e con z
(0)
1 , . . . , z
(0)
k opportune approssimazioni iniziali.
Vale il seguente risultato di convergenza:
Teorema 1.5. Se la funzione f e` analitica e ha tutti gli zeri distinti, il metodo
di Aberth converge localmente con ordine cubico.
Nel nostro caso siamo interessati alle radici della funzione analitica φ(z)
definita in (1.2) appartenenti alla palla aperta unitaria del piano complesso.
Come mostrato in [5], scegliendo particolari approssimazioni iniziali il metodo
risulta performante per problemi di questo tipo.
Il calcolo del termine φ′(z)/φ(z) in (1.7) puo` essere semplificato utilizzan-
do il seguente lemma (per una dimostrazione si veda [12]).
1.2. METODI NUMERICI PER EQUAZIONI MATRICIALI NON LINEARI11
Lemma 1.6. Sia S(z) =
∑∞
i=0Aiz
i una serie di potenze a coefficienti ma-
triciali Ai. Vale la seguente relazione:(
det S(z)
)′
det S(z)
= tr
(
S(z)−1S ′(z)
)
dove tr(M) denota la traccia della matrice M , mentre S ′(z) =
∑∞
i=1 iAiz
i−1.
Nella pratica la serie
∑∞
i=0Aiz
i e` troncata, analogamente a prima, al
minimo indice m per cui la matrice A =
∑m
i=0 Ai soddisfi la proprieta`
Ae− e < τe. (1.8)
Possiamo riassumere quanto detto finora nel seguente algoritmo per il
calcolo degli autovalori della matrice R. Esso prende in input le matrici
A0, . . . , Am di dimensione k × k per cui vale la proprieta` (1.8), k approssi-
mazioni iniziali λ
(0)
1 , . . . , λ
(0)
k e un parametro di tolleranza δ.
Con c(A) denotiamo il numero di condizionamento della matrice A definito
come
c(A) = ‖A‖∞‖A−1‖∞
Algoritmo 1.
Finche´ non vale la condizione
min
i=1,...,k
c (Φ(λ
(n)
i )) ≥ δ
allora
1. per i = 1, . . . , k
λ
(n)
i − 1
tr
(
Φ(λ
(n)
i )
−1Φ′(λni )
)
−∑kj=1,j 6=i 1
λ
(n)
i
−λ(n)
j
← λ(n+1)i se c (Φ(λ(n)i ) < δ
λ
(n)
i ← λ(n+1)i altrimenti
2. n+ 1← n.
Il criterio di arresto e` giustificato dal fatto che Φ(λ
(n)
i ) non e` invertibile se
λ e` un autovalore di R; δ puo` essere preso dell’ordine di 10−13. Un’opportuna
scelta per le approssimazioni iniziali puo` essere ad esempio
λ
(0)
j = 0.5 e
2pii(j−1)
k
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per j= 1, . . . , k; per dettagli su come il metodo Aberth benefici dalla scelta
di approssimazioni iniziali equispaziate su una circonferenza centrata nell’o-
rigine del piano complesso si veda [3].
Il costo computazionale per passo e` di O(k4+mk3) operazioni aritmetiche.
Trovato un autovalore λ, possiamo calcolare un rispettivo autovettore
sinistro risolvendo il sistema lineare nell’incognita w della forma
wT
(
λI −
m∑
i=0
Aiλ
i
)
= 0.
Se λ 6= 0 tale sistema puo` essere riscritto nella forma
wT = wT
1
λ
( m∑
i=−1
A−iλi+1
)
e risolto applicando, ad esempio, il metodo delle potenze; per λ = 0 basta
risolvere il sistema
wTA0 = 0.
Se gli autovalori di R sono tutti distinti, o piu` in generale se tale matrice
e` diagonalizzabile nel campo complesso, vale la seguente relazione:
R = W−TDW T
dove D e` la matrice che ha sulla diagonale gli autovalori di R, mentre W
ha per colonne dei rispettivi autovettori sinistri (linearmente indipendenti
ed eventualmente con componenti complesse) nell’ordine appropriato. Per
il caso in cui R non e` diagonalizzabile, sono state proposte in letteratura
varianti del metodo che calcolano i vettori di una base di Jordan.
A causa degli errori generati durante la computazione, spesso la matrice
cos`ı ottenuta non risulta essere un’approssimazione sufficientemente accurata
di R. Ne consegue la necessita` di applicare alcuni passi di un metodo di
iterazione funzionale con X0 pari all’approssimazione trovata.
Scelta dell’approssimazione iniziale per i metodi di iterazione fun-
zionale
La velocita` di convergenza dei metodi di iterazione funzionale descrit-
ti precedentemente e` strettamente legata all’approssimazione iniziale X0.
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Un’opportuna scelta in tal senso puo` essere fatta tramite il calcolo di so-
lamente pochi autovalori di R e dei rispettivi autovettori sinistri.
In particolare, se Λh = {λ1, . . . , λh} e` un sottoinsieme dello spettro di R
composto da autovalori a due a due distinti, risulta opportuno scegliere come
approssimazione iniziale
X0 = UhDhW
T
h (1.9)
dove Dh e` la matrice quadrata che ha sulla diagonale gli autovalori con-
siderati, Wh la matrice che ha per colonne h rispettivi autovettori sinistri
w1, . . . , wh, mentre Uh e` la pseudo-inversa di W
T
h . Per dettagli sulle motiva-
zioni teoriche che suggeriscono tale scelta si veda [11]; algoritmi efficienti per
il calcolo di Uh si trovano, ad esempio, in [2].
Gli autovettori sinistri possono essere calcolati risolvendo i sistemi lineari
wTi
(
λI −
m∑
i=0
Aiλ
i
)
= 0.
La matrice X0 cos`ı costruita rispetta la condizione
wTi X0 = λiw
T
i
per i = 1, . . . , h; inoltre, scegliendo Λh in modo che soddisfi la proprieta`
(λ ∈ Λh ⇒ λ¯ ∈ Λh), tale matrice risulta essere a coefficienti reali. In tal
caso, alcune componenti di X0 possono essere negative. La sperimentazione
numerica mostra, tuttavia, come nella maggior parte delle applicazioni prati-
che si ottengano comunque approssimazioni con tutte le entrate non negative
dopo poche iterazioni dei metodi.
1.3 Distribuzioni di tipo Phase-Type
Si consideri una catena di Markov {Yk} a valori nell’insieme {0, 1, . . . , n}.
Si supponga inoltre che lo stato 0 sia assorbente, mentre gli stati {1, . . . , n}
siano transienti. La relativa distribuzione discreta di tipo Phase-Type e` quella
associata alla variabile aleatoria
X = min{k : Yk = 0}.
Tale distribuzione e` caratterizzata dalla tripla (n, T, α) dove:
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• n > 0 e` un intero uguale al numero di stati transienti (chiamati anche
fasi) della catena di Markov;
• T e` una matrice n × n sottostocastica il cui generico elemento Ti,j
rappresenta la probabilita` di passare dallo stato transiente i allo stato
transiente j;
• α e` un vettore 1× n stocastico il cui generico elemento αi rappresenta
la probabilita` che il processo inizi nello stato transiente i.
Valgono, infatti, le seguenti relazioni:
P(X = k) = αT k−1 u
per k > 0, dove u = e − Te (con e il vettore n × 1 che ha tutte le entrate
uguali a 1) e` il vettore n× 1 sottostocastico il cui elemento ui rappresenta la
probabilita` di passare dallo stato transiente i allo stato assorbente.
Il valore atteso e la varianza di una tale distribuzione sono dati dalle
seguenti formule:
E(X) = α(I − T )−1e (1.10)
V ar(X) = α(I − T )−1(2(I − T )−1 + (1− E(X))I)e (1.11)
dove I e` la matrice identica n× n.
Le distribuzioni di tipo Phase-Type, note anche come distribuzioni PH,
sono spesso utilizzate per approssimare altre distribuzioni con valore atteso
e varianza nota. Un esempio in tal senso sara` descritto nel Capitolo 2 (per
ulteriori dettagli si veda [19]). Tale procedimento e` basato sul teorema for-
mulato e dimostrato da Telek in [22, Theorem 1] di cui riportiamo la parte
dell’enunciato che interessa ai nostri fini.
Teorema 1.7. Sia X una distribuzione di tipo PH, allora il coefficiente
cv2(X) = V ar(X)
[E(X)]2
soddisfa la seguente disuguaglianza:
cv2(X) ≥
{
<E(X)>(1−<E(X)>)
[E(X)]2
se E(X) < n;
1
n
− 1
E(X)
se E(X) ≥ n.
Capitolo 2
Gestione di un inventario
2.1 Presentazione del problema
Al fine di soddisfare la domanda dei clienti, un rivenditore rifornisce il
suo inventario richiedendo, con frequenza costante, la produzione di una certa
quantita` di beni ad una fabbrica. Quest’ultima non possiede un inventario,
ma produce direttamente i beni richiesti dal rivenditore. Gli ordini vengono
processati singolarmente seguendo la politica first come first served. Il tempo
di produzione di un ordine dipende dalla sua dimensione e da quella dei
precedenti. La fabbrica trae infatti un ovvio beneficio se la dimensione dei
vari ordini che riceve e` simile.
L’arco di tempo tra due ordini successivi e` chiamato periodo. In ognuno
di essi il rivenditore osserva la domanda dei clienti e risponde nel modo
seguente: se i beni richiesti sono presenti a sufficienza nell’inventario, soddisfa
immediatamente la domanda; in caso contrario, i prodotti non disponibili
vengono ordinati alla fabbrica e consegnati al cliente successivamente alla
loro produzione (in tal caso l’inventario registra delle carenze).
Al termine di ogni periodo, il rivenditore deve ordinare alla fabbrica una
certa quantita` di beni per soddisfare le richieste non coperte istantaneamente
e per mantenere una quantita` di merci nell’inventario adeguata al servizio che
vuole offrire. Un indicatore spesso utilizzato per giudicare il servizio fornito
e` il fill rate, definito nel modo seguente:
fill rate = 1− media delle carenze registrate
domanda media
.
Esso rappresenta la porzione di domanda che puo` essere immediatamente
soddisfatta dal rivenditore utilizzando le merci disponibili nell’inventario.
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Un esempio realistico di fill rate che un rivenditore si prefigge di raggiungere
e` 0.98.
Al raggiungimento di tale obiettivo concorrono sia i tempi di produzione
della fabbrica (influenzati come si e` osservato dalla varianza e dalla dimen-
sione degli ordini) e sia l’inventario disponibile del rivenditore. Quest’ultimo
puo` decidere, ad esempio, di ordinare un numero di merci esattamente ugua-
le a quello richiesto dai clienti nel periodo considerato. Analizzeremo tale
strategia e vedremo come possa essere migliorata.
2.2 Modellizzazione del problema
La modellizzazione matematica del problema di gestione di un inventario
introdotto nella sezione precedente segue la trattazione di Boute, Disney,
Lambrecht e Van Houdt in [7].
Fissata l’unita` di tempo U e un intero d, dividiamo il tempo in periodi.
Ognuno di essi sara` composto da d unita` di tempo consecutive. In un generico
periodo il rivenditore riceve quei beni ordinati precedentemente alla fabbrica,
la cui produzione e` ora terminata; egli osserva ed eventualmente soddisfa la
domanda dei clienti e infine inoltra un nuovo ordine.
La quantita` di merci richiesta dai clienti in un generico periodo e` regolata
da distribuzioni di probabilita` discrete, finite, indipendenti ed equidistribuite.
Un ordine e` composto da un certo numero di oggetti elementari. Il tempo
di produzione M di un singolo oggetto e` anch’esso regolato da distribuzioni
discrete, finite, indipendenti ed equidistribuite.
Ricordiamo che la fabbrica processa gli ordini singolarmente seguendo
una politica first come first served. Indichiamo con Tr il tempo espresso
in periodi che intercorre tra l’arrivo e l’uscita di un ordine dalla coda di
produzione. Tr non e` necessariamente dato da un numero intero di periodi;
esso e` maggiore o uguale della somma dei tempi di produzione dei singoli
oggetti che compongono l’ordine in questione (in particolare e` uguale se la
coda di produzione e` vuota nell’istante in cui l’ordine e` inoltrato).
Definiamo Tp come la parte intera di Tr. Tp rappresenta il numero di
periodi che il rivenditore deve attendere per poter utilizzare l’ordine in que-
stione. Ad esempio, se per un dato ordine inoltrato alla fine del t-esimo
periodo vale Tr = 1.4, allora esso sara` aggiunto all’inventario nel periodo t+2
-esimo, durante il quale diventa utilizzabile per soddisfare la domanda dei
clienti.
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Indichiamo la quantita` di oggetti elementari che il rivenditore ordina alla
fabbrica al tempo n con On. Tuttavia, poiche´ si e` supposto che gli ordini
sono inoltrati alla fine di ogni periodo, si avra` On = 0 se n non e` un multiplo
intero di d. Indichiamo con Dt¯ la quantita` di merci richieste nel t-esimo
periodo (e dunque tra i tempi td− d+ 1 e td).
Come osservato precedentemente, la dimensione dell’ordine deve essere
scelta tenendo conto dell’inventario disponibile e in modo da garantire un
elevato fill rate.
Prendiamo in esame la seguente politica di rifornimento:
Otd = (1− β)O(t−1)d + βDt¯ (2.1)
per ogni t ∈ N0, con 0 < β ≤ 1 parametro fissato e O0 = 0. La dimensione
dell’ordine effettuato alla fine di un certo periodo e` data, dunque, da una
combinazione convessa della domanda registrata in tale periodo e dell’ordine
effettuato alla fine di quello precedente.
In particolare per β = 1 otteniamo
Otd = Dt¯.
In tal caso, l’ordine inoltrato alla fine del t-esimo periodo e` esattamente
uguale alla domanda in esso registrata.
Se indichiamo con Ot¯ la quantita` di merci ordinate alla fine del t-esimo
periodo, dalla (2.1) segue la relazione:
E(D) = E(O)
dove D = limt¯→+∞Dt¯ , mentre O = limt¯→+∞Ot¯.
In precedenza, si e` osservato come il tempo di produzione sia influenzato
negativamente da un’eccessiva varianza della dimensione degli ordini. A tal
proposito, ricaviamo da (2.1) la seguente relazione:
V ar(Ot¯) = (1− β)2 V ar(Ot¯) + β2 V ar(Dt¯) + 2 β (1− β)Covar (O t−1, Dt¯)
da cui, osservando che O t−1 e Dt¯ sono incorrelate per ogni t > 0, si ottiene
V ar(O) = (1− β)2 V ar(O) + β2 V ar(D)
e di conseguenza
V ar(O) =
β
2− β V ar(D). (2.2)
Da tale relazione si ricava che la varianza della dimensione degli ordini
inoltrati alla fine di ogni periodo risulta monotona crescente per i valori di β
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considerati. Ci aspettiamo allora una produzione piu` rapida del fornitore (e
di conseguenza una strategia migliore per raggiungere il fill rate desiderato)
per valori di β prossimi a zero.
Tuttavia una bassa varianza nella dimensione dell’ordine si riflette in
un’alta varianza nella dimensione dell’inventario. Quest’ultima deve essere
compensata tramite la disponibilita` di una grande quantita` di merci nell’in-
ventario iniziale. Ci aspettiamo dunque che per valori di β troppo vicini a 0 i
vantaggi derivanti da un basso tempo di produzione siano sovrastati dall’alto
costo per il rivenditore di possedere un inventario molto vasto.
2.3 Calcolo del tempo di produzione di un
oggetto elementare
Al fine di calcolare il tempo di produzione di un ordine, approssimiamo la
distribuzione di probabilita` M del tempo di produzione di un singolo oggetto
elementare con una distribuzione discreta di tipo PH. Cerchiamo allora una
tale distribuzione X che soddisfi le seguenti proprieta`:
E(M) = E(X) e V ar(M) = V ar(X). (2.3)
Supponiamo che E(M) sia un intero maggiore o uguale di 2; tale assunzione
non e` necessaria, ma permette di semplificare i calcoli.
Applicando il teorema di Telek introdotto nella Sezione 1.3, si ricava che
una tale distribuzione deve avere un numero di fasi pari ad almeno
n = max(E(M), d E(M)
E(M)cv2(M) + 1)
e)
dove cv2(M) = V ar(M)
[E(M)]2
.
Vedremo in seguito come il costo dell’algoritmo per calcolare il tempo di
produzione di un ordine aumenti al crescere di n. Considerando cio`, fissiamo
l’unita` di tempo U nel modo seguente:
U = E(M)/2. (2.4)
Con tale scelta possiamo trovare una distribuzione discreta PH con solo
due fasi che soddisfi la proprieta` (2.3). Se infatti denotiamo con E(MU)
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e V ar(MU) il valore atteso e la varianza di M espressi come multipli di U ,
otteniamo le seguenti relazioni:
E(MU) = 2 e V ar(MU) =
4V ar(M)
[E(M)]2
da cui
cv2(MU) = cv
2(M)
e
n = max(2, d 2
1 + 2cv2(M)
e) = 2.
Posto dunque n = 2, scegliamo α e T della forma
α = (δ, 1− δ) (2.5)
T =
(
1− p1 p1
0 1− p2
)
. (2.6)
Imponiamo inoltre che il vettore delle probabilita` stazionarie della matrice
T +uα sia (1/2, 1/2). Quest’ultima condizione implica che la probabilita` che
la catena di Markov sia nella fase i in un generico istante e` 1/2 per i = 1, 2.
Di conseguenza, sotto tali ipotesi, il tempo medio del processo nella fase i e`
pari a E(MU)/2.
Dalle condizioni (2.5) e (2.6) si deducono le seguenti osservazioni:
1. la probabilita` che il processo stazioni nella fase i = 1 per k unita` di
tempo e` pari a δ(1−p1)k−1p1. Di conseguenza, la relativa distribuzione
ha valore atteso δ
p1
;
2. la probabilita` che il processo stazioni nella fase i = 2 per k unita` di
tempo e` pari a (1− p2)k−1p2. Di conseguenza, la relativa distribuzione
ha valore atteso 1
p2
.
Imponendo E(MU) = E(X) otteniamo le relazioni
δ
p1
=
E(MU)
2
e
1
p2
=
E(MU)
2
da cui
p2 = 1 e p1 = δ > 0.
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Resta da determinare δ in modo da soddisfare la relazione V ar(MU) =
V ar(X).
Utilizzando le osservazioni precedenti, unite al fatto che il tempo in cui il
processo si trova nella fase 1 e` indipendente da quello in cui si trova nella
fase 2, si ottiene che la funzione generatrice G(z) =
∑
k Pr[X = k]z
k della
distribuzione X e` data da:
G(z) =
[
δ
( p1z
1− (1− p1)z
)
+ (1− δ)
]( p2z
1− (1− p2)z
)
.
Si e` utilizzato, inoltre, che la funzione generatrice di una distribuzione geo-
metrica segue la formula
GGEO(z) =
pz
1− (1− p)z .
La condizione V ar(MU) = V ar(X) puo` essere scritta allora nella forma
seguente
V ar(MU) =
d2G(z)
dz2
∣∣∣∣
z=1
+E(MU)(1− E(MU))
da cui, calcolando d
2G(z)
dz2
|z=1 e risolvendo rispetto a δ, si ottiene
0 ≤ δ = 2E(MU)
2E(MU) + 2(2− E(MU)) + 2cv2(M)E(MU) ≤ 1
e infine, ricordando (2.4), si ha
0 ≤ δ = 1
1 + 2cv2(M)
≤ 1.
In conclusione, la distribuzione PH cercata e` caratterizzata dai paremetri
n = 2,
T =
1− 11+2cv2(M) 11+2cv2(M)
0 0
 ,
α = (
1
1 + 2cv2(M)
, 1− 1
1 + 2cv2(M)
).
Utilizzando le formule (1.10) e (1.11), si puo` verificare che tale terna
rispetta le condizioni imposte su valore atteso e varianza della distribuzione
cercata.
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2.4 Calcolo del tempo di produzione di un
ordine
Il tempo di produzione di un singolo oggetto elementare e` utilizzato ora
per calcolare il tempo di produzione di un intero ordine. Si suppone che
l’ordine arrivi alla coda di produzione contemporaneamente al suo inoltro;
analogamente, la fabbrica rifornisce il rivenditore contemporaneamente al
completamento dell’ordine (quindi alla sua uscita dalla coda di produzione).
Definiamo le seguenti variabili ausiliari considerando solamente le unita`
di tempo in cui il server e` occupato:
• durante la tn-esima unita` di tempo il server sta processando un oggetto
appartente a un certo ordine; teniamo traccia dell’istante in cui tale
ordine e` stato inoltrato dal rivenditore in a(n);
• sia Bn pari alla quantita` di tempo tn − a(n); Bn indica la quantita` di
tempo da cui l’ordine e` presente nella coda di produzione;
• l’ordine che il server sta processando sara` costituito da un certo nume-
ro di oggetti elementari; sia Cn la quantita` di questi che deve essere
ancora completata;
• l’oggetto che il server sta processando si trovera` in una determinata
fase della distribuzione PH; teniamo traccia di essa in Sn.
Consideriamo allora la catena di Markov a tempi discreti
(Bn, Cn, Oa(n), Sn)
nello spazio degli stati
N0 ×
{
(c, x) : c ∈ {1, 2, . . . ,mD}, 1 ≤ x ≤ mD
}× {1, 2}
dove mD e` il piu` piccolo intero tale che Pr(D > mD) = 0. A causa della
variabile Oa(n), lo spazio degli stati di tale processo e` continuo. Cio` si riflette
in un’elevata difficolta` nel calcolare il vettore delle probabilita` stazionarie
associato.
Consideriamo allora un intero g ≥ 1 e la catena di Markov
(Bn, Cn, O
g
a(n), Sn)
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nello spazio degli stati discreti
N0 ×
{
(c, x) : c ∈ {1, 2, . . . ,mD}, x ∈ {1, 1 + 1/g, 1 + 2/g, ...,mD}
}× {1, 2}
dove
Ogtd =

Octd se O
c
td ∈ Sg
dOctdeg con probabilita` (Octd − bOctdcg)× g se Octd /∈ Sg
bOctdcg con probabilita` (dOctdeg −Octd)× g se Octd /∈ Sg
(2.7)
con Sg = {1, 1 + 1/g, 1 + 2/g, ...,mD} e Octd = (1− β)Og(t−1)d + βD.
Con dxeg (o bxcg) indichiamo il piu` piccolo (o il piu` grande) elemento di Sg
maggiore (o minore) di x. Osserviamo che da (2.7) segue la relazione
E(Ogt¯ ) = E(Ot¯) = E(D).
La variabile Oa(n) e` stata dunque sostituita con la variabile O
g
a(n) a valori
discreti. Ovviamente, l’approssimazione ottenuta migliora al crescere di g.
Tuttavia, vedremo come anche il costo computazionale cresca all’aumentare
di g.
Da (2.7) segue che la probabilita` che la dimensione dell’ordine inoltrato
alla fine di un certo periodo sia q′, sapendo che la dimensione dell’ordine
inoltrato alla fine del periodo precedente sia q, e` data dalla relazione
Pr[Ogtd = q
′|Og(t−1)d = q] =
mD∑
i=1
Pr[D = i]
{
χ{(1−β)q+βi=q′} +
+χ{q′− 1
g
<(1−β)q+βi<q′}
[
(1− β)q + βi− b(1− β)q + βicg)
]
g+
+χ{q′<(1−β)q+βi<q′+ 1
g
}
[
d(1− β)q + βieg −
(
(1− β)q + βi)]g }
per ogni q, q′ ∈ Sg, dove χA vale 1 se l’evento A e` vero e 0 altrimenti.
Useremo la notazione pg(q, q
′) in luogo di Pr[Ogtd = q
′|Og(t−1)d = q].
Calcoliamo ora la matrice di transizione Pg della catena di Markov
(Bn, Cn, O
g
a(n), Sn) che esprime la probabilita` di passare dallo stato (a, r, q, s)
allo stato (a′, r′, q′, s′). Una generica transizione dall’istante tn a quello
immediatamente successivo tn+1 puo` corrispondere ad una di queste tre
situazioni:
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1. l’oggetto processato all’istante tn+1 e` lo stesso processato all’istante tn.
In tal caso l’ordine a cui appartiene tale oggetto non cambia (q′ = q), co-
me il suo numero di oggetti da completare (r′ = r). La quantita` di tem-
po da cui l’ordine e` stato inoltrato incrementa di un’unita (a′ = a+ 1),
mentre la fase della produzione dell’oggetto varia con probabilita` data
dalla matrice T della distribuzione PH (in particolare dall’elemento di
posto (s, s′));
2. l’oggetto processato all’istante tn+1 e` diverso da quello processato al-
l’istante tn (che e` stato dunque completato nell’istante tn in accordo
con il vettore u = e − Te della distribuzione PH), ma appartenente
al suo stesso ordine. Analogamente al caso precedente si ha q′ = q,
mentre il numero di oggetti dell’ordine da completare passa da r a
r′ = r − 1 ≥ 1. La quantita` di tempo da cui l’ordine e` stato inol-
trato incrementa di un’unita`, mentre la fase iniziale del nuovo oggetto
processato e` in accordo con il vettore α della distribuzione PH;
3. l’oggetto processato all’istante tn+1 e` diverso da quello processato all’i-
stante tn e appartenente ad un ordine diverso. Cio` implica che nell’i-
stante tn e` stato completato definitivamente l’ordine q. Il nuovo ordine
q′ e` dato in accordo con le probabilita` pg(q, q′) definite precedentemen-
te; il numero intero r′ degli oggetti elementari che compongono tale
ordine e` ricavato da q′ ∈ Sg attraverso le formule seguenti:
r′ =

q′ se q′ ∈ N
dq′e con probabilita` q′ − bq′c se q′ /∈ N
bq′c con probabilita` dq′e − q′ se q′ /∈ N
(2.8)
La quantita` di tempo a′ da cui il nuovo ordine q′ e` stato inoltrato e`
uguale ad 1 se in quell’istante la coda di produzione e` vuota, ad a−d+1
altrimenti.
La matrice di transizione Pg della catena di Markov (Bn, Cn, O
g
a(n), Sn) e`
definita dunque dalle probabilita`
(Pg)(a,r,q,s),(a′,r′,q′,s′) =
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=

Ts,s′ a
′ = a+ 1, q′ = q, r′ = r
tsαs′ a
′ = a+ 1, q′ = q, r′ = r − 1 ≥ 1
tspg(q, q
′)(dq′e − q′)αs′ a′ = max(a− d+ 1, 1), r′ = bq′c, q′ /∈ N, r = 1
tspg(q, q
′)(q′ − bq′c)αs′ a′ = max(a− d+ 1, 1), r′ = dq′e, q′ /∈ N, r = 1
tspg(q, q
′)αs′ a′ = max(a− d+ 1, 1), r′ = q′, q′ /∈ N, r = 1
0 altrimenti
dove la prima, la seconda e l’insieme della terza, quarta e quinta riga corri-
spondono, rispettivamente, alle tre situazioni descritte precedentemente.
2.5 Struttura della matrice di transizione
Se ordiniamo gli indici tramite l’usuale ordine lessicografico, la matrice di
transizione ha la seguente struttura:
Pg =

Ad A0
Ad A0
...
. . .
Ad A0
Ad A0
. . . . . .

con A0 e Ad matrici quadrate di dimensione pari al numero di elementi dell’in-
sieme
{
(c, x) : c ∈ {1, 2, . . . ,mD}, x ∈ {1, 1 + 1/g, 1 + 2/g, ...,mD}
}× {1, 2}.
Tali matrici hanno dunque dimensione 2mDmg, con mg = mDg − g + 1.
La matrice A0 rappresenta la probabilita` che l’ordine processato dal server
negli istanti tn e tn+1 non cambi. La matrice Ad rappresenta, invece, la
probabilita` che gli ordini processati nei tempi tn e tn+1 siano differenti. La
posizione di tali blocchi nella matrice Pg e` in accordo con i valori delle coppie
(a, a′) per cui la probabilita` Pg puo` assumere valori diversi da zero.
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Indaghiamo ora sulla struttura di A0 e Ad.
Consideriamo dapprima A0. Per due istanti di tempo consecutivi nei quali il
server e` occupato vale, nel caso in questione, una delle seguenti relazioni:
r′ = r oppure r′ = r − 1 ≥ 1
Di conseguenza, la matrice A0 sara` una matrice di Toeplitz a blocchi con la
seguente struttura:
A0 =

V
Z V
. . . . . .
Z V
 (2.9)
con V e Z matrici quadrate di dimensione 2mg × 2mg. Entrambe le matrici
hanno a loro volta una struttura diagonale a blocchi 2× 2 poiche´, nel caso in
esame, l’ordine q′ e` sempre uguale all’ordine q. Tuttavia i blocchi diagonali
delle due matrici sono differenti:
• la matrice V rappresenta le probabilita` che l’oggetto processato non
venga completato. Essa ha dunque per blocchi diagonali la matrice T
di dimensione 2× 2 data dalla distribuzione PH.
Si ha dunque
V =

T
T
. . .
T

• la matrice Z ha per blocchi diagonali la matrice data dal prodotto del
vettore u di dimensione 2× 1 e del vettore α di dimensione 1× 2 dati
dalla distribuzione PH. Essa rappresenta, infatti, la probabilita` che un
oggetto venga completato (in accordo con u) e che il nuovo oggetto
abbia una determinata fase iniziale (in accordo con α).
Si ha dunque
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Z =

uα
uα
. . .
uα

In definitiva A0 ha la seguente struttura:
A0 =

I ⊗ T
I ⊗ (uα) I ⊗ T
. . . . . .
. . . . . .
I ⊗ (uα) I ⊗ T

con I uguale alla matrice identica mg ×mg.
Consideriamo ora la matrice Ad. Osserviamo che nel caso in questione
possiamo dividere la transizione dall’istante tn all’istante tn+1 in tre passi:
1. poiche´ gli ordini processati negli istanti tn e tn+1 sono differenti, il valore
di Cn deve essere necessariamente uguale a 1; inoltre l’ultimo oggetto
deve essere completato esattamente all’istante tn.
Tale passo e` descritto dalla matrice Ad,1 di dimensione 2mgmD × mg
con la seguente struttura:
Ad,1 := e1 ⊗ (I ⊗ u)
dove I e` la matrice identica mg×mg, e1 il vettore mD× 1 con la prima
entrata uguale ad 1 e le restanti nulle, mentre u = e − Te e` il vettore
2× 1 dato dalla distribuzione PH;
2. il nuovo ordine processato all’istante tn+1 e` dato in accordo con le pro-
babilita` pg(q, q
′). Chiamiamo W1 la matrice mg ×mg che contiene tali
probabilita`;
2.5. STRUTTURA DELLA MATRICE DI TRANSIZIONE 27
3. occore infine determinare il numero intero di oggetti elementari che
costituiscono l’ordine processato al tempo tn+1 e la fase iniziale del
primo di questi. Tale passo e` descritto dalla matrice Ad,3 di dimensione
mg × 2mgmD con la seguente struttura:
Ad,3 = Y ⊗ α
dove α e` il vettore 1 × 2 dato dalla distribuzione PH, mentre Y e` la
matrice mg ×mgmD che ha in ogni riga una o due entrate diverse da
zero, in accordo con (2.8), a seconda se q′ sia o meno un intero.
Vale dunque la seguente relazione:
Ad = (e1 ⊗ (I ⊗ u))W1 (Y ⊗ α).
La struttura dei blocchi A0 e Ad puo` essere utilizzata per eseguire l’ope-
razione di prodotto vettore-matrice con basso costo computazionale. Consi-
deriamo, a tal proposito, un vettore riga x di dimensione 1×m.
Sfruttando il fatto che ogni colonna di A0 ha al piu` due elementi non
nulli, il prodotto xAd puo` essere calcolato con O(m) operazioni aritmetiche.
Per quel che riguarda xAd, dividiamo la computazione in tre passi:
1. calcoliamo dapprima la moltiplicazione x (e1⊗(I⊗u)). Il vettore risul-
tante ha dimensione 1×mg; ogni sua componente puo` essere calcolata
con solamente due moltiplicazioni e un’addizione. Il costo computazio-
nale e` dunque di O(mg) operazioni;
2. la successiva moltiplicazione per la matrice W1 di dimensione mg ×mg
puo` essere svolta in modo standard con costo O(m2g) = O(mg);
3. il prodotto per Y ⊗α puo` essere calcolato con O(mg) operazioni sfrut-
tando la sparsita` di Y .
In definitiva, il prodotto xAd ha un costo pari a O(mg) operazioni aritmeti-
che.
Il processo descritto dalla matrice Pg e` stabile se e solo se il tempo medio di
produzione di un ordine e` strettamente minore della lunghezza di un periodo
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(dunque del tempo che intercorre tra l’inoltro di due ordini). Poiche´ l’unita`
di tempo U e` pari a E(M)/2, mentre un ordine e` composto in media da
E(D) oggetti, la condizione di stabilita` puo` essere scritta nel seguente modo:
2E(D)
d
< 1.
Osserviamo che la quantita` 2E(D)
d
rappresenta la probabilita` ρ che in un
generico istante il server sia occupato.
2.6 Calcolo del vettore delle probabilita` sta-
zionarie
La catena di Markov descritta dalla matrice Pg e` una G/M/1 type. Siamo
interessati a calcolare il relativo vettore delle probabilita` stazionarie pi. Par-
tizioniamo pi come pi = (pi1, pi2, . . . ) dove l’i-esimo blocco pii e` un vettore di
dimensione 1×mD.
In accordo con il Teorema 1.3 del capitolo precedente, il vettore pi1 e`
caratterizzato dalle relazioni
pi1 = pi1
d−1∑
i=0
RiAd (2.10)
e
pi1(I −R)−1e = 1
mentre i vettori pii per i ≥ 2 sono dati dalla formula
pii = pi1R
i−1
dove con R abbiamo indicato la minima soluzione non negativa dell’equazione
matriciale X = A0 + X
dAd, mentre con d il numero di unita` di tempo che
compongono un periodo.
Osserviamo che la (2.10) puo` essere riscritta nella forma
pi1 = pi1(I −Rd)(I −R)−1Ad .
Per la matrice Pg, il metodo di iterazione funzionale basato sulla funzione
matriciale (1.4) si scrive nella forma:{
Rn+1 = A0 +R
dAd
R0 = 0
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mentre, quello basato sulla (1.6), nella forma{
Rn+1 = A0
(
I −Rd−1Ad
)−1
R0 = 0 .
La struttura della matrice Ad permette di calcolare il prodotto R
dAd con
O(dm2g) = O(m5/2) operazioni aritmetiche (in luogo di O(m3 log d) necessa-
rie all’algoritmo standard). Inoltre, l’inversa di I−Rd−1Ad puo` essere trovata
con costo al piu` quadratico nell’ordine della matrice attraverso la formula di
Sherman-Woodbury-Morrison.
Ricordiamo a tal proposito il seguente teorema la cui dimostrazione si
effettua per verifica diretta.
Teorema 2.1. Siano A e B matrici n× n, U n×m e V m× n con m < n
tali che
A = B + UV.
Se B e` non singolare, allora A e` non singolare se e solo se la matrice m×m
S = Im + V B
−1U
e` non singolare. Vale inoltre la formula
A−1 = B−1 −B−1US−1V TB−1.
Nel caso in questione otteniamo la relazione
(I −Rd−1Ad)−1 = I +Rd−1Ad,1P S−1 (Y ⊗ α)
dove S = Img − (Y ⊗ α)Rd−1Ad,1P , mentre Img e` la matrice identica di
dimensione mg ×mg.
Consideriamo ora l’algoritmo per il calcolo di R basato sul metodo di
Aberth. Per la matrice Pg, l’iterazione di base di tale metodo si scrive nel
modo seguente:
λ
(n+1)
i = λ
(n)
i −
1
tr
(
(λ
(n)
i I − A0 − λdAd)(I − d(λ(n))d−1Ad)
)
−∑Nj=1,j 6=i 1λ(n)i −λ(n)j
dove I e` la matrice identica di ordine m = 2mDmg.
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Il costo computazionale di ogni iterazione e` dato essenzialmente dal costo
del calcolo della traccia della matrice al denominatore.
Ricordando la struttura di A0 e la relazione
Ad = (e1 ⊗ (I ⊗ u))W1 (Y ⊗ α),
possiamo considerare la matrice λI − A0 − λdAd come la somma di una
matrice triangolare inferiore a blocchi (λI − A0) e di una correzione di ran-
go basso. La relativa inversa puo` essere calcolata attraverso la formula di
Sherman-Woodbury-Morrison.
Nel caso in questione otteniamo la relazione(
λI − A0 − λdAd
)−1
=
(λI − A0)−1+ λd (λI − A0)−1(e1 ⊗ (I ⊗ u))W1 S−1 (Y ⊗ α)(λI − A0)−1
dove S = Img− (Y ⊗α) (λI−A0)−1 (e1⊗ (I⊗u))W1, mentre Img e` la matrice
identica di dimensione mg ×mg.
Il calcolo della matrice (λI −A0)−1 puo` essere svolto con costo computa-
zionale trascurabile ai fini della valutazione dell’algoritmo. A tal proposito,
ricordando (2.9), otteniamo la seguente relazione
(λI − A0)−1 =

λI − V
−Z λI − V
. . . . . .
−Z λI − V

−1
=
=

I
B I
B2 B I
...
. . . . . . . . .
BmD−1 . . . . . . B I


(λI − V )−1
. . .
. . .
(λI − V )−1

con B = (λI − V )−1Z. Le operazioni di inversione e moltiplicazione presenti
in tale formula possono essere calcolate con costo computazionale indipen-
dentemente dalla dimensione di A0 e Ad. Ricordiamo infatti che le matrici
V e Z (e di conseguenza B) hanno entrambe struttura diagonale a blocchi e
di Toeplitz a blocchi; tali blocchi hanno solamente dimensione 2× 2.
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Anche le restanti operazioni della formula di Sherman-Morrison possono
essere effettuate con costo computazionale al piu` quadratico nella dimensione
m di A0 e Ad. La matrice (e1⊗(I⊗u))W ha, infatti, solo le prime mg colonne
diverse da 0, mentre Y ⊗ α e` fortemente sparsa.
La matrice (λI − A0 − λdAd)−1 non necessita tuttavia di essere formata
esplicitamente. Ai fini dell’algoritmo occorre infatti calcolare solamente la
seguente espressione
tr
(
(λI − A0 − λdAd)−1(I − dλd−1Ad)
)
.
Utilizzando la linearita` della funzione traccia e la struttura delle matrici A0
e Ad, il calcolo della formula precedente si riconduce a quello della traccia di
matrici di Toeplitz a blocchi o di rango basso che puo` essere effettuato con
O(m2) operazioni aritmetiche. A tal fine, basta tenere in memoria le matrici
(λI − V )−1, (I ⊗ u)W1, Y ⊗ α e le prime mD − 1 potenze di B.
I risultati numerici presenti in letteratura mostrano come il numero di ite-
razioni richieste dipenda essenzialmente dalle proprieta` di separazione degli
autovalori e dalla scelta delle approssimazioni iniziali.
Calcolato il vettore delle probabilita` stazionarie pi, possiamo ricavare il
vettore delle probabilita` dei tempi di produzione di un ordine, espresso in
termini dell’unita` di tempo U , dalla seguente relazione:
P(Tr = a) = d ρ
∑
q,s
pia(1, q, s)(t)s. (2.11)
La validita` di tale formula segue dal fatto che∑
q,s
pia(1, q, s)(t)s (2.12)
rappresenta la probabilita` che venga completato un ordine (e quindi in par-
ticolare l’ultimo oggetto elementare che lo costituisce) inoltrato da a unita`
di tempo, in un generico istante in cui il server e` occupato. Ricordiamo
a proposito che pia(1, q, s) rappresenta la probabilita` stazionaria dello stato
(a, 1, q, s), mentre us la probabilita` che un oggetto nella fase s venga com-
pletato. Moltiplicando (2.12) per la probabilita` ρ che il server sia occupato
e per il numero d di unita` di tempo in un periodo, otteniamo la probabilita`
richiesta.
Ricordando che Tp e` la parte intera di Tr e che un periodo e` composto da
d unita` di tempo, si ottiene:
P(Tp = i) =
∑
j
P(Tr = j)χb j
d
c=i . (2.13)
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2.7 Scelta dell’inventario iniziale
Calcolato il tempo di produzione, vediamo quale deve essere la quantita` di
merci (oggetti elementari) disponibili nell’inventario iniziale per raggiungere
il livello di fill rate desiderato. Indicheremo in questa sezione con Dt e Ot
rispettivamente la dimensione della domanda osservata nel t-esimo periodo
e la dimensione dell’ordine inoltrato alla fine di esso.
Definiamo NSt l’inventario disponibile alla fine del t-esimo periodo, vale
a dire il numero S di oggetti elementari presenti nell’inventario iniziale a
cui sommiamo quelli ricevuti dalla fabbrica e sottraiamo quelli richiesti dai
clienti. Si ha dunque
NSt = S +
t−1∑
i=k+1
Ot−i −
t−1∑
i=0
Dt−i (2.14)
dove k e` l’intero per cui l’ordine Ot−k e` in servizio nella coda alla fine del
t-esimo periodo.
Definiamo allora il fill rate nel seguente modo:
fill rate = 1− E([NS]
−)
E(D)
(2.15)
dove NS e` la distribuzione stazionaria di NSt.
Dalla politica di rifornimento presa in esame
Ot = (1− β)Ot−1 + βDt
otteniamo, tramite sostituzione all’indietro, la relazione
Ot−i =
t−i+1∑
j=0
β(1− β)jDt−i−j . (2.16)
Sostituendo (2.16) nella (2.14) si ottiene
NSt = S +
t−1∑
i=k+1
t−i+1∑
j=0
β(1− β)jDt−i−j −
t−1∑
i=0
Dt−i =
= S −
k∑
i=0
Dt−i +
t−1∑
i=k+1
(
t−i+1∑
j=0
β(1− β)jDt−i−j −Dt−i
)
=
= S −
k∑
i=0
Dt−i −
t−1∑
i=k+1
(
1−
i−(k+1)∑
j=0
β(1− β)j
)
Dt−i =
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= S −
k∑
i=0
Dt−i −
t−1∑
i=k+1
(1− β)i−kDt−i.
Poiche´ S e` costante, e` utile considerare la distribuzione Zt cos`ı definita
Zt = S −NSt
da cui segue la relazione
Zt =
k∑
i=0
Dt−i −
t−1∑
i=k+1
(1− β)i−kDt−i
che, utilizzando la (2.16), si riscrive nella forma
Zt =
k∑
i=0
Dt−i +
Ot−k
β
. (2.17)
Calcolata la distribuzione stazionaria Z di Zt, si puo` ottenere quella di
NSt osservando che
Pr[NS = k] = Pr[Z = S − k]
per k ≤ S − 1 e dunque che
Pr[NS < 0] = Pr[Z > S] .
Cio` implica infatti che
E(NS−) = E([Z − S]+). (2.18)
Sostituendo (2.18) nella definizione (2.15) di fill rate otteniamo
fill rate = 1− E([Z − S]
+)
E(D)
da cui, una volta calcolata Z, possiamo ricavare la quantita` minima S di
oggetti elementari nell’inventario iniziale per cui si raggiunge il fill rate desi-
derato.
Calcoliamo dunque la distribuzione stazionaria Z di Zt. Distinguiamo
a tal proposito due possibili situazioni: nell’istante in cui l’ordine Ot arriva
nella coda di produzione, essa puo` essere vuota o meno; in quest’ultimo caso
il server sta processando un ordine inoltrato precedentemente. Sia Ft la
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variabile aleatoria che prende i valori 0 nel primo caso e 1 nel secondo.
Vale la releazione
Pr[Z = s] = Pr[Z = s, F = 1] + Pr[Z = s, F = 0] . (2.19)
Dato la catena di Markov (Bn, Cn, O
g
a(n), Sn), definiamo preliminarmen-
te B(b) e O(b) le variabile aleatorie stazionarie di Bn e O
g
a(n). Una volta
calcolato il vettore delle probabilita` stazionarie pi della matrice associata a
(Bn, Cn, O
g
a(n), Sn), possiamo calcolare facilmente B
(b) e O(b) con le seguenti
formule:
Pr[B(b) = k] =
∑
r,q,s
pik(r, q, s)
Pr[O(b) = k] =
∑
a,r,s
pia(r, k, s) . (2.20)
Calcoliamo ora separatamente i due addendi della (2.19).
Consideriamo dapprima il caso F = 1. Si ha
Pr[Z = s, F = 1] = lim
t→∞
Pr[Zt = s, Ft = 1] =
=
∑
k>0
Pr[B(b) = dk,O(b) = q]ρd× Pr[Dk∗ = s− q
β
]
dove Dk∗ indica il prodotto di convoluzione D∗D ripetuto k volte. La validita`
di tale formula e` conseguenza delle seguenti osservazioni:
• Pr[B(b) = dk,O(b) = q]ρd rappresenta la probabilita` che un ordine
trovi, nell’istante in cui entra nella coda di produzione, k ordini inoltrati
precedentemente, di cui il primo ha dimensione q;
• Pr[Dk∗ = s− q
β
] rappresenta la probabilita` che la domanda totale negli
ultimi k periodi sia pari a s− q
β
.
Consideriamo ora il caso F = 0. Si ha che
Pr[Z = s, F = 0] = lim
t→∞
Pr[Zt = s, Ft = 0] =
=
d−1∑
a=1
∑
q∈Sg
Pr[Tr = a,Og = q]× pg(q, sβ).
P r[Tr = a,Og = q] rappresenta infatti la probabilita` che un ordine di di-
mensione q ∈ Sg sia presente nella coda da a unita` di tempo. Osservando
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che nella sommatoria a assume sempre valori strettamente minori di d, pos-
siamo concludere che moltiplicando Pr[Tr = a,Og = q] per pg(q, sβ) (che
ricordiamo e` la probabilita` condizionata che un ordine sia di dimensione sβ
sapendo che il precedente e` di dimensione q) otteniamo la probabilita` che
l’ordine inoltrato abbia dimensione sβ e trovi la coda vuota.
Esprimiamo ora la minima dimensione S dell’inventario iniziale che per-
mette di raggiungere il fill rate desiderato in funzione della quantita` me-
dia di merci presenti nell’inventario prima di un rifornimento. Denotiamo
quest’ultima quantita` con SS.
Supponiamo che l’ordine inoltrato alla fine dell’n-esimo periodo sia con-
segnato al rivenditore nel periodo n+tp+1-esimo. Sia n∗ l’istante immedia-
tamente precedente tale rifornimento, si ha
NSn∗ = S +
n−1∑
k=1
Ok −
n+tp∑
k=1
Dk.
Utilizzando la relazione
Ok =
k∑
j=1
β(1− β)k−jDj
si ottiene, analogamente a quanto fatto precedentemente,
NSn∗ = S −
n+tp∑
k=n
Dk −
n−1∑
k=1
(1− β)n−kDk.
Dalla definizione di SS e dal fatto che tp rappresenta il numero di periodi
che il rivenditore deve attendere per poter utilizzare l’ordine inoltrato alla
fine dell’n-esimo periodo, segue che
SS = E(NSn∗) = S − E
(
n+tp∑
k=n
Dk
)
−E
(
n−1∑
k=1
(1− β)n−kDk
)
=
= S − [E(Tp) + 1]E(D)− 1− β
β
E(D)
da cui
S = [E(Tp) +
1
β
]E(D) + SS . (2.21)
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Al fine di chiarire il significato pratico del parametro SS, definiamo IPt
la posizione dell’inventario al t-esimo periodo, vale a dire il numero di og-
getti elementari disponibili nell’inventario al tempo t, a cui sommiamo quelli
ordinati alla fabbrica e sottraiamo le carenze registrate.
Come mostrato in [7], la politica di rifornimento fin qui analizzata
Ot = (1− β)O(t−1) + βDt
e` equivalente a imporre
Ot = β(S − IPt).
Il parametro S rappresenta, dunque, oltre che la quantita` di merci iniziali,
anche il livello base di oggetti che regola il calcolo della dimensione degli
ordini.
Per β = 1, la (2.21) si riscrive nel seguente modo:
S = [E(Tp) + 1]E(D) + SS.
Tale formula suggerisce che il livello base S e` pari alla somma tra la domanda
registrata per il periodo di rischio (cioe` per il tempo che intercorre tra l’arrivo
di un ordine e l’inoltro di un successivo) e la quantita` SS che deve far fronte
a inaspettate fluttuazioni della domanda.
2.8 Caso con due rivenditori
Consideriamo ora una situazione analoga a quella mostrata nelle sezioni pre-
cedente ma piu` complicata, in cui i rivenditori nella catena di commercio
sono due. Entrambi possiedono un inventario, osservano la rispettiva do-
manda dei clienti, la soddisfano o registrano delle carenze e infine inoltrano
un ordine alla fabbrica.
Si suppone che le domande dei clienti ai due diversi rivenditori siano tra
loro indipendenti, che i due ordini siano inoltrati negli stessi istanti di tempo
e che la fabbrica consegni i prodotti contemporaneamente ai due rivenditori
quando entrambi gli ordini sono stati completati.
Utilizzando notazioni simili a quelle della Sezione 2.1, indichiamo con O
(i)
t
e D
(i)
t la dimensione dell’ordine inoltrato e della domanda ricevuta dall’i-
esimo rivenditore durante il t-esimo periodo. Le politiche di rifornimento
analizzate sono cos`ı definite:
O
(1)
t = (1− β1)O(1)t−1 + β1D(1)t
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O
(2)
t = (1− β2)O(2)t−1 + β2D(2)t .
per ogni t ∈ N0, con 0 < β1, β2 ≤ 1 parametri fissati e O(1)0 = O(2)0 = 0.
I due rivenditori sono interessati a raggiungere un determinato fill rate.
Continuano ad essere valide le osservazioni fatte in precedenza sull’incidenza
della varianza e della dimensione degli ordini nel tempo di produzione.
Procedendo in modo analogo a quanto fatto nel capitolo precedente e
utilizzando le stesse notazioni, consideriamo la catena di Markov a tempi
discreti
(Bn, Cn, O
g,(1)
a(n) , O
g,(2)
a(n) , Sn)
a valori nell’insieme discreto
N0 ×
{
(c, x1, x2) : c ∈ {1, 2, . . . ,mD},
x1 ∈ {1, 1+1/g, 1+2/g, ...,m(1)D }, x2 ∈ {1, 1+1/g, 1+2/g, ...,m(2)D }
}
×{1, 2}
dove m
(1)
D e` il minimo intero per cui Pr[D
(1) > m
(1)
D ] = 0, m
(2)
D e` il minimo
intero per cui Pr[D(2) > m
(2)
D ] = 0, mentre mD = m
(1)
D +m
(2)
D .
Pg =

Ad A0
Ad A0
...
. . .
Ad A0
Ad A0
. . . . . .

dove le matrici quadrate A0 e Ad hanno dimensione 2mDmg con mg =
(m
(1)
D g − g + 1)(m(2)D g − g + 1).
Tale matrice ha, come prevedibile, la stessa struttura della matrice di
transizione trovata nella Sezione 2.5. In particolare e` del tipo G/M/1. Tut-
tavia, al fine di calcolare il relativo vettore delle probabilita` stazionarie, la
dimensione dei blocchi e` tale da rendere impraticabile l’approccio numerico
l`ı seguito. Ad esempio, per m
(1)
D = m
(2)
D = 10 e g = 3 la matrice Pg ha
dimensione 31360× 31360 (nel caso con un rivenditore, per mD = 20 e g = 3
la dimensione e` 1120× 1120).
Per ridurre sensibilmente il costo computazionale possono essere utilizzati
dei metodi numerici che non richiedano di memorizzare esplicitamente le
matrici A0 e Ad e il cui costo computazionale dipenda da quello del prodotto
vettore-matrice. Infatti, tale operazione puo` essere calcolata con basso costo
computazionale sfruttando la struttura della matrice Pg.
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Consideriamo, a tal proposito, il vettore x = (x0, x1, . . . ), dove il generico
blocco xi ha dimensione 1 × m. Inoltre supponiamo che esista n tale che
xi = 0 per ogni i ≥ n.
L’operazione xPg puo` essere riscritta nel modo seguente
xPg = xP
(0)
g + xP
(d)
g . (2.22)
dove
P (0)g =

A0
A0
. . .
A0
A0
. . .

mentre
P (d)g =

Ad
Ad
...
Ad
Ad
. . .

.
Consideriamo separatamente i due addendi della (2.22). Ricordiamo pre-
liminarmente che I indica la matrice identica di dimensione mg ×mg, e1 il
vettore mD × 1 con la prima entrata uguale ad 1 e le restanti nulle, men-
tre (T, α, u) sono date in accordo con la distribuzione PH che approssima il
tempo di produzione di un singolo oggetto elementare.
Analogamente a quanto visto nella Sezione 2.5, la matrice A0 ha la
struttura seguente:
A0 =

I ⊗ T
I ⊗ (uα) I ⊗ T
. . . . . .
. . . . . .
I ⊗ (uα) I ⊗ T

con mD blocchi sulla diagonale, ognuno di dimensione 2mg × 2mg.
Si e` osservato nella Sezione 2.4 che moltiplicare un blocco xi del vettore
x per A0 costa O(m) operazioni aritmetiche. Dalla struttura di P
(0)
g e dal
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fatto che x ha al piu` n componenti non nulle, segue che il costo totale del
prodotto xP
(0)
g e` di O(mn) operazioni.
Per quel che riguarda Ad si osserva, ragionando analogamente al capitolo
precedente, che tale matrice puo` essere scritta nella forma:
Ad = (e1 ⊗ (I ⊗ u))(W1 ⊗W2)(Y ⊗ α)
dove W1 e W2 sono matrici mg × mg che contengono le probabilita` condi-
zionate p
(1)
g (q, q′) e p
(2)
g (q, q′), mentre Y e` la matrice mg ×mgmD che ha in
ogni riga 1, 2 o 4 entrate diverse da zero a seconda che le taglie degli ordini
appartenenti agli insiemi Sg,(1) e Sg,(2) siano o meno interi.
Il calcolo del prodotto xP
(d)
g segue, dunque, la logica gia` presentata nella
Sezione 2.4. In particolare, la moltiplicazione x (e1 ⊗ (I ⊗ u)) puo` essere
calcolata in O(nmg) operazioni, analogamente al prodotto per Y ⊗ α.
L’unica sostanziale differenza si presenta nel calcolo del prodotto per
W1⊗W2. Ricordiamo preliminarmente la seguente proprieta` del prodotto di
Kronecker:
W1 ⊗W2 = (I ⊗W2)(W1 ⊗ I).
La moltiplicazione per I⊗W2 puo` essere fatta in modo standard con costo
O
(
(m
(2)
D g)
2m
(1)
D g
)
= O(mgm
(2)
D g) per ogni blocco del vettore x. La successiva
moltiplicazione per (W1⊗ I) puo` essere riscritta tramite matrici di permuta-
zione come una moltiplicazione per (I⊗W1) (si veda per dettagli [13]). Essa
costa, analogamente a prima, O(mgm
(1)
D g) per ogni blocco non nullo di x.
Dalla struttura di P
(d)
g e dalle osservazioni fatte finora, segue che il costo
complessivo e` di O(nmg(m
(1)
D +m
(2)
D )g) = O(nmg) operazioni.
Analogamente al caso con un solo rivenditore, il vettore delle probabi-
lita` dei tempi di produzione puo` essere ricavato dal vettore delle probabilita`
stazionarie pi attraverso la relazione
Pr[Tr = a] = d ρ
∑
q(1),q(2),s
pia(1, q
(1), q(2), s)(t)s (2.23)
dove ρ = 2
(
E(D(1)) + E(D(2))
)
/d. Da (2.23) otteniamo
Pr[Tp = i] =
∑
j
Pr[Tr = j]χb j
d
c=i . (2.24)
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Ricalcando quanto fatto nella Sezione 2.5 si ottiene, con le stesse nota-
zioni, la relazione
Z
(i)
t =
k∑
j=0
D
(i)
t−j +
O
(i)
t−k
βi
per i = 1, 2, utilizzabile per calcolare la quantita` S di merci iniziali necessaria
per raggiungere un determinato fill rate.
2.8.1 Metodi numerici per il calcolo di pi
Descriviamo tre metodi numerici per approssimare il vettore delle probabilita`
stazionarie della matrice Pg. Essi sono basati sull’operazione di prodotto
vettore-matrice e non richiedono di memorizzare direttamente i blocchi A0 e
Ad. Per ulteriori dettagli a riguardo si veda [21].
Metodo delle potenze
Dato un vettore iniziale x(0), definiamo ricorsivamente
x(k + 1) = x(k)Pg.
Interrompiamo l’iterazione quando la norma infinito della differenza di due
vettori consecutivi e` minore di una certa tolleranza 1 (ad esempio si puo`
porre 1 = 10
−12). La moltiplicazione x(k)Pg puo` essere calcolata seguendo
la procedura descritta precedentemente.
Per superare le problematiche relative alla dimensione infinita della ma-
trice Pg e per ridurre il costo computazionale del metodo puo` essere utilizzata
la seguente euristica: considerando i vettori partizionati in blocchi di dimen-
sione 1 ×m, a ogni iterazione calcoliamo blocchi di x(k) finche´ la norma 1
di un certo numero di essi (consecutivi) risulta minore di un parametro di
tolleranza 2.
E` opportuno, inoltre, inizializzare il metodo con un vettore x(0) che abbia
solo il primo blocco non nullo.
Metodo iterativo basato su un partizionamento regolare
Calcoliamo una soluzione del sistema lineare (I − P Tg )x = 0 tramite un
metodo iterativo della forma
x(k + 1) = M−1Nx(k)
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con M = (I − P (0)g )T e N = (P (d)g )T .
Calcoliamo allora la k + 1 approssimazione risolvendo il sistema lineare
nell’incognita x
x(I − P (0)g ) = x(k)P (d)g .
Poiche´ la matrice (I − P (0)g ) e` triangolare superiore, tale sistema puo` es-
sere risolto facilmente con un metodo di sostituzione all’indietro. Posto
b = x(k)P
(d)
g , vale infatti 
x1 = b1
x2 = b2 + x1A0
x3 = b3 + x2A0
...
...
dove ogni componente xi ha dimensione 1×m.
L’algoritmo per la moltiplicazione veloce puo` essere usato efficientemente
sia per il calcolo del termine noto x(k)P
(d)
g e sia nella sostituzione all’indietro.
Il metodo puo` essere inizializzato con il vettore x(0) che risolve il sistema
x(I − P (0)g ) = x(0)
dove x e` un qualsiasi vettore stocastico. Continuano ad essere validi il criterio
di arresto e la tecnica di troncamento descritti per il metodo delle potenze.
Il numero di iterazioni necessarie puo` essere ridotto applicando opportune
tecniche di rilassamento.
Metodo GMRES
Il metodo GMRES calcola una soluzione approssimata del sistema lineare
(I − P Tg )x = 0
cercando un vettore x(1) che minimizza la seguente quantita`:
‖(I − P Tg )x‖2
sull’insieme
x(0) +K(I − P Tg , r0, n)
dove x(0) e` un vettore scelto arbitrariamente come approssimazione iniziale,
r0 = −(I − P Tg )x e` detto residuo di x(0), mentre K(I − P Tg , r0, n) e` il
sottospazio di Krylov cos`ı definito:
K(I − P Tg , r0, n) = span {r0, (I − P Tg )r0, . . . , (I − P Tg )n−1r0}
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di dimensione al piu` n.
Il problema si riconduce a cercare un vettore yn di dimensione n× 1 che
minimizzi la quantita`
J(y) = ‖βe1 − H˜ny‖2
dove β = ‖r0‖2 e H˜n e` la matrice n+1×n ottenibile dopo n passi del metodo
di Arnoldi inizializzato con il vettore r0.
La nuova approssimazione della soluzione e` data calcolando
x(1) = x(0) + Vnyn
dove Vn e` la matrice che ha per colonne i vettori di Ritz ottenuti dopo n passi
del metodo di Arnoldi sopracitato.
Tale procedimento viene iterato fin quando la norma infinito della differenza
di due approssimazioni consecutive e` minore di una certa tolleranza .
L’algoritmo di moltiplicazione veloce puo` essere utilizzato efficacemente sia
per calcolare il residuo tramite la relazione
rk = −(I − P Tg,2)x(k) = −x(k) + P Tg,2 x(k)
e sia per calcolare la decomposizione di Arnoldi.
Capitolo 3
Sperimentazione numerica
Gli algoritmi descritti nei capitoli precedenti sono stati implementati nel lin-
guaggio MATLAB. La sperimentazione numerica effettuata si e` posta un
duplice obiettivo: da un lato valutare l’accuratezza dei risultati forniti e i
tempi di esecuzione degli algoritmi introdotti nei capitoli precedenti, dall’al-
tro confermare i risultati teorici per la risoluzione del problema proposto.
Saranno analizzati i casi in cui la catena di commercio e` composta da uno o
due rivenditori.
3.1 Caso con un rivenditore
La sperimentazione numerica e` stata fatta modellizzando la domanda dei
clienti con tre diverse variabili aleatorie X, Y e Z che prendono valori interi
compresi tra 1 e N . Le relative leggi di probabilita` sono cos`ı definite:
• Pr(X = k) = (N−1
k−1
)
0.5N−1
• Pr(Y = k) = 1/N
• Pr[Z = k] = (1 + α)Pr[Y = k]− αPr[X = k]
per 1 ≤ k ≤ N e con α tale che Pr[Z = k] ≥ 0.
Tali variabili hanno valore atteso pari a (N + 1)/2, mentre varianza data
dalle seguenti formule:
V ar(X) =
N − 1
4
;
V ar(Y ) =
N2 − 1
12
;
V ar(Z) =
N2 − 1 + α(N2 − 3N + 2)
12
.
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La Figura (3.1) mostra le distribuzioni di probabilita` di X, Y e Z per
N = 20 e α = 0.38.
Figura 3.1: Distribuzione di probabilita` di X, Y e Z per N = 20 e α = 0.38.
Per la scelta di tali parametri valgono le relazioni V ar(X) = 4.75, V ar(Y ) =
33.25 e V ar(Z) = 44.365.
A differenza di X e Y , la variabile Z trova raramente riscontro in dati
reali; tuttavia, per opportuni valori di α, essa mette bene in luce le carat-
teristiche della politica di rifornimento (2.1) nel caso di domanda con alta
varianza.
Come analizzato nel Capitolo 2, l’unita` di tempo U e` fissata in modo che
la media del tempo di produzione di un singolo oggetto elementare sia pari
a 2U . Il numero d di unita` di tempo che compongono un periodo e` scelto
in modo che il relativo parametro ρ assuma valori minori di 1. Ad esempio,
per N = 20 e d = 39, 30, 25, ρ assume valori pari a circa, rispettivamente,
3.1. CASO CON UN RIVENDITORE 45
0.54, 0.7 e 0.84. Tali parametri trovano facilmente riscontro in situazioni
reali. La scelta d = 30 corrisponde, ad esempio, al caso in cui un rivenditore
rifornisca il suo inventario ogni 3 giorni, mentre la fabbrica produca in media
un oggetto elementare ogni 48 minuti e lavori per 10 ore al giorno.
Confronto tra i metodi
Confrontiamo gli algoritmi descritti nei capitoli precedenti per il calcolo
del vettore delle probabilita` stazionarie pi della matrice di transizione Pg.
Valutiamo innanzitutto i metodi di iterazione funzionale basati sulle funzioni
matriciali (1.4) e (1.6).
Le Tabelle (3.1) e (3.2) riportano il numero di iterazioni necessarie e il
tempo di esecuzione (in secondi) dei due algoritmi. I parametri utilizzati sono
d = 15, cv = 1, g = 2, α = 0.58 e N = 12 (di conseguenza vale E(Y ) = 6.5,
mentre ρ e` pari a circa 0.86).
L’implementazione tiene conto della struttura dei blocchi A0 e Ad nelle
operazioni di prodotto fra matrici e della formula di Sherman Woodbury
Morrison nel calcolo dell’inversa. Il criterio di arresto utilizzato consiste nel
valutare se la norma 1 della differenza tra due approssimazioni successive sia
minore di 10−14. L’approssimazione iniziale e` stata scelta pari alla matrice
nulla.
Domanda β Xn+1 =
∑∞
i=0X
i
nAi:
numero iterazioni
Xn+1 = A0
(
I −∑∞i=0XinAi+1)−1:
numero iterazioni
X 1 93 83
0.5 100 89
Y 1 110 100
0.5 134 121
Z 1 118 109
0.5 149 136
Tabella 3.1: Numero iterazioni per (1.4) e (1.6).
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Domanda β Xn+1 =
∑∞
i=0X
i
nAi:
tempo esecuzione
Xn+1 = A0
(
I −∑∞i=0XinAi+1)−1:
tempo esecuzione
X 1 9.52 8.35
0.5 10.47 9.76
Y 1 11.6 10.42
0.5 14.34 12.54
Z 1 12.14 11.06
0.5 15.37 13.78
Tabella 3.2: Tempo di esecuzione per (1.4) e (1.6).
L’iterazione basata sulla (1.6) richiede dunque un tempo di esecuzione
minore. La sperimentazione numerica ha mostrato che tale considerazione
non e` piu` vera se l’operazione di inversione matriciale e` implementata con
algoritmi standard in luogo della formula di Sherman Morrison. La Figu-
ra (3.2) riporta il logaritmo (in base 10) della norma 1 della differenza tra
due approssimazioni consecutive per i metodi basati sulla (1.4) e (1.6). La
domanda e` modellizzata con la variabile X e β e` posto pari a 0.5.
Figura 3.2: errore=‖Xn+1 −Xn‖1 per variabile X, β = 0.5, N = 12 e d = 15.
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Il comportamento dei risultati di convergenza mostrati finora non cambia
se si utilizzano parametri differenti.
Confrontiamo i risultati ottenuti tramite l’iterazione funzionale (1.6) con
quelli relativi al metodo basato su un partizionamento regolare per la riso-
luzione del sistema (I − P Tg )x = 0, descritto nella Sezione 2.8.1. Nella Ta-
bella (3.3) e` riportato il relativo tempo di esecuzioni (in secondi) al variare i
parametri N = 15, d = 19 e α = 0.45.
Domanda β Xn+1 = A0
(
I −∑∞i=0XinAi+1)−1 risoluzione di (I − PTg )x = 0
1 5.8 18.9
X 0.6 7.5 19.9
0.2 13.9 29.7
1 7.8 74.0
Y 0.6 9.0 75.7
0.2 16.26 92.5
1 7.6 110.8
Z 0.6 10.1 111.8
0.2 16.7 132.3
Tabella 3.3: Tempo di esecuzione per un metodo di iterazione funzionale e
uno basato sulla risoluzione di (I − P Tg )x = 0
La Figura (3.3) riporta il tempo di esecuzione (in secondi) dei due algo-
ritmi al variare del parametro N (e dunque della dimensione dei blocchi A0 e
Ad). I dati si riferiscono alla variabile Y e ai parametri β = 0.6 e d = N + 5.
Per quel che riguarda il metodo basato sulla (1.6), il vettore pi e` stato calcola-
to a partire dalla minima soluzione R dell’equazione matriciale (1.1) tramite
le relazioni
pi1 = pi1(I −Rd)(I −R)−1Ad, pii = pi1Ri−1 per i ≥ 1
con l’ausilio di un metodo delle potenze.
La sperimentazione numerica ha mostrato come i metodi di iterazione
funzionale risultino piu` veloci di quelli introdotti nella Sezione 2.8.1 per ma-
trici dell’ordine qui considerato. Tuttavia, nel caso con piu` rivenditori, essi
risultano inutilizzabili a causa della dimensione eccessiva dei blocchi.
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Figura 3.3: Tempo di esecuzione per la variabile Y , β = 0.6 e d = N + 5.
Scelta dell’approssimazione iniziale
Valutiamo come la scelta dell’approssimazione iniziale X0 influenzi la ve-
locita` di convergenza dei metodi di iterazione funzionale. Al fine di applicare
gli algoritmi proposti nel primo capitolo, occorre calcolare autovalori e auto-
vettori della matrice R. Negli esperimenti sono stati usati gli stessi parametri
fissati in precedenza, la variabile Y e β = 0.5.
Il metodo di Aberth rivela come gli autovalori della matrice R abbiano
scarse proprieta` di separazione. In particolare, circa la meta` delle appros-
simazioni trovate ha norma minore di 10−5; tale e` anche la massima di-
stanza tra un’altra cospicua percentuale di esse e il punto (2/3, 0) del piano
complesso.
Tali risultati sono confermati considerando esplicitamente la matrice data
in output da uno dei due metodi di iterazione funzionale finora analizzati.
La Figura (3.4) mostra le approssimazioni fornite dalla funzione EIG di MA-
TLAB relative agli autovalori della matrice ottenuta tramite il metodo 2 (con
soglia di arresto pari a 10−14 e X0 = 0).
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Figura 3.4: Autovalori di R per la variabile Y , N = 12, β = 0.5 e d = 15.
Tale situazione si riflette in un’evidente deterioramento della velocita` di
convergenza del metodo di Aberth. Il tempo necessario per approssimare
tutti gli autovalori risulta, nella maggior parte dei casi, addirittura maggiore
di quello richiesto dai metodi 1 o 2. Inoltre, la sperimentazione numerica
rivela la necessita` di calcolare gli autovettori generalizzati nel caso si voglia
costruire direttamente la matrice R dalla sua decomposizione spettrale.
Tuttavia, la scelta di un’adeguata approssimazione iniziale puo` essere
fatta calcolando solo pochi autovalori di R. La Tabella (3.4) mostra come il
numero di iterazioni richieste diminuisca sensibilmente scegliendo X0 tramite
la formula (1.9) del Capitolo 1. Gli autovettori sinistri e la pseudo-inversa
sono stati calcolati attraverso le funzioni NULL e PINV di MATLAB. Con Hh
indichiamo la matrice ottenuta da (1.9) scegliendo Λh pari agli h autovalori
di modulo piu` grande. I risultati sono relativi alla funzione matriciale (1.6),
alla variabile Y e al parametro β = 0.5.
Si puo` osservare come per h = 1 occorrano meno della meta` delle ite-
razioni richieste per X0 = 0. Non si registrano invece sostanziali differenze
tra scelte di h maggiori di 2. Per un altro esempio di applicazione pratica
dove i metodi di iterazione funzionale si comportano analogamente al caso
in questione si veda [11, pp. 8-9].
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X0 numero iterazioni
0 122
H1 51
H2 40
H3 39
H4 38
H6 38
Tabella 3.4: Numero di passi richiesti dalla (1.6).
La Figura (3.5) mostra come decresce il logaritmo (in base 10) della norma
1 della differenza tra due approssimazioni consecutive per varie scelte di X0.
Figura 3.5: errore = ‖X(n+ 1)−X(n)‖1 per la variabile Y , β = 0.5, N = 12
e d = 15.
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Il numero di iterazioni richieste dal metodo di Aberth per trovare gli auto-
valori di interesse e` fortemente influenzato dalle approssimazioni iniziali. La
scelta di punti equispaziati su una circonferenza di centro l’origine e raggio
prossimo ma minore di 1 (ad esempio 0.99) si riflette in una sostanziale di-
minuzione del numero di iterazioni richieste per approssimare accuratamente
l’autovalore di modulo maggiore.
La Figura (3.6) riporta il logaritmo (in base 10) del modulo della diffe-
renza tra l’approssimazione cos`ı trovata e quella fornita dalla funzione EIG
di MATLAB applicata direttamente alla matrice R. I dati sono relativi alla
variabile Y e ai parametri N = 20, β = 0.2, d = 25 e g = 1.
Figura 3.6: errore = |λ(n)− 0.961608271520443| per la variabile Y , β = 0.2,
N = 20 e d = 25.
La sperimentazione mostra, inoltre, che per approssimare solamente tale
autovalore e` sufficiente applicare il metodo di Aberth con in input un vettore
di dimensione minore rispetto all’ordine dei blocchi A0 e Ad.
Utilizzando parametri differenti, la struttura dello spettro di R (e di con-
seguenza il comportamento del metodo di Aberth) resta pressoche´ la stessa.
Tuttavia, si puo` osservare come il numero di iterazioni necessarie aumenti al
decrescere di β e al crescere di ρ. A tal proposito, la Tabella (3.5) riporta le
iterazioni richieste dal metodo basata sulla funzione matriciale (1.6), fissati
i parametri N = 20 e g = 1.
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Per valori dei parametri β e ρ sufficientemente vicini a, rispettivamente,
0 e 1, il costo del calcolo della matrice H1 e` trascurabile rispetto a quello
relativo al metodo di iterazione funzionale. Per la variabile Y e i parametri
N = 20, ρ = 0.91 e β = 0.2, ad esempio, i tempi di esecuzione (in secondi)
sono, rispettivamente, 7.37 e 78.86.
Domanda β ρ = 0.7 ρ = 0.84 ρ = 0.91
1 25 54 102
X 0.6 28 58 110
0.2 38 76 141
1 34 74 143
Y 0.6 39 89 175
0.2 51 121 242
1 35 78 155
Z 0.6 43 98 192
0.2 56 136 273
Tabella 3.5: Numero di passi richiesti dalla (1.6) al variare del paremetro ρ.
E` oppurtuno osservare, infine, che scegliendo autovalori diversi da quelli
di modulo maggiore non si riscontrano miglioramenti nel numero di itera-
zioni richieste; gli eventuali coefficienti negativi della matrice X0 non hanno
provocato problemi nel calcolo dell’inversa nella (1.6); risultati analoghi si
ottengono utilizzando la funzione matriciale (1.4).
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Scelta del parametro g
Valutiamo ora l’impatto della scelta del parametro di discretizzazione
g sull’accuratezza dei risultati. Nel seguente esperimento consideriamo la
variabile aleatoria Y e fissiamo i parametri d = 16, cv = 1 e N = 12 (di
conseguenza vale E(Y ) = 6.5 e ρ = 0.8125). Riportiamo le prime quattro
cifre decimali dei valori del valore atteso del vettore Tp definito in (2.13) al
variare dei parametri g e β. Per non falsare i risultati, gli algoritmi sono
stati implementati con criteri d’arresto molto rigidi: per il calcolo di R si e`
valutato se la norma 1 della differenza tra due approssimazioni consecutive
fosse minore di 10−14; le componenti del vettore pi sono state calcolate fin
quando la norma 1 di tale vettore e` risultata maggiore di 1− 10−14.
β g = 1 g = 2 g = 3 g = 4
1 1.4243 1.4243 1.4243 1.4243
0.8 1.3377 1.3355 1.3368 1.3387
0.6 1.2463 1.2385 1.2425 1.2445
0.4 1.1558 1.1354 1.1352 1.1382
0.2 1.0804 1.0086 1.0016 0.9977
Tabella 3.6: Valore di E(Tp) al variare dei parametri β e g.
Come e` lecito aspettarsi, per β = 1 i risultati non cambiano al variare di
g. In tal caso, infatti, la dimensione dell’ordine e` data sempre da un numero
intero. Differenze via via maggiori si riscontrano per valori di β sempre piu`
prossimi a 0. In [6] e` mostrato che per tali β occorre utilizzare adeguati valori
di g per evitare errori non trascurabili nella stima del parametro S.
Cio` si riflette in un significativo aumento del costo computazionale. Al
crescere di g, infatti, aumenta la dimensione dei blocchi A0 e Ad che defini-
scono la matrice di transizione Pg. Ad esempio, nell’esperimento considera-
to, per g = 1, 3, 5 tali blocchi hanno dimensione rispettivamente 288 × 288,
816× 816 e 1344× 1344.
Risultati del tutto analoghi si ottengono utilizzando le variabili aleatorie
X e Z.
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Relazione tra β e Tp
Osserviamo ora come la scelta del parametro β (legato alla varianza di O
tramite la formula (2.2)) incida sul valore atteso e sulla varianza del vettore
Tp definito nella (2.13). Ricordiamo che Tp contiene le probabilita` relative al
numero di periodi che il rivenditore deve attendere per poter utilizzare un
ordine inoltrato precedentemente alla fabbrica.
I parametri usati in questo esperimento sono d = 25, cv = 1 e N = 20.
Le variabili aleatorie hanno valore atteso pari a 10.5, mentre ρ vale 0.84.
Domanda β V ar(O) E(Tp) V ar(Tp)
1 4.75 0.5050 0.3428
0.8 3.1778 0.4730 0.3325
X 0.6 2.0357 0.4369 0.3161
0.4 1.1875 0.3965 0.2936
0.2 0.5278 0.3386 0.2556
1 33.25 1.0233 1.1255
0.8 22.1667 0.9213 1.0488
Y 0.6 14.25 0.7757 0.9310
0.4 8.3125 0.5795 0.7300
0.2 3.6944 0.3083 0.3603
1 44.365 1.2339 1.5977
0.8 29.5767 1.1085 1.4753
Z 0.6 19.0136 0.9260 1.3099
0.4 11.0913 0.6860 1.0321
0.2 4.9294 0.3369 0.4332
Tabella 3.7: Valori di V ar(O), E(Tp), V ar(Tp) al variare della domanda e
del parametro β.
Da tale tabella si osserva come al crescere di β (e dunque di V ar(O))
aumentino anche i valori di E(Tp) e V ar(Tp). In accordo con il modello
teorico, una maggiore varianza nella dimensione degli ordini si riflette in
tempi di attesa maggiori per il rivenditore.
Le Figure (3.7) e (3.8) mostrano come tale relazione risulti piu` evidente
nel caso in cui la variabile aleatoria abbia una varianza maggiore.
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Figura 3.7: Relazione tra β e E(Tp) per le variabili X,Y e Z.
Figura 3.8: Relazione tra β e V ar(Tp) per le variabili X, Y e Z.
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Nella Figura (3.9) e` confrontata la domanda D con la variabili aleatorie
stazionarie O(b) (si veda la formula (2.20)) della variabile Z per β = 0.2.
Figura 3.9: Relazione tra la dimensione della domanda e la variabile O(b) per
la variabile Z e il parametro β = 0.2.
Utilizzando parametri differenti otteniamo la stessa logica di risultati. Ad
esempio, la Tabella (3.8) riporta il valore atteso e la varianza del vettore Tp
in una situazione analoga a quella precedente, ad eccezione del parametro d
scelto pari a 30 (d risulta dunque maggiore rispetto al caso precedente). Il
relativo parametro ρ vale 0.7.
Come e` lecito aspettarsi, si ottengono valori di E(Tp) minori rispetto al
caso precedente poiche´ e` stato aumentato il numero di unita` di tempo che
compongono un periodo.
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Domanda β E(Tp) V ar(Tp)
1 0.1473 0.1274
0.8 0.0804 0.1133
X 0.6 0.0930 0.0846
0.4 0.0804 0.0741
0.2 0.0751 0.3339
1 0.3400 0.2843
0.8 0.2678 0.2336
Y 0.6 0.1866 0.1710
0.4 0.1137 0.1077
0.2 0.0572 0.0548
1 0.4120 0.3521
0.8 0.3227 0.2877
Z 0.6 0.2175 0.2054
0.4 0.1271 0.1237
0.2 0.0568 0.0549
Tabella 3.8: Valori di E(Tp) e V ar(Tp) al variare della domanda e del
parametro β.
Relazione tra β e SS
I risultati numerici confermano, dunque, che l’utilizzo di opportuni pa-
rametri β nella politica di rifornimento (2.1) permette di ridurre il tempo
che intercorre tra l’inoltro e la ricezione di un ordine. Il rivenditore ne trae
vantaggio potendo disporre prima delle merci richieste dai clienti. Cio` si
riflette nella possibilita` di fissare un livello base S dell’inventario piu` basso
per raggiuntere un determinato fill rate. Tuttavia, tale effetto e` compensato
dal fatto che una bassa varianza nella dimensione dell’ordine si riflette in
un’alta varianza nella dimensione dell’inventario, con conseguente necessita`
di aumentare il valore di S.
Consideriamo a tal proposito la variabile Y . La situazione e` esplicata
nella Figura (3.10) presente in [7], pag. 21. L’ordinata relativa ad un certo
valore di β corrisponde al minimo valore del parametro SS (in relazione con
S secondo la (2.21)) che permette di raggiungere un fill rate pari a 0.98.
I parametri utilizzati dagli autori sono d = 25, N = 20, cv = 1 e g = 8.
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Figura 3.10: SS richiesto per raggiungere un fill rate di 0.98 per la variabile
Y , N = 20 e d = 25. Da [7], pag. 21.
Osserviamo che al decrescere di β, per valori compresi tra 1 e circa 0.55,
la riduzione del tempo di rifornimento si riflette in valori di SS piu` piccoli.
Per β < 0.5, invece, tale riduzione non riesce a compensare l’eccessiva va-
rianza nella dimensione dell’inventario; ne conseguono valori di SS via via
piu` grandi.
Tale situazione e` maggiormente marcata nel caso la variabile aleatoria
abbia una varianza molto alta (Figura (3.11)). E` opportuno notare, tuttavia,
come in entrambi i casi la differenza massima tra due valori di SS al variare
di β sia minore di solamente due unita`.
E` importante sottolineare come l’analisi fin qui fatta tenga conto della
relazione tra i tempi di produzione della fabbrica e la varianza della dimen-
sione dell’ordine (ad esempio tramite la correlazione tra Ot−k e k nell’equa-
zione (2.17)). In [7] e` mostrato come una modellizzazione matematica del
problema che trascuri tale fattore porti a valori di SS pesantemente sotto-
stimati. Ad esempio, fissati i valori N = 20, d = 25, cv = 1 e fill rate = 0.98,
il parametro SS relativo alla variabile Y assume il valore 17.2655 invece di
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40.5134 per β = 1 e 18.5979 in luogo di 40.0613 per β = 0.4.
Figura 3.11: SS richiesto per raggiungere un fill rate di 0.98. La variabile
considerata assume valori compresi tra 1 e 20, ha valore atteso 10.5 e varianza
56.69. Da [7], pag. 21.
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3.2 Caso con due rivenditori
Consideriamo il problema descritto nella Sezione 2.8, in cui i rivenditori pre-
senti nella catena di commercio sono due. La sperimentazione numerica e`
fatta modellizzando la domanda dei clienti con le variabili aleatorie X, Y e
Z definite nella Sezione 3.1.
Nel Capitolo 2 si e` osservato come la struttura dei blocchi A0 e Ad che
definiscono la matrice di transizione Pg sia sostanzialmente la stessa nei casi
con uno o piu` rivenditori. Differente e` invece la dimensione m di tali bloc-
chi. Nel caso ora in esame, la dimensione e` tale da rendere inutilizzabili gli
algoritmi basati sull’iterazione funzionale e sul metodo di Aberth.
Confronto tra i metodi
Gli algoritmi implementati sono basati sul metodo delle potenze e sul
metodo iterativo descritti nella Sezione 2.8.1.
Valutiamo innanzitutto l’impatto di tali scelte sull’accuratezza dei risul-
tati e sul costo computazionale. Negli esperimenti seguenti la domanda di
entrambi i rivenditori e` stata modellizzata con la variabile aleatoria Y ; inol-
tre sono stati utilizzati i parametri N = 7, g = 1, d = 20, cv = 1, β1 = 1 e
β2 = 1.
Consideriamo in primo luogo il metodo delle potenze. Il criterio di ar-
resto utilizzato consiste nel valutare se la norma 1 della differenza tra due
approssimazioni consecutive sia minore di una certa soglia di tolleranza 1.
Per risolvere le problematiche legate alla dimensione infinita della matrice
di transizione Pg, si e` impiegata la seguente euristica:
ogni approssimazione x e` stata partizionata come x = (x1, x2, . . . ), dove il
generico blocco xi ha dimensione 1×m; fissato il parametro 2 (per esempio
dell’ordine di 10−9), si calcola il minimo intero k per cui
‖xk‖1 + ‖xk−1‖1 + ‖xk−2‖1 < 2
e si pone xi = 0 per ogni i ≥ k.
I risultati cos`ı ottenuti sono stati riportati nelle Tabelle (3.9) e (3.10); la
prima e` relativa al caso in cui il criterio di tolleranza 2 e` scelto pari a 10
−9,
la seconda al caso 2 = 10
−12.
Nella seconda e terza colonna sono riportati, rispettivamente, il numero
di iterazioni e il tempo di esecuzione (in secondi) al variare del parametro 1.
Nell’ultima colonna, infine, e` riportato il modulo della differenza tra il valore
di E(Tp) calcolato tramite i valori di 1 ed 2 relativi alla riga e alla tabella
in questione, e quello calcolato con 1 = 10
−13 e 2 = 10−14.
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Metodo delle potenze, 2 = 10
−9
1 iterazioni tempo errore
10−6 1638 247.88 2.1944e-06
10−7 1995 306.56 1.2563e-06
10−8 2360 370.12 1.1602e-06
Tabella 3.9: Numero di iterazioni e tempo di esecuzione per il metodo delle
potenze, fissato il parametro 2 = 10
−9.
Metodo delle potenze, 2 = 10
−12
1 iterazioni tempo errore
10−6 1640 313 6.0480e-07
10−7 1999 397.38 1.1369e-07
10−8 2376 487 1.2740e-08
10−9 2740 569.16 2.8375e-09
10−10 3132 652.6 2.2431e-09
10−11 3513 766.62 2.1523e-09
Tabella 3.10: Numero di iterazioni e tempo di esecuzione per il metodo delle
potenze, fissato il parametro 2 = 10
−12.
Tali tabelle mostrano che, scegliendo valori di 2 piu` piccoli, si ottengo-
no risultati piu` accurati anche se con un tempo di esecuzione maggiore. Il
numero di iterazioni resta, invece, pressoche´ lo stesso. La sperimentazione
numerica descritta in [6] mostra come l’errore nel calcolo di Tp possa riflettersi
in stime non accurate del parametro S.
E` importante osservare che scegliendo un parametro 2 troppo grande,
l’algoritmo non riesce a soddisfare criteri d’arresto troppo severi. Tale situa-
zione e` esemplificata nella Figura (3.12). In essa e` riportato il logaritmo (in
base 10) della norma 1 della differenza tra due approssimazioni successive,
nei casi 2 = 10
−9 ed 2 = 10−12. La soglia di arresto 1 e` posta pari a 10−11.
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Figura 3.12: errore = ‖x(n+1)−x(n)‖1 per la variabile Y , N = 7, d = 20 e β1 = β2 = 1
Da tale grafico si evince, inoltre, come la velocita` di convergenza sia
pressoche´ la stessa finche´ ‖x(n+ 1)− x(n)‖1 > 10−9.
Gli esperimenti precedenti sono stati ripetuti utilizzando il metodo ba-
sato su un partizionamento regolare presentato nella Sezione 2.8.1 (Tabel-
le (3.11) e (3.12)). I risultati ottenuti mostrano come tale metodo converga
piu` rapidamente rispetto a quello delle potenze.
Partizionamento regolare, 2 = 10
−9
1 iterazioni tempo errore
10−6 87 17.58 5.4697e-07
10−7 105 21.34 1.1626e-07
10−8 126 26.1 6.8789e-08
Tabella 3.11: Numero di iterazioni e tempo di esecuzione per il metodo basato
su un partizionamento regolare, fissato il parametro 2 = 10
−9.
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Partizionamento regolare, 2 = 10
−12
1 iterazioni tempo errore
10−6 87 22.1 4.8032e-07
10−7 105 27.24 5.0450e-08
10−8 123 32.2 5.5626e-09
10−9 142 38.26 6.3244e-10
10−10 161 43.3 1.4685e-10
10−11 183 49.18 9.6312e-11
Tabella 3.12: Numero di iterazioni e tempo di esecuzione per il metodo basato su un
partizionamento regolare, fissato il parametro 2 = 10
−9.
Nella Figura (3.13) e` riportata il logaritmo (in base 10) della norma 1
della differenza tra due approssimazioni consecutive per i due metodi. Si e`
posto 1 = 10
−10 ed 2 = 10−12 in entrambi i casi.
Figura 3.13: errore = ‖x(n+1)−x(n)‖1 per la variabile Y , N = 7, d = 20 e β1 = β2 = 1.
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Riguardo a come la scelta dei parametri 1 ed 2 influenzi l’accuratezza
dei risultati e il tempo di esecuzione degli algoritmi, valgono le medesime
considerazioni fatte per il metodo delle potenze. La Figura (3.14) mostra i
limiti della scelta di un parametro 2 troppo grande.
Figura 3.14: errore = ‖x(n + 1) − x(n)‖1 per la variabile Y , N = 7, d = 20
e β1 = β2 = 1
Il numero di iterazioni necessarie puo` essere ridotto ulteriormente utiliz-
zando varianti dei metodi che prevedono tecniche di rilassamento.
Se xS(k) e` la k-esima approssimazione derivante dalla formulazione stan-
dard del metodo, allora la relativa approssimazione x(k) fornita dalla variante
con parametro di rilassamento w e`
x(k) = wxS(k) + (1− w)x(k − 1).
Condizione necessaria affinche´ tali metodi convergano e` che sia soddisfatta la
relazione 0 < w < 2. La sperimentazione numerica ha mostrato che nel caso
in questione c’e` convergenza per valori di w minori o uguali di circa 1.04.
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Nella Tabella (3.13) sono riportati i risultati ottenuti al variere di w per
1 = 10
−10 e 2 = 10−12.
w iterazioni tempo errore
0.99 191 50.10 1.8e-10
1 161 43.3 1.4e-10
1.01 130 34.86 1.0e-10
1.02 97 26.16 7.0e-11
1.03 53 14.26 3.8e-11
1.04 70 20.46 1.8e-11
Tabella 3.13: Numero iterazioni e tempo di esecuzione al variare di w.
Risultati del tutto analaghi si ottengono utilizzando le variabili aleatorie
X e Z. Riportiamo, ad esempio, i dati ottenuti con la variabileX e i medesimi
parametri utilizzati nel caso precedente (Tabella (3.14)).
w iterazioni tempo errore
0.99 141 29.02 1.1e-10
1 119 24.06 7.3e-11
1.01 95 19.38 5.6e-11
1.02 69 14.34 4.1e-11
1.03 38 7.76 1.6e-11
1.04 67 14.92 7.4e-12
Tabella 3.14: Numero iterazioni e tempo di esecuzione al variare di w.
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Si puo` osservare come per w = 1.03 occorrino circa un terzo delle itera-
zioni necessarie alla formulazione standard. Per valori di w minori di 1, tale
numero cresce sensibilmente.
Nella Figura (3.15) e` riportato il logaritmo (in base 10) della norma 1
della differenza tra due approssimazioni successive per diversi valori di w.
Figura 3.15: errore = ‖x(n + 1)− x(n)‖1 per la variabile X, N = 7, d = 20
e β1 = β2 = 1
3.2. CASO CON DUE RIVENDITORI 67
Scelta del parametro g
Valutiamo, come nella sezione precedente, l’impatto della scelta del pa-
rametro g sull’accuratezza dei risultati ottenuti.
Nel seguente esperimento modellizziamo la domanda di entrambi i riven-
ditori con la variabile aleatoria Y . I parametri utilizzati sono d = 20, cv = 1
e N = 7 (di conseguenza vale E(Y ) = 4 e ρ = 0.8). Si suppone inoltre che
β1 = β2; chiamiamo tale parametro comune β. Riportiamo le prime quattro
cifre decimali del valore del valore atteso del vettore Tp (definito in (2.24))
al variare dei parametri g e β.
Tale sperimentazione e` stata effettuata utilizzando l’algoritmo di Gauss
Seidel rilassato con parametri 1 = 10
−12, 2 = 10−14 e w = 1.03.
β g = 1 g = 2
1 0.5567 0.5567
0.8 0.5317 0.4953
0.6 0.5043 0.4477
0.4 0.4823 0.3831
0.2 0.4884 0.3004
Tabella 3.15: Valore di E(Tp) al variare dei parametri β e g.
Anche nel caso con due rivenditori, i risultati ottenuti attraverso valori
di g non sufficientemente grandi presentano, per β prossimi a 0, errori non
trascurabili nel calcolo del vettore Tp. Si puo` osservare, in particolare, che per
g = 1 il valore di E(Tp) per β = 0.2 risulta maggiore di quello ottenuto per
β = 0.4. Tale risultato segue della scelta di un parametro di discretizzazione
troppo piccolo, il cui conseguente errore non permette di mettere in luce
le caratteristiche della politica di rifornimento descritta. Come mostrato
dalle colonne relative a valori di g maggiori di 1, o piu` approfonditamente
nel prossimo paragrafo, il valore di E(Tp) decresce al decrescere di β. Per
dettagli su come tali errori si riflettano sul calcolo di S si veda [6].
E` opportuno osservare come l’incremento del costo computazionale do-
vuto alla scelta di un parametro g piu` grande sia sensibilmente piu` rilevante
rispetto al caso con un solo rivenditore. Ad esempio, con i parametri so-
pra considerati, i blocchi A0 e Ad hanno per g = 1, 3, 5 dimensione pari a
rispettivamente 1372× 1372, 10108× 10108 e 376712× 376712.
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Relazione tra β e Tp
Valutiamo ora come la scelta del parametro β incida sul valore atteso e
sulla varianza del vettore Tp definito nella (2.13).
I parametri utilizzati in questo esperimento sono d = 20, cv = 1, α = 0.8
e N = 7. Di conseguenza, le variabili aleatorie hanno valore atteso pari a 4,
mentre ρ vale 0.8. Consideriamo dapprima il caso in cui entrambi i rivenditori
scelgano lo stesso parametro β.
Domanda β1 = β2 E(Tp) V ar(Tp)
1 0.4388 0.3229
0.8 0.4029 0.3013
X 0.6 0.3716 0.2816
0.4 0.3322 0.2565
0.2 0.2875 0.2303
1 0.5567 0.4414
0.8 0.4953 0.3949
Y 0.6 0.4477 0.3590
0.4 0.3831 0.3087
0.2 0.3004 0.2462
1 0.6476 0.5565
0.8 0.5859 0.5062
Z 0.6 0.5112 0.4368
0.4 0.4297 0.3685
0.2 0.3178 0.2663
Tabella 3.16: Valori di E(Tp) e V ar(Tp) al variare della domanda e del
parametro β1.
In analogia al caso con un solo rivenditore, la Tabella (3.16) mostra come
al crescere di β aumentino i valori di E(Tp) e V ar(Tp).
Le Figure (3.16) e (3.17) mostrano come tale relazione risulti piu` evidente,
anche in questo caso, se la variabile aleatoria ha una varianza maggiore.
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Figura 3.16: Relazione tra β1 = β2 e E(Tp) per le variabili X, Y e Z.
Figura 3.17: Relazione tra β1 = β2 e V ar(Tp) per le variabili X, Y e Z.
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Consideriamo ora il caso in cui i due rivenditori scelgano differenti valori
di β. La Tabella (3.17) riporta i valori di E(Tp) e V ar(Tp) al variare di β1
per β2 = 0.6 fissato.
I parametri utilizzati sono gli stessi dell’esperimento precedente.
β2 = 0.6
Domanda β1 E(Tp) V ar(Tp)
1 0.4294 0.3190
0.8 0.3807 0.2872
X 0.6 0.3716 0.2816
0.4 0.3655 0.2777
0.2 0.3633 0.2767
1 0.5298 0.4275
0.8 0.4637 0.3695
Y 0.6 0.4477 0.3590
0.4 0.4302 0.3456
0.2 0.4159 0.3333
1 0.6101 0.5303
0.8 0.5465 0.4678
Z 0.6 0.5112 0.4368
0.4 0.4860 0.4152
0.2 0.4610 0.3903
Tabella 3.17: Valori di E(Tp) e V ar(Tp) al variare della domanda e del
parametro β1.
I risultati cos`ı ottenuti e le Figure (3.18) e (3.19) hanno lo stesso anda-
mento del caso in cui β1 = β2.
Confrontando la Tabella (3.17) con quella relativa al caso β1 = β2, si
riscontra che per stessi valori della somma β1 + β2 si ottengono valori di
E(Tp) e V ar(Tp) maggiori nel caso β1 6= β2. Tale osservazione risulta valida
per tutte le variabili aleatorie qui considerate.
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Figura 3.18: Relazione tra β1 e E(Tp) per β2 = 0.6 e le variabili X, Y e Z.
Figura 3.19: Relazione tra β1 e V ar(Tp) per β2 = 0.6 e le variabili X, Y e Z.
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Relazione tra β e SS
Analizziamo infine le relazioni tra il valore del parametro β e la quantita`
S di merci iniziali necessaria per raggiungere un determinato fill rate.
Consideriamo inizialmente il caso in cui i due rivenditori scelgano lo stes-
so parametro β. Riportiamo a tal proposito la Figura (3.20) presente in [6]
riferito alle variabili aleatorie X, Y e Z definite precedentemente. L’ordina-
ta relativa ad un certo valore di β corrisponde al valore del parametro SS
collegato al raggiungimento di un fill rate pari a 0.98.
I parametri utilizzati dagli autori sono d = 26, N = 10, cv = 0.2, g = 5 e
ρ = 0.86.
Figura 3.20: SS richiesto per raggiungere un fill rate di 0.98 per β1 = β2,
N = 10 e d = 26. Da [6].
La logica dei risultati e` analoga al caso con un solo rivenditore; per valori
di β compresi tra circa 0.33 e 1, il valore di SS resta pressoche´ costante. La
fabbrica puo` beneficiare di ordini con minore varianza, senza che cio` comporti
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costi aggiuntivi per il rivenditore. In particolare, si puo` osservare che per la
variabile Z (quella con varianza maggiore) i vantaggi derivanti dalla riduzione
del tempo di attesa per la ricezione di un ordine compensano l’aumentata
varianza nella dimensione dell’inventario. Il risultato e` una leggera decrescita
di SS per β compreso tra circa 0.5 e 1.
Per valori di β prossimi a 0, tale compensazione e` solo parziale: ne con-
segue un sostanziale incremento di SS. Ad esempio, il valore di SS relativo
alla variabile Z per β = 0.1 e` maggiore di circa il 20 per cento rispetto a
quello per β = 1.
Consideriamo infine il caso in cui i due rivenditori scelgano valori differenti
di β. La Figura (3.21) (presente in [6]) riporta i valori di SS di entrambi i
rivenditori (indicati rispettivamente con SS1 e SS2) al variare di β1, mentre
β2 e` fissato pari a 1.
Figura 3.21: SS richiesto per raggiungere un fill rate di 0.98 per β2 = 1,
N = 10 e d = 26. Da [6].
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Per quel che riguarda il primo rivenditore, il parametro SS1 si comporta
in modo analogo al caso precedente. SS2 risulta, invece, monotono crescente
come funzione di β1. Il secondo rivenditore benificia, infatti, di un minor tem-
po di attesa nella ricezione degli ordini al decrescere di β1. Il suo inventario
non e` pero` soggetto a sostanziali aumenti di varianza.
Conclusioni e ulteriori sviluppi
La sperimentazione numerica ha mostrato che, per particolari valori di β,
la strategia di rifornimento
Ot = (1− β)Ot−1 + βDt (3.1)
raggiunge l’obiettivo di rendere omogenea la dimensione degli ordini inoltrati
alla fabbrica, senza incrementare i costi per il rivenditore. In alcuni casi,
essi risultano addirittura diminuire: una varianza minore nella dimensione
degli ordini si riflette, infatti, in una riduzione dei tempi di attesa per la
loro ricezione; il rivenditore puo` disporre prima delle merci richieste e, di
conseguenza, ridurre i costi relativi all’inventario.
I valori di β che permettono di raggiungere tali scopi dipendono essen-
zialmente dalla domanda dei clienti e dai tempi di produzione della fabbrica.
A tal proposito, si e` osservato che la modellizzazione del problema deve tener
conto della correlazione tra la varianza della dimensione degli ordini e i tem-
pi di attesa del rivenditore. In caso contrario, i risultati ottenuti risultano
pesantemente sottostimati.
Per ulteriori dettagli sui benefici che una fabbrica trae dal ricevere ordini
di dimensione simile si veda [17].
Sono stati trattati i casi in cui nella catena di commercio sono presenti
uno o due rivenditori. Il modello matematico descritto si presta facilmente
ad essere generalizzato al caso con un numero di rivenditori maggiore. La
struttura della relativa matrice di transizione resta la stessa: di tipo M/G/1
e definita dai blocchi A0 e Ad. Le differenze piu` sostanziali consistono nella
dimensione di tali blocchi e nella struttura di Ad. In essa compare il prodotto
di Kronecker tra tante matrici (che modellizzano le probabilita` condizionate
relative alle taglie degli ordini) quanti sono i rivenditori nel problema.
La sperimentazione effettuata ha mostrato come la logica dei risultati resti
pressoche´ la stessa nei due casi esaminati. Per ulteriori dettagli relativi alla
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situazione in cui β1 e β2 sono differenti si veda [6]. In particolare, e` mostrato
come ciascuno di tali parametri influenzi contemporaneamente, anche se in
maniera diversa, l’inventario di entrambi i rivenditori. E` posto l’accento sui
casi in cui un rivenditore puo` migliorare la sua posizione senza danneggiare
quella dell’altro.
In letteratura sono state proposte varie strategie di rifornimento analoghe
alla (3.1) che permettono di ridurre la varianza della dimensione degli ordini
(si veda, ad esempio, [9]). Altre, invece, seguono una filosofia differente
basata sulla possibilita` di inoltrare ordini alla fabbrica in un qualsiasi istante,
senza la necessita` di attendere la fine di un periodo. Per un confronto tra i
due approcci si veda [10]. In [16] e` presentato un modello matematico in cui
il valore base S dell’inventario varia nel tempo.
Per quel che riguarda gli aspetti numerici, la sperimentazione ha eviden-
ziato come, nel caso con un solo rivenditore, i metodi basati sull’iterazione
funzionale risultino piu` efficienti di algoritmi che mirano a risolvere diretta-
mente il sistema (I − P Tg )x = 0. L’implementazione e` stata fatta tenendo
conto della struttura di A0 e Ad e di come essa possa essere utilizzata per
ridurre il costo computazionale degli algoritmi.
Per tutti i casi considerati, il metodo basato sulla funzione matriciale (1.6)
richiede un tempo di esecuzione minore rispetto a quello definito dalla (1.4).
E` opportuno osservare che tale considerazione non e` piu` vera se l’operazione
di inversione matriciale e` implementata con algoritmi standard in luogo della
formula di Sherman Morrison.
Si e` posta particolare attenzione ai casi in cui il tempo di esecuzione
di tali metodi possa essere ridotto calcolando un’opportuna approssimazio-
ne iniziale; a tal fine sono stati approssimati alcuni autovalori e autovettori
della matrice di interesse R tramite delle varianti del metodo di Aberth e
la risoluzione di sistemi lineari. In [18] e` presentato un altro algoritmo che
permette di ridurre il numero di iterazioni richieste da un metodo di itera-
zione funzionale, previa conoscenza degli autovalori di R. Questi ultimi sono
utilizzati per calcolare un opportuno parametro di rilassamento nelle prime
iterazioni dei metodi.
Nel caso con due rivenditori, tali algoritmi diventano inutilizzabili a causa
dell’eccessiva dimensione dei blocchi A0 e Ad. Sono stati confrontati il metodo
delle potenze e un metodo iterativo; quest’ultimo e` basato su uno splitting
della matrice (I − P Tg ) che permette di sfruttare la struttura di A0 e Ad per
ridurre il costo computazionale dell’operazione di prodotto vettore-matrice.
Particolare attenzione si e` posta sulle euristiche impiegate per risolvere le
problematiche legate alla dimensione infinita della matrice di transizione.
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In [6] e` mostrato come tali algoritmi richiedano un tempo di esecuzione
minore rispetto al metodo GMRES. Inoltre, le approssimazioni fornite da
quest’ultimo risultano meno accurate.
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