A continuous groupoid homomorphism c on a locally compact second countable Hausdorff étale groupoid G gives rise to a C * -dynamical system in which every β-KMS state can be associated to a e −βc -quasi-invariant measure µ on G (0) . Letting ∆ µ denote the set of KMS states associated to such a µ, we will prove that ∆ µ is a simplex for a large class of groupoids, and we will show that there is an abelian group that acts transitively and freely on the extremal points of ∆ µ . This abelian group can be described using the support of µ, so our theory can be used to obtain a description of all KMS states by describing the e −βc -quasi-invariant measures. To illustrate this we will describe the KMS states for the Cuntz-Krieger algebras of all finite higher rank graphs without sources and a large class of continuous one-parameter groups.
Introduction
In recent years there has been a great deal of interest in describing KMS states for C * -dynamical systems and many articles have been written about the subject. Often the C * -dynamical systems investigated are given as a pair consisting of a groupoid C * -algebra and a continuous one-parameter group arising from a continuous groupoid homomorphism. This is also the case for the articles about KMS states on C * -algebras of higher rank graphs that have appeared the last several years, e.g. [4] , [5] , [6] and [7] . In [7] the authors come to the conclusion that the simplex of KMS states for the C * -dynamical systems they consider is "highly symmetric" in the sense that there is an abelian group that acts transitively and freely on the extremal points of the simplex. Inspired by this, the main purpose of this article is to investigate such symmetries using the groupoid picture of these C * -algebras. We will do this by proving that the simplex of KMS states is symmetric for a large class of groupoid C * -algebras and one-parameter groups given by continuous groupoid homomorphisms.
We will consider locally compact second countable Hausdorff étale groupoids G equipped with continuous homomorphisms Φ : G → A taking values in discrete abelian groups such that ker(Φ) ∩ G x x = {x} for all x ∈ G (0) . Building on work of Renault, Neshveyev has described a bijection between the β-KMS states for oneparameter groups arising from a continuous groupoid homomorphism c : G → R, and pairs consisting of a e −βc -quasi-invariant probability measure µ on G (0) and a specific kind of µ-measurable field. Our main theorem describes how each e −βc -quasiinvariant probability measure µ gives rise to a simplex ∆ µ of KMS states associated to µ, and how there for each µ is a subgroup B of A with the dualB of B acting transitively and freely on the extremal points of ∆ µ . When there is only one e −βc -quasi-invariant probability measure µ on G (0) then ∆ µ is the set of KMS states, and then our theorem implies thatB acts transitively and freely on the extremal points of the simplex of KMS states.
The subgroup B whose dual acts on the extreme points of ∆ µ has a very concrete description involving the support of the measure µ. This opens up the possibility of using these symmetries to describe the simplex of KMS states in cases where our methods so far have fallen short. The description we obtain has a precursor in Corollary 2.4 in [9] and in the description in section 12 of [7] , and with the theory developed it becomes possible to determine all the extremal KMS states by determining the e −βc -quasi-invariant probability measures. We believe that this makes our main theorem a useful tool for giving concrete descriptions of KMS states on the groupoids under consideration. To illustrate this point, we will use the theorem to describe the KMS states for all Cuntz-Krieger algebras of finite higher rank k-graphs without sources and all continuous one-parameter groups obtained by taking an r ∈ R k and mapping R into T k by t → (e itr 1 , . . . , e itr k ) and composing with the gauge-action. This generalises Theorem 7.1 in [7] where the KMS simplex for such actions is described for all strongly connected higher rank graphs.
Notation and setting
2.1. C * -dynamical systems. A C * -dynamical system is a triple (A, α, G) where A is a C * -algebra, G is a locally compact group and α is a strongly continuous representation of G in Aut(A). To ease notation we will denote the systems where G = R as (A, α), in which case we call α = {α t } t∈R a continuous one-parameter group. For a C * -dynamical system (A, {α t } t∈R ) and a β ∈ R, a β-KMS state for α or a α-KMS β state is a state ω on A satisfying: ω(xy) = ω(yα iβ (x)) for all elements x, y in a norm dense, α-invariant * -algebra of entire analytic elements of α, c.f. Definition 5.3.1 in [1] . The definition is independent of choice of norm dense, α-invariant * -algebra of entire analytic elements. When there can be no confusion as to which C * -dynamical system and β ∈ R we work with, we will denote the set of KMS states by ∆. This is a simplex for unital C * -algebras, and hence we can consider extremal KMS states, the set of which we will denote by ∂∆. In general when dealing with a compact and convex set C in a locally convex topological vector space, we will use ∂C to denote the extremal points of C.
Groupoid C
* -algebras. Let G be a locally compact second countable Hausdorff étale groupoid with unit space G (0) and range and source maps r, s : G → G (0) . Since G is étale r and s are local homeomorphisms, and we call an open set W ⊆ G a bisection when r(W ) and s(W ) are open and the maps r| W : W → r(W ) and s| W : W → s(W ) are homeomorphisms. For x ∈ G (0) we set G x := s −1 (x) and G x := r −1 (x). The isotropy group at x is then the set G x ∩ G x which we denote by G x x . Let C c (G) denote the space of compactly supported continuous functions on G. We can make this space into a * -algebra by defining a product:
and an involution by f * (g) = f (g −1 ) for all g ∈ G. When completing C c (G) in the full norm, see Definition 1.12 in chapter II of [10] , we obtain the full groupoid C * -algebra C * (G). Since G is second countable it follows that C * (G) is separable. The full norm has the property that the map C c (G) → C c (G (0) ) which restricts functions to G (0) extends to a conditional expectation P :
). Taking a continuous groupoid homomorphism c : G → R, i.e. a continuous function c : G → R with c(gh) = c(g) + c(h) when s(g) = r(h), then for each t ∈ R we can define an automorphism α 2.3. Neshveyevs Theorem. In Theorem 1.3 in [9] Neshveyev provides a useful description of KMS states which we will outline in the following. For a continuous groupoid homomorphism c : G → R on a locally compact second countable Hausdorff étale groupoid G, we say that a finite Borel measure µ on G (0) is e −βc -quasi-invariant for some β ∈ R \ {0}, if for every open bisection W of G we have:
W is the inverse of r W : W → r(W ). In the terminology used in [9] these measures are called quasi-invariant with Radon-Nikodym cocycle e −βc . We will need the following observation about these measures: If µ is an e −βc -quasi-invariant measure on G (0) and E ⊆ G (0) is an invariant Borel set, i.e. r(s
is a e −βc -quasiinvariant measure. For a proof of this we refer the reader to the proof of Lemma 2.2 in [13] .
Let µ be a e −βc -quasi-invariant measure. We say that a collection {ϕ
is a µ-measurable field if for each f ∈ C c (G) the function:
x , denotes the canonical unitary generators of
. We do not distinguish between µ-measurable fields which agree for µ-a.e. x ∈ G (0) . For any β ∈ R \ {0} Neshveyevs Theorem establishes a bijection between the β-KMS states for α c on C * (G) and the pairs (µ, {ϕ x } x∈G (0) ) consisting of a e −βc -quasi-invariant Borel probability measure µ on G (0) and a µ-measurable field of states {ϕ x } x∈G (0) satisfying:
The KMS state ω corresponding to (µ, {ϕ x } x∈G (0) ) satisfies:
2.4. Duality of abelian groups. For any locally compact abelian group A we let A denote the dual of A, which is the set of continuous characters ξ : A → T. Setting (ξ 1 ξ 2 )(a) = ξ 1 (a)ξ 2 (a) and ξ −1 (a) = ξ(a) for a ∈ A defines a composition and inversion onÂ making it a group with the constant function 1 as the unit. Using the compact-open topologyÂ becomes a locally compact abelian group. In this article we will consider abelian groups A that are discrete and countable, and then the compact-open topology onÂ is the topology of pointwise convergence, andÂ is compact with this topology. For any locally compact abelian group A we have the identification ( A) ≃ A, and for any closed subgroup H of A, defining the annihilator H ⊥ as:
we also have that (H ⊥ ) ⊥ = H, c.f. Lemma 2.1.3 in [12] . When there can be no confusion about which group A we work with, we denote its unit by e 0 .
2.5.
Groupoids admitting an abelian valued homomorphism. We will throughout this paper consider the following groupoids. Definition 2.1. We say that a groupoid G admits an abelian valued homomorphism Φ : G → A, if G is a locally compact second countable Hausdroff étale groupoid with compact unit space G (0) , A is some countable discrete abelian group and Φ : G → A is a continuous homomorphism such that ker(Φ) ∩ G x x = {x} for all x ∈ G (0) .
Remark 2.2. For the rest of this paper all groupoids G will satisfy Definition 2.1 for some discrete countable abelian group A and continuous homomorphism Φ : G → A.
It follows from Proposition 5.1 in chapter II in [10] that for a groupoid G that satisfies Definition 2.1, there is an automorphism Ψ ξ ∈ Aut(C * (G)) for every ξ ∈Â satisfying:
is a C * -dynamical system. When there can be no doubt about which group A we consider, we will often denote this action as the gauge-action. Example 2.3. Let (Λ, d) be a compactly aligned topological k-graph for some k ∈ N, see e.g. [14] . Using (Λ, d) one can define a space of paths X Λ and for each m ∈ N k a map σ m on {x ∈ X Λ | d(x) ≥ m} and thereby obtain a groupoid:
with composition (x, m, y)(y, n, z) = (x, m + n, z), c.f. Definition 3.4 in [14] . Using Proposition 3.6 and Theorem 3.16 in [14] we can equip G Λ with a topology such that the homomorphism G Λ ∋ (x, m, y) → m ∈ Z k becomes continuous and G Λ satisfies Definition 2.1 when X Λ is compact. So the groupoid for the Toeplitz algebra of a compactly aligned topological k-graph with compact unit space satisfies Definition 2.1. Since the groupoid for the Cuntz-Krieger algebra for a compactly aligned topological k-graph is a reduction of G Λ , it also satisfies Definiton 2.1 when it has a compact unit space. This provides us with a lot of examples, see e.g. the ones listed in Example 7.1 in [14] where the unit space is compact. Most importantly for the content of this article, it implies that all groupoids of Cuntz-Krieger algebras of finite higher rank graphs without sources satisfy the criterion.
Example 2.4. Let X be a compact second countable Hausdorff space and A a countable abelian group, and denote by End(X) the semigroup of surjective local homeomorphisms from X to X. Let P be a subsemigroup of A cointaining the unit e 0 of A with P P −1 = P −1 P = A, and let θ be a right action of P on X in the sense that θ : P → End(X) satisfies θ e 0 = id X and θ nm = θ m θ n (= θ n θ m ) for all n, m ∈ P . Proposition 3.1 in [3] then informs us that:
is a groupoid with composition (x, a, y)(y, b, z) = (x, ab, z). In Proposition 3.2 in [3] the authors define a topology that makes G a locally compact étale groupoid which is second countable and Hausdorff since X is. The topology furthermore makes the homomorphism G ∋ (x, a, y) → a ∈ A continuous, so since G (0) ≃ X is compact G satisfies Definition 2.1.
The gauge-action and KMS states
For this section we fix a groupoid G with an abelian valued homomorphism Φ : G → A as in Definition 2.1. To prove our main theorem about symmetries in the KMS simplex, we first need a tool to control the size of the simplex. The purpose of this section is to show how there is an interplay between the gauge-action and the KMS states, and then use this interplay to gain some control over the size of the set of extremal KMS states Lemma 3.1. Let c : G → R be a continuous groupoid homomorphism and β ∈ R.
. Using a partition of unity and linearity and continuity of ω and ω • P it follows that it is enough to prove that ω(f ) = ω(P (f )) for f ∈ C c (G) supported in any of the above three kinds of sets. Suppose first that supp(f ) ⊆ Φ −1 ({a}) for a a = e 0 . It follows that P (f ) = 0. Let m denote the normalised Haar-measure onÂ, the invariance of ω under Ψ implies that:
. Since G is étale it follows by linearity that we can assume supp(f ) is contained in an open set U with r(U) ∩ s(U) = ∅. Since G (0) is compact we can pick h ∈ C c (G (0) ) with h = 1 on r(U) and supp(h) ⊆ s(U) C . It follows using the definition of the product in C c (G) that f = hf and f h = 0, so using that ω is a α c -KMS β state and h is fixed by α c we get:
which proves the Lemma.
We can now use the gauge-action to control the size of the set of extremal KMS states.
Theorem 3.2. Let c : G → R be a continuous groupoid homomorphism, β ∈ R and ω be an extremal β-KMS state for α c on C * (G). Then for any extremal α c -KMS β state ψ satisfying that
Proof. First we will argue that if some ψ is a β-KMS state for α c then ψ • Ψ ξ is also a β-KMS state for α c for all ξ ∈Â. Equation (2.2) implies that
t for any t ∈ R and ξ ∈Â. So for f, g ∈ C c (G) we get:
and since ψ•Ψ ξ is clearly a state it is a β-KMS state for α c . That ψ•Ψ ξ is an extremal α c -KMS β state for any extremal β-KMS state ψ and ξ ∈Â is straightforward to check using that Ψ ξ has inverse Ψ ξ −1 . Now assume for contradiction that there is an extremal β-KMS state for α c , say ψ, with ψ • P = ω • P which is not on the form ω • Ψ ξ for any ξ ∈Â. It follows first that:
is a set of extremal β-KMS states for α c , and then that:
, contradicting our choice of ψ. Denoting the β-KMS states for α c by ∆, we can define two functions fromÂ to ∆:
Since Ψ is strongly continuous, F 1 and F 2 are continuous when ∆ has the weak * -topology, so sinceÂ is compact F 1 (Â) ⊆ ∂∆ and F 2 (Â) ⊆ ∂∆ are two disjoint compact sets. Define two measures:
where m is the normalised Haar-measure onÂ, then ν 1 and ν 2 become Borel probability measures on ∆ supported on disjoint sets, and hence ν 1 = ν 2 . Since ∆ is metrizable Choquet theory informs us, c.f. Theorem 4.1.11 in [1] , that since ν 1 (∂∆) = 1 = ν 2 (∂∆) both measures are maximal. So since ∆ is a simplex they have two different barycenters ω 1 = ω 2 ∈ ∆. For all x ∈ C * (G) + :
Notice that setting ω ′ (y) :
Extremal KMS states
In this section we again let G be a groupoid with an abelian valued homomorphism Φ : G → A as in Definition 2.1. To use Theorem 3.2 we need to obtain some extremal KMS state. The purpose of this section is to use Neshveyevs Theorem to obtain one extremal KMS state, and then use Theorem 3.2 to obtain the rest. To ease notation we will identify regular finite Borel measures on G (0) with positive continuous linear functionals on C(G (0) ).
Lemma 4.1. Fix a continuous groupoid homomorphism c : G → R and a β ∈ R\{0}. Let∆ be the set of e −βc -quasi-invariant probability measures on G (0) , and for any µ ∈∆ let ∆ µ be the set of α c -KMS β states ω on C * (G) with ω| C(G (0) ) = µ. Then:
(1)∆ is a compact convex set.
(2) ∆ µ is a compact convex set for any µ ∈∆. Proof. That∆ is convex is straightforward to see. To see that it is closed, let {µ n } n∈N ⊆∆ be a sequence such that µ n → µ in the weak * topology. Then ω n (x) := G (0) P (x)dµ n defines a sequence of β-KMS states that converges in the weak * topology, i.e. ω n → ω for some β-KMS state ω. It then follows that ω| C(G (0) ) = µ, so that µ ∈∆. We leave the verification of (2) to the reader.
For (3), assume that ω ∈ ∂∆ and let µ = ω| C(G (0) ) . By Theorem 1.3 in [9] , ω is given by a pair (µ, {ϕ x } x∈G (0) ) where {ϕ x } x∈G (0) is a µ-measurable field of states satisfying (2.1). Assume µ = λµ 1 +(1−λ)µ 2 for some µ 1 , µ 2 ∈∆ and λ ∈]0, 1[. Then {ϕ x } x∈G (0) is also µ 1 -and µ 2 -measurable and satisfies (2.1) for µ 1 and µ 2 , and then (µ 1 , {ϕ x } x∈G (0) ) and (µ 2 , {ϕ x } x∈G (0) ) represent two KMS states ω 1 and ω 2 , satisfying:
for all f ∈ C c (G). Since ω ∈ ∂∆ this implies ω = ω 1 = ω 2 , and hence µ = µ 1 = µ 2 , proving that µ ∈ ∂∆, and since ∆ µ is contained in ∆, we get that ω ∈ ∂∆ µ . The other implication in (3) is straightforward.
Using Lemma 4.1 we can now find an extremal KMS state for (C * (G), α c ).
Proposition 4.2. Let c : G → R be a continuous groupoid homomorphism, β ∈ R \ {0} and assume that µ is a e −βc -quasi-invariant probability measure. Then for any ξ ∈Â there is a β-KMS state ω ξ for α c given by:
for all f ∈ C c (G). For the function 1 ∈Â the state ω 1 is an extremal point in ∆ µ .
Proof. To prove the first claim it is enough to find a µ-measurable field of states
x and all x ∈ G (0) . To do this fix a ξ ∈Â and define a * -homomorphism H ξ : C * (A) → C by specifying that H ξ (u a ) = ξ(a) for all unitary generators u a and a ∈ A. In particular we have that H ξ is a state on C * (A). The condition that ker(Φ) ∩ G
) and claim that {ψ x } x∈G (0) is a µ-measurable field of states. It suffices to prove that
while for x ∈ r(N) we have:
, {ψ x } x∈G (0) be µ-measurable fields corresponding to respectively ϕ ′ andφ, then:
Using the uniqueness result of Neshveyev we get that λψ
•ι x is multiplicative on an abelian C * -algebra, giving that it is a pure-state by Corollary 2.3.21 in [1] . So ψ ′ x andψ x has to be equal to ψ x for µ-almost all x, and henceφ = ω 1 = ϕ ′ which proves the proposition.
Symmetries of the KMS simplex
We now combine the results from the last two sections to obtain a description of the extremal points of the simplex of β-KMS states for β = 0. Throughout this section we again consider a groupoid G with an abelian valued homomorphism Φ : G → A as in Definition 2.1.
Theorem 5.1. Let c : G → R be a continuous groupoid homomorphism and β ∈ R \ {0}. Then any extremal β-KMS state ω for α c is on the form:
where µ ∈ ∂∆ and ξ ∈Â. Conversely any state on this form is extremal.
Proof. Let ω be given by the pair (µ, {ψ x } x∈G (0) ) as in Theorem 1.3 in [9] , then µ ∈ ∂∆ by Lemma 4.1. Constructing ω 1 using µ as in Proposition 4.2 then ω 1 is extremal in ∆ µ , and Theorem 3.2 then implies that ω = ω 1 • Ψ ξ for some ξ. Since ω 1 • Ψ ξ is equal to ω ξ from Proposition 4.2 this proves the formula. Conversely the state in (5.1) equals ω 1 • Ψ ξ and hence it is extremal by Proposition 4.2.
We will say that an extremal KMS state ω is given by a pair (µ, ξ) ∈ ∂∆ ×Â, when ω can be written as in (5.1). The representation of the extremal KMS state is not necessarily unique: If a state is given by a pair (µ, ξ) and a pair (µ ′ , ξ ′ ) then clearly µ = µ ′ , but we might not have ξ = ξ ′ . In the following Theorem we will address this issue.
Theorem 5.2. Let c : G → R be a continuous groupoid homomorphism and β ∈ R \ {0}. Let µ ∈ ∂∆ and let ω be the extremal β-KMS state for α c given by the pair (µ, 1). Then:
is a closed subgroup inÂ. Consider the subgroup:
Then the following is true:
(1) For any subgroup C ⊆ A the set
, and:
(2) ∆ µ is a simplex andB ≃Â/N acts transitively and freely on ∂∆ µ . This gives rise to a homeomorphism:
Proof. Checking that N is a closed subgroup is straightforward. To prove (1), we first claim that X(a) :
C would be an invariant Borel set with µ(X(a) C ) ∈]0, 1[, which would imply that µ could be written as a convex combination of two elements in∆. However µ ∈ ∂∆, so µ(X(a)) = 0 or
we have that:
is a subgroup of A. For any subgroup C of A we can write:
and hence X(C) is Borel. From this equality it also follows that µ(X(D)) = 1. Since
By definition of N we have, using the notation of the proof of Proposition 4.2, that ξ ∈ N if and only if
To prove (2) notice first that the map that sends φB ⊥ ∈Â/B ⊥ to φ| B ∈ B is an isomorphism by Theorem 2.1.2 in [12] , so since N = B ⊥ this provesÂ/N ≃B. Since µ is extremal in∆ it follows by Theorem 5.1 that every ψ ∈ ∂∆ µ is on the form ω • Ψ ξ for some ξ ∈Â, so by definition of N we can define a transitive and free action ofÂ/N on ∂∆ µ by:
So the map in (5.2) is a bijection, and since functions f ∈ C c (G) supported in some set Φ −1 ({a}), a ∈ A, spans C c (G) it follows that the map is continuous, and hence a homeomorphism sinceB is compact. To see that ∆ µ is a simplex, let µ 1 and µ 2 be two different maximal regular Borel probability measures on ∆ µ , and assume for contradiction that they have the same barycenter. Then ∆µ γ(x)dµ 1 (γ) = ∆µ γ(x)dµ 2 (γ) for all x ∈ C * (G). Since ∆ is metrizable µ 1 and µ 2 are supported on ∂∆ µ , so we consider them as measures onB. It follows from Stone-Weierstrass that the span of {ev b | b ∈ B} is a dense subalgebra of C(B), so there exist a b ∈ B with
Since G is sigma-compact and Φ −1 ({b}) is clopen, there is an increasing sequence of positive functions f n ∈ C c (G) that converges pointwise to 1 Φ −1 ({b}) , and hence the functions x → g∈G x x f n (g) increases pointwise to a function f ′ with f ′ = 1 on X(B). Using monotone convergence there is a f ∈ C c (G) with supp(f ) ⊆ Φ −1 ({b}) and ω(f ) = X(B) g∈G x x f (g) dµ(x) = 0, and hence for i = 1, 2 we have:
Observation 5.3. This Lemma should be compared with Proposition 11.5 in [7] . In [7] the authors analyse the KMS states on the Cuntz-Krieger algebras of finite strongly connected higher-rank graphs, which are C * -algebras of groupoids satisfying Definition 2.1, see section 6.3 below or section 12 in [7] . Letting c be the continuous groupoid homomorphism giving rise to what the authors call the preferred dynamics, Lemma 12.1 in [7] implies that there is exactly one e −c·1 -quasi-invariant measure and that the subgroup B described in Theorem 5.2 is the subgroup Per(Λ), see Proposition 5.2 in [7] for the definition of Per(Λ). Then (2) in our Theorem 5.2 becomes Proposition 11.5 in [7] . Theorem 1.3 in [9] is very useful for giving a concrete description of the KMS states when either the groupoids involved only have countably many points in the unit space with non-trivial isotropy, or when it is possible to prove that all KMS states factors through the conditional expectation P . To illustrate how Theorem 5.2 can be used in more complex cases, we will now use it to analyse the KMS states for Cuntz-Krieger C * -algebras of finite higher-rank graphs without sources, where neither of the two classical approaches suffices.
6. Background on higher-rank graphs 6.1. The Cuntz-Krieger C * -algebras of higher-rank graphs. For k ∈ N we always denote the standard basis for N k by {e 1 , e 2 , . . . , e k }, and for n, m ∈ N k we write n ≤ m if n i ≤ m i for all i = 1, 2, . . . , k, and n ∨ m for the vector in N k with (n ∨ m) i = max{n i , m i } for all i. A higher-rank graph of rank k ∈ N is a pair (Λ, d) consisting of a countable small category Λ and a functor d : Λ → N k which satisfies the factorisation property: for every λ ∈ Λ and every decomposition d(λ) = n + m, n, m ∈ N k , there exists unique µ, ν ∈ Λ with d(µ) = n, d(ν) = m and λ = µν. For all n ∈ N k we write Λ n := d −1 ({n}) and we identify the objects of Λ with Λ 0 ⊆ Λ and call these vertices. Elements of Λ are referred to as paths, and we use the range and source maps r, s : Λ → Λ 0 to make sense of the start s(λ) and the end r(λ) of paths λ in Λ. For 0 ≤ l ≤ n ≤ m and λ ∈ Λ m we denote by λ(0, l) ∈ Λ l , λ(l, n) ∈ Λ n−l and λ(n, m) ∈ Λ m−n the unique paths with λ = λ(0, l)λ(l, n)λ(n, m). We often abbreviate and write Λ for a higher-rank graph of rank k and simply call it a k-graph. For any X, Y ⊆ Λ we write XY for the set:
XY := {µλ | µ ∈ X, λ ∈ Y and s(µ) = r(λ)} and we use variations on this theme to define sets throughout the next sections. We say that a k-graph Λ is finite if Λ n is finite for all n ∈ N k and without sources if vΛ n = ∅ for all n ∈ N k and v ∈ Λ 0 . We can define a relation on Λ 0 by defining v ≤ w if vΛw = ∅, i.e. if there is a path starting in w and ending in v. This gives an equivalence relation ∼ on Λ 0 by defining v ∼ w if v ≤ w and w ≤ v. We call these equivalence classes components, and more specifically we call a component C trivial if CΛC = {v} for some v ∈ Λ 0 and non-trivial if this is not the case. The relation ≤ descends to a partial order on the set of components, i.e. C ≤ D if CΛD = ∅. For sets V ⊆ Λ 0 we define the closure of V to be V = {w ∈ Λ 0 | wΛV = ∅} and the hereditary closure to be V = {w ∈ Λ 0 | V Λw = ∅}. For any set S that is closed, hereditary closed or a component we can define a new higher-rank graph (Λ S
Definition 6.1. Let Λ be a finite k-graph without sources. A Cuntz-Krieger Λ-family is a set of partial isometries {t λ | λ ∈ Λ} in a C * -algebra satisfying:
We let C * (Λ) denote the C * -algebra generated by a universal Cuntz-Krieger Λ-family.
To ease notation we define the projection p v := t v for all v ∈ Λ 0 , and we remind the reader that C * (Λ) = span{t λ t * γ | λ, γ ∈ Λ, s(λ) = s(γ)} and that the universal property of C * (Λ) guarantees a strongly continuous action γ : T k → Aut(C * (Λ)) by specifying that:
By setting:
for any λ, γ ∈ Λ, we furthermore have the equality:
6.2. KMS states on Cuntz-Krieger algebras of higher-rank graphs. Let Λ be a finite k-graph without sources. For any r ∈ R k we can define a map R ∋ t → (e itr 1 , . . . , e itr k ) ∈ T k . Composing this map with the action γ from (6.1) yields a continuous one-parameter group {α r t } t∈R satisfying:
for all λ, γ ∈ Λ. We are interested in determining the β-KMS states for all β ∈ R and all C * -dynamical systems (C * (Λ), α r ) where r ∈ R k , and for this it suffices to check the KMS condition on pairs of elements on the form t λ t 6.3. The path groupoid for a finite higher-rank graph without sources. For a finite k-graph Λ without sources we can realise C * (Λ) as a groupoid C * -algebra. To do this, we first need to introduce the infinite path space Λ ∞ of Λ. The standard example of a k-graph Ω k is constructed by considering morphisms:
and objects Ω 0 k := N k and then defining s(n, m) = m, r(n, m) = n, d(n, m) = m − n and (n, m)(m, q) = (n, q). An infinite path in the k-graph Λ is then a functor x : Ω k → Λ that intertwines the degree maps, and we denote the set of infinite paths in Λ by Λ ∞ . Defining for each λ ∈ Λ a set Z(λ) = {x ∈ Λ ∞ | x(0, d(λ)) = λ} we get a basis {Z(λ)} λ∈Λ of compact and open sets, making Λ ∞ a second countable compact Hausdorff space. For each p ∈ N k we can define a continuous map σ p : Λ ∞ → Λ ∞ by setting σ p (x) to be the infinite path σ p (x)(n, m) = x(n+p, m+p) for all (n, m) ∈ Ω k , and for any p, q ∈ N k and x ∈ Λ ∞ we then have that
. Setting r(x) = x((0, 0)) for x ∈ Λ ∞ we can compose λ ∈ Λ and x ∈ Λ ∞ when r(x) = s(λ) to get a new infinite path λx ∈ Λ ∞ . Using Λ ∞ we can now obtain the path groupoid by defining:
one can check that this is in fact a groupoid when defining composition as:
and inversion by (x, a, y) −1 = (y, −a, x) and we then obtain range and source maps satisfying r(x, a, y) = (x, 0, x) and s(x, a, y) = (y, 0, y). The groupoid G becomes a locally compact second countable Hausdorff étale groupoid when we consider a basis {Z(λ, γ) | λ, γ ∈ Λ, s(λ) = s(γ)} where:
We can therefore consider the groupoid C * -algebra C * (G), and it follows from Corollary 3.5 in [8] that C * (Λ) ≃ C * (G) under an isomorphism that maps t λ t * γ to 1 Z(λ,γ) . Since G (0) ≃ Λ ∞ we will identify the two spaces C(Λ ∞ ) and C(G (0) ). The action introduced in (6.1) is then the same as the gauge-action introduced in equation (2.2), and the continuous one-parameter group {α r t } t∈R obtained using a vector r ∈ R k is the same as the one obtained by considering the continuous groupoid homomorphism c r : G → R given by c r (x, n, y) := r · n.
Harmonic vectors and KMS states
In this section we start our analysis of the KMS states by describing the gaugeinvariant KMS states. To do this, we will first describe a bijective correspondence between the gauge-invariant KMS states and certain harmonic vectors over Λ 0 :
Definition 7.1. Let Λ be a finite k-graph without sources, β ∈ R and r ∈ R k . If ψ ∈ [0, ∞[ Λ 0 is a vector of unit 1-norm, i.e. v |ψ v | = 1, and ψ satisfies that:
we call ψ a β-harmonic vector for α r .
Lemma 7.2. Let Λ be a finite k-graph without sources, β ∈ R and r ∈ R k . Let ω be a β-KMS state for α r , then the vector:
is a β-harmonic vector for α r .
Proof. Set ψ w = ω(p w ) for all w ∈ Λ 0 , then clearly ψ w ∈ [0, ∞[ Λ 0 is of unit 1-norm. Using (CK4) we have for each i ∈ {1, 2, . . . , k} and v ∈ Λ 0 that: Inspired by Proposition 8.1 in [7] we can now associate a measure to a β-harmonic vector.
Proposition 7.3. Let Λ be a finite k-graph without sources, β ∈ R and r ∈ R k . Let ψ be a β-harmonic vector for α r , then there exists a unique Borel probability measure M ψ on Λ ∞ satisfying:
Proof. For all m, n ∈ N k with m ≤ n we define π m,n : Λ n → Λ m by π m,n (λ) = λ(0, m). Since Λ is without sources the maps π m,n are surjective. Giving Λ n the discrete topology for each n ∈ N k , it follows that (Λ m , π m,n ) is an inverse system of compact topological spaces and continuous surjective maps, and hence we get a topological space lim ← − (Λ m , π m,n ). It is straightforward to check that
is a homeomorphism. For each m ∈ N k we now define a measure M m on Λ m by:
For m ≤ n and λ ∈ Λ m we have:
Combining this calculation with Lemma 5.2 in [5] gives us a regular Borel measure M ψ on Λ ∞ such that:
for λ ∈ Λ m . Since ψ is of unit 1-norm M ψ is a probability measure, and M ψ is clearly unique.
For each M ψ we define a state ω ψ on C * (Λ) by:
Theorem 7.4. Assume Λ is a finite k-graph without sources, β ∈ R and r ∈ R k . The map ψ → ω ψ is an affine bijection from the β-harmonic vectors for α r to the gauge-invariant β-KMS states for α r .
Proof. Let ψ be a β-harmonic vector for α r and let M ψ be the corresponding Borel probability measure on Λ ∞ . Since the gauge-action fixes C(Λ ∞ ) it follows that ω ψ is a gauge-invariant state. We will now argue that it is a β-KMS state for α r , so let λ, γ, δ, ǫ ∈ Λ with s(λ) = s(γ) and
Using equation (6.2) we have that:
On the other hand:
So (ν, η) ∈ Λ min (ǫ, λ) and by choice δν = γη, proving that the map is well defined. It is straightforward to check that it has an inverse given by (κ, τ ) → (τ, κ) and hence it is a bijection. This implies that:
This proves that ω ψ satisfies the β-KMS condition for such pairs t λ t * γ , t δ t * ǫ . For such a pair not necessarily satisfying d(δ) ≥ d(γ) and d(ǫ) ≥ d(λ), taking a large n and using (CK4) yield:
proving that ω ψ is a β-KMS state for α r . So ψ → ω ψ is well-defined. For injectivity, notice that:
by definition of M ψ . To prove that it is surjective, take a gauge-invariant β-KMS state for α r , say ω. It follows from Lemma 7.2 that setting ψ v = ω(p v ) then ψ is a β-harmonic vector for α r . It follows from Lemma 3.1 that ω = ω • P , so ω is given by a Borel probability measure M on Λ ∞ . Since ω is a KMS state we have:
proving that ω ψ = ω, and hence surjectivity.
Decomposition of Harmonic vectors.
To describe the gauge-invariant KMS states Theorem 7.4 informs us that it is sufficient to analyse the set of harmonic vectors, which we will do in the following. It turns out, much like in the case for 1-graphs, that the set of harmonic vectors is a finite simplex, and that the extremal points in this simplex arise from certain components in the graph, see e.g. [6] or [2] for the 1-graph case (but be aware that [2] uses a different convention for traversing paths). The technique used in [6] required that the vertex set was ordered such that the vertex matrix was block upper diagonal, this is however difficult to do for graphs of rank k > 1, since one has to juggle numerous vertex matrices at once. To overcome this problem we define a new matrix A F that incorporates all the vertex matrices as follows: Let F be a finite sequence {a 1 , a 2 , . . . , a m } of elements in
for some m ∈ N) and set:
Our reason for considering F as a sequence is that we allow for the same vector to occur multiple times in F . We call such a set F well chosen if for all v, w ∈ Λ 0 , A F (v, w) > 0 if and only if vΛ l w = ∅ for some l ∈ N k \ {0}. Since A n (v, w) = |vΛ n w| it follows that there always exist a well chosen set, and if F is well chosen and S = {b 1 , . . . b q } is a finite sequence in N k \ {0}, then the concatenation
of the two sequences is a well chosen set as well. Similar to the strongly connected graph case it turns out that there is a connection between eigenvectors for A F and eigenvectors for the vertex matrices A i , i = 1, . . . , k, c.f. Proposition 3.1 in [7] . Given a k-graph Λ, a Λ 0 × Λ 0 matrix B and S, R ⊆ Λ 0 we will write B R,S for the matrix B restricted to the rows R and columns S, and when we in the following write A R,S F we specifically mean (A F ) R,S . Set B S := B S,S . For vectors x we will denote the restriction to a set S by x| S . Definition 7.5. Let F be a well chosen set for a finite k-graph Λ without sources. We say that a non-trivial component C is F -harmonic if either C \ C = ∅ or:
We call a component C positive if ρ(A of unit 1-norm that satisfies:
This vector will furthermore satisfy that (x has spectral radius strictly less than 1. So:
We define a vector x C ∈ [0, ∞[ C as follows; If C \ C = ∅ we set x C = x and if C \ C = ∅ we set:
is a matrix with strictly positive entries, so x
= 0 it then follows that:
which proves existence. To prove uniqueness, assume y ∈ [0, ∞[ Λ 0 is of unit 1-norm and satisfies (1) and (2). Then by (2) and since A C,C\C F = 0 we have: Lemma 7.7. Let F be a well chosen set for a finite k-graph Λ without sources, and let C be a F -harmonic component. The vector x C F from Lemma 7.6 satisfies:
Combined this implies that
ρ(A C F )(y| C ) = (A F y)| C = A C F (y| C ), and hence y| C = λx C F | C for some λ ∈ [0, ∞[. If C \ C = ∅ it follows that y = x C F since they both have unit 1-norm, so assume C \ C = ∅. Now y − λx C F is a vector supported on C \ C satisfying: A F (y − λx C F ) = ρ(A C F )(y − λx C F ) but: ρ(A C F )(y − λx C F )| C\C = A F (y − λx C F ) | C\C = A C\C F (y − λx C F )| C\C since ρ(A C\C F ) < ρ(A C F ) this implies that y = λxA i x C F = ρ(A C i )x C F for i = 1, . . . , k. Proof. Since A Λ 0 \C,C i = 0 and x C F | Λ 0 \C = 0 we have that: A i x C F | Λ 0 \C = 0.
Now it follows that:
). By definition of λ i this proves the Lemma. Combining Lemma 7.7 and Lemma 7.6 it follows that a positive F -harmonic component C gives rise to a β-harmonic vector for α r , x C F , when r is defined by:
We will now prove that all β-harmonic vectors for α r can be decomposed as convex combinations of such vectors. To do this we will need the following technical Lemma. Notice that it deals with graphs that might have sources, which will prove important in its utilisation.
Lemma 7.8. Let Λ be a finite k-graph for some k ∈ N, and let B ∈ M Λ 0 ([0, ∞[) be a matrix satisfying that for all v, w ∈ Λ 0 then B(v, w) > 0 if and only if there exists a n ∈ N k \ {0} with vΛ n w = ∅. Then:
Proof. We will prove this by arranging the vertices of Λ 0 such that B appears in a block upper triangular form with the block matrices consisting of the matrices B C with C ∈ Λ 0 / ∼. This will prove the assertion in the Lemma, since the determinant of a block upper triangular matrix is the product of the determinants of the blocks.
To do this we define a directed 1-graph |Λ| = (V, E, r, s) by setting V = Λ 0 , E = Λ e 1 ∪ · · · ∪ Λ e k and letting s and r be the restriction of the source and range map on Λ. Let E * denote the finite paths in |Λ|. Then using the factorisation property of d it follows that for all v, w ∈ V we have vE * w = ∅ if and only if vΛw = ∅. So defining a relation on V by v ≤ w if vE * w = ∅ we get exactly the same relation on V = Λ 0 as defined in Section 6.1. Now we order the vertex set for the directed graph |Λ| as it was done in Section 2.3 of [6] , giving us a numbering of the vertices V = {v 1 , v 2 , . . . , v |V | } satisfying that if v i ≤ v j then either i ≤ j or v i ∼ v j , and that vertices in the same component are grouped together. For this order on Λ 0 it follows that B has the desired form.
The following proposition and its proof is inspired by Lemma 3.5 in [2] .
Proposition 7.9. Let Λ be a finite k-graph without sources and let ψ ∈ [0, ∞[ Λ 0 be a β-harmonic vector for α r for some r ∈ R k and β ∈ R. Let F be well chosen. Then there exists a unique collection C of F -harmonic components and positive numbers t C ∈]0, 1] , C ∈ C, such that:
Furthermore each C ∈ C is positive with C C ′ for C ′ ∈ C \ {C}, and each C ∈ C satisfies:
Proof. We will first prove that such a decomposition exists. Since ψ is β-harmonic for α r we know that A i ψ = e βr i ψ for all i = 1, 2, . . . , k. This implies that:
Let K := n∈F e βr·n , then K > 0 and we let
B is then a non-negative matrix with the property that B v,w > 0 if and only if there is a non-trivial path from w to v, and:
We claim W is closed, i.e. W = W . To see this, let λ ∈ vΛw for some w ∈ W and v = w, then B v,w > 0 and hence:
we get that B 
Since Bψ = ψ we get that ψ| W = (Bψ)| W = B W (ψ| W ), and hence ρ(B W ) = 1. Using Lemma 7.8 on the graph Λ W we get:
where max is taking over the components C in Λ W . Let C ′ be the collection of components C in W with ρ(B C ) = 1, and let C be the minimal elements of C ′ with respect to the order ≤. We now claim that C consists of F -harmonic components C satisfying ρ(A C F ) = K. For C ∈ C we have: this cannot be the case. So ρ(B C\C ) < 1 and hence:
For any D ∈ C we have that 
, and since C consists of minimal elements we reach a contradiction. So (H \ J) ∩ D = ∅ and hence η| H\J = ψ| H\J ≥ 0. For any w ∈ H \ J we have a v ∈ J such that vΛw = ∅, i.e. B v,w = 0, and hence:
So η| H = 0. Since H contains all components C in W with ρ(B C ) = 1, we get that ρ(B W \H ) < 1. However for v ∈ W \ H we have:
So η| W \H = 0, and hence η = 0, proving existence. To prove uniqueness, assume that D is a collection of F -harmonic components and that there exists s D > 0 for all D ∈ D such that:
So W = D∈D D = C∈C C and hence for any C ∈ C there is a D ∈ D with C ⊆ D. Assume C = D, then there is another C ′ ∈ C such that D ⊆ C ′ , and hence C ⊆ C ′ with C = C ′ , contradicting the choice of C. So C ⊆ D and for C ∈ C the only D ∈ D with D ∩ C = ∅ is D = C, and hence we get ψ| C = s C x C F | C . By choice of C we know C ′ ∩ C = ∅ for C ′ ∈ C \ {C} and hence we also have ψ| C = t C x C F | C . This implies that t C = s C for C ∈ C, and hence:
proving the uniqueness. Let i ∈ {1, 2, . . . , k}. Lemma 7.7 implies that each x C F
satisfies:
A
. By choice of ψ, A i ψ = e βr i ψ, so multiplying with A i e −βr i gives:
we now use the uniqueness result to get that:
for all C ∈ C. This proves the last statements. 
Proof. We will first argue that for all components D and well chosen F we have:
If D is trivial this is true since both sides equal 0, so assume D is non-trivial. Then 
So if we can argue that
) n i this proves (7.2) . This equality follows from a straightforward induction argument on l = n 1 + · · · n k and the fact that if B 1 , . . . , B r is a set of non-negative matrices over Λ 0 satisfying that B i (v, w) > 0 implies vΛw = ∅, then B 1 B 2 · · · B r has the same property.
Assume that C is a positive harmonic component, then for any well chosen F : , and notice that this implies that D is non-trivial. Define for s, l ∈ N, F s = {a 1 + se j , . . . , a m + se j } and:
Then F l,s is well chosen, and hence using (7.2) we get that:
for all l, s and hence letting l → ∞ we get that for all s:
and hence letting s → ∞ and using ρ(A 
Since this is true for all
) and hence C is a positiveF -harmonic component.
Fix some r ∈ R k . For each β ∈ R we set C r (β) to be the set of positive harmonic components C satisfying that βr = (ln(ρ(A C 1 )), . . . , ln(ρ(A C k ))). Theorem 7.12. Let Λ be a finite k-graph without sources and let r ∈ R k and β ∈ R. There is an affine bijective correspondence between the gauge-invariant β-KMS states ω for α r and the functions f : C r (β) → [0, 1] with C∈Cr(β) f (C) = 1. A state ω corresponding to a function f is given by:
for all λ, γ ∈ Λ, where ψ ∈ [0, ∞[ Λ 0 is given by:
Proof. Let ω be a gauge-invariant β-KMS state for α r and ψ be the corresponding unique β-harmonic vector for α r given by Theorem 7.4, then for any λ, γ ∈ Λ:
That it is an affine bijection follows from Proposition 7.9 and the definition of C r (β).
The non gauge-invariant KMS states
We will now use Theorem 7.12 and the symmetries of the KMS-simplex to obtain a description of all the KMS states. The map ψ → M ψ is an affine bijection from the β-harmonic vectors for α r to the set of e −βcr -quasi-invariant measures, where c r (x, a, y) = a · r. So the extreme points of the simplex∆ of e −βcr -quasi-invariant probability measures are the measures M C := M x C , where C ∈ C r (β). To use Theorem 5.2 we first have to analyse the paths in Λ ∞ . For a subset S ⊆ Λ 0 we say that a path x ∈ Λ ∞ eventually lies in S if there exists a n ∈ N k such that:
This concept proves important for describing the measures M C , C ∈ C r (β). Proof. We first want to argue that:
N C := {x ∈ Λ ∞ | x eventually lies in C} is a closed set for all components C. So let y ∈ Λ ∞ \ N C . Then there is a m ∈ N k such that r(σ m (y)) / ∈ C, and we set λ := y(0, m) ∈ Λ. We claim that Z(λ) ∩ N C = ∅. To see this, assume z ∈ Z(λ) ∩ N C , then there exists a N ≥ m such that r(σ N (z)) ∈ C, however then z(m, N) is a path with r(z(m, N)) = s(λ) = r(σ m (y)) and s(z(m, N)) = r((σ N (z)) ∈ C, in contradiction to the fact that r(σ m (y)) / ∈ C. To prove that N D is Borel, it suffices to prove that: there must be a n 1 , n 2 ∈ N k with M D ({x ∈ vN D | σ n 1 (x) = σ n 2 (x)}) > 0 and n 1 − n 2 = l. Now consider the measure M defined on the strongly connected graph Λ D as in [7] , since l / ∈ Per(D) we have by Proposition 8.2 in [7] that:
Since this set is compact we can choose an arbitrary ε > 0 and find a finite number of paths δ i ∈ Λ D , i = 1, . . . , n such that letting Z D (δ i ) = {x ∈ Λ ∞ D | x(0, d(δ i )) = δ i } for each i we have Z D (δ i ) ∩ Z D (δ j ) = ∅ for i = j and:
The paths δ i ∈ Λ D can be considered as paths in Λ, and hence denoting by Z(δ i ) = {x ∈ Λ ∞ | x(0, d(δ i )) = δ i } it is straightforward to check that: [7] . So by definition of M in Section 8 of [7] we get:
since ε was arbitrary, we reach our contradiction, and hence B = Per(D). In the case where β = 0 we notice that the β-KMS states for α r are the same as the 1-KMS states for α 0 , with 0 ∈ R k , since α 0 is the trivial one-parameter group. However C r (0) = C 0 (1), so we also have a bijection in this case.
Remark 8.3. In our setting the C * -algebra C * (Λ) is simple if and only if Λ is cofinal and has no local periodicity, c.f. Theorem 3.1 in [11] . Since Λ has no sources it has to contain some positive component C, and since it is cofinal C has to be the only positive component and it has to satisfyĈ = C. Since Λ has no local periodicity it follows that Per(C) is trivial. To see that C is a harmonic component, assume D is another component and i ∈ {1, 2, . . . , k}. Since C is the only positive component, there exists a n ∈ N k such that Λ n = Λ n C. Setting N := |DΛ n | and letting l ∈ N be arbitrary, it follows for each v, w ∈ D and fixed γ ∈ wΛ n that the map: ) and no β-KMS states for α r for any other choices of β.
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