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Résumé 
Les réseaux électriques intelligents comportent une combinaison des différents 
systèmes de production d'énergie, du système transversal (réseaux de distribution et de 
transport) et du système local qui répondent essentiellement à l' intégration de ressources 
d'énergIe décentralisées (Distributed Energy Ressources - DER), à l' adaptation intelligente 
de la production et la consommation d' énergie et à la gestion de flux bidirectionnelle de 
l' information et de l' énergie électrique. 
Les DER sont adoptées comme une solution pour les secteurs éloignés ou comme 
alternative au réseau électrique public au niveau du système local ou tertiaire. L' intégration 
de celles-ci requiert de la conception des interfaces et des architectures au niveau du lien de 
communication et du lien de puissance. Ces interfaces et architectures permettent 
l' opération des unités de production décentralisée (PD) soit en régime îloté ou 
interconnectées au réseau public. 
La gestion du flux d' information offre plusieurs avantages en ce qui concerne la 
surveillance, la gestion et le contrôle des systèmes du réseau électrique intelligent. Ainsi, 
l' ensemble d' unités et le flux de communication permettront l' utilisation optimale de 
l'énergie, la détection et la localisation des éventuelles défaillances. 
Ce projet de recherche vise à la conception de l'architecture de communication pour 
l' acquisition de données, de contrôle et d' échange d' information ainsi que l' architecture de 
puissance pour l' intégration des DER au niveau d' un microréseau à courant alternatif. 
JIl 
Ce travail est une approche d' implantation matérielle des algorithmes en utilisant les 
dispositifs de technologie d' intégration à très grande échelle (Very-Large-Scale Integration 
- VLSJ) ainsi qu'à l'évaluation expérimentale des architectures, en tenant compte des 
fonctions de surveillance, d' échange d' information et de contrôle des réseaux électriques 
intelligents. 
L'interface de communication est basée sur le protocole de réseau distribué sur 
Ethemet (E-DNP3) pour les stations connectées au réseau local. L ' implémentation de ce 
protocole permet de résoudre les délais relatifs à la communication et déterminer la validité 
de la proposition vers une application réelle pour le microréseau à courant alternatif. 
Le délai mesuré à la communication ne dépasse pas 20 ms avec une charge utile de 
1024 octets et seize stations interconnectées. Ces résultats déterminent la quantité 
maximale de données et la quantité maximale des stations interconnectées pour 
l' application d' intégration des DER, laquelle exige un temps de réponse très fiable. 
Les tests effectués confirment l' ample possibilité d'échange d' information pour la 
surveillance et le contrôle des modules d' intégration intelligente (Smart Integration 
Modules - SIM). D'autre part, cette proposition permet l' amélioration des algorithmes 
reliés aux systèmes de PD qui rendront possible l' intégration d'énergie distribuée, la 
sécurité énergétique, la gestion de l'énergie, l' intelligence et la capacité de communication. 
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Chapitre 1- Introduction 
Au cours des dernières années, les systèmes reliés à la production, la distribution et 
l' utilisation de l' énergie électrique ont subi des changements significatifs dans leur 
architecture et dans leur infrastructure à cause de plusieurs facteurs, essentiellement : 
l'utilisation de composants obsolètes (pendant plusieurs années), l' accroissement de la 
demande d'énergie, la complexité des réseaux de, distribution existants, l' absence des 
systèmes autonomes et automatisés, le temps de réaction aux défaillances et la 
méconnaissance de telles défaillances. 
Conformément au département d'énergie (Department of Energy - DOE) des États-
Unis pendant les derniers trente ans, la demande et la consommation de l'énergie électrique 
au monde ont augmenté avec un taux annuel de 25 % [1]. En 2012, plus de 96 % de 
l'énergie électrique générée au Québec provient des centrales où les turbines génératrices 
sont actionnées par l'écoulement de l'eau. Seulement 0,3% provient des turbines éoliennes 
ou des technologies photovoltaïques [2]. La Figure 1-1 présente les dernières statistiques 
concernant la génération totale d'électricité au Canada, en identifiant la contribution des 
sources d'énergie non-hydroélectriques et des sources d'énergies renouvelables (Renewable 
Energie Sources - RES) . Cette situation a eu pour conséquence le démarrage de 
programmes et po'litiques énergétiques, la recherche et le développement des nouvelles 
technologies et la conception des systèmes de production d'énergie au niveau local, 

























Sources d'énergies renouvelablcs 
_ Sources d 'énergie non-hydroélectrique 
Totale d 'énergie électrique 
Figure 1-1 Statistiques pour la génération d'électricité à partir de sources 
d'énergie non hydroélectriques au Canada [3] . 
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Une nouvelle VISIon commence à prendre forme dans l' industrie électrique, où la 
jonction de l'intelligence énergétique et numérique encourage l' implantation de nouvelles 
architectures pour les réseaux électriques. II s'agit du concept des réseaux électriques 
intelligents (Smart Grids), lequel prétend convertir le système actuel, centralisé et 
unidirectionnel des réseaux électriques vers un système bidirectionnel , de gestion à 
plusieurs niveaux et de production décentralisée (PD). Cette vision n'a commencé qu'à 
partir de 1998 [4] et à l ' heure actuelle il n' existe pas un consensus sur son interprétation 
appropriée. Toutefois, nous trouvons dans la littérature des interprétations qui visent au 
développement et l' intégration des systèmes de production d' énergies, aussi bien des 
conventionnelles que des renouvelables; l' utilisation des systèmes de stockage d'énergie, 
tels que les batteries ou la production de l'hydrogène; la gestion intelligente entre l' offre et 
la demande d' énergie électrique et la connexion des véhicules électriques et de charges au 
niveau local. 
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Les réseaux électriques intelligents envisagent l'intégration des réseaux de distribution 
électriques comportant des systèmes des ressources d'énergie décentralisées (Distributed 
Energy Ressources - DER) à l' infrastructure électrique déjà existante sans provoquer de 
grandes modifications, comme l' illustre la Figure 1-2. Il s'agit des microréseaux 
(microgrids) qui comportent des RES, de systèmes de contrôle, de la gestion locale et de 
systèmes de stockage d'énergie. 
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Figure 1-2 Évolution de l'architecture de réseau électrique traditionnel vers le 
réseau électrique intelligent [5]. 
Les microréseaux contribuent aux fonctions de base des réseaux électriques 
traditionnels, en opérant indépendamment sous conditions régulières et de façon autonome. 
Quelles que soient les conditions d' opération, les microréseaux permettent à l' utilisateur 
local (résidentiel, commercial ou industriel) d'établir les objectifs d' exploitation et 
d' utiliser les sources distribuées en fonction des buts de la gestion locale de l'énergie [6]. 
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Ce sont les objectifs d'exploitation des microréseaux qui ont mené plusieurs travaux au 
sein de l' Institut de recherche sur l'hydrogène (IRH), dans le cadre des énergies 
renouvelables et réseaux électriques intelligents. Ces travaux-ci concernent principalement 
les systèmes éoliens et photovoltaïques avec l' utilisation de l' électrolyseur pour le stockage 
d'énergie sous forme d' hydrogène et le fonctionnement autonome de ces systèmes dans les 
régions éloignées [7]-[9]. 
Dans le même sens, pour l' intégration de différents algorithmes reliés aux systèmes de 
contrôle, la technologie d' intégration à très grande échelle (Very-Large-Scale Integration -
VLS!) a été utilisée comme cible prometteuse. Cette technologie est spécialement utilisée 
pour l' implantation matérielle de multiples algorithmes afin de réduire le temps d'exécution 
[10]-[13]. 
Tel est le cas des derniers travaux de l' équipe d'énergies renouvelables à l' IRH, dans 
lesquels l' implantation matérielle dans un circuit intégré prédiffusé programmable (Field 
Programmable Gate Arrays - FPGA) a montré des résultats pertinents en ce qui concerne 
les algorithmes de mesure et de contrôle [14], [15], l' analyse de la qualité de l'onde en 
temps-réel [16] , la détection d' îlotage pour les systèmes multisources [17] et la 
synchronisation des systèmes de puissance au réseau électrique traditionnel [18]. 
L'architecture des réseaux électriques intelligents et celle des microréseaux exigent 
l' intégration des technologies, des applications de gestion et des systèmes DER pour 
accomplir leurs objectifs d' exp loitation. Comme illustré à la Figure 1-3, l' acquisition, le 
traitement et l' échange d'une grande quantité d' information sont donc nécessaires pour les 
processus de surveillance, le contrôle local et la gestion en temps-réel des systèmes 
physiques et de puissance dans ce type de réseaux. 
Surveillance, contrôle 
et gestion intelligente 
Acquisition, traitement 
et échange de données 
Capteurs et actionneurs 
Conversion, distribution, stockage 
et utilisation de l'énergie 
Figure 1-3 Groupe des technologies reliées aux réseaux électriques 
intelligents [19]. 
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Pour les raisons mentionnées précédemment, nous nous approchons à la conception des 
architectures et des interfaces au niveau de données et de puissance pour un microréseau à 
courant alternatif. 
L'utilisation des technologies déjà utilisées dans d'autres projets nous permet d'avancer 
dans le même sens, en alignant le résultat matériel de ce travail de recherche avec 
l'architecture développée dans les travaux précédents. L'architecture de communication 
permet dans ce cas la conception de nouvelles stratégies pour l'intégration des systèmes qui 
produisent de l'énergie électrique et aussi de l'hydrogène comme moyen de stockage. 
Finalement, la gestion d'énergie pourra être considérée puisque l'évaluation des 
nouveaux algorithmes reliés à la gestion des sources, des charges, des données ainsi que la 
prévision de la production d'énergie entre autres est maintenant possible en utilisant 
l' interface et les architectures de données et de puissance proposées. 
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1.1 Problématique 
La gestion et la surveillance de sources de PD comportent de défis techniques et de 
défis matériels afm de permettre l' intégration et l' utilisation optimales des RES. Les 
modules d' intégration intelligents (Smart Integration Modules - SIM), les infrastructures de 
mesurage et de communication avancées définissent les piliers structurels pour l' intégration 
optimale ou intelligente des sources d'énergie renouvelables et la production de vecteurs 
énergétiques comme l' hydrogène [19]. 
Actuellement, la plupart des systèmes de puissance installés aux microréseaux ne 
disposent pas des interfaces pour l' échange d' information et quelques autres comportent de 
systèmes de communication unidirectionnelle. L' infrastructure au niveau des microréseaux 
exige donc des systèmes complets de mesure, de communication bidirectionnelle à haute 
vitesse et des capacités de calcul en temps-réel afin d' accomplir les fonctions reliées aux 
buts de la gestion locale de l' énergie [19]. 
Tant les SIM que les infrastructures de mesurage et de communication entraînent des 
problématiques qui doivent être résolues avant leur implémentation. Parmi ces 
problématiques, il est possible d' identifier les suivantes : 
• L ' intégration de différents algorithmes (mesurage, gestion, contrôle, 
communication, etc.) dans une même technologie ou un système complet. 
• La communication bidirectionnelle, sous un protocole soutenu par des normes 
internationales (dont IEEE), entre les dispositifs de contrôle des systèmes 
électriques. 
• L'accomplissement de la performance du temps au niveau de l' acquisition et 
l' échange de données établies par les normes actuelles. 
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Dans ce contexte, un intérêt spécial est consacré au nIveau du réseau de 
communication, en ce qUI concerne le protocole de communication et les régimes 
d'opération afm de garantir un fonctionnement en temps-réel de l' interface de 
communication. D'autre part, le système de contrôle local accomplira les processus 
d' intégration de sources d'énergies renouvelables. 
1.2 Objectifs 
1.2.1 Objectif général 
L'objectif principal de ce mémoire est la conception des systèmes de mesure, 
d'acquisition et d' une interface de contrôle ainsi qu 'une architecture de communication 
pour les SIM dans les microréseaux à courant alternatif, en utilisant la technologie VLSI. 
1.2.2 Objectifs spécifiques 
Les objectifs spécifiques sont décrits à partir de ptoblématiques particulières, telles qui 
suivent: 
• Proposer une architecture pour la topologie de réseau local de données afm de 
connecter les SIM dans un microréseau à courant alternatif. 
• Proposer une structure d' implantation matérielle sous la technologie VLSI pour les 
algorithmes reliés à l' acquisition de données et au protocole de communication 
ainsi qu 'une interface de contrôle pour effectuer l'échange de données et de 
consignes pour la gestion locale. 
• Valider expérimentalement les systèmes implantés pour les SIM en utilisant les 
interfaces d'acquisition de données, de contrôle et de communication pour le 
système à énergie renouvelable de l' IRH. 
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1.3 Méthodologie 
La réalisation du projet de recherche comporte une méthodologie de recherche basée 
sur quatre étapes : 
1.3.1 Étape 1 .' Revue bibliographique 
Cette première étape définit l'état d' avancement de la recherche dans les réseaux 
électriques intelligents en ce qui concerne les microréseaux et les SIM. Une étude est 
consacrée à la technologie de l'information (Information Technology - IT), ainsi qu'aux 
normes pour la surveillance, l' échange d'information et le contrôle des systèmes reliés aux 
sources de produotion décentralisée. 
D'autre part, un approfondissement théorique a été nécessaire sur la technologie VLSI 
(FPGA) et sur le langage de description matérielle des circuits électroniques intégrés à très 
haute vitesse (VHSIC Hardware Description Language - VHDL) afin d' implanter les 
algorithmes reliés aux SIM et accomplir la validation expérimentale à la fin du projet. 
L'intérêt dans ce langage réside dans la propriété d'exécution qui permet qu 'un système 
décrit dans ce langage puisse être vérifié par simulation avant la conception détaillée pour 
son implantation. Les outils de conception assistée par ordinateur (CAO) permettent de 
passer directement de la description fonctionnelle en VHDL à la programmation du 
mémoire des FPGA pour exécuter les fonctions logiques désirées. 
1.3.2 Étape 2 .' Proposition logique et matérielle 
Cette étape comporte un plan théorique sur le traitement de données et la gestion de 
l' interface intelligente en incluant aussi la disposition matérielle pour la slirveillance à 
distance des SIM. 
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La proposition doit pennettre une utilisation minimale de ressources du FPGA afin de 
rendre possible l'intégration d' autres algorithmes reliés à la stabilité, la synchronisation et 
le contrôle de puissance du système multisource dans le même dispositif (même pouce du 
circuit intégré). 
1.3.3 Étape 3 : Définition et implantation de l 'inteljace intelligente 
Les résultats de la dernière étape conduisent au choix des bases et des définitions reliées 
à l' interface intelligente, particulièrement en ce qui concerne le protocole de 
communication le mieux adapté selon la quantité de flux des données, la vitesse de transfert 
de données exigée et le délai à la communication. Des algorithmes d'adressage, de 
vérification d'erreur à la transmission, l' encapsulation des paquets de données, entre autres, 
sont implantés et débogués dans cette étape afin de garantir la fiabilité , l' interopérabilité, 
l'orientation à la communication, l' intégration de la plupart des dispositifs, la surveillance à 
distance, etc. 
1.3.4 Étape 4 : Validation expérimentale de la proposition 
Une validation expérimentale a été accomplie pour évaluer la pertinence et la faisabilité 
de l'interface proposée. Cette validation consiste en la mise en œuvre des SIM pour 
accomplir certaines fonctions en commune, par exemple, la surveillance et la protection à 
distance. L'expérimentation est accomplie en utilisant le banc d' essai développé à l' institut 
de recherche sur l' hydrogène. Les résultats de cette validation pennettent de déterminer la 
perfonnance de temps pour l' acquisition et l' échange de données ainsi que la comparaison 
avec d' autres propositions qui se trouvent dans la 1 ittérature. 
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1.4 Organisation du mémoire 
La suite de ce mémoire est organisée de la manière suivante : le deuxième chapitre 
décrit les . résultats de la recherche bibliographique concernant les réseaux électriques 
intelligents. Un intérêt particulier est consacré aux fonctions essentielles des SIM ainsi 
qu ' aux technologies d' information établies pour ces genres de réseaux électriques. Le 
troisième chapitre décrit la proposition et la conception des interfaces de mesure et de 
contrôle nécessaires pour l' intégration des SER. De même, le quatrième chapitre décrit la 
conception du protocole de réseau distribué (Distributed Network Protocol - DNP3) sur 
Ethernet (E-DNP3) pour la technologie FPGA. Nous prenons une partie de ce chapitre pour 
décrire le fonctionnement du protocole DNP3. Le cinquième chapitre montre les résultats 
expérimentaux des propositions décrites dans les ' chapitres précédents et leur validation. Le 
dernier chapitre est dédié à la conclusion générale, les discussions sur les résultats obtenus, 
les perspectives et les travaux futurs. 
Chapitre 2- Réseaux électriques intelligents 
Les réseaux électriques intelligents sont composés essentiellement d'une combinaison 
de plusieurs éléments qui transfonnent, d'une certaine manière, le système traditionnel des 
réseaux électriques vers une infrastructure électrique moderne, en pennettant une gestion 
systématique intégrée ainsi qu 'une activation de l' intelligence reliée aux sources de PD et à 
la consommation de l'énergie électrique. Cette nouvelle infrastructure vise à intégrer quatre 
technologies: l'électronique, l' inforn1ation, la communication et les ressources. Le but 
principal est d'améliorer l'efficacité et la fiabilité des réseaux électriques à travers du 
contrôle automatisé, des systèmes électriques de puissance, des interfaces de 
communication, des réseaux de capteurs, des systèmes de mesure et des techniques de 
gestion. Le modèle de référence sur l' interopérabilité des réseaux électriques intelligents 
(Smart Grid Interoperability Reference Model - SGIRM) publié par l' « Institut des 
ingénieurs électriciens et électroniciens» sous la nonne IEEE 2030-2011 [20] propose trois 
technologies principales sous le point de vue architectural des réseaux électriques 
intelligents : 
• La technologie de la gestion de puissance regroupe les systèmes reliés à la 
qualité, la prédiction, la production et la demande de puissance. Cette 
technologie définit les domaines de l' architecture des réseaux électriques 
intelligents, tels que la production à énergies renouvelables, le transport, la 
distribution, le stockage d'énergie, la charge, les véhicules électriques, etc. 
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• La technologie de l'information définit les paramètres et méthodologies pour la 
surveillance, l'échange d'information et le contrôle (Monitoring, Information 
exchange and Control - MIC) . Cette technologie définit aussi les procédures 
concernant l'acquisition, l'enregistrement, le traitement, la gestion et le contrôle 
du flux d'information dans les réseaux électriques intelligents. 
• La technologie de la communication correspond à la connectivité reliée à la 
communication entre les capteurs, les dispositifs et les systèmes de contrôle des 
réseaux électriques intelligents. Cette technologie traite aussi des réseaux 
physiques de communication et des protocoles de communication. 
La Figure 2-1 illustre les systèmes électriques intelligents, les systèmes de protection, 
d'automatisation et de conduite, les systèmes de gestion et de pilotage, ainsi que les 
systèmes de stockage d' énergie du réseau électrique intelligent. 
Production d'énergie. j ] Efficacité domestique 
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Figure 2-1 Systèmes intelligents et stockage de l' énergie [21]. 
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2.1 Module d'intégration intelligent 
Dans le domaine locale, tertiaire ou domestique, il existe certaines différences entre 
l'architecture traditionnelle du réseau électrique et la nouvelle architecture des réseaux 
électriques intelligents, par exemple: l'intégration d' énergie décentralisée, la sécurité 
énergétique, la gestion de l'énergie et la capacité de communication. Ces différences 
imposent l' introduction des modules d' intégration intelligents (Smart Integration Modules 
- SIM). Le Tableau 2-1 montre des nouvelles fonctions des nouveaux systèmes de PD avec 
SIM par rapport aux réseaux électriques traditionnels. 
Tableau 2-1 Fonctions des modules d' intégration intelligents par rapport aux 
réseaux électriques traditionnels . 
. Réseaux électriques traditionnels Modules pou~ 'l'intégration intelligente , 
, , ~ 
• Les composants produisent, transforment 
et distribuent l' énergie avec un contrôle 
limité. 
• Si leurs composants sont contrôlables, la 
plupart d'entre eux ne sont pas assez 
rapides pour réagir aux changements 
électriques ou des charges. 
• Il n'existe pas des moyens pour le 
stockage local d'énergie. L' interruption 
de la source principale d'énergie implique 
l'interruption du service. 
• Ils font la compensation de tension pour 
la maintenir dans un rang acceptable pour 
les charges. 
• Ils comportent des bancs de 
condensateurs proches aux charges afm 
de réduire la puissance réactive. 
• Ils pem1ettent le processus d' îlotage du 
réseau électrique principal. 
• Ils font la connexion nécessaire des 
sources d'énergie renouvelable avec les 
charges dans le réseau. 
• Ils fournissent le lien CA pour charges 
CA, ainsi que le lien CC pour les 
charges CC. 
• Ils font la connexion nécessaire pour le 
stockage d' énergie si celle-ci se produit 
en excès. 
• Ils permettent la régulation de tension 
dans les régimes transitoires et 
permanent. 
• Ils contribuent à la compensation de la 
puissance active et réactive. 
• Ils détectent les défaillances du réseau, 
ainsi que les limites de courant. 
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Dans les systèmes de distribution d' énergie, comme celui des microréseaux, le contrôle 
autonome est réalisé entièrement par les SIM. Dans cette architecture, l' information 
principale à échanger entre deux SIM concerne principalement: l'état du système, les 
besoins d 'énergie et la disponibilité des SER qui sont à proximité de chaque SIM. D'un 
autre côté, chaque SIM est aussi capable de .décider s' il fonctionne en îlotage ou connecté 
au réseau électrique principal. La ~igure 2-2 et la FIgure 2-3 présentent les différentes 
architectures pour les systèmes traditionnels de distribution et pour le nouveau système de 
distribution à l' aide des SIM. 
Réseau 
électrique 
principal Condensateurs ..:r:.. 
Transformateur t--,---
Régulateur de Tension 
Transformateur t---r----,...-
Figure 2-2 Architecture des systèmes de distribution traditionnels [19]. 
L 'électronique de pUissance des SIM permet la régulation en temps-réel de la 
dynamique électrique des liens CA et CC, de .telle sorte que la qualité de la puissance sera 
considérablement augmentée. Par ailleurs, la détection des défaillances du système dans les 
liens CC ou CA permettent de réduire les besoins d ' interruption d'énergie électrique ainsi 












Figure 2-3 Architecture des nouveaux systèmes de distribution avec SIM [19]. 
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La Figure 2-4 illustre l'architecture proposée pour l' intégration des sources d'énergies 
renouvelables dans un microréseau à courant alternatif sur la base des fonctions des SIM. 
Chaque SIM comporte les systèmes de contrôle local, de mesure et d' interface de 
communication qui sont implantés conjointement dans le même dispositif électronique. Ces 
systèmes sont mis en œuvre à partir des algorithmes décrits dans le langage VHDL et des 






: Lien de Communication 
· • Micro-Réseau Électrique Intelligent 
••...................................................................•....•• 
Figure 2-4 Interface intelligente proposée pour l' intégration des sources d'énergie 
renouvelables. 
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2.2 Technologie de l'information 
Les fonctions des réseaux électriques intelligents sont étroitement reliées à la 
technologie de l' information (Information Technology - IT). Cette technologie contribue à 
l' amélioration des processus de surveillance, d ' analyse, d'optimisation et de contrôle des 
systèmes qui font partie du réseau électrique. En plus, cette technologie définit les 
instructions de gestion et de contrôle et les processus de décisions qui deviennent évidents 
dans les systèmes physiques du réseau électrique. La Figure 2-5 présente le modèle de 
référence en matière des différentes IT. Ce modèle montre l' intégration respective des 
différentes entités dans les grands domaines de la production, du transport, de la 
distribution et du consommateur qui se joignent à travers des IT définies et numérotées. 
Dans le domaine de l' utilisateur, où se trouve la cible de ce travail, certains processus 
sont accomplis à l' aide du ,lien de cOJ;nmunication [19]. Ces processus sont reliés 
principalement aux fonctions suivantes : 
• Contrôle et gestion de l' énergie dans les microréseaux 
(production et demande d' énergie et d'efficacité). 
• Surveillance, protection et contrôle local. 
• Surveillance et amortissement des oscillations de puissance (stabilité). 
• Optimisation de la tension et de la puissance réactive (efficacité énergétique). 
• Équilibrage efficient des charges (efficacité énergétique). 
• Compensation dynamique de la puissance, en utilisant le stockage d' énergie et 
les onduleurs de tension (Voltage Source Inverters - VS!) . 
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L' exécution de la plupart de ces fonctions est liée à la disponibilité des données de 
chaque dispositif du domaine de l' utilisateur, afin de traiter l' information et transmettre les 
consignes de contrôle. Par conséquent, l' interface proposée définit la représentation de 
l'information pour les dispositifs pour l' intégration des SER. Avec cela, le microréseau 
comportant des SER tel que celui installé à l' IRH devient plus dynamique dans sa 
configuration et supportera plusieurs conditions opérationnelles en temps-réel. 
2.2. J Modèle standard IEEE pour l 'échange d 'information 
Les entités comportent des caractéristiques qui permettent l' échange d' information pour 
l'opération d'un réseau électrique intelligent. Par exemple, quand deux entités doivent 
interagir pour participer dans une application commune; ces entités utilisent les IT énoncées 
ci-dessus pour mener à bien les flux d' information nécessaires entre elles. 
La norme IEEE 1547.3-2007 propose la méthode pour l'échange d' informations. Celle-
ci définit les concepts généraux pour la mise en œuvre d' une architecture de réseau qui 
comporte les unités de PD, les structures des données, les protocoles de communication et 
les canaux de communication. 
La Figure 2-6 présente les caractéristiques nécessaires des entités connectées au réseau 
de communication. Ces caractéristiques permettent à chaque entité d'envoyer et de recevoir 
les messages avec l' information nécessaire pour exécuter les applications reliées aux 













Figure 2-6 Caractéristiques du modèle d'échange d' information [22]. 
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• L'accord pour l'échange d'information: Cet accord spécifie la définition des 
interfaces, le contenu des messages, les moyens de communication, etc. 
• Interface: C' est l'élément d' interconnexion nécessaire des entités pour interagir 
avec les autres. Il décrit les services de communication qu 'une entité peut 
effectuer. 
• Message: C' est l' ensemble de données qui est envoyé à travers le moyen de 
communication entre les entités du réseau. Les protocoles de communication 
spécifient les formats du message en suivant un modèle de couches de 
communication. 
• Ontologie collective : L'ontologie définit tous les concepts et les données réelles 
associées aux entités, lesquelles sont fmalement les plus importantes dans 
l'échange d' information. 
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Généralement, l'ontologie est définie à partir d'une base de données, laquelle enregistre 
les concepts et les objets sous la forme de structures des données. La Tableau 2-2 montre 
un exemple de l' ontologie définie pour une unité de PD dans un microréseau. 
Tableau 2-2 Exemple des attributs qui définissent l'ontologie pour une unité de PD. 
Nom Unité Description 
watt sort Watts Puissance active de sortie 
var sort VAR Puissance réactive de sortie 
volt sort Volts Tension de sortie au point de connexion 
amp sort Ampères Courant de sortie au point de connexion 
freq sort Hertz Fréquence de sortie au point de connexion 
sys état Enumération Etat d'opération du système (en marche, inactive, erreur) 
watt nom Watts Puissance active maximale de sortie 
freq nom Hertz Fréquence nominale de sortie 
oper time secondes Temps d'opération depuis la dernière mise en marche 
2.3 Technologie de la communication 
L'ensemble des réseaux de communication et leur portée définissent la technologie de 
la communication. Cet ensemble est composé de plusieurs catégories selon le domaine du 
réseau électrique intelligent, en commençant par le réseau domestique, local ou tertiaire 
jusqu ' au réseau étendu ou le réseau Internet. La Figure 2-7 illustre les réseaux qui 
composent la technologie de communication et sa portée, ainsi que la relation entre ceux-ci 
dans les plusieurs domaines du réseau électrique intelligent. 
À l' intérieur et à l' extérieur des domaines du réseau électrique intelligent, les entités 
sont connectées entre elles à travers d'une ou plusieurs interfaces. Ces interfaces 
représentent les alternatives d' interconnexion des dispositifs. La norme IEEE 1547.3-2007 
décrit aussi les interfaces en tenant compte des exigences de performance, de niveaux de 
sécurité et de protocoles de communication. 
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Figure 2-7 Modèle de communication des réseaux électriques intelligents selon la norme IEEE 2030-2011 [20]. 
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Les dispositifs au niveau de l' utilisateur ou du microréseau utilisent, selon les besoins, 
des interfaces de communication connectées par fil , sans fil ou mixtes dans plusieurs 
topologies de réseau. Le choix du moyen physique ainsi que la topologie du réseau 
comporte un impact de l' architecture physique et les modes de propagation de 
l' information. Les interfaces sont définies sous le critère d'évaluation des réseaux 
électriques intelIigents (Smart Grid Evaluation Criteria - SGEC) de la norme IEEE 1547.3-
2007. Celle-ci prend en considération l' utilisation des réseaux de communication, les 
exigences de l' architecture physique et la performance des interfaces de communication. 
2.3.1 Technologie de communication pour l 'intégration des DER au microréseau 
EssentielIement, les différentes technologies comportent deux moyens de transmission 
physique : les systèmes de communication par filou sans fil. Dans certains cas, les 
systèmes sans fil ont des avantages en matière de la portée, de la facilité d' instalIation et 
des coûts relatifs à la mise en œuvre. Cependant, les systèmes de communication par fil ne 
présentent pas des inconvénients en ce qui concerne les interférences électromagnétiques, 
les obstacles à la ligne de visée et l' alimentation externe comme la plupart des systèmes 
sans fil [23]. 
Le choix du système de communication est conditionné principalement par le temps 
dédié à la conception, les coûts d' implantation et d'opération, la disponibilité de la 
technologie et l' environnement de fonctionnement. Le Tableau 2-3 résume quelques 
technologies de communication en précisant quelques caractéristiques, leur coût et leur 
fiabilité. 
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Tableau 2-3 Comparaison des technologies de communication pour les réseaux 
électriques intelligents [23]-[25]. 
Dans les technologies de communication par fil, les moyens physiques de transmission 
les plus populaires sont: le lien de communication de type série (RS232/422/485), la 
communication par courants porteurs en ligne (CPL), la ligne numérique d' abonné (Digital 
Subscriber Line - DSL) et les fils à paire torsadée non blindés (Unshielded Twisted Pair-
UTP) avec la norme 1 OBASE-T. 
La communication de type série est amplement utilisée pour l' échange d' information 
des systèmes de télésurveillance et d 'acquisition de données (Supervisory Control And 
Data Acquisition - SCADA). Même les systèmes de passerelle sont aussi utilisés pour 
adapter la communication de type série avec les technologies les plus récentes [26]. 
Cependant, la définition des SIM implique, autant que possible, l' échange d'information en 
temps-réel et «la communication de type série n 'est pas conçue pour satisfaire cette 
exigence »[ 19]. 
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D'autre part, Ethernet est la technologie de réseau décrit dans la norme IEEE 802.3 et 
c'est actuellement la solution dominante pour la communication entre les systèmes 
informatiques et la base du réseau Internet qui s' étend aux quatre coins du monde. C'est la 
raison pour laquelle, au cours des dernières années, l'industrie électrique commençait 
l'utiliser dans les processus de contrôle et de surveillance. 
Plusieurs protocoles et techniques de communication ont été déjà présentés comme 
résultats de la recherche et de l'expérience américaine ainsi qu 'européenne. En effet, il y a 
quelques protocoles qui sont très performants par rapport aux exigences de communication. 
Selon 1.1. Jamian et autres dans « Smart Grid Communication Concept for Frequency 
Control in Distribution System » c'est « une perte de temps et de ressources, reconstituer 
un nouveau j eu de protocoles pour un nouveau système» [27]. C'est pourquoi la recherche 
et la conception des systèmes de communication pour ce travail visent à l' intégration des 
protocoles existants et les technologies actuelles. 
2.3.2 Protocoles de communication 
La réalisation du modèle d'échange d' information ainsi que de l' interface de 
communication pour les réseaux électriques intelligents dépend largement du protocole de 
communication choisi [22]. Usuellement, ce sont les compagnies en technologie qui 
développent les protocoles de communication, mais spécifiquement pour leurs produits. 
Cependant, plusieurs organisations internationales travaillent dans la normalisation des 
protocoles visant la conception des systèmes de communication plus ouverts et plus 
efficaces. 
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Un protocole de communication est une description formelle des règles d' échange, des 
structures et des formats pour les messages que deux ou plusieurs entités doivent échanger. 
Celui-ci décrit aussi la synchronisation, l'authentification, la sémantique, la détection et la 
correction d' erreurs lors de la transmission de données. Il existe plusieurs catégories des 
protocoles de communication. Pour la catégorisation d'un protocole, le modèle de référence 
de sept couches pour l'interconnexion de systèmes ouverts (Open Systems Interconnection -
OS/) est utilisé. Dans le modèle illustré dans la Figure 2-8, lors du processus de 
communication, chaque couche échange les données respectives à travers de l' unité de 
données de protocole (Protocol Data Unit - PDU) vers la couche de son même niveau. 
Processus A Processus B 
"-
Application K POU d'application Application 
~ ~ 
Présentation K POU de présentation Presentation 
~ ~ 
Session POU de Session Session 
'frallsport K POU de 'fransport 'fransport 
~ 
Réseau < Paquets Réseau v 
Liaison de DOllllOOs 'frames Liasoll de Données 
Physique Octets Physiquc 
Moycn de Communication 
Figure 2-8 Architecture du modèle de référence OSI [22]. 
Les protocoles de profil d' application (Profil A) comportent les trois couches 
supérieures (application, présentation et session), les protocoles de profil de transport 
(Profil 1) comportent les deux couches du milieu (transport et réseau) et les protocoles de 
profil de liaison de données (Profil L) comportent les deux couches inférieures (liaison des 
données et physique) [22]. 
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Un résumé des fonctions de ces couches est çiécrit comme suit : 
• Application: Fournit les services du réseau aux applications de l' utilisateur. 
• Présentation: Classe la représentation des données de l' utilisateur. 
• Session: Contrôle les sessions de communication entre les utilisateurs. 
• Transport : Gère l' information entre les interfaces de communication. 
• Réseau: Achemine les messages de données dans le réseau . 
• Liaison de données : Assemble et expédie les données entre systèmes. 
• Physique: Définit les signaux électriques et les connexions au niveau physique. 
Le choix du protocole dépend des caractéristiques principales du microréseau et du 
système de gestion en ce qui concerne la quantité de flux des données, la vitesse de 
transfert de données exigée et les délais à la communication. D' autre part, il faut tenir 
compte l' accessibilité à la description du protocole et de la facilité à l' implantation dans la 
technologie cible. 
Un consensus entre plusieurs auteurs dans la littérature propose l' utilisation de la suite 
des protocoles Internet (Internet Protocol - IP) ainsi que le protocole de contrôle de 
transmissions (Transmission Control Protocol - TCP) ou le protocole de datagramme 
d'utilisateur ' (User Datagram Protocol - UDP) . Cette suite des protocoles est mise en 
œuvre conformément au modèle OS! afm de réaliser une communication fluide entre les 
composants du réseau électrique intelligent [28]-[30]. 
2.3.3 Performance du temps de livraison de la communication 
La norme IEEE 1646-2004 définit la performance de temps pour l' échange 
d' information . Les délais maximaux à la communication sont établis pour les systèmes de 
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protection, de contrôle et d'acquisition des données à l' intérieur et à l'extérieure d' une 
sous-station électrique [31] et par extension d'un microréseau. Les délais tolérés pour la 
protection, la surveillance, le contrôle et la gestion d' un microréseau sont résumés dans le 
Tableau 2-4. 
Tableau 2-4 Délais maximaux à l' échange d' information [31]. 
Type d'information Intérieur Extérieur 
sous-station sous-station 
Protection 4ms 12 ms 
Surveillance et contrôle 16ms 1s 
Autres opérations 1s las 
L' application de plusieurs techniques peut améliorer les délais à l' échange 
d' information. Par exemple, chaque dispositif peut délivrer des messages cycliques ou des 
messages d'évènements. D' autre part, la priorisation des messages peut aider à l' expédition 
de ceux les plus importants pour la protection, la surveillance et le contrôle. Cependant, ces 
techniques requièrent plus de processus et plus d' utilisation de mémoire, ce qui peut 
augmenter aussi les délais du traitement numérique dans les dispositifs. Une bonne 
conception de l' interface de communication requiert alors une combinaison entre les 
technologies et les techniques de communication pour réduire les délais des applications 
reliés aux microréseaux. 
2.4 Conclusion 
Les- généralités sur les réseaux électriques intelligents en ce qui concerne les 
technologies de l' information et de la communication ont été exposées de façon résumée. 
Ces technologies fournissent un cadre et une orientation pour le modèle de communication 
dans tous les domaines des réseaux électriques intelligents. 
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Un approfondissement concernant les technologies de communication utilisées au 
niveau local a été aussi réalisé. Les réseaux de communication par fil offrent de meilleurs 
résultats par rapport au débit de données et l' adéquation à l' environnement 
électromagnétique et l' architecture des réseaux électriques. Dans ce sens, la norme Ethernet 
montre de bonnes caractéristiques au niveau du débit de transfert de données, de la fiabilité 
et de la portée. 
D'autre part, les différents profils des protocoles de communication ont été décrits en 
regardant le modèle OS!. La performance du temps de livraison représente une exigence 
pour la communication des entités des réseaux électriques intelligents. Même si la 
technologie et le protocole de communication sont choisis en regardant leur performance en 
temps et d' autres exigences, il faudra aussi définir le système qui façonnera les données 
utiles qui seront envoyées. Il s' agit du système d' interface pour l' intégration des SER 
lequel est expliqué de façon détaillée dans le chapitre suivant. 
Chapitre 3- Interface pour l'intégration des 
sources d'énergie renouvelables 
Dans ce chapitre, nous présentons les concepts nécessaires pour la conception des 
interfaces reliés à l' intégration des SER dans un microréseau à courant alternatif. En plus, 
une proposition est exposée dans le cadre des réseaux électriques intelligents et la 
conception des microréseaux qui comportent des SER . 
3.1 Unité de traitement et contrôle 
La technologie FPGA propose une performance de calcul supérieure par rapport aux 
autres technologies semblables (processeurs de signaux numériques (Digital Signal 
Processor - DSP) , microprocesseurs, microcontrôleurs, etc.), puisqu ' elle présente un 
modèle d'exécution spatial répartissant le traitement sur un assemblage d' unités 
fonctionnelles. Par contre, dans la technologie de microprocesseurs par exemple dans 
chaque cycle d'horloge, le dispositif définit les unités fonctionnelles actives, les types 
d' opérations à exécuter ou la transition de données de la mémoire vers les unités 
fonctionnelles. Les microprocesseurs modernes, issus du modèle Von Neuman, sont plus 
enclins à l' exécution séquentielle d'un traitement, même s' ils intègrent un ensemble 
d'unités fonctionnelles et de longs pipelines pour extraire au mieux le parallélisme présent 
au niveau des instructions [32]. 
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D'autre part, les FPGA n'ont pas besoin d'un système d'exploitation pour fonctionner. 
Ceux-ci minimisent les problèmes de fiabilité , puisqu ' ils assurent une exécution 
véritablement parallèle et offrent une architecture reconfigurable au traitement de données. 
Pour ces raisons, ils sont capables de s'adapter aux modifications éventuellement 
nécessaires. Tel est le cas des spécifications des protocoles de communication qui changent 
rapidement. 
Au niveau des systèmes de contrôle, l'implantation matérielle des algorithmes sur les 
FPGA est considérée pour la validation expérimentale dans le b.ut d'exploiter le 
parallélisme lors de l' implantation. Une même puce de circuit intégré peut être utilisée pour 
la mise en œuvre des algorithmes de contrôle, de détection d'îlotage, d'analyse de la qualité 
de l'onde ainsi que des interfaces de communication. L'idée principale pour l' implantation 
est la conception d' un système multifonctionnel dans un seul dispositif numérique [33]. 
La Figure 3-1 montre la plateforme d'évaluation XUPV5-LXII0T qui comporte : le 
dispositif FPGA Virtex®-5 XC5VLXII0T, le dispositif Marvel Alaska® 88Ellll pour la 
liaison physique de la norme Ethemet et les connecteurs d'extension vers les interfaces du 
SIM. 
Ethemet PHY Deviee (Marvel A1aska® 88E1111) 
RJ-45 Connector 
Figure 3-1 Plateforme d'évaluation XUPV5-LXIIOT pour le FPGA Virtex®-5 
XC5VLXII0T. 
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La platefonne d'évaluation XUPV5-LXII0T a été choisie pour la validation 
expérimentale des algorithmes et des systèmes requis pour les SIM par suite de la grande 
quantité de blocs de logique configurable (Configurable Logic Blocks - CLB) et la quantité 
de mémoire qu 'elle possède afin d' implanter non seulement les algorithmes reliés à la 
communication, mais aussi les algorithmes de gestion, de contrôle, de détection d' îlotage, 
d'analyse de la qualité de l' onde, etc. Les CLB contiennent des éléments fonctionnels pour 
la construction de la logique numérique. Le CLB dans le dispositif Virtex-5 contient deux 
slices, chaque slice contient quatre tables de correspondance (Look-Up Table - LUT) à 6 
entrées et quatre bascules synchrones (en anglaisflip-flops), pour un total de huit 6-LUTs et 
huit flip-flops. D'une autre part, la logique utilisée dans le dispositif Virtex-5 pour 
implanter Ethemet possède quelques améliorations par rapport aux modèles précédents en 
ce qui concerne la gestion d' horloge, la flexibilité aux interfaces et les algorithmes de 
contrôle. Le Tableau 3-1 montre une comparaison de certaines caractéristiques entre 
plusieurs modèles pour le dispositifFPGA qui suscitèrent le choix dans ce travail. 
Tableau 3-1 Comparaison de plusieurs modèles du dispositif FPGA Xilinx 
disponibles sur le marché. 
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3.2 Système de mesure 
Le système de mesure est composé de plusieurs circuits qui exécutent le processus de 
transformation des grandeurs physiques à un format numérique compréhensible, pour 
ensuite les traiter, les analyser et les enregistrer. L' acquisition des données est basée sur le 
processus de contrôle pour le circuit décrit ci-dessous. 
Dans le cas de l' interface intelligente, l' acquisition des données est nécessaire afin 
d'enregistrer les signaux électriques des systèmes de puissance et les traiter en temps-réel. 
Il est donc nécessaire d' implanter des systèmes physiques de mesure, de conditionnement 
des signaux et de conversion analogique-numérique (CAN) tels qu ' illustrés dans la Figure 
3-2. Les grandeurs de tension et de courant sont requises pour les algorithmes de contrôle, 







: : + '"'-----t--7 ' , A11 CON , .... 
Il Il 
: : : : SignalDl 
: : : : de ContrOle 
Il Il 
Il l ' 
, , " VREF 1 :: 1: 
~ - - - - - - - - - - - - - - - - - - - - _.! !.. - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - _.! :.. - - -- -- -- -- -- - -- -- -- -- --- -- -- --- --- ---
Figure 3-2 Schéma général pour le système de mesure de l' interface intelligente. 
3.3 Capteurs pour le mesurage des grandeurs physiques 
Le circuit de mesurage des grandeurs physiques utilise des capteurs à effet Hall, ce qui 
permet d' avoir une isolation galvanique entre le système de mesure et celui de puissance. 
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Les capteurs choisis sont le capteur LV25-P pour la grandeur de tension, et les capteurs 
LAH50-P et RAS 100-S pour la grandeur de courant. Chaque capteur de courant est choisi 
selon les niveaux du courant de la ligne de puissance. L'isolation galvanique entre le circuit 
de mesure et le circuit CAN est un élément appréciable de sécurité puisqu'elle permet de 
rejeter l'influence du mode commun sur la mesure et la protection du circuit numérique des 
transitoires de tension présentes dans le circuit de puissance. 
Pour la mise en œuvre du capteur de tension, une résistance RI sur la ligne de puissance 
est utilisée afin d'obtenir un courant proportionnel dans la plage de mesure du capteur dans 
les spécifications techniques. Dans le cas du capteur de courant, nous avons considéré le 
courant de sortie Is proportionnel au courant mesuré sur la ligne de puissance. 
La résistance externe Rm est calculée à partir des spécifications techniqu'es du circuit 
CAN. La Figure 3-3 présente les schémas des capteurs de tension et courant utilisés dans 
l'interface de mesure. 
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Figure 3-3 Les capteurs de tension et de courant pour l'interface de mesure. 
Le Tableau 3-2 décrit les paramètres généraux pour les capteurs choisis pour la mise en 
œuvre du système d'acquisition de données. Pour le capteur de tension LV25-P, afin de 
garantir la plage de mesure du primaire, la résistance RI est déterminée par l'équation 3-1. 
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Ri = VPN = 500 V = 50 kn 
IpN 10mA 
3-1 
Tableau 3-2 Paramètres généraux des capteurs de tension et courant. 
La résistance Rm est déterminée à partir de la plage de mesure des capteurs, le rapport 
de conversion des capteurs et les niveaux de tension à l' entrée du circuit de 
conditionnement du signal. Le niveau de tension du circuit de conditionnement est établi à 
±5V pour garantir le couplage avec la plupart de circuits CAN. Les valeurs de la résistance 
Rm sont calculées dans l'équation 3-2 pour le capteur de tension et dans l'équation 3-3 pour 
le capteur du courant. 
R - Vs _ Vs - sv = 200n 
m Tension - ~ - IpN"KN - 10mA.2,s 3-2 
Vs Vs sv 
Rmcourant = - = -- = = lOOn Is IpN ·KN sOA·O,OOl 3-3 
Afin d' obtenir les grandeurs du lien de puissance, les capteurs de tension et courant 
sont placés sur différents points du système de conversion d'énergie. Le nombre et les 
endroits d' emplacement des capteurs sont établis à partir des besoins du système de 
contrôle du SIM. La Figure 3-4 et le Tableau 3-3 décrivent l' emplacement et le type de 
grandeur de chaque capteur dans le système de conversion d'énergie. Onze capteurs de 
courant (LAH50-P et HAS100-S) identifiés par la lettre « A » et sept capteurs de tension 
(LV25-P) identifiés par la lettre « V » sont 'placés dans les différentes lignes de puissance. 
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Finalement, dix-huit grandeurs physiques sont requises par le système de contrôle du 
SIM. Il convient de noter que cette disposition des capteurs peut changer si une autre 
conception du système le requiert. JI suffit de tenir compte de la plage de mesure, décrite 












































Figure 3-4 Emplacements des capteurs de tension et de courant dans le système 
de conversion d'énergie. 
3.4 Conditionnement des signaux 
Une caractéristique très importante des circuits de conversion est qu ' ils exigent des signaux 
continus et des fréquences stables. La plupart de ces circuits-ci offrent une plage de mesure 
dans un niveau limité qui ne dépasse pas 1 OV. Ces exigences imposent la conception d'un 
système de conditionnement de signaux qui permet d'ajuster la plage de mesure des 
signaux pour ensuite les traiter. 
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Tableau 3-3 Définition des noms et fonctions des capteurs de l' interface de mesure. 
Canal Nom Description 
CHI VS Tension du lien CA ou CC du RES 
CH2 IS Courant du lien CA ou CC du RES 
CH3 VDCI Tension de sortie du redresseur ou du filtre 
CH4 lOCI Courant de sortie du redresseur ou du filtre 
CH5 VDC2 Tension du lien CC du hacheur 
CH6 IDC2A Courant de sortie du premier hacheur 
CH7 VDC3 Tension de sortie du deuxième hacheur 
CH8 IDC2B Courant d' entrée du deuxième hacheur 
CH9 IDC3 Courant de sortie du deuxième hacheur 
CHIO ILl Courant de sortie sur la phase U de l'onduleur 
CH 11 IL2 Courant de sortie sur la phase V de l' onduleur 
CH 12 IL3 Courant de sortie sur la phase W de l'onduleur 
CHI3 VCI Tension de sortie entre les phases U-V 
CHI4 101 Courant de sortie sur la phase U (après filtrage) 
CHI5 VC2 Tension de sortie entre les phases V-W 
CHI6 102 Courant de sortie sur la phase V (après filtrage) 
CHI7 VC3 Tension de sortie entre les phases U-W 
CHI8 103 Courant de sortie sur la phase W (après filtrage) 
L'étape de conditionnement des signaux comporte des circuits actifs et passifs pour 
filtrer les signaux ainsi que pour isoler les capteurs du circuit CAN. Ces circuits sont 
implantés dans la carte d' évaluation EV AL-AD7656CBZ de l'entreprise Analog Deviees. 
L'intégration à très grande échelle de ces circuits permet le montage de plusieurs 
composants avec une haute précision dans le couplage analogique. 
Le filtre passe-bas de primaire ordre est composé par une résistance et une capacitance 
(filtre RC). Celui-ci permet le passage des signaux avec des fréquences inférieures de la 
fréquence de coupure et atténue les signaux de fréquences supérieures avec un rapport de -
20 dB par décade de fréquence . Le dispositif AD797 de l' entreprise Analog Deviees [34] 
est utilisé pour le suiveur de tension. Celui-ci est un amplificateur opérationnel de basse 
distorsion idéale pour l' utiliser comme un préamplificateur. 
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Cet amplificateur opérationnel compte avec une vitesse de balayage SR = 20 V/ilS et il 
possède une bande passante de 110 MHz. Ces dernières caractéristiques sont appropriées 
pour les applications de basse et de moyenne fréquence. La Figure 3-5 présente le schéma 




le circuit CAN 
cs l AD797 _ RL 
Figure 3-5 Circuit pour le conditionnement des signaux [34]. 
La fréquence de coupure est celle où l'amplitude du signal d' entrée est atténuée 70,7 % 
de sa valeur maximale. La fréquence de coupure du filtre passe-bas avec Rs = lk.o. et 
Cs = 470pF est calculée par l' équation 3-4. 
1 1 tc = -- = ::::: 340kHz 
2rrRsCs 2rr(lkfi)(470pF) 
3-4 
L'isolement est accompli à l'aide de l'amplificateur opérationnel AD797 dont la 
tension de sortie est égale à celle d' entrée. Une résistance en série est requise pour la 
stabilité de la sortie directe à l'entrée du bouclage, donc R1 = lk.o. . Pour obtenir une 
meilleure forme de réponse, un condensateur CL = 18 pF est mis en parallèle avec la 
résistance R1 . 
38 
3.5 Conversion analogique-numérique (CAN) 
Le circuit CAN est choisi selon la fréquence d'échantillonnage et la résolution (nombre 
de bits) désirées. À cet effet, le dispositif AD7656 de l'entreprise Analog Deviees a été 
choisi. Ce dispositif comporte six convertisseurs analogique-numérique par approximations 
successives à 16 bits de réponse rapide. La puce est conçue sous la technologie métal-
oxyde-semiconducteur complémentaire de type industriel (Industrial Complementary Metal 
Oxide Semieonduetor - iCMOS) . Cette technologie est un processus qui combine le 
silicium à haute tension avec la technologie CMOS et les technologies bipolaires 
complémentaires. Elle permet le développement d'un large ensemble de circuits intégrés 
pour l' application dans les systèmes analogiques à haute performance. Ces circuits sont 
capables de fonctionner jusqu' aux tensions de 33V, contrairement aux circuits intégrés de 
processus CMOS traditionnels, les composants iCMOS peuvent accepter des signaux 
d'entrée bipolaires 1. Cette caractéristique augmente la performance et réduit la 
consommation ainsi que la taille du composant. 
Le débit de conversion de l'AD7656 peut atteindre 250000 échantillons par seconde, 
c' est-à-dire la période d'échantillonnage minimale est 4 ils. Le processus de conversion et 
d'acquisition de données est contrôlé utilisant des signaux logiques et un oscillateur interne. 
L'AD7656 possède des interfaces en parallèle et en série de haut débit pour permettre la 
connexion avec des microprocesseurs ou des dispositifs numériques pour le traitement des 
sIgnaux. 
1 Le terme « bipolaire» indique que le signal varie au-dessus ou au-dessous d'un certain point de 
référence. 
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La fonction de transfert pour le circuit CAN est une trace de tension à l'entrée par 
rapport à la sortie numérique codifiée. Celle-ci peut être décrite comme une fonction 
complément à deuX' de 65536 représentations numériques. Cette représentation à la sortie 
correspond a\l niveau de l'entrée analogique. Le plus bas niveau, connu comme quanta, 
équivaut au bit de poids le plus faible (Least Significant Bit - LSb). Donc, à pleine échelle, 
le LSb équivaut 10V /65536 = 0,152 mV. D'autre part, les transitions du code arrivent à 
mi-chemin de chaque LSb, c'est-à-dire 0.5LSb, 1.5LSb, 2.5LSb et ainsi de suite. Il prend la 
moitié des codes, c'est-à-dire 32 767, pour représenter les grandeurs négatives et l' autre 
moitié pour représenter les grandeurs positives. La Figure 3-6 illustre la sortie numérique 
codée du circuit CAN pour l'entrée analogique dans une plage de mesure de ±5V. 
011 ... 111 J 
011 ... 110i 
~ : [ CI • 
.ffi 000 ... 001 
~ 000 ... 000 
z 111 ... 111 
~ : ~ ~lSB _ 
<Il 100 ... 010 L-
100 ... 001 
100 ... 000 +-+-+----ll-,l;-; +-1 -+----l-+-I -+1 ,i'll-+I----llf--t--... 
3 32166 AGNO . 32166 . 2 ' 1 x .2-'5 
32767 . 32767 2 
, 2 
.5V 
ENTRÉE ANALOGIQUE +5V 
Figure 3-6 Fonction de transfert pour le circuit CAN. 
3.6 Interface de contrôle et de mesure 
L'interface générique de Xilinx (Xilinx Generic Interface - XGI) utilise des connecteurs 
à multiples pins au pas de 0.1 pouce (2.54 mm). Ceux-ci s'ajustent parfaitement au 
connecteur DIN 41612 de l'institut allemand de normalisation (Deutsches Institut für 
Normund - DIN) ou au connecteur IEG 60603-2 de la commission électrotechnique 
internationale - CÉl. 
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Pour l'interface de mesure, nous avons choisi la carte d'évaluation EVAL-AD7656CBZ 
de l'entreprise Analog Deviees. Celle-ci comporte les circuits décrits précédemment pour le 
conditionnement des signaux ainsi que pour la mise en œuvre du dispositif AD7656. Cette 
carte possède plusieurs connecteurs externes 5MB (subminiature version B) pour le 
couplage des capteurs et des signaux de contrôle reliés au processus de conversion. 
Cependant, un connecteur d'isolement pour déplacement (Insulation-Displaeement 
Connector - IDC) à 40 pins avec un câble plat est utilisé pour coupler les capteurs et la 
source d'alimentation. Le connecteur DIN 41612 unit chaque carte d'évaluation EVAL-
AD7656CBZ à une carte d' extension et celle-ci à la XGI de la carte de développement. La 
Figure 3-7 présente le diagramme de blocs de la carte d'évaluation EV AL-AD7656CBZ, en 
identifiant les dispositifs reliés au système de mesure, les interfaces pour les capteurs du 
système de conversion d'énergie et la plateforme d'évaluation XUPV5-LXII0T. 
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Figure 3-7 Diagramme de blocs de la carte d' évaluation EVAL-AD7656CBZ. 
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Une description complète du connecteur IDC à 40 pins utilisé dans la carte d'évaluation 
EVAL-AD7656CBZ est présentée dans l' annexe A. Le système de mesure compte avec 
neuf connecteurs DE9M (D-subminiature à 9-pins mâle) pour l' interconnexion avec les 
capteurs. Ces connecteurs sont accouplés à la carte EV AL-AD7656CBZ, à travers du 
connecteur IDC. Les cartes d' extension de la XGI sont conçues pour connecter jusqu'à trois 
cartes d'évaluation EV AL-AD7656CBZ ainsi que 18 entrées/sorties du FPGA. Le 
connecteur DIN 41612 de la carte EV AL-AD7656CBZ est utilisé pour envoyer les signaux 
reliés au processus de conversion analogique-numérique. 
Xilinx® offre l'outil System Generator for DSP qui permet de modéliser les 
algorithmes et de générer le code VHDL à l'aide d'une bibliothèque optimisée pour la mise 
en œuvre dans les FPGA en utilisant des composants de haut niveau dans l'environnement 
Matlab®/Simulink®. L'algorithme de contrôle pour l' acquisition des données en parallèle 
des 18 canaux analogiques pour le système de mesure a 'été développé et intégré sous 
System Generator for DSP. 
Un algorithme pour la génération des signaux de modulation par largeur d' impulsion 
(MU) avec fréquence de porteuse et J' indice de modulation variables a été aussi intégré 
afm de tester un onduleur dans le système de conversion d' énergie. L'objectif de ce dernier 
était de valider expérimentalement l' interface de contrôle pour le système de conversion. 
L'annexe B montre le montage pour les deux versions des cartes d'extension mises en 
place. Les connecteurs DB25F (D-subminiature 25-pin femelle) sont utilisés pour les 
interfaces de contrôle du hacheur et de l'onduleur du système de conversion d'énergie. 
Cette annexe décrit aussi les connexions entre les connecteurs externes DB25F et les 
connecteurs des cartes d' extension. 
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L'algorithme pour l' acquisition de données est basé sur le chrono gramme pour 
l' acquisition de données en parallèle, comme illustré à la Figure 3-8. L 'algorithme prend un 
échantillon simultané des six canaux de chaque circuit CAN. La conversion commence 
avec le signal de démarrage de conversion (CONVST). Pendant la conversion, l' indicateur 
de dispositif occupé est actif (BUSY) environ de 3 )!s. Quand cet indicateur devient inactif, 
les données peuvent être lues à travers du bus de données (DBO à DB 15) en utilisant les 
signaux de sélection du dispositif (CS) et de lecture (RD). L'annexe C décrit le connecteur 















Figure 3-8 Chronogramme pour le processus de conversion et d'acquisition de 
données. 
Afin de réaliser l' acquisition de données, l'algorithme non seulement envoi les signaux 
de contrôle de l'AD7656, mais aussi retient et interprète les données acquises. La Figure 
3-9 illustre le diagramme d' états-transitions et le Tableau 3-4 décrit les actions et les 
évènements pour le contrôle de l' automate fini relié à l' acquisition de données. Les 
symboles Â et - réfèrent respectivement à une augmentation ou à un redémarrage du 
compteur spécifié. La lettre X dans les colonnes des compteurs indique qu ' il ne faut pas 
tenir en compte sa valeur pour déclencher une transition. 
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Début -
Figure 3-9 Diagramme d'états-transitions pour l'acquisition de données . 
Tableau 3-4 Actions et évènements pour l'automate fini à l'acquisition de données . 
Canal 
Désactiver tous les signaux. 
Inactif les d' -Canal 
Démarrer Activer CONVST 400 
converSIOn Â 
Sélection 405 
Lecture X Canal Â Canal X 
Attendre Â Cycles d'horloge 3 Données 
Données Activer DATA READY X Prêtes 
Attendre Désactiver le et DATA 
fin lecture READY 8 Â 
Temps 29 Mort -Canal X 
Tous les processus d'acquisition et de conversion des données prennent 500 cycles 
d'horloge de 100 MHz établis par l'oscillateur implanté dans la plateforme d'évaluation 
XUPV5-LXIIOT. 
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C'est-à-dire que la fréquence d' échantillonnage des 18 canaux est 200 kHz (5Jls) en 
garantissant une approche à l' acquisition en temps-réel. L.'algorithme du démultiplexeur 3-
18 décode, retient et interprète les valeurs obtenues dans le bus de données à partir de la 
lecture du canal actuel. 
La proposition finale pour les modules électriques intelligents du microréseau 
électrique est illustrée à la Figure 3-10. L 'utilisation de la technologie FPGA permettra la 
reconfiguration matérielle des algorithmes et de l'architecture s' il y a lieu. Cette 
technologie offre une certaine puissance de calcul, facilité au débogage et portabilité au 
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Figure 3-10 Proposition des interfaces implantées pour le module d ' intégration 
intelligente. 
3.7 Conclusion 
Une proposition matérielle des interfaces de contrôle et de mesure pour les systèmes de 
conversion d'énergie a été présentée. La plateforme d'évaluation XUPV5-LXl1 OT pour le 
FPGA Virtex®-5 XC5VLXll0T a été choisie comme la technologie cible pour 
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l' implémentation des algorithmes par suite des caractéristiques et la quantité de mémoire 
qu 'elle possède afin d' accomplir le traitement et l' acquisition de données ainsi que le 
contrôle des systèmes de conversion d'énergie reliés aux SER. 
Le système de mesure est basé sur des capteurs de tension et de courant à effet Hall de 
l'entreprise LEM® et la carte d'évaluation EV AL-AD7656CBZ de l' entreprise Analog 
Devices®. Ce système comporte onze canaux pour la mesure de courant et sept canaux 
pour la mesure de tension du système. Cependant, c'est une configuration ouverte qUI 
pourra être changée selon les besoins de contrôle du système de conversion d'énergie. 
L' algorithme proposé pour l' acquisition de données de tous les canaux du système de 
mesure possède un débit de 200000 échantillons par seconde, ce qui permet une approche 
en temps-réel du système de mesure. 
Le système proposé génère une grande quantité de données qui doivent être 
compréhensibles pour tous les modules d' intégration des SER. Un protocole de 
communication non seulement arrange les données pour les transmettre, mais aussi il doit 
accorder un sens pour les données acquises (ontologie). Dans le chapitre suivant, nous 
abordons les algorithmes nécessaires pour accomplir les fonctions reliées à l' ontologie, la 
transmission et la réception du protocole de communication. 
Chapitre 4 - Protocole de réseau distribué (DNP3) 
sur Ethernet 
Ce chapitre présente une introduction du protocole de réseau distribué (Distributed 
Network Protocol version 3.3 - DNP3) ainsi que l' infrastructure de communication pour le 
processus relié à l' acquisition d' information et les consignes de contrôle entre les SIM. 
À cause de son caractère ouvert, le DNP3 offre certains avantages et caractéristiques 
pour la mise en œuvre que d'autres protocoles n' offrent pas. Le protocole est supporté par 
le Groupe d 'utilisateurs DNP3 qui travaille pour l' amélioration de celui-ci, pour l' adoption 
par l' industrie et pour la réduction des coûts de la mise en œuvre. Le Tableau 4-1 montre 
quelques avantages et caractéristiques fournis par la documentation du groupe d' utilisateurs 
DNP3 [35). 
Le DNP3 est un protocole qui définit la communication dans les systèmes SCADA, par 
exemple: les unités terminales maîtresses (Master Terminal Units - MTU) connues comme 
Stations Maîtresses, les unités terminales distantes (Remote Terminal Units - RTU) et les 
dispositifs électroniques intelligents (Intelligent Electronic Deviee - IED) connus comme 
Stations Distantes. Le but du protocole est la communication fiable entre les stations 
maîtresses et les stations distantes ainsi que l' acquisition' d' information et la transmission 
des consignes de contrôle, par le biais de paquets de données relativement petits dans un 
ordre déterminé. 
Tableau 4-1 Avantages et caractéristiques du protocole de réseau distribué. 
Avantages Caractéristiques 
Le DNP3 est un protocole ouvert 
Le DNP3 est soutenu par un grand 
nombre des fabricants 
Le DNP3 est optimisé pour les 
communications fiables et efficientes 
Le DNP3 utilise des objets de données 
compréhensibles à l' implantation 
Le DNP3 permet la mise en œuvre de 
sous-ensembles du protocole pour des 
applications particulières 
Le DNP3 décompose les messages en 
plusieurs blocs pour une vérification 
optimale d'erreur 
Le DNP3 permet différentes topologies de 
réseau (poste à poste, maître-esclave et 
multiples maîtres) 
Le DNP3 permet la définition des objets de 
données par l' utilisateur 
Le DNP3 est capable d' adresser plus de 
65 000 dispositifs par réseau 
Le DNP3 permet la synchronisation de 
données et les évènements horodatages 
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Depuis sa création par General Electric-Harris Control Division en 1993, ce protocole 
est assez utilisé par les industries d'électricité, de l' eau, du pétrole et du gaz. Ce protocole 
est amplement connu en Amérique du Nord, en Amérique du Sud, en Afrique du Sud, en 
Asie et en Australie . D' autre part, la société d' ingénierie électrique (comité de distribution 
et transmission (PE/T&D), le comité technique pour les sous-stations) et le conseil des 
normes (coordination des normes 21 pour les piles à combustible, systèmes 
photovoltaïques, production décentralisée et stockage d'énergie) de l' institut des ingénieurs 
électriques et électroniciens - IEEE, ont adopté le DNP3 comme la norme de 
communication pour les systèmes d' énergie électrique, sous la nom IEEE 1815-2012. , 
4.1 Modèle de fonctionnement par couches 
Le modèle OSI, décrit au chapitre 2, définit un cadre de référence pour la mise en 
œuvre des protocoles de communication en tenant compte la définition et la différenciation 
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des fonctions effectuées par chaque couche. Les systèmes SCADA exigent un modèle plus 
simplifié, qui omet certaines couches du modèle OSI. Un modèle qui ne possède que trois 
couches a été proposé par la CÉl. Ce modèle est connu comme architecture de performance 
améliorée (Enhaced Performance Architecure - EPA) . Le protocole DNP3 utilise ce 
modelé pour la définition de ses fonctions . Cependant, le DNP3 ajoute certaines fonctions 
de transport. Ces fonctions sont reliées aux fonctions des couches de réseau et de transport 
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Figure 4-1 Différences et relation entre le modèle OSI et le modèle EP A. 





Le DNP3 utilise le terme « point » pour évoquer des entrées, des sorties ou des 
compteurs reliés au système. Les points comportent des attributs tels qu'un nom, un facteur 
d'échelle, une valeur de seuil, entre autres. Les points sont catégorisés à partir de leurs 
caractéristiques, leurs fonctionnalités et leur relation avec le système physique. Le DNP3 
définit une complète ontologie de points en termes d'indices, de groupes et de variations. 
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La Figure 4-2 présente un exemple d ' une station distante avec cinq catégories de points 








6 6 Sorties 
5 analogiques Entrées 5 analogiques 
4 4 compteurs 4 4 
3 3 3 3 3 
2 2 2 2 2 
1 1 1 1 1 
0 0 0 0 0 
Couche d' application 
Fonction de trans ort 
Couche de liaison de données 
Couche physique 
Figure 4-2 ' Groupe de cinq catégories de points pour une station distante [36]. 
Les indices identifient les points d ' une collection de ceux ordonnés. Les groupes 
spécifient le type de données de chaque collection de points. Les variations définissent les 
différents formats pour chaque type de données. 
Un objet DNP3 est donc une représentation encodée des données d' un point. Le format 
du codage est fait à partir des définitions du groupe et de la variation assignés au point [36]. 
La collection de données est transmise à travers de la hiérarchie des couches du modèle 
EPA lors d ' une transaction de données. 
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Chaque couche du modèle EPA ajoute les données qui changent d' une certaine manière 
le message d' origine dans la couche d' application. La Figure 4-3 montre la modification 
des données lorsqu'ils passent par chaque couche. Le résultat est un flux de bits sur le 
moyen physique qui définit la représentation électrique de ces bits. 
APDU APDU 
I~m--~I --~I I~m--~I--~ 
Couche 
d'application 1 TSDU 1 TSDU 
TPDU TPDU 
----------------------------------------
1 TH 1 TH 1 
Fonction de 1 octet 249 octets 1 octet 249 octets 
transport 1 LSDU L-I L_S_D_U ___ --'I · 
(DNP3) 
LPDU LPDU 
Couche de 1 LH 1 Données + CRC 1 LH 1 Données + CRC 
liaison de 10 10 250 + 32 octets octets 250 + 32 octets octets 
données 
Couche 1 1 










Application Protocol Data Unit (Unité de données du protocole d'application) 
Application Header (En-tête d' application) 
Transport Service Data Unit (Unité de données du service de transport) 
Transport Protocol Data Unit (Unité de données du protocole de transport) 
Transport Header (En-tête de transport) 
Link Service Data Unit (Unité de données du service de liaison) 
Link Protocol Data Unit (Unité de données du protocole de liaison) 
Link Header (En-tête de liaison) 
Cyclic Redundancy Check (Contrôle de redondance cyclique) 
Figure 4-3 Interaction entre couches pour la construction du message DNP3. 
4.2.1 Couche d 'applicaüon 
La couche d' application est celle de plus haut ruveau. Celle-ci fournit l'interface 
nécessaire pour la collection de points de données reliées à l' application. Les stations 
maîtresses génèrent les messages de requête de certains points au niveau de l' application 
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pour les transmettre aux stations distantes. Les stations distantes génèrent les messages de 
réponses avec les points demandés pour les transmettre aux stations maîtresses lors d'une 
transaction de données. Ces données peuvent être reliées aux alarmes, aux évènements, 
ainsi qu'aux variables d'état, de configuration, d'entrées ou de sorti ès du système. 
La couche d'application regroupe les données de la collection de points en blocs de 
données de taille fixe. Ces blocs sont appelés unités des données du service d'application 
(Application Service Data Unit - ASDU). En y ajoutant des en-têtes d'application 
(Application Header - AH), qui contiennent l' information de contrôle du protocole 
d'application (Application Protocol Control Information - APCI), s'obtient l' unité de 
données du protocole d' application (Application Protocol Data Unit - APDU). 
La Figure 4-4 présente le format du message de l'APDU et les différences de l'APC} 








APDU J AH (APCl) 1 ASDU 
/ ..... ~-4 octets r-(J::2()4§ octets 
/ .......... 1 -_ 
/ ..... 1 --
,.(pCI de la re9uê1, APCI de 1; ;;SPÔllSe. . 1 AC 1 FC _ 1 AC 1 FC 1 lIN 1 
1 octet 1 octet 1 octet 1 octet 2 octets 
Application Protocol Data Unit (Unité de données du protocole d' application) 
Application Service Data Unit (Unité de données du service d 'application) 
Application Protocol Control Infonnation (Infonnation de contrôle du protocole d' application) 
Application Header (En-tête d'application) 
Application Control (Contrôle d'application) 
Function Code (Code de fonction) 
Internai Indicators (Indicateurs internes) 
Figure 4-4 Format de l'unité de données du protocole d'application. 
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L'APCI contient les octets de contrôle d'application (Application Control - AC) et le 
code de fonction (Function Code - FC) de la couche d'application. S' il s'agit d'un message 
de réponse, l' APCI ajoute 2 octets pour les indications internes (Internai Indicators - lIN). 
L'ASDU a une taille maximale de 2046 octets qui représentent les objets DNP3. 
Chaque ASDU contient aussi un en-tête d'objet. Au niveau de l'AH, l'octet AC est utilisé 
pour le contrôle de flux de données entre les couches d' application de deux stations 
différentes. Il utilise un séquenceur à quatre bits et deux bits pour indiquer le premier ou le 
dernier fragment du message. La Figure 4-5 décrit l'octet de contrôle pour la couche 
d' application. 
FIR FIN CON 1 UNS 1 Séquence 
Bit 7 6 5 4 3 2 
FIR : First fragment of a message (Premier fragment d' un message) 
FIN : Final fragment ofa message (Dernier fragment d' un message) 
CON : Confirmation message requested (Message de confirmation requis) 
UNS: Unsolicited response message (Message de réponse non-demandé) 
Figure 4-5 Octet de contrôle de la couche d'application . 
o 
Les bits FIR et FIN indiquent le premier fragment ou le dernier fragment d'un message 
respectivement. Le bit CON demande à la couche d'application un message de 
confirmation de réception à la fin de la transmission. Le bit UNS indique s ' il s'agit d 'un 
message de réponse inattendu. Les bits de séquence est utilisé pour détecter la duplication 
de fragments et pour vérifier que les fragments sont reçus dans l'ordre correct. 
L'octet FC indique la fonction d' application demandée. Dans un message de requête, la 
couche d' application transfert les données de contrôle, de configuration, de 
synchronisation, entre autres. 
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Les messages de requête utilisent les codes de fonction à partir de 1 jusqu 'à 128 et les 
messages de réponse utilisent les codes de fonction à partir de 129 jusqu 'à 255 . Le Tableau 
4-2 décrit les codes de fonction de la couche d'application. 
Tableau 4-2 Description des codes de fonction pour la couche d'application [37]. 
Code de Type de Description fonction fonction 
0 ConfIrmation Message de confIrmation de la couche d' application. 
1 Lecture Requête de lecture d' un ou plusieurs points d'une 
station distante. 
2 Écriture Requête d' écriture d'un ou plusieurs points d' une 
station distante. 
De 3 à 6 Contrôle Sélection, établissement ou opération d' un ou plusieurs points d'une station distante. 
Enregistrement de données d' état ou des valeurs 
De 7 à 12 Enregistrement spécifiques d'un ou plusieurs points d'une station 
distante. 
Initialisation ou réinitialisation des certaines fonctions 
De 13 à 18 Contrôle matérielles, ainsi que le démarrage ou l'arrêt des d'application certaines applications qui fonctionnent dans une 
station distante. 
Configuration des paramètres qui déterminent le 
De 19 à 22 ConfIguration fonctionnement ou le comportement d' une station 
distante. 
De 23 à 24 Synchronisation Synchronisation du temps pour le mesurage du délai à de temps la confirmation du message. 
De 25 à 30 Opération de Opérations de fichiers dans la station distante. fIchiers 
De 31 à 128 Réservés (non utilisées) 
129 Réponse Réponse sollicitée vers une station maîtresse. 
130 Réponse non Réponse non sollicitée vers une station maîtresse. 
sollicitée 
De 131 à255 Réservés (non utilisées) 
Les octets lIN sont utilisés seulement dans les messages de réponse pour indiquer 
certains états de fonctionnement et des conditions d'erreur dans la station distante. La 
station distante définit ces bits à partir d'une mémoire dynamique en correspondant à la 
description des octets lIN. 
54 
Le Tableau 4-3 montre la description de chaque bit de ces deux o~tets en commençant 
par le bit de poids le plus fort (Most Significant Bit - MSb) (15) et en fInissant par le 
LSb (0). 
Tableau 4-3 Description des bits pour les deux octets des indicateurs internes [35]. 
4.2. 2 Fonction de transport 
La fonction de transport n' est pas définie dans le modèle EP A mais par la norme DNP3 
afm de permettre la transmission d'une grande quantité de données. Dans la littérature, 
cette fonction est décrite en termes de la couche de réseau et de la couche de transport du 
modèle OSJ. La fonction de transport est reliée à la livraison des messages; le déballage et 
l' assemblage des segments de données. L'APDU de la couche d'application est interprétée 
purement comme un paquet de données connu comme unité de données du service de 
transport (Transport Service Data Unit - TSDU). Cette unité est divisée en plusieurs 
segments, en ajoutant l'octet d' en-tête de transport (Transport Header - TH). 
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Avec ce dernier s'obtiennent les unités de données du protocole de transport (Transport 
Protocol Data Unit - TPDU). Ces segments possèdent toujours une taille de 250 octets qui 
sont envoyés vers la couche de liaison de données. La Figure 4-6 illustre le fonnat du 





'''". l " : 1-2048 octets 
TPDU l " Ir--TH--r-----Il 1 TH "1 1 
1 octet 249 octets 1 octet 249 octets 
Transport Service Data Unit (Unité de données du service de transport) 
Transport Protocol Data Unit (Unité de données du protocole de transport) 
Transport Header (En-tête de transport) 
Figure 4-6 Fonnat de l'unité de données du protocole de transport. 
De la même façon que la couche d'application, la fonction de transport utilise aussi un 
séquenceur à six bits et deux bits pour indiquer le premier ou le dernier segment d' un 
message. Dans ce cas, la fonction de transport fragmente le TSDU en plusieurs TPDU qui 
transportent chacun 249 octets de données d'utilisateur. 
l' FIN FIR Séquence 
Bit 7 6 5 4 3 2 1 o 
FIN: Final fragment of a message (Dernier fragment d'un message) 
FIR: First fragment ofa message (Premier fragment d'un message) 
Figure 4-7 En-tête de la fonction de transport. 
Le bit FIN indique le dernier segment de transport et le bit FIR indique le premier 
segment de transport d' une succession de segments. Les bits de séquence sont utilisés pour 
détecter les duplications de fragments et pour vérifier l' ordre correct des fragments reçus. 
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4.2.3 Couche de liaison de données 
Cette couche pennet la transmission des messages à travers la couche physique. Les 
fonctions reliées à la couche de liaison de données sont généralement le contrôle de flux de 
données et la détection des erreurs lors de la transmission. D' autres fonctions coordonnent 
les messages entre les stations en définissant les actions à prendre lors d' une transaction des 
données. Cette couche reçoit les unités de données du service de liaison (Link Service Data 
Unit - LSDU) de 250 octets chacune qui proviennent de la fonction de transport. 
Une des fonctions de la couche est d'ajouter l' en-tête pour le traitement de l' information 
reliée à la trame. En plus, celle-ci ajoute une valeur du contrôle de redondance cyclique 
(Cyclic Redondance Control - CRC) à 16-bits pour la vérification des erreurs. Chaque 
TPDU est donc transformée dans une unité de données du protocole de liaison (Link 
Protocol Data Unit - LPDU), avec une taille maximale de 292 octets. Le fonnat de la 
LPDU est basé dans le fonnat des trames FT3 de la nonne pour les systèmes et les 
équipements de télécontrôle IEC 60870-5 [38]. Ce fonnat ajoute un en-tête de dix octets 
suivi de seize blocs de données. Chaque bloc de données comprend seize octets de données 
de charge utile et deux octets pour la valeur du CRe. La Figure 4-8 montre la construction 
de la trame sous le format FT3 de la couche de liaison de données en identifiant l' en-tête et 
les blocs de données. 
Les octets de début indiquent le commencement de la trame, l' octet de longueur indique 
la taille de la trame, en excluant les octets de début et des valeurs CRC. Les octets pour les 
adresses de destination et de source indiquent tel que son nom l' indique les adresses 






2 octets 1 octet 1 octet 2 octets 2 octets 
Bloc de données 1 
1 Données de charge utile CRC 
16 octets 2 octets 
Bloc de données 2 
1 Données de charge utile CRC 
16 octets 2 octets 
Bloc de données n 
1 Données de charge uti le CRC 
1-16 octets 2 octets 
Figure 4-8 Fonnat de la trame FT3 de l' unité de données du protocole de liaison 
de données. 
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L'octet de contrôle a un traitement spécial puisqu ' il fournit l' information nécessaire 
pour le contrôle du flux de données sur la couche physique. Dans cet octet la direction de la 
trame ainsi que le code de fonction sont spécifiés. L ' interprétation de cet octet varie selon 
le type de message. La Figure 4-9 et le Tableau 4-4 décrivent les spécifications de chaque 
bit de l'octet de contrôle. 




Bit 7 6 5 4 
DIR : Direction du message 
PRM : Primary message (Premier message) 
DFC : Data Flow Control (Contrôle du flux de données) 
MS : Master Station (Station maîtresse) 
3 
-Du MS à l' OS 
Code de fonction 
- De l' OS au MS 
2 o 
FCB : Frame Count Bit (Bit compteur des trames) 
FCY: Frame Count Yalid (Bit compteur valide) 
OS : Outstation (Station distante) 
Figure 4-9 Octet de contrôle du format de la trame FT3 pour DNP3. 
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Tableau 4-4 Description des bits de l'octet de contrôle. 
Bit Nom Description 
DIR Direction I-DuMSàl' OS 0- De l' OS au SM 
PRM Premier message 1 - Message de requête o - Message de réponse 
FCB Bit compteur des trames Bit basculant à chaque trame 
FCV Bit compteur valide 1 - Le FCB est valide 0- Le FCB n'est pas valide 
DFC Contrôle du flux de données 1 - Le registre de données est plein o - Le registre de données est disponible 
Le bit DIR indique la direction du message entre les stations maîtresses et les stations 
distantes. Dans un message provenant d'une station maîtresse, le bit est établi à l , sinon il 
est établi à O. Le bit PRM indique que la trame correspond au message de requête ou de 
réponse. Il est aussi utilisé pour interpréter le code de fonction. Les bits reliés au 
séquenceur des trames le FCB et le FCV sont utilisés pour détecter des pertes ou des 
duplications des trames quand elles sont envoyées à une station distante. Si le FCV est 
établi, alors le FCB doit correspondre au bit attendu pour la station distante. Si ce n' est pas 
le cas, la station distante indiquera ce problème dans sa réponse. Le DFC indique quand le 
registre de stockage de données de la station distante est plein. Si le DFC est établi à 1, la 
station maîtresse, après un message de confirmation, cessera l'envoi de messages et 
demandera l'état de la liaison. Le code de fonction identifie le service associé à la couche 
de liaison de données. Les valeurs du code dépendent du type de message, soit un message 
de requête (PRM = 1) ou un message de réponse (PRM = 0). Les codes de fonction , leurs 
descriptions et dans quelle fonction le FCV est requis sont résumés dans le Tableau 4-5 . 
59 
L'algorithme CRC est une technique très utilisée pour la vérification d'erreurs dans les 
réseaux de communication et dans les dispositifs de stockage de données. Cette technique 
permet une transmission fiable de données, en détectant les changements dans le moyen 
physique lors de la transmission. La Figure 4-10 montre le processus de détection d'erreur 
à partir du CRe. 
Généralement, à partir des messages (M) s'obtient la valeur de vérification d'erreur 
(R'). Cette valeur est calculée à partir du reste de la division de la valeur du message par la 
valeur du polynôme (P) défini. À la réception, ce calcul est répété à l' inverse et une action 
peut être prise si les valeurs de vérification ne coïncident pas. Le protocole DNP3 définit le 
contrôle de redondance cyclique à 16 bits connu comme CRC-DNP, en ajoutant une valeur 
de vérification par segment de données de huit octets de l'en-tête et pour chaque seize 
octets des blocs de données. Le CRC-DNP est basé sur le polynôme de l'équation 4-1 [39]. 
L'algorithme CRC-DNP est conçu en suivant le processus montré à la Figure 4-10 et en 
tenant compte la logique suivante. À la génération du message, l'algorithme doit: 
• Préparer le paquet de données d'utilisateur M avec une taille de n-bits. 
(n = 64 pour l' en-tête et de 8 à 128 pour les données de charge utile) 
• Ajouter 16 zéros à la fin du message pour obtenir un nombre de n + 16. 
• Diviser par le polynôme P pour obtenir le quotient Q et le reste R. (modulo 2) 
• Enlever Q et inverser R afin d'obtenir le reste inversé R '. 
• Attacher R ' pour obtenir finalement la trame T' qui sera transmise. 
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Tableau 4-5 Description des codes de fonction de la couche de liaison de données. 
3 
4 
Délivrer les données 
d'application, accusée de 
Ulse 
Délivrer les données 
d'application, accusée de 
1 
o 
~ __ ~~~~~~~~~ ____ .l-_~ Réservé (non utilisé) 














Si R = 0, M est correct 
Si R t- 0, M est incorrect 
Accepter le message • 
Figure 4-10 Processus pour la détection d'erreur à partir du CRC-DNP [37]. 







Recevoir la trame T'. 
Inverser R ' afin d'obtenir la trame T composée par le message M et le reste R. 
Diviser T par P (en utilisant la division modulo 2) 
Enlever le quotient Q et enregistrer le reste R. 
Si R = 0, le résultat est CORRECT et le message M est accepté. 
Si R -=1= 0, le résultat est INCORRECT et le message M est refusé. 
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Cet algorithme possède une Distance de Hamming égale à 6. Cela veut dire qu 'au 
moins 6 bits doivent être reçus pour avoir une confim1ation d'erreur. 
4.2.4 Couche physique 
La couche physique définit le moyen physique dans lequel les données sont transmises, 
ainsi que les spécifications électriques, le chronogramme, le nombre de broches et ses 
fonctions, etc. Cette définition est reliée aussi aux fonctions pour le contrôle du moyen, 
telles que l' établissement de la liaison physique et le contrôle d' accès au moyen physique. 
Pour le protocole DNP3, la couche physique est définie par la norme RS-232C 
recommandée pour l' alliance des industries en électronique, laquelle spécifie les niveaux de 
tension et les signaux de contrôle. 
D'autres moyens de communication sont définis par le comité technique du groupe 
d'utilisateurs du DNP3 , étant la norme IEEE 802.3 [40] (Ethemet) la solution préférée pour 
accomplir la communication par fil entre plusieurs dispositifs et c'est la raison pour 
laquelle, ces dernières années, elle a été généralement utilisée dans l' industrie pour les 
processus de contrôle et surveillance. 
62 
4.3 Mise en œuvre du protocole DNP3 sur Ethernet (E-DNP3) 
La conception de l' architecture de communication pour les microréseaux consiste 
essentiellement à l' infrastructure physique du réseau et le protocole de communication pour 
le MIC. Plusieurs travaux expérimentaux ont démontré que les réseaux basés sur Ethemet 
présentent une bonne performance par rapport aux applications qui échangent de petits 
paquets d' information dans un réseau local [41]. Une solution fiable réside dans une 
combinaison adéquate des normes IEEE afin de réduire les contraintes du temps de 
livraison et d' éviter l' utilisation des normes et des protocoles incompatibles [42]. 
La Figure 4-11 décrit l' architecture de communication à deux nivvaux ainsi que la pile 
du protocole adoptée pour interconnecter les SIM. Ceux-ci fournissent la puissance depuis 
les sources d' énergie renouvelable jusqu' aux charges de l' utilisateur. Un réseau Ethemet 
privé est implanté pour accomplir les capacités du MIC et les exigences pour le contrôle 
fiable du microréseau. Le réseau marche à très haute vitesse et sur une infrastructure fiable, 
telle qu ' offre la norme 100Base-TX. L'architecture proposée prévoit la connexion d'un 
autre réseau de haut niveau. Ce réseau accomplit les services tiers qui ne requièrent pas 
d' échange de données en temps-réel , telles que : la surveillance, le calcul de production et 
consommation d' énergie et les consignes de gestion. Par contre, le réseau local permet au 
système local de prendre des décisions de contrôle et prévenir les défaillances en 
implémentant des processus de temps critique tels que : la détection d' îlotage, la 
surveillance en temps-réel, entre autres. Le lien entre les deux niveaux de réseau est 
accompli par le point d' accès. D'autre part, celui-ci fournit un certain niveau de sécurité en 
isolant les réseaux par des critères d'accès aux données . 
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Station Distante Station Maîtresse 
Couche d'utilisateur Couche d'utilisateur Il Interface Il Contrôle 1 
de mesure Local Il Surveillance 1 B Point d'accès 
Couche d'application Couche d'application 1 Application de surveillance ou SCADA 1 Il Objets de données DNP3 1 Il Objets de données DNP3 1 Services tiers 
1 1 Il MultiplexerlDemultiplexer 1 Il Muttiplexer/Demuftiplexer 1 Pilote du point d'accès Encapsulation DNP3 1 Serveur 1 
.................................... .................................... 
Il TCP/UDP l Ô : 
1 
1 
Fonction de transport : Fonction de transport Fonction de transport TCP/UDP 
Couche liaison de données 1 1 Couche liaison de données 1 Couche liaison de données Protocole Internet Il Protocole Internet 1 
Ethernet DLUPHY 1 1 Ethernet DLUPHY 1 Ethernet DLUPHY Ethernet DLUPHY Il Ethernet DLUPHY l 
1 1 1 1 1 
Réseau Ethernet Privé Réseau Internet Publique 
Figure 4-11 Architecture et pile de protocole du réseau à deux niveaux pour 
l'interconnexion de stations et de services tiers. 
Il s'agit donc du protocole de réseau distribué sur Ethernet (E-DNP3). Ce protocole est 
basé sur le modèle DNP3 et il consiste en cinq couches: 
• Co~che d'utilisateur (User Layer - UL). 
• Couche d'application (Aplication Layer - AL). 
• Couche de transport (Transport Layer - TL). 
• Couche de liaison de données (Data Link Layer - DLL). 
• Couches physique et de liaison de données pour Ethernet 
(Ethernet Data Link and Phisycal Layers - Ethernet DLL/PHY). 
Chaque couche accomplit certaines fonctions exigées pour se communiquer avec la 
même couche dans une station déterminée. La structure proposée et implantée du 
protocole de communication pour les stations maîtresses ainsi que pour les stations 
distantes est illustrée dans la Figure 4-11. Cette figure illustre l'architecture de réseau, 
la pile de protocole de communication, le point d'accès et les dispositifs des services 
tiers. 
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4.3.1 Mise en œuvre des fonctions reliées à la couche Ethernet DLLIPHY 
La couche Ethemet DLLIPHY comporte le contrôleur d'accès au support (Media 
Access Controller - MAC) pour la norme Ethemet afin d'établir la liaison physique et de 
contrôler le flux de données. 
La Figure 4-12 illustre le schéma bloc du MAC à trois vitesses (Tri-speed Ethernet 
Media Access Controller - TEMAC) ainsi que l'émetteur-récepteur de la couche physique 
dans la plateforme d'évaluation XUPV5-LXIlOT de Xilinx®. La couche physique est 
connectée en utilisant l'interface indépendante du support (Media Independent Interface -
Mlf) de l'émetteur-récepteur Ethemet (88Ellll ObE). Du côté de l'utilisateur, une 
mémoire FIFO (First ln, First Out) avec une taille de 2048 octets est utilisée pour connecter 
la couche de liaison de données du protocole DNP3. 
XCSVLXll0T FPGA Côté W Côté de "utilisateur W physique 
r Interface Indépendante de support 
Circuits 
--------1 ï--------------~ 
: : Ethernet MAC : 
~ l ' ____ 1 : , ................. , : 
c: : : Iii :E 1 o IE--l 1/) lE ,. • 1 
VI VI 1 1 0 1 1: : 1 
III Q) 1 1 u.. 1 1 : MAC : 1 Q)'~ ~: Li:: ! );.' :! 
"0 c: 1 1 1 1 ~.g: l ____ • ! : ... 1 .... 1 .... : : 
~ :~E----..... :r--....;: .. ë~~ti6ië··;.· : 
o 1 1 • 1 u: 1 ): MAC : 1 
1 : ~ ................. i : 
_______ ~ L ______________ J 
1 -
1 Émetteur-
'----1 l' récepteur III 
1 II> i. lE- ~ 
: ~ ; 1 Ethernet 2 
1 ti Vl I 





Figure 4-12 Schéma bloc du contrôleur d'accès du support de la plateforme 
d'évaluation XUPV5-LXllOT deXilinx® [43]. 
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Le Système CORE Generator de Xilinx® pennet la configuration de certaines 
architectures et de fonctions définies dans les noyaux de propriété intellectuelle 
(lntellectual Properties - IP) de la même entreprise [44]. À partir de l' IP TEMAC, nous 
obtenons les fichiers VHDL pour la synthèse et l' implantation des algorithmes reliés à la 
couche Ethemet DLLIPHY. Afin d'implanter l' architecture TEMAC au dispositif physique, 
tel qu ' illustrée dans la Figure 4-12, les caractéristiques suivantes sont établies pour 
accomplir, de façon simplifiée, les fonctions nécessaires de la liaison de données. 
L' interface du côté de l' utilisateur est choisie pour maximiser la flexibilité et la 
compatibilité avec toute application dans la couche au-dessus d'elle-même. Les interfaces 
de transmission et de réception fonctionnent avec un mémoire tampon à 8 bits et un schéma 
d'horloge à 2.5 MHz ou 25 MHz selon la vitesse d' opération du TEMAC. Ils transfèrent les 










Certaines valeurs de la trame Ethemet telles que l'adresse MAC de destination, 
l' adresse MAC de source et la longueur sont fournies avant le flux de données d' utilisateur 
lors d'une transaction de données . Les octets de préambule, l' octet de début, la séquence de 
contrôle de trame (Frame Control Sequence - FCS) et l' intervalle entre trames (Interframe 
Gap - IFG) sont automatiquement ajoutés par le TEMAC. La MIl connecte le TEMAC au 
dispositif physique à travers de mémoires tampons d'entrée/sortie, de l' interface du 
TEMAC et de la logique d'horloge telle qu ' illustre la Figure 4-14. 
RX Clock ln 
) 
RX Data[7:0l 
RX Data Valid 
RX Good Frame 
RX Bad Frame 
lX Mil Clock ln 
) 
lX Clock Out 
TX Data[7:01) 









RX Clock ;; 
1 RX Data[3:0l ~ 
n 
1 RX Data Valid : 
1 RX Error ~ 
Registres '- lX Clock "0 
E/S et IE-+----- ~ 
logique l!-f-+-_l_X_Da_ta....:.[3_:0-l>1 ~ 
TX Enable ,... 
d'horloge 1 /1) 
lX Error a. (I----l------;. /1) 
L Carrier Sense ~ 
r Collision "0 IE--l-------g L-___ ~ ~ 
Figure 4-14 Schéma bloc de la configuration du TEMAC avec la MIl [43]. 
4.3.2 Mise en œuvre de l 'émetteur-récepteur des trames Ethernet et FT3 
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La conception générale du protocole DNP3 est basée essentiellement sur l'analyse des 
trames selon les unités de données du protocole ainsi que l'accomplissement du modèle 
transactionnel exigé pour les messages de requête et de réponse. À cette fin, nous avons 
défini et implanté les algorithmes reliées à la transmission et à la réception de données en 
utilisant des automates finis déterministes sous le langage de description matérielle VHDL. 
Comme indiqué à la Figure 4-15, la couche de liaison DNP3 comporte deux modules 





CON --{ Contrôle 
1 de liaison 













: Récepteur : 




Figure 4-15 Schéma bloc de la couche de liaison de données DNP3. 
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• Algorithme pour la vérification d 'erreurs de communication 
La vérification d'erreur s'effectue à partir des valeurs obtenues de la logique CRC 
comme indiqué à la Figure 4-10. Cette logique utilise des registres de décalage, des 
opérations logiques et des comparateurs. La représentation hexadécimale du générateur 
polynomial P de l'équation 4-1 est Ox3D65, en omettant le MSb (codage du bit de poids 
fort) . Cependant, pour cette application la valeur du CRC est inversée lors de la 
transmission de données, en conservant le format little-endian2 [36]. Dans ce cas, nous 
avons utilisé la représentation inverse du polynôme P = OxA6BC, laquelle génère 
directement la valeur inversée, pour l' attacher directement au message DNP3 . 
La Figure 4-16 montre le diagramme de l' algorithme implémenté dans le langage 
VHDL pour le calcul des valeurs CRC-DNP3. La fonction essentielle de l' algorithme pour 
la logique CRC consiste à mettre à jour le contenu du registre accumulateur reg_ CRC, en 
utilisant le décalage à 1 bit et l'opération XOR (OU exclusif) pour accomplir les 
soustractions successives modulo 2. L'octet reçu ou transmis dans un moment donné est 
copié parallèlement dans le LSB du registre accumulateur reg_données. De même, la valeur 
CRC calculée préalablement est aussi copiée dans le registre reg_CRe. Ensuite, chaque 
registre est décalé un bit vers la droite avec la fonction shift right logical (indiquée »=) du 
VHDL. Après, si le LSb du résultat de l' opération XOR entre les deux registres est 1, donc 
la même opération est effectuée entre le registre reg_ CRC et la valeur du polynôme inversé, 
c'est-à-dire OxA6Be. L'opération se répète jusqu ' à ce que le registre temporel reg_données 
soit totalement décalé. 
2 Dans le format little-endian le LSb a le poids le plus faible placé dans l' adresse la plus basse. 
Vrai 
Calcul valeur CRC 
Bloc données 8-bits 
Bloc CRC 16-bits 
reg_données(8 downto 0) = Bloc données 
reg_CRC = Bloc CRC 
compteur = 0 
temp = reg_CRC XOR reg_données 
reg_ CRC »= 1 




Lire le bloc de données de 10 trame 
octuelle et le bloc CRC précédent 
Chorge(/es registres avec 
les données lues 
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Redémarrer le compteur de décalage 
Exécuter l'opération logique 
XOR entre les registres 
Décaler chaque registre 
un bit vers la droite 
Si le LSb du registre temporel est 1 
exécuter l'opération logique XOR 
entre le registre du CRC et le P 
Répéter le processus jusqu'à 
le registre de données est 
totalement décalé 
Figure 4-16 Diagramme de l' algorithme pour la logique CRC-DNP. 
• Algorithme pour le transmetteur des trames enformat Ethernet et FT3 
Les formats des trames Ethemet et FT3 sont définis dans le même message lors de la 
transmission. Le but de l' algorithme est de générer le flux de données en suivant la 
description des formats Ethemet et FT3 et d' envoyer ce flux vers la couche Ethemet 
DLLlPHY. 
Comme illustré dans la Figure 4-17, l' algorithme du transmetteur des trames Ethemet et 
FT3 est basé sur un automate fini déterministe à sept états, lequel contrôle la fonction de 
transmission de la couche Ethemet DLLIPHY. 
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Celui-ci reste à l' état inactif jusqu 'à ce qu ' une requête de transmission soit produite. 
Pour cette opération, le transmetteur demande aussi l' utilisation du moyen physique et 
attend l' accès au canal de transmission. 
Si l' accès au canal n'est pas possible après un certain nombre de tentatives, le 
transmetteur notifie une erreur au contrôleur de liaison de données et retourne à l'état 
inactif. Sinon, il transmet l' en-tête de la trame Ethernet et l' en-tête de la trame FT3, en 
spécifiant tous les paramètres de celles-ci. L'état Données LSDU accepte les LSDU qui 
proviennent de la fonction de transport, les valeurs CRC sont générées parallèlement au 
flux de données des LSDU et elles sont ajoutées dans l' état CRC pour chaque bloc de 
données. D' autre part, si le code de fonction spécifié ne requiert pas la transmission des 
données LSDU, l' automate retourne à l' état inactif en attendant une nouvelle requête. 
Finalement, lors de la transmission du dernier bloc de données, l' algorithme ajoute la 
valeur CRC finale dans l' état CRC final et il revient à l' état inactif. La Figure 4-17 montre 
le diagramme d'états-transitions de l' automate fini et le Tableau 4-6 décrit les actions et les 
évènements pour le contrôle de l' automate fini relié à la transmission des trames Ethemet et 
FT3 . 
• Algorithme pour le récepteur des trames en format Ethernet et FT3 
Le but principal de cet algorithme est d'analyser et d'extraire les LSDU des trames en 
format Ethemet et FT3 qui arrivent de la couche Ethemet DLLlPHY. Le récepteur prend la 
décision de transmettre les LSDU vers la couche d'application à partir de vérifications et de 
comparaisons successives. Le récepteur compare aussi les valeurs du CRC attachées aux 
blocs de données avec celles obtenues de la logique CRC lors d'une réception de données. 
20 
14 
Figure 4-17 Diagramme d 'états-transitions pour le transmetteur de trames en 
format Ethemet et FT3 . 
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Tableau 4-6 Actions et évènements pour l' automate fini à la transmission de trames 
en format Ethemet et FT3. 
Inactif Requête de transmission de transmission 
Requête acceptée par la Analyser les paramètres de 
couche Ethemet DLLlPHY l' en-tête de la trame Ethernet 
Attendre Requête refusée par la Réessayer la requête du canal 





Nombre de tentatives Notifier l' erreur d 'accès au 
canal de transmission 
Le canal de transmission est Transmettre le prochain 
encore 
Le canal de transmission 
n'est 
Erreur de paramètres de la 
trame Ethemet 
de l' en-tête Ethemet 
Notifier l' erreur d 'accès au 
canal de transmission 
Notifier l' erreur de paramètres 
de la trame Ethemet 
Dernier octet de l' en-tête de Analyser les paramètres de 
la trame Ethemet transmis l' en-tête de la trame FT3 
Le canal de transmission est Transmettre prochain octet de 
encore l' en-tête FT3 
Le canal de transmission Notifier l' erreur d' accès au 
n'est canal de transmission 
Erreur de paramètres de la Notifier l' erreur des paramètres 
trame Ethemet de la trame Ethemet 
Dernier octet de l' en-tête de Ajouter le premier octet de la 
la trame FT3 transmis valeur du CRC pour l' en-tête 




























Le canal de transmission est Transmettre le prochain octet 
encore disponible de la valeur du CRC pour l' en- CRC 12 
tête de la trame FT3 
CRC Le canal de transmission Notifier l'erreur d' accès au Etat 13 
n'est pas disponible canal de transmission physique Inactif 
Dernier octet du CRC Transmettre le premier octet de 14 transmis la LSDU LSDU -Le canal de transmission est Transmettre le prochain octet 15 
encore disponible de la LSDU 
Le -canal de transmission Notifier l' erreur d'accès au Etat 16 
n'est pas disponible canal de transmission physique Inactif 
16ème octet du bloc de Ajouter le premier octet de la CRC 17 données transmis LSDU 
Dernier octet de la LSDU valeur du CRC pour le dernier CRC 
transmis bloc de données final 18 
Ajouter le premier octet de la 
10ème octet du 16ème bloc de valeur du CRC pour le dernier 19 données transmts bloc de données (notifier trame CRC 
additionnelle) final f---
Le canal de transmission est Transmettre le prochain octet 
encore disponible de la valeur du CRC pour le 20 dernier bloc de données 
Le canal de transmission Notifier l'erreur d'accès au 21 
n'est pas disponible canal de transmission physique État -CRC Dernier octet de la valeur Notifier la réussite de la Inactif final du CRC transmis (requête 
transmission. 22 de transmission inactive) 
Dernier octet de la valeur 
du CRC de la trame FT3 Analyser les paramètres de En-tête 23 
transmis (requête de l' en-tête de la trame FT3 FT3 
transmission active) 
Tel qu'illustré dans la Figure 4-18, l' algorithme pour le récepteur de trames Ethernet et 
FT3 est basé sur un automate fini déterministe à cinq états, lequel contrôle la fonction de 
réception et de vérification de données de la couche Ethemet DLLlPHY. 
L' automate fini reste à l'état inactif jusqu' à ce qu ' une notification de réception de 
données valides soit établie. Le récepteur compare l'adresse de destination de l'en-tête 
Ethemet avec l' adresse du MAC de la station distante. 
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Si la réception est interrompue ou les adresses ne sont pas identiques, celle-ci est 
annulée et l' automate retourne à l'état inactif, sinon le récepteur vérifie l'en-tête de la trame 
FT3 . 
Pour la vérification de l'en-tête de la trame en format FT3 , le récepteur compare les 
octets début, contrôle et adresse de destination avec l'en-tête attendu pour la liaison de 
données. Si les valeurs ne coïncident pas avec celles attendues, la réception est annulée et 
l' automate retourne à l'état inactif. 
Les valeurs du CRC de l'en-tête de chaque bloc de données sont comparées 
parallèlement avec celles obtenues de la logique CRC lors de la réception de données. Si la 
vérification de l' en-tête de la trame FT3 est correcte, mais la valeur CRe n'est pas celle 
attendue, la réception est annulée en notifiant une erreur au contrôleur de liaison de 
données. Dans le cas contraire, les LSDU sont reçues et transmises vers la couche 
d'application. Finalement, l' automate retourne à l'état inactif en attendant une nouvelle 
notification de réception de données valides de la couche Ethernet DLLlPHY. 
La Figure 4-18 montre le diagramine d' états-transitions et le Tableau 4-7 décrit les 
actions et les évènements pour le contrôle de l' automate fini relié à la réception des trames 





Figure 4-18 Diagramme d ' états-transitions pour le récepteur des trames en format 
Ethemet et FT3" 
Tableau 4-7 Actions et évènements poûr l' automate fini à la réception des trames 







preIll1er Notification de réception de 
données valides l' en-tête de la trame Ethernet En-tête 
Réception des données Vérifier le prochain octet de Ethemet l' en-tête de la trame Ethernet 
La valeur de l' octet ne 
coïncide pas avec celle 
attendue Annuler la réception 
Réception de données 
Dernier octet de l' en-tête de Vérifier le preIll1er octet de 
la trame Ethemet l'en-tête de la trame FT3 
Réception des données 
La valeur de l ' octet ne 
coïncide pas avec célIe 
V érifier le prochain octet de 
l'en-tête de la trame FT3 
I---'-'-att'--e.:....n_d_u'--e'---______ ----I Annu 1er la réception 
Réception de données 
Désactiver la notification de 
Dernier octet de l' en-tête de nouvelle trame et vérifier la 
la trame FT3 valeur du preIll1er octet du 
CRC 
Réception des données V érifier la valeur du prochain 


















La valeur de l' octet ne 1 1 " "fi E' tat 
coïncide avec celle Annu er a réceptIOn et notller 10 
attendue pas l' erreur de réception Inactif 
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Réception de données Annuler la réception et notifier Etat Il interrompue l'erreur de réception Inactif 
Dernier octet du CRC et Vérifier le de En-tête 
notification de nouvelle preIllier octet 12 CRC 
trame active l' en-tête de la trame FT3 FT3 
Dernier octet du CRC et Recevoir le premier octet de la 
notification de nouvelle 13 
trame inactive LSDU LSDU 
-
Recevoir le prochain octet de la Réception des données 14 LSDU 
Réception de données Annuler la réception et notifier Etat 15 
LSDU interrompue l' erreur de réception Inactif 16ème octet du bloc de 16 données reçu V érifier la valeur du premier CRC r---:---Dernier octet de la LSDU octet du CRC 17 
reçu 
10ème octet du 16ème bloc de Vérifier la valeur du premier LSDU données reçu octet du CRC et activer la CRC 18 
notification de nouvelle trame 
4.3.3 Mise en œuvre du contrôle de la couche de liaison de données DNP3 
Le contrôle de la couche de liaison de données DNP3 est défini par rapport à la station 
qui accomplit une telle fonction, soit une station maîtresse ou une station distante. Afm 
d' accomplir la liaison de données DNP3 dans toute station, deux automates finis 
déterministes ont été définis et implantés. Ces automates contrôlent l' émetteur-récepteur 
des trames et accomplissent les fonctions reliées à la couche de liaison de données DNP3, 
en envoyant les LPDU vers la couche d 'application ou vers la couche Ethernet DLLfPHY. 
La définition de la couche de liaison DNP3 est orientée aux communications de liaison 
synchrone. Cependant, une interface de communication asynchrone est proposée pour 
accomplir aussi certaines fonctions de liaison. Pour cette raison, quelques fonctions de la 
couche de liaison de données DNP3 ne sont pas utilisées. Tel est le cas de la fonction 9 -
Demande l 'état de liaison laquelle est utilisée pour obtenir l' état de la couche de liaison de 
données. 
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D'autre part, la fonction 2 - Test pour l 'état de liaison est utilisée pour vérifier l'état du 
FCB dans les stations distantes, elle est aussi utilisée pour vérifier la connexion avec ces 
stations. 
Tel qu ' illustré dans la Figure 4-19 l' algorithme de contrôle de liaison de données pour 
la station maîtresse est basé sur un automate fini déterministe à six états. Celui-ci accomplit 
le comportement de la couche de liaison de données pour la station maîtresse. Le Tableau 
4-8 décrit les états, les actions et les évènements accomplis. Le symbole Â réfère une 
augmentation du compteur spécifié. 
L'automate reste dans un des états énumérés dans la colonne État Actuel en 
commençant par l 'état inactif #1, jusqu ' à ce qu ' un évènement déclenche une possible 
action. Quand un évènement quelconque arrive, une des actions énumérées dans la colonne 
Actions est accomplie en indiquant le code de fonction de contrôle à transmettre pour la 
couche de liaison de données de la station distante. 
Le compteur de tentatives (CT) limite le nombre de tentatives pour certaines actions. Le 
bit station réinitialisée (SR) s' active lorsque le code de fonction 0 - Rétablir la liaison a été 
envoyé et la station maîtresse attend une réponse avec le code de fonction 0 - Confirmation 
de réception positive. Ce bit indique qu 'une station distante a été réinitialisée et reconnue 
par la station maîtresse, donc il n' est pas nécessaire de le reconnaître à nouveau. 
Le bit basculant (BB) est celui qui se copie vers le FCB dans chaque trame transmise. 
Le bit transmission échoué (TE) indique à la couche d' application une erreur dans la 
couche de lia·ison de données afin de prendre une décision au niveau de l'application. 
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Figure 4-19 Diagramme d'états-transitions pour le contrôle de la couche de liaison 
de la station maîtresse. 
Tableau 4-8 Actions et évènements pour l'automate fini au contrôle de la couche 
de liaison de la station maîtresse. 
Réinitialisation de la couche de Rétablir 0 liaison de données liaison 2 
Délivrer les données, 0 Rétablir 
État confIrmation Transmettre liaison 1 
Inactif 1 Tester l' état de liaison CT=O 2 Attendre 2 Test 
Délivrer les données, 4 3 
confIrmation non se Inactif 1 
Transmettre 3 Attendre 4 RS=1 BB=1 Données 
SR=O État 5 
Rétablir TE=1 Inactif 1 
liaison 1 Temps épuisé pour la réponse 
ou Transmettre Rétablir 7 
erreur de transmission 0 
Réponse "'CT liaison 1 8 1-
Attendre Réponse SR=1 BB=1 9 Données 0- Inactif 2 
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Réponse Transmettre 0 Rétablir 10 J - Conf de réception né~ative RS=O CT=O liaison 1 
Attendre Limite du CT atteint SR=O TE=l Etat Il Données - Inactif 1 
Temps épuisé pour la réponse ou Transmettre 3 Attendre 12 
erreur de transmission . CT Données 
Réinitialisation de la couche de Rétablir 13 liaison de données liaison 2 
Délivrer les données, 0 Attendre 
État confIrmation requise Transmettre Données 14 
Inactif 2 Tester l' état de liaison CT=O 2 Attendre 15 Test 
Délivrer les données, 4 Etat 16 
confIrmation non requise Inactif 2 
Réponse SR=l BB=l Etat 17 0- Conf de réception positive - Inactif 2 
Réponse, SR=O Etat 18 Attendre J 5 - Fonction non supportée Inactifl 
Test Limite du CT atteint SR=O TE=l Etat 19 - Inactif 1 
Temps épuisé pour la réponse ou Transmettre 2 Attendre 20 
erreur de transmission . CT Test 
Réponse, Transmettre 3 Etat 21 o - Conf de réception positive RS=l BB= l Inactif 2 
Réponse, SR=O État 22 J 5 - Fonction non supportée - Inactif 1 Rétablir TE=l r----
Liaison 2 Limite du CT atteint 23 Temps épuisé pour la réponse ou Transmettre 0 Rétablir 24 
erreur de transmission . CT Liaison 2 
Réponse SR=O Etat 25 -J - Conf de réception négative TE=l Inactif 1 
Au niveau de la station distante, l' algorithme basé sur un automate fIni déterministe à 
deux états a été implémenté. Cet algorithme essentiellement vérifIe l' octet de contrôle de la 
trame reçue et construit le message de réponse pour l' envoyer vers la station maîtresse. La 
Figure 4-20 montre le diagramme d' états-transitions et le Tableau 4-9 décrit les actions et 
les évènements pour le contrôle de l' automate fIni relié à la couche de liaison de données de 
la station distante. Le bit basculant attendu (BBA) indique l' état du FCB attendu dans la 
trame suivante quand le FCV est établi . 
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1 jusqu'à 10 11 jusqu'à 24 
t 
Début 
Figure 4-20 Diagramme d' états-transitions pour le contrôle de la couche de liaison 
de la station distante. 
Tableau 4-9 Actions et évènements pour l'automate fini au contrôle de la couche 
de liaison de la station distante. 
0 Transmettre 0 État Inactif 0 0 BBA=l 
2 
Sans X 3 Initialiser Aucune Sans 
4 Initialiser 
0 Transmettre 0 État Inactif 0 BBA=l X 
Aucune 
=BBA 2 Transmettre 0 Basculer BBA 
État Inactif Aucune 
Si DFC=O, 
Transmettre 0 17 
=BBA 3 Basculer BBA Si DFC=l, 
18 
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0 4 20 f-I 21 
État Inactif X 0 État Inactif r----Aucune - 22 9 f-I 23 
X Autre ~ 
4.3.4 Mise en œuvre du contrôle de la couche d 'application DNP3 
Le contrôle de la couche d' application est aussi défini par rapport à la station qui 
accomplit la communication DNP3. Deux automates finis déterministes sont définis et 
implantés dans chaque station. Essentiellement, ces automates engagent les TPDU et les 
APDU reliées à la couche d ' application. La haute capacité de charge utile offerte par la 
norme Ethernet permet que la fonction de transport soit contournée de telle sorte que dans 
un seul segment de données (FIR=1 et FJN= ]) l'ASDU puisse être transportée. 
COJ?Ille illustré à la Figure 4-21, l' algorithme de contrôle de la couche d ' application 
pour la station maîtresse est basé sur un automate fini déterministe à cinq états, lequel 
accomplit le comportement de la couche d' application pour la station maîtresse. Le Tableau 
4-10 décrit les états, les actions et les évènements accomplis par l' automate fini . 
7 14 
4 17 
Figure 4-21 Diagramme d 'états-transitions pour le contrôle de la couche 
d ' application de la station maîtresse. 
80 
Tableau 4-10 Actions et évènements pour l' automate fini au contrôle de la couche 
d ' application de la station maîtresse. 
Demander l' objet indiqué Transmettre premier Transmettre 0 
État Inactif octet de l' APCI APCI 
Notification de réception valide Vérifier le premier Recevoir 1 
octet de l' APCI APCI 
Temps d ' attend épuisé pour la 
2 
notification de transmission Indiquer l'échec de État Inactif Notification de communication 3 transmission invalide 
Transmettre 
Notification de transmission Transmettre le Transmettre APCI 
valide prochain octet de APCI 4 l'APCI 
Dernier octet de l' APCI Activer le Transmettre 
transmis multiplexeur de ASDU 5 données 
Notification de Indiquer l'échec de État Inactif 6 transmission invalide communication 
Notification de Transmettre le Transmettre 
transmission valide prochain octet ASDU 7 de l'ASDU 
Dernier octet de Désactiver le Transmettre Transmettre l'ASDU transmis multiplexeur de APCI 8 ASDU données 
Notifier la réussite de État 9 la transmission. Inactif 
Aucune Recevoir 10 
inactive et CON=l APCI 
Temps d ' attend épuisé pour la Il 
confirmation 
Notification de réception Indiquer l'échec de État 12 invalide communication Inactif 
Octet de l' APCI n ' est pas 13 Recevoir attendu 
APCI Notification de V érifier le prochain Recevoir 14 
valide octet de l' APCI APCI 
Activer l'écriture en 
Dernier octet de l' APCI reçu mémoire et le Recevoir 15 démultiplexeur de AS DU 
données 
Recevoir Notification de la réception Indiquer l'échec de 16 ASDU invalide communication Inactif 
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Notification de réception valide Recevoir le prochain Recevoir 17 
octet de l'ASDU ASDU 
Recevoir Dernier octet de l'ASDU reçu Désactiver l'écriture Etat 18 ASDU (FIN=O) en mémoire et le Inactif 
Dernier octet de l' ASDU reçu démultiplexeur de Recevoir 19 (FIN=I) données APCI 
Dans la station distante l' algorithme accomplit le même comportement, mais de 
manière inverse, c'est-à-dire, la station distante reçoit et vérifie l'APCI et l'ASDU des 
messages de requête de la station maîtresse et ensuite transmet les mêmes unités définies 
pour le message de réponse. 
L' encodage et la définition des données reliées aux points des stations distantes sont 
définis à partir de l' ontologie du protocole DNP3 . Le Tableau 4-11 montre les objets de 
données définis en chaque station distante. 
Les points d' entrée analogique (objet 30, variation 4) sont utilisés pour les grandeurs 
électriques instantanées obtenues du système de mesure. Les points de sortie analogique 
(objet 41 , variation 2) sont utilisés pour les consignes analogiques du système contrôle 
local. Pour assurer la synchronisation de temps entre la station maîtresse et les stations 
distantes, le point de compteur (objet 20, variation 6) est utilisé. Pour le contrôle et le 
rapport des évènements reliés à l' état des composants des systèmes multisources, les points 
de sortie binaire (objet 10, variation 1) sont utilisés. Pour le rapport des évènements reliés 
aux défaillances en puissance des systèmes multisources, les points d'évènements d' entrée 
(objet 32, variation 2) sont utilisés. Ces derniers sont les uniques points qui peuvent 
démarrer une opération de rapport-par-exception à partir d'une station distante. 
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Tableau 4-11 Définition des objets de données pour les stations distantes. 
La couche d' application peut fonctionner dans deux modes d' opération différentes, soit 
l' opération de rapport-par-exception non sollicité ou l' opération de sondage régulier. Dans 
le premier mode, les stations distantes notifient des changements d' état .ou des évènements 
reliés aux systèmes. 
Dans le second mode, un sondage cyclique est accompli pour synchroniser les bases de 
données entre la station maîtresse et les stations distantes. Nous avons remarqué que 
l' opération de rapport-par-exception peut entraîner des problèmes au niveau de la couche 
physique et la couche d'application même [45]. 
Les transmissions sans une méthode de communication accordée peuvent fortement 
produire des collisions de données au niveau de la couche physique et avec cela, la perte 
d' informations et l' échec de la communication. De plus, si la liaison physique échoue, il 
n' existe pas une façon pour détecter cette défaillance parce que la station maîtresse ne peut 
pas essayer une transmission de données sur cette même liaison. Cette défaillance peut être 
détectée lors d'une action de contrôle accomplie par une station maîtresse sur une station 
distante. 
83 
Au nrveau de la couche d' application, une station distante pourra demander une 
confirmation de la réception (en activant le bit CON) du rapport des évènements. 
Seulement quand la station maîtresse confirme la réception du message, la station distante 
qui était dans un mode d'attente assume que le rapport des évènements est bien reçu. Pour 
ces raisons, une station distante ne pourra pas transmettre un nouveau rapport des 
changements lorsqu 'elle est dans le mode d' attente de la confirmation du dernier rapport. 
Ce dernier peut causer des pertes de données importantes ou critiques. 
Dans l' opération du sondage cyclique la station maîtresse interroge, lorsqu ' il est 
nécessaire toutes les stations distantes pour connaître l' état de tout le système de gestion. 
Après la réception de la requête, chaque station distante répondra de manière séquentielle 
aux requêtes reçues. La difficulté principale dans ce mode est de délivrer l' information, en 
respectant les délais définis par les normes de communication. Cependant, le sondage peut 
être utilisé pour le contrôle de certaines tâches de temps critique. 
La Figure 4-22 montre le diagramme de blocs complet de la pile de protocole E-DNP3 
implantée dans le FPGA Virtex®-5 XC5VLXl10T. En tenant compte des conditions 
d'opération du sondage cyclique, une méthode séquentielle a été adoptée dans ce travail 
pour la synchronisation de données de chaque station. À cette fin, une séquence d' échange 
de messages est suivie dans l'opération du sondage cyclique dans chaque station comme 
illustré à la Figure 4-23 . 
L'UL démarre dans tout moment un sondage de toutes les stations. Ce processus 
déclenche une requête de lecture ou écriture d' un ou de plusieurs points d'une station 
distante sur l'AL en indiquant l' adresse, la classe et l'objet DNP3, ainsi que l'option de 
confirmation de l'ASDU. 
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Figure 4-22 Diagramme de blocs de la pile de protocole E-DNP3 implantée sur le FPGA Virtex®-5 XC5VLXIIOT. 
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Figure 4-23 Séquence de messages pour la synchronisation de données dans 
l' opération de sondage cyclique. 
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Ensuite, la DLL démarre la transaction dé données avec la fonction de livraison de 
données d'application avec un accusé de réception requis. Afin de compléter le message, 
l' algorithme de liaison de données détermine, à partir de l'adresse DNP3, l' adresse MAC 
du di.spositif physique. La DLL utilise une mémoire cache pour chercher les adresses MAC 
existantes des stations distantes. Lorsque l'adresse MAC est trouvée, la DLL envoie la 
trame Ethemet suivie de la trame FT3 sur la couche Ethernet DLLIPHY avec l' adresse 
MAC correspondante. Dans le cas contraire, la DLL envoie un message de diffusion pour 
transporter les données DNP3 et attendre une réponse de la station définie avec l'adresse 
DNP3. 
Toutes les stations distantes reçoivent donc le message de diffusion, mais seulement 
celle qui a l'adresse DNP3 correspondante analysera le message reçu. Ensuite, cette station 
distante répondra avec son adresse MAC, son adresse DNP3 , la classe et l' objet DNP3 pour 
conclure la transaction de données 
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Finalement, lors de la réception du message de réponse, la station maîtresse insère 
l' adresse MAC de la station distante dans sa mémoire cache, pour l' utiliser dans une autre 
transaction de données. 
4.4 Conclusion 
Le protocole de réseau distribué DNP3 sur Ethernet a été implanté pour l' infrastructure 
de communication afin d' accomplir l' échange d' information. La description du 
fonctionnement du protocole DNP3 ainsi que la norme Ethernet ont été décrites de façon 
détaillée. 
Les fonctions reliées à chaque couche du modèle EPA ont été mises en œuvre pour 
accomplir deux modes d' opération différentes, soit l' opération de rapport-par-exception 
non sollicité ou l'opération de sondage régulier. L'objectif principal est d' interconnecter les 
SIM du microréseau à énergies renouvelables pour échanger non seulement des données 
reliées à la surveillance, mais les consignes de contrôle. 
Les fonctions de chaque couche en incluant celles de la couche Ethemet DLLlPHY ont 
été décrites dans le langage de description matérielle VHDL pour l' implantation sur le 
FPGA Virtex®-5 XC5VLXll OT. La plupart des algorithmes sont basés dans des automates 
finis déterministe à plusieurs états et dans certaines fonctions les algorithmes sont basés 
dans les noyaux de propriété intellectuelle de Xilinx®. 
Finalement et en accord à la méthodologie de ce travail , une validation expérimentale a 
été accomplie pour évaluer la pertinence et faisabilité des propositions. Les résultats de 
cette validation seront précisés et discutés en détail dans le chapitre suivant. 
Chapitre 5- Résultats expérimentaux 
L'intégration des sources d'énergie renouvelable dans un microréseau à courant 
alternatif comporte essentiellement plusieurs SIM qUi sont interconnectés à deux 
architectures différentes: l'architecture de communication et l'architecture de pUissance, 
telles que l' illustre la Figure 5-1. 
Ces architectures sont composées d' un poste d'opération pour la programmation des 
algorithmes de contrôle, gestion et surveillance dans chaque station, une station maîtresse 
pour la gestion globale du système, deux stations distantes pour le contrôle local et les 
systèmes de conversion de puissance reliés à chaque SER. 
Réseau Étendu 
Poste d'Opérationl 











Figure 5-1 Système intelligent pour intégrer des sources d'énergie renouvelable 
dans un microréseau à courant alternatif. 
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Les interfaces de contrôle et les algorithmes de communication du système décrits 
précédemment ont été implantés et validés expérimentalement sur le banc d'essais des 
énergies renouvelables à l'IRH. 
Bien avant l'étape de validation sous la plateforme d'évaluation XUPV5-LXl10T pour 
le FPGA Virtex®-5 XC5VLXll OT, un processus de débogage a été mené. Ce processus 
consiste en la simulation sous un logicielle pour cette fin, tel que MATLAB/Simulink® avec 
la boîte à outils System Generator for DSP® ou ModeISim®. Après une évaluation des 
résultats à la simulation, le fichier de programmation Bitstream est créé à l'aide du 
logicielle Xilinx ISE (Integrated Software Enviroment) Foundation®. Le processus de 
débogage pour la validation des algorithmes est présenté de manière résumé dans la Figure 
5-2. 
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Figure 5-2 Processus de débogage pour la validation des algorithmes et la 
génération du fichier de programmation (Bitstream). 
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5.1 Validation de l'interface de contrôle et le système de mesure 
Pour la validation de l' interface de contrôle et le système de mesure des SIM, il est 
nécessaire le développement au complet du système de conversion d'énergie (redresseurs, 
hacheurs, onduleurs, filtres, etc.) comme indiqué à la Figure 3-4. À cet effet, nous avons 
proposé l' architecture du circuit pour l' onduleur afm de délivrer la puissance à partir de 
l' énergie électrique fournie par les SER. 
Nous avons donc utilisé le module de puissance intelligent PS21A 7A lequel intègre des 
dispositifs de puissance triphasée, de pilotes et des circuits de protection dans une même 
puce. La Figure 5-3 montre le schéma du circuit interne de la puce utilisée et l' annexe C 
montre le circuit complet pour l' onduleur. 
Ce module permet une tension de source d'entrée maximale de 600V et un courant de 
sortie maximal de 75A pour chaque branche de sortie. La puissance de dissipation est 
relativement faible en comparaison aux autres modules de puissance sur le marché. Celle-ci 
ne dépasse pas 180 W dans le fonctionnement à pleine charge. D'autres spécifications et 
caractéristiques électriques sont fournies dans la fiche technique du dispositif [46]. 
Pour le test du module, nous avons utilisé l' algorithme de contrôle de puissance pour 
l'onduleur proposé dans [14]. L' intégration de cet algorithme permet la génération de 
signaux MU pour différentes valeurs de la fréquence de la porteuse et de l' indice de 
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Figure 5-3 Schéma de circuit interne pour le module de puissance intelligent -
PS21A7A [46]. 
90 
OFF MII'IUII SM.ch 
Figure 5-4 





Modèle sous Simulink® pour le test du module de puissance 
intelligent. 
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La Figure 5-5 montre le modèle intégré dans l' environnement Simulink® pour le 
processus d' acquisition et conversion de données. De même, la Figure 5-6 et la Figure 5-17 
décrivent les modèles utilisés pour l' algorithme de contrôle du circuit CAN et l' algorithme 
du démultiplexeur 3-18 et d' interprétation de données, respectivement. 
C"I_--------------~C" 
D,&.Ta...~ l'l_--------------~I:AT'vr:.c.o ,. 
AOC cor ITROL v1 
Figure 5-5 Modèle sous Simulink® pour le processus d'acquisition et conversion 
des données. 
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Modèle sous Simulink® pour l' algorithme du démultiplexeur 3-18. 
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Le module de puissance intelligent est composé donc par le dispositif PSIA 7 A avec le 
circuit d'isolation galvanique à partir de coupleurs optiques, quatre capteurs de courant, un 
banc de condensateurs et une source de tension indépendante, comme illustrée à la Figure 
5-8. Chaque module possède les interfaces de mesure et contrôle et l' interconnexion au lien 
de puissance, comme illustré à la Figure 5-9. 
Figure 5-8 Module de puissance intelligent avec des accessoires installés. 
Figure 5-9 Connecteurs reliés aux interfaces de mesure et contrôle. 
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5.1.1 Test de l 'onduleur alimentant une charge résistive variable 
Pour valider le fonctionnement de l'interface de contrôle et le module de puissance 
intelligent, nous avons accompli un test de fonctionnement avec une charge résistive 
variable afm de produire différents appels de puissance. La Figure 5-10 montre le signal de 
tension à la sortie du module de puissance. Avec ce test nous avons conclu que l'onduleur 
et son interface de contrôle fonctionnement correctement. 
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Figure 5-10 Signal de tension de sortie du module de puissance intelligent pour des 
appels de puissance de (a) 200W (b) 400W. 
5.1.2 Utilisation de ressources pour l 'interface d 'acquisition de données 
Les résultats de la synthèse et de la génération du fichier bitstream pour l' algorithme 
d'acquisition et conversion de données sont résumés dans le Tableau 5-1. 
5.2 Validation de l'interface de communication 
L'implémentation de l'architecture de communication permet de résoudre des questions 
relatives à la communication et de déterminer la faisabilité de la proposition dans un une 
application réelle. 
Tableau 5-1 Résumé d'utilisation de ressources du FPGA Virtex®-5 
XC5VLX11OT pom les fonctions d'acquisition et conversion de 
données. 
690 69120 1% 
Slices 936 69120 1% 
1084 69120 1% 
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Un intérêt a été consacré à la performance du temps de livraison de la communication, 
en considérant différents cas concernant la quantité de données à transmettre et le nombre 
de stations distantes interconnectées au réseau de communication. 
Plusieurs simulations ont été effectuées pour la vérification de chaque module logique 
conçu en VHDL en utilisant ModelSim® SE 6.3. La Figme 5-11 et la Figme 5-12 montrent 
les résultats de simulation et le temps de l'émetteur-récepteur pour traiter des trames 
Ethemet et FT3. 
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Figme 5-11 Résultats de simulation pour l'émetteur des trames Ethernet et FT3 . 
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Figure 5-12 Résultats de simulation pour le récepteur des trames Ethemet et FT3 . 
Tel qu'illustré dans la Figure 5-1, l'architecture de communication comporte des 
stations distantes connectées au réseau local Ethemet avec un débit à 100 Mb/s. Chaque 
station distante possède un algorithme de contrôle local pour son système de conversion 
d'énergie afin d'intégrer les SER. L'opération du sondage cyclique est utilisée pour 
surveiller et pour contrôler chaque station distante. 
5.2.1 Utilisation de ressources pour l 'interface de communication 
Les résultats de la synthèse et la génération du fichier bitstream pour l'interface de 
communication implantée sur le FPGA Virtex®-5 XC5VLXII0T sont résumés dans le 
Tableau 5-2. 
Tableau 5-2 Résumé d'utilisation de ressources du FPGA Virtex®-5 
XC5VLXII0T pour l'interface de communication. 
Ressource Utilisé Disponible Pourcentage d'utilisation 
EthemetMAC 1 2 50% 
18 Kb RAMx2 2 148 1% 
36KbRAM 2 148 1% 
Slices 2716 69120 3% (Registres) 
Slices 2333 69120 3% (LUTs) 
Slices 3673 69120 5% (Flip-flops) 
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5.2.2 Temps de livraison versus quantité de données 
Pour le réseau local Ethemet, le temps de réponse entre deux dispositifs est la somme 
des délais au niveau des émetteurs-récepteurs dans l'interface de communication et des 
éléments du lien de connexion. L'équation 5-1 définit le délai théorique d'un réseau 
Ethemet lors d'une transaction de données. 
Ls (FS) = (FS/ BR) + Lsw + LWL 5-1 
Où FS est la taille de la trame en bits et BR est le débit de transmission en bits par 
seconde. Le délai du fonctionnement du concentrateur Ethemet (Lsw) est autour de 51ls 
indépendamment de la taille de la trame. Le délai de propagation au long de câble (LWL ) est 
négligeable en comparaison aux autres délais. 
Pour estimer le temps de réponse lors les transactions de données, un compteur à 16 bits 
est incrémenté périodiquement par rapport au signal d'horloge de 40 ns. Le compteur 
démarre avec la requête de lecture d'un ou plusieurs points d'une station distante sur l'AL 
et il s'arrête lors du dernier octet du message de réponse de la station distante. Le 
chronogramme pour calculer le temps de réponse d'une transaction de données est montré 
dans la Figure 5-13. 
Horloge Jl..fUUl.fUlJL llJUUUUUl llJUUUUUl nJ1JlfUUlJ1JUUU 
Demarrer compteur Jl'-__ _ 
Arreter compteur ____ _ 
ASDU J Requête 
APDU 
Message de confirmation 
_ ____ ----'fl 
Message de réponse 1: 
••••••••• 
lE 
Temps de réponse pour une transaction de donnnées 
Émmeteur ~ Donnée, ) 
Récepteur ~l Donn'" DNP3 X: 
Figure 5-13 Chrono gramme pour l'estimation du temps de réponse. 
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Le test commence avec la requête d'un objet ONP3 et dans chaque transaction, la 
quantité d'objets est incrémentée jusqu'à ce que la taille de l'APOU du message de réponse 
soit 250 octets, c'est-à-dire la taille maximale permise pour le protocole. Comme illustre la 
Figure 4-23 le temps de réponse est composé par plusieurs délais à travers des couches de 
la pile du protocole, en incluant le délai de transmission du réseau. La plupart de ces délais 
sont déjà déterminés [47]. Cependant, le temps total de réponse est le facteur clé dans ce 
test puisqu'il permet de garantir la transmission de données en temps-réel. 
Les résultats expérimentaux sont résumés dans la Figure 5-14. Le temps de réponse 
moyen de plusieurs messages de réponse à différentes tailles et le délai du réseau Ethemet 
obtenu de l'équation 5-1 sont dépeints. 
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Figure 5-14 Résultats expérimentaux du temps de réponse moyen pour plusieurs 
tailles de l'APOU. 
5.2.3 Temps de livraison versus le nombre de stations interconnectées 
Si le réseau est composé par plusieurs stations un concentrateur Ethemet est requis pour 
les processus de file d'attente de données. Ce concentrateur introduit des délais additionnels 
au temps de réponse. L'équation 5-2 définit le délai théorique d'un réseau Ethemet lors 
d'une transaction de données vers plusieurs stations. 
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LM (FS) = [(FS+IFG)(N/ BR)} + Lsw + LWL 5-2 
La quantité de stations distantes interconnectées produit un impact quasi linéaire sur le 
délai réel du réseau. Avec le concentrateur Ethemet, toutes les stations doivent ajouter un 
temps d'inactivité entre chaque transaction de données. Il s' agit de l'intervalle entre trames 
(Inter-Frame Gap - IFG) . 
Celui-ci est défini toujours à '96 temps de bit, c'est-à-dire que pour le débit à 100 Mb/s 
l' IFG est 0,96 ilS. La Figure 5-15 montre le temps de réponse pour plusieurs tailles de 
l'APDU de quinze stations distantes interconnectées au même réseau. 
2 ·10· 
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Figure 5-15 Résultats expérimentaux du temps de réponse moyen pour plusieurs 
stations distantes à différentes tailles de l'APDU. 
De la Figure 5-15 nous avons remarqué que le temps de réponse ne dépasse pas 20 ms 
avec l'APDU à 1024 octets et quinze stations interconnectées. Ces résultats déterminent la 
quantité maximale de données et la quantité maximale des stations interconnectées pour 
certaines applications où le temps de réponse est un paramètre critique. 
D'autre part, selon les spécifications du protocole DNP3, la plage d'adresses DNP3 
permet d'identifier 65 519 stations différentes. L'architecture de communication proposée 
garde ces spécifications, en incluant la taille maximale de l'APDU [36]. 
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Même si les spécifications de la norme Ethernet permettent les transactions de 1500 
octets pour la charge utile de données, dans l' application étudiée la charge utile ne dépasse 
jamais 250 octets. Avec les résultats obtenus concernant le temps de réponse, nous 
concluons que l' architecture de communication est appropriée pour les applications de 
temps critique, telles que celles des réseaux électriques intelligents. 
5.2.4 Validation de lafaisabilité de l 'architecture de communication 
Comme indiqué ci-dessus, la conception du système de conversion d'énergie permet 
une bonne validation de l' architecture de communication. Cependant, un test d'alarme de 
défaut a été réalisé afin d'analyser la performance du système dans un cas critique. Le test 
fait l' émulation d'une défaillance dans le système de conversion d'énergie du système 
montré dans la Figure 5-1 . 
Chaque système de conversion d' énergie comporte un pilote de connexion de la source 
d'énergie vers la charge. Celui-ci est composé par un circuit d ' isolation qui connecte le 
système de contrôle de la station distante « A » avec un triac pour activer le contacteur 
connecté à la charge. La station distante « B » utilise l' interface de mesure pour acquérir les 
grandeurs de la source d'énergie et elle émule aussi un défaut au niveau du système 
d'énergie. La Figure 5-16 montre le schéma bloc de la mise en œuvre du test décrit ci-
dessus. 
L' opération de sondage régulier est utilisée pour surveiller les grandeurs reliées à la 
station distante « B » et pour contrôler le contacteur de la station distante « A ». Une fois 
que le défaut est déclenché dans la station distante « B », le registre d' état associé à son 
système de conversion d'énergie change aussi . 
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Ensuite, dans un cycle de sondage, un message de défaut est délivré à la station 
maîtresse . Celle-ci prépare donc un message de contrôle en définissant certains objets 
DNP3 qui sont envoyés à la station distante « A » soit pour isoler le défaut ou pour protéger 
le système de conversion d' énergie en isolant le défaut même. 
Dans ce cas, l' action de contrôle est déconnecter la source d' énergie qui alimente la 
charge. Une fois que l' action est accomplie, un nouveau cycle du sondage régulier est 
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Figure 5-16 Schéma bloc de la mise en œuvre de test pour validation de la 
faisabilité de l' architecture de communication. 
En raison de la conception du pilote de connexion, le processus de déconnexion de la 
source requiert au moins deux passages par zéro du signal de la source d' énergie. Donc, les 
défauts les plus critiques par rapport à la détection sont ceux qui arrivent à proximité du 
. passage par zéro du signal puisque le processus de déconnexion pourra prendre plus de 
temps. La Figure 5-17 montre les grandeurs mesurées par la station distante B et 
l' émulation du défaut. 
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Plusieurs tests ont été accomplis en déclenchant le signal de défaut près du passage par 
zéro du signal de tension, à l' aide des compteurs de temps. Cependant les signaux de défaut 
doivent être provoqués comme résultat des algorithmes qui analysent en temps-réel le 
correct fonctionnement du système. Nous avons constaté que la détection du défaut est 
rapidement faite par la station maîtresse et le processus de déconnexion de la charge prend 
juste une période du signal. 
La réponse des actionneurs dans le système de puissance est un autre paramètre à tenir 
en compte vis-à-vis de la perfonnance du système. Cependant, cette configuration réagit 
assez rapidement et évite des problèmes au niveau de puissance. 
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Figure 5-17 Grandeurs mesurées et signal de défaut dans le test d' alarme de défaut. 
Les résultats expérimentaux obtenus prouvent que l'architecture de communication 
implantée (E-DNP3) est bien adaptée au niveau de surveillance et contrôle des systèmes de 
conversion d' énergie, même dans l'opération de sondage régulier. 
5.3 Comparaison avec d'autres propositions dans la littérature 
Nous avons comparé les résultats au niveau du temps de livraison de données avec 
d'autres propositions dans la littérature. 
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Dans [48] le protocole IEe 60870-5-104 sur la suite Tep/IP est implanté dans un 
dispositif FPGA. La suite Tep/IP accomplit les fonctions de transport et de réseau, tandis 
que la norme Ethernet accomplit les fonctions de liaison de données et physiques. Les 
résultats montrent que le temps de sondage est 900 ).lS pour une transaction de données 
entre la station maîtresse et plusieurs stations distantes. La charge utile est fournie par un 
système de données géolocalisation à 32 octets. 
La pile de protocole DNP3 est aussi présentée dans [49]. La conception est basée sur un 
microcontrôleur avec dispositifs qui accomplissent les normes Ethernet et Wi-Fi. La suite 
DNP3 sur Tep/IP est utilisée comme l' architecture de communication. Les résultats 
expérimentaux montrent que le délai pour trouver un défaut dans un microréseau est autour 
de Il ms. La pile du protocole utilise des algorithmes tiers qui ne permettent pas de 
déterminer exactement la charge utile des messages. Nous supposons qu 'elle ne dépasse 
pas 250 octets, tels qu 'établis dans la norme DNP3. 
Les paramètres décrits ci-dessus permettent comparer les résultats expérimentaux de 
l'architecture de communication proposée dans ce travail avec ceux des propositions 
précédentes et la norme IEEE 1646-2004. La performance à la communication de chaque 
proposition est résumée dans le Tableau 5-3 . 
5.4 Conclusion 
Le fonctionnement du circuit pour l'onduleur et l' interface de mesure ainsi que la 
'pertinence de l' interface de communication ont été validés avec des résultats obtenus par 
simulation et de façon expérimentale. Des tests sur l' onduleur à basse puissance ont 
démontré le fonctionnement de celui-ci. 
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Tableau 5-3 Résultats de la performance à la communication et la comparaison 
. avec d' autres travaux etIa norme IEEE 1646-2004. 
GSM/GPRS 900 JlS Protection : 32 octets 4 millisecondes 
Ethernet Il ms Surveillance: 250 octets 
BPLC 9ms 16 millisecondes 250 octets 
Ethernet 250 JlS Autres opérations: 250 octets 1 second 
De la même façon, une validation expérimentale a été faite pour l' interface de 
communication. Le temps de livraison pour les transactions de données entre plusieurs 
stations émulées a été évalué expérimentalement. Cette validation a permis de déterminer la 
perforn1ance de l' architecture de communication concernant les exigences de temps établis 
dans la norme IEEE 1646-2004. 
L' interface de communication est basée sur le protocole de réseau distribué sur Ethernet 
(E-DNP3) pour les stations connectées au réseau local. L' implémentation de ce protocole 
permet d' établir la communication bidirectionnelle, ainsi que de déterminer la validité de la 
proposition vers une application réelle pour les réseaux électriques intelligents. 
Le temps de réponse du système de communication proposé ne dépasse pas 20 ms avec 
une charge utile de données de 1024 octets et quinze stations interconnectées. Ces résultats 
déterminent la quantité maximale de données et la quantité maximale des stations 
interconnectées pour l'application d' intégration des SER, laquelle exige un temps de 
réponse très fiable. 
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Les tests effectués confirment l' ample possibilité d' échange d' information pour la 
surveillance et le contrôle des modules d' intégration intelligente (Smart Integration 
Modules - SIM). D'autre part, cette proposition permet l' amélioration des algorithmes 
reliés aux systèmes de PD ainsi que rend possible l' intégration d' énergie distribuée, la 
sécurité énergétique, la gestion de l' énergie, l' intelligence et.la capacité de communication. 
D' autre part, le temps de livraison et la taille de la charge utile ont été utilisés pour 
comparer les résultats de cette implémentation avec d ' autres architectures proposées dans la 
littérature. Nous constatons que l' architecture proposée offre encore de meilleurs résultats 
vis-à-vis du temps de livraison. 
Chapitre 6- Conclusion générale 
L'objectif de ce travail a été la conception des interfaces de contrôle ainsi que la 
proposition de l' architecture de communication pour les modules électriques intelligents 
d'un microréseau électrique. L'utilisation de technologies de pointe, telle que FPGA, 
permet l' étude d'une des technologies d' intégration à très grande échelle et aussi du 
langage de description matérielle des circuits électroniques intégrés à très haute vitesse 
(VHDL). 
Pour atteindre les objectifs de ce travail , une étude étendue concernant les protocoles de 
communication utilisés pour les réseaux électriques intelligents a été réalisée. Un protocole 
a été sélectionné en considérant les caractéristiques suivantes : 
• Ample approbation comme protocole de communication. 
• Performance de temps de livraison à la communication. 
• Architecture de communication ouverte et accessible. 
Nous avons aussi fait l' implantation matérielle afm de contribuer au projet d' intégration 
des systèmes de PD au sein du groupe d'énergies renouvelables à l' Institut de recherche sur 
l'hydrogène. Il faut constater que la proposition de ce travail a été validée sur des 
expérimentations, ce qu 'a suscité le développement d' un banc d'essai pour l' évaluation des 
algorithmes de mesure et contrôle, de la qualité de l' onde, de synchronisation des systèmes 
de génération distribuée, entre autres avec la capacité de communication. 
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Des architectures de communication et de pUIssance ont été proposées pour 
l'intégration de sources d'énergie renouvelables, en adoptant le protocole de réseau 
distribué (DNP3) sur le réseau Ethernet. Ces architectures sont évaluées, en tenant compte 
les fonctions de surveillance, d'échange d'information et de contrôle des réseaux 
électriques intelligents. 
Les tests effectués confirment l'ample possibilité d' échange d' information pour la 
surveillance et le contrôle des systèmes de conversion d'énergie. Cette capacité permet 
l' amélioration ces algorithmes et ceux reliés au partage de la puissance des différentes 
sources d'énergies renouvelables. 
Finalement, la performance du temps est évaluée dans les processus d' obtention des 
grandeurs physiques et l' échange d' information entre plusieurs dispositifs. Cette validation 
a permis d'évaluer la gestion. en temps-réel des dispositifs qui se trouvent dans un 
microréseau à énergies renouvelables. Celle-ci accomplit aussi les exigences établies par les 
normes internationales. 
Les résultats de ce travail ont été comparés avec d'autres propositions dans la littérature. 
L 'architecture de communication E-DNP3 est prévue pour les limites de temps-réel du 
microréseau, lesquelles sont définies jusqu ' aux 16 ms. Pour accomplir les fonctions 
décrites ci-dessous les données n' excèdent pas 250 octets et le temps requis pour son 
traitement ne dépasse pas les 250 ilS pour les quinze stations interconnectées. Ces résultats 
permirent aussi de confronter les conclusions obtenues dans une autre proposition où les 
auteurs affirment que le protocole DNP3 n' est pas optimal pour les applications en temps 
critique des systèmes de conversion d' énergie. 
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D'autre part, ce travail de recherche a rendu possible la publication d' un article 
scientifique lors de la conférence annuelle sur l'énergie électrique en 2012 (CEE 2012) 
intitulé «Hardware implementation of Ethernet based DNP 3 data link» [47] ainsi que la 
publication d' un autre article dans le journal IEEE Transaction on Smart Grid intitulé 
«Towards Smart Integration of Distributed Energy Resources using Distributed Network 
Protocol over Ethernet» [45]. 
Parmi les perspectives et travaux futurs il est possible de mentionner: 
• Validation au complet du système d' intégration d' énergies renouvelables 
Bien que les tests reliés à la communication, l' acquisition de données et de l'onduleur 
aient été déjà complétés, la validation de la totalité du système d' intégration d'énergies 
renouvelables permettra de se rapprocher de l'objectif principal du projet de recherche. 
• Compatibilité avec le protocole TCPIUDP/IP pour les systèmes tertiaires 
La mise en œuvre de l' architecture de communication peut s'accomplir à travers 
plusieurs approches lesquelles offrent de la compatibilité avec des réseaux déjà établis. 
Nous avons choisi la mise en œuvre du protocole DNP3 sur la norme Ethemet pour saisir le 
débit de transmission et le moyen physique amplement connu. Cependant, il y a plusieurs 
applications qui ne requièrent pas des exigences de temps. Ces systèmes utilisent 
généralement les suites TCP/IP ou UDP/IP. Il faut constater que ces suites ajoutent 
plusieurs couches à la pile de protocole et avec cela le temps de traitement de données est 
considérablement affecté. Les suites TCP/IP ou UDP/IP n' ont pas été mises en application 
dans ce travail en raison des exigences de la norme IEEE 1646-2004 et des spécifications 
techniques établies pour les réseaux électriques intelligents. 
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Annexe A - Description des interfaces de mesure et 
contrôle 
Figure A-l Connecteur DE9M pour l' interface des capteurs. 
Tableau A-l Description du connecteur DE9M pour l' interface des capteurs. 
Tableau A-2 Description du connecteur IDC à 40 pins de la carte d' évaluation 
EV AL-AD7656CBZ. 
Pin Nom Description 
1 +V1 Entrée pour le canal 1 de mesure 2 -VI 
3 +V2 Entrée pour le canal 2 de mesure 4 -V2 
5 VDD Tension positive d'alimentation des capteurs 6 
7 AGND Point de référence de masse 8 
9 VSS Tension négative d' alimentation des capteurs 10 
Il +V3 Entrée pour le canal 3 de mesure 12 -V3 
13 +V4 Entrée pour le canal 4 de mesure 14 -V4 
15 VDD Tension positive d' alimentation des capteurs 16 
17 AGND Point de référence de masse 18 
19 VSS Tension négative d' alimentation des capteurs 20 
21 +V5 Entrée pour le canal 5 de mesure 22 -V5 
23 +V6 Entrée pour le canal 6 de mesure 24 -V6 
25 VDD Tension positive d'alimentation des capteurs 26 
27 AGND Point de référence de masse 28 
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Figure A-2 Connecteur DB25F pour l' interface de contrôle du système de conversion 
d' énergie. 
Tableau A-3 Description du connecteur DB25F pour le contrôle de l'onduleur dans 
le système de conversion d 'énergie. 
AJ6 1-----=-='----1 Entrée de commande du côté positif pour la phase U 
AJ7 f-------1 Entrée de commande du côté positif pour la phase V 
V8 f-----I Entrée de commande du côté positif pour la phase W 
AK7 1-----1 Entrée de commande du côté négatif pour la phase U 
F9 f-----I Entrée de commande du côté négatif pour la phase V 
F8 f-----I Entrée de commande du côté négatif pour la phase W 
G16 f-----I Sortie de l' indicateur de surchauffe du système 
NIA 1---'-=----1 Entrée de commande pour l' activation du système 
NIA I------j Entrée d'alimentation +5V 
AB33 f------I Sortie de l' indicateur de défaillance du système 
AC33 1-----1 Entrée de contrôle pour la connexion du système 
NC Non connectés 
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Tableau A-4 Description du connecteur DB25F pour le contrôle du hacheur dans le 
système de conversion d'énergie. 
1---=-=-=-=--=---1 Entrée de commande de grille pour l ' IGBT 1 
1---=-=-'---"'-=---1 Entrée de commande de grille pour l' IGBT 2 
AF33 1-------1 Entre logique pour la fermeture des IGBT 1 et 2 
AD34 1-----.,----1 Entrée de commande de grille pour l' IGBT 3 
AC34 f-------1 Entrée de commande de grille pour l' IGBT 4 
AN32 f-- ----1 Entrée logique pour la fermeture des IGBT 3 et 4 
NIA f-------1 Entrée d' alimentation +5V 
AB32 I---=-=-=-=--=---j Entrée de commande de grille pour l ' IGBT 5 
AC32 1-----"--=-=---1 Entrée logique pour la fermeture de l' IGBT 5 
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Figure B-l Montage des cartes d'extesion XGI pour le système de mesure. 
Annexe C - Connecteur D IN pour le circuit CAN 
Figure C-1 Configuration des pins pour le connecteur DIN. 
Tableau C-1 Désignation des pins pour le connecteur DIN du circuit CAN. 
Pin Ligne A Ligne B Ligne C 
1 Reset 
2 DBO 
3 SCLK1 DB1 SCLK1 
4 DGND 
5 DTO DB2 DRO 
6 TFSO DB3 RFSO 
7 SCLKO DB4 DCLKO 
8 DVCC 
9 -,RD DB5 -,WR 







17 CONVST DB11 -'IRQ2 











Annexe D - Module de puissance intelligent 
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Figure D-l Schéma du circuit pour le module de puissance intelligent. 
