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Geometry and Conservation Laws for a Class of
Second-Order Parabolic Equations II:
Conservation Laws
Benjamin Blake McMillan
Abstract
This is the second of two papers, the first of which developed geometric invari-
ants for the class of scalar parabolic PDE, up to a generalized change of variable.
The results developed in Part I are used here to study the characteristic cohomol-
ogy of parabolic exterior differential systems, which directly translates into results
on the conservation laws of parabolic equations. I find several results:
First, I calculate the auxilliary differential equation whose solutions are in bi-
jection with conservation laws of a parabolic equation. This result holds for fully
general non-linear scalar parabolic equations, including ones not of evolutionary
form. Second, any conservation law of an evolutionary parabolic equation is de-
fined by a Jacobian function that depends on at most the second derivatives of
solutions (as opposed to arbitrarily many derivatives in the general case). Finally,
any evolutionary parabolic system with at least one non-trivial conservation law is
neccessarily a Monge-Ampe`re equation.
Introduction
0.1. Background This paper, the second of a two part series, is concerned with the
conservation laws of non-linear 2nd-order differential equations
of parabolic type. In the first part, I introduced the class of exterior differential sys-
tems that capture the geometry of fully general scalar 2nd-order differential equations
(generalizing constructions of Bryant & Griffiths in [3], and of Clelland in [4]) and
made progress on the equivalence problem, introducing 2 new families of geomet-
ric invariants—the Monge-Ampe`re invariants and the Goursat invariants. Briefly, the
Monge-Ampe`re invariants vanish if and only if the parabolic equation is reducible to
one of Monge-Ampe`re type, while the Goursat invariants vanish if and only if there are
locally choices of coordinates in which the equation is of evolutionary type
∂u
∂x0
= F
(
x0, xi, u,
∂u
∂xi
,
∂2u
∂xi∂xj
)
i, j = 1, . . . n.
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Evolutionary parabolic equations are of course the most commonly studied class of
parabolic equations, and I will restrict attention to such equations in this paper. So, for
our purposes here, make the following definition.
Definition 0.1. A (strongly) parabolic system in n + 1 variables is a 2n + 2 + (n +
1)(n+ 2)/2 dimensional exterior differential system (M0, I0) such that any point has
a neighborhood equipped with a spanning set of 1-forms
θ∅, θa, ω
a, πab = πba a, b = 0, . . . n (0.1)
that satisfy:
1. The forms θ∅, θa generate I0 as a differential ideal.
2. The structure equations
dθ∅ ≡
n∑
a=0
−θa ∧ω
a (mod θ∅)
dθ0 ≡
n∑
a=0
−π0a ∧ω
a (mod θ∅, θb) b = 0, . . . , n
dθi ≡
n∑
a=0
−πia ∧ω
a (mod θ∅, θj) i, j = 1, . . . , n.
3. The parabolic symbol relation
n∑
i=1
πii ≡ θ0 (mod θ∅, θj , ω
a) j = 1, . . . , n a = 0, . . . n.
It follows immediately from the structure equations and d2θ
∅
= 0 that
dω0 ≡ 0
(
mod θ
∅
, θa, ω
0
)
.
In Theorem 6.1 of Part I, it was shown that this is equivalent to the existence of a
coframing as in Definition 0.1 for which
dω0 ≡ 0
(
mod ω0
)
,
which is also equivalent to the fact that the characteristic hyperplane distribution de-
fined by ω0 is integrable on all solutions.
Recall the definition of solution manifolds, which correspond to the graphs of
solutions to the parabolic equation.
Definition 0.2. A submanifold ι : Σ →֒ M0 is an integral manifold of (M0, I0) if the
pullback ι∗ I0 is identically zero.
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An n+1-dimensional integral manifoldΣ ofM0 satisfies the independence con-
dition if
ι∗(ω0 ∧ . . . ∧ωn) 6= 0
everywhere.
An integral manifold that satisfies the independence condition everywhere is a
solution manifold.
0.2. Overview The results developed in Part I are used here to study the characteris-
tic cohomology of (M0, I0), which directly translates into results on
the conservation laws of parabolic systems. As a preliminary definition, the 1st-order
space of conservation laws is given by the nth homology groupHn(Ω¯∗0) of the complex
Ω¯∗0 := Ω
∗(M0)/ I0 .
By definition, an element of Hn(Ω¯∗0) is represented by an n-form on M0 whose re-
striction to any solution submanifold is closed (a conservation law), up to equivalence
by closed n-forms and elements of I0 (trivial conservation laws). Unfortunately, this
space does not capture all conservation laws, because there may be conservation laws
that depend on more derivatives of solutions than M0 can see. To fix this, it will be
necessary to replace (M0, I0) with its infinite prolongation (M, I). This process is de-
scribed in Section 1. The necessity of infinitely prolonging is seen in examples such as
the KdV equation, where there do exist hierarchies of conservation laws that depend on
arbitrarily many derivatives of solutions. However, it will be proved here that this phe-
nomenon cannot happen for evolutionary scalar parabolic equations: all conservation
laws factor throughM0 itself.
After some preliminaries, specializing the tools of [3] to parabolic systems of
arbitrary dimension—the sub-principal symbol makes things more interesting in higher
dimensions—I find several results:
First, I calculate the auxilliary differential equation whose solutions are in bi-
jection with conservation laws of (M, I). This result holds for fully general scalar
parabolic equations, including ones not of evolutionary form. This is proved in Theo-
rem 4.1.
Second, any conservation law of an evolutionary parabolic equation is defined by
a Jacobian function that depends on at most second derivatives of solutions. In other
words, the KdV type phenomenon cannot happen for strongly parabolic systems. This
is proved in Theorem 7.1. This means in particular that the problem of finding all
conservation laws for a parabolic system, which involves a-priori solving an infinite
dimensional partial differential equation, is in fact a finite dimensional problem.
Finally, any evolutionary parabolic system with at least one non-trivial conserva-
tion law is neccessarily a Monge-Ampe`re equation, which is proved in Theorem 7.2.
All three of the results have analogues which were proved in 1+1 dimensions by
Bryant & Griffiths [3] and in 2 + 1 dimensions by Clelland [4]. Both works provided
an invaluable roadmap in exploring the general case.
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1 The Prolongation of (M0, I0)
Let Jk(Rn+1,R) denote the bundle of k-jets of functions from Rn+1 to R. A choice of
linear coordinatesx0, . . . , xn on the domainRn+1 and coordinates p∅ on the codomain
R induces natural coordinates on each Jk(Rn+1,R)—for each symmetric multi-index
I in {0, . . . , n}, the coordinate pI corresponds to the I
th derivative
∂|I|p∅
∂xI
.
The jet bundles may be arranged in a tower, where each Jr+1(Rn+1,R) is a
bundle over Jr(Rn+1,R) with fiber the symmetric product Sr+1(Rn+1). Furthermore,
each jet space Jr(Rn+1,R) has a natural exterior differential system structure, the
differential ideal C(r) generated by the 1-forms1
θˆI = dpI − pIa dx
a |I| < r,
using Einstein summation over a = 0, . . . , n.
Let (J∞(Rn+1,R), C(∞)) denote the inverse limit of this tower. On J∞(Rn+1,R)
there are differential operators, the total derivatives, defined by
Da = ∂xa +
∑
I
pIa∂xI .
These can be used to describe the prolongations of a differential equation. For example,
consider a second order differential equation
F (xa, p∅, ∂p∅, ∂
2p∅) = 0
for the unknown scalar function p∅ of n+1 variables. This equation defines a function
F (xa, p∅, pa, pab)
on J∞(Rn+1,R), which clearly factors through J2(Rn+1,R). The first prolongation
of this equation is, by definition, the system of n+ 2 functions
F (1) := F × (DaF ) : J
3(Rn+1,R) −−−→ R×Rn+1 .
This processmay be repeated inductively to define the prolonged systemsF (2), F (3), . . .
on to F (∞). It is important to note that solutions of any pair of these systems are in bi-
jection, so nothing is lost in this process.
Now consider a parabolic system (M0, I0), as defined in the introduction. Lo-
cally on M0 there is a parabolic 2
nd-order equation F and an embedding so that the
diagram of EDS maps
(M0, I0)
ι
−֒−−−→ (J2(Rn+1,R), C(2))
F
−−−−−→ (R, {0})
is exact, in the sense thatM0 = F
−1(0) and I0 = ι
∗ C(2).
1Here and throughout, Ia will denote the multindex obtained from I by appending a.
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The exterior differential system prolongations ofM0 (see [2] or [1] for the intrin-
sic definition and more details) can be seen to fit into the diagram
...
...
...
(M
(2)
0 , I
(2)
0 ) (J
4(Rn+1,R), C(4)) (R1+n+1+(
n+1
2 ), {0})
(M
(1)
0 , I
(1)
0 ) (J
3(Rn+1,R), C(3)) (R1+n+1, {0})
(M0, I0) (J
2(Rn+1,R), C(2)) (R, {0})
F (2)
F (1)
F
It is a key point that the left column may be calculated globally, without reference
to local embeddings into jet space. In particular, infinite prolongations exist even for
exterior differential systems that are more naturally defined without reference to jet
bundles, such as the mean curvature flow. Furthermore, any (n + 1)−dimensional so-
lution submanifold inM0 has a unique lift toM
(r)
0 for each r, so the solution manifolds
ofM0 are in bijection with those ofM
(r)
0 for each r.
Let (M, I) be the infinite prolongation ofM0, the inverse limit of the prolonga-
tion tower. More precisely, the manifoldM is given by the inverse limit of underlying
manifolds,
M = lim
←−
M
(r)
0 ,
and the ideal I is given by
I =
∞⋃
r=0
I(r) .
ThemanifoldM is infinite dimensional, but this will not cause any technical diffi-
culty, because we can always work at a finite level. In particular, this paper is concerned
with conservation laws of finite type, which are represented by certain differential forms
pulled back from a finite prolongation of M0. Accordingly, it will suffice to consider
finite-type functions on M , those that can be expressed as the pullback of a function
onM (r) for some r. The space of finite-type smooth functions is given by
C∞ =
∞⋃
r=0
C∞
(
M (r)
)
and the finite-type differential forms by
Ω∗(M) =
∞⋃
r=0
Ω∗(M (r)).
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It is worth noting that a function A ∈ C∞
(
M (r)
)
is one which, when restricted
to the graph of a solution u(x) to the differential equation F , results in a functional
of x, of u, and of the derivatives of u up to order r + 2. For example, a point of
M0 is the 2-jet of a solution, and a function on M0 is a functional depending on at
most second derivatives of solutions. It is in this sense that it is possible to say that
a conservation law of a parabolic system depends on at most second derivatives of
solutions, or equivalently, that any conservation law on M in fact pulls back from a
conservation law onM0.
Now for some linear algebra preliminaries, which will be used to describe the
structure of (M, I). Fix a vector spaceW and subspaceW ′ of respective dimensions
n+ 1 and n, and basis ea onW so that
W ′ = R{e1, . . . , en} ⊂ W = R{e0, . . . , en}.
Let
W0 =W/W
′ ∼= R{e0}.
This decomposition ofW induces one on the symmetric powers ofW , so that
SrW =
⊕
s+t=r
Ss(W ′)⊗ St(W0).
For notation, elements will be indexed with regards to this splitting, so that Sr(W ) has
basis given by the elements
eI,t = ei1◦ . . . ◦eis◦(e0)
t I = (i1 . . . is),
as I ranges over symmetric multi-indices of length |I| up to r, and t = r − |I|.
The total symmetric product S• := S•(W ) ofW is an algebra, with multiplica-
tion given by the action ofW :
eieI,t := eIi,t
e0eI,t := eIi,t+1.
Note that this is nothing but polynomial multiplication, with a special indeterminate
picked out. There is also an action ofW∨ on S•, essentially the directional derivative.
In the given basis,
eieI,t := #(i, I)eI\i,t
e0eI,t+1 := (t+ 1)eI,t,
where #(i, I) is the number of times i appears in I . These can be used to define a
particularly useful operator, the spatial trace onW , by
tr =
n∑
i=1
eiei.
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Now, a parabolic system (M0, I0) is a linear Pfaffian system and the general
theory of such (see [1], Chapter IV for more details) determines the associated tableaux
K ∼= S20(W
′)⊕ (W ′ ⊗W0)⊕ S
2(W0),
a linear subspace of W ⊗W , where S20(W
′) is the traceless component of S2(W ′).
The rth prolongation ofK is defined by
K(r) = (K ⊗ SrW ) ∩ (W ⊗ Sr+1W ),
which is readily computed to be
K(r) ∼=
2+r⊕
s=0
Ss0(W
′)⊗ S2+r−s(W0).
EachK(r) is naturally identified with the kernel of the spatial trace
Sr+2(W ) −−−→ Sr(W )
eI 7−−−→
n∑
i=1
eieieI .
The adapted coframing ofM0,
ωa, θ∅, θa, πab,
is consistent with this tableax after relabeling:
θ∅ 7−−→ θ∅,0 πij 7−−→ πij,0
θi 7−−→ θi,0 πi0 7−−→ πi,1
π00 7−−→ π∅,2
OnM (1), the ideal I(1) is spanned by 1-forms
θ∅, θi,0, θ∅,1, θij,0, θi,1, θ∅,2
for which
θij,0 ≡ πij,0 (mod θ∅, θi,0, θ∅,1, ω
a)
θi,1 ≡ πi,1 (mod θ∅, θi,0, θ∅,1, ω
a)
θ∅,2 ≡ π∅,2 (mod θ∅, θi,0, θ∅,1, ω
a) .
More generally, for each r ≥ 1, the prolongation M (r) is an affine-space bun-
dle over M (r−1) with fiber K(r). Because the fibers are affine, there are translation
invariant 1-forms
πI,t for |I|+ t = r + 2,
7
satisfying the relation
n∑
i=1
πJii,t = 0 for |J |+ t = r.
The ideal I(r) is built inductively from I(r−1) by adjoining appropriate 1-forms (|I|+
t = r + 1)
θI,t ≡ πI,t
(
mod I(r−1)
)
,
satisfying
n∑
i=1
θJii,t ≡ 0
(
mod I(r−1)
)
for |J |+ t = r.
ThenM (r) is (locally) spanned by the 1-forms
ωa, θI,t, πJ,s
for |I|+ t ≤ r + 1 and |J |+ s = r + 2.
Altogether, the standard theory of prolongations of exterior differential systems
gives the following theorem.
Proposition 1.1 (Principal Structure Equations). Near any point of the infinite prolon-
gation (M, I) of a parabolic system, there is a spanning set of 1-forms
ωa, θI,t,
where I ranges over symmetric multi-indices and t over non-negative integers, so that
1. I = {θI,t}.
2. I(r) = {θI,t : |I|+ t ≤ r + 1}
3. For any θI,t,
θI,t ≡ πI,t (mod θJ,s : |J |+ s < |I|+ t)
and
dθI,t ≡ −θIi,t ∧ω
i − θI,t+1 ∧ω
0 (mod θJ,s : |J |+ s ≤ |I|+ t) .
The 1-forms in I are subject to the relations
n∑
i=1
θIii,t ≡ 0 (mod θJ,s : |J |+ s < |I|+ 2 + t) .
This theorem has the following corollary.
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Corollary 1.2. A function A ∈ C∞ factors through C∞
(
M (r)
)
if and only if
dA ≡ 0
(
mod I(r+1), ωa
)
.
Proof. Let r be the smallest number so that A ∈ C∞
(
M (r)
)
. As M (r) is locally
spanned by ωa, I(r) and πI,t with |I| + t = r + 2, it follows that there are functions
AI,t so that
dA ≡
∑
|I|+t=r+2
AI,tπI,t ≡
∑
|I|+t=r+2
AI,tθI,t
(
mod I(r), ωa
)
≡ 0
(
mod I(r+1), ωa
)
.
Conversely, if r is the largest number so that
dA 6≡ 0
(
mod I(r+1), ωa
)
,
there must be at least one nonzero AI,t so that
dA ≡
∑
|I|+t=r+2
AI,tπI,t
(
mod I(r+1), ωa
)
.
ThenA certainly varies in the fiber ofM (r+1) overM (r), and so cannot factor through
C∞
(
M (r)
)
2 The C-spectral sequence
Let Ω
∗
be the chain complex defined by the exact sequence
0 −−→ I∗ −−→ Ω∗(M) −−→ Ω
∗
−−→ 0.
The homology of Ω is intimately connected with the behavior of solutions to M . The
next definition follows Bryant and Griffiths [2].
Definition 2.1. The characteristic cohomologyH
q
of an infinitely prolonged parabolic
system (M, I) is the cohomology of the complex Ω
∗
,
H
q
= Hq(Ω
∗
, dh).
The top cohomologyH
n+1
is the space of functionals on maximal integral man-
ifolds: it consists of the n+1 forms modulo exact forms and forms in I, both of which
integrate to zero on any closed integral manifold.
The next cohomology group can be interpreted as the space of conservation laws
of (M, I)):
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Definition 2.2. The space of conservation laws for a parabolic system is given by the
degree n characteristic cohomology,
C = H
n
(M).
Because (M, I) has determined symbol, H
n
and H
n+1
are the only nontrivial
characteristic cohomology groups (see below).
The cohomology of the differential operator dh is difficult to compute directly.
However, the characteristic cohomology fits into a spectral sequence. In turn, the first
page of this spectral sequence can be computed using a second spectral sequence. This
second spectral sequence is quite amenable to calculations, as its first page is deter-
mined by the symbol of (M, I).
To define the first spectral sequence, consider the filtration of Ω∗(M) defined
recursively by
F0 = Ω∗(M)
Fp+1 = I ∧ Fp .
Then the associated graded spaces are given by
Grp,∗ := Fp /Fp+1,
where the grading is chosen so that elements ofGrp,q have degree (p+q) as differential
forms. The exterior derivative descends to a well defined operator dh, defining a chain
complex for each p ≥ 0. These complexes comprise the 0 page of the filtration spectral
sequence, so that
Ep,∗0 = Gr
p,∗.
It follows immediately from the definition that
E0,∗0 = Ω
∗
,
and thus
E0,∗1 = H
∗
.
On the other hand,
E∞ ⇒ H
∗(M),
so for sufficiently small neighborhoods the spectral sequence converges to zero. As we
are concerned here with local conservation laws, assume henceforth that M is con-
tractible, restricting attention to a neighborhood if necessary.
It follows from the two-line theorem of Vinogradov, [5], or the more general
theory of characteristic cohomology, [2], that for parabolic systems,
Ep,q1 = 0 for q < n,
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so the E1 page is
0 H
n+1
E1,n+11 E
2,n+1
1 . . .
0 H
n
E1,n1 E
2,n
1 . . .
0 0 0 0 . . .
dv dv dv
dv dv dv
Note that as an immediate consequence, the bottom row is exact, so thatH
n
is isomor-
phic to the kernel of dv in E
1,n
1 . This motivates the following definition.
Definition 2.3. The space of differentiated conservation laws is
C = ker
(
E1,n1
dv−−→ E2,n1
)
The operator dv provides an isomorphism between C and C , and the latter space
may be computed in two steps: First one computes E1,n1 , and then one computes the
kernel of dv. It is the second spectral sequence which helps to compute E
1,n
1 , which is
explained in the next section.
3 The weight filtrations
Bryant and Griffiths introduced a second filtration onEp,q1 with p ≥ 1, the princi-
pal weight filtration, that linearizes the calculation of eachEp,q1 . However, for parabolic
systems, the principal weight filtration doesn’t see ‘lower order’ information, such as
the sub-principal symbol. So, it will also be necessary to introduce the sub-principal
weight filtration, which sees further into the structure of (M, I). Theorem 7.1 below
shows that the existence of conservation laws for parabolic systems is controlled by the
sub-principal symbol, and the proof relies heavily on the sub-principal weight filtration.
Definition 3.1. A weight function is a function wt: Ω∗(M) → Z satisfying the fol-
lowing properties:
1. wt(f) = 0 for f ∈ C∞.
2. wt(α∧β) = wt(α) + wt(β) for α, β ∈ Ω∗(M).
3. wt(α+ β) = max(wt(α),wt(β)).
Example 3.2 (The Principal Weight Filtration). Consider the weight function pwt on
Ω∗(M), uniquely specified by
pwt(ωa) = −1
pwt(θI,t) = |I|+ t.
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For each integer k and each p ≥ 1, define
Fpk = {α ∈ F
p : pwt(α) ≤ k}/Fp+1,
the subspace in Grp,∗ of forms with principal weight less than k. The principal weight
filtration on Grp,∗ is defined by the sequence
. . . ⊂ Fpk ⊂ F
p
k+1 ⊂ . . . ⊂ Gr
p,∗ .
It follows immediately from the principal structure equations that dh restricts to make
each Fpk into a subcomplex.
For each fixed p > 0 there is a spectral sequence associated to this filtration, with
E0 page given by
E
∗,k
0 = F
p
k /F
p
k−1 .
This spectral sequence converges to Ep,∗1 .
Any element of E
∗,k
0 can be represented by a linear combination of the forms
θI1,t1 ∧ . . . ∧ θIp,tp ∧ω
a1 ∧ . . . ∧ωaq
of principal weight exactly k—explicitly, those for which
|I1|+ t1 + . . .+ |Ip|+ tp − q = k.
In calculations, it will be convenient to abuse notation slightly, also using Fpk to
denote
Fpk = {α ∈ F
p : pwt(α) ≤ k} ∪ Fp+1 .
Then expresions formed from elements [Φ] ∈ E
∗,k
0 using the representative Φ are well
defined modulo Fpk. For example, if dhΦ is any representative of dh[Φ], then
dhΦ ≡ dΦ (mod F
p
k) .
The distinct usages occur in different contexts, and should not cause confusion.
The advantage of this second filtration is that the exterior derivative is C∞-linear
on E
∗,k
0 , and treats the forms ω
a as constants. Indeed, by R-linearity of dh, it suffices
to check that
dh(fθI1,t1 ∧ . . . ∧ θIp,tp ∧ω
a1 ∧ . . . ∧ωaq )
≡ f dh(θI1,t1 ∧ . . . ∧ θIp,tp) ∧ω
a1 ∧ . . . ∧ωaq
(
mod Fp,∗k−1
)
,
but this follows from the observation that dh decreases weight for functions and for
each ωa: For f ∈ C∞,
dhf ≡ Dafω
a
(
mod F1
)
,
so pwt(dhf) = −1 < pwt(f), unless dhf = 0. Meanwhile,
dhω
a ≡Mabcω
b
∧ωc
(
mod F1
)
,
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for functionsMabc, so
pwt(dhω
a) = −2 < pwt(ωa).
It will be useful to restate Corollary 1.2 in terms of the principal weight filtration:
Corollary 3.3. A function A ∈ C∞ factors through C∞
(
M (r)
)
if and only if
dA ≡ 0
(
mod F1r+2, ω
a
)
.
Example 3.4 (The Sub-Principal Weight Filtration). The geometry of parabolic sys-
tems depends on the sub-principal symbol, so it is useful to have a weight filtration
that sees the difference between Goursat and non-Goursat systems. The sub-principal
weight function is the unique weight function wt such that
wt(ωi) = −1
wt(ω0) = −2
wt(θI,t) = |I|+ 2t.
For each integer k and each p ≥ 1, define the subspace
Fpk = {α ∈ F
p : wt(α) ≤ k}/Fp+1
of Grp,∗, the forms of sub-principal weight less than k. The sub-principal weight fil-
tration onGrp,∗ is defined by the sequence
. . . ⊂ Fpk ⊂ F
p
k+1 ⊂ . . . ⊂ Gr
p,∗ .
The fact that this filtration is dh-closed is a corollary of Proposition 6.1.
The operator dh again restricts to a C
∞-linear operator on Fp,∗k /F
p,∗
k−1. As with
the principal weight filtration, it will be useful to have the notation
Fpk = {α ∈ F
p : wt(α) ≤ k} ∪ Fp+1
and
Fp,dk = F
p
k ∩Ω
d(M).
4 Conservation Laws of Parabolic Systems
The first step in calculating the space of conservation laws for a parabolic system is to
compute E1,n1 . This is done in the following Theorem, which holds for the completely
general parabolic systems defined Part I, but in particular, for strongly parabolic sys-
tems. The statement of the theorem uses the ommitted index notation, wherein for an
anti-symmetric index set I , the n− |I| form ω(I) is defined by
ω(I) = ±
∏
i6∈I
ωi,
with sign so that ωI∧ω(I) = ω
0
∧ . . .∧ωn.
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Theorem 4.1. Let (M, I) be a weakly parabolic system and
Υ = θi,0 ∧ω(i) − θ∅,0 ∧ω(0).
For any Φ ∈ E1,n1 , there is a function A ∈ C
∞ and an n-form ψA so that
Φ ≡ AΥ− θ∅,0 ∧ψA
(
mod F2
)
,
There is a linear first order operator sending A to ψA, given by
ψA = (DiA+Aai)ω(i), (4.1)
where the coefficients ai are determined by the EDS invariants ofM .
Furthermore, there is a function L(A,DaA), linear in its arguments and with
coefficients determined by the invariants ofM0, so that the solutions of
DiDiA− L(A,DaA) = 0 (4.2)
are in bijection with the elements of E1,n1 .
Proof. It suffices to understand the principal weight spectral sequence E
∗,k
∗ (with p =
1), which converges to E1,∗1 . By the general theory of characteristic spectral sequences,
the zeroth page E0 is isomorphic to the Spencer complex of the tableaux K . This
Spencer complex in turn calculates the minimal free resolution of the symbol module
associated to K . See [2], as well as [1], for details, but the takeaway is that there
are no relations between the symbol relations of a parabolic systems, which shows
that the following diagram contains the only terms that don’t immediately degenerate.
Adopting the notation
Gr∗k = F
1,∗
k /F
1,∗
k−1,
the only non-trivial part of the E0 page is
Grn+1−n+1 Gr
n+1
−n Gr
n+1
−n−1
Grn−n+1 Gr
n
−n 0
Grn−1−n+1 0 0
dh dh
dh
Since dh is aC
∞-linear vector bundle map between these spaces, it suffices to compute
pointwise. Localizing at each point of M results in the following diagram of vector
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spaces.
R{θij,0∧ω, θi,1∧ω, θ∅,2∧ω} R{θi,0∧ω, θ∅,1∧ω} R{θ∅,0∧ω}
R{θi,0∧ω(b), θ∅,1∧ω(b)} R{θ∅,0∧ω(a)} 0
R{θ∅,0∧ω(ab)} 0 0
dh dh
dh
Because the differential is no longer guaranteed to be C∞-linear, it is not possible to
compute pointwise. Nonetheless, the E1 page is
0 0 C∞{θ0,0∧ω}
C∞{θi,0∧ω(i)} 0 0
0 0 0
Now there is enough degeneracy to see that the E2 page is given by
0 0 C∞{θ0,0∧ω}
C∞{θi,0∧ω(i)} 0 0
0 0 0
δ
After this page the spectral sequence degenerates, so
E1,n1 = ker(δ).
In particular, for any element Φ ∈ E1,d1 , there are functions A and Aa in C
∞ so that
Φ ≡ Aθi,0 ∧ω(i) +Aa θ∅,0 ∧ω(a)
(
mod F2
)
.
Now, Φ is dh-closed, and at highest sub-principal weight, one finds
0 = dhΦ ≡ −(A+A0)θ0,1 ∧ω(∅)
(
mod F1−n−1
)
,
so A0 = −A. Then, with no restriction on weights,
0 = dhΦ ≡ (DiA+Ai)θi ∧ω(∅) +A dΥ
(
mod F2, θ∅,0
)
.
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Letting a∅, ai ∈ C
∞ so that
dΥ ≡ (a∅θ∅,0 + aiθi,0) ∧ω(∅)
(
mod F2
)
,
it is clear that
Ai = −DiA+Aai.
Finally, one can check that
dhΦ ≡ (−D0A+Aa∅+Di(−DiA+Aai))θ∅,0 ∧ω(∅)+(−DiA+Aai)dh(θ∅,0 ∧ω(i))
(
mod F2
)
,
which provides a final differential equation that Amust satisfy, of the form in Equation
4.2.
5 Horizontal and vertical derivatives
The differentials dh and dv in the characteristic spectral sequence have natural
geometric interpretations, which I describe here. They are the same operators as defined
in [2], but modified for the situation at hand.
By definition, the operator dh is the restriction of d to the associated graded
Grp,∗. More explicitly, given an equivalence class [α] ∈ Grp,∗ represented by α ∈ Fp,
the horizontal derivative dh[α] is represented by dα ∈ F
p, so that
dhα ≡ dα
(
mod Fp+1
)
.
For any element [ϕ] ∈ F0 /F1, the operator dh is horizontal with respect to any
solution manifold Σ, in the sense of total derivatives, so that
(dhϕ)|Σ = d(ϕ|Σ).
This geometric interpretation leads to the linear differential operators Da, defined for
given A ∈ C∞ as the unique functionsDaA ∈ C
∞ so that
dhA ≡ (DaA)ω
a
(
mod F1
)
.
These operators arise naturally in the differential equation that governs conservation
laws of parabolic systems.
Now consider the vertical derivative dv, which is well defined for elements [α] ∈
Ep,q1 . Let α ∈ F
p represent the equivalence class [α]. Then
dhα ≡ 0
(
mod Fp+1
)
and dv[α] is represented by dα. Informally, write
dvα ≡ dα
(
mod Fp+2
)
.
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It is useful to extend the operator dv to forms for which dhα 6= 0. Towards this
end, fix a linear subspace of horizontal 1-forms, J = {ωa}, that splits Ω1(M) as
Ω1(M) = J ⊕ I,
where I = {θI,s} = I ∩Ω
1(M). This splitting extends naturally to Ω∗(M),
Ωk(M) =
⊕
p+q=k
(ΛpI) ∧ (ΛqJ).
An element [α] ∈ Grp,q is represented by a form
α ∈ (ΛpI) ∧ (ΛqJ)
and
dhα ∈ (Λ
pI) ∧ (Λq+1J),
so that we may define dv by
dvα ≡ dα
(
mod Fp+2,Λq+1J
)
.
This operator clearly agrees with the original definition of dv on dh-closed forms, and
furthermore satisfies
dα ≡ dhα+ dvα
(
mod Fp+2
)
.
Lemma 5.1. For any functionA ∈ C∞, let w = pwt( dA), so that there are functions
AI,s, not all zero, for which
dA ≡ (DaA)ω
a +
∑
|I|+s=w
AI,sθI,s
(
mod F1w−1
)
.
If w > 1, then
dv(DaA) ≡ −
∑
|I|+s=w
AI,s(eaθI,s)
(
mod F1w, J
)
.
Proof. Since ωa ∈ Ω1(M0),
dvω
a ≡ 0
(
mod Λ2J,F11
)
.
From d2A = 0
0 = d((DaA)ω
a +
∑
|I|+s=w
AI,sθI,s)
(
mod F1w−1
)
≡dv(DaA)ω
a −
∑
|I|+s=w
AI,seaθI,sω
a
(
mod Λ2J,F1w−1
)
,
so that, by an application of Cartan’s lemma,
dv(DaA) ≡
∑
|I|+s=w
AI,seaθI,s
(
mod J,F1w
)
.
17
6 The Refined Structure Equations
I now turn to the refined structure equations for parabolic systems. This refinement
makes it possible to take into account the sub-principal symbol when calculating con-
servation laws.
Theorem 6.1. Let (M, I) be the infinite prolongation of a parabolic system. There are
local coframings ofM as in Proposition 1.1 for which furthermore
dθI,t ≡ −θIi,t ∧ω
i − θI,t+1 ∧ω
0
(
mod F1|I|+2t−1
)
(6.1)
for all θI,t.
Corollary 6.2. The ideal FpN is differentially closed for all p > 0 and all N .
Proof of 6.1. It will suffice to inductively prove the stronger (but equivalent) statement
dθI,t ≡ −θIi,t ∧ω
i − θI,t+1 ∧ω
0
(
mod F1|I|+t−1 ∩F
1
|I|+2t−1
)
. (6.2)
Suppose this has been proven for all θI,t with pwt(θI,t) < N . This implies in particular
that
d(F1N−2 ∩F
1
S ∩Ω
2(M)) ⊂ F1N−2 ∩F
1
S
for each S, because any element of F1N−2 ∩F
1
S ∩Ω
2(M) is a linear combination of
terms θI,t∧ω
a such that pwt(θI,t) ≤ N − 1.
It follows from the principal structure equations of Proposition 1.1 and from
F1N−1 ∩Ω
2 ⊂ F12N−1
that
dθ0,N ≡ −θi,N ∧ω
i − θ0,N+1 ∧ω
0
(
mod F1N−1
)
≡ −θi,N ∧ω
i − θ0,N+1 ∧ω
0
(
mod F1N−1 ∩F
1
2N−1
)
which provides the base case for a second induction.Now, fix θIi,t such that pwt(θIi,t) =
N and assume that (6.2) holds for θJ,s with
pwt(θJ,s) = N, wt(θJ,s) > wt(θIi,t) = |I|+ 1 + 2t.
From the principal structure equations, there are functions so that
dθIi,t ≡ −θIij,t ∧ω
j−θIi,t+1 ∧ω
0−
∑
G
(J,s)
(Ii,t),aθJ,s ∧ω
a
(
mod F1N−1 ∩F
1
|I|+2t
)
,
the sum over indices J, s, a such that
pwt(θJ,s ∧ω
a) ≤ N − 1 and wt(θJ,s ∧ω
a) > |I|+ 2t.
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From the induction hypothesis,
dθI,t ≡ −θIi,t ∧ω
i − θI,t+1 ∧ω
0
(
mod F1N−2 ∩F
1
|I|+2t−1
)
and thus
0 = d2θI,t ≡
∑
G
(J,s)
(Ii,t),aθJ,s ∧ω
a
∧ωi
(
mod F1N−2 ∩F
1
|I|+2t−1
)
,
so that
G
(J,s)
(Ii,t),j = G
(J,s)
(Ij,t),i and G
(J,s)
(Ii,t),0 = 0.
The modification
θIij,t 7−−−→ θIij,t −G
(J,s)
(Ii,t),jθJ,s
preserves the principal structure equations and furthermore absorbs all of the GJ,sIi,t,j .
7 Conservation Laws of Strongly Parabolic Systems
Finally, with all of the tools developed, it is not difficult to prove the following theorem.
Theorem 7.1. Let (M, I) be a parabolic system and
Φ ≡ AΥ+ θ0,0 ∧ψA
(
mod F2
)
a conservation law of (M, I). Then A factors through C∞ (M0).
Proof. Let Φ be conservation law of M . By proposition 4.1, there is a function A ∈
C∞ and corresponding ψA so that the I-linear part of Φ is given by
Φ1 ≡ AΥ − (DiA+Aai)θ∅,0 ∧ω(i)
(
mod F2
)
,
where
Υ = θi,0 ∧ω(i) − θ∅,0 ∧ω(0).
Let Φ2 be the I-quadratic part of Φ, so that
Φ ≡ Φ1 +Φ2
(
mod F3
)
.
By assumption, Φ is closed and dhΦ1 = 0, so
0 ≡ dvΦ1 + dhΦ2
(
mod F3
)
,
from which it follows that
dh dvΦ1 ≡ 0
(
mod F3
)
.
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Now suppose that A 6∈ C∞ (M0), so that pwt(dA) = N > 2. Let N + S =
wt(dA). There are functions AI,s so that
dA ≡ (DaA)ω
a +
∑
|I|+s=N
|I|+2s=N+S
AI,sθI,s
(
mod F1N−1,F
1
N+S−1
)
.
Then, noting that
dvΥ ≡ 0
(
mod Λn+1J,F2−n+2
)
and
dv(θ∅,0 ∧ψA) ≡ 0
(
mod Λn+1J,F2−n+2
)
,
one computes that, as long as N > 2,
dvΦ1 ≡(dvA) ∧Υ− dv(DiA) ∧ θ∅,0 ∧ω(i)
(
mod Λn+1J,F2−n+2
)
≡AI,s(θI,s ∧ θi,0 ∧ω(i) − θI,sθ∅,0 ∧ω(0) − θIi,s ∧ θ∅,0 ∧ω(i))
(
mod Λn+1J,F2N−n−1,F
2
N+S−n
)
.
Since
0 = dhdvΦ1 ≡ −2AI,sθI,s+1 ∧ θ∅,0 ∧ω
0
∧ . . . ∧ωn
(
mod F2−n+2,F
2
N+S−n
)
,
it follows that each AI,s is identically zero.
Now suppose thatM has a non-trivial conservation law
Φ ≡ AΥ+ θ0,0 ∧ψA
(
mod F2
)
.
Because A is a function on M0 , in any neighborhood where A is non-zero, there is a
parabolic cofframing that reduces A to 1. For example, the change of coframing that
fixes everything but
θ∅,0 7−−→ (1/A)θ∅,0 θi,0 7−−→ (1/A)θi,0 θ∅,1 7−−→ (1/A)θ∅,1
preserves the parabolic structure and reduces A to 1. This reduction of the structure
group (by one dimension) facilitate the proof of the following theorem
Theorem 7.2. Given a parabolic system M with a non-trivial conservation law Φ,
in any neighborhood where A is not zero, the Monge-Ampe`re invariants of M vanish
identically. From results of Part I,M is a Monge-Ampe`re parabolic system.
Proof. Recall from Part I that a parabolic system satisfies the structure equations
dθi,0 ≡ −β
j
i ∧ θj,0 − ξ
j
i ∧ θj,0 − θij,0 ∧ω
j − θi,1 ∧ω
0
(
mod F22
)
dω0 ≡ −(2κ∅ − 2βtr) ∧ω
0
(
mod F10
)
dωi ≡ −(δijκ∅ −
tβij) ∧ω
j + tβi0 ∧ω
0 + ξij ∧ω
j
(
mod F10
)
,
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where
ξji ≡ V
j
i θ∅,2 + V
jk
i θk,1 + V
jkl
i θkl,0
(
mod F11, ω
a
)
and κ∅ is R-valued, β
i
j is co(n)-valued, and βtr = β
i
i .
The non-absorbable components of the functions V are the Monge-Ampe`re in-
variants, which were shown in Part I to vanish if and only if M is a Monge-Ampe`re
parabolic system. It was also computed that
ξji = ξ
i
j and ξ
i
i = 0,
so the functions V j∗∗i have the same symmetries, and that after absorption, the func-
tions V take values in
V ji ∈ S
2
0W V
jk
i ∈ S
2
0W ⊗W V
jkl
i ∈ (S
2
0W ⊗ S
2
0W )0,
whereW = Rn and a subscript of 0 denote the traceless part of a tensor product.
By assumption, the conservation law
Φ ≡ θi,0 ∧ω(i)
(
mod F 1−n
)
,
satisfies
dhΦ ≡ 0
(
mod F2
)
,
so that the vertical derivative is defined and
dvΦ ≡ (2βtr − (n+ 2)κ∅)θi,0 ∧ω(i) − 2ξ
j
i ∧ θj,0 ∧ω(i) (mod F)
2
−n+2 .
Because the structure group has been reduced to set A = 1, the form 2βtr− (n+2)κ∅
must be semi-basic, and there are functionsW ij ,W i0 andW 00 so that
2βtr − (n+ 2)κ∅ ≡ (W
00θ∅,2 +W
k0θk,1 +W
klθkl,0)
(
mod F11, ω
a
)
.
But then
dvΦ ≡− 2(V
j
i θ∅,2 + V
jk
i θk,1 + V
jkl
i θkl,0) ∧ θj,0 ∧ω(i)
(
mod F2−n+2
)
+ (W 00θ∅,2 +W
k0θk,1 +W
klθkl,0) ∧ θi,0 ∧ω(i)
If Φ is closed , the right hand side must be dh-exact. However, if the Monge-Ampe`re
invariants are are not zero, a direct calculation will demonstrate that it is not even dh-
closed. This is seen most clearly by computing one sub-principal weight at a time.
At the highest weight,
dh dvΦ ≡ (2V
j
i −W
00δij)θi,2 ∧ θj,0 ∧ω(∅)+2V
j
i θ∅,2 ∧ θij,0) ∧ω(∅)
(
mod F2−n+2,F
2
−n+3
)
,
must vanish, either term of which implies that the traceless component of V ji is identi-
cally zero. At the next weight,
0 ≡ (2V jki −W
k0δij)θik,1 ∧ θj,0 ∧ω(∅)+2V
jk
i θk,1 ∧ θij,0 ∧ω(∅)
(
mod F2−n+2,F
2
−n+2
)
,
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which implies that V jki vanishes. Finally, at the lowest weight,
0 ≡ (2V jkli −W
klδij)θikl,0 ∧ θj,0 ∧ω(∅)+2V
jkl
i θkl,0 ∧ θij,0 ∧ω(∅)
(
mod F2−n+2,F
2
−n+1
)
,
so that V jkli must vanish.
References
[1] R.L. Bryant, S.S. Chern, R.B. Gardner, H.L. Goldschmidt, and P.A. Griffiths. Exte-
rior Differential Systems. Mathematical Sciences Research Institute Publications.
Springer New York, 2013.
[2] Robert L. Bryant and Phillip A. Griffiths. Characteristic cohomology of differential
systems I: General theory. Journal of the American Mathematical Society, 8(3):pp.
507–596, 1995.
[3] Robert L. Bryant and Phillip A. Griffiths. Characteristic cohomology of differential
systems II: Conservation laws for a class of parabolic equations. Duke Math. J.,
78(3):531–676, 06 1995.
[4] Jeanne N. Clelland. Geometry of conservation laws for a class of parabolic partial
differential equations. Selecta Mathematica, 3(1):1–77, 1997.
[5] Alexandre M. Vinogradov. Symmetries and Conservation Laws for Differential
Equations of Mathematical Physics, volume 182. American Mathematical Society,
1999.
22
