In the emerging age of technologies, machines are becoming more and more skilled and capable just like humans. Despite the fact that machines do not have their own intelligence, but still due to advancement in Artificial Intelligence (AI), machines are rapidly advancing. The area of Pattern Recognition (PR) deals with bringing enhancements to identify obscure patterns corresponding to specific classes. Optical Character Recognition (OCR) is a subfield of PR which deals with the recognition of characters. A great work has been done for Japanese, Hindi, Arabic and Chinese scripts, but only a diminutive work has been done for Urdu script. The Urdu language is highly cursive and is written in different calligraphic styles like Naskh, Nastalique, Kofi, Devani and Riqa. The Nastalique font is very calligraphic with aesthetic beauty. The ligature segmentation of Urdu Nastalique is also more difficult as compared to other languages. Urdu Nastalique has some characteristics like stacking of ligatures and cursiveness which makes its ligature segmentation a difficult task. Cursiveness means ligatures are joined together to form a new shape. It contains connected ligatures which makes it more complicated as compared to other languages. The ligature recognition of Urdu text by an OCR is a strenuous task due to variants of scaling, rotation, orientation and font style. In this study, a scale and rotation invariant classifier for Urdu Nastalique OCR is proposed. A combination of scale and location invariant moments is used for feature extraction and the classification is performed using Cascade Forward Backpropagation Neural Network. The model is validated through independent dataset testing and 5-fold cross-validation which gave 96.474% and 96.922% accuracy. The results depict the adaptability of the proposed model due to its high accuracy for recognition of Urdu Nastalique Ligature.
I. INTRODUCTION
Urdu is the official dialect of Pakistan. This language is spoken in many different nations around the globe. The word ''Urdu'' is originated from the Turkish word ''order'' meaning camp or army [1] . The Urdu language is a combination of different languages. Sometimes Urdu is linked with Hindi. Urdu and Hindi share the same background. In Bangladesh, Urdu is used as a medium of communication and is referred to as Behari. Urdu has the influence of Arabic, Persian and Turkish languages. It includes words of many other languages which enhance its appeal as poetic language.
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The Urdu language is predominantly cursive as it contains connected ligatures which makes ligature segmentation more complicated as compared to other languages. Urdu can be written in different scripts. Some of the Urdu scripts are Naskh, Nastalique, Kofi, Thuluth, Devani, and Riqa [2] . Commonly used Urdu script fonts are Nastalique and Naskh which are illustrated in Fig. 1 and Fig. 2 respectively for comparison.
Among Nastalique and Naskh fonts, Nastalique font style is more complex due to the joining pattern of characters. The nastalique textual style is a blend of two unmistakable textual styles Naskh and Taleeq. It was firstly made by eminent author Mir Ali Tabrezi in the 14 th century [2] . Nastalique was widely used during the Mughal Empires who were actually Persians. In 1980, Mirza Ahmed Jameel created a computerized Nastalique font based on 20,000 Monotype ligatures which were used in computers for printing [2] . Mirza Ahmed Jameel named it as Noori Nastalique. This was supposed as a rebellion in the Urdu printing industry.
A. PROBLEMS OF URDU NASTALIQUE
In comparison with other languages like English, the optical character recognition of printed text in Urdu poses several challenges. Although the calligraphic style of this font enhances its beauty, it also renders it to be a very cursive script. Segmentation of individual ligatures in such cursive languages is very intricate. The context-sensitive nature of Nastalique writing style has a variable pitch and vertical ascent, whereas writing style of English language has a fixed vertical ascent as shown in Fig. 3 (b) . Nastalique is written slantwise from top right to bottom left, while numerals are written from left to right. All the ligatures of Nastalique font style are slanted at some angle. Due to the context-sensitive nature, it forces letters to form different shapes. Line and character segmentation of Nastalique writing style consume less space in contrast with Naskh font style. There is an overlapping present of with with and with as shown in Fig. 3 (a) . The other complex issues of Nastalique writing style are intra-ligature overlapping, diagonalization and intra ligature merging are shown in Fig. 4 .
B. COMPOSITION OF LIGATURES
The recognition of baseline for Nastalique content is a yet unsolved issue because each word is composed of more than one Urdu alphabet. As illustrated in Fig. 4 (a) each word is composed of more than one alphabet.
C. OVERLAPPING NATURE OF URDU NASTALIQUE SCRIPT
The overlapping nature of Urdu Nastalique script leads to various ambiguities. The connected/overlapped nature of Urdu Nastalique script makes its segmentation tough as compared to Naskh script as illustrated in Fig. 4 (b), 4(c) respectively. Vertical overlapping exists between ligatures although they do not touch each other. There are two categories of overlapping (1) Inter-ligature overlapping and (2) Intra-ligature overlapping [31] , [43] . Inter-ligature overlapping is the overlapping present between two different ligatures as shown in Fig. 4 (e). On the contrary, intra-ligature overlapping is the overlapping present within a ligature as shown in Fig. 4 (d).
D. TOUCHING OF CHARACTERS WITH BASELINE
There are few ligatures in Urdu Nastalique script which touch with baseline. In the case of ligatures like the starting character touches with the baseline which causes false loops. This is a challenge in Urdu Nastalique OCR. False loops as shown in Fig. 4 (f) makes it convoluted to distinguish them from real loops.
E. COMPLETELY FILLED LOOP
In Urdu Nastalique there are some characters like Fay, Wao Qaf and Mim whose starting shape is filled as shown in Fig. 4(g) . In Naskh, these shapes are open as shown in Fig. 4(h) . The ligature recognition of Urdu Nastalique becomes intricate which causes ligatures to become identical with other ligatures due to filled loops [43] .
F. SPACING
In English sentences, there are spaces after a word or a character. Just like in English language spaces may occur in the Urdu language after a word or a ligature. These spaces differ in size. Among Urdu scripts, Urdu Nastalique requires less space whereas Naskh requires more space as illustrated in Fig. 4(i) and Fig. 4(j) respectively.
As Naskh script occupies more space, therefore, Nastalique is used as a source of the medium in the documentation, magazines, newspaper etc. Also, line and ligature segmentation of this script consume less space.
G. DIACRITICS AND DOTS PLACEMENT
Some other issues of Urdu script are diacritics. The accuracy and performance of Urdu OCR applications are significantly affected by diacritics and dots placement. The dots above and below the baseline affect the processing. In Naskh script single dot, two dots and three dots are along a horizontal baseline as shown in green colour in Fig. 4 (k) whereas in Urdu Nastalique single dot, two dots and three dots are along a virtual baseline as shown in red colour in Fig. 4(k) .
H. BASELINE DETECTION
The baseline detection in Urdu OCR applications is one of the crucial tasks. Among Urdu scripts, the baseline detection of Naskh script is reasonably easy in comparison to Urdu Nastalique script. The baseline plays a pivotal role in writing a script and it is used in skew detection. The baseline of Naskh script is along a horizontal line, whereas the baseline of Urdu Nastalique is along a virtual line as shown in Fig. 4(l) [44] .
I. DIAGONAL NATURE OF URDU NASTALIQUE
Another main issue of Urdu Nastalique is diagonal nature of Nastalique. Urdu Nastalique is written slantwise from top right to the left titled at some angle and the angle along with ascent is variable depending upon the ligatures [2] , [45] . Due to the diagonal nature of Nastalique script, it makes ligature segmentation even more difficult as compared to Naskh.
J. IMPORTANCE OF THE PROBLEM
OCR systems for Chinese, Japanese, English and Arabic languages have been comprehensively developed and are now commercially available whereas quite less work has accomplished for Urdu OCR systems [42] . Owing to the importance of Urdu language and the need for integrating Urdu documents into several crucial applications, there is an inherent need of Urdu Optical Character Recognition systems. Significant improvements have been made in developing OCR software throughout the years. This is due to huge advances in machine learning algorithms. The goal of character segmentation is to emulate the human perusing capacity, with the human exactness yet at a much higher speed. The objective execution is in any event five characters every second with a 99.9% acknowledgement rate. The OCR is an essential tool for different applications, for example, report computerization, check verification, data entry applications, advanced scanning, perusing machine for outwardly impaired, and an extensive assortment of numerous other banking and business applications. The OCR is a functioning territory of research and its significance has entrenched standard compatibility in terms of Digital Image Processing, Pattern Recognition, Artificial Intelligence, Database Systems, Natural Language Processing, Human-machine interaction, and communications. All these software applications can be performed adequately if the characters from text images are categorized and perceived explicitly [41] .
K. HOW DO RESEARCHERS DEAL WITH THE ISSUE
The author in [16] trained on a feed-forward back propagation neural network. The model trained on a pre-characterized group of ligatures from Urdu Noori Nasta'liq script. In spite of possessing great accuracy, however when it was tested on 200 character ligatures, the system lacks performance on some unidentified ligatures. For the essential printed disconnected/single characters or letters, Multi-Layer Perceptron (MLP) was used [3] . This classifier involves three layers, i.e. the input layer (150 neurons), the hidden layer (250 neurons), and the output layer (16 neurons). Besides, the OCR works on a contribution to the type of a binary image of size 10x15 pixels or 150 neurons. The 250 neurons at the hidden layer are settled on an experimentation premise, whereas the total number of neurons in the output layer are ascribed to the 16-bit Unicode. The constraint of the system is that it can't perceive joined, associated or compound characters of Urdu content. The segmented characters are utilized to prepare a three-layered multilayer feed forward neural system (FFNN) for the classification and recognition in [46] , by utilizing an Ariel text style of size 36. In any case, however the system actually does not recognize diacritics. We can presume that it is done to diminish the error rate as the diacritics characters are responsible for huge recurrence of errors at the closure character of a word. The word recognition and classification are done, in a comparative work [46] . The mentioned segmented Urdu printed characters were given as input to feed forward neural network classifier without lexicon. The authors guarantee a 93.4% accuracy, however, don't give any strong verification of strategies for proof. In addition, they presume the input text is diacritics free and of the fixed font size.
The FFNN was utilized for the classification of extracted features from 53 classes [47] . In their strategy, the preeminent training performance of FFNN occurs after 757 epochs. The impediment of the system is that it doesn't utilize the majority of the character set of Urdu. The authors propose a methodology for isolated Urdu characters, without the utilization of any statistical model. This work depends on what the authors call as a soft converter, which perceives a character from the VOLUME 7, 2019 database and its width, height and ''X'' value (count of the black pixels). The authors assure that recognition rates are up to 100% and 97.3% for the hard matching and soft matching, respectively [48] .
Another system, that passes the extracted features as an input for training to Classification and Regression Tree (CART). In the CART, the decision the tree node has to take is on the presence and absence of a specific component. In spite of the fact that the strategy performs well on separated characters and numerals, it endures on account of compound characters, and different sizes and textual styles [17] .
CONTRIBUTION
The proposed line segmentation algorithm meticulously extracts each line. Further, the algorithm also accurately extracts each ligature. Subsequently, the proposed model assiduously recognizes each ligature, diacritic and numerals. The work done before for such cursive scripts seems to be limited to scale invariant or font invariant classifier, but this study has also contributed to rotation invariant classifier for Urdu Nastalique font. Urdu Nastalique is a cursive language and by joining different characters it forms a new shape so it contains hundreds of classes which leads to the complex design of output layer. The training of such a large data set with a soaring number of classes will exceed the number of resources. Therefore, to simplify the problem, this study has proposed a hierarchical approach to split the data set and to reduce the training time and optimize the accuracy of the neural network. The proposed ligature based recognition systems use Cascade Forward Back-propagation Neural Network yielding an overall accuracy of 96.474%. Last, but not the least various experiments were also performed for calculating the accuracy of the model. The benchmarks used for calculating accuracy were Sensitivity, Specificity, ACC and MCC which are illustrated using Confusion Matrix, ROC.
II. RELATED WORK
Work of several researchers' exhibit remarkable benefaction for cursive scripts like Arabic, Farsi and Urdu, etc. There subsist two methodologies for OCR systems first one is segmentation based and another one is segmentation free. There are also some methodologies which work on isolated characters [3] - [6] and other works on intact ligature [7] - [11] . The proposed methodologies which work on isolated characters work much better than words or ligatures. The segmentation of comprehensive Urdu text is itself a tough task due to several challenges discussed earlier.
The baseline detection of Urdu Naskh is relatively easy whereas the baseline detection of Urdu Nastalique is tough. Numerous approaches have been developed to search the baseline of Urdu Nastalique like Horizontal Projection Profile [12] , but due to diacritics, the accuracy has decreased. There are different approaches to segmentation. One is line segmentation which divides a paragraph into lines and another one is ligature segmentation which divides a complete word into ligatures. The accuracy to classify characters using ligature segmentation for the Urdu Nastalique font is 99% [13] . But this method is costly in terms of finding the optimal character from a line.
Shah [14] built up a ligature based OCR for Nastalique Urdu. Features were extricated from the isolated characters and Hidden Markov Model was used for training purpose. Around 1499 plus ligatures were trained and the proposed model reported accuracy about 92%. The flaw in this proposed methodology was the use of shape reliance for classification of ligatures which reduced it to be a scale variant system. Due to this, every ligature has to be trained with high precision which is a monotonous task.
For the Mongolian language, a multi-font recognition technique was suggested by Peng et al. [15] . The suggested technique used an analytical method that utilized the properties of projection profiles and linked its elements for determining segmentation points. The authors claim that the accuracy is 96.9 on real-world data with multiple fonts, but the major reason for recognition errors is due to segmentation. On the contrary, a segmentation free approach is independent of segmentation. In this approach, interlinked components are selected for feature extraction. Multi-tier holistic methodology for Urdu Nastalique recognition [16] and printed Urdu Nastalique recognition using water reservoir principal [17] are based on a holistic approach. The limitation of the segmentation free methodology is that they are affected by the variation of scaling and orientation. The summary of some notable contributions in the field of OCR is given in Table. 1.
An OCR involves a number of steps which are Image Attainment, Preliminary-Processing, Segmentation, Feature Extraction, Classification and Post Processing. In this study, a methodology is proposed to classify Urdu text written in Nastalique font. The Urdu language consists of 39 basic characters and 10 numerals as given in Table 2 .
III. MATERIALS AND METHODS
The feature-based approach is devised to predict for classification of ligatures. Initially, images are acquired as input and preprocessing is performed. Further, an image is segmented into different lines and each line is subsequently split into ligatures. After line segmentation and ligature segmentation, features are extracted for each unit. Consequently, features and labels are clamped to a deep neural network for training. Eventually, when the classifier is sufficiently trained it is used to rigorously test the accuracy of the model. The class of a ligature is predicted on the basis of trained neural network results. The linear flow diagrams of the training and testing computational model are shown in Fig. 5 .
A. DATA SET COLLECTION
The performance of most of the classification models is dependent on the data used for training. The data must be reliable, robust and meticulously labelled. In order to form such data, a systematical approach has been designed and moreover, it should be verifiable. The data set was collected from a well-known source namely Center for Language The Noori Nastalique font has been used because it is more cursive. Due to the context-sensitive nature of Nastalique, it is very challenging to perform segmentation of such script.
B. IMAGE ACQUISITION
In this study, the corpus is obtained from the Center of Language Engineering (CLE) website.
C. PRE-PROCESSING
Pre-processing is considered one of the very important steps in pattern recognition. The transformation of the data set into a specific format is necessary to reduce factor that may impair or disturb the segmentation process. It mainly involves binarization, noise removal, smoothing, thinning or de-skewing of the images. During the pre-processing different procedures were applied on images such as median filtering, image thresholding and thinning. Thinning is a process of converting the ligature into glyph like structure. This glyph like structure is very crucial as it forms the basis of ligature recognition.
D. SEGMENTATION
Segmentation is a process in which an image is divided into paragraphs, paragraphs are split into lines, the lines are split into words and words are further split into characters.
Other than this it also involves separating borders from images and texts from images etc. There are two levels of segmentation.
1) LINE SEGMENTATION
To distinguish between textual and background areas the complement of the image is formed. The area of the image where there are black pixels are transformed into white pixels and similarly, white pixels are transformed into black pixels. Subsequently, this complemented image is padded with zeros for computing border pixels. The padding size is a vector of non-negative integers which specify the amount of the padding to add and the dimension along which to add. The mean values of the padded image are also computed. The ''mean'' function of MATLAB returns the mean values of the elements along with their specified dimension. After computation of the mean values, the areas where the lines or background are present are also identified. If there are ones, then it is a line, otherwise, it is a background. The difference between the rising and falling edges (shown in Fig. 7 ) are computed to predict the starting row and the ending row of each line.
The top beginning row of each line is computed by finding the indices greater than zero and similarly the bottom row of each line is computed by finding the indices which are less than zero. The next line is found where the first white pixel is located. Starting from the top right row to the bottom left row all the lines are separated, and then again the complement of segmented lines are computed and finally, all the segmented lines are saved in line segmentation folder. The plot of Horizontal projection is the mean of the pixel values in each row of the input value. The plot in Fig. 7 shows that there are 10 peaks present so, the number of lines in the image (shown in Fig. 6 ) is ten.
2) LIGATURE SEGMENTATION
Ligature segmentation is the next step after line segmentation. If the segmented files are placed in a folder from which they are later retrieved, then there is a possibility that they are not retrieved in the order as they are placed in the text. Intuitively, this method will create problems, especially for reading Urdu text. This problem is solved by applying sorting on the file names in the ascending order. The image which contains some of the noisy edges in the mask is removed by using the morphological operations with a disk-shaped structuring element. Furthermore, the complement of the image is computed, i.e. all the white pixels are converted to black pixels and vice versa. Fig. 11 . In this way ligatures of all other lines are segmented. The next step is to merge all the line wise segmented ligatures in the same folder. The files which are read from different folders are not in order so, all the pathnames and filenames are sorted in ascending order. Another issue present in the segmented ligatures is that it contains some extra spaces after ligature segmentation as hown in Fig. 11 . In order to overcome this issue again, the connected components are computed in the 8-connected surrounding neighbourhood as shown in Fig. 13 . The position of row and column is tracked by using MATLAB ''find'' function and then from the bottom row to extreme row & from bottom column to extreme column all ligatures are obtained. The complement of the image is calculated and at-last all the images are saved in the ligature segmentation final folder. Vertical projection is the mean of the pixel values in each column of the input value. The plot in Fig. 14 shows that there is a total of six peaks present, so the number of ligatures 
E. LIGATURE CLASSES
The next step after ligature segmentation is the construction of ligature classes. Diacritics are removed from the main body of each ligature by extracting largest connected component as shown in Fig. 15 . The ligature having the same shape irrespective of diacritics are placed in the same folder. For instance, and have the same shape as shown in Fig. 15 . There are in excess of 26,000 remarkable ligatures in Urdu and a research on the occurrences of these ligatures specify that the majority of these ligatures occur very rarely. More than 99% of whole Urdu corpus can be comprised by utilizing only 10% (around 2600) of all Urdu ligatures [60] .
F. FEATURE EXTRACTION
After construction of ligature classes, the next step is the extraction of crucial information from each ligature instrumental in distinguishing one ligature from all other ligatures. This step is called feature extraction. This step plays a pivotal role in the majority of the optical ligature recognition frameworks. It is generally classified into two categories, structural and statistical features. In this study, features are extracted on the basis of statistical features. Statistical features are numerical measures of geometrical regions within an image, for example, moments, zoning and crossing. The image moments [36] describes a ligature and differentiate it from other ligatures after segmentation. The image moments are the weighted moments of the image pixels. For the image moments, firstly the complement is computed and then the features are extracted. After calculation of features, data is saved in Comma Separated Values (CSV) files along with its associated annotation. The features which are extracted from each image includes raw [38] , [39] , central [38] , [39] , scaleinvariant, Hu [38] , [39] and Zernike moments up to order of 3. These features are briefly explained below:
1) RAW MOMENTS
Raw moments are the moments about the origin. For a 2D continuous function T (g, h) the raw moment of order r +s are as follow:
where, r, s = 0, 1, 2, 3 . . .
For a binary image of scale A × B with pixel intensities T (g, h)
. The raw moment R rs are calculated as:
where, r, s = 0, 1, 2, 3 . . . A and B are the number of rows and columns of an image respectively, T (g, h) is the intensity of the image at point (g, h).
2) CENTRAL MOMENTS
Central moments are the moments about the mean. For a 2D continuous function T (g, h) the central moment of order r +s is as follows:
where,ḡ =
are the centroids For a binary image of scale A × B with pixel intensities T (g, h) the central moment µ rs is calculated by:
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Central moments of an image up to the order of 3 are simplified as follows: 
3) SCALE INVARIANT MOMENTS
Scale-invariant moments are derived from the central moments. These moments are computed by using the 0 th central moment i.e. µ 00 as quotient. These moments are translation invariant [20] .
where i + j ≥ 2 The scale-invariant moments, of the order up to 3, are yielded using following simplified equations: 
5) ZERNIKE MOMENTS a: CONVERSION OF CARTESIAN COORDINATES TO POLAR COORDINATES
Zernike moments are computed for a circular geometric structure since they exhibit rotation invariance. A rectangular two-dimensional image has to be converted into a circular disk-like canvas for this purpose. Cartesian coordinates of an image are transformed into Polar coordinates for this purpose by finding r and θ as shown in Fig. 16 . To do the conversion, scan across the output image and treat X and Y as if they were r and θ then use them as r and θ to look up the corresponding pixel in the input image using the following formulas:
FIGURE 16. The transformation from Cartesian to Polar coordinates.
In this way, all the Cartesian coordinates are converted into Polar coordinates. While performing an image transformation and manipulation techniques, it is frequently essential to apply some kind of interpolation or filtering technique in order to attain a good quality image. To construct an image having polar coordinates bilinear interpolation technique was used.
Bilinear Interpolation is a technique in which we find unknown pixel by using the nearest neighbour pixels [24] .
Using bilinear interpolation circular disk was constructed. The ligatures after diacritics removal are converted to circular disk. Similarly, all other ligatures are converted to circular disk. After the conversion of an image from rectangular to circular disk, the Zernike moments of all the ligatures are calculated up to order of 3. The concept of Zernike moments was firstly instigated by Teague [25] for image analysis. The reason for selecting the Zernike Moment was rotation invariance property. If we rotate an image it will not alter the magnitude of Zernike moments. It requires lower computational precision, on the contrary, regular moments requires high computational precision.
The calculation of Zernike moments for an image comprises of computation of radial polynomials, complex Zernike functions and complex Zernike moments respectively [26] - [29] . The method for calculating Zernike moments for an image starts with the computation of Zernike radial polynomials [27] . The Radial polynomial Rad e,f is described as (10) here, e is any positive integer which represents the order of the radial polynomial, f is a positive or negative integer that fulfills bounds e − |f | = even, |f | ≤ e represent's the repetition of azimuthal angle and ρ is the length of the vector from the origin to (i, j) [26] & [30] . The complex Zernike functions are defined within the unit circle which is composed as:
The complex Zernike polynomials meet the requirements of the orthogonal property [26] - [29] .
here * represents the complex conjugate. The orthogonal property neither suggests redundancy nor overlapping of data amid the moments with dissimilar orders and repetitions. This characteristic empowers every moment to be significantly distinct and autonomous from the data in an image. The complex Zernike moments of order e with repetition f are described as [28] .
Furthermore, the coordinates of the image must be transformed from Cartesian to Polar coordinates as shown in Fig. 16 . The pixels which are situated outside the circular disk are excluded from the calculation. The discrete form of Zernike moments for an input image of size A × A is given as [30] :
where 0 ≤ ρ gh ≤ 1 and λ A is a Normalization factor. For the normalization factor, it is compulsory that a number of pixels must be situated inside the circular disk. The converted distance ρ gh and the phase θ gh at the pixel of (g, h) are expressed by the following formulas:
Here g and h shows columns and rows of an image respectively. At last, complex Zernike absolute is computed.
G. CLASSIFIER
In this study, cascade forward back propagation neural network [3] , [37] & [40] was used for training. There are different variants of back propagation algorithm such as gradient descent algorithm with adaptive learning rate, Fletch Reeves update conjugate gradient, Polak-Ribere update conjugate gradient, Powell-Beale restarts conjugate gradient and scaled conjugate gradient algorithm, etc. Scaled conjugate gradient backpropagation algorithm was used as a training function because this algorithm gives better results. In addition, the mean square error was used as a performance function [33] .
1) OUTPUT LABELS
Marking of output labels of such a large data set will take a lot of time, therefore, the output labels are not marked manually. There are 2,496 ligature classes and each class contain about 15 samples which makes 37,440 total ligature samples. The marking of 37,440 output labels using an algorithm will save a lot of time. So, in order to save time output labels were marked using the pseudocode given in Fig. 17 .
2) ARCHITECTURE OF NEURAL NETWORK
A neural network comprises of the Input layer, Hidden layer and an Output layer. A deep neural network can have N number of layers. The neural network, used in this study for the training of features, contains two hidden layers where each layer has 100 neurons because of more than one hidden layer it is a deep neural network. The transfer function used for the first hidden layer was hyperbolic tangent sigmoid transfer and similarly, the transfer function used for the second hidden layer was 'purelin'. The architectural view of cascade forward back propagation neural network in MATLAB is shown in Fig. 18 . For the training of deep neural network 31 features and output, labels were given as input to the deep neural network. The features which were calculated for each image includes raw moments, central, scale-invariant, Hu and Zernike moments up to order of 3. As the default number of epochs is 1000 in MATLAB so, the number of epochs is increased to 2,50000 to reach the performance goal and the minimum step size is increased from 1e −6 to 1e −100 . We have trained our deep neural network on high frequently used ligature corpus of CLE. positive dataset while 4 samples from each of the remaining class are used as a negative data set. Adding more than 4 samples considerably increases the training overheads. Furthermore, a cascading approach has been implemented. A 501 th class is defined in each unit of the cascaded model. This 'other class' acts as a cascading switch over. In case the input is recognized as belonging to the other class it is switched over to the cascaded subsequent unit of the entire network. There is no need for cascading for the last unit because no more classes are left behind. That is why no 'other class' is defined for the last set. The pseudocode for ligature recognition using cascade forward back propagation neural network is given in the previous section.
1) LIGATURE RECOGNITION
Once the neural network is trained the model is ready for recognition of any ligature/diacritic. The computed features and the trained neural networks are passed to MATLAB ''SIM'' function. The MATLAB ''SIM'' function returns the predicted indexes of ligatures/diacritic. After this, the maximum index of the predicted label is computed. If the predicted ligature class is within 1 to 500 classes, then it will predict the class otherwise it will predict the other class i.e. 501 th class. If it predicts the other class, then it will cascade and forward to the next trained neural network as shown in Fig. 21 . All the predicted ligature classes are saved in CSV file. For each set neural network was trained using the already discussed neural network architecture. There were five trained neural networks. To predict the ligature class using the trained neural network the pseudocode given in Fig. 19 was adopted.
IV. EXPERIMENTS AND RESULTS
The objective evaluation of a newly developed prediction model is always carried out to depict its quality of prediction for targeted classes. Various measures and methods are employed by researchers to evaluate a prediction model. However, the most employed measure is accuracy. Herein, different experiments were carried out to find the accuracy of the proposed model which was based on scale and rotation invariant classifier for optical character recognition of the Urdu Nastalique font. The same CLE corpus was used in order to evaluate the accuracy of the proposed model. Several benchmarks such as the Confusion Matrix, ROC, Sensitivity, Specificity, Precision, ACC and MCC were adopted to calculate the accuracy of the proposed model. These benchmarks are described below.
A. CONFUSION MATRIX
The confusion matrix illustrates the overall accuracy of the classifier, along with its ability to truly predict positive and negative samples. This eminent benchmark describes the accuracy of the predicted data against the actual data. In case of binary classification, this matrix is usually comprised of four components i.e. Table 3 . 
B. RECEIVING OPERATING CHARACTERISTICS (ROC)
ROC graph depicts the area under the curve, the higher the area above the tangent line drawn at the angle of 45-degree demonstrates higher the accuracy and closer the area to the tangent line implies lesser accuracy. If the area under the curve is minimum, it implies an actual line exactly map on the tangent line and it shows the predictive model has failed to perform the required prediction. This graph is a tradeoff between the True Positive Rate (TPR), also known as sensitivity of the predictive model, and the False Positive Rate (FPR), which is also known as the specificity of the predictive model. As the sensitivity increases, specificity decreases and vice versa. If the graph touches the upper left corner, then the predictive model is excellent and the value of TPR is 100%. It is apparent from Fig. 22 (a), (b) , (c), (d) and (e) that the area under the curve of all classes touches the upper left corner which means the trained networks have high accuracy. The result of the ROC of all the networks is shown in the following Fig. 22 (a), (b) , (c), (d) and (e) respectively. VOLUME 7, 2019 C. SENSITIVITY
The ability of the predictive model to detect a ligature class can be determined through sensitivity calculation. Sensitivity shows the number of true positives i.e. number of correctly identified ligatures. High sensitivity is very important where we need to identify ligatures due to multi shapes, different position of characters and context sensitivity. The root cause of context sensitivity is filled or false loops and ligature overlapping. The sensitivity (S n ) of any predictive model can be calculated as
Number of true positves Number of true positives+Number of false negatives
where TP represents the number of true positives and FN represents the number of false negatives. After calculation, the average sensitivity obtained for the proposed model is 95.318 % (Table 4 ). Sensitivity analysis shows the predictive model is appreciably accurate. 
D. SPECIFICITY
The specificity (S p ) of a predictive model is calculated as
Number of true negatives Number of true negatives+Number of false positives
High specificity test, will correctly rule out how many ligatures does the model predict which actually not the class of ligature and the model also predicted that it is not the class of that ligature. For the proposed predictive model, the average specificity obtained is 81.078%, as given in Table 5 which shows the predictive model is appreciably accurate. 
The average precision obtained for the prediction model is 96.546%, as given in Table 6 , which is depicting the overall ability of the predictive model to identify positive samples, accurately. 
F. ACCURACY (ACC)
In order to calculate the accuracy of the predictive model the ACC metric is used which is calculated as
The average ACC obtained for all networks is 96.113% as given in Table 7 . ACC value shows the predictive model is highly accurate. 
G. MATTHEWS CORRELATION COEFFICIENT (MCC)
To calculate the accuracy of the predictive model the MCC metric is used which is given by the following formula:
After putting all the values in the above MCC formula the average MCC obtained is 0.817 as given in 
H. INDEPENDENT DATASET TESTING
The classification power of the trained neural network can be evaluated through various testing methods. Various techniques and measures are adopted by researchers to evaluate the overall predictive model. To evaluate the accuracy of the trained deep neural network through independent dataset testing, the data set is divided into two segments, training and testing dataset. The linear flow diagram of the testing computational model is shown in Fig. 5 . In independent testing, Urdu Nastalique images were tested having different ligatures, using which the predictive model was not trained before. The corpus taken from the CLE website contained 591 document images out of these 278 images containing 37,440 ligatures samples were separated for testing. These 37,440 ligature samples contain 2,496 unique high-frequency ligature classes. The results of independent testing are given in Table 9 . 
I. k-FOLD CROSS-VALIDATION
k-fold cross-validation is a method to evaluate the predictive model by splitting the dataset into k disjoint folds. The model is trained and tested k times. The validation of the dataset is arbitrarily distributed into k folds of uniform size subsamples. From these k subsamples, a single subsample is selected for the validation of the testing model and the remnant k-1 are used for the training of the model. This method is repeated k times with each of the k subsamples used only once in the validation data. The results of k folds are averaged to produce a single estimate. Fig. 23 shows that blue circles are used for testing data and purple circles are used for training data.
As there are 2,496 classes and each class contains 15 samples, all the classes are also divided into different sets. In 1 st fold cross validation 1 st , 6 th and 11 th samples are used for testing from all the sets and the remnant ligature samples are used for training. The features of these training samples are computed as discussed previously. These features and labels are given as input to the deep neural network for training. After this, the features of the testing images are computed and these features are given as input to the trained deep neural network for class prediction. The output classes of all the sets are saved in excel file. These classes predicted by the deep neural network are validated by matching the segmented image ligature class with the original image ligature class. The accuracy of all the five networks is averaged to compute the 1 st fold cross-validation accuracy. Similarly, in 2 nd fold cross validation 2 nd , 7 th and 12 th samples are used for testing from all the sets and the remaining ligature samples are used for training. In 3 rd fold cross validation 3 rd , 8 th and 13 th samples are used for testing from all the sets and the remaining ligature samples are used for training and so on till 5 th fold cross-validation. The average accuracy of all 5 folds is computed by taking the mean of the accuracy of all 5-folds. Each set from set 1 to set 4 contains 500 classes. For testing three samples are separated from each class from set 1 to set 5. Set 5 contains only 496 classes. So, the total number of ligature samples tested are 37, 440. The results of 5-fold cross validation are given in Table 9 . Since there are 15 positive samples for a single class, therefore, the natural choice for validation is 5 fold cross-validation. In 5-fold cross-validation, 5 disjoint partitions are formed randomly for training while the rest of the samples are used for testing purposes. It is not possible to partition data into 10 disjoint equal sized partitions hence rendering 10-fold cross validation flawed. The below-calculated accuracy, i.e. 96.922% as given in Table 10 of 5-folds is nearly equal to independent testing accuracy, i.e. 96.474% as given in Table 9 . This crossvalidates the proposed methodology accuracy and it shows it is highly accurate. Moreover, for cross-validating other results of independent testing like specificity, sensitivity, precision, MCC and ACC, confusion matrixes are constructed for k1, k2, k3, k4 and k5 respectively. The summary of the benchmark (5-fold cross-validation) results are given in Table 11 . Table 11 analysis shows that the average sensitivities, specificities, precisions, ACC's and MCC's of 5-folds are nearly equal to independent testing results as given in Table 9 . This shows that the proposed model is highly accurate.
J. COMPARISON OF PROPOSED AND EXISTING TECHNIQUES
The proposed predictive model was compared with already existing predictors and the accuracy comparison of the proposed model with other existing notable predictors as shown in Fig. 24 . It is observed by different experiments that the proposed method is noticeably accurate than the previous techniques because our features deeply recognize each ligature and diacritic. The accuracy reported by Khattak et al. [35] is appreciably more, but this accuracy is achieved on 2,208 ligatures only and it is font invariant whereas the proposed model on the same CLE corpus reports better accuracy on 2,496 ligatures and is also scale-invariant and rotation-invariant.
V. CONCLUSION AND FUTURE WORK
The ligature recognition of Urdu Nastalique is more difficult as compared to other languages. Urdu Nastalique has some characteristics like stacking of ligatures and cursiveness which makes ligature segmentation a difficult task. Thus, the ligature recognition of Urdu OCR is a strenuous task due to variants of scaling, rotation, orientation, textual style, the least number of samples available for training. Herein, several benchmark methods and metrics such as Confusion Matrix, Specificity, Sensitivity, Mathews Correlation Coefficient (MCC), Receiving Operating Characteristics (ROC), Accuracy (ACC) and Precision were computed to objectively evaluate the proposed predictive model. These benchmark results show the predictive model is highly accurate. By comparing independent testing and 5-folds cross-validation results it is concluded that the proposed model is highly accurate as compared to the already existing predictors.
This study can be improved further by doing semantic and contextual analysis of such cursive script. By doing the semantic analysis we can predict a ligature most appropriate class and we can check the meaning of that ligature in the dictionary. Furthermore, we can textually characterize a text and can infer knowledge from it by doing contextual analysis.
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