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KRIPKE COMPLETENESS OF STRICTLY POSITIVE MODAL LOGICS
OVER MEET-SEMILATTICES WITH OPERATORS
STANISLAV KIKOT, AGI KURUCZ, YOSHIHITO TANAKA, FRANK WOLTER,
AND MICHAEL ZAKHARYASCHEV
Abstract. Our concern is the completeness problem for spi-logics, that is, sets of im-
plications between strictly positive formulas built from propositional variables, conjunc-
tion and modal diamond operators. Originated in logic, algebra and computer science,
spi-logics have two natural semantics: meet-semilattices with monotone operators provid-
ing Birkhoff-style calculi, and first-order relational structures (aka Kripke frames) often
used as the intended structures in applications. Here we lay foundations for a complete-
ness theory that aims to answer the question whether the two semantics define the same
consequence relations for a given spi-logic.
In this paper, we investigate connections between various consequence rela-
tions for the fragment of propositional multi-modal logic that comprises implica-
tions σ → τ , where σ and τ are strictly positive modal formulas [8] constructed
from propositional variables using conjunction ∧, unary diamond operators ✸i,
and the constant ‘truth’ ⊤. We call such formulas σ and τ sp-formulas and
implications between them sp-implications .
§1. Background. Consequence relations for sp-implications have been stud-
ied in knowledge representation, universal algebra, and modal provability logic.
1.1. Description logic EL. In knowledge representation, ontologies are used
to define vocabularies for domains of interest together with logical relationships
between the vocabulary terms [4, 56, 5]. The description logic EL [6, 3] is a
widely used ontology language, in which such relationships are given by means
of (notational variants of) sp-implications. A typical example of an EL ontology
is SNOMED CT [67] that provides a standardised medical vocabulary for the
healthcare systems of more than twenty countries. SNOMED CT consists of
about 300,000 sp-implications covering most aspects of medicine and healthcare.
For example, the sp-implication
Viral pneumonia→ ✸causative agentVirus ∧✸finding siteLung
says that viral pneumonia is caused by a virus and found in lungs. EL is the
logical underpinning of the profile OWL2EL of the Web Ontology Language
OWL2 [60] designed by W3C for writing up ontologies. Under the EL seman-
tics, sp-implications are interpreted in relational structures known as Kripke
frames in modal logic. Important reasoning problems are whether an sp-impli-
cation is valid under this semantics and, more generally, whether it follows from
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a finite set of sp-implications. The former is called the subsumption problem, its
generalisation is the subsumption problem relative to a TBox. In modal logic,
they correspond to the local and, respectively, global consequence relation (re-
stricted to sp-implications). The computational complexity of these problems
has been extensively studied. Both were shown to be PTime-complete in gen-
eral [6, 3] as well as under additional relational constraints and extensions to the
language [3, 71], for example, over transitive Kripke frames and, more generally,
frames satisfying implications of the form R1 ◦ · · · ◦Rn ⊆ R, for binary relations
R1, . . . , Rn, R. PTime/coNP dichotomy results for the subsumption problem
under some universally first-order definable relational constraints were obtained
in [54], while [2] gave an example of a constraint under which subsumption be-
comes undecidable.
1.2. Semilattices with monotone operators. Following the algebraic ap-
proach to giving semantics to propositional logics [62], we can regard strictly
positive modal formulas as terms of the algebraic language with a binary func-
tion ∧, unary functions ✸i and constant ⊤. If ∧ is a semilattice operation, then
an sp-implication σ → τ becomes an ‘inequality’ of the form σ ≤ τ , which is
equationally expressible as σ ∧ τ ≈ σ. Conversely, any algebraic equation σ ≈ τ
between strictly positive ‘terms’ is equivalent to the pair σ → τ and τ → σ of
sp-implications. Thus, semilattices with additional operators provide another
natural semantics for sp-implications.
Semilattices with operators have been studied in universal algebra. An impor-
tant example is their use in McKenzie’s undecidability proof for Tarski’s finite
basis problem [57]. There has been extensive research on generalising natural
dualities for algebras with various kinds of (semi)lattice reducts to algebras with
operators [61, 76, 40, 1, 34, 43, 38, 35, 68, 33, 36, 26].
The relational semantics for the description logic EL mentioned above has
been connected to the uniform word problem (aka quasiequational theory) of
varieties of semilattices with monotone1 unary operators (SLOs, for short) in
[70, 71]. Varieties of closure semilattices, that is, SLOs with a single operator ✸
validating p ≤ ✸p and ✸✸p ≤ ✸p, have been investigated in [46]. They are also
connected to the closure algebras of McKinsey and Tarski [58].
1.3. Sub-propositional modal logics and Reflection Calculus RC. Sp-
implications have also been investigated in the context of provability logic [7, 25,
8, 11, 10]. The main motivation for considering them was the observation that,
while syntactical modal reasoning in Japaridze’s multi-modal provability logic
GLP [48, 16] cannot be characterised by any class of Kripke frames, its restric-
tion RC to sp-implications does have such a characterisation [25]. In particular,
sp-implications are regarded in RC as sequents connecting two strictly positive
formulas, and the developed syntactic calculus mimics the algebraic SLO-axioms
and the axioms and rules of Birkhoff’s equational calculus [12] (see §3.3 below).
Note also that RC allows more general arithmetic interpretations than GLP [8]
and, similarly to the subsumption problem in EL, reasoning in RC is PTime-
complete [25] (whereas GLP is PSpace-complete [65]).
1A unary operator ✸i in an algebra A is called monotone if A validates ✸i(p ∧ q) ≤ ✸iq.
This is the same as to say that a ≤ b implies ✸ia ≤ ✸ib, for any a, b in A.
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Other sub-propositional fragments of full modal logic that contain sp-formulas
have also been considered in the literature, both in the modal and description
logic setting and under various relational constraints. For example, results on the
computational complexity of the fragment with formulas built from literals using
∧ and both diamond and box modalities can be found in [64, 28, 44]. The above
mentioned dualities have also been investigated from the modal logic perspective
in order to find extensions of Kripke semantics that match the corresponding
algebraic semantics; see [29, 17, 18, 69] for the negation-free fragment and [37]
for its extension with ∧/∨-swapping operators.
In this paper, our concern is somewhat ‘orthogonal’ to duality theory: instead
of modifying/extending the relational semantics to ‘match’ it with the algebraic
one, we aim to understand the relationship between the (often intended) rela-
tional and (syntactic) algebraic consequence relations for sp-implications.
§2. Research problems and results. Following the modal logic tradition,
we define the spi-logic axiomatised by a set Σ of spi-implications as the closure
of Σ under the axioms and rules of a syntactic calculus capturing the algebraic
semantics of sp-implications. We denote this logic by L = SPi + Σ, indicating
that SPi comprises the sp-implications that are valid in all SLOs.
Our primary concern is the (Kripke) completeness problem for spi-logics. More
precisely, we would like to
(completeness): identify spi-logics SPi + Σ that are complete in the sense
that the two consequence relations Σ |=Kr and Σ |=SLO coincide, where for
any sp-implication ι,
Σ |=Kr ι iff ι is valid in every Kripke frame validating Σ;
Σ |=SLO ι iff ι is valid in every SLO validating Σ.
Sp-implications are modal Sahlqvist formulas [63]. So, by the completeness part
of Sahlqvist’s theorem, the full Boolean normal modal logic K⊕ Σ axiomatised
(using the standard calculus of normal modal logic2) by the sp-implications in
Σ is Kripke complete, that is, for every modal formula ϕ,
Σ |=Kr ϕ iff ϕ ∈ K⊕Σ iff ϕ ≈ ⊤ is valid in every BAO validating Σ,(1)
where BAO stands for Boolean algebra with normal and ∨-additive unary oper-
ators3 [49]. Note that, by (1), the completeness problem is equivalent to
(spi-axiomatisability): the problem whether Σ spi-axiomatises the spi-
fragment of the modal logic K ⊕ Σ, that is, ι ∈ SPi + Σ iff ι ∈ K ⊕ Σ,
for any sp-implication ι (in other words, the problem whether the spi-logic
SPi+Σ has a modal companion [11]); and also to
(conservativity): the purely algebraic problem of whether the consequence
relation Σ |=BAO is conservative over Σ |=SLO with respect to algebraic
equations between sp-formulas, that is, Σ |=SLO σ ≈ τ iff Σ |=BAO σ ≈ τ ,
for any sp-formulas σ and τ .
2It has the modal axioms ✷i(ϕ→ ψ)→ (✷iϕ→ ✷iψ) and the rules of substitution, modus
ponens and necessitation ϕ/✷iϕ, for each modal operator ✷i.
3A BAO is an algebra of the form A = (A,∧,∨,−,⊥,⊤,✸i)i∈I , where (A,∧,∨,−,⊥,⊤) is
a Boolean algebra, ✸i⊥ = ⊥ and ✸i(a ∨ b) = ✸ia ∨ ✸ib, for all a, b ∈ A and i ∈ I.
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In Boolean modal logic, the completeness problem has been actively and thor-
oughly investigated since the invention of the Kripke semantics in the 1950–60s.
Nearly all standard modal logics were proved to be Kripke complete by showing
that they either are canonical or have the finite model property, and it took a
while to construct first examples of incomplete logics [32, 73]. In contrast, in-
complete spi-logics are easy to find, with two simplest ones being SPi+{✸p→ p}
and SPi+ {✸p→ ✸q} (Examples 1 and 2). It is readily seen that both of them
have the finite model (but not finite frame) property. By Sahlqvist’s theorem,
all Boolean modal logics with sp-implicational axioms are canonical. Thus, the
classical completeness theory appears to be of little help in understanding com-
pleteness of spi-logics. New tools and techniques are required to investigate this
phenomenon.
In this paper, we develop and apply two general methods for establishing
completeness of spi-logics.
The first one is based on the fact that an spi-logic L is complete whenever
every SLO validating L can be embedded into the (SLO-reduct of the) full com-
plex algebra of some Kripke frame for L. Following the terminology of Gold-
blatt [40], we call such spi-logics L complex . Proving that L is complex can
be regarded as a generalisation of the canonical model technique from modal
logic: for every BAO A validating an spi-logic L, its ultrafilter-frame A+ vali-
dates L as well. Unfortunately, no such ‘canonical’ Kripke frame construction is
available for SLOs. Instead, we suggest two ‘templates’ that provide a range
of embeddings of SLOs into the SLO-reducts of complex algebras of appro-
priate frames, one generalising the embedding of [46], and another one using
filters in SLOs (see §4.1). We employ these templates to obtain two general
sufficient conditions for complexity (and so completeness) of spi-logics (The-
orems 19 and 35), and also show complexity of numerous concrete spi-logics
defining familiar classes of Kripke frames. Our conditions cover earlier results
of Sofronie-Stokkermans [70, 71] who proved that sp-implications of the form
✸1 . . .✸np→ ✸0p axiomatise complex spi-logics, and those of Jackson [46] who
showed that the spi-logic SPiqo = SPi + {p → ✸p,✸✸p → ✸p} (whose axioms
Σqo = {p → ✸p,✸✸p → ✸p} define the class of all quasiorders—frames of
the modal logic S4) is complex. We delimit the scope of the method by pro-
viding many examples of incomplete spi-logics, in particular, pairs of complete
and incomplete spi-logics sharing the same Kripke frames, and develop a general
technique for constructing incomplete spi-logics (Theorem 27).
As mentioned above, Boolean modal logics with sp-implicational axioms are
always complex. In contrast, we show a few natural and simple sp-implications
that axiomatise complete but not complex spi-logics, for example, those express-
ing n-functionality, for n ≥ 2, and linearity (Theorems 39 and 47). For such
spi-logics, we develop another general technique, called the method of syntac-
tic proxies, that mimics Kripke frame reasoning with the help of the syntactic
Birkhoff-type calculus for SLOs (see §4.2). We use this method to prove one more
general sufficient condition for completeness (Theorem 20) and apply it to a num-
ber of concrete spi-logics that are not complex (Theorems 40, 41, 48). Syntactic
proxies can also be used to establish completeness of all but two proper exten-
sions of the spi-logic SPiequiv = SPi+{p→ ✸p,✸✸p→ ✸p, q∧✸p→ ✸(p∧✸q)}
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(whose axioms define the class of all equivalence relations—frames of the modal
logic S5), the two exceptions being in fact incomplete. Jackson [46] fully de-
scribed the lattice of extensions of SPiequiv; it follows from his proofs that most
of them are |=BAO–to–|=SLO conservative.
One feature that spi-logics do share with Boolean modal logics is that—apart
from a few simple cases (such as extensions of SPiequiv and S5)—complete and ef-
fective classifications of logics according to their non-trivial properties are hardly
possible. In §8, we prove by reduction of the halting problem for Turing ma-
chines that, given a finite set Σ of sp-implications, no algorithm can recognise
completeness or complexity of the spi-logic SPi + Σ. The proof is more direct
compared to the known constructions from modal logic [74, 21, 19] because very
simple incomplete spi-logics are available.
Having laid foundations for a completeness theory in the strictly positive con-
text, we are naturally interested in the byproducts it may have for two related
problems, viz., the computational complexity (in particular, decidability) of spi-
logics and the definability problem. Recall that tractability of reasoning was one
of the main motivations for considering spi-logics.
As far as computational complexity is concerned, we observe that spi-logics
with universally definable classes of Kripke frames have the polynomial finite
frame property4 and are decidable in coNP if finitely axiomatisable and com-
plete (Theorem 11); moreover, those complete ones whose frames are definable
by equality-free universal Horn sentences are actually tractable (Theorem 13).
The latter applies to the spi-logics in the scope of completeness Theorems 19,
20 and 23. (Note that Boolean modal logics axiomatised by the same sp-impli-
cations can be computationally very complex, even undecidable [52]). We also
show tractability of several finitely axiomatisable complete spi-logics defining
universal non-Horn frame conditions such as the spi-logic SPinequiv whose frames
are equivalence relations with classes of size ≤ n, for n ≥ 2 (Theorem 42), and
the spi-fragment SPilin of the modal logic S4.3 (Theorem 49). On the other hand,
we observe that the completeness criterion of Theorem 35 has the spi-fragments
of all modal grammar logics [30] in its scope, and so there exist finitely axioma-
tisable and undecidable complete spi-logics [75, 66, 20, 2, 11].
A class C of Kripke frames is called spi-definable if C = {F | F |= Σ} for some
set Σ of sp-implications. The correspondence part of Sahlqvist’s theorem [63]
says that spi-definability (unlike modal definability) always implies definability
by first-order ∀∃-sentences. Many standard properties of frames turn out to
be spi-definable (see Table 1). On the other hand, such well-known logics as
K4.1, K4.2 and K4.3 are typical examples of Kripke complete modal logics whose
frames are not spi-definable (see Table 2). To obtain such non-spi-definability
results, we give a general necessary condition for spi-definability (in §9.1), and
also show that spi-definable properties of quasiorders must be universal.
The remainder of the article is organised as follows. Having defined in §3 the
required basic notions, in §4 we introduce the two general methods for estab-
lishing completeness, which are applied in §§5–7 and complemented by multiple
4An spi-logic L has the polynomial finite frame property if every sp-implication ι that fails
in some frame for L also fails in a frame for L of polynomial size in ι.
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examples of incomplete spi-logics. We systematise our completeness results for
spi-logics according to the form of the first-order correspondents of their axioms:
sp-implications with universal Horn, existential and disjunctive correspondents
are discussed in §5, §6 and §7, respectively. In §8 we prove that it is undecidable
whether a given finite set of sp-implications axiomatises a complete or complex
spi-logic. A few related problems are briefly discussed in §9: in §9.1 we deal with
non-spi-definability; in §9.2 we consider sp⊥-implications that may also contain
the constant ⊥ standing for ‘falsehood’ in Kripke frames and for the ≤-smallest
element in SLOs; in §9.3 we have a brief look at spi-rule logics (quasiequational
theories in the algebraic setting). In particular, we characterise complex spi-rule
logics rL as those for which rL |=Kr ρ coincides with rL |=SLO ρ, for all spi-rules
ρ. Finally, in §10 we suggest further research directions; a few open questions
are also scattered throughout the paper.
Table 1. Spi-definable first-order properties.
first-order property sp-implication(s) notation
reflexivity p→ ✸p ιrefl
transitivity ✸✸p→ ✸p ιtrans
symmetry q ∧✸p→ ✸(p ∧✸q) ιsym
∀x, y, z
(
R(x, y) ∧R(x, z)→ R(y, z)
)
✸p ∧✸q → ✸(p ∧✸q) ιeucl
Euclideanness
quasiorder {ιrefl, ιtrans} Σqo
equivalence {ιrefl, ιtrans, ιsym} Σequiv
{ιrefl, ιtrans, ιeucl} Σ′equiv
∀x, y, z
[
R(x, y) ∧R(x, z)→ ✸(p ∧ q) ∧✸(p ∧ r)→ ιwcon(
R(y, y) ∧R(y, z)
)
∨
(
R(z, z) ∧R(z, y)
)]
✸(p ∧✸q ∧✸r)
linear quasiorder5 {ιrefl, ιtrans, ιwcon} Σlin
∀x, y
[
R(x, y)→ ∃z
(
R(x, z) ∧R(z, y)
)]
✸p→ ✸✸p ιdense
density
∀x, y, z
(
R(x, y) ∧R(x, z)→ (y = z)
)
✸p ∧✸q → ✸(p ∧ q) ιfun
functionality
§3. Preliminaries. We begin by giving definitions of the basic notions and
discussing the problems we deal with in this paper.
3.1. Sp-formulas and sp-implications. Let R be a non-empty set called a
signature. An sp-formula (of signature R) is a multi-modal formula constructed
from propositional variables p from some countably infinite set var and constant
⊤ using conjunction ∧ and unary diamond operators ✸R , for R ∈ R. We omit
the subscript R in the unimodal case R = {R}.
An sp-implication ι (of signature R) is an expression of the form σ → τ , where
σ and τ are sp-formulas of signature R.
5A reflexive and transitive relation R is called a linear quasiorder if R is weakly connected :
∀x, y, z
(
R(x, y) ∧R(x, z)→ R(y, z) ∨ R(z, y) ∨ (y = z)
)
. Linear quasiorders are the frames of
the modal logic S4.3.
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Table 2. Non-spi-definable but modally definable first-order properties.
first-order property modal formula(s) notation
∀x, y, z
(
R(x, y) ∧R(y, z)→
R(x, z) ∨ (x = z)
)
✸✸p→ p ∨✸p ϕptrans
pseudo-transitivity
pseudo-equivalence ιsym , ϕptrans Diff
weak connectedness5 ✸p ∧✸q → ✸(p ∧ q)∨ ϕwcon
✸(p ∧✸q) ∨✸(q ∧✸p)
transitivity and weak connectedness ιtrans , ϕwcon K4.3
∀x, y, z
(
R(x, y) ∧R(x, z)→
∃u
(
R(y, u) ∧R(z, u)
))
✸✷p→ ✷✸p ϕconf
confluence
transitivity and confluence ιtrans , ϕconf K4.2
transitivity and ιtrans , ✷✸p→ ✸✷p K4.1
∀x∃y
(
R(x, y) ∧ ∀z
(
R(y, z)→ (y = z)
))
As argued in §§1–2, we aim to connect two types of semantics for sp-impli-
cations: one based on first-order relational structures, known as Kripke frames
in modal logic, and an algebraic one, based on meet-semilattices with monotone
operators. We begin with the latter.
3.2. Algebraic semantics. A structure A = (A,∧,⊤,✸R )R∈R is an sp-type
algebra (of signature R) if A 6= ∅, ⊤ ∈ A, ∧ is a binary and each ✸R a unary
function (operator) on A. This way sp-formulas can be regarded as algebraic sp-
type terms . (The overloading of ∧, ⊤ and ✸R should not confuse the reader as
it will always be clear from context whether we deal with algebraic operations or
logic connectives.) An sp-type equation is of the form σ ≈ τ , where σ and τ are
sp-type terms (that is, sp-formulas). A valuation in A is a function a mapping
the variables p ∈ var to elements in A. The value τ [a] ∈ A of an sp-type term
τ under a is defined inductively as usual. If the variables occurring in τ are
among p1, . . . , pn and a(pi) = ai, then we also write τ [a1, . . . , an] in place of τ [a].
Given an sp-type equation σ ≈ τ , we set A |= (σ ≈ τ)[a] if σ[a] = τ [a], and
A |= (σ ≈ τ) if A |= (σ ≈ τ)[a] for every valuation a in A, in which case we say
that A validates σ ≈ τ .
A meet-semilattice with monotone operators (SLO, for short) is an sp-type
algebra validating the following sp-type equations:
p ∧ p ≈ p,(2)
p ∧ q ≈ q ∧ p,(3)
p ∧ (q ∧ r) ≈ (p ∧ q) ∧ r,(4)
p ∧ ⊤ ≈ p,(5)
✸R (p ∧ q) ∧✸R q ≈ ✸R (p ∧ q), for R ∈ R.(6)
In a SLO A, the partial order ≤ is defined as usual by taking a ≤ b iff a∧ b = a,
for all a, b in A. It is readily seen that ∧ and ✸R are monotone with respect to
≤: if a ≤ b then a ∧ c ≤ b ∧ c and ✸R a ≤ ✸R b, for all a, b, c in A and R ∈ R.
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By regarding any sp-implication ι = (σ → τ) as an sp-type ‘inequality’ σ ≤ τ
(which is a shorthand for the sp-type equation σ ∧ τ ≈ σ), we set A |= ι[a] if
σ[a] ≤ τ [a], and A |= ι if A |= ι[a] for every valuation a in A, in which case we
say that A validates ι. The set of sp-implications that are validated by all SLOs
is denoted by SPi.
We say that a SLO A validates a set Σ of sp-implications and write A |= Σ if
A |= ι for all ι in Σ. We denote by SLOΣ the class—in fact, variety—of all SLOs
validating Σ. In particular, SLO denotes the variety of all SLOs. We define a
consequence relation Σ |=SLO by taking, for any sp-implication ι,
Σ |=SLO ι iff A |= ι for every A ∈ SLOΣ .
We write |=SLO ι for ∅ |=SLO ι. As a SLO clearly validates σ ≈ τ iff it validates
both σ → τ and τ → σ, we write Σ |=SLO σ ≈ τ whenever both Σ |=SLO σ → τ
and Σ |=SLO τ → σ hold.
3.3. Spi-logics. As sp-implications are special cases of algebraic sp-type equa-
tions, the consequence relation Σ |=SLO can be characterised syntactically by
Birkhoff’s equational calculus [12, 42]. Using a Lindenbaum–Tarski-algebra type
argument, it is readily seen that Σ |=SLO can also be captured by a calculus using
only sp-implications in its derivations. Namely, it is not hard to show that
Σ |=SLO ι iff Σ ⊢SLO ι,(7)
where Σ ⊢SLO ι means that there is a finite sequence ι0, . . . , ιn of sp-implications
such that ιn = ι and each ιi, for i ≤ n, is either a substitution instance of some
sp-implication in Σ or a substitution instance of one of the axioms
p→ p, p→ ⊤, p ∧ q → q ∧ p, p ∧ q → p,(8)
or obtained from earlier members of the sequence using one of the rules
σ → τ τ → ̺
σ → ̺
,
σ → τ σ → ̺
σ → τ ∧ ̺
,
σ → τ
✸R σ → ✸R τ
(R ∈ R)(9)
(see also the Reflection Calculus RC of [7, 25]). In fact, throughout we shall
only use the ⇐ (soundness) direction of (7). We write ⊢SLO ι for ∅ ⊢SLO ι. We
write Σ ⊢SLO σ ≈ τ whenever both Σ ⊢SLO σ → τ and Σ ⊢SLO τ → σ hold.
For any set Σ of sp-implications, we define the spi-logic SPi+ Σ axiomatised
by Σ as
SPi+Σ = {ι | ι is an sp-implication and Σ ⊢SLO ι}.
If L = SPi+Σ, for some set Σ of sp-implications, then we call L an spi-logic.
3.4. Kripke semantics. A Kripke model (of signature R) is a pair of the
form M = (F, v), where F = (W,RF)R∈R is a frame (of signature R) with
domain W 6= ∅ and binary (accessibility) relations RF, for R ∈ R, and v is a
valuation associating a subset v(p) ⊆W with any variable p. The truth relation
M, w |= τ for w ∈ W and an sp-formula τ is defined by induction: M, w |= ⊤,
M, w |= p iff w ∈ v(p), M, w |= τ ′ ∧ τ ′′ iff M, w |= τ ′ and M, w |= τ ′′, and for
each R ∈ R,
M, w, |= ✸R τ
′ iff M, w′ |= τ ′ for some w′ with (w,w′) ∈ RF.
For an sp-implication ι = (σ → τ) and w ∈ W , we write M, w |= ι if M, w |= σ
implies M, w |= τ . We say that ι holds in M (or M is a model of ι) and write
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M |= ι, if M, w |= ι holds for every w ∈ W . We also write F, w |= ι if M, w |= ι
holds for every Kripke model M based on F, and F |= ι if F, w |= ι for every
w ∈ W (equivalently, if M |= ι for every model M based on F); in this case, we
say that F validates ι. Finally, we say that F validates (or is a frame for) a set Σ
of sp-implications and write F |= Σ, if F |= ι for every ι in Σ. The class of frames
for Σ is denoted by KrΣ . By the correspondence part of Sahlqvist’s theorem,
KrΣ is first-order definable in the language with binary predicate symbols R,
for R ∈ R, and equality. Any such first-order theory defining KrΣ is called a
correspondent of Σ; see, e.g., [13, 22]. (All correspondents of Σ are equivalent.)
If {Ψ} is a correspondent of {ι}, we say that Ψ is a correspondent of ι.
Given a set Σ of sp-implications, we define a consequence relation Σ |=Kr by
taking, for any sp-implication ι,
Σ |=Kr ι iff F |= ι for every frame F ∈ KrΣ .
We write |=Kr ι for ∅ |=Kr ι.
3.5. Completeness. Every frame F = (W,RF)R∈R gives rise to a SLO
F⋆ = (2W ,∩,W,✸+R)R∈R,
where, for all R ∈ R and X ⊆W ,
✸
+
RX = {w ∈W | (w, v) ∈ R
F for some v ∈ X}
(that is, F⋆ is the sp-type reduct of the full complex algebra of F [40]). As Kripke
models over F and valuations in F⋆ are the same thing, for every sp-implication
ι, we have F |= ι iff F⋆ |= ι. Therefore, for every spi-logic SPi+Σ,
Σ |=SLO ι =⇒ Σ |=Kr ι, for any ι,(10)
and so, by (7),
KrΣ = KrSPi+Σ .(11)
An spi-logic L = SPi+Σ is called complete if, for every sp-implication ι,
Σ |=Kr ι iff Σ |=SLO ι.
Note that completeness of L does not depend on its axioms: if L = SPi + Σ =
SPi+Σ′ then SLOL = SLOΣ = SLOΣ′ , and so KrL = KrΣ = KrΣ′ by (11).
As discussed in §2, SPi+∅ and SPiqo are simple examples of complete spi-logics
[70, 46] (see also Theorem 4 and its proofs in §4.1 and §4.2, and Corollary 16).
The following two examples show incomplete ones.
Example 1. Consider the sp-implication ✸p→ p. On the one hand, a frame
F = (W,RF) validates ✸p → p iff F |= ∀x, y (R(x, y) → (x = y)). Thus, it
is easy to see that {✸p → p} |=Kr ι, where ι = (p ∧ ✸⊤ → ✸p). On the
other hand, {✸p → p} 6|=SLO ι as the SLO A with 3 elements b ≤ a ≤ ⊤
such that ✸a = ✸b = b and ✸⊤ = a validates ✸p → p and refutes ι, since
a ∧ ✸⊤ = a 6= b = ✸a (see Fig. 1 (a)). So, the spi-logic SPi + {✸p → p} is
incomplete.
Example 2. Consider the sp-implication✸p→ ✸q. On the one hand, a frame
F = (W,RF) validates ✸p → ✸q iff RF = ∅, and so {✸p → ✸q} |=Kr ✸⊤ → p.
On the other hand, {✸p→ ✸q} 6|=SLO ✸⊤ → p as the SLO A with two elements
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a ≤ ⊤ such that ✸a = ✸⊤ = ⊤ validates ✸p → ✸q and refutes ✸⊤ → p, since
✸⊤ = ⊤ 6≤ a. Therefore, the spi-logic SPi+ {✸p→ ✸q} is incomplete.
3.6. Drawing SLOs. In our examples, depending on the context, we depict
SLOs in two different ways. One way is to represent the semilattice structure by
its Hasse diagram and use arrows labelled by R to indicate the ✸R functions. In
the unimodal case, we represent the elements x with ✸x = x by hollow circles,
and indicate ✸ by unlabelled arrows otherwise; see Fig. 1 (a).
Another way is to draw a SLO as a subalgebra A of some suitable F⋆ (which
always exists by Theorem 3). We represent the underlying F = (W,RF)R∈R as
a labelled directed multigraph (omitting the edge labels in the unimodal case)
and indicate the non-empty subsets of W that belong to A. This representation
makes it easier for the ‘modal logic minded’ reader to check whether the given
SLO validates an sp-implication ι: it suffices to verify that M |= ι for every A-
admissible Kripke modelM based on F, in which allM(p) belong to the indicated
subsets of F (cf. general frames in modal logic [39, 22]). In Fig. 1 (b), showing
such a drawing of the SLO A from Example 1, M |= ✸p→ p for all A-admissible
Kripke models over the depicted F (the model (F, v) with v(p) = {2} is not
A-admissible), while M′, 1 6|= p ∧✸⊤ → ✸p for M′ = (F, v′) with v′(p) = {1}.
b
a
⊤
(a)
1
2
(b)
Figure 1. Two ways of depicting the SLO A of Example 1.
§4. Tools and techniques for proving completeness. In this section,
we introduce two general methods for proving completeness of spi-logics. Both
methods will be illustrated by many examples throughout the paper.
4.1. Embedding SLOs into complex algebras of frames. Adopting the
terminology of Goldblatt [40], we call an spi-logic L complex if every A in SLOL
is embeddable6 into F⋆, for some frame F for L. As sp-implications are preserved
under taking subalgebras, we always have that
L is complex =⇒ L is complete.
Theorems 39 and 47 give examples where the converse implication does not hold.
It is well-known that every BAO is embeddable into the full complex algebra
of its ultrafilter frame [49]. As shown in [70], a similar result also holds for SLOs:
6Given sp-type algebras A and B of the same signature, a function η : A → B is an sp-
homomorphism if it preserves all the sp-operations. A one-to-one sp-homomorphism is an
sp-embedding . A is embeddable into B if there exists an sp-embedding η : A→ B (that is, if A
is isomorphic to a subalgebra of B). For universal algebra basics, we refer the reader to [42].
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Theorem 3. Every SLO is embeddable into F⋆, for some frame F.
As an immediate consequence, we obtain:
Theorem 4. The spi-logic SPi+ ∅ is complex, and so complete.
The simple proposition below provides us with infinitely many complex spi-
logics. Call an sp-implication σ → τ variable-free if both σ and τ are built up
from ⊤ using ∧ and the ✸R .
Proposition 5. If SPi+Σ is a complex spi-logic and Σ0 a set of variable-free
sp-implications, then SPi+ (Σ ∪Σ0) is complex.
Proof. By possibly adding ‘dummy’ sp-implications to Σ, we may assume
that every ✸R occurring in Σ0 also occurs in Σ. Suppose A ∈ SLOΣ∪Σ0 . As
SPi + Σ is complex, A is (isomorphic to) a subalgebra of F⋆, for some frame
F |= Σ. As A |= Σ0, there is an A-admissible Kripke model M |= Σ0 based on
F. Since Σ0 is variable-free, we also have F |= Σ0. ⊣
Question 1. Does Proposition 5 hold with ‘complete’ in place of ‘complex’?
In the remainder of §4.1, we show two different ways of proving Theorem 3
and discuss connections between them.
4.1.1. Embeddings via elements of SLOs. These are variants of the embedding
used by Jackson [46] for closure algebras. We embed a SLO A = (A,∧,⊤,✸R )R∈R
into the SLO F⋆, for some frame F = (A,RF)R∈R, using the map
η : a 7→ {b ∈ A | b ≤ a}.
Clearly, η(⊤) = A and η(a∧ b) = η(a)∩ η(b). We show now that to preserve the
✸R , it is enough if R
F satisfies the following two conditions, for all R ∈ R:
∀a, b
[
(a, b) ∈ RF ⇒ a ≤ ✸R b
]
,(12)
∀a, b
[
a ≤ ✸R b ⇒ ∃c
(
c ≤ b and (a, c) ∈ RF
)]
.(13)
First we establish η(✸R a) ⊆ ✸
+
R η(a). Let b ≤ ✸R a. By (13), there is c ∈ A
with c ≤ a and (b, c) ∈ RF. It follows that c ∈ η(a), and so b ∈ ✸+R η(a). To
show ✸+R η(a) ⊆ η(✸R a), take any b ∈ A such that (b, x) ∈ R
F for some x ∈ η(a).
Then x ≤ a and, by (12), b ≤ ✸R x. By the monotonicity of ✸R , ✸R x ≤ ✸R a,
and so b ≤ ✸R a, that is, b ∈ η(✸R a). (In fact, it is easy to see that (12) and
(13) are actually equivalent to ∀a η(✸R a) = ✸
+
R η(a).) Finally, we check that η
is injective. If a, b ∈ A and a 6= b then we may assume that a 6≤ b, in which case
a ∈ η(a) but a /∈ η(b).
For example, an RF satisfying (12) and (13) can be defined by taking
(a, b) ∈ RF ⇐⇒ a ≤ ✸R b.(14)
We use this definition in the proofs of Theorems 19 and 35. However, the proofs
of Theorems 15, 23, 28 and 29 require different RF satisfying (12) and (13).
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4.1.2. Embeddings via filters. Let A = (A,∧,⊤,✸R )R∈R be a SLO. For any
U ⊆ A and R ∈ R, we set
✸R [U ] = {✸R a | a ∈ U}.
We remind the reader that a nonempty subset U ⊆ A is a filter (of A) if it is
up-closed (in the sense that a ∈ U and a ≤ b imply b ∈ U) and ∧-closed (that
is, a ∧ b ∈ U for any a, b ∈ U). We denote by F(A) the set of all filters of A.
We embed A into G⋆, for some frame G = (F(A), RG)R∈R, using the map
f : a 7→ {U ∈ F(A) | a ∈ U}.
Clearly, f(⊤) = F(A) and f(a ∧ b) = f(a) ∩ f(b) for all a, b ∈ A. Also, it is
readily seen that to ensure f
(
✸R a
)
= ✸+R f(a) for all a, we can equivalently
require that the following two conditions hold for all U ∈ F(A) and R ∈ R:
∀V
(
(U, V ) ∈ RG ⇒ ✸R [V ] ⊆ U
)
,(15)
∀a
[
✸R a ∈ U ⇒ ∃V
(
a ∈ V and (U, V ) ∈ RG
)]
.(16)
To check that f is injective, let a 6= b. We may assume that a 6≤ b and take the
filter {a}↑ = {b | a ≤ b} (the principal filter generated by a). Then {a}↑∈ f(a)
but {a}↑ /∈ f(b).
For example, one can define RG by taking
(U, V ) ∈ RG ⇐⇒ ✸R [V ] ⊆ U.(17)
Again, in general, there can be different RG satisfying (15) and (16); see, e.g.,
the proofs of Theorems 21 and 29 (i).
4.1.3. Connection between the two embeddings. For an arbitrary SLO A, with
the ‘classical’ definitions of RF and RG via (14) and (17), respectively, we have
the following:
Proposition 6. The frame (A,RF)R∈R is isomorphic to a (not necessarily
generated) subframe of (F(A), RG)R∈R. For finite A, these frames are isomor-
phic.
Proof. For all a, b ∈ A, we have (a, b) ∈ RF iff a ≤ ✸Rb iff a ≤ ✸Rc for all
c ≥ b iff
(
{a}↑, {b}↑
)
∈ RG. If A is finite, then all filters of A are principal. ⊣
4.2. Completeness by syntactic proxies. To introduce our secondmethod
for proving completeness, we establish some connections between sp-formulas and
Kripke models.
Given Kripke models Mi = (Fi, vi) based on frames Fi = (Wi, Ri)R∈R, for
i = 1, 2, a map h : W1 →W2 is called an F1 → F2 homomorphism if (x, y) ∈ R1
implies
(
h(x), h(y)
)
∈ R2, for any x, y ∈ W1 and R ∈ R. If in addition x ∈ v1(p)
implies h(x) ∈ v2(p), for any x ∈W1 and variable p, then h is called anM1 →M2
homomorphism. Clearly, sp-formulas are preserved under homomorphisms in the
sense that M1, x |= ̺ implies M2, h(x) |= ̺, for any x ∈W1 and sp-formula ̺.
4.2.1. Kripke models from sp-formulas. We say that a frame F = (W,RF)R∈R
is tree-shaped (or simply a tree) with root r if (W,
⋃
R∈RR
F) is a finite directed
tree with root r such that RF1 ∩ R
F
2 = ∅ for all R1 6= R2. (In particular,
(W,RF)R∈R is irreflexive and intransitive.)
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We use the following notions and notation throughout the paper. Given an
sp-formula ̺, we define by induction a Kripke model
M̺ = (T̺, v̺) based on a finite tree T̺ = (W̺, R̺)R∈R with root r̺.
For ̺ = ⊤, T̺ consists of a single irreflexive point r̺ with v̺(p) = ∅ for all
variables p. For ̺ = p, T̺ consists of a single irreflexive point r̺, v̺(p) = {r̺},
and v̺(q) = ∅ for q 6= p. For ̺ = ̺1 ∧ ̺2, we first construct disjoint M̺1 and
M̺2 , and then merge their roots r̺1 and r̺2 into r̺ such that r̺ ∈ v̺(q) iff
r̺i ∈ v̺i (q), for some i = 1, 2. Finally, for ̺ = ✸R ̺
′, we add a fresh point r̺ to
W̺′ , and set R̺ = R̺′ ∪ {(r̺, r̺′)} and v̺(p) = v̺′(p) for all variables p. We
refer to M̺ as the ̺-tree model . Note that M̺ and ̺ are of the same size as the
points in W̺ are in one-to-one correspondence with the subformulas of ̺.
Proposition 7. For any sp-formula ̺, Kripke model M and point w in M,
we have M, w |= ̺ iff there is a homomorphism h : M̺ →M with h(r̺) = w.
Proof. By a straightforward induction on the construction of ̺. ⊣
The connection between the validity of sp-implications and homomorphisms
between models proved below was first observed in [6].
Corollary 8. (i) For any sp-implication ι = (σ → τ), Kripke model M and
point w in M, the following conditions are equivalent :
– M, w |= ι;
– for every homomorphism hσ : Mσ →M with hσ(rσ) = w, there is a homo-
morphism hτ : Mτ →M with hτ (rτ ) = w.
(ii) For any sp-formulas σ and τ , we have |=Kr σ → τ iff Mσ, rσ |= τ .
Proof. Claim (i) is an immediate consequence of Proposition 7.
(ii) (⇒) As the identity map on Mσ is a homomorphism, Mσ, rσ |= σ by
Proposition 7, and so Mσ, rσ |= τ by the assumption.
(⇐) Suppose M, w |= σ, for some Kripke model M based on a frame F. By
Proposition 7, there is a homomorphism h : Mσ → M with h(rσ) = w. Thus,
M, w |= τ follows from Mσ, rσ |= τ . ⊣
4.2.2. Sp-formulas from Kripke models. SupposeN = (F, v) is a Kripke model
such that v(p) 6= ∅ for finitely many variables p only, and F = (W,RF)R∈R is a
finite frame with root r that contains no directed cycles. We inductively associate
with N an sp-formula for(N) = forNr by setting, for every w ∈W ,
forNw =
∧
w∈v(p)
p ∧
∧
(w,v)∈RF
✸R for
N
v .
Clearly, N, w |= forNw . Observe that if F is a directed tree then for
N
w is the unique
(modulo SLO-axioms (2)–(4)) sp-formula ̺ such that the ̺-tree model M̺ is the
submodel of N generated by w. Thus, in this case Mfor(N) is the same as N. In
particular, for(Mσ) = σ, for any sp-formula σ. In general, the for(N)-tree model
Mfor(N) is what is known in modal logic as the r-unravelling of N, and so:
Proposition 9. For every sp-formula τ , N, r |= τ iff Mfor(N), r |= τ .
We also note the following important fact:
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Proposition 10. If h : N1 → N2 is a homomorphism, then, for every w in
N1, we have ⊢SLO for
N2
h(w) → for
N1
w .
4.2.3. Syntactic proxies. The above observations give another completeness
proof for the spi-logic SPi + ∅ (cf. Theorem 4). Indeed, suppose |=Kr σ → τ .
Then, by Corollary 8 (ii), we have Mσ, rσ |= τ , and so by Proposition 7, there
is a homomorphism h : Mτ → Mσ with h(rτ ) = rσ. Thus, ⊢SLO σ → τ follows
by Proposition 10, and so |=SLO σ → τ by (7).
This proof is a special case of the following general method of establishing
completeness of spi-logics, which we call the method of syntactic proxies . In
order to prove that an spi-logic SPi+ Σ is complete (without knowing whether
it is complex or not), we do the following, for any given sp-implication σ → τ :
(i) transform one of the sp-formulas σ or τ into some Σ ⊢SLO-equivalent normal
form resulting in an sp-implication α→ β, called a Σ-proxy for σ → τ ;
(ii) show that Σ |=Kr α → β is reducible to Σ− |=Kr α → β, for some subset
Σ− of Σ such that SPi+Σ− is complete and has the finite frame property.
The concrete Σ-normal form used in this method depends on Σ and reflects the
structure of its frames. Say, for Σ = {✸R p → ✸S p} that defines the property
Φ = ∀x, y (R(x, y) → S(x, y)), we transform σ into a Σ ⊢SLO-equivalent sp-
formula describing the Φ-closure of the finite σ-tree model Mσ, and take Σ
− = ∅
(see Theorem 20). For Σlin defining linear quasiorders, we transform τ into a
conjunction of sp-formulas, each of which describes a linearly ordered full branch
of the finite τ -tree model Mτ , and take Σ
− = Σqo (see Theorem 48).
We use the method of syntactic proxies to obtain a number of completeness
results: Theorem 20, which is a general completeness criterion (where we do not
know whether all the covered spi-logics are complex), and Theorems 40, 41 and
48 (where the spi-logics in question are not complex).
In the next three sections, we apply the tools and techniques developed above
to investigate completeness properties of spi-logics, systematising our results
according to the form of the first-order correspondents of their axioms.
§5. Completeness of spi-logics with universal Horn correspondents.
We begin by recalling that, by the correspondence part of Sahlqvist’s theo-
rem [63, 13], a first-order correspondent Ψι of any sp-implication ι = (σ → τ)
can be constructed as follows, using the tree models Mσ and Mτ from §4.2.1.
Suppose Wσ = {v0, v1, . . . , vnσ} with v0 = rσ, and Wτ = {u0, u1, . . . , unτ } with
u0 = rτ . With each point w in Wσ ∪Wτ , we associate a variable wˆ, and set
(18) Ψ′
ι
(vˆ0) = ∀vˆ1, . . . , vˆnσ
( ∧
i,j≤nσ,R∈R
(vi,vj)∈Rσ
R(vˆi, vˆj)→
∃uˆ0, . . . , uˆnτ
(
(vˆ0 = uˆ0) ∧
∧
i,j≤nτ , R∈R
(ui,uj)∈Rτ
R(uˆi, uˆj) ∧
∧
i≤nτ , p∈var
ui∈vτ (p)
∨
j≤nτ
vj∈vσ(p)
(uˆi = vˆj)
))
.
Then (as actually follows from Corollary 8 (i)), for any frame F and any point
w in it, F, w |= ι iff F |= Ψ′
ι
(vˆ0)[w]. The formula Ψ
′
ι
(vˆ0) with one free variable
vˆ0 is called a local correspondent of ι. The sentence Ψι = ∀vˆ0Ψ′ι(vˆ0) is then a
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(global) correspondent of ι, that is, for every frame F,
F |= ι ⇐⇒ F |= Ψι.(19)
The left-hand side of the implication in Ψι is just the diagram of the tree-shaped
frame Tσ constructed from the atoms R(vˆi, vˆj) with (vi, vj) ∈ Rσ. The right-
hand side has a more complex structure that involves equality, disjunction and
existential quantifiers. In some cases, Ψι is equivalent to a first-order sentence
without some of these. For example, reflexivity, transitivity or symmetry can
clearly be defined without using any of =, ∨ and ∃ on the right-hand side. On
the other hand, = is required to define functionality, ∨ is needed for linearity,
and ∃ for density. Note that if Ψι is equivalent to a universal sentence, then
every subframe of a frame in Kr{ι} is also in Kr{ι}. We call an spi-logic L a
subframe logic if KrL is closed under taking subframes.
Theorem 11. Every subframe spi-logic L has the polynomial finite frame prop-
erty, and is decidable in coNP if complete and finitely axiomatisable.
Proof. Decidability in coNP follows from completeness and finite axioma-
tisability, using the polynomial finite frame property. To show it, suppose ι /∈ L
and ι = (σ → τ). Then there is a Kripke model M 6|= ι based on some F ∈ KrL,
that is, M, w |= σ and M, w 6|= τ , for some point w. By Proposition 7, there is
a homomorphism h : Mσ →M with h(rσ) = w. Take the restrictions F′ and M′
of, respectively, F and M to {h(w) | w ∈ Wσ}. Then M′ 6|= ι and F′ ∈ KrL is a
subframe of Tσ, and so it is of polynomial size in ι. ⊣
5.1. Equality-free universal Horn correspondents. By a profile we mean
a quadruple π = (G, S, u, v), whereG = (∆, RG)R∈R is a finite rooted frame with
u, v ∈ ∆, S ∈ R and (u, v) /∈ SG. Let ∆ = {x0, . . . , xn}. The profile π represents
the universal Horn sentence
Φπ = ∀xˆ0, . . . , xˆn
( ∧
i,j≤n,R∈R
(xi,xj)∈RG
R(xˆi, xˆj)→ S(uˆ, vˆ)
)
.
We call ι a Horn-implication if its correspondent Ψι is equivalent to Φπ for some
profile π, in which case we say that π is a profile of ι or ι has profile π. Since
(u, v) /∈ SG, we have G 6|= Φπ, and so G 6|= Ψι. Thus,
if π = (G, S, u, v) is a profile of ι, then G 6|= ι.(20)
Given a set Π of profiles and a frame F = (W,RF)R∈R, we denote by Π(F) the
Π-closure of F, that is, the smallest frame H extending F such that H |= Φπ,
for π ∈ Π. If Π = {π}, we write π(F) instead of Π(F). Thus, π(F) contains the
same points as F but possibly more S-arrows between them. For a Kripke model
M = (F, v), we set Π(M) =
(
Π(F), v
)
. Clearly, if both Π and F = (W,RF)R∈R
are finite, we can construct Π(F) step-by-step by defining a finite sequence
F = F0, . . . ,Fi = (W,RF
i
)R∈R, . . . ,F
n = Π(F)(21)
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of frames such that n ≤ |R| · |W |2 and, for every i < n, there exist a profile
πi = (Gi, Si, ui, vi) in Π and a homomorphism hi : Gi → Fi with
RF
i+1
=
{
RF
i
∪
{(
hi(ui), hi(vi)
)}
, if R = Si,
RF
i
, otherwise.
(22)
To put it another way, Π(F) is the result of applying the datalog program with
rules {Φπ | π ∈ Π} to the input database {RF | R ∈ R}, which can be done
in polynomial time in F for a fixed finite Π [24]. In general, using a similar
step-by-step construction for successor ordinals and taking the union for limits,
one can show that, for any frames F,F′ and set Π of profiles,
any homomorphism f : F→ F′ is a Π(F)→ Π(F′) homomorphism.(23)
We have the following generalisation of Corollary 8 (ii):
Proposition 12. Let Σ be a set of Horn-implications and ΠΣ = {πι | ι ∈ Σ}
their profiles. Then Σ |=Kr σ → τ iff ΠΣ(Mσ), rσ |= τ , for any sp-formulas σ
and τ .
Proof. (⇒) As ΠΣ(Mσ) extends the σ-tree model Mσ, the identity map is
an Mσ → ΠΣ(Mσ) homomorphism, and so ΠΣ(Mσ), rσ |= σ by Proposition 7.
As ΠΣ(Tσ) |= Φπe for every πι ∈ ΠΣ , we have ΠΣ(Tσ) |= Ψι for every ι ∈ Σ,
and so ΠΣ(Tσ) |= Σ. Therefore, ΠΣ(Tσ) |= σ → τ , and so ΠΣ(Mσ), rσ |= τ .
(⇐) Suppose M, w |= σ for some Kripke model M based on a frame F ∈ KrΣ .
By Proposition 7, there is a homomorphism h : Mσ → M with h(rσ) = w.
By (23), h is a homomorphism from Π(Mσ) to Π(M). As F |= Σ, we have
F |= Φπι for any πι ∈ ΠΣ . Thus, ΠΣ(M) = M, and so M, w |= τ follows from
ΠΣ(Mσ), rσ |= τ , as required. ⊣
As the Kripke model ΠΣ(Mσ) has |Wσ|-many points and can be constructed
in polynomial time in σ, we obtain the following consequence of Proposition 12:
Theorem 13. For any finite set Σ of Horn-implications, SPi + Σ has the
polynomial finite frame property, and is decidable in PTime if complete.
Note that full Boolean normal multi-modal logics axiomatisable by Horn-im-
plications can be very complex. For example, it is shown in [52] that K ⊕ Σ is
undecidable for
Σ = {✸R✸P ✸R p→ ✸P p, ✸Q✸R p→ ✸Q p, ✸Q✸P p→ ✸P p},
On the other hand, by Corollary 16 below, the spi-logic SPi+Σ is complete, and
so decidable in PTime by Theorem 13. For more decidability and complexity
results for modal logics of Horn definable classes of frames, the reader is referred
to [45, 59].
In the remainder of this section, we provide a few general sufficient conditions
for completeness of spi-logics axiomatisable by Horn-implications, and also give
a number of counterexamples illustrating their boundaries.
We say that π = (G, S, u, v) is a tree-profile if G is a tree with root rG.
Proposition 14. Suppose that a Horn-implication ι = (σ → τ) has a tree-
profile (G, S, u, v). Then the following hold:
(i) there exist a homomorphism f : Tσ → G and a homomorphism g : G→ Tσ;
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(ii) for any homomorphism h : Tσ → G, we have h(rσ) = rG.
Proof. (i) By (20) G 6|= ι, and so there is a homomorphism f : Tσ → G.
Since 6|=Kr ι, by Corollary 8 (ii) we obtain Mσ, rσ 6|= τ , from which Tσ 6|= ι.
Therefore, Tσ 6|= Φπ, and so there is a homomorphism g : G→ Tσ.
(ii) Suppose h : Tσ → G is a homomorphism. Then the composition of g and
h is a homomorphism from the finite tree G to itself, which gives h
(
g(rG)
)
= rG,
and so g(rG) = rσ must hold as well. ⊣
A profile π = (G, S, u, v) is minimal if there is no profile π′ = (G′, S′, u′, v′)
such that |G′| < |G| and Φπ is equivalent to Φπ′ . As shown in [50], for any
minimal profile π, the class of frames validating Φπ is modally definable iff π is
a tree-profile. (Thus, every Horn-implication has a correspondent Φπ given by
a minimal tree-profile π.) Moreover, any such modally definable class is in fact
definable by a single sp-implication ιπ constructed in the following way.
Suppose y0R
G
1 y1 . . . yℓ−1R
G
ℓ yℓ is the unique path in the tree-shaped frame
G = (∆, RG)R∈R from the root y0 to yℓ = u, for some ℓ < ω. We introduce
a propositional variable px for each x ∈ {y1, . . . , yℓ, v}. Let ∆ = {x0, . . . , xn}
be such that x0 = y0 is the root of G, and (xi, xj) ∈ RG implies i < j, for all
i, j ≤ n and R ∈ R. By induction on i from n to 0, we set
σi =


px ∧
∧
(xi,xj)∈RG
✸R σj , if xi = x for some x ∈ {y1, . . . , yℓ, v},
⊤ ∧
∧
(xi,xj)∈RG
✸R σj , otherwise
(24)
and
ιπ =
(
σ0 → ✸R1
(
py1 ∧✸R2 (py2 ∧ · · · ∧✸Rℓ (pu ∧✸S pv) . . . )
))
.(25)
It is readily checked that ιπ is a Horn-implication and π is a profile of ιπ.
5.1.1. Horn-implications with rooted tree-profiles. We say that a tree-profile
π = (G, S, u, v) is rooted if u is the root of G, in which case
ιπ = (σ0 → ✸S pv),
and the only variable that occurs in σ0 is pv. A few examples of tree-profiles
π with their Φπ and ιπ are given in Table 3, where the first two tree-profiles
(for reflexivity and transitivity) are rooted, and the last two (for symmetry and
Euclideanness) are non-rooted.
Theorem 15. Any spi-logic axiomatised by sp-implications ιπ, for some rooted
tree-profiles π, is complex, and so complete.
A generalisation of this theorem (Theorem 35) will be proved in §6. Note that
as a consequence we obtain the following:
Corollary 16 ([71]). Any spi-logic axiomatised by sp-implications of the form
✸R1 . . .✸Rn p → ✸R0 p, for n ≥ 0, is complex, and so complete. In particular,
SPi+ {ιrefl}, SPi+ {ιtrans}, and SPiqo are all complex and complete.
In general, there can be different sp-implications ι with the same rooted tree-
profile π. Since for each such ι, Ψι is equivalent to Φπ, ι and ιπ are valid in the
same frames. However, we do not necessarily have SLO{e} = SLO{ιπ}, and so
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profile π Φπ ιπ
∀xR(x, x) ιrefl : p → ✸p
∀x, y, z
(
R(x, y) ∧ R(y, z) → R(x, z)
)
ιtrans : ✸✸p → ✸p
ιsym :
∀x, y
(
R(x, y) → R(y, x)
)
q ∧✸p → ✸(p ∧✸q)
ιeucl :
∀x, y, z
(
R(x, y) ∧ R(x, z) → R(y, z)
)
✸p ∧✸q → ✸(p ∧✸q)
Table 3. Examples of rooted and non-rooted tree-profiles.
Theorem 15 cannot be generalised to all such sp-implications, as shown by the
following examples.
Example 17. Consider first the rooted tree-profile π for reflexivity in Table 3.
It is not hard to see that the sp-implication ι =
(
p→ ✸✸(p ∧✸p)
)
also has Φπ
as its correspondent, and so ιπ = ιrefl is valid in exactly the same frames as ι.
On the other hand, {ι} 6|=SLO ιπ because the SLO in Fig. 2 (a) validates ι but
refutes ιπ when p is {1, 3}. Therefore, SPi+ {ι} is not complete.
Example 18. Let π = (G, R, v1, v4), where G is an R-chain of v1, v2, v3, v4. It
is not hard to check that Φπ = ∀x
(
R(x1, x2)∧R(x2, x3)∧R(x3, x4)→ R(x1, x4)
)
is a correspondent of the sp-implication ι′ = (✸✸p∧✸✸✸p→ ✸p). The SLO in
Fig. 2 (b) validates ι′ but refutes ιπ = (✸✸✸p→ ✸p) when p is {4}. Therefore,
{ι′} 6|=SLO ιπ, and so SPi+ {ι′} is not complete.
1
23
(a)
1 2 3 4
(b)
Figure 2. The SLOs of Examples 17 and 18.
We say that a rooted tree-profile π = (G, S, u, v) is leapfrog if (u,w) /∈ SG for
any w in G; and we refer to a Horn-implication of the form ̺ → ✸S p having a
leapfrog profile as a leapfrog implication.
Theorem 19. Any spi-logic axiomatised by leapfrog implications is complex,
and so complete.
Proof. Suppose ι = (̺→ ✸S p) is a Horn-implication with a leapfrog profile
π = (G, S, u, v). Recall the finite tree T̺ = (W̺, R̺)R∈R with root r̺ from
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§4.2.1. By Proposition 14, we obtain that
there is no z with (r̺, z) ∈ S̺.(26)
Claim 19.1. (i) For every y ∈ v̺(p), there is a homomorphism hy : T̺ → G
with hy(r̺) = u and h
y(y) = v.
(ii) There is a homomorphism h : T̺ → G such that h(r̺) = u and h(y) = v,
for all y ∈ v̺(p).
Proof. (i) Fix some y ∈ v̺(p) and consider the rooted tree-profile π̺,y =
(T̺, S, r̺, y). With each point x in W̺ we associate a variable xˆ. As
Φπ̺,y = ∀xˆ
( ∧
x,x′∈W̺,R∈R,
(x,x′)∈R̺
R(xˆ, xˆ′)→ S(rˆ̺, yˆ)
)
, and
Φπ ↔ Ψι ↔ ∀xˆ
( ∧
x,x′∈W̺,R∈R,
(x,x′)∈R̺
R(xˆ, xˆ′)→
∨
y∈v̺(p)
S(rˆ̺, yˆ)
)
,
Φπ̺,y implies Φπ. Take the π̺,y-closure π̺,y(G) of G. As π̺,y(G) |= Φπ̺,y , we
have π̺,y(G) |= Φπ. As the identity map is a homomorphism from G to π̺,y(G),
(u, v) ∈ Rπ̺,y(G).(27)
Next, consider the step-by-step construction (21)–(22) of π̺,y(G). We show by
induction that, for every i < n, (a) the homomorphism hi : T̺ → Fi used to
obtain Fi+1 from Fi is in fact a T̺ → G homomorphism, and so, by Proposi-
tion 14 (ii), (b) the new pair in SF
i+1
is
(
u, hi(y)
)
. Indeed, for i = 0 this follows
from F0 = G. Now suppose inductively that (a) and (b) hold for all j ≤ i, and
take the homomorphism hi+1 : T̺ → Fi+1. Since by IH all the S-pairs in Fi+1
that are not in G are of the form (u, z), for some z, (26) implies that hi+1 is a
T̺ → G homomorphism, proving (a). Now by (27) and (a), there is i < n such
that hi(r̺) = u and h
i(y) = v, for the homomorphism hi : T̺ → G, as required.
(ii) We define a homomorphism h : T̺ → G as follows. First, define h on
the trunk of T̺ comprising the points that lie on the paths from r̺ to some
y ∈ v̺(p). Namely, for each z on the trunk, we take any y such that z lies on the
path from r̺ to y and set h(z) = h
y(z) (which is well-defined since G is a tree,
and so all the y are located at the same distance from r̺). Next, for any d on
the trunk, we take the branch with base d (containing all non-trunk descendants
of d), fix some y such that y ∈ v̺(p) and d lies on the path from r̺ to y, and set
h(z) = hy(z) for any z on that branch. It is readily seen that h is as required. ⊣
Now, let A = (A,∧,⊤,✸R )R∈R be a SLO validating ι. It is shown in §4.1.1
that A can be embedded into F⋆, for the frame F = (A,RF)R∈R with R
F given
by (14). We show that F |= Φπ, and so F |= Ψι, as required. To begin with, take
the tree-shaped frame G = (∆, RG)R∈R and suppose that ∆ = {x1, . . . , xn} such
that x1 = u is the root, and (xi, xj) ∈ RG implies i < j. For each i = 1, . . . , n,
take some axi ∈ A such that (axi , axj) ∈ R
F whenever (xi, xj) ∈ RG. We need
to show that (au, av) ∈ SF, that is, au ≤ ✸S av. Take the sp-formulas σi defined
in (24). We prove by induction on i = n, . . . , 0 that
axi ≤ σi[av].(28)
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Indeed, as xn is a leaf in G, σn is either ⊤ (if xn 6= v) or pv (if xn = v), and
so in either case (28) holds for axn . Now suppose inductively that (28) holds for
every j, i < j ≤ n. We have axi ≤ ✸R axj for every xj with (xi, xj) ∈ R
G. So,
by IH and monotonicity, we have
axi ≤ axi ∧
∧
(xi,xj)∈RG
✸R σj [av].
Since
σi[av] =


⊤ ∧
∧
(xi,xj)∈RG
✸R σj [av], if xi 6= v,
av ∧
∧
(xi,xj)∈RG
✸R σj [av], if xi = v,
(28) follows. In particular, we have au = ax1 ≤ σ1[av].
Now, take the following valuation a in A, for any variable q:
a(q) =
{
av, if q = p,
⊤, otherwise,
and take the homomorphism h from Claim 19.1 (ii). For any y in T̺, take the
sp-formula forM̺y defined in §4.2.2. One can readily show by induction that
h(y) = xi implies σi[av] ≤ for
M̺
y [a].
Indeed, if y is a leaf in T̺ and y /∈ v̺(p), then for
M̺
y [a] = ⊤. If y is a leaf and
y ∈ v̺(p), then h(y) = v, and so σi[av] ≤ av = for
M̺
y [a]. If y ∈ v̺(p) and has ℓ
successors y0, . . . , yℓ−1 with (y, yj) ∈ Rj̺, then by IH and monotonicity, we have
σi[av] ≤ av ∧
∧
xk=h(yj)
for some j<ℓ
✸Rj σk[av] ≤ av ∧
∧
j<ℓ
✸Rj for
M̺
yj
[a] = forM̺y [a].
The case y /∈ v̺(p) is similar. In particular, we have σ1[av] ≤ ̺[a]. Finally, as
A |= ̺→ ✸S p, we obtain σ1[av] ≤ ✸S av, and so au ≤ ✸S av by (28). ⊣
5.1.2. Horn-implications with arbitrary tree-profiles. We consider next Horn-
implications with tree-profiles π = (G, S, u, v) such that u is not necessarily the
root of the tree G. Here again there are both positive and negative results. We
begin by proving a general sufficient condition for completeness.
A set Π of tree-profiles is called stable if, for any π = (G, S, u, v) in Π and any
tree T, every homomorphism h : G → Π(T) is also a homomorphism from G to
T. To illustrate, {π1} and {π2} in Fig. 3 are stable, while {π3} is not (take the
‘linear’ frame T with ST = {(u1, u2)} and RT = {(u2, u3), (u3, u4)}). We say
that a tree-profile π = (G, S, u, v) is forward-looking if u <G v, where <G is the
transitive closure of
⋃
R∈RR
G.
Suppose a tree-profile π = (G, S, u, v) is forward-looking andG = (∆, RG)R∈R.
We define an sp-implication ι′π as follows. For every x ∈ ∆, we take a propo-
sitional variable px, and denote by v the valuation given by v(px) = {x}. Let
M = (G, v) and M′ = (G′, v), where G′ = (∆, RG
′
)R∈R with R
G
′
= RG, for
R 6= S, and SG
′
= SG∪{(u, v)}. Since π is forward-looking, G′ does not contain
directed cycles, and so both sp-formulas for(M) and for(M′) are defined (see
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π1
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S
π2
Q T T
R
S
S
π3
S R
S
Figure 3. Stable and unstable tree-profiles.
§4.2.2), with for(M′) obtained by substituting pu∧✸S for
M
v for pu in for(M). We
set
ι
′
π =
(
for(M)→ for(M′)
)
.
It is readily checked that π is a profile of ι′π. The difference between ι
′
π and
the sp-implication ιπ defined by (25) is that the former contains propositional
variables for all points in G, while the latter only for v and for the points on the
path from the root of G to u. For example, for the transitivity profile π from
Table 3, we have
ι
′
π =
(
p1 ∧✸(p2 ∧✸p3)→ p1 ∧✸(p2 ∧✸p3) ∧✸p3
)
and ιπ =
(
✸✸p→ ✸p
)
.
The extra variables make it possible to obtain the following:
Theorem 20. For any stable set Π of forward-looking tree-profiles, the spi-
logic SPi+Σ′Π, for Σ
′
Π = {ι
′
π | π ∈ Π}, is complete.
Proof. The proof uses the syntactic proxies method from §4.2. Given an
sp-formula σ, we take the Π-closure Π(Mσ) of its tree-model Mσ. As every
π ∈ Π is forward-looking, Π(Tσ) does not contain directed cycles, and so the
sp-formula for
(
Π(Mσ)
)
is defined in §4.2.2. We show that ̺σ = for
(
Π(Mσ)
)
has
the following properties:
(i) for any sp-formula τ , if Σ′Π |=Kr ̺σ → τ then |=Kr ̺σ → τ ,
(ii) Σ′Π ⊢SLO ̺σ → σ and Σ
′
Π ⊢SLO σ → ̺σ,
which clearly imply that SPi+Σ′Π is complete.
(i) If Σ′Π |=Kr ̺σ → τ then Π(Tσ) |= ̺σ → τ . As Π(Mσ), rσ |= ̺σ, we obtain
that Π(Mσ), rσ |= τ , and so M̺σ , rσ |= τ by Proposition 9. Now, take any
Kripke model M and a point w in it with M, w |= ̺σ. By Proposition 10, there
is a homomorphism h : M̺σ →M with h(rσ) = w, and soM, w |= τ , as required.
(ii) As Π(Mσ) extends Mσ, the identity map is a homomorphism from Mσ
to Π(Mσ), from which ⊢SLO ̺σ → σ follows by Proposition 10. To prove that
Σ′Π ⊢SLO σ → ̺σ, we construct Π(Tσ) step-by-step as in (21)–(22). As every
π ∈ Π is forward-looking, the interim Fi do not contain directed cycles, but they
are not necessarily trees. However, as Π is stable, at each step the homomorphism
hi : Gi → Fi we use to obtain Fi+1 from Fi is actually a Gi → Tσ homomorphism,
and so we can arrange the steps in such a way that the depth of hi(ui) in Tσ is
not smaller than the depth of hi+1(ui+1) in Tσ. This means that, for any i < n,
there is a unique path in Fi from rσ to h
i(ui).(29)
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Let Mi = (Fi, vσ), for i ≤ n (so M0 = Mσ and Mn = Π(Mσ)). We claim that
Σ ⊢SLO for(M
i)→ for(Mi+1), for every i < n.(30)
Indeed, fix some i < n and suppose ri is the root of Gi. By (29), forM
i+1
hi(ri) differs
from forM
i
hi(ri) in an extra conjunct ✸Si for
M
i
hi(vi) at the unique place corresponding
to the point hi(ui). Therefore, the sp-implication forM
i
hi(ri) → for
M
i+1
hi(ri) is in fact a
substitution instance of ι′
πi
obtained by replacing each px in ι
′
πi
with∧
hi(x)∈vσ(p)
p ∧
∧
(y,R)∈Aix
✸R for
M
i
y ,
where
Aix =
{
(y,R) |
(
hi(x), y
)
∈ RF
i
, but y 6= hi(x′) for any x′ with (x, x′) ∈ RG
i}
.
It remains to notice that
{
forM
i
hi(ri) → for
M
i+1
hi(ri)
}
⊢SLO for(Mi)→ for(Mi+1), which
proves (30). Finally, as
for(M0) = for(Mσ) = σ and for(M
n) = for
(
Π(Mσ)
)
= ̺σ,
we obtain Σ′Π ⊢SLO σ → ̺σ, as required. ⊣
Question 2. Does Theorem 20 hold for ΣΠ = {ιπ | π ∈ Π} in place of Σ
′
Π?
We do not know whether the spi-logics covered by Theorem 20 are complex.
The next theorem indicates that showing this may require tricky embeddings.
Theorem 21. The spi-logic SPi+ {ι′π1} with π1 from Fig. 3 is complex.
Proof. Suppose A = (A,∧,⊤,✸R ,✸S ) is a SLO validating the sp-implica-
tion ι′π1 =
(
✸R (p ∧✸R q)→ ✸R (p ∧✸S q)
)
. Take the set F(A) of all filters of A
and set, for U, V ∈ F(A),
(U, V ) ∈ RG ⇐⇒ ✸R [V ] ⊆ U, and ✸R a ∈ V implies ✸S a ∈ V for every a;
(U, V ) ∈ SG ⇐⇒ ✸S [V ] ⊆ U.
Then G = (F(A), RG, SG) clearly validates Φπ1 . Also, S
G satisfies both (15)
and (16), and RG satisfies (15). We show that RG satisfies (16) as well. Then,
as shown in §4.1.2, A would embed into G⋆. So suppose ✸R a ∈ U for some a.
We need to find a V ∈ F(A) such that a ∈ V and (U, V ) ∈ RG. To this end, for
any X ⊆ A, we let X↑= {y | y ≥ x for some x ∈ X}, V0 = {a}↑ and, for every
n < ω,
Vn+1 = {x ∧✸S y1 ∧ · · · ∧✸S ym | x ∧✸R y1 ∧ · · · ∧✸R ym ∈ Vn}↑ .
It can be shown by induction that, for every n < ω,
– Vn is a filter;
– ✸R b ∈ Vn implies ✸S b ∈ Vn+1, for every b ∈ A,
– ✸R [Vn] ⊆ U .
We show that last item only. For n = 0, it holds because of the monotonicity of
✸R . If b ≥ x ∧✸S y1 ∧ · · · ∧✸S ym, for some x ∧✸R y1 ∧ · · · ∧✸R ym ∈ Vn, then
by monotonicity and A |= ✸R (p ∧✸R q) ≤ ✸R (p ∧✸S q), we have
✸R b ≥ ✸R (x ∧✸S y1 ∧ · · · ∧✸S ym) ≥ ✸R (x ∧✸R y1 ∧ · · · ∧✸R ym).
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Since ✸R (x ∧✸R y1 ∧ · · · ∧✸R ym) ∈ U by IH, ✸R b ∈ U follows.
As V0 ⊆ · · · ⊆ Vn ⊆ . . . , their union V =
⋃
n<ω Vn is the required filter.
Note that Theorem 21 cannot be proved using the simpler embedding of §4.1.1.
Indeed, take the infinite SLO A = (A,∧,⊤,✸) with the elements
⊤ = a0 > a1 > · · · > an > · · · > g,
✸R g = ✸S g = g, ✸R an = ⊤, and ✸S an = an+1, for n < ω. Then clearly
A |= ι′π1 . On the other hand, we claim that there are no R
F, SF ⊆ A × A
that both satisfy (12)–(13) and validate Φπ1 . Indeed, suppose otherwise. As
a0 ≤ ✸R a0, we have (a0, x) ∈ RF for some x ≤ a0 by (13). As a0 6≤ ✸R g, it
follows by (12) that x 6= g, and so (a0, an) ∈ R
F for some n < ω. As an ≤ ✸R an,
we have (an, y) ∈ RF for some y ≤ an by (13). As an 6≤ ✸R g, it follows by (12)
that y 6= g, and so (an, ak) ∈ RF for some k with n ≤ k < ω. Thus, Φπ1 implies
that (an, ak) ∈ SF, and so an ≤ ✸S ak by (12), which is a contradiction. ⊣
The next example shows that the stability condition is essential in Theorem 20.
Example 22. Consider the unstable set {π3} with the forward-looking profile
π3 from Fig. 3. It is easy to see that {ι′π3} |=Kr ι, where
ι =
(
✸S
(
q ∧✸R (p ∧✸R r)
)
→ ✸S
(
q ∧✸R (p ∧✸S r)
))
.
On the other hand, the SLO in Fig. 4 validates ι′π3 but refutes ι when q is {2},
p is {3, 4}, and r is {5, 6, 7}. Therefore, SPi+ {ι′π3} is not complete.
1
4
2
3
5 6 7
S
R
S
R
R S
Figure 4. The SLO of Example 22.
However, Horn-implications with forward-looking but unstable profiles (such
as ιtrans) can still axiomatise complex spi-logics. Likewise, spi-logics axiomatised
by Horn-implications having non-forward-looking profiles such as ιsym can also
be complete and even complex:
Theorem 23. The following spi-logics are complex, and so complete:
(i) SPi+ {ιsym};
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(ii) SPiequiv = SPi + Σequiv = SPi + Σ
′
equiv, where Σequiv = {ιrefl, ιtrans, ιsym}
and Σ′equiv = {ιrefl, ιtrans, ιeucl}.
Proof. (i) Let A = (A,∧,⊤,✸) be a SLO with A |= ιsym. For a, b ∈ A, let
(a, b) ∈ RF ⇐⇒ a ≤ ✸b and b ≤ ✸a.(31)
Then RF is clearly symmetric and satisfies (12). We show that it satisfies (13)
as well, and so, as shown in §4.1.1, A embeds to F⋆, for F = (A,RF). To this
end, fix some a ∈ A and let x be such that a ≤ ✸x. Then, by A |= ιsym, we have
a = a ∧✸x ≤ ✸
(
✸a ∧ x
)
.
Let b = ✸a ∧ x. Then a ≤ ✸b, b ≤ x and b ≤ ✸a; so (a, b) ∈ RF, as required in
(13).
(ii) It is easy to see that {ιrefl, ιeucl} ⊢SLO ιsym and {ιtrans, ιsym} ⊢SLO ιeucl,
and so SPi + Σequiv = SPi + Σ
′
equiv. It is straightforward to check that if A |=
ιrefl and A |= ιtrans, then the RF defined in (31) is reflexive and transitive as
well. Note that Jackson [46] proves completeness of SPiequiv by showing that
Σ′equiv |=BAO is conservative over Σ
′
equiv |=SLO. ⊣
The next two examples show incomplete spi-logics axiomatised by sp-implica-
tions with non-rooted, non-forward looking and unstable tree-profiles.
Example 24. The sp-implication ι =
(
q ∧✸✸p→ ✸✸(p∧✸q)
)
has the non-
rooted tree-profile . It is easy to see that {ι} |=Kr ✸✸✸✸p→ ✸p.
On the other hand, the SLO in Fig. 5 validates ι but refutes ✸✸✸✸p→ ✸p when
p is {5}. Therefore, SPi+ {ι} is not complete.
1 2 3 4 5
Figure 5. The SLO of Example 24.
Example 25. Consider next the sp-implication ιeucl (see Table 3). It is not
hard to see that {ιeucl} |=Kr ✸✸p ∧ ✸q → ✸(q ∧ ✸p). On the other hand, the
SLO in Fig. 6 (a) validates ιeucl but refutes ✸✸p ∧ ✸q → ✸(q ∧ ✸p) when p is
{5} and q is {3, 4}. Therefore, SPi+ {ιeucl} is not complete.
Example 26 ([9]). Consider ι =
(
✸S p→ ✸S (p∧✸S p)
)
with non-rooted tree-
profile
S
S
and ι′ = (✸R p→ ✸S p) with rooted tree-profile
R
S
. Then
{ι, ι′} |=Kr ✸R p→ ✸R (p∧✸S p). However, the SLO in Fig. 6 (b) validates both ι
and ι′, but refutes ✸R p→ ✸R (p∧✸S p) when p is {2, 3}. Therefore, SPi+{ι, ι′}
is not complete.
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Figure 6. The SLOs of Examples 25 and 26.
This example generalises to the following theorem:
Theorem 27. For any Horn-implication ι with a non-rooted tree-profile, there
is a Horn-implication ι′ with a rooted tree-profile (and a fresh diamond operator)
such that the spi-logic SPi+ {ι, ι′} is not complete.
Proof. Suppose π = (G, S, u, v) is the non-rooted profile of ι = (σ → τ).
Denote by r the root of G = (∆, RG)R∈R and by w the successor of r on the
branch from r to u with, say, (r, w) ∈ RG for some R ∈ R. Define G′ to be
a tree whose points are copies x′ of the points x in G, and the arrows between
them are the same as in G except that we replace the RG
′
-arrow from r′ to
w′ with an RG
′
† -arrow, for some fresh R† /∈ R. Let π
′ = (G′, S, u′, v′) and let
ι
′ = (✸R† p → ✸R p). It is readily seen that any frame validating {ι, ι
′} also
validates the sp-implication ιπ′ .
We now construct a SLO A validating {ι, ι′} but refuting ιπ′ . Consider the
Horn closure π(G) of G. Clearly, π(G) |= Φπ, from which π(G) |= Ψι and
π(G) |= ι.(32)
Now let F be the result of merging the roots r of π(G) and r′ of G′ into a single
point. We define A as the subalgebra of F⋆ with domain
A = {X ∪X ′ | X ⊆ G, X ′ ⊆ G′, X ′ ⊆′ X},
where X ′ ⊆′ X iff x′ ∈ X ′ implies x ∈ X . Then ∅ and the domain of F
clearly belong to A. Also, A is closed under intersections because we clearly
have (X ∪X ′)∩ (Y ∪Y ′) = (X ∩Y )∪ (X ′∩Y ′); here we use the fact that r = r′.
Furthermore, ✸+R† (X ∪ X
′) = ∅ if w′ /∈ X ′, ✸+R† (X ∪ X
′) = {r} if w′ ∈ X ′,
and ✸+Q (X ∪ X
′) = ✸+QX ∪ ✸
+
QX
′ with ✸+QX
′ ⊆′ ✸+QX , for any Q different
from R†. Thus, A is a SLO. Observe also that, for every X ∪X ′ ∈ A, we have
✸
+
R†
(X ∪X ′) ⊆ ✸+R (X ∪X
′), and so A |= ι′.
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Next, we show that A 6|= ιπ′ . Indeed, suppose ιπ′ = (α → ✸R† β) (cf. (25)).
We have G′ 6|= ιπ′ by (20), and so there exist a Kripke model M = (G′, v) and
some w in it such that M, w |= α but M, w 6|= ✸R† β. We define a valuation a in
A by taking
a(p) = v(p) ∪ {x | x′ ∈ v(p)}, for every variable p.
It is easy to see that ̺[a] ∩∆ = {w | M, w |= ̺}, for every sp-formula ̺. Then
α[a] ⊇ {w | M, w |= α} and (✸R† β)[a] = ✸
+
R†
(
β[a]
)
= ✸+R†
(
{w | M, w |= β}
)
=
{w |M, w |= ✸R† β}, from which A 6|= ιπ′ [a].
It remains to establish A |= ι. As A is a subalgebra of F⋆, it is enough to
show that F |= ι. Take any Kripke model M = (F, v) and suppose M, x |= σ,
for some point x in F. By Proposition 7, there is a homomorphism h : Mσ →M
with h(rσ) = x for the root rσ of Tσ. We show that M, x |= τ . Indeed, note
first that x cannot be a non-root point in G′ because otherwise we would have
a homomorphism f : Tσ → G with f(rσ) 6= r, contradicting Proposition 14 (ii).
Thus, x is a point in π(G). We define a map h′ : Tσ → π(G) by taking
h′(y) =
{
h(y), if h(y) is in π(G),
z, if h(y) = z′ for some z′ in G′.
As σ does not contain ✸R† , it is easy to see that h
′ is a homomorphism from
Mσ to the Kripke model M
− =
(
π(G), v ↾ π(G)
)
with h′(rσ) = h(rσ) = x, and
so M−, x |= σ by Proposition 7. Then we have M−, x |= τ and so M, x |= τ by
(32), as required. ⊣
5.2. Universal Horn correspondents with equality. Example 1 showed
that the spi-logic SPi+ {✸p→ p} with the correspondent
∀x, y (R(x, y)→ (x = y))
is incomplete. It is easy to find an extension of this spi-logic that is complex:
Theorem 28. The spi-logic SPi+{ιrefl,✸p→ p} = SPi+(Σqo∪{✸p→ p}) =
SPi + (Σequiv ∪ {✸p → p}) = SPi + (Σ′equiv ∪ {✸p → p}) is complex, and so
complete.
Proof. It is easy to see that {✸p→ p} ⊢SLO ιtrans and {ιrefl,✸p→ p} ⊢SLO
ιeucl, and so all four spi-logics are the same. The correspondent of this spi-logic
is
Φ = ∀x, y
(
R(x, y)↔ x = y
)
.(33)
Let A = (A,∧,⊤,✸) be a SLO with A |= {ιrefl,✸p→ p}. For all a, b ∈ A, we set
(a, b) ∈ RF iff a = b. Then RF clearly satisfies Φ, (12) and (13). So, as is shown
in §4.1.1, A embeds to F⋆ for F = (A,RF). ⊣
Our next example is the sp-implication
ιfun =
(
✸p ∧✸q → ✸(p ∧ q)
)
saying that ✸ is a semilattice homomorphism.7 The first-order correspondent of
ιfun is functionality:
∀x, y, z
(
R(x, y) ∧R(x, z)→ y = z
)
.
7In [46], any A ∈ SLOSPiqo validating ιfun is called entropic.
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It is easy to see that {ιrefl,✸p→ p} ⊢SLO ιfun and {ιrefl, ιfun} ⊢SLO ιeucl, and so
SPi+ {ιrefl, ιfun,✸p→ p} = SPi+ (Σqo ∪ {ιfun,✸p→ p}) =
SPi+ (Σequiv ∪ {ιfun,✸p→ p}) = SPi+ (Σ
′
equiv ∪ {ιfun,✸p→ p})
is the same spi-logic as in Theorem 28.
Theorem 29. (i) The spi-logic SPi+ {ιfun} is complex, and so complete.
On the other hand, the following spi-logics are incomplete:
(ii) SPi+ {✸p→ p, ιfun};
(iii) SPi+ {ιrefl, ιfun} = SPi+ {ιrefl, ιeucl, ιfun};
(iv) SPi+ (Σqo ∪ {ιfun}) = SPi+ (Σequiv ∪ {ιfun}) = SPi+ (Σ′equiv ∪ {ιfun});
(v) SPi+ {ιsym, ιfun}.
Proof. (i) Let A = (A,∧,⊤,✸) be a SLO such that A |= ιfun and let F(A)
be the set of all filters of A. We claim that in this case ✸−1[U ] is either empty
or a filter, for every U ∈ F(A). Indeed, ✸−1[U ] is up-closed by the monotonicity
of ✸, and ∧-closed by ιfun. Now we set, for U, V ∈ F(A),
(U, V ) ∈ RG ⇐⇒ V = ✸−1[U ].
Then RG is clearly functional and satisfies (15). It is readily seen that it satisfies
(16) as well. So, as shown in §4.1.2, A embeds into G⋆ for G = (F(A), RG).
(ii) The proof in Example 1 again works. Note that the SLO in Fig. 7 shows
that the spi-logics SPi+ {✸p→ p, ιfun} and SPi+ {✸p→ p} are not the same.
Figure 7. A SLO showing that {✸p→ p} 6⊢SLO ιfun.
(iii) The correspondent of this spi-logic is Φ in (33). So it is easy to see that
{ιrefl, ιfun} |=Kr ιtrans. On the other hand, take the SLO A with 3 elements
b ≤ a ≤ ⊤, ✸b = a and ✸a = ✸⊤ = ⊤. Then A |= ιrefl and A |= ιfun, but
✸✸b 6≤ ✸b.
(iv) The correspondent of this spi-logic is again Φ in (33). So it is easy to
see that Σqo ∪ {ιfun} |=Kr ✸p → p. On the other hand, take the SLO A with 3
elements b ≤ a ≤ ⊤, ✸b = b and ✸a = ✸⊤ = ⊤. Then A |= Σqo ∪ {ιfun}, but
✸a = ⊤ 6≤ a.
(v) It is easy to see that ✸✸p → p is valid in any symmetric and functional
frame, and so {ιsym, ιfun} |=Kr ✸✸p→ p. On the other hand, in the SLO A from
item (iv), ✸✸a = ⊤ 6≤ a. ⊣
Remark 30. Theorem 29 (i) cannot be proved using the simpler embedding
of §4.1.1. Indeed, take the SLO A = (A,∧,⊤,✸) where A = {an | n < ω},
an ∧ am = an whenever n ≥ m (and so ⊤ = a0), and ✸an = ⊤ for all n < ω.
Then A |= ιfun clearly holds. On the other hand, we claim that there is no
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functional RF ⊆ A×A satisfying (13). Indeed, suppose RF satisfies (13). Since
for every n < ω, we have ⊤ ≤ ✸an, it follows from (13) that, for any n < ω,
there exists m ≥ n such that (⊤, am) ∈ RF, and so RF is not functional.
5.3. Negative universal Horn correspondents. Finally, we discuss sp-
implications with Horn correspondents of the form ‘false’ and ‘something implies
false’. Recall that Example 2 showed that the spi-logic SPi+{✸p→ ✸q} with the
correspondentR = ∅—or ∀x, y (R(x, y)→ ⊥), to be more precise—is incomplete.
The next theorem gives an incomplete extension of this spi-logic:
Theorem 31. The spi-logic SPi + {ιrefl,✸p → ✸q} = SPi + (Σqo ∪ {✸p →
✸q}) = SPi+ (Σequiv ∪ {✸p→ ✸q}) is incomplete.
Proof. It is easy to see that {✸p → ✸q} ⊢SLO ιtrans and {✸p → ✸q} ⊢SLO
ιsym, and so all three spi-logics are the same. As there is no frame validating
✸p→ ✸q, we have {ιrefl,✸p→ ✸q} |=Kr ✸⊤ → p. On the other hand, we have
{ιrefl,✸p→ ✸q} 6|=SLO ✸⊤ → p, as the SLO A with 2 elements a ≤ ⊤ such that
✸a = ✸⊤ = ⊤ validates both ιrefl and ✸p → ✸q, but refutes ✸⊤ → p, since
✸⊤ = ⊤ 6≤ a. ⊣
Of course, not every spi-logic without frames is incomplete. We call an spi-
logic L trivial if (p→ q) ∈ L. Then we clearly have:
Proposition 32. Every trivial spi-logic is complete.
The following two theorems imply that spi-logics axiomatised by sp-impli-
cations of the form ✸R✸S p→ q (with negative universal Horn correspondent
∀x, y, z
(
(R(x, y)∧ S(y, z)→ ⊥
)
) behave differently in the uni- and multi-modal
cases.
Theorem 33. SPi+ {✸np→ q} is complex, and so complete, for any n ≥ 1.
Proof. The correspondent of {✸np → q} is ‘there is no R-chain of length
n’. Let A = (A,∧,⊤,✸) be a SLO with A |= ✸np → q. Then ✸n⊤ is the
≤-smallest element in A. If |A| = 1 then A is clearly embeddable into F⋆ of
any frame F. So let |A| > 1 and A− = A \ {✸n⊤}. For any a, b ∈ A−, let
(a, b) ∈ RF iff a ≤ ✸b, and let F = (A−, RF). Then RF clearly satisfies (12). As
{✸np→ q} ⊢SLO ✸
n+1⊤ → ✸n⊤, we also have the following analogue of (13):
∀a ∈ A−, b ∈ A
[
a ≤ ✸R b ⇒ ∃c ∈ A
−
(
c ≤ b and (a, c) ∈ RF
)]
.
A proof similar to the one in §4.1.1 shows that the map η(a) = {b ∈ A− | b ≤ a}
embeds A into F⋆. Now, suppose F contains an RF-chain of length n, that is,
there are a0, a1, . . . , an ∈ A− with (ai, ai+1) ∈ RF for all i < n. Then a0 ≤ ✸nan,
and so a0 = ✸
n⊤, contrary to a0 ∈ A−. ⊣
Theorem 34. Let σ be an sp-formula containing ✸S but not ✸R , and let q be
a propositional variable not occurring in σ. Then SPi+{✸R σ → q} is incomplete.
Proof. It is easy to see that {✸R σ → q} |=Kr ✸S ✸R σ → ✸R σ for any ✸S
in σ. On the other hand, take the SLO A with 2 elements a ≤ ⊤ such that
✸R a = ✸R⊤ = a and ✸S a = ✸S ⊤ = ⊤, for S 6= R. Then A validates ✸R σ → q
but refutes ✸S ✸R σ → ✸R σ, and so SPi+ {✸R σ → q} is incomplete. ⊣
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§6. Completeness of spi-logics with existential correspondents. We
now extend Theorem 15 to sp-implications whose correspondents contain exis-
tential quantifiers (but no disjunction) on the right-hand side of implication.
It is not hard to see, using distributivity of ∧ over ∨, that the correspondent
Ψι of an sp-implication ι = (σ → τ) (see (18) and (19)) can be equivalently
rewritten as
(34) Ψι = ∀vˆ0, . . . , vˆnσ
( ∧
i,j≤nσ,R∈R
(vi,vj)∈Rσ
R(vˆi, vˆj)→
∃uˆ0, . . . , uˆnτ
(
(vˆ0 = uˆ0) ∧
∧
i,j≤nτ , R∈R
(ui,uj)∈Rτ
R(uˆi, uˆj) ∧
∨
f∈Yσ,τ
∧
(ui,p)∈Xτ
f(ui,p)=vj
(
uˆi = vˆj
))
,
where Xτ = {(ui, p) | p is a variable and ui ∈ vτ (p)} and
Yσ,τ = {f | f : Xτ →Wσ, f(ui, p) ∈ vσ(p) for all (ui, p) ∈ Xτ}.
If the right-hand side of Ψι does not contain any disjunction, this means that
Yσ,τ consists of a single ‘choice’ function f .
Theorem 35. Any spi-logic axiomatised by sp-implications σ → τ such that
(i) every variable in τ occurs in σ exactly once,
(ii) |Wτ | ≥ 2 and all points in any vτ (p) are leaves of Tτ ,
(iii) vτ (p) ∩ vτ (q) = ∅ whenever p 6= q
is complex, and so complete.
Proof. Suppose that ι = (σ → τ) and the points of Wσ = {v0, . . . , vnσ} and
Wτ = {u0, . . . , unτ } are listed so that (vi, vj) ∈ Rσ or (ui, uj) ∈ Rτ imply i < j
(and so v0 = rσ and u0 = rτ ). By (34) and (i),
Ψι = ∀vˆ0, . . . , vˆnσ
( ∧
i,j≤nσ,R∈R
(vi,vj)∈Rσ
R(vˆi, vˆj)→
∃uˆ0, . . . , uˆnτ
(
(vˆ0 = uˆ0) ∧
∧
i,j≤nτ ,R∈R
(ui,uj)∈Rτ
R(uˆi, uˆj) ∧
∧
ui∈vτ (p)
vσ(p)={vj}
(
uˆi = vˆj
))
.
Let A = (A,∧,⊤,✸R )R∈R be a SLO validating ι. It is shown in §4.1.1 that A
can be embedded into F⋆ for the frame F = (A,RF)R∈R with R
F defined by
(14). We claim that F |= Ψι. Indeed, for each point vi in Tσ, take some ai ∈ A
such that (vi, vj) ∈ Rσ imply (ai, aj) ∈ RF, that is, ai ≤ ✸R aj . We need to
find b0, . . . , bm ∈ A such that b0 = a0 and the following properties hold, for
j = 0, . . . ,m:
(a) bj = ak if uj ∈ vτ (p) and vσ(p) = {vk}, for some variable p;
(b) if (uj, uk) ∈ Rτ then (bj , bk) ∈ RF, that is, bj ≤ ✸R bk.
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We define inductively bm, . . . , b0 by taking:
bj =


ak, if uj ∈ vτ (p), vσ(p) = {vk} for some p,
⊤, if uj is a leaf and there is no p with uj ∈ vτ (p),
✸R1bk1 ∧ · · · ∧✸Rℓbkℓ , if j 6= 0 and uj has ℓ > 0 successors
uk1 , . . . , ukℓ with (uj, uki) ∈ R
i
τ ,
a0, if j = 0.
By (i)–(iii), bj is well-defined. We clearly have (a) and (b), for j 6= 0. To show
(b) for j = 0, take the following valuation a in A, for all variables p:
a(p) =
{
ak, if p occurs in σ and vσ(p) = {vk},
⊤, otherwise.
By (i), a is well-defined. Let τj = for
Mτ
uj
, for j = m, . . . , 1 (cf. §4.2.2). We prove
that
τj [a] ≤ bj , for every j = m, . . . , 1.(35)
Indeed, if uj is a leaf, then either τj = ⊤ = bj , or τj = p for some variable p, and
so τj [a] = ak = bj for k with vσ(p) = {vk}. Now suppose inductively that, for
some j ≥ 1, (35) holds for every k with j < k ≤ m. If uj has ℓ > 0 successors
uk1 , . . . , ukℓ with (uj , uki) ∈ R
i
τ , then each ✸Riτki is a conjunct of τj , and so, by
IH and monotonicity,
τj [a] ≤ ✸R1τk1 [a] ∧ · · · ∧✸Rℓτkℓ [a] ≤ ✸R1bk1 ∧ · · · ∧✸Rℓbkℓ = bj,
as required in (35). Next, let σi = for
Mσ
vi
, i = 0, . . . , n. We prove that
ai ≤ σi[a], for every i = n, . . . , 0.(36)
Indeed, if vi is a leaf in Tσ, then either σi = ⊤ or σi[a] = a(p) = ai for some p.
Now suppose inductively that (36) holds for every ℓ with i < ℓ ≤ n. We have
ai ≤ ✸R aℓ for every vℓ with (vi, vℓ) ∈ Rσ. So, by IH and monotonicity, we have
ai ≤ ai ∧
∧
(vi,vℓ)∈Rσ
✸R σℓ[a] ≤ σi[a],
as required in (36). In particular, a0 ≤ σ0[a] = σ[a]. As A |= (σ → τ)[a],
a0 ≤ τ [a].(37)
Finally, to prove (b) for j = 0, suppose that Rτ (u0, uj) for some j. Then ✸R τj
is a conjunct of τ , therefore τ [a] ≤ ✸R τj [a], and so b0 = a0 ≤ ✸R τj [a] ≤ ✸R bj
by (37), (35) and monotonicity, thus establishing (b0, bj) ∈ RF. ⊣
Theorem 35 has the following consequence about the spi-fragments of modal
grammar logics [30]:
Corollary 36. Every spi-logic axiomatised by sp-implications of the form
✸R1 . . .✸Rn p→ ✸S1 . . .✸Sm p, for n ≥ 0, m > 0,
is complex, and so complete.
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In particular, the spi-logics SPi+{ιdense} with ιdense = (✸p→ ✸✸p) (defining
density) and SPi+ {✸R✸S p→ ✸S ✸R p, ✸S ✸R p→ ✸R✸S p} (defining commu-
tativity) are complex and complete. On the other hand, Corollary 36 gives
examples of complete but undecidable finitely axiomatisable spi-logics [75, 66,
20, 2, 11], which clearly cannot have the finite frame property.
The following theorem will be used in §8.
Theorem 37. Suppose R, S and Z are distinct elements in some signature
R, and let Σ consist of the following sp-implications: ιfun for ✸R , ιfun for ✸S ,
✸R✸S p→ ✸S ✸R p and ✸S ✸R p→ ✸R✸S p,(38)
✸Z⊤ → p,(39)
✸X✸Z⊤ → ✸Z⊤, for all X ∈ R.(40)
Then the spi-logic SPi+Σ is complex.
Proof. Let A = (A,∧,⊤,✸X)X∈R be a SLO such that A |= Σ. Then by (39),
✸Z⊤ is the ≤-smallest element in A. We call a filter U of A proper if ✸Z⊤ /∈ U .
As shown in the proof of Theorem 29 (i), for X ∈ {R,S} and any filter U of A,
✸
−1
X [U ] is either empty or a filter. By (40), ✸
−1
X [U ] is either empty or a proper
filter whenever U is proper. Let Fp(A) be the set of all proper filters of A. We
set, for U, V ∈ Fp(A),
(U, V ) ∈ XG ⇐⇒ V = ✸−1X [U ], for X ∈ {R,S},
(U, V ) ∈ XG ⇐⇒ ✸X [V ] ⊆ U, for X ∈ R \ {R,S, Z}.
Then RG and SG are functional. Moreover, every X ∈ R\{Z} satisfies (15) and
(16) as well (with respect to Fp(A)), and so the map f(a) = {U ∈ Fp(A) | a ∈
U}, for a ∈ A, embeds A into G⋆ for G = (Fp(A), RG, SG, ∅, XG)X∈R\{R,S,Z}.
Clearly, G validates (39) and (40). It remains to show that G validates (38), that
is, RG and SG commute. Suppose that, say, (U, V ) ∈ RG and (V,W ) ∈ SG, and
let Y = ✸−1S [U ]. We claim that Y 6= ∅, (U, Y ) ∈ S
G and (Y,W ) ∈ RG. Indeed,
take some a ∈ W . Then ✸S a ∈ V , and so ✸R✸S a ∈ U . By (38), ✸S ✸R a ∈ U ,
and so ✸R a ∈ Y , whence Y 6= ∅ and a ∈ ✸
−1
R [Y ]. Therefore, (U, Y ) ∈ S
G and
W ⊆ ✸−1R [Y ]. The inclusion ✸
−1
R [Y ] ⊆W is similar, proving (Y,W ) ∈ R
G. The
other direction of (38) is shown analogously. ⊣
§7. Completeness of spi-logics with disjunctive correspondents. Fi-
nally, we consider sp-implications whose correspondents contain disjunction,
starting with a simple example.
Example 38. The spi-logic SPi+{ι} with ι = (p∧✸R p→ ✸S p) corresponding
to the non-Horn, disjunctive first-order condition
Ψι = ∀x, y
(
R(x, y)→ S(x, x) ∨ S(x, y)
)
(41)
is not complete. It is easy to see that {ι} |=Kr p∧✸R✸S p→ ✸S ✸S p. However,
the SLO in Fig. 8 validates ι, but refutes p∧✸R✸S p→ ✸S ✸S p when p is {1, 4}.
32 S. KIKOT, A. KURUCZ, Y. TANAKA, F. WOLTER, AND M. ZAKHARYASCHEV
1
234
S
S
R
S
Figure 8. The SLO of Example 38.
7.1. Sp-implications defining n-functionality. Let P = {p0, . . . , pn}, for
n ≥ 1, and let
ι
n
fun =
( ∧
Q⊆P, |Q|=n
✸
∧
Q → ✸
∧
P
)
.(42)
In particular, ι1fun = ιfun. It is easy to see that ι
n
fun corresponds to n-functionality:
∀x, y0, . . . , yn
(∧
i≤n
R(x, yi)→
∨
i6=j
(yi = yj)
)
.
Theorem 39. None of SPi + {ιnfun}, SPi + {ιrefl, ι
n
fun}, SPi + {ιtrans, ι
n
fun},
SPi+ (Σqo ∪ {ι
n
fun}), and SPi+ (Σequiv ∪ {ι
n
fun}) is complex, for n ≥ 2.
Proof. Let An be the SLO in Fig. 9. It is easy to see that An |= Σequiv∪{ι
n
fun}
if n ≥ 2. Now suppose there is an sp-embedding η : An → F⋆ for some frame
F = (W,RF). Then there is some x ∈ W \ η(g). As W = η(✸ai) = ✸+η(ai) for
all i ≤ n, there exist y0 ∈ η(a0), . . . , yn ∈ η(an) such that (x, yi) ∈ RF for all
i ≤ n. As η(g) = η(✸g) = ✸+η(g), we have yi /∈ η(g), for any i ≤ n. It follows
that all the yi are distinct, showing that F is not n-functional. ⊣
a0 a1 an
g
⊤
Figure 9. The SLO An in the proof of Theorem 39.
Theorem 40. SPi+ {ιnfun} is complete, for any n ≥ 1.
Proof. For n = 1, this is Theorem 29 (i). For n ≥ 2, we prove the theorem
by the syntactic proxies method from §4.2. We first define {ιnfun}-normal forms
by induction: (i) all propositional variables and ⊤ are {ιnfun}-normal forms; (ii)
if τ1, . . . , τn are {ιnfun}-normal forms, then so is ✸(τ1 ∧ · · · ∧ τn).
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Claim 40.1. For any sp-formula ̺, there is a set N̺ of {ιnfun}-normal forms
such that
{ιnfun} ⊢SLO ̺ ≈
∧
N̺.
Proof. The proof is by induction on the modal depth d of ̺. The basis d = 0
is trivial. Suppose inductively that ̺ is an sp-formula of depth d > 0. Then ̺ =∧
P̺∧✸̺1∧· · ·∧✸̺k, where P̺ is a set consisting of propositional variables and
⊤, and each ̺i is an sp-formula of depth ≤ d− 1. By IH, {ιnfun} ⊢SLO ̺i ≈
∧
Ai,
for some set Ai of {ι
n
fun}-normal forms and i = 1, . . . , k. Then
{ιnfun} ⊢SLO ̺ ≈ (
∧
P̺ ∧
k∧
i=1
✸
∧
Ai).
If |Ai| ≤ n for all i, then we are done. So fix some i and suppose |Ai| = k > n.
Then we always have ⊢SLO ✸
∧
Ai →
∧
Q⊆Ai, |Q|=n
✸
∧
Q. We show that
{ιnfun} ⊢SLO
∧
Q⊆Ai,
|Q|=n
✸
∧
Q→ ✸
∧
Ai.(43)
In order to prove this, first we claim that {ιmfun} ⊢SLO ι
m+1
fun , for every m. Indeed,
{ιmfun} ⊢SLO
∧
Q⊆{p0,...,pm+1}
|Q|=m+1
✸
∧
Q→
∧
Q⊆{p1,...,pm+1}
|Q|=m
✸
(
p0 ∧
∧
Q
)
→
∧
Q⊆{p1,...,pm+1}
|Q|=m
✸
∧
q∈Q
(p0 ∧ q)→ ✸
∧
q∈{p1,...,pm+1}
(p0 ∧ q) ≈ ✸(p0 ∧ · · · ∧ pm+1).
Therefore, we have {ιnfun} ⊢SLO ι
m
fun, for every m > n. Thus,
{ιnfun} ⊢SLO
∧
Q⊆{p0,...,pk−1}
|Q|=n
✸
∧
Q →
∧
Q⊆{p0,...,pk−1}
|Q|=n+1
✸
∧
Q → . . .
. . . → ✸(p0 ∧ · · · ∧ pk−1),
and so a substitution of the k terms in Ai for p0, . . . , pk−1 in ι
k
fun gives (43). ⊣
Claim 40.2. For any sp-formula σ and {ιnfun}-normal form τ , if {ι
n
fun} |=Kr
σ → τ then |=Kr σ → τ .
Proof. The proof is by induction on the modal depth d of τ . The basis is
again easy. Now assume inductively that the claim holds for d and the depth of
τ is d+1. Let σ =
∧
Pσ ∧✸σ1∧ . . .∧✸σk, where Pσ is some set of propositional
variables and ⊤, and each σi is an sp-formula. Suppose τ = ✸(τ1 ∧ . . . ∧ τn),
where each τi is either a variable, or ⊤, or of the form ✸(τ i1 ∧ · · · ∧ τ
i
n). Let
6|=Kr σ → τ . Then, for every j (1 ≤ j ≤ k), there is i (1 ≤ i ≤ n) such that
6|=Kr σj → τi, and so
⋃n
i=1Ki = {1, . . . , k}, for Ki = {1 ≤ j ≤ k | 6|=SLO σj → τi}.
It is not hard to see that, for any i with Ki 6= ∅, we have 6|=Kr (
∧
j∈Ki
σj)→ τi.
By IH, for any such i, there is a Kripke modelMi based on an n-functional frame
with root ri where
∧
j∈Ki
σj holds, but τi does not. Now take a fresh node r,
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make
∧
Pσ true in r, and connect r to ri of each Mi. The constructed Kripke
model is based on an n-functional frame and refutes σ → τ at r, showing that
{ιnfun} 6|=Kr σ → τ as required. ⊣
That SPi+{ιnfun} is complete follows now from Claims 40.1, 40.2, completeness
of SPi (Theorem 4) and (7). ⊣
Now, we set
Σnequiv = Σequiv ∪ {ι
n
fun}, for 1 ≤ n < ω.
and SPinequiv = SPi + Σ
n
equiv. The correspondent Φn of Σ
n
equiv says that R is an
equivalence relation whose classes (clusters) are of size ≤ n.
Theorem 41. ([46])8 SPinequiv is complete, for every n ≥ 2.
Proof. The proof is again by the method of syntactic proxies from §4.2. Now,
Σnequiv-normal forms are defined as propositional variables, ⊤ and sp-formulas
of the form ✸(q1 ∧ · · · ∧ qn), where the qi are propositional variables or ⊤.
Claim 41.1. For any sp-formula ̺, there is a set N̺ of Σ
n
equiv-normal forms
with
Σnequiv ⊢SLO ̺ ≈
∧
N̺.
Proof. As Σequiv ⊢SLO ✸p∧✸q ≈ ✸(p∧✸q) (by SPiequiv = SPi
′
equiv and ιeucl),
it is easy to see that, for any {ιnfun}-normal form α (as defined in the proof of
Theorem 40), there is some Σnequiv-normal form β such that Σequiv ⊢SLO α ≈ β.
Now the claim follows from Claim 40.1. In particular,
N̺ = Pr̺ ∪ {✸
∧
Q | Q ⊆ Px, |Q| ≤ n, x in M̺},
where Px is the set of variables that are true at x in the ̺-tree model M̺. ⊣
Claim 41.2. For any sp-formula σ and Σnequiv-normal form τ , if Σ
n
equiv |=Kr
σ → τ then Σequiv |=Kr σ → τ .
Proof. Suppose Σequiv 6|=Kr σ → τ . Let R∀σ = Wσ × Wσ for the domain
Wσ of the σ-tree model Mσ. Consider the Kripke model M
∀
σ = (T
∀
σ, vσ) over
T∀σ = (Wσ , R
∀
σ). As M
∀
σ is the equivalence-closure of Mσ, we have M
∀
σ, rσ |= σ
and M∀σ, rσ 6|= τ by Proposition 12, and so τ 6= ⊤. If τ is a propositional variable
p, then take the following model M based on the universal frame over {x, y}: for
each variable q, let M, x |= q iff rσ ∈ vσ(q) and M, y |= q iff vσ(q) \ {rσ} 6= ∅.
(That is, M is obtained from M∀σ by ‘sticking together’ all of its points different
from rσ.) Then we clearly have M, x 6|= (σ → p). Finally, let τ be of the form
✸(q1 ∧ · · · ∧ qn). If Wσ contains ≤ n points, then Σnequiv 6|=Kr σ → τ . So suppose
Wσ = {w1, . . . , wm} for some m > n. We show that there is a Kripke model M
based on a universal frame with < m points and such thatM 6|= (σ → τ). Indeed,
as M∀σ, rσ 6|= ✸(q1 ∧ · · · ∧ qn), for every 1 ≤ i ≤ m there is Qi ⊆ {q1, . . . , qn}
such that |Qi| = n − 1 and {qk | 1 ≤ k ≤ n, M∀σ, wi |= qk} ⊆ Qi. So by the
pigeonhole principle, there are i 6= j with Qi = Qj . Now let M result from M∀σ
8This result also follows from [46], which showed (for the similarity type without ⊤) that
SPinequiv |=BAO is conservative over SPi
n
equiv |=SLO.
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by ‘sticking together’ wi and wj . Then we have M, rσ 6|= σ → ✸(q1 ∧ · · · ∧ qn),
and so M 6|= (σ → τ), as required. ⊣
That SPinequiv is complete follows now from Claims 41.1, 41.2, completeness of
SPiequiv (Theorem 23 (ii)) and (7). ⊣
As a consequence of Claims 41.1 and 41.2 we also obtain:
Theorem 42. SPinequiv is decidable in PTime, for every n ≥ 2.
Proof. Follows from the tractability of SPiequiv (Theorem 13) and the fact
that |N̺| in Claim 41.1 is clearly polynomial in the size of M̺. ⊣
Jackson [46] also proves the following about extensions of SPiequiv:
Theorem 43. ([46]) Let L be any non-trivial spi-logic extending SPiequiv. Then
exactly one of the following cases holds:
– L = SPiequiv,
– L = SPi+ (Σequiv ∪ {✸p→ p}),
– L = SPi+ (Σequiv ∪ {✸p→ ✸q}),
– L = SPinequiv, for some n (1 ≤ n < ω).
Then Proposition 32, Theorems 23 (ii), 28, 29 (iv), 31 and 43 give a full clas-
sification of the extensions SPiequiv according to their completeness: the trivial
spi-logic, SPiequiv, SPi + (Σequiv ∪ {✸p → p}) and SPi
n
equiv, for 1 < n < ω, are
complete, while SPi1equiv and SPi+ (Σequiv ∪ {✸p→ ✸q}) are incomplete.
By Theorem 28, SPi+ (Σequiv ∪ {✸p→ p}) is complex. Theorems 31, 39 and
43 imply that it is the only complex non-trivial proper extension of SPiequiv:
Corollary 44. Let L be any non-trivial spi-logic such that L ⊇ SPiequiv,
L 6= SPiequiv and L 6= SPi+ (Σequiv ∪ {✸p→ p}). Then L is not complex.
Finally, we show that ιnfun behaves differently when added to SPiqo. A transi-
tive frame F is said to be of depth n, for n ≥ 1, if F contains a chain of n points
from distinct clusters but no longer chain of this sort. It is easy to see that, over
SPiqo, we can define the property ‘F is of depth ≤ n’ by the sp-implication
ι
n
depth =
(
p ∧✸
(
q ∧✸(p ∧ . . . ) . . .
)︸ ︷︷ ︸
✸ is used n times
→ ✸
(
q ∧✸(p ∧ . . . ) . . .
)︸ ︷︷ ︸
✸ is used n+ 1 times
)
.
Then ι1depth = ιsym and ι
2
depth has the following ‘disjunctive’ correspondent:
∀x, y, z
(
R(x, y) ∧R(y, z)→ R(y, x) ∨R(z, y)
)
.
Also, it is not hard to see that {ιndepth} |=SLO ι
n+1
depth, for all n ≥ 1 (simply
substitute p ∧✸q for p, and q ∧✸p for q in ιndepth).
Question 3. Are SPi+{ιndepth}, SPi+{ιtrans, ι
n
depth} and SPi+(Σqo∪{ι
n
depth})
complete?
As an n-functional reflexive and transitive frame can have at most n points,
its depth must be ≤ n. Therefore, for any n ≥ 1, we have
Σqo ∪ {ι
n
fun} |=Kr ι
n
depth.(44)
Theorem 45. Σqo ∪ {ιnfun} 6|=SLO ι
n
depth, for any n ≥ 2.
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Figure 10. The SLO An in the proof of Theorem 45.
Proof. Fix some n ≥ 2 and take the SLO An in Fig. 10. It is easy to check
that An |= Σqo. We claim that An |= ι
n
fun. In fact, if n ≥ 3 then An |= ι
3
fun.
We prove only the latter. Take any valuation a in An. If a(p0), . . . , a(p3) are
not pairwise ≤-incomparable, then An |= ι
3
fun[a] clearly holds. And if they are,
then di, ej ∈ {a(p0), . . . , a(p3)} must hold for some i, j ≤ n. As di ∧ ej = g, the
left-hand side of ι3fun[a] evaluates to g.
On the other hand, we claim that An 6|= ιndepth[a] for the valuation a(p) = dn
and a(q) = en. Indeed, for 1 ≤ k ≤ n, define sp-formulas τk and σk by taking
τ1 = ✸q, σ1 = ✸p, τk = ✸(q ∧ σk−1) and σk = ✸(p ∧ τk−1). Then ιndepth is
p∧τn → τn+1. It is not hard to prove by parallel induction that τk[a] = cn−k and
σk[a] = bn−k for all 1 ≤ k ≤ n. Therefore, the left-hand side of ιndepth evaluates
to dn ∧ c0 = d0, while the right-hand side to ✸(en ∧ b0) = ✸e0 = e0. ⊣
As a consequence of (44), Theorems 29 and 45 we obtain:
Corollary 46. SPi+ (Σqo ∪ {ιnfun}) is not complete, for any n ≥ 1.
7.2. Sp-implications defining width above SPiqo. Consider the sp-impli-
cation
ιwcon =
(
✸(p ∧ q) ∧✸(p ∧ r)→ ✸(p ∧✸q ∧✸r)
)
,
with the disjunctive correspondent
∀x, y, z
(
R(x, y) ∧R(x, z)→
(
R(y, y) ∧R(y, z)
)
∨
(
R(z, z) ∧R(z, y)
))
.(45)
Now let
Σlin = {ιrefl, ιtrans, ιwcon}.(46)
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It is easy to see that Σlin defines the class of all linear quasiorders (frames for
the modal logic S4.3). We set
SPilin = SPi+Σlin.
Theorem 47. Neither SPi+ {ιwcon} nor SPilin is complex.
Proof. Take the SLO A in Fig. 11. It is not hard to check that A |= Σlin. Now
a c
g
b
d e
⊤
Figure 11. The SLO A in the proof of Theorem 47.
suppose we have an sp-embedding η : A→ F⋆, for some F = (W,RF). Then there
is u ∈ η(b) \ η(g). As b ≤ ✸a and b ≤ ✸c, we have η(b) ⊆ η(✸a) = ✸+η(a) and
η(b) ⊆ η(✸c) = ✸+η(c). Then u ∈ ✸+η(a) ∩ ✸+η(c), and so there are v ∈ η(a)
and w ∈ η(c) such that (u, v) ∈ RF and (u,w) ∈ RF. As η(g) = η(✸g) = ✸+η(g),
we have v /∈ η(g) = η(a ∧ ✸c) = η(a) ∩ ✸+η(c), and so (v, w) /∈ RF. Similarly,
w /∈ η(g) = η(c∧✸a) = η(c)∩✸+η(a), and so (w, v) /∈ RF. Therefore, (45) does
not hold in F. ⊣
Now we use the syntactic proxies method to prove the following:
Theorem 48. SPilin is complete.
Proof. We define Σlin-normal forms by induction: (i) all finite conjunctions
of propositional variables are Σlin-normal forms; (ii) if τ is an Σlin-normal form
and Pτ is a set of propositional variables, then
∧
Pτ ∧✸τ is an Σlin-normal form.
Claim 48.1. For any sp-formula ̺, there is a set N̺ of Σlin-normal forms
with
Σlin ⊢SLO
(
̺ ≈
∧
N̺
)
.
Proof. LetN̺ be the set of normal forms describing the full linear branches of
M̺ (from root to a leaf): if ̺ =
∧
P̺ then N̺ = {̺}, and if ̺ =
∧
P̺∧
∧
i<k ✸̺i
then N̺ = {
∧
P̺ ∧ ✸τ | τ ∈
⋃
i<kN̺i}. We clearly have ⊢SLO
(
̺ →
∧
N̺
)
.
Conversely, it is easy to see first that, for any n,
Σlin ⊢SLO ✸(p ∧✸q1) ∧ · · · ∧✸(p ∧✸qn)→ ✸(p ∧✸q1 ∧ · · · ∧✸qn).(47)
Next, we prove by induction on ̺ that
Σlin ⊢SLO
∧
τ∈N̺
✸τ → ✸̺.(48)
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This is obvious if the depth of ̺ is 0. So suppose ̺ =
∧
P̺ ∧
∧
i<k ✸̺i. Then
Σlin ⊢SLO
∧
τ∈N̺
✸τ ≈
∧
i<k
∧
τ∈N̺i
✸(
∧
P̺ ∧✸τ) → (by (47))
→
∧
i<k
✸(
∧
P̺ ∧
∧
τ∈N̺i
✸τ) (by IH)
→
∧
i<k
✸(
∧
P̺ ∧✸̺i) (by (47))
→ ✸(
∧
P̺ ∧
∧
i<k
✸̺i) ≈ ✸̺.
Finally, by (48), for every i < k,
Σlin ⊢SLO
∧
N̺ →
∧
τ∈N̺i
✸τ → ✸̺i.
Since Σlin ⊢SLO
∧
N̺ →
∧
P̺, we have Σlin ⊢SLO
∧
N̺ → ̺ as required. ⊣
Claim 48.2. For any sp-formula σ and any Σlin-normal form τ , Σlin |=Kr
σ → τ implies Σqo |=Kr σ → τ .
Proof. Suppose Σqo 6|=Kr σ → τ . Take the σ-tree model Mσ, and let
M∗σ =
(
(Wσ, R
∗
σ), vσ
)
for the reflexive and transitive closure R∗σ of Rσ. By
Proposition 12, we have M∗σ, rσ 6|= τ . We call M = (Wσ , R, vσ) a linearisation
of M∗σ if R is a linear order
9 containing R∗σ.
It should be clear that M, rσ |= σ for any linearisation M of M
∗
σ. We show
that there is a linearisation M+σ of M
∗
σ with M
+
σ , rσ 6|= τ , which means that
SPilin 6|=Kr σ → τ . We construct M+σ step-by-step by rearranging the points in
Wσ . We build a binary tree (Lσ ,≺) of models M = (Wσ, R, vσ) by induction so
that each (Wσ , R) is a reflexive and transitive tree containing R
∗
σ and, for each
M in Lσ, there is some M
′ with M ≺ M′ and M′, rσ 6|= τ . Each leaf in (Lσ ,≺)
will be a linearisation of M∗σ. First, let M
∗
σ be the root of (Lσ ,≺). Suppose now
inductively that M = (Wσ , R, vσ) in Lσ has been defined, M, rσ 6|= τ , and R is
not a linear order. We call a triple (u, vleft, vright) of distinct points in Wσ an R-
defect if (u, vleft) ∈ R, (u, vright) ∈ R, vleft 6= vright, but neither (vleft, vright) ∈ R nor
(vright, vleft) ∈ R hold. Take any R-defect (u, vleft, vright) with minimal R-distance
between rσ and u. We define two relationsRleft =
(
R\{(u, vright)}
)
∪{(vleft, vright)}
and Rright =
(
R \ {(u, vleft)}
)
∪ {(vright, vleft)} (see Fig. 12), and add M ≺ Mleft
and M ≺Mright to (Lσ,≺), where Mi = (Wσ , Ri, vσ) for i = left, right.
We claim that either Mleft, rσ 6|= τ or Mright, rσ 6|= τ . Suppose otherwise.
Then, by Proposition 7, there are two homomorphisms hleft : Mτ → Mleft and
hright : Mτ →Mright with hleft(rτ ) = hright(rτ ) = rσ . If one of these is anMτ →M
homomorphism, then M, rσ |= τ , contrary to IH. If this is not the case, suppose
thatMτ is based on an irreflexive and intransitive unary tree x0 < x1 < · · · < xn.
It is not hard to see that
– there is ileft < n such that
(
hleft(xi), vleft
)
∈ Rleft for every i ≤ ileft, and(
vright, hleft(xi)
)
∈ Rleft for every i ≥ ileft + 1;
9A linear order is an antisymmetric linear quasiorder.
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Figure 12. Linearising step-by-step.
– there is iright < n such that
(
hright(xi), vright
)
∈ Rright for every i ≤ iright, and(
vleft, hright(xi)
)
∈ Rright for every i ≥ iright + 1.
Suppose iright ≥ ileft (the other case is similar). Define h by taking, for any i ≤ n,
h(xi) =
{
hright(xi), if i ≤ iright,
hleft(xi), else.
We prove that h is an Mτ → M homomorphism with h(rτ ) = rσ, from which
we shall have M, rσ |= τ , contrary to IH. Thus, we need to show that, for every
i < n, we have
(
h(xi), h(xi+1)
)
∈ R. There are three cases:
Case 1: i < iright. Then h(xi) = hright(xi), hright(xi+1) = h(xi+1) and(
h(xi), h(xi+1)
)
∈ Rright. Since i, i+1 ≤ iright, we have
(
h(xi), vright
)
∈ Rright and(
h(xi+1), vright
)
∈ Rright, and so
(
h(xi), h(xi+1)
)
∈ R follows from
(
h(xi), h(xi+1)
)
∈ Rright.
Case 2: i > iright. Then h(xi) = hleft(xi), hleft(xi+1) = h(xi+1) and we also
have
(
h(xi), h(xi+1)
)
∈ Rleft. As i, i+ 1 ≥ ileft + 1, we have
(
vright, h(xi)
)
∈ Rleft
and
(
vright, h(xi+1)
)
∈ Rleft. Therefore, we obtain
(
h(xi), h(xi+1)
)
∈ R from(
h(xi), h(xi+1)
)
∈ Rleft.
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Case 3: i = iright. Then h(xi) = hright(xi), and so
(
h(xi), vright
)
∈ Rright.
Also, h(xi+1) = hleft(xi+1) and, since i + 1 = iright + 1 ≥ ileft + 1, we have(
vright, h(xi+1)
)
∈ Rleft. Therefore,
(
h(xi), h(xi+1)
)
∈ R, as required. ⊣
That SPilin is complete follows now from Claims 48.1, 48.2, completeness of
SPiqo (Corollary 16) and (7). ⊣
As a consequence of Claims 48.1 and 48.2 we also obtain:
Theorem 49. SPilin is decidable in PTime.
Proof. Follows from the PTime-time decidability of SPiqo [71] (see also The-
orem 13) and the fact that |N̺| in Claim 48.1 is the number of leaves in M̺. ⊣
The completeness landscape for extensions of SPilin is much more involved
than for extensions of SPiequiv. In [51], all complete extensions of SPilin are
characterised, and infinitely many incomplete extensions of SPi+(Σlin ∪ {ι2fun})
are given. Here we prove the following:
Theorem 50. SPi+ (Σlin ∪ {ιnfun}) is not complete, for any n ≥ 1.
Proof. For n = 1, we reuse the proof of Theorem 29 (iii) since we clearly have
A |= ιwcon. Now, fix some n ≥ 2. Observe that SPilin = SPi + (Σqo ∪ {ι′wcon}),
where
ι
′
wcon =
(
✸(p ∧✸q) ∧✸(p ∧✸r)→ ✸(p ∧✸q ∧✸r)
)
.(49)
Let An be the SLO from the proof of Theorem 45. We claim that An |= ι′wcon.
Indeed, take a valuation a in An. If there are distinct x, y ∈ {a(p),✸q[a],✸r[a]}
such that x ≤ y, then A |= ι′wcon[a] clearly holds. So we may assume that a(p),
✸q[a], and ✸r[a] are pairwise ≤-incomparable. Let, say, ✸q[a] = bi, ✸r[a] = ci,
and a(p) = dj , for some i < n−1 and i+1 < j ≤ n (the other cases are similar).
Then both sides of ι′wcon evaluate to d0 if i = 0, and to bi−1 if i > 0, proving
that A |= ι′wcon[a]. ⊣
Question 4. Is SPi+ (Σlin ∪ {ιndepth}) complete for n > 1?
The sp-implication ι′wcon in (49) was also used by Svyatlovsky [72] who showed
that {ιtrans, ι′wcon} axiomatise the spi-fragment of K4.3—the modal logic of
all transitive and weakly connected frames—and described the class of Kripke
frames validating {ιtrans, ι′wcon}. As not all frames in this class are weakly con-
nected, it follows that the class of K4.3-frames is not spi-definable. For a direct
model-theoretic proof of this fact, see Proposition 55 below. Svyatlovsky also
proved that the spi-logic SPi+ {ιtrans, ι′wcon} is tractable.
We can generalise ιwcon to
ι
n
width =
(
✸
(
p ∧
∧
Pn0
)
∧ · · · ∧✸
(
p ∧
∧
Pnn
)
→ ✸(p ∧✸p0 ∧ · · · ∧✸pn)
)
.
Then ι1wcon = ιwidth.
Question 5. Are SPi + (Σqo ∪ {ιnwidth}) and SPi + (Σqo ∪ {ι
m
depth, ι
n
width})
complete?
COMPLETENESS OF STRICTLY POSITIVE MODAL LOGICS 41
§8. Undecidability of completeness. Having established quite a few com-
pleteness and incompleteness results for spi-logics, we now show that an exhaus-
tive and decidable classification of finitely axiomatisable spi-logics according to
their completeness (or complexity) is not possible.
Theorem 51. Given a finite set Σ of sp-implications, it is undecidable whether
the spi-logic SPi+Σ is complete; it is also undecidable whether it is complex.
Proof. We encode the halting problem for deterministic Turing machines
starting from an empty tape. Recall that a Turing machine is a tuple
M = (Q,Γ, δ, q0, qh),
where Q is a non-empty finite set of states with an initial state q0 and a halting
state qh, Γ is a finite tape alphabet with a special symbol b ∈ Γ denoting the
blank cell, and δ is a transition function that, for any pair (q, a) ∈ Q × Γ, gives
a triple δ(q, a) ∈ Q× Γ× {L,R}, where L and R stand for ‘move left’ and ‘move
right’, respectively. We use the standard definition of a computation of M on an
input word. Then the problem to decide whether the computation starting from
an empty tape in state q0 reaches the halting state qh is undecidable [27]. We
may assume that the initial state is not reachable from any state, the halting
state has no successor state, and that the head never moves to the left of its
initial position. Now, suppose M = (Q,Γ, δ, q0, qh) is such a Turing machine.
For the reduction, we encode the computation of M starting from the empty
tape by a grid with points dn,m for the nth cell of the mth configuration of the
computation. We use relations next and step such that (dn,m, dn+1,m) ∈ next
and (dn,m, dn,m+1) ∈ step. We encode that the nth cell contains symbol a ∈ Γ
in the mth configuration by introducing a relation Ra and stating that dn,m has
some Ra-successor. Likewise, we encode that M is in state q ∈ Q in the mth
configuration by introducing a relation Rq and stating that all dn,m have an
Rq-successor. In the same way, we use relations Rhead, Rleft, and Rright to encode
the position of the head and, for technical reasons, all cells to the left and right
of the position of the head.
Using the above intuition, we now construct a finite set ΣM of sp-implications
such that M halts on the empty tape iff SPi + ΣM is complete iff SPi + ΣM is
complex. Let ✸next and ✸step be modal operators interpreted by the relations
next and step introduced above. The following set of sp-implications state that
the relations next and step are functional and commute:
✸next p ∧✸next q → ✸next (p ∧ q),(50)
✸step p ∧✸step q → ✸step (p ∧ q),(51)
✸next✸step p→ ✸step✸next p and ✸step✸next p→ ✸next✸step p.(52)
To axiomatise the properties of Ra, a ∈ Γ, Rq, q ∈ Q, and Rhead, Rleft, and
Rright, we introduce an operator ✸q for every state q ∈ Q, an operator ✸a for
every a ∈ Γ, and operators ✸head, ✸left and ✸right. We say that M does not halt
by the sp-implication
✸qh⊤ → p.(53)
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In order to show that what we have so far axiomatise a complex spi-logic (see
Theorem 37), we also need to add the sp-implications
✸✸qh⊤ → ✸qh⊤,(54)
for all ✸ = ✸next , ✸step , ✸head, ✸left, ✸right, ✸q, ✸a, q ∈ Q, a ∈ Γ. (Note that if
the language contained a constant ⊥, interpreted as ‘falsehood’ in Kripke models
and the ≤-smallest element in ‘normal’ SLOs, then ✸qh⊤ → ⊥ would suffice in
place of (53)–(54), see §9.2.) Let Ξ be the set of sp-implications comprising
(50)–(54). By Theorem 37, the spi-logic SPi + Ξ is complex. To ensure that
Ξ together with the set of sp-implications encoding the computation of M on
empty tape axiomatise a complex spi-logic, we apply Proposition 5, and therefore
represent states, tape symbols and tape positions using variable-free sp-formulas
of the form ✸R⊤ for the operators ✸R introduced above. We first set left and
right correctly, exploiting the assumed functionality of next:
✸next✸left⊤ → ✸left⊤,(55)
✸next✸head⊤ → ✸left⊤,(56)
✸head⊤ → ✸next✸right⊤,(57)
✸right⊤ → ✸next✸right⊤.(58)
Then we say that the state of each configuration is encoded in a uniform way
over the tape: for all q ∈ Q,
✸q⊤ → ✸next✸q⊤ and ✸next✸q⊤ → ✸q⊤.(59)
Exploiting that q0 is not reachable from any state, we can say that the tape is
initially blank with
✸q0⊤ → ✸b⊤.(60)
Exploiting the commutativity and functionality of next and step, for each tran-
sition δ(q, a) = (q′, a′, L), we set
✸next (✸q⊤ ∧✸head⊤ ∧✸a⊤)→ ✸step (✸q′⊤ ∧✸head⊤ ∧✸next✸a′⊤),(61)
and for each transition δ(q, a) = (q′, a′,R), we set
✸q⊤ ∧✸head⊤ ∧✸a⊤ → ✸step (✸a′⊤ ∧✸q′⊤ ∧✸next✸head⊤).(62)
We also say that symbols not under the head do not change: for all a ∈ Γ, put
✸a⊤ ∧✸left⊤ → ✸step✸a⊤,(63)
✸a⊤ ∧✸right⊤ → ✸step✸a⊤.(64)
Let Σ0M be Ξ together with the sp-implications (55)–(64). Finally, we obtain
ΣM fromΣ
0
M by adding the following sp-implication that triggers incompleteness
whenever ✸q0⊤ ∧✸head⊤ is satisfiable in a frame for Σ
0
M :
ιM = (✸q0⊤ ∧✸head⊤ ∧✸R p→ p),(65)
where R is a fresh relation.
Claim 51.1. If M halts on the empty tape, then SPi+ΣM is complex.
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Proof. Suppose M halts on the empty tape in H < ω steps. As SPi+Σ0M is
complex by Theorem 37 and Proposition 5, it is enough to show that SPi+ΣM =
SPi+Σ0M . We prove that
(66) {w |M, w |= ✸q0⊤ ∧✸head⊤} = ∅
for any model M over any frame F for Σ0M .
Then Σ0M |=Kr ιM would follow, and so ιM ∈ SPi + Σ
0
M would hold by the
completeness of SPi+Σ0M .
To prove (66), take any frame F |= Σ0M and suppose to the contrary that there
is some d0,0 with M, d0,0 |= ✸q0⊤ ∧ ✸head⊤. We show by induction on m that,
for any m ≤ H and n < ω, there exists dn,m in F representing the nth cell in the
mth configuration of the computation of M in the following sense: for all q ∈ Q
and a ∈ Γ,
(i) (dn,m, dn+1,m) ∈ next;
(ii) (dn,m, dn,m+1) ∈ step whenever m < H ;
(iii) if the state in the mth configuration is q, then M, dn,m |= ✸q⊤;
(iv) if the nth cell contains a in the mth configuration, then M, dn,m |= ✸a⊤;
(v) if the head is at the nth cell in the mth configuration, then M, dn,m |=
✸head⊤.
Indeed, for m = n = 0, (iii)–(v) follow from our assumption and (60). We have
dn,0 for all n > 0 satisfying (i), (iii) and (iv) by (59) and (60). Now suppose
inductively that we have dn,m for somem < H and all n < ω. Suppose that in the
mth configuration the head is at the nth cell containing symbol a,M is in state q
and δ(q, a) = (q′, a′, R). (The case when δ(q, a) = (q′, a′, L) is similar and left to
the reader.) Then, by IH, M, dn,m |= ✸q⊤∧✸head⊤∧✸a⊤, and so, by (62), there
exist dn,m+1 and dn+1,m+1 such that (dn,m, dn,m+1) ∈ step, (dn,m+1, dn+1,m+1) ∈
next, M, dn,m+1 |= ✸a′⊤ ∧ ✸q′⊤ and M, dn+1,m+1 |= ✸head⊤. If n > 0 then we
have di,m+1 for all i < n satisfying (i), (ii) and (iv) by (52), (55), (56), (63)
and (51). We have di,m+1 for all i > n + 1 satisfying (i) and (ii) by (59), (50)
and (52). Then di,m+1 for all i ≥ n+ 1 satisfy (iv) by (57), (58), (50) and (64).
Finally, we have (iii) by (59) and (50).
Thus, M, dn,H |= ✸qh⊤ for some n, and so the relation Rqh in F interpreting
✸qh is not empty, contrary to F |= (53). This establishes (66). ⊣
Claim 51.2. If M does not halt on the empty tape, then SPi+ΣM is incom-
plete.
Proof. Consider the sp-implication
ι
′ = (✸q0⊤ ∧✸head⊤ ∧ p ∧✸R⊤ → ✸R p).
On the one hand, it is easy to see that {ιM} |=Kr ι′ (cf. Example 1), and so
ΣM |=Kr ι′. On the other hand, take the infinite computation of M starting
from the empty tape. Using this computation, we define a frame F with domain
W = {dn,m | n,m < ω} ∪ {g, g
′} by taking:
– (dn,m, dn+1,m) ∈ next for all n,m < ω;
– (dn,m, dn,m+1) ∈ step for all n,m < ω;
– (dn,m, g) ∈ Rq if the state of the mth configuration is q, for q ∈ Q;
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– (dn,m, g) ∈ Ra if the nth cell contains a in the mth configuration, for a ∈ Γ;
– (dn,m, g) ∈ head if the head is at the nth cell in the mth configuration;
– (dn,m, g) ∈ left if the head is to the right of the nth cell in the mth config-
uration;
– (dn,m, g) ∈ right if the head is to the left of the nth cell in the mth config-
uration;
– (d0,0, g
′) ∈ R.
It is straightforward to check that F |= Σ0M . Define an sp-type subalgebra A of
F⋆ by taking all subsets of W except those that contain g′ but not d0,0. Then
A |= Σ0M . It is easy to see that A is a SLO and A |= ιM , and so A |= ΣM .
However, A 6|= ι′, witnessed by evaluating p to {d0,0}. Thus, ΣM 6|=SLO ι′, and
so SPi+ΣM is incomplete. ⊣
Now, Theorem 51 follows from Claims 51.1 and 51.2. ⊣
Question 6. Does Theorem 51 hold in the unimodal case? Does it hold for
spi-logics with Horn correspondents?
§9. Some related topics.
9.1. Spi-definability. A class C of frames is called spi-definable if C = KrΣ ,
for some set Σ of sp-implications. In this section, we prove a necessary condition
for spi-definability and use it to give a few examples of modally definable frame
classes that are not spi-definable. To keep the notation simple, we formulate
everything for the unimodal setting only, that is, for R = {R}.
Suppose that Fi = (Wi, Ri), for i ∈ I, G = (W,RG), T = (T,RT) are frames,
w ∈ T , gi : T → Fi, for i ∈ I, and h : T → G are homomorphisms, and that
Z ⊆
(∏
i∈I Wi
)
×W . We write
(Fi, gi)i∈I >>Z (G, h, w)
if the following conditions hold:
(s1)
(
(gi(w))i∈I , h(w)
)
∈ Z;
(s2) for all (x, y) ∈ Z and x′ = (x′i ∈ Wi | i ∈ I), if (xi, x
′
i) ∈ Ri for all i ∈ I,
then there is y′ such that (y, y′) ∈ RG and (x′, y′) ∈ Z;
(s3) for all (x, y) ∈ Z and A ⊆ T , if xi ∈ gi[A] for all i ∈ I, then y ∈ h[A].
We write
(Fi)i∈I >> G
if, for all finite trees T with root w and all homomorphisms h : T → G, there
exist (gi)i∈I and Z such that (Fi, gi)i∈I >>Z (G, h, w).
Theorem 52. For any sp-implication ι, if (Fi)i∈I >> G and Fi |= ι for all
i ∈ I, then G |= ι.
Proof. Suppose ι = (σ → τ). It is enough to show that, for the correspon-
dent Ψι of ι from (18)–(19), G |= Ψι holds whenever Fi |= Ψι for i ∈ I. Recall the
respective tree models Mσ and Mτ from §4.2.1, and letWσ = {v0, . . . , vnσ} with
v0 = rσ. Let x0, . . . , xnσ be a sequence of points in G such that (xk, xℓ) ∈ R
G
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whenever (vk, vℓ) ∈ Rσ. Then hσ : Tσ → G defined by hσ(vk) = xk, for k ≤ nσ,
is a homomorphism. As (Fi)i∈I >> G, there are (g
σ
i )i∈I and Z such that
gσi : Tσ → Fi are homomorphisms for all i ∈ I,(67)
(Fi, g
σ
i )i∈I >>Z (G, h
σ, rσ).(68)
Since Fi |= Ψι, it follows that Fi |= Ψ
′
ι
[gσi (rσ)/vˆ0] for all i ∈ I, and so, by (67),
there exist homomorphisms gτi : Tτ → Fi such that
gτi (rτ ) = g
σ
i (rσ) ∧
∧
(u,p)
u∈vτ (p)
∨
v∈vσ(p)
(
gτi (u) = g
σ
i (v)
)
, for all i ∈ I.(69)
We define a homomorphism hτ : Tτ → G such that(
(gτi (u))i∈I , h
τ (u)
)
∈ Z, for all u ∈Wτ(70)
in a step-by-step manner, by constructing its approximations f0, f1, f2, . . . with
domains B0, B1, . . . which are subsets of Wτ and initial segments of Tτ . To
begin with, let B0 = {rτ} and f0 =
{(
rτ , h
σ(rσ)
)}
. By (69) and (s1) of (68),(
(gτi (rτ ))i∈I , f0(rτ )
)
=
(
(gσi (rσ))i∈I , h
σ(rσ)
)
∈ Z. So suppose Bl and fl are
defined for some l, and we have
(
(gτi (u))i∈I , fl(u)
)
∈ Z for all u ∈ Bl (IH). Take
some x ∈ Bl and y 6∈ Bl such that (x, y) ∈ Rτ . Since all gτi are homomorphisms,
we have
(
gτi (x), g
τ
i (y)
)
∈ Ri. By IH,
(
(gτi (x))i∈I , fl(x)
)
∈ Z, and so, by (s2) of
(68), there is z ∈ W such that
(
fl(x), z
)
∈ RG and
(
(gτi (y))i∈I , z
)
∈ Z. Thus, we
may extend Bl and fl by setting Bl+1 = Bl ∪ {y} and fl+1 = fl ∪ {(y, z)} while
preserving IH. Clearly, hτ =
⋃
l<ω fl is a homomorphism as required in (70).
Suppose Wτ = {u0, . . . , unτ} with u0 = rτ . We claim that
(71) G |=
(
(vˆ0 = uˆ0) ∧
∧
k,ℓ≤nτ ,
(uk,uℓ)∈Rτ
R(uˆk, uˆℓ) ∧∧
k≤nτ , p∈var,
uk∈vτ(p)
∨
ℓ≤nτ ,
vℓ∈vσ(p)
(uˆk = vˆℓ)
)[
hσ(v)/vˆ, hτ (u)/uˆ
]
,
proving G |= Ψι. Indeed, hσ(rσ) = hτ (rτ ) and hτ is a homomorphism, so it is
enough to show the second line in (71). Fix uk and p such that uk ∈ vτ (p). By
(69), for any i ∈ I, there is vi ∈ vσ(p) with gτi (uk) = g
σ
i (vi), and so g
τ
i (uk) ∈
gσi [vσ(p)] for all i ∈ I. By (70) and (s3) of (68), we have h
τ (uk) ∈ hσ[vσ(p)],
and so there is some vℓ ∈ vσ(p) with h
τ (uk) = h
σ(vℓ), as required in (71). ⊣
In certain cases, we may simplify the criterion of the previous theorem:
Proposition 53. If there exist homomorphisms fi : G→ Fi, for i ∈ I, and Z
such that (Fi, fi)i∈I >>Z (G, id, v), for all v in G and the identity map id : G→
G, then (Fi)i∈I >> G.
Proof. Suppose h : T → G is a homomorphism, for a finite tree T with root
w. Let v = h(w). By our assumption, there are homomorphisms fi : G→ Fi, for
i ∈ I, and Z such that (Fi, fi)i∈I >>Z (G, id, v). Define gi : T→ Fi by gi = fi◦h,
for i ∈ I. Then it is not hard to check that (Fi, gi)i∈I >>Z (G, h, w). ⊣
A relation R is called pseudo-transitive if
∀x, y, z
(
R(x, y) ∧R(y, z)→ R(x, z) ∨ (x = z)
)
;
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R is pseudo-equivalence if it is symmetric and pseudo-transitive. Pseudo-equiva-
lence relations are the frames for the modal logic Diff, also characterised by the
6= relation on nonempty sets.
Proposition 54. Neither the class of all pseudo-transitive nor the class of all
pseudo-equivalence frames is spi-definable.
Proof. Take the frames F1, F2 and G in Fig. 13. We show that the conditions
of Proposition 53 hold, and so (F1,F2) >> G. Consider the homomorphism
x0
x1
F1
y0
y1 y2
F2
v0
v1 v2
G
Figure 13. Frames showing spi-undefinability of pseudo-transitivity.
f1 : G → F1 where f1(v0) = x0, f1(v1) = f1(v2) = x1, and the homomorphism
f2 : G→ F2 where f2(vi) = yi for i ≤ 2, and let
Z = {(x0, y0, v0), (x1, y1, v1), (x1, y2, v2), (x0, y1, v0), (x0, y2, v0), (x1, y0, v0)}.
We claim that, for all i ≤ 2, we have
(
(F1, f1), (F2, f2)
)
>>Z (G, id, vi). Indeed,
(s1) clearly holds. It is easy to check that (s2) holds, because
– for all (x, y) ∈ F1 × F2, there is v ∈ G with (x, y, v) ∈ Z,
– for all v in G, we have (v, v0) ∈ RG and (v0, v) ∈ RG.
Finally, we leave it to the reader to consider all 7 possible cases for the non-empty
set A ⊆ {v0, v1, v2} and show (s3). ⊣
Recall that a relation R is called weakly connected if
∀x, y, z
(
R(x, y) ∧R(x, z)→ R(y, z) ∨R(z, y) ∨ (y = z)
)
.
Transitive and weakly connected relations are the frames for the modal logic
K4.3. Note that the class of reflexive, transitive and weakly connected relations—
linear quasiorders, the frames for S4.3—is spi-definable; see Σlin in (46).
Proposition 55. Neither the class of all weakly connected nor the class of all
transitive and weakly connected frames is spi-definable.
Proof. Take the frames F1, F2 and G in Fig. 14. We show that the conditions
of Proposition 53 hold, and so (F1,F2) >> G. Consider the homomorphism
f1 : G → F1, where f1(v0) = x0, f1(v1) = f1(v2) = x1, and the homomorphism
f2 : G→ F2, where f2(vi) = yi for i ≤ 2, and let
Z = {(x0, y0, v0), (x1, y1, v1), (x1, y2, v2)}.
Then it is easy to check that
(
(F1, f1), (F2, f2)
)
>>Z (G, id, vi), for i ≤ 2. ⊣
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x0
x1
F1
y0
y1 y2
F2
v0
v1 v2
G
Figure 14. Frames showing spi-undefinability of weak connectedness.
A relation R is called confluent if
∀x, y, z
(
R(x, y) ∧R(x, z)→ ∃u
(
R(y, u) ∧R(z, u)
))
.
Transitive and confluent relations are the frames for the modal logic K4.2.
Proposition 56. Neither the class of all confluent nor the class of all tran-
sitive and confluent frames is spi-definable.
Proof. Take the frames F and G in Fig. 15. We show that the conditions of
Proposition 53 hold, and so (F) >> G. Consider the homomorphism f : G→ F,
x0
x1 x2
x3
F
v0
v1 v2
G
Figure 15. Frames showing spi-undefinability of confluence.
where f(vi) = xi for i ≤ 2, and let
Z = {(x0, v0), (x1, v1), (x2, v2), (x3, v1), (x3, v2)}.
Then it is easy to check that (F, f) >>Z (G, id, vi), for i ≤ 2. ⊣
We say that a relation R has the McKinsey property if
∀x∃y
(
R(x, y) ∧ ∀z
(
R(y, z)→ (y = z)
))
.
Transitive relations with this property are the frames for the modal logic K4.1.
Proposition 57. The class of all transitive frames with the McKinsey prop-
erty is not spi-definable.
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x2
x0 x1
F
v0 v1
G
Figure 16. Frames showing spi-undefinability of transitive
frames with the McKinsey property.
Proof. Take the frames F and G in Fig. 16. We show that the conditions of
Proposition 53 hold, and so (F) >> G. Consider the homomorphism f : G→ F,
where f(vi) = xi for i ≤ 1, and let
Z = {(x0, v0), (x1, v1), (x2, v0), (x2, v1)}.
Then it is easy to check that (F, f) >>Z (G, id, vi), for i ≤ 1. ⊣
As mentioned above, the class of linear quasiorders is spi-definable. How-
ever, confluent quasiorders (the frames for the modal logic S4.2) and quasiorders
with the McKinsey property (the frames for the modal logic S4.1) are not spi-
definable, which is a consequence of the following:
Proposition 58. Every unimodal spi-logic L ⊇ SPiqo is a subframe spi-logic.
Proof. We show that, for every sp-implication ι = (σ → τ), if F 6|= ι and
F = (W,R) is a subframe of some quasiorder F′ = (W ′, R′), then F′ 6|= ι. Let
M = (F, v) be such that M, w 6|= ι, for some w ∈ W , and let M′ = (F′, v). By
induction on the construction of an sp-formula ̺, we show that {u | M, u |=
̺} = {u | M′, u |= ̺} ∩W , and so M′, w 6|= ι. The basis of induction follows
from the definition, and the cases of ⊤ and ∧ are trivial. Let ̺ = ✸̺′. By IH,
{u |M, u |= ̺} ⊆ {u |M′, u |= ̺}∩W . For the converse inclusion, there are four
cases. The case ̺′ = ⊤ is trivial as R is reflexive. Now, let u ∈ W be such that
M′, u |= ̺. ThenM′, v |= ̺′, for some v ∈ W ′ with (u, v) ∈ R′. If ̺′ is a variable,
then v ∈ W and M, v |= ̺′ by the definition of M′, and so M′, u |= ̺. If ̺′ = ✸π
then, by transitivity of R′, M′, u |= ✸π, and so, by IH, M, u |= ̺′, from which,
in view of reflexivity of R, we obtain M, u |= ̺. Finally, let ̺′ = π1 ∧ · · · ∧ πn,
where none of the πi is a conjunction or ⊤. If one of them is a variable, then
v ∈ W and we are done by IH. And if πi = ✸π′i for all i then, by transitivity of
R′, M′, u |= ✸π′i for all i, and we obtain M, u |= ̺ by IH and reflexivity of R. ⊣
9.2. Spi-logics with ⊥. One can introduce a limited form of negation to
the language of sp-formulas by adding the ‘falsehood’ constant ⊥ (such that
M, w 6|= ⊥ for any point w in any Kripke model M). We call the sp-formulas of
this extended language sp⊥-formulas , and define sp⊥-implications accordingly. A
class C of frames is spi⊥-definable if C = KrΣ , for some set Σ of sp⊥-implications.
Proposition 59. A class of frames is spi-definable iff it is spi⊥-definable.
Proof. Suppose C = KrΣ , for some set Σ of sp⊥-implications. As sp⊥-
implications σ → τ hold in all frames whenever σ contains ⊥, we may assume
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that ⊥ only occurs in τ . Then it is easy to see that, for every frame F, we have
F |= σ → τ iff F |= σ → p, where p is a fresh variable not occurring in σ. ⊣
All the notions introduced above can be extended to sp⊥. Thus, a structure
A = (A,∧,⊥,⊤,✸R )R∈R is called an sp⊥-type algebra (of signature R). Given
sp⊥-type algebras A and B of the same signature, a function η : A → B is an
sp⊥-embedding if it is an sp-embedding and η(⊥) = ⊥. We call A a bounded meet-
semilattice with normal monotone operators (or SLO⊥) if (A,∧,⊤,✸R )R∈R is
a SLO with ≤-smallest element ⊥, and ✸R⊥ = ⊥ for R ∈ R. The set of sp⊥-
implications that are valid in all SLO⊥s is denoted by SPi⊥. For a set Σ of
sp⊥-implications, SLO⊥Σ denotes the class of SLO
⊥s validating Σ. We set
Σ |=SLO⊥ ι iff A |= ι for every A ∈ SLO
⊥
Σ .
(Note that Σ |=SLO⊥ can be captured syntactically by adding the axioms ⊥ → p
and ✸R⊥ → ⊥, for R ∈ R, to the calculus in (8)–(9).) For any set Σ of
sp⊥-implications, we define the spi⊥-logic SPi⊥ +Σ axiomatised by Σ as
SPi⊥ +Σ = {ι | ι is an sp⊥-implication and Σ |=SLO⊥ ι}.
Now one can define the notions of completeness, complexity, finite frame property
in the same way as in the sp-case. We give examples of incomplete spi-logics
SPi+Σ such that SPi⊥ +Σ is a complete or even complex spi⊥-logic.
Example 60. By Theorem 31, SPi + Σ for Σ = {p → ✸p,✸p → ✸q} is an
incomplete spi-logic. However, only the one-element SLO⊥ can validate the spi⊥-
logic SPi⊥ +Σ, and so Σ |=SLO⊥ ι for every sp
⊥-implication ι. Thus, SPi⊥ +Σ
is a complete spi⊥-logic. By Theorem 34, SPi+ {✸R✸S p→ q} is an incomplete
spi-logic. However, using a proof similar to that of Theorem 33, one can readily
show that SPi⊥ + {✸R✸S p→ q} is a complex spi⊥-logic.
On the other hand, completeness and complexity do transfer from sp to sp⊥:
Proposition 61. Let Σ be a set of sp-implications.
(i) If the spi-logic SPi+Σ is complete, then the spi⊥-logic SPi⊥+Σ is complete.
(ii) If the spi-logic SPi+Σ is complex, then the spi⊥-logic SPi⊥+Σ is complex.
Proof. (i) Suppose Σ |=Kr ι for some sp⊥-implication ι containing ⊥. Then
we may assume that ι is of the form σ → ⊥, in which case Σ |=Kr σ → p, for a
fresh variable p. Also, Σ |=Kr ✸R σ → p for every ✸R occurring in Σ, whence
Σ |=SLO σ → p and Σ |=SLO ✸R σ → p. So, in every A ∈ SLOΣ , there is a
≤-smallest element ⊥, for which ✸R⊥ = ⊥ for every ✸R occurring in Σ. This
shows that Σ |=SLO⊥ σ → ⊥.
(ii) Suppose A ∈ SLO⊥Σ . Then the sp-type reduct A
↓ of A is in SLOΣ , and so
there is an sp-embedding f : A↓ → F⋆ for some F = (W,RF)R∈R with F |= Σ.
Let V =W \f(⊥) and RFV = R
F∩(V ×V ), for R ∈ R. Then it is easy to see that
the frame G = (V,RFV )R∈R is a generated subframe of F (and so G |= Σ), and
the map g : A→ G⋆⊥ defined by g(a) = f(a) \ f(⊥) is an sp⊥-embedding. ⊣
A complete (complex) spi⊥-logic can always be turned into a complete (com-
plex) spi-logic, using a fresh diamond operator:
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Theorem 62. Let Σ be a set of spi⊥-implications not using ✸R . Let Σ
′ be
obtained from Σ by replacing each occurrence of ⊥ by ✸R⊤ and adding ✸R⊤ → p
and ✸S ✸R⊤ → ✸R⊤, for each ✸S occurring in Σ. Then SPi
⊥+Σ has property
P iff SPi + Σ′ has property P , where P stands for any of the following: ‘is
complete’, ‘is complex’, ‘has the finite frame property’, ‘is decidable’.
Proof. Let RΣ = {S | ✸S occurs in Σ}. Given an sp⊥-implication ι using
only ✸S , for S ∈ RΣ , denote by ι↑ the sp-implication obtained by replacing each
occurrence of ⊥ in Σ by ✸R⊤. Similarly, for any A ∈ SLO
⊥
Σ , denote by A
↑ the sp-
type reduct ofA with an additional operator✸R for which✸R a = ⊥ for all a ∈ A.
Then A↑ ∈ SLOΣ′ , and A |= ι iff A↑ |= ι↑. Conversely, given an sp-implication
ι using only ✸S , for S ∈ RΣ ∪ {R}, denote by ι↓ the sp⊥-implication obtained
by replacing each maximal subformula of the form ✸R ̺ in ι with ⊥. Observe
that in any A ∈ SLOΣ′ , ✸R⊤ is the ≤-smallest element with ✸S ✸R⊤ = ✸R⊤
for all S ∈ RΣ . Denote by A↓ the result of removing ✸R from A and setting
⊥ = ✸R⊤. Then A↓ ∈ SLO
⊥
Σ , and A |= ι iff A
↓ |= ι↓. It remains to observe that,
for any frame F = (W,SF)S∈RΣ , we have F |= Σ iff (W,S
F, ∅)S∈RΣ |= Σ
′, and
RF = ∅ follows whenever (W,SF, RF)S∈RΣ |= Σ
′. With these observations, all
the statements of the theorem are straightforward. ⊣
9.3. Spi-rules. An spi-rule, ρ, takes the form ι1,... ,ιn
ι
, where ι1, . . . , ιn, ι
are sp-implications. We identify the rule ∅
ι
with ι. We say that an spi-rule
ρ = ι1,... ,ιn
ι
holds in a Kripke model M and write M |= ρ if M |= ι whenever
M |= ιi for 1 ≤ i ≤ n. We say that ρ is valid in a frame F and write F |= ρ if
ρ holds in every Kripke model based on F. Given a set Θ of spi-rules, we write
F |= Θ whenever F |= ρ for every ρ ∈ Θ and set KrΘ = {F | F |= Θ}.
We say that ρ is valid in an algebra A having an sp-type reduct and write
A |= ρ if A validates the sp-type quasiequation
(ι∗1& . . .& ι
∗
n)⇒ ι
∗,
where (σ → τ)∗ = (σ ∧ τ ≈ σ): for any valuation a in A, whenever A |= ιi[a] for
all i (1 ≤ i ≤ n), then A |= ι[a]. A set rL of spi-rules is called an spi-rule logic if
rL = {ρ | A |= ρ for every A ∈ C} for some class C of SLOs. Given an spi-rule
logic rL, we write A |= rL if A |= ρ for any ρ ∈ rL. For a class C of algebras with
sp-type reducts, let CrL = {A ∈ C | A |= rL}. We say that an spi-rule ρ follows
from rL over C and write rL |=C ρ if A |= ρ, for any A ∈ CrL. We call rL
– C-embeddable if every A ∈ SLOrL is embeddable into the sp-type reduct of
some B ∈ CrL;
– C-rule-conservative if rL |=C ρ implies rL |=SLO ρ, for every spi-rule ρ;
– C-conservative if rL |=C ι implies rL |=SLO ι, for every sp-implication ι.
In particular, let
CA = {F⋆ | F is a frame}, BAO = {A | A is a BAO}.
Extending the corresponding notions for spi-logics, we call an spi-rule logic rL
– complex if it is CA-embeddable;
– globally complete if it is CA-rule-conservative;
– complete if it is CA-conservative.
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As quasiequations are preserved under taking subalgebras, we always have:
C-embeddable ⇒ C-rule-conservative ⇒ C-conservative.(72)
Also, since F⋆ is the sp-type reduct of some BAO, we have:
complex ⇒ globally complete ⇒ complete
⇓ ⇓ ⇓
BAO-embeddable ⇒ BAO-rule-conservative ⇒ BAO-conservative.
Lemma 63. For any spi-rule logic rL, if rL is BAO-rule-conservative, then rL
is BAO-embeddable.
Proof. Suppose rL is BAO-rule-conservative and A ∈ SLOrL. To embed A
into the sp-type reduct of some B ∈ BAOrL, take the diagram DA of A, that
is, the set all literals—equations and negated equations—that hold in A and are
built from the elements of A as constants using the sp-type operations. For any
finite set X of literals of this extended type, we write X(a1, . . . , an) to indicate
that the A-type constants occurring in the literals in X are among a1, . . . , an. If
X = {ϕ}, we write ϕ(a1, . . . , an). We write ϕ(p1/a1, . . . , pn/an) for the spi-type
literal where the constants ai in ϕ are simultaneously replaced by variables pi.
Claim 63.1. For any finite subset X(a1, . . . , an) of DA, there exist B
X ∈ BAO
and elements aX1 , . . . , a
X
n in B
X such that BX |= rL and
BX |=
∧
ϕ∈X
ϕ(p1/a1, . . . , pn/an)[a
X
1 , . . . , a
X
n ].(73)
Proof. If all literals in X are equations, then we can take BX to be the
one-element BAO (for which BX |= rL for any rL) and set aXi to be its only
element, for i = 1, . . . , n. It is easy to see that (73) holds.
Now suppose ι1, . . . , ιk are the equations in X and ¬ι′1, . . . ,¬ι
′
m are the
negated equations in X , for m ≥ 1 (we can always assume that k ≥ 1). For
each j, 1 ≤ j ≤ m, take the sp-type quasiequation
ρj = (ι1& . . .& ιk ⇒ ι
′
j)(p1/a1, . . . , pn/an).
Then A 6|= ρj , and so, since rL is BAO-rule-conservative, there is someBj ∈ BAO
with Bj |= rL and Bj 6|= ρj . Then there are b
j
1, . . . , b
j
n in Bj such that
Bj |=
( k∧
i=1
ιi ∧ ¬ι
′
j
)
(p1/a1, . . . , pn/an)[b
j
1, . . . , b
j
n].
Now let BX =
∏m
j=1Bj and a
X
i = (b
1
i , . . . , b
m
i ), for i = 1, . . . , n. Then clearly
we have (73). As the class BAOrL is a quasivariety, it is closed under direct
products, and so BX ∈ BAOrL as required. ⊣
Let TA be the set of all finite subsets of DA. For every X ∈ TA, let
JX = {Y ∈ TA | X ⊆ Y }.
As X1 ∪ · · · ∪ Xm ∈ JX1 ∩ · · · ∩ JXm , the collection {Jx | X ∈ TA} has the
finite intersection property, and so there is an ultrafilter U over TA extending
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{Jx | X ∈ TA}. For X ∈ TA, take the BAO BX given by Claim 63.1, and let
B =
∏
X∈TA
BX/U.
As the class BAOrL is a quasivariety, it is closed under ultraproducts, and so
B ∈ BAOrL. Define an η : A → B map by taking η(a) = [(aˆ
X)X∈TA ]U , where
for all a in A and X ∈ TA,
aˆX =
{
aX , if a occurs in some literal in X,
arbitrary element of BX , otherwise.
By Claim 63.1 and  Los’ Theorem [23], for every ϕ(a1, . . . , an) ∈ DA, we have
B |= ϕ(p1/a1, . . . , pn/an)[η(a1), . . . , η(an)].
Thus, η is an sp-embedding from A into the sp-type reduct of B. ⊣
We call an spi-rule logic rL BAO-complex if the sp-type reduct of every A ∈
BAOrL is embeddable into some F
⋆ with F ∈ KrrL. Note that, as sp-implications
correspond to Sahlqvist formulas in modal logic, any spi-logic L is BAO-complex.
As a consequence of Lemma 63 we obtain:
Theorem 64. For every BAO-complex spi-rule logic rL, the following are
equivalent:
(i) rL is complex;
(ii) rL is globally complete;
(iii) rL is BAO-rule-conservative;
(iv) rL is BAO-embeddable.
Proof. (i) ⇒ (ii) follows from (72); (ii) ⇒ (iii) is trivial; (iii) ⇒ (iv) follows
from Lemma 63; and (iv)⇒ (i) follows from the fact that rL is BAO-complex. ⊣
§10. Conclusion. In this article, we have started developing the complete-
ness theory of spi-logics. Of course, many interesting and challenging problems
remain to be explored. A few concrete open questions have already been men-
tioned above, and there is a more or less standard list of problems regarding
properties of modal logics and their lattices; see, e.g., [22, 13, 77, 14]. Here, we
briefly discuss few possible directions of follow-up research.
(1) In Boolean modal logic, the degree of Kripke incompleteness of a normal
modal logic Λ—that is, the cardinality of the set of normal modal logics whose
Kripke frames coincide with the Kripke frames of Λ [32]—has been used to
analyse the position of Kripke incomplete logics within the lattice of all normal
modal logics. Wim Blok [15] established the following dichotomy: the degree
of Kripke incompleteness of a consistent normal unimodal logic Λ is either 2ℵ0
or 1, in which case Λ is a union of co-splitting logics; see also [55, 77, 53].
Given this complete classification, the question arises as to whether one can also
characterise the degree of Kripke incompleteness of spi-logics and whether this
is again linked to co-splittings (now in the lattice of spi-logics) and the existence
of some analogue of Jankov-Fine formulas [47, 31].
(2) To prove undefinability of frame classes by sp-implications, we devel-
oped a necessary condition for frame definability. In Boolean modal logic, the
COMPLETENESS OF STRICTLY POSITIVE MODAL LOGICS 53
Goldblatt–Thomason theorem [41] provides necessary and sufficient conditions
for frame definability in terms of p-morphisms, generated subframes, disjoint
unions, and ultrafilter extensions. Can one give natural necessary and sufficient
conditions for frame definability by sp-implications?
(3) It is readily seen that spi-rules can define non-elementrary frame conditions
and thus behave differently from sp-implications [54]. We have also seen that
complex spi-rule logics are exactly those that are globally complete. Thus, it
would be interesting to extend the completeness theory of spi-logics developed
in this paper to spi-rule logics.
(4) The embeddability of SLOs into full complex algebras of Kripke frames is
shown by Sofronie-Stokkermans [70, 71] using a method that is different from
those in §§4.1.1–4.1.2 and involves distributive lattices with normal and ∨-additive
operators (DLOs). A given SLO A is first embedded into the DLO A∨ of its
downsets, which is then embedded into the full complex algebra of some frame
F over the prime filters of A∨ using Goldblatt’s [40] extension of Priestley dual-
ity [61] to operators. She also shows that validity of sp-implications of the form
✸1 . . .✸np→ ✸0p transfers from A to F. It would be interesting to study the
boundaries of this method and its connections to §§4.1.1–4.1.2. More generally,
one can ask which sp-implications are SLO–to–DLO- and/or DLO–to–BAO-
conservative? The latter question can also be investigated for spi∨-implications,
that is, implications between sp-formulas with disjunction.
Acknowledgements. This work was supported by the U.K. EPSRC grants
EP/M012646 and EP/M012670 ‘iTract: Islands of Tractability in Ontology-
Based Data Access’. We are grateful to the anonymous reviewer for encouraging
us to improve the presentation and terminology, and to redesign the notation.
REFERENCES
[1] G. Allwein and J. Dunn, Kripke models for linear logic, The Journal of Symbolic
Logic, vol. 58 (1993), pp. 514–545.
[2] F. Baader, Restricted role-value-maps in a description logic with existential restrictions
and terminological cycles, Procs. of the 2003 International Workshop on Description
Logics (DL2003) (D. Calvanese, G. De Giacomo, and E. Franconi, editors), CEUR Workshop
Proceedings, vol. 81, CEUR-WS.org, 2003.
[3] F. Baader, S. Brandt, and C. Lutz, Pushing the EL envelope, Procs. of the 19th
International Joint Conference on Artificial Intelligence (IJCAI-2005) (L.P.Kaelbling
and A. Saffiotti, editors), Professional Book Center, 2005, pp. 364–369.
[4] F. Baader, D. Calvanese, D.L. McGuinness, D. Nardi, and P.F. Patel-Schneider (edi-
tors), The description logic handbook: Theory, implementation, and applications, Cambridge
University Press, 2003.
[5] F. Baader, I. Horrocks, C. Lutz, and U. Sattler, An introduction to description
logic, Cambridge University Press, 2017.
[6] F. Baader, R. Ku¨sters, and R. Molitor, Computing least common subsumers in
description logics with existential restrictions, Procs. of the 16th International Joint Con-
ference on Artificial Intelligence (IJCAI’99) (T. Dean, editor), Morgan Kaufmann, 1999,
pp. 96–101.
[7] L. Beklemishev, Calibrating provability logic: from modal logic to reflection calculus,
Advances in Modal Logic, vol. 9 (T. Bolander, T. Brau¨ner, S. Ghilardi, and L. Moss, editors),
College Publications, 2012, pp. 89–94.
54 S. KIKOT, A. KURUCZ, Y. TANAKA, F. WOLTER, AND M. ZAKHARYASCHEV
[8] , Positive provability logic for uniform reflection principles, Annals of Pure and
Applied Logic, vol. 165 (2014), pp. 82–105.
[9] , Personal communication, 2015.
[10] , On the reflection calculus with partial conservativity operators, Procs. of the
24th Workshop on Logic, Language, Information, and Computation (WoLLIC 2017)
(J. Kennedy and R. de Queiroz, editors), Springer, 2017, pp. 48–67.
[11] , A note on strictly positive logics and word rewriting systems, Larisa Mak-
simova on implication, interpolation, and definability (S. Odintsov, editor), Outstanding
Contributions to Logic, vol. 15, Springer, 2018, pp. 61–70.
[12] G. Birkhoff, On the structure of abstract algebras, Proc. Cambridge Phil. Soc.,
vol. 31 (1935), pp. 433–454.
[13] P. Blackburn, M. de Rijke, and Y. Venema, Modal logic, Cambridge University
Press, 2001.
[14] P. Blackburn, J. van Benthem, and F. Wolter (editors), Handbook of modal logic,
Studies in Logic and Practical Reasoning, vol. 3, Elsevier, 2007.
[15] W. Blok, On the degree of incompleteness in modal logics and the covering relation in
the lattice of modal logics, Technical Report 78-07, Department of Mathematics, University
of Amsterdam, 1978.
[16] G. Boolos, The logic of provability, Cambridge University Press, 1995.
[17] S. Celani and R. Jansana, A new semantics for positive modal logic, Notre Dame
Journal of Formal Logic, vol. 38 (1997), pp. 1–18.
[18] , Priestley duality, a Sahlqvist theorem and a Goldblatt-Thomason theorem for
positive modal logic, Logic Journal of the IGPL, vol. 7 (1999), pp. 683–715.
[19] A. Chagrov and L. Chagrova, The truth about algorithmic problems in correspon-
dence theory, Advances in Modal Logic, vol. 6 (G. Governatori, I. Hodkinson, and Y. Ven-
ema, editors), College Publications, 2006, pp. 121–138.
[20] A. Chagrov and V. Shehtman, Algorithmic aspects of propositional tense logics,
Procs. of the 8th Workshop on Computer Science Logic (CSL’94) (L. Pacholski and
J. Tiuryn, editors), LNCS, vol. 933, 1995, pp. 442–455.
[21] A. Chagrov and M. Zakharyaschev, The undecidability of the disjunction property
of propositional logics and other related problems, The Journal of Symbolic Logic, vol. 58
(1993), pp. 967–1002.
[22] , Modal logic, Oxford Logic Guides, vol. 35, Clarendon Press, Oxford, 1997.
[23] C.C. Chang and H.J. Keisler, Model Theory, North-Holland, Amsterdam, 1973.
[24] Evgeny Dantsin, Thomas Eiter, Georg Gottlob, and Andrei Voronkov, Com-
plexity and expressive power of logic programming, ACM Comput. Surv., vol. 33 (2001),
no. 3, pp. 374–425.
[25] E. Dashkov, On the positive fragment of the polymodal provability logic GLP, Math-
ematical Notes, vol. 91 (2012), pp. 318–333.
[26] B. A. Davey, M. Jackson, J. G. Pitkethly, and M. R. Talukder, Natural dualities
for semilattice-based algebras, Algebra Universalis, vol. 57 (2007), pp. 463–490.
[27] M. D. Davis, Computability and unsolvability, McGraw-Hill Series in Information
Processing and Computers, McGraw-Hill, 1958.
[28] F. Donini, B. Hollunder, M. Lenzerini, D. Nardi, W. Nutt, and A. Spaccamela,
The complexity of existential quantification in concept languages, Artificial Intelligence, vol.
53 (1992), pp. 309–327.
[29] J. Dunn, Positive modal logic, Studia Logica, vol. 55 (1995), pp. 301–317.
[30] L. Farin˜as del Cerro and M. Penttonen, Grammar logics, Logique et Analyse,
vol. 121-122 (1988), pp. 123–134.
[31] K. Fine, An ascending chain of S4 logics, Theoria, vol. 40 (1974), pp. 110–116.
[32] , An incomplete logic containing S4, Theoria, vol. 40 (1974), pp. 23–29.
[33] M. Gehrke and J. Harding, Bounded lattice expansions, Journal of Algebra, vol. 238
(2001), pp. 345–371.
[34] M. Gehrke and B. Jo´nsson, Bounded distributive lattices with operators, Mathemat-
ica Japonica, vol. 40 (1994), pp. 207–215.
COMPLETENESS OF STRICTLY POSITIVE MODAL LOGICS 55
[35] , Monotone bounded distributive lattice expansions, Mathematica Japonica,
vol. 52 (2000), pp. 197–213.
[36] , Bounded distributive lattice expansions, Mathematica Scandinavica, vol. 94
(2004), pp. 3–45.
[37] M. Gehrke, H. Nagahashi, and Y. Venema, A Sahlqvist theorem for distributive
modal logic, Annals of Pure and Applied Logic, vol. 131 (2005), pp. 65–102.
[38] S. Ghilardi and G. Meloni, Constructive canonicity in non-classical logics, Annals
of Pure and Applied Logic, vol. 86 (1997), pp. 1–32.
[39] R. Goldblatt, Metamathematics of modal logic, Part I, Reports on Mathematical
Logic, vol. 6 (1976), pp. 41–78.
[40] R. Goldblatt, Varieties of complex algebras, Annals of Pure and Applied Logic,
vol. 44 (1989), pp. 173–242.
[41] R. Goldblatt and S. Thomason, Axiomatic classes in propositional modal logic,
Algebra and Logic (J. Crossley, editor), Lecture Notes in Mathematics, vol. 450, Springer,
1974, pp. 163–173.
[42] G. Gra¨tzer, Universal algebra, 2nd ed., Springer, 1979.
[43] C. Hartonas and J. Dunn, Stone duality for lattices, Algebra Universalis, vol. 37
(1997), pp. 391–401.
[44] E. Hemaspaandra, The complexity of poor man’s logic, Journal of Logic and Com-
putation, vol. 11 (2001), pp. 609–622.
[45] E. Hemaspaandra and H. Schnoor, On the complexity of elementary modal logics,
Procs. of the 25th Annual Symposium on Theoretical Aspects of Computer Science
(STACS 2008), 2008, pp. 349–360.
[46] M. Jackson, Semilattices with closure, Algebra Universalis, vol. 52 (2004), pp. 1–37.
[47] V.A. Jankov, The relationship between deducibility in the intuitionistic propositional
calculus and finite implicational structures, Soviet Mathematics Doklady, vol. 4 (1963), pp.
1203–1204.
[48] G. K. Japaridze, The modal-logical means of studying provability, Ph.D. thesis,
Moscow, 1986, (in Russian).
[49] B. Jo´nsson and A. Tarski, Boolean algebras with operators. I, American Journal of
Mathematics, vol. 73 (1951), pp. 891–939.
[50] S. Kikot, On modal definability of Horn formulas, Procs. of the 5th International
Conference on Topology, Algebra and Categories in Logic (TACL-2011), 2011.
[51] S. Kikot, A. Kurucz, F. Wolter, andM. Zakharyaschev, On strictly positive modal
logics with S4.3 frames, Advances in Modal Logic, vol. 12 (G. Bezhanishvili, G. D’Agostino,
G. Metcalfe, and T. Studer, editors), College Publications, 2018, pp. 399–418.
[52] S. Kikot, I. Shapirovsky, and E. Zolin, Filtration safe operations on frames, Ad-
vances in Modal Logic, vol. 10 (R. Gore´, B. Kooi, and A. Kurucz, editors), College Publi-
cations, 2014, pp. 333–352.
[53] M. Kracht, Modal consequence relations, In Blackburn et al. [14], pp. 491–545.
[54] A. Kurucz, F. Wolter, and M. Zakharyaschev, Islands of tractability for relational
constraints: towards dichotomy results for the description logic EL, Advances in Modal
Logic, vol. 8 (L. Beklemishev, V. Goranko, and V. Shehtman, editors), College Publications,
2010, pp. 271–291.
[55] T. Litak, Stability of the Blok theorem, Algebra Universalis, vol. 58 (2008), pp. 385–
411.
[56] C. Lutz and F. Wolter, Mathematical logic for life science ontologies, Procs. of the
16th Workshop on Logic, Language, Information, and Computation (WoLLIC 2009)
(H. Ono, M. Kanazawa, and R. de Queiroz, editors), LNCS, vol. 5514, Springer, 2009, pp. 37–
47.
[57] R. McKenzie, Tarski’s finite basis problem is undecidable, International Journal of
Algebra and Computation, vol. 06 (1996), pp. 49–104.
[58] J.C.C. McKinsey and A. Tarski, The algebra of topology, Annals of Mathematics,
vol. 45 (1944), pp. 141–191.
[59] J. Michaliszyn and J. Otop, Decidable elementary modal logics, Procs. of the 27th
Annual IEEE Symposium on Logic in Computer Science (LICS’12), IEEE Computer
56 S. KIKOT, A. KURUCZ, Y. TANAKA, F. WOLTER, AND M. ZAKHARYASCHEV
Society, 2012, pp. 491–500.
[60] http://www.w3.org/TR/owl2-overview/.
[61] H. Priestley, Representations of distributive lattices by means of ordered Stone spaces,
Bull. London Math. Soc., vol. 2 (1970), pp. 186–190.
[62] H. Rasiowa and R. Sikorski, The mathematics of metamathematics, Polish Scien-
tific Publishers, 1963.
[63] H. Sahlqvist, Completeness and correspondence in the first and second order seman-
tics for modal logic, Procs. of the 3rd Scandinavian Logic Symposium (S. Kanger, editor),
North-Holland, 1975, pp. 110–143.
[64] M. Schmidt-Schauss and G. Smolka, Attributive concept descriptions with comple-
ments, Artificial Intelligence, vol. 48 (1991), pp. 1–26.
[65] I. Shapirovsky, Pspace-decidability of Japaridze’s polymodal logic, Advances in
Modal Logic, vol. 7 (C. Areces and R. Goldblatt, editors), College Publications, 2008, pp. 289–
304.
[66] V. Shehtman, Undecidable propositional calculi, Problems in cybernetics, non-
classical logics and their applications, vol. 75, USSR Academy of Sciences, 1982, pp. 74–116.
[67] http://www.ihtsdo.org/snomed-ct.
[68] V. Sofronie-Stokkermans, Duality and canonical extensions of bounded distributive
lattices with operators, and applications to the semantics of non-classical logics I, Studia
Logica, vol. 64 (2000), pp. 93–132.
[69] , Duality and canonical extensions of bounded distributive lattices with opera-
tors, and applications to the semantics of non-classical logics II, Studia Logica, vol. 64 (2000),
pp. 151–172.
[70] , Representation theorems and the semantics of (semi)lattice-based logics,
Procs. of the 31st IEEE International Symposium on Multiple-Valued Logic (ISMVL
2001), 2001, pp. 125–136.
[71] , Locality and subsumption testing in EL and some of its extensions, Advances
in Modal Logic, vol. 7 (C. Areces and R. Goldblatt, editors), College Publications, 2008,
pp. 315–339.
[72] M. Svyatlovskiy, Axiomatization and polynomial solvability of strictly positive frag-
ments of certain modal logics, Mathematical Notes, vol. 103 (2018), pp. 952–967.
[73] S. Thomason, An incompleteness theorem in modal logic, Theoria, vol. 40 (1974),
pp. 30–34.
[74] , Undecidability of the completeness problem of modal logic, Universal Algebra
and Applications, Banach Center Publications, vol. 9, PNW–Polish Scientific Publishers,
1982, pp. 341–345.
[75] G. S. Tseitin, An associative calculus with an insoluble problem of equivalence, Prob-
lems of the constructive direction in mathematics. Part 1, Trudy Mat. Inst. Steklov, Acad.
Sci. USSR, 1958, pp. 172–189.
[76] A. Urquhart, A topological representation theory for lattices, Algebra Universalis,
vol. 8 (1978), pp. 45–58.
[77] M. Zakharyaschev, F. Wolter, and A. Chagrov, Advanced modal logic, Handbook
of philosophical logic (D. M. Gabbay and F. Guenthner, editors), Springer, 2001, pp. 83–266.
DEPARTMENT OF COMPUTER SCIENCE
UNIVERSITY OF OXFORD
WOLFSON BUILDING, PARKS ROAD, OXFORD OX1 3QD, U.K.
DEPARTMENT OF COMPUTER SCIENCE AND INFORMATION SYSTEMS
BIRKBECK, UNIVERSITY OF LONDON
MALET STREET, LONDON WC1E 7HX, U.K.
INSTITUTE FOR INFORMATION TRANSMISSION PROBLEMS,
19 BOLSHOY KARETNY PEREULOK, MOSCOW 127051, RUSSIA
COMPLETENESS OF STRICTLY POSITIVE MODAL LOGICS 57
MOSCOW INSTITUTE OF PHYSICS AND TECHNOLOGY,
9 INSTITUTSKIY PEREULOK, DOLGOPRUDNY, MOSCOW REGION 141701, RUSSIA
E-mail : staskikotx@gmail.com
DEPARTMENT OF INFORMATICS
KING’S COLLEGE LONDON
STRAND CAMPUS, BUSH HOUSE, 30 ALDWYCH, LONDON WC2B 4BG, U.K.
E-mail : agi.kurucz@kcl.ac.uk
FACULTY OF ECONOMICS
KYUSHU SANGYO UNIVERSITY
2-3-1 MATSUKADAI, HIGASHI-KU, FUKUOKA 813-8503, JAPAN
E-mail : ytanaka@ip.kyusan-u.ac.jp
DEPARTMENT OF COMPUTER SCIENCE
UNIVERSITY OF LIVERPOOL
ASHTON BUILDING, ASHTON STREET, LIVERPOOL L69 3BX, U.K.
E-mail : wolter@liverpool.ac.uk
DEPARTMENT OF COMPUTER SCIENCE AND INFORMATION SYSTEMS
BIRKBECK, UNIVERSITY OF LONDON
MALET STREET, LONDON WC1E 7HX, U.K.
E-mail : michael@dcs.bbk.ac.uk
