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Abstract
In this thesis, we study the tunneling ionization of atomic or molecular systems in
an external static electric field, which is one of fundamental problems in quantum
mechanics. The goal is to analytically incorporate the first-order correction terms into
the asymptotic expansions of the tunneling ionization rate and transverse momentum
distribution of the ionized electrons. By using the diabatic expansion in parabolic
coordinates, we have generalized the early results for hydrogen atom by Damburg
et al. (1978), and for the first time obtained the corrections for arbitrary atom or
molecule treated in single-active-electron and frozen-nuclei approximations. We also
extend the theory to many-electron systems where the electron correlation is fully
taken into account. The theory is confirmed by exact numerical calculations for
atoms and molecules. It is shown that the first-order corrections extend the region
of applicability of the weak-field asymptotic theory at the quantitative level toward
stronger fields, practically up to the boundary between tunneling and over-the-barrier
regimes of ionization.
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Chapter 1
Introduction
The ionization of atoms and molecules by laser pulses is recognized as a fundamental
step in strong-field physics, since it initiates a variety of subsequent phenomena such
as the generation of high-order harmonics [1, 2] and high-energy photoelectrons [2,
3]. The two examples are illustrated in Fig. 1.1. After being released from the
target, the ionized electron is governed by the oscillating electric field of the laser, and
accelerate to high velocities. When the laser field changes sign, it may be driven back
to revisit its parent ion. If the driven electron returns to its ground state, high-energy
Rescattering
Ionization
Returning
Ionization
(b)(a)
Returning
Detector
Recombining
Figure 1.1: Diagram shows a three-step process [1] involved in high-order harmonic
generation (a), and emission of photoelectrons (b).
photons will be then emitted with temporal and spatial coherence properties similar
to those of driving laser field. This is high-order harmonic generation whose spectrum
encodes dynamics of the target. The returning electron may instead undergo an elastic
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collision and scatters from the target, resulting in laser-induced photoelectron. The
energy measurements of these photoelectrons could provide us with information on
the electronic structure of molecules.
The ionization step may fall into three categories as depicted in Fig. 1.2, depending
on laser parameter. If the laser has a high frequency but low intensity, the transition
from a bound to a continuum state is best modeled by the absorption of discrete
photons. This is the multiphoton ionization [4, 5]. In 1965, Keldysh realized an
alternative mechanism when the incident field with low frequency is strong enough
[6]. In this case, the field modifies the binding potential and allows the electron to
tunnel through the barrier into the continuum. This corresponds to the adiabatic
regime [7, 8]. Clearly, as the intensity is further increased the gradient becomes
more negative. At some moment, the barrier is completely removed, and the state is
no longer bound. The ionization now occurs via the over-the-barrier scenario. The
boundary between the last two situations naturally separates the weak- and strong-
field cases.
- Ip - Ip - Ip
I  < 10   W/cm14 2 I  < 10   W/cm15 2 I  > 10   W/cm15 2
Multiphoton Tunneling Over-the-barrier
(a) (b) (c)
Figure 1.2: Three possible mechanisms for ionization of a typical atomic system.
The thick dashed lines: external field. The solid lines: atomic potential modified by
the external field. The green areas depict the wave packets, and Ip is the ionization
potential.
In the adiabatic regime, when the frequency is sufficiently low at a given intensity,
the ionization of an atom or molecule in an oscillating laser field F(t) should proceed
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as if in a static field F equal to the momentary value of F(t). The underlying idea is
that substantial ionization occurs in a fraction of an optical cycle, so that the electric
field can be regarded as quasi-static. This highly nonlinear behavior of the tunneling
ionization rate was experimentally observed [35], and is sketched in Fig. 1.3. Thus,
Time
Electric field
Tunneling rate
Figure 1.3: The tunneling ionization is confined to very short time intervals near the
field oscillation maxima due to the highly nonlinear dependence of the tunneling rate
on the width of the potential barrier. In the case of few-cycle near-infrared laser pulse
(red line), ionization (green line) is restricted to several intervals of subfemtosecond
[35].
the problem of calculating the ionization rate in a laser field reduces to that in a static
electric field, and tunneling ionization of atoms and molecules by static electric field
is the main focus of this thesis. Tunneling ionization under the time-independent
framework has been a topic of considerable interest since the early days of quantum
mechanics. It is well known that the standard perturbation theory cannot yield the
ionization rate because of its highly nonlinear dependence not only on the width
of the potential barrier but also on the field strength. Meanwhile the asymptotic
methods can be employed. The asymptotic approach to this problem was pioneered
by Oppenheimer [12] and Lanczos [13]. Decades after that the correct weak-field
expansion of the ionization rate for the basic system of hydrogen in the ground state
was derived [10]. Later, similar results were obtained for a short-range potential
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[14], an arbitrary state in a central atomic potential [15, 16], and an arbitrary state
of the hydrogen atom [17, 18]. The classical results of Perelomov and co-workers
in Ref. [16] were popularized by Ammosov, Delone and Krainov [19], and became
known as the ADK theory. These results pertaining to atoms establish the foundation
of the asymptotic theory of tunneling ionization. General understanding of atomic
ionization has been extrapolated to molecules first for a homonuclear model [20],
and very recently for the heteronuclear case [21]. An attempt to extend the atomic
results [15, 16] to the general molecular case beyond model treatment was carried out
in Ref. [22], and now normally referred to as the MO-ADK theory.
Although commonly utilized by experimentalists to interpret observations, the
formulas for the ionization rate presented in the aforesaid MO-ADK theory were con-
structed by analogy with the atomic case rather than derived from the Schro¨dinger
equation. From the viewpoint of the asymptotic theory, these results contain some
inconsistencies. Furthermore, they are lacking a very important physical factor: the
molecule possibly possesses a permanent electric dipole moment, which has recently
attracted much attention in both experiment and theory [24, 25, 26, 27, 28]. This sit-
uation was clarified as the development of the weak-field asymptotic theory (WFAT),
which describes the tunneling ionization in a static electric field, was initiated [23].
The theory generalizes the well-known results for hydrogen [10, 11, 18] and an arbi-
trary atom [15], and also covers the case of an arbitrary molecule. In its formulation,
the following approximations are applied. The first is the single-active-electron ap-
proximation (SAEA), where the response of the system to the external field is due
entirely to one outer electron. An extension of the WFAT to many-electron sys-
tems was reported in Ref. [29]. The second regards the nuclei as frozen: How to
incorporate into the WFAT the effect of nuclear motion in molecules was discussed
elsewhere [30]. Finally, the third approximation, which gives the name to the theory,
consists of the assumption that the ionizing field F is much less than a critical field
4
Fc giving a boundary between tunneling and over-the-barrier regimes of ionization.
In other words, the WFAT applies in the deep tunneling regime, and the ionization
rate can be obtained as an asymptotic expansion in F . For the ground state of neu-
tral atoms and molecules having ionization potential of ∼ 0.5 a.u., Fc ∼ 0.1 a.u.,
which corresponds to an intensity I ∼ 3.5× 1014 W/cm2. Thus, in spite of a seeming
contradiction in terminology, the WFAT has a wide range of applications in modern
strong-field physics.
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Figure 1.4: The ionization rate of hydrogen atom in ground state as a function of the
external electric field F . The theoretical predictions (red and blue lines) are compared
with the exact calculation (black line) using procedure described in Appendix C.
Implementing the theory for a variety of systems has shown that the WFAT results
of leading-order consistently approach the direct solution to the Schro¨dinger equation
when F goes to zero [23, 29]. This also means at some moderate field F the theoretical
predictions suffer from certain error. For simplicity, let consider a much basic system
of hydrogen atom in the ground state. The red line in Fig. 1.4 shows the ionization
rate Γ for this atom predicted by the WFAT of leading order. At the field strength of
current experimental interest, ∼ 0.1 a.u., the WFAT result is about three times bigger
than the exact value shown by the black line. In this case, the tunneling rate given
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by the WFAT coincides with that by the ADK theory, since hydrogen atom has no
electric dipole in the ground state. One way to improve the theoretical prediction is
to intuitively incorporate the polarizability into the ionization potential, as suggested
elsewhere [31, 32]. Such a correction produces a little better result, presented by
the dashed line, but still remains a quantitative difference from exact values near
F = 0.1 a.u., which is typical for many practical situations. For molecular ionization,
direct inclusion of polarizability into MO-ADK does not allow one to appropriately
predict the angular dependence of ionization rate [37, 38]. On the standing point of
the asymptotic theory, a natural step for the WFAT predictions to be enhanced in
accuracy is finding the next-order terms in the asymptotic expansion of Γ. Such an
improvement is necessary for application, since the detailed analysis of experimentally
observable spectra of photoelectrons and ions [33, 34, 35, 36, 37] and harmonics [39, 40,
41] obviously requires an accurate quantitative description of the tunneling process.
This problem can be solved numerically. However, numerical calculations of ionization
rate are time-consuming and not always feasible, especially for many-electron systems
when we have to deal simultaneously with both electron-electron interactions and
electron-field couplings. Meanwhile, an analytical formula with good performance
could provide convenient solution and allows physical interpretations of the processes
under study. Going beyond the leading-order approximation for the tunneling rate is
also an interesting exploring in its own right due to the fact that we can account for
strong field effect by the new terms, where more properties from the ionizing system
would appear. In this way, the WFAT of first order is expected to facilitate many
applications in strong-field physics, and to efface the existing discrepancies between
the theoretical predictions and experiments, for example, of CO2 [42, 43], CO [44, 45],
and OCS [37].
The content of this thesis is to systematically develop the WFAT to the next order
in field under the framework of both one-electron [23] and many-electron [29] treat-
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ment. So far, such an extension of the theory was available only for the hydrogen
atom. In Ref. [46], the first-order correction to the leading-order term [11, 18] in
the asymptotic expansion of the ionization rate for hydrogen in an arbitrary state
was derived. In Ref. [47], a procedure to obtain higher-order terms of this series was
developed and a number of such terms for a few lowest states were given. In the case
of the Coulomb potential, one can separate variables in the Schro¨dinger equation in
parabolic coordinates, which crucially simplifies the analysis. This important advan-
tage of parabolic coordinates is inherited in the general approach of Ref. [23], which
applies to arbitrary one-electron potentials. This approach enables us to overcome
technical difficulties and generalize the results of Ref. [46] to arbitrary atoms and
molecules. We obtain the first-order correction terms in the asymptotic expansions
not only for the ionization rate, but also for the transverse momentum distribution
(TMD) of the ionized electrons, which defines the photoelectron momentum distri-
bution within the adiabatic theory [8]. For many-electron system, only the tunneling
rate was expanded to the first order, the consideration of the TMD is postponed.
These results essentially extend the region of applicability of the WFAT at the quan-
titative level toward stronger fields.
The thesis is organized as follows. In Chapter 2, we summarize main equations
of the theory, which describe the Siegert states (SSs) in an electric field [23] for one-
electron system, and introduce the basic quantities and concepts. The goal of this
chapter is to establish the SS eigenvalue problem, then obtain the decoupled equa-
tion, which defines the flux amplitude of the outgoing wave. Following the approach
developed in Ref. [23], in Chapter 3 we construct the asymptotic solution of the SS
eigenvalue problem for F → 0, extending the results to the next order in F . The
main results pertaining to the tunneling rate and TMD are obtained here. The most
technically involved part of the derivation is referred to Appendix B. The region of
validity for the working formulas is also discussed. The first application of the results
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for hydrogen and noble-gas atoms are presented in Chapter 4. The WFAT results are
compared with accurate numerical calculations by an original multiple-precision pro-
cedure outlined in Appendix C, for H, and by the method developed in Ref. [48], for
Ne, Ar, Kr, and Xe. Chapter 5 is for the discussion of molecular systems. The tunnel-
ing rate and the TMD for the non-polar linear molecular ion H+2 , which has different
orientations in the external field, are compared with numerical results by the method
recently reported in Refs. [49, 50]. The ground 1sσ state and the excited 2ppi± states
of this molecular ion are considered. A similar analysis is also performed for polar
system of HeH2+ in the 2pσ state aligned along the field. The next part, Chapter 6,
is devoted to represent the development beyond the SAEA, where the full correlation
between electrons is taken into account. The procedure to treat many-electron system
follows the basic steps of that for one-electron system, which are detailed in Chapters
2 and 3. Therefore only principally different points are highlighted. The results for
this many-electron problem are then illustrated for He and H−. Lastly, the summary
and outlook are given in Chapter 7.
To facilitate the presentation, and to avoid any confusion with the terminology, it
is necessary to adopt some conventions. The term WFAT stands for the asymptotic
approach applied within the SAEA [23, 51, 52, 53, 54]. While the asymptotic theory
for many-electron systems, in which the frozen nuclei remains the only approximation
[29], will be named ME-WFAT. An extension (n) could be attached after notations
WFAT or ME-WFAT to particularly point out that the considered asymptotic ex-
pansion is truncated up to the order n in field F . In comparison with the asymptotic
results, direct solution to the Schro¨dinger equation obtained by numerical methods
[53, 48, 49, 50] is referred to as ‘exact’. When data by different numerical procedures
are referred to in one comparison, the corresponding author will be decently men-
tioned. Finally, the atomic units (a.u.), me = e = ~ = a0 = 1, are used throughout
this thesis unless otherwise indicated.
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Chapter 2
Siegert states in an electric field
In the presence of an external electric field, the bound states of atoms and molecules
turn into SSs [48, 49] which are regular eigensolutions to the stationary Schro¨dinger
equation satisfying outgoing-wave boundary conditions [56]. The corresponding SS
eigenvalue E = E − iΓ/2 exists in complex plane defining the energy E and ionization
rate Γ of the state. Furthermore, the asymptotic behavior of the SS eigenfunction
specifies the TMD of the ionized electrons. These are the characteristics of the SS
necessary for implementing the adiabatic theory [7, 8]. To calculate SSs, the method
of adiabatic expansion in parabolic coordinates has been proposed and successfully ap-
plied for axially symmetric potentials [48] and recently for a general potential without
any symmetry [49, 50]. Nevertheless, as will be presented below, a diabatic expansion
instead is more suitable for the current purpose.
We consider a molecule (for definiteness, we mention molecules, but our analysis
applies also to atoms) treated in the single-active-electron and frozen-nuclei approxi-
mations. The stationary Schro¨dinger equation describing the interaction of the active
electron with an external static uniform electric field F = Fez, F > 0, reads
[
−1
2
∆ + V (r) + Fz − E
]
ψ(r) = 0, (2.1)
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where V (r) is the molecular potential and r is measured from the center of mass of
the nuclei [23]. The potential V (r) implicitly depends on the nuclear configuration
and orientation of the molecule with respect to the field. It can be arbitrary, the only
assumption is that far away from the nuclei the active electron feels a potential of the
form
V (r)|r→∞ = −Z
r
− Dn
r2
+O(r−3). (2.2)
This is nothing but a multiple expansion for the charge distribution of molecular
ion whose total charge and dipole moment are Z and D, respectively, and n = r/r.
Since the electric field is directed along the z axis as defined, the ionized electron will
accelerated to z → −∞. For this asymptotic region, the problem can be conveniently
treated in parabolic coordinates [10],
ξ = r + z, 0 6 ξ <∞, (2.3a)
η = r − z, 0 6 η <∞, (2.3b)
ϕ = arctan
y
x
, 0 6 ϕ < 2pi. (2.3c)
It is well-known [9, 10] that the stationary Schro¨dinger equation for hydrogen is com-
pletely separable in the coordinates (2.3). This is a consequence of O(4) symmetry of
Coulomb potential. One would expect that the same applies for considered potential
V (r) in the asymptotic regime where the first term on the right side of Eq. (2.2) dom-
inates. To explore this advantage, let start with rewriting Eq. (2.1) in coordinates
system (2.3) [
∂
∂η
η
∂
∂η
+ B(η) + Eη
2
+
Fη2
4
]
ψ(r) = 0, (2.4)
where the adiabatic Hamiltonian
B(η) = ∂
∂ξ
ξ
∂
∂ξ
+
ξ + η
4ξη
∂2
∂ϕ2
− rV (r) + Eξ
2
− Fξ
2
4
(2.5)
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is an operator acting on functions of ξ and ϕ and depending on η as a parameter. It
is easily seen that the limit z → −∞ corresponds to η → ∞, so from Eq. (2.2) the
adiabatic Hamiltonian becomes
B ≡ B(η)|η→∞ = ∂
∂ξ
ξ
∂
∂ξ
+
1
4ξ
∂2
∂ϕ2
+ Z +
Eξ
2
− Fξ
2
4
. (2.6)
We now construct the diabatic basis from the eigenfunctions of B defined by
(B − βν)Φν(ξ, ϕ) = 0, (2.7)
supplemented by the regularity boundary condition at ξ = 0, zero boundary condition
at ξ → ∞, and periodic boundary condition in ϕ. Equation (2.7) allows separation
of variables and has solutions of the form
Φν(ξ, ϕ) = φν(ξ)
eimϕ√
2pi
, (2.8a)
ν = (nξ,m), nξ = 0, 1, . . . , m = 0,±1, . . . , (2.8b)
where functions φν(ξ) and the corresponding eigenvalues βν are defined by
[
d
dξ
ξ
d
dξ
− m
2
4ξ
+ Z +
Eξ
2
− Fξ
2
4
− βν
]
φν(ξ) = 0, (2.9a)
φν(ξ)|ξ→0 ∝ ξ|m|/2, φν(ξ)|ξ→∞ = 0, (2.9b)∫ ∞
0
φnξm(ξ)φn′ξm(ξ) dξ = δnξn′ξ . (2.9c)
Here ν is a discrete multiindex enumerating the solutions, m is the azimuthal quantum
number, and nξ enumerates the different solutions to Eq. (2.9a) for a given m. The
eigenfunctions (2.8a) are called parabolic channel functions. They are orthonormal
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with respect to the inner product
〈Φν |Φν′〉 ≡
∫ ∞
0
∫ 2pi
0
φnξm(ξ)φn′ξm′(ξ)
ei(m
′−m)ϕ
2pi
dξdϕ = δνν′ , (2.10)
where ν ′ = (n′ξ,m
′). The solution to Eq. (2.4) is sought in the form of diabatic
expansion
ψ(r) = η−1/2
∑
ν
fν(η)Φν(ξ, ϕ), (2.11)
where the prefactor η−1/2 will eliminate the first-order derivative in the resulting
equations. Substituting this expansion into Eq. (2.4), we obtain a set of ordinary
differential equations defining the unknown functions fν(η),
[
d2
dη2
+
Fη
4
+
E
2
+
βν
η
+
1−m2
4η2
]
fν(η)− 1
η
∑
ν′
Wνν′(η)fν′(η) = 0, (2.12)
where
Wνν′(η) = 〈Φν |[rV (r) + Z]|Φν′〉 (2.13)
represents the couplings between different channels. The main advantage of parabolic
coordinates in treating the SSs stems from the fact that these couplings become
diminished in the asymptotic region η →∞. Indeed, from Eq. (2.2) we have
[rV (r) + Z]|η→∞ =
2Dz
η
− 2 (e−iϕD+ + eiϕD−) ξ1/2
η3/2
+O(η−2), (2.14)
where D± = Dx ± iDy. Thus the off diagonal elements of the coupling matrix (2.13)
vanishes at η →∞ up to O(η−3/2) and Eqs. (2.12) become decoupled as
[
d2
dη2
+
Fη
4
+
E
2
+
βν
η
+
γm
η2
+O(η−5/2)
]
fν(η) = 0, (2.15)
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where
γm =
1−m2
4
− 2Dz. (2.16)
To obtain the leading-order term in the asymptotic solutions of the problem for
F → 0, Eq. (2.15) is truncated up to order O(η−1) as done in Ref. [23]. The goal
now is to derive the first-order correction in F , so terms up to order O(η−2) are
also needed. The dominant contribution to the off-diagonal elements of Wνν′(η) at
η → ∞, which couple the different parabolic channels, comes from the second and
higher terms in the expansion in Eq. (2.14). Fortunately, these coupling terms vanish
faster than those of O(η−2) needed for the present derivation, and is immaterial for the
following discussion. This greatly simplifies the analysis. It is convenient to introduce
a boundary of the coupling or core region ηc such that for η > ηc the last term in
Eq. (2.15) can be neglected within a desired accuracy, and hence these equations
for the different ν become decoupled. In the following, we consider only the region
η > ηc. The outgoing-wave solution to Eq. (2.15) satisfies the condition
fν(η)|η→∞ = 2
1/2fν
(Fη)1/4
exp
[
iF 1/2η3/2
3
+
iEη1/2
F 1/2
]
, (2.17)
which describes the outgoing flux into channel ν under consideration. This asymp-
totic, apart from a constant fν , is the same for different channel. The solutions to
Eqs. (2.12) satisfying the regularity boundary condition at η = 0 and the outgoing-
wave boundary condition (2.17) at η → ∞ exist only for a discrete set of generally
complex values of E — this is the SS eigenvalue problem. The real and imaginary
parts of the eigenvalue E define the energy E and ionization rate Γ of the state,
E = E − i
2
Γ. (2.18)
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The eigenfunction is normalized by
∫
ψ2(r) dr =
1
4
∫ ∞
0
∫ ∞
0
∫ 2pi
0
ψ2(r)(ξ + η) dξdηdϕ = 1. (2.19)
Since eigenvalue E is complex and ImE < 0, the wave function ψ(r) grows exponen-
tially with η in the asymptotic region. As a result, the integrations in Eq. (2.19) do
not converge in the usual sense and require a regularization. This can be accomplished
by deforming the integration path in η from the real semiaxis into a contour in an
appropriate sector of the complex η plane. A more general procedure of normalizing
the eigenfunctions of quasi-stationary states was developed in Ref. [58].
The outgoing-wave boundary condition for Eq. (2.1) can also be presented in the
form of a Fourier transformation from the momentum space
ψ(r)|z→−∞ =
∫
A(k⊥)eik⊥r⊥g(z, k⊥)
dk⊥
(2pi)2
, (2.20)
where r⊥ = (x, y) = (r⊥ cosϕ, r⊥ sinϕ), k⊥ = (kx, ky) = (k⊥ cosϕk, k⊥ sinϕk), and
g(z, k⊥) = e−ipi/122pi1/2(2F )−1/6 Ai(ζ), (2.21a)
ζ =
2e−ipi/3
(2F )2/3
[
E − Fz − k
2
⊥
2
]
. (2.21b)
Here Ai(x) is the Airy function [57]. The function g(z, k⊥) contains only an outgoing
wave as z → −∞. The TMD amplitude A(k⊥) can be expressed in terms of the
coefficients in Eq. (2.17) and parabolic channel functions (2.8),
A(k⊥) =
23/2pii
F 1/2
∑
ν
fνΦν
(
k2⊥
F
, ϕk
)
. (2.22)
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The TMD of ionized electrons in the outgoing flux is given by
P (k⊥) = |A(k⊥)|2. (2.23)
Thus the main quantities characterizing a SS and related to observables are the com-
plex eigenvalue E defining its energy and ionization rate, Eq. (2.18), and the asymp-
totic coefficients fν in Eq. (2.17) defining the TMD amplitude (2.22). The procedure
to obtain these quantities in the weak-field limit is detailed in the following chapter.
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Chapter 3
Weak-field asymptotics
In the weak-field limit, the SS eigenvalue problem established in the previous chapter
can be treated analytically. The leading-order asymptotic solution to this problem
for
F → 0 (3.1)
was obtained [23]. In this chapter, we derive the first-order correction to this solution
by following the approach of Ref. [23], and successively extending each of its steps to
the next order in F . The goal of this chapter is to construct the asymptotic coefficient
fν in Eq. (2.17) up to the first order in field, then calculate the ionization rate Γ from
the outgoing flux. Meanwhile, the real part of energy E is found by the standard
perturbation theory [10].
3.1 Perturbation theory
Within the standard perturbation theory [10], the solution to Eq. (2.1) for nonzero
but small field, which originates from bound state, is given by
E = E0 − µzF − 1
2
αzzF
2 +O(F 3), (3.2a)
16
ψ(r) = ψ0(r) + ψ1(r)F +O(F
2). (3.2b)
Here µz and αzz are the components of the electronic dipole moment vector, µi,
and static dipole polarizability tensor, αij, i, j = x, y, z, in the unperturbed state
ψ0(r), respectively. Importantly, the wave function (3.2b) satisfies the normalization
condition (2.19) with an error of order O(F 2). It is noticed, on one hand, that the
series (3.2), up to any finite order in F , are real. Thus Eq. (3.2a) defines only the real
part of the complex SS eigenvalue (2.18), and cannot account for the ionization rate
Γ. On the other hand, Eq. (3.2b) holds only in the region well inside the outer turning
point ηt = 2|E0|/F , where the field term in Eq. (2.15) can be treated perturbatively.
The right-hand side of Eq. (3.2b) exponentially decays in the asymptotic region, where
the outgoing wave (2.17) is formed, so this expansion does not allow one to find the
coefficients fν , which are also exponentially small in F . To calculate fν and then Γ
one has to connect Eq. (3.2b) with Eq. (2.17) by solving Eq. (2.15). This can be done
by asymptotic methods [59, 60] in the limit (3.1). In the following, we assume that
all quantities appearing in Eqs. (3.2) are known. They can, for example, be obtained
by calculations in a finite volume, where various efficient numerical techniques can
be used. The observables related to tunneling ionization will be expressed in terms
of these quantities.
The parabolic channels are defined by Eqs. (2.8) and (2.9). One should substitute
E given by Eq. (3.2a) for E into Eq. (2.9a) since Γ is exponentially small when
F → 0, then Eq. (2.9a) coincides with Eq. (A.5a). Following Appendix A, we expand
the solutions by means of perturbation theory,
βν = β
(0)
ν + β
(1)
ν F +O(F
2), (3.3a)
φν(ξ) = φ
(0)
ν (ξ) + φ
(1)
ν (ξ)F +O(F
2). (3.3b)
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In the leading-order approximation, F = 0, the solutions are
β(0)ν = Z − κ
(
nξ +
|m|+ 1
2
)
, (3.4a)
φ(0)ν (ξ) = κ1/2(κξ)|m|/2e−κξ/2
√
nξ!
(nξ + |m|)! L
(|m|)
nξ
(κξ). (3.4b)
When F 6= 0, the first-order corrections to the above solutions have the form
β(1)ν = −
µz
2κ
(2nξ + |m|+ 1)− 1
4κ2
[
6nξ(nξ + |m|+ 1) +m2 + 3|m|+ 2
]
, (3.5a)
φ(1)ν (ξ) =
1
8κ3
{
cnξ−2cnξ−1φ
(0)
nξ−2,m(ξ)− 4cnξ−1 [κµz + (2nξ + |m|)]φ
(0)
nξ−1,m(ξ)
+4cnξ [κµz + (2nξ + |m|+ 2)]φ(0)nξ+1,m(ξ)− cnξcnξ+1φ
(0)
nξ+2,m
(ξ)
}
, (3.5b)
where
cnξ =
√
(nξ + 1)(nξ + |m|+ 1). (3.6)
It is implied that functions φ
(0)
nξm(ξ) with negative nξ in Eq. (3.5b) are equal to zero.
Substituting Eq. (3.3b) into Eq. (2.8a), we obtain the corresponding expansion for
the parabolic channel functions
Φν(ξ, ϕ) = φ
(0)
ν (ξ)
eimϕ√
2pi
+ φ(1)ν (ξ)
eimϕ√
2pi
F +O(F 2)
= Φ(0)ν (ξ, ϕ) + Φ
(1)
ν (ξ, ϕ)F +O(F
2), (3.7)
which include the first-order correction as well.
3.2 Ionization rate
In the weak-field limit (3.1), the ionization rate Γ is equal to the total flux of ionized
electrons and therefore can be expressed in terms of the coefficients fν in Eq. (2.17). So
we first find coefficient fν in Eq. (2.17). To this end, we need to connect Eq. (3.2b)
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Effective potential in     coordinate
Inner solution
Outer solution
Matching
Figure 3.1: Matching procedure for solving Eq. (2.15). The inner (PT) solution is
combined with the outer (WKB-like) solution in the overlap region where they both
apply.
with Eq. (2.17) by constructing the asymptotic solution of (2.15). The uncoupled
equations (2.15) have the form of one-dimensional Schro¨dinger equation with the to-
tal energy of corresponding particle being taken by E/4, and the effective potential
generally portrayed in Fig. 3.1. Mathematically, this ordinary differential equation is
classified as singular problem containing a physical parameter F → 0. The difficulty
in dealing with this problem stems from the fact that a regular expansion such as PT
expansion cannot uniformly describe the solution in the whole domain under consid-
eration. This is the case here, since a PT solution, which exponentially decreases,
fails to produce the outgoing wave in the asymptotic region as pointed out in the
previous section. The problem, however, can be tackled by matched asymptotic ex-
pansions [61]. The idea is to partition the domain, guided by the physical properties,
into adjacent subdomains in which local solutions can be accurately estimated. These
solutions are then combined through matching process in such a way that an approx-
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imate solution for the whole domain is obtained. Fig. 3.1 shows this procedure for
Eq. (2.15), and the detail derivation for a more general equation is given in Appendix
B.
To invoke the results obtained in Appendix B, we identify the coefficients E,
β, and γ in Eq. (B.1) with E , βν , and γm given by Eqs. (3.2a), (3.3a), and (2.16),
respectively. Substituting Eqs. (3.2a) and (3.3a) into the equations of Appendix B,
one should perform an additional expansion in F . In this way, from Eq. (B.13), we
obtain the solution to Eq. (2.15) in the inner region 1 η  F−1/2 [here we assume
that η > ηc, which is always possible to achieve since ηc = O(F
0)]
fν(η) = gνη
β
(0)
ν /κe−κη/2
{
1 +O(η−1)
+
[
C2η
2 + C1η + Cl ln η + C0 + aν +O(η
−1 ln η)
]
F +O(F 2)
}
, (3.8)
where
C2 = (8κ)−1, (3.9a)
C1 = − µz
2κ
+
2− γm
8κ2
+
5β
(0)
ν
8κ3
− β
(0)2
ν
8κ4
, (3.9b)
Cl =
β
(1)
ν
κ
+
γm − 2µzβ(0)ν
2κ3
+
3β
(0)2
ν
2κ5
, (3.9c)
C0 =
µz
2κ2
(
γm − β
(0)
ν
κ
+
β
(0)2
ν
κ2
)
. (3.9d)
Expansion (3.8) contains two unknown field-independent coefficients, gν and aν , which
can be found by comparing with Eq. (3.2b). Indeed, projecting wave function (3.2b)
onto the parabolic channel ν in Eq. (3.7) gives us
η−1/2fν(η) = 〈Φν |ψ(r)〉
= 〈Φ(0)ν |ψ0(r)〉+
[〈Φ(1)ν |ψ0(r)〉+ 〈Φ(0)ν |ψ1(r)〉]F +O(F 2). (3.10)
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By comparing this with Eq. (3.8), we find
gν = η
1/2−β(0)ν /κeκη/2〈Φ(0)ν |ψ0(r)〉η→∞ (3.11)
and
aν = g
−1
ν η
1/2−β(0)ν /κeκη/2
[〈Φ(1)ν |ψ0(r)〉+ 〈Φ(0)ν |ψ1(r)〉]η→∞
−(C2η2 + C1η + Cl ln η + C0). (3.12)
Extracting the above asymptotic coefficients is requisite for the following, and for
that reason the correct asymptotic behavior of wave function up to the first order in
field is extremely important. It is noticed that gν and aν are generally dependent on
orientation angle β of the molecule with respect to the field, i.e., gν = gν(β, η) and
aν = aν(β, η). In practice, they are calculated by considering a polynomial in 1/η of
the form
yν(β, η) = yν(β) +
n∑
j=1
cνj (β)
(
1
η
)j
, (3.13)
where
yν(β) = lim
η→∞
yν(β, η) (3.14)
is the value of desire for a fixed orientation angle β. Appropriate sampling points
of gν and of aν will be picked up in their most stable region to fit with asymptotic
expansion (3.13). Having thus obtained gν and aν , we obtain from Eq. (B.25)
fν = f
(0)
ν
[
1 +
1
2
AνF ln
F
4κ2
+
1
2
(Bν + 2i Im aν − ipiAν)F +O(F 2)
]
, (3.15)
where the leading-order term is given by
f (0)ν =
κ1/2gν
21/2
(
4κ2
F
)β(0)ν /κ
exp
[
ipi
4
+
ipiβ
(0)
ν
κ
− κµz − κ
3
3F
]
(3.16)
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and the first-order correction coefficients are
Aν = −2β
(1)
ν
κ
− γm − 2µzβ
(0)
ν
κ3
− 3β
(0)2
ν
κ5
, (3.17a)
Bν = −καzz − µ
2
z
κ
+
µz
κ2
+
4µzβ
(0)
ν
κ3
− 10 + 18γm + 3γ
2
m
24κ3
−(9− 6γm)β
(0)
ν
4κ4
− (49 + 2γm)β
(0)2
ν
8κ5
+
3β
(0)3
ν
2κ6
− β
(0)4
ν
8κ7
+ 2 Re aν . (3.17b)
Note that gν and aν are generally complex and for real ψ0(r) and ψ1(r) they satisfy
gnξ,−m = g
∗
nξm
, anξ,−m = a
∗
nξm
, (3.18)
while Aν and Bν are real.
Given the asymptotic coefficient fν specifying the outgoing-flux amplitude, we are
at position to calculate the ionization rate. From Eqs. (2.1) and (2.18) we have
Γ|ψ(r)|2 = ∇j(r), (3.19)
where
j(r) =
−i
2
[ψ∗(r)∇ψ(r)− ψ(r)∇ψ∗(r)] . (3.20)
Integrating both sides of this equation and using the normalization condition (2.19),
we obtain
Γ =
∫
Sη
eη · j(r) dSη
∣∣∣∣∣
η→∞
, (3.21)
where Sη is a surface of constant η, eη is the unit normal vector to Sη pointing toward
η →∞, and dSη is the area element of Sη. We have
dSη =
√
rη
2
dξdϕ, eη · ∇ =
√
2η
r
∂
∂η
, (3.22)
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and hence
Γ =
−iη
2
∫ ∞
0
dξ
∫ 2pi
0
dϕ
[
ψ∗(r)
∂
∂η
ψ(r)− ψ(r) ∂
∂η
ψ∗(r)
]
η→∞
. (3.23)
Substituting here Eq. (2.11), using Eqs. (2.10) and (2.17), and noting that the imag-
inary part of E is exponentially small in F and can be neglected in Eqs. (2.9a) and
(2.17), we obtain
Γ =
∑
ν
Γν +O(Γ
2), Γν = |fν |2. (3.24)
Here Γν is the partial rate corresponding to ionization into parabolic channel ν and
the error term O(Γ2) arises from the exponentially small contributions neglected in
the derivation. We note that in the same approximation from Eqs. (2.22) and (2.23)
we also have
Γ =
∫
P (k⊥)
dk⊥
(2pi)2
+O(Γ2), (3.25)
which is consistent with the physical meaning of Γ and P (k⊥). Substituting Eq. (3.15)
into Eq. (3.24), we find
Γν = |Gν |2Wν(F )
[
1 + AνF ln
F
4κ2
+BνF +O(F
2 ln2 F )
]
, (3.26)
where Gν and Wν(F ) are the standard structure and field factors [51, 52],
Gν = e
−κµzgν , (3.27)
Wν(F ) =
κ
2
(
4κ2
F
)2Z/κ−2nξ−|m|−1
exp
(
−2κ
3
3F
)
, (3.28)
and the correction coefficients Aν and Bν are defined by Eqs. (3.17).
The partial ionization rates (3.26) for the different channels have the same expo-
nential factor but different powers of F in Eq. (3.28). The power of F grows by 2 and
1 as nξ or |m| are increased by unity, respectively. Therefore, in the leading-order ap-
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proximation one should retain in the total ionization rate (3.24) only the contribution
from the dominant channel, the one with the minimum values of nξ and |m| for which
gν 6= 0. However, when we include the first-order correction terms for the dominant
channel in Eq. (3.26), the leading-order contributions from the next-to-the-dominant,
the ones with the same nξ and |m| increased by unity, also needs to be retained. The
dominant channel is determined by the symmetry of the potential. Three symmetry
cases should be distinguished as follows
(a) Potentials without any symmetry. This corresponds to arbitrary molecules
arbitrarily oriented with respect to the field. In this case, all the coefficients gν are
generally nonzero, the dominant channel is ν = (0, 0), and there are two next-to-the-
dominant channels (0,±1). From Eqs. (3.24) and (3.26) we obtain
Γ ≈ W00(F )
[
|G00|2
(
1 + A00F ln
F
4κ2
+B00F
)
+
F
2κ2
|G01|2
]
. (3.29)
In some specific circumstances, coefficient g00 may vanishes due to nodal lines and
nodal surfaces of the wave function ψ(r) such that no contribution from channel
ν = (0, 0) shows up. Then the next channels with ν = (0,±1) become dominate and
Γ ≈ W01(F )
[
2 |G01|2
(
1 + A01F ln
F
4κ2
+B01F
)
+
(
2 |G02|2 +G210
) F
4κ2
]
. (3.30)
In both cases, the leading-order approximation Γas for tunneling rate can be commonly
expressed by
Γas = (2− δm0)|G0m|2W0m(F ), (3.31)
where m is the azimuthal quantum number of the dominant ionization channel.
(b) Axially symmetric potentials. This corresponds to atoms and linear molecules
aligned along the field. In this case, V (r) = V (ξ, η) and Eq. (2.1) has solutions of
the form ψ(r) = ψ(ξ, η)eimϕ, for which m is an exact quantum number [48]. For
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m 6= 0, the solutions ∝ e±imϕ are degenerate, so one can switch to another pair of
solutions proportional to cosmϕ and sinmϕ. According to our convention, ψ0(r) is
real, which corresponds to the latter representation. Then the sums in Eqs. (2.11)
and (3.24) contain only channels with ν = (nξ,±|m|). There is one dominant channel
(0, 0), for m = 0, and two dominant channels (0,±|m|), for m 6= 0, but there are no
next-to-the-dominant channels. It can be seen that all the coefficients in Eq. (3.26)
in this case depend only on the absolute value of m. Thus for states with a given m
we obtain
Γ ≈ Γas
(
1 + A0mF ln
F
4κ2
+B0mF
)
. (3.32)
For m = 0 this formula coincides with Eq. (3.29), taking into account that in the
present case G01 = 0.
(c) The Coulomb potential. For a purely Coulomb potential, Eq. (2.1) allows
separation of variables in parabolic coordinates, so both quantum numbers nξ and m
identifying the parabolic channels are exact. In this case, it is convenient to switch
to a more conventional representation in which the solutions to Eq. (2.1) depend
on ϕ as eimϕ. Let consider the hydrogen atom in a state with parabolic quantum
numbers (nξ, nη,m) (nξ ≡ n1 and nη ≡ n2 in the notation of Ref. [10]). Then the
sums in Eqs. (2.11) and (3.24) contain only one channel with ν = (nξ,m); this is
the dominant channel and there are no next-to-the-dominant channels. For hydrogen
Z = 1, D = 0, and αij = αδij. The values of E0, µz, and α are well known [10]
E0 = − 1
2n2
, κ =
1
n
, (3.33a)
µz = −3
2
n(nξ − nη), (3.33b)
α =
n4
8
[
17n2 − 3(nξ − nη)2 − 9m2 + 19
]
. (3.33c)
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The wave function can also be found analytically
ψ0(r) =
√
2
n
φ(0)nηm(η)Φ
(0)
ν (ξ, ϕ), (3.34a)
ψ1(r) =
√
2
n
[
φ(0)nηm(η)Φ
(1)
ν (ξ, ϕ)− φ˜(1)nηm(η)Φ(0)ν (ξ, ϕ)
]
+
3
4
n3(nξ − nη)ψ0(r), (3.34b)
where n = nξ+nη+|m|+1 is the principle quantum number and φ˜(1)nm(x) coincides with
φ
(1)
nm(x) defined by Eq. (3.5b) with the sign of µz changed to the opposite. Substituting
Eq. (3.34a) into Eq. (3.11), we reproduce Eq. (67) from Ref. [23],
gν =
(−1)nη√2
nnη+|m|/2+3/2
√
nη!(nη + |m|)!
. (3.35)
Substituting Eqs. (3.34) into Eq. (3.12) leads to
aν =
n3
16
[
n4η + (2|m| − 10)n3η + (m2 − 15|m| − 11)n2η
−(5m2 + 24nξ + 23|m|+ 36)nη − 6(2nξ + |m|+ 3)|m| − 12
]
. (3.36)
It is easy to check that coefficient Aν in Eq. (3.17a) vanishes for hydrogen case, and
so does the logarithmic term in Eq. (3.26). Thus
Γ ≈ |Gν |2Wν(F )(1 +BνF ). (3.37)
With these values of gν and aν , Eq. (3.37) is in full agreement with the result obtained
by a different method in Ref. [46]. Notice that the method of Ref. [46] is applicable
only to the Coulomb potential, when the variables in Eq. (2.1) can be separated,
while the present approach applies to arbitrary potentials. This agreement provides
an independent confirmation of the consistency of the present approach and results.
26
3.3 Transverse momentum distribution
The weak-field asymptotic expansion for the TMD (2.23) can be obtained by sub-
stituting Eqs. (3.7) and (3.15) into Eq. (2.22). In calculating the sum in Eq. (2.22),
one should again retain all channels whose contributions have the same power of F
as the correction terms in Eq. (3.15) for the dominant channel. In this case of dom-
inant channel ν = (0, 0), one should retain in Eq. (2.22) also the contributions from
channels (0,±1), (0,±2), and (1, 0). The TMD is thus given by
P (k⊥) ≈ 4piκ
F
W00(F )e
−s
[
G200
(
1 + A00F ln
F
4κ2
+
{
B00 +
1
4κ3
[
6 + 4κµz − 4(κµz + 1)s− s2
]}
F
)
−
{
(1− s)G00G10 − 2s
[
Re(G01e
iϕk)
]2
+
√
2sG00 Re(G02e
2iϕk)
} F
2κ2
−√sG00(2 Im a00 − piA00) Re(G01eiϕk)F
3/2
κ
]
, (3.38)
where
s =
κk2⊥
F
, (3.39)
and we have explicitly used that Gnξ,−m = G
∗
nξm
, which follows from the first of
Eqs. (3.18). For dominant channel ν = (0,±1), the situation is more complicated,
and the final formula is
P (k⊥) ≈ 4piκ
F
W01(F )e
−s
[
4s
[
Re(G01e
iϕk)
]2(
1 + A01F ln
F
4κ2
+
{
B01 +
1
4κ3
[
2(4κµz + 9)− 2(2κµz + 3)s− s2
]}
F
)
−4sRe(G01eiϕk)
{
24κ2 Im(G01eiϕk) Im(a01)
+3
√
2(2− s) Re(G11eiϕk) +
√
6sRe(G03e
3iϕk)
} F
12κ2
+
{
(1− s)G10 +
√
2sRe(G02e
2iϕk)
}2 F
4κ2
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+2piA01
√
sRe(G01e
iϕk)
{
(1− s)G10 +
√
2sRe(G02e
2iϕk)
} F 3/2
2κ
]
. (3.40)
By using notation Γas, we can rewrite the leading-order terms in Eqs. (3.38), and
(3.40) as
Pas(k⊥) = (2− δm0)Γas 4pi
F
[
φ
(0)
0m(s)
]2
×
 cos
2(mϕk), even states,
sin2(mϕk), odd states,
(3.41)
where m is the azimuthal quantum number of the dominant ionization channel. For
m = 0, Eq. (3.41) coincides with the well-known result by Perelomov et al. [16].
The definition of even and odd state will be given in Chapter 5 when we discuss the
molecular systems. In the above equations, we have used that coefficients Gnξ0 are
real, because it is always possible to assume that the unperturbed bound-state wave
function is real. Equation (3.38) generalizes Eq. (64) from Ref. [23]. It applies to
potentials without any symmetry, but also to states with m = 0 in axially symmetric
potentials, when G01 = G02 = 0, and to the ground state of hydrogen, when G01 =
G02 = G10 = 0. In the latter case it reduces to
P (k⊥) ≈ 16pi
F 2
exp
(
− 2
3F
− s
)[
1−
(
89
12
+ s+
s2
4
)
F
]
. (3.42)
The exponential factor e−s in Eqs. (3.38) and (3.42) results in a well-known Gaussian
shape of the TMD in the weak-field limit, P (k⊥) ∝ exp(−κk2⊥/F ). This shape was
first obtained within the static limit of the Keldysh theory [62, 16] and later was
reproduced by different methods by other authors [63, 64, 23]. The s-dependent
part of the correction terms in Eqs. (3.38) and (3.42) accounts for a departure from
the Gaussian shape at stronger fields, while the s-independent part accounts for a
change of the magnitude of the TMD corresponding to a departure of Γ from the
leading-order term in Eq. (3.29), in accordance with Eq. (3.25).
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3.4 Region of applicability
Mathematically, the asymptotic solution of the SS eigenvalue problem developed in
this chapter applies in the limit (3.1). Physically, the region of applicability of the
WFAT can be specified by the condition
F  Fc, (3.43)
where the critical field Fc is a boundary between the tunneling and over-the-barrier
ionization regimes. The value of Fc can be estimated as the field for which the two
turning points of Eq. (2.15) for the dominant channel coalesce. Substituting for E
and βν the leading-order terms from Eqs. (3.2a) and (3.3a), we obtain
Fc ≈ κ
4
8|2Z − κ(2nξ + |m|+ 1)| , (3.44)
where nξ and m correspond to the dominant channel. The condition (3.43) ensures
that the first-order correction terms in Eqs. (3.15) and (3.26) are much smaller than
unity. In practice, we shall see that these corrections remain meaningful, that is,
improve the leading-order results, up to F ∼ Fc.
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Chapter 4
Application for atomic systems
The derivation in Chapter 3 of the first-order correction terms in the asymptotic
expansions of the ionization rate and TMD within the WFAT is general and covers
atomic (spherically symmetric potentials) as well as molecular (arbitrary potentials
without any symmetry) cases. In this first illustration of the results obtained we
restrict our treatment to the atomic case when accurate calculations of the coefficients
required to implement the theory can be performed relatively easily. We consider
hydrogen and four noble-gas atoms within the SAEA. In all cases the asymptotic
charge seen by the outgoing electron is Z = 1, the dipole of the atomic ion is D = 0,
see Eq. (2.2), the polarizability tensor reduces to a scalar, αij = αδij, and the TMD
(2.23) depends only on the absolute value of the transverse momentum and is denoted
by P (k⊥). We compare the ionization rate and TMD predicted by the WFAT with
the results of accurate numerical calculations.
4.1 Hydrogen
Let first consider hydrogen for which earlier theories including higher-order corrections
in the field strength for the ionization rate are available [46, 47]. In this case, all
the coefficients needed to implement the present theory are known analytically, see
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Eqs. (3.35) and (3.36). The exact results for Γ are obtained by the procedure outlined
in Appendix C. While the TMD is calculated by procedure developed in Ref. [48].
In Fig. 4.1, we show the ionization rate for the ground state divided by the field
factor (3.28) with ν = (0, 0). This representation facilitates the comparison of differ-
ent results by eliminating rapid variation of Γ by many orders of magnitude as F → 0.
In the convention introduced in Chapter 1, labels WFAT(n) refer to the results ob-
tained by including terms up to order O(F n) in the asymptotic expansion of Γ. The
WFAT(0) and WFAT(1) results are obtained from Eq. (3.37) omitting the linear in F
term and including this term with B00 = −107/12, respectively. The WFAT(2) and
WFAT(10) results are obtained by adopting the coefficients of higher powers of F
given in Ref. [47]. A good agreement between the WFAT(1) and the exact results at
F . 0.02 confirms the second term in Eq. (3.37). Although the value of B00 has been
known for a long time [46, 47], its unambiguous confirmation by accurate calculations
was hindered by extremely small values of Γ at such small F where Eq. (3.37) holds
with a sufficient accuracy. To overcome this difficulty, which is needed for validating
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Figure 4.1: Ratio of the ionization rate to the field factor (3.28) as a function of field
for hydrogen in the ground state. The WFAT results of different orders are compared
with the exact calculations obtained by the method outlined in Appendix C.
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the asymptotic results, we have developed a multiple-precision procedure discussed
in Appendix C. The departure of the WFAT(1) from the exact results at larger
fields is caused by the presence of higher-order terms in the asymptotic expansion.
Figure 4.1 illustrates quantitatively how much such higher-order corrections improve
the prediction of the WFAT. For any given F < Fc, the inclusion of terms up to
certain maximum order improves the results, but incorporating further terms makes
the results only worse. The smaller F , the larger this maximum order, and the higher
accuracy can be achieved. Thus, for example, at F = 0.05 the WFAT(10) is closer to
the exact results than WFAT(1), but at F = 0.1 the opposite is true. Such a behavior
reflects a well-known property of divergent asymptotic series; a good illustration of
this point on the example of the perturbation-theory series (3.2a) for the real part of
the energy of the ground state can be found in Ref. [65]. In contrast to the WFAT(0),
which yields at least a positive value of Γ for any field, the WFAT(1) cannot be ex-
tended beyond Fc = −1/B00 ≈ 0.112, where the right-hand side of Eq. (3.37) turns
zero, which again reflects the asymptotic nature of the expansion. This value of Fc is
slightly lower than Fc = 0.125 obtained from Eq. (3.44) and gives a better estimate
of the boundary for over-the-barrier ionization. The main conclusion to be drawn
from Fig. 4.1 is that the first-order correction included in the WFAT(1) significantly
improves the prediction for Γ as compared to the WFAT(0), extending the region of
applicability of the theory up to F ∼ Fc, while the higher-order terms can be safely
neglected in this region within a tolerable error. For example, the WFAT(1) remains
valid within an error of 20% up to F = 0.076, while the WFAT(0) is beyond this error
already at F = 0.020. We will see that this conclusion applies also to other atoms.
The excited states of hydrogen are also of interest to investigate with the present
theory. In this case, for states with nξ 6= nη, there exists a permanent dipole moment
µz = −3n(nξ − nη)/2 which modifies the structure factor (3.27) and also contributes
to coefficient Bν in Eq. (3.37). In Fig. 4.2, we compare the exact results with the
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Figure 4.2: Ratio of the ionization rate to the field factor (3.28) as a function of field
for hydrogen in states with parabolic quantum numbers (nξ, nη,m) indicated in the
parenthesis.
WFAT(0) and WFAT(1), again focusing on the ratio of the rate and the field factor
(3.28) which enables one to compare the results quantitatively. We consider the
three states with n = 2 and (nξ, nη,m) = (1, 0, 0), (0, 1, 0), and (0, 0, 1), which are
degenerate in the absence of the field. The first two of these states have nonzero
dipoles of the same value but different sign. Due to the presence of this dipole in the
exponent in Eq. (3.27), and the corresponding polarization of the electron density,
there is a large difference in the magnitude of the ionization rates for these states. The
third state with m = 1 does not have a dipole and its rate takes values between the
two other states. Figure 4.2 shows that in all cases a significant improvement on the
step from WFAT(0) to WFAT(1) in the agreement with the exact results is achieved.
The convergence of the WFAT(1) with the exact results as F decreases confirms the
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linear in F term in Eq. (3.37), including the case of states with a permanent dipole.
This illustrates that the theory correctly treats polar systems, a typical situation for
molecules.
We now turn to a discussion of the accuracy of the WFAT in predicting the TMD.
Together with the complex SS eigenvalue (2.18), the TMD (2.23) presents an essential
characteristic required for implementing the adiabatic theory [8], so it is instructive
to see in which region of the field strengths the WFAT can be used instead of much
more time-consuming exact calculations. We consider only the ground state. The
results for two representative values of F are shown in Fig. 4.3. The WFAT(0) and
WFAT(1) results are obtained from Eq. (3.42) omitting and including the linear in
F correction term, respectively. Figure 4.3 shows that the WFAT(1) prediction is
in much better agreement with the exact results than the WFAT(0). This is not a
surprise, because the field values considered belong to the interval where Eq. (3.37)
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Figure 4.3: Transverse momentum distributions for hydrogen in the ground state at
two representative values of the field F .
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works well. The improvement of WFAT(1) over WFAT(0) is mainly attributed to the
s-independent part of the correction term in Eq. (3.42), see the discussion after that
equation. The investigation of a more subtle effect of the departure of the shape of
the TMD from the Gaussian, which is accounted for by the s-dependent part of the
correction term, is postponed to the end of the next section.
4.2 Nobel gas atoms
We proceed with calculations for the noble gas atoms Ne, Ar, Kr, and Xe. The active
electrons in these atoms are described by the 2p, 3p, 4p, and 5p states, respectively,
with azimuthal quantum number m = 0 in all cases, in a local spherically symmetric
potential of the form [66, 67]
V (r) = −Zeff(r)
r
, (4.1)
where the effective charge Zeff(r) monotonically decreases from the bare nuclear charge
equal to the number of electrons N , at r = 0, to 1, at r →∞, and is given by
Zeff(r) = N − (N − 1){1− [(v/u)(eur − 1) + 1]−1}. (4.2)
Equations (4.1) and (4.2) comply with Eq. (2.2). The recommended values of the
parameters u and v are given in Table 4.1.
All the atomic characteristics needed to implement the WFAT are also given in
Table 4.1. For all atoms, the dominant channel is ν = (0, 0) and the dipole moment
is µz = 0. Unperturbed bound-state energy E0 and wave function ψ0(r) are obtained
using discrete variable representation [68] associated with Laguerre polynomials in
parabolic coordinates. The polarizability α and the first-order correction ψ1(r) to the
wave function are then calculated by implementing standard spectral expansions of
perturbation theory [10]; a similar procedure using the Legendre basis in a finite box
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Table 4.1: Characteristics of noble-gas atoms. The number of electrons N and
the parameters u and v define the effective charge (4.2) in the one-electron model
potential (4.1). The needed coefficients for implementing Eq. (3.32) are also given.
Atom N u v E0 α g00 g10 a00 A00 B00
Ne(2p) 10 1.704 2.810 −0.793 0.152 2.1 3.7 −0.8 0.246 − 2.6
Ar(3p) 18 0.933 3.600 −0.579 1.323 2.7 5.3 −2.1 0.158 − 7.7
Kr(4p) 36 1.340 4.311 −0.515 2.099 2.3 4.6 −2.8 0.042 −10.5
Xe(5p) 54 1.048 5.197 −0.446 3.079 2.5 5.2 −4.8 −0.222 −16.4
in spherical coordinates was described in Ref. [49]. The coefficients g00, g10, and a00
do not depend on orientation angle β due to the spherical symmetry, and are obtained
from Eqs. (3.11) and (3.12). We collect sampling points for the first two coefficients
in the range η ∈ [4; 21], and for a00 in the range η ∈ [5; 19], then fit with Eq. (3.13)
up to n = 4. From Eq. (3.27) in the present case we have G00 = g00 and G10 = g10.
The correction coefficients A00 and B00 are found from Eqs. (3.17). Note that A00 as
a function of κ turns zero for κ = 1, which corresponds to E0 = −0.5. This explains
the small value of this coefficient for Kr(4p) and its different sign for Xe(5p). The
WFAT results for the ionization rate and TMD are obtained from Eq. (3.32) with
m = 0 and Eq. (3.38) with G01 = G02 = 0, respectively. For completeness, we also
present exact results for the real part of the SS eigenvalue (2.18) and compare them
with the perturbation expansion (3.2a). The exact results in all cases are calculated
using the method of Ref. [48].
Figure 4.4 shows the energy E , ionization rate Γ, and its ratio to the field factor
(3.28) as functions of F for the four atoms. The perturbation theory for E up to the
second order in field, Eq. (3.2a), is accurate up to F ' 0.1, 0.05, 0.05, and 0.03 for
Ne(2p), Ar(3p), Kr(4p), and Xe(5p), respectively. These values of field correlate with
the values of Fc estimated as the field where the WFAT(1) prediction for Γ turns zero
and given by Fc ' 0.3, 0.12, 0.095, and 0.065, respectively. Similar to the case of
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Figure 4.4: Real part of the energy (top panel), ionization rate (middle panel), and
its ratio to the field factor (3.28) (bottom panel) as functions of field for Ne(2p),
Ar(3p), Kr(4p), and Xe(5p).
H(1s), Eq. (3.44) slightly overestimates the critical field giving Fc ' 0.4, 0.18, 0.13,
and 0.09, respectively. The exact results for the ratio shown in the bottom panels can-
not be continued to smaller F because of a limitation of double-precision calculations
[48] discussed in Appendix C. However, even the available results unambiguously
show that the WFAT(1) converges to the exact results as F decreases. This provides
a numerical confirmation of Eq. (3.32) for non-Coulomb potentials, when Eqs. (2.12)
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are coupled in the core region η < ηc. We again conclude that for all atoms the
first-order correction included in WFAT(1) significantly improves the results for Γ
as compared to WFAT(0), extending the region of applicability of the theory up to
F ∼ Fc.
The results for the TMDs at two representative values of F for each of the
atoms are shown in Fig. 4.5. The WFAT(0) and WFAT(1) results are obtained from
Eq. (3.41) with m = 0 and Eq. (3.38), respectively. Similar to the case of hydrogen
illustrated in Fig. 4.3, the WFAT(1) prediction is always in much better agreement
with the exact results than the WFAT(0), provided that the value of F is in the
interval where Eq. (3.32) works well. This improvement of WFAT(1) over WFAT(0)
is again attributed to the s-independent part of the correction in Eq. (3.38).
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Figure 4.5: Transverse momentum distributions for Ne(2p), Ar(3p), Kr(4p), and
Xe(5p) at two representative field strengths.
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Let us illustrate the role of the s-dependent part of the correction in Eq. (3.38),
which accounts for the departure of the shape of the TMD from Gaussian, on the
example of Ar(3p). To facilitate the comparison of the different results, we divide
the corresponding TMD P (k⊥) by P (0) exp(−κk2⊥/F ). The results for this ratio as
a function of the scaled transverse momentum k⊥/F 1/2 are shown in Fig. 4.6. The
field of F = 0.04 considered coincides with that in the top right panel of Fig. 4.5.
The WFAT(1) is in much better agreement with the exact results than the WFAT(0),
certainly qualitatively, but also quantitatively up to a certain value of the scaled
momentum. For example, for the present case the error of the WFAT(1) does not
exceed 10% up to k⊥/F 1/2 = 2, which corresponds to k⊥ = 0.4 in top right panel of
Fig. 4.5. This boundary value depends on field and decreases as F grows. Beyond
this value the WFAT(1) quickly diverges from the exact results. All this agrees with
a typical behavior of asymptotic expansions. As can be seen from Eqs. (2.22) and
(2.23), the departure of the shape of the TMD from Gaussian results from two effects:
the distortion of the eigenfunction for the dominant parabolic channel ν = (0, 0) by
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Figure 4.6: Transverse momentum distribution P (k⊥) for Ar(3p) at F = 0.04 divided
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field and the contribution from higher channels. In the weak-field limit, the first-order
account of these effects is given by Eq. (3.38). As the field grows, the role of these
effects also grows, and the TMD changes more considerably. In the over-the-barrier
ionization regime the shape of the TMD may qualitatively differ from Gaussian [48].
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Chapter 5
Application for molecular systems
In this chapter, the application of the WFAT including the first-order correction terms
to molecular systems is illustrated. We consider one-electron diatomic molecular ions
described by the soft-core potential
V (r) = − Z1√
(r− r1)2 + 
− Z2√
(r− r2)2 + 
, (5.1)
where Zi and ri, i = 1, 2, are the charges and positions of the nuclei in the laboratory
frame, and  is the softening parameter. This potential satisfies Eq. (2.2) with Z =
Z1 +Z2 and D = Z1r1 +Z2r2. We present calculations of the asymptotic coefficients
fν , ionization rate Γ, and TMD P (k⊥) as functions of field F and orientation angle
β for three states of different symmetry of non-polar molecule H+2 and one state of
polar molecule HeH2+.
In contrast to atomic cases, molecular systems possess a desire feature that the
observables are orientation dependent, since the spherical symmetry is no longer the
case. The situation now requires a more detailed consideration of the geometry. Let
r = (x, y, z) and r′ = Rˆr = (x′, y′, z′) ≡ (x′1, x′2, x′3) denote the Cartesian coordinates
of the active electron in the laboratory and molecular frames, respectively, where
Rˆ is the Euler rotation [69] from the laboratory to the molecular frame. By our
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convention, the z axis is directed along the electric field, internuclear axis z′ lies in
the xz plane of the laboratory frame, and the y and y′ axes coincide. Then the
different orientations of the molecule with respect to the field are described by a
single angle β, 0 6 β 6 pi, defining the rotation Rˆ from z to z′ about the y = y′ axis.
For diatomic molecules the potential V (r) is axially symmetric about the internuclear
axis z′. The unperturbed (F = 0) solutions to Eq. (2.1) can be characterized by the
projection M of the electronic angular momentum onto this axis. Such solutions as
functions of spherical coordinates in the molecular frame, r′ = (r′, θ′, ϕ′), have the
form
ψnM(r
′) = f |M |n (r
′, θ′)
eiMϕ
′
√
2pi
. (5.2)
The states with M 6= 0 are doubly degenerate since their energy En|M | does not
depend on the sign of M . The correct zeroth-order wave functions are given by
certain linear combinations of the two degenerate states [10]. We choose them to be
real. In our geometry, one of them is even (+) and the other is odd (−) with respect
to the reflection y → −y,
ψ+n|M |(r
′) =
1√
2
[
ψn|M |(r′) + ψn−|M |(r′)
]
= f |M |n (r
′, θ′)
cos |M |ϕ′√
pi
, (5.3a)
ψ−n|M |(r
′) =
1
i
√
2
[
ψn|M |(r′)− ψn−|M |(r′)
]
= f |M |n (r
′, θ′)
sin |M |ϕ′√
pi
. (5.3b)
In the calculations below, we consider only states with M = 0 (σ states) and |M | = 1
(pi states). The σ states are even and do not have nodes. The even and odd pi states
are denoted by pi+ and pi−, respectively; they have nodal planes which for β = 0
coincide with the yz and xz planes, respectively. The structure of the σ and pi±
states is illustrated below when we discuss the results.
Let E0 and ψ0(r
′) denote the energy and wave function of the unperturbed initial
bound state in the molecular frame. By applying the standard perturbation theory
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[10], in the presence of a nonzero field for this state we obtain
E = E0 − µz′ cos βF − 1
2
(αx′ sin
2 β + αz′ cos
2 β)F 2 +O(F 3), (5.4a)
ψ(r′) = ψ0(r′) + ψ1(r′)F +O(F 2), (5.4b)
where
ψ1(r
′) = −χx′(r′) sin β + χz′(r′) cos β, (5.5)
and
µx′i = −〈ψ0|x′i|ψ0〉, (5.6a)
αx′i = −2
∑
nM 6=0
|〈ψnM |x′i|ψ0〉|2
E0 − En|M | , (5.6b)
χx′i(r
′) =
∑
nM 6=0
〈ψnM |x′i|ψ0〉
E0 − En|M | ψnM(r
′). (5.6c)
In Eq. (5.4a), we have taken into account that the components of the permanent
dipole moment vector perpendicular to the internuclear axis vanish, namely µx′ =
µy′ = 0, and the static dipole polarizability tensor in the molecular frame is diagonal,
αx′ix′j = αx′iδij, where αx′i is the polarizability in the direction of the x
′
i axis. All
terms retained in expansions (5.4) are needed for the implementation of the WFAT
of the leading and first order. More specific forms of the above formulas for σ and
pi± states and some details of their implementation in the present calculations are
given in Appendix D. We are about to compare the WFAT results obtained by
implementing general equations of Chapter 3 and particular expansions (5.4) with
accurate numerical results obtained by solving Eq. (2.1) using the program developed
in Refs. [48, 49, 50] for H+2 and HeH
2+.
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5.1 Nonpolar ion H+2
All the calculations for H+2 were performed with Z1 = Z2 = 1, (z1, z2) = (1,−1),
which corresponds to the equilibrium internuclear distance R = 2 for the ground 1sσ
state, and  = 0.09. Because of the symmetry of this potential with respect to the
reflection z′ → −z′ in the molecular frame, all the observables are invariant under the
transformation β → pi − β, so it is sufficient to consider orientations in the interval
0◦ 6 β 6 90◦. For this potential Z = 2, D = 0, and µz = 0. Thus Aν does not
depend on β, while the orientation dependence of Bν manifests itself through αzz
and aν . The fitting procedure with Eq. (3.13) up to n = 4 is applied for ensembles
of gν and aν sampled in the ranges of η ∈ [4; 20] and [5; 19], respectively, to yield
their asymptotic values. We will analyze the effects of first-order correction terms
for three lowest states of different symmetry 1sσ and 2ppi± by comparing the WFAT
with exact results of asymptotic coefficient fν and complex energy E calculated by
the Siegert-state approach [49, 50].
5.1.1 Ground 1sσ state
The field-free energy of the 1sσ state in the present soft-core model E0 = −0.962 366
is slightly higher than the corresponding energy of −1.102 634 for the pure Coulomb
potential with  = 0. The polarizabilities calculated using Eqs. (D.2a) and (D.2b)
are αx′ = 2.8775 and αz′ = 5.9095, respectively. At all angles β, the dominant
ionization channel is ν = (0, 0), so the boundary of the over-the-barrier ionization
regime estimated from Eq. (3.44) is Fc = 0.18. We obtain A00 = −0.715; the value of
B00 as a function of β is shown in the top panel of Fig. 5.1.
We first consider the asymptotic coefficients fν appearing in Eq. (2.17). Figure 5.2
illustrates the behavior of these coefficients as functions of field F at three represen-
tative orientations β. The exact results (solid lines) are compared with the WFAT(1)
44
-8.5
-8.0
-7.5 1sσ, ν = (0, 0)
-36.75
-36.70
-36.65
B
ν
(a.
u
.
)
2ppi−, ν = (0, 1)
-100
-80
-60
-40
0 30 60 90
β (deg)
2ppi+, ν = (0, 0)
Figure 5.1: Correction coefficients Bν , Eq. (3.17b), for the dominant ionization
channel in each of the three states of H+2 as functions of the orientation angle β.
results (dashed lines) obtained from Eq. (3.15). In order to eliminate a rapid variation
of fν by many orders of magnitude in the interval of F considered, which is caused
by the last term in the exponent in Eq. (3.16), and thus to facilitate the comparison,
we plot the ratio fν/f
(0)
ν . The upper (black lines) and lower (red lines) halves of
each panel in Fig. 5.2 show the real and imaginary parts of this ratio, respectively.
The results for the dominant channel are shown in the top row of the figure. At all
orientations, the ratio obviously approaches 1 as F → 0. For the WFAT(1) results
this follows immediately from Eq. (3.15). The exact results stop at some nonzero F ,
where Γ/E ∼ 10−10. The present calculations based on double-precision arithmetics
cannot be continued to smaller F , where Γ and fν become too small, because of the
round-off errors. However, by extrapolating the exact results to F = 0 one can expect
that the ratio approaches unity, which is consistent with the prediction of the WFAT.
45
0.4
0.6
0.8
1.0
(0, 0)
β = 0◦
0.0
0.1
0.2
0.2
0.4
0.6
0.8
1.0
f ν
/f
(0
)
ν (1, 0)
-0.2
-0.1
0.0
-0.5
0.0
0.5
1.0
(2, 0)
-0.3
-0.2
-0.1
0.0
0 0.05 0.10 0.15 0.20
(0, 0)
β = 45◦
(0, 1)
(1, 0)
0 0.05 0.10 0.15 0.20
F (a.u.)
(0, 0)
β = 90◦
(1, 0)
(0, 2)
0 0.05 0.10 0.15 0.20
exact
WFAT(1)
exact
WFAT(1)
Figure 5.2: Ratios of the first-order WFAT result (dashed lines) and exact calculation
(solid lines) for coefficient fν to the leading-order approximation f
(0)
ν , Eq. (3.16), when
the H+2 ion is in its ground 1sσ state.
Moreover, the difference between the exact and WFAT(1) results is seen to decrease
∝ F 2 as F → 0, as it should be according to Eq. (3.15). Note that this holds for both
the real and imaginary parts of the ratio, and hence Eq. (3.15) describes correctly
not only the absolute value of fν , but also its phase. Because of the symmetry of the
1sσ state, it depends on β for which of the higher channels fν 6= 0. For example,
at β = 0◦, the SS eigenfunction is axially symmetric about the z axis, and therefore
all fν with m 6= 0 vanish. At β = 90◦, the eigenfunction is even with respect to the
reflection x→ −x, and hence fν have nonzero values only for channels with even m.
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The middle and bottom rows in Fig. 5.2 show the ratio fν/f
(0)
ν for two of the higher
channels at each β. These coefficients are more than four orders of magnitude smaller
than the coefficient for the dominant channel, so it is more difficult to calculate them
accurately. Nevertheless, their behavior also agrees with Eq. (3.15). All this confirms
the consistency of the WFAT as well as the high accuracy of our ‘exact’ results.
Other important characteristics of the SS are energy and ionization rate. The
top panels in Fig. 5.3 describe the ground-state energy E for different configurations.
For all cases, the perturbed energy (red line) varies quadratically with F due to the
vanishing dipole moment, see Eq. (5.4a). This behavior precisely follows the exact
calculation (black line) in the tunneling regime F < Fc. In the over-barrier regime
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Figure 5.3: The energy E and ionization rate Γ for the 1sσ state of the H+2 ion as
functions of electric field F at three representative orientation angles β. Bottom row:
the ratio of the tunneling rate to its leading-order approximation Γas, Eq. (3.31) with
m = 0.
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F > Fc, the energies at different β almost linearly decrease and will depart from their
exact values after some accidental crossing point. Generally, energy E shifts upward
as the molecular axis gets far from the parallel orientation, since αx′ < αz′ . We next
consider the ionization rate presented in the middle panels of Fig. 5.3. The WFAT
results of the leading order and first order are obtained from Eq. (3.31) with m = 0
and Eq. (3.29), respectively. The yield at first grows very rapidly, then increases
more gently at larger field. This is a typical transition from the tunneling to the
over-the-barrier ionization. The WFAT(0) consistently overestimates the rate, while
the WFAT(1) is much closer to the exact results up to a field ≈ Fc, where the right-
hand side of Eq. (3.29) becomes negative. To eliminate the variation of the rate by
many orders of magnitude and thus facilitate comparison of the different results on
a linear scale, in the bottom row of the figure we show the ratio Γ/Γas. Because of
the round-off errors mentioned above, the exact calculations cannot be continued to
smaller F . However, even the available results unambiguously confirm Eq. (3.29).
The correction terms in this equation, not included in Eq. (3.31), essentially improve
the agreement with the exact results throughout the tunneling regime F < Fc, where
the WFAT is expected to apply. Note that at all β the ratio approaches unity from
below as F → 0. This is explained by the fact that the term with B00 dominates over
the other correction terms in Eq. (3.29) (the term with A00 becomes dominant only
at very small F ), and this term is negative, see the top panel of Fig. 5.1.
The dependence of the ionization rate on orientation angle β for several represen-
tative values of F is shown in Fig. 5.4. To bring the results for the different fields
to the same scale, we plot the rate divided by the field factor (3.28) for the domi-
nant ionization channel. As follows from Eq. (3.31), within the WFAT(0) the ratio is
given by the structure factor G00 squared. For the present nonpolar molecule µz = 0
and G00 coincides with the coefficient g00 in the asymptotic tail of the unperturbed
bound-state wave function defined by Eq. (3.11). Thus the WFAT(0) results for the
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Figure 5.4: Left panel: the unperturbed wave function of H+2 in the ground 1sσ state.
Right panel: normalized ionization rate Γ/W00(F ) for the 1sσ state as functions of
orientation angle β for three representative values of field.
ratio do not depend on F . The exact results should approach the WFAT(0) curve as
F → 0. This is indeed the case. The WFAT(1) results do depend on F and are in
much better agreement with the exact results. For all values of F considered, the rate
maximizes at β = 0◦ and minimizes at β = 90◦, that is the electron is more easily
ionized in parallel than in perpendicular orientation. This conclusion agrees with the
results of the time-dependent calculations of the ionization yield for H+2 (1sσ) in in-
tense laser fields [71, 70, 72, 73]. The WFAT(0) correctly reproduces the shape of the
dependence of Γ on β, and hence this dependence is determined by the asymptotic
coefficient g00. This implies that the correction terms in Eq. (3.29) for the present
case only weakly depend on β. The WFAT(1) incorporating these terms essentially
improves the magnitude of Γ at all orientations.
We now turn to the discussion of the TMD. We consider P (k⊥) defined by
Eq. (2.23) as a function of polar coordinates (k⊥, ϕk) in the plane of the transverse
momentum k⊥. For the 1sσ state, the TMD is exactly isotropic (that is, does not
depend on ϕk) at β = 0
◦. According to the WFAT, it should remain almost isotropic
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at β 6= 0◦, because the dominant ionization channel has m = 0. Figure 5.5 shows the
cuts of the TMD along the ray at ϕk = 0 for several representative values of β and F .
The WFAT(0) and WFAT(1) results are obtained from Eq. (3.41) for even states with
m = 0 and Eq. (3.38), respectively. As follows from Eq. (3.41), in the weak-field limit
the TMD as a function of k⊥ should have a Gaussian shape with the width ∝ F 1/2.
This is qualitatively confirmed by the exact results; in particular, the width of the
TMD obviously grows with F . However, the magnitudes of the WFAT(0) and exact
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Figure 5.5: Transverse momentum distributions for the 1sσ state of H+2 as functions
of k⊥ for three representative orientation angles β and different field strengths F . The
cuts are made along the ray ϕk = 0.
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results are different, and this difference grows with F . The correction terms included
in Eq. (3.38) make the agreement with the exact results much better.
A more subtle feature is the appearance of an anisotropy of the TMD (that is,
its dependence on ϕk) at β 6= 0◦, which is not explained by the leading-order ap-
proximation (3.41). To illustrate this feature, we present in Fig. 5.6 the cuts of the
TMDs shown in Fig. 5.5 (except for the ones at β = 0◦, which are isotropic) along the
circle at k⊥ = 0.1. To emphasize the anisotropic part, we subtract from P (k⊥, ϕk) its
average over ϕk defined by
P¯ (k⊥) =
1
2pi
∫ 2pi
0
P (k⊥, ϕk) dϕk. (5.7)
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Figure 5.6: Subtraction of the transverse momentum distributions P (k⊥, ϕk) depend-
ing on ϕk from their average values P¯ . The transverse momentum is k⊥ = 0.1 in all
cases.
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Figure 5.6 compares the exact and WFAT(1) results for the difference. At β = 45◦,
the dominant correction to Eq. (3.41) at the value of k⊥ considered comes from the last
term in Eq. (3.38). This term is ∝ cosϕk, which explains the shape of the dependence
of P (k⊥, ϕk) on ϕk in this case. However, the coefficient G01 in this term vanishes at
β = 90◦. All the other corrections in Eq. (3.38) depend on ϕk as cos 2ϕk, which is
again in accordance with the exact results. Thus Eq. (3.38) correctly describes the
shape of the anisotropic part of the TMD and relates it to the symmetry of the state.
It also reproduces its magnitude; as expected, the agreement with the exact results
becomes worse as F grows.
5.1.2 Excited 2ppi− state
It is convenient to begin the discussion of states having M 6= 0 with the odd 2ppi−
state, because in this case the same ionization channel ν = (0, 1) remains dominant
at all orientation angles β. The field-free energy of this state in the present soft-
core model is E0 = −0.418 947, while in the pure Coulomb potential with  = 0
it is −0.428 772. The polarizabilities calculated using Eqs. (D.4a) and (D.4b) are
αx′ = 19.2303 and αz′ = 23.4056. The correction coefficients (3.17) were calculated
using Eqs. (D.4c) and (D.4d). We have A01 = −1.580; the dependence of B01 on β is
shown in the middle panel of Fig. 5.1. The critical field estimated from Eq. (3.44) is
Fc = 0.040.
We again begin with comparing the exact and WFAT results for the asymptotic
coefficients fν . Figure 5.7 shows the ratio fν/f
(0)
ν for the dominant channel as a
function of F at three representative orientations. The WFAT results are obtained
from Eqs. (3.15) and (3.16). The situation is quite similar to that shown in the top
row of Fig. 5.2: the ratio approaches 1 as F → 0 and the difference between the
exact and WFAT(1) results decreases ∝ F 2. The results for higher channels also look
similar to those in Fig. 5.2.
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Figure 5.8 shows the behavior of perturbed energy E and ionization rate Γ as
functions of F for the same orientations as in Fig. 5.7. The perturbation theory
predicts a quadratic dependence of E when F → 0 due to µz = 0. For increasing
field, the red curves less agree with the black ones, as expected. Regarding the
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Figure 5.8: Same as in Fig. 5.3, but for the 2ppi− state of H+2 .
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tunneling rate, the WFAT(0) and WFAT(1) results are obtained from Eq. (3.31) with
m = 1 and Eq. (3.30), respectively. The results again look quite similar to those in
Fig. 5.3. At all orientations, the WFAT(0) overestimates the rate while the WFAT(1)
is in much better agreement with the exact results up to a field ≈ Fc where the right-
hand side of Eq. (3.30) becomes negative. The bottom row of the figure presents the
ratio Γ/Γas on a linear scale. It is clearly seen that the first-order correction terms in
Eq. (3.30) essentially improve the WFAT results.
The full dependence of the ionization rate of the 2 ppi− state on angle β is presented
in Fig. 5.9 for several field strengths. The left panel of this figure illustrates how this
state is oriented in the external field. Unlike the ground 1sσ state, where the electron
cloud concentrates around the nuclei, the probability density of the excited 2 ppi−
state is localized off the nuclei due to the symmetry restriction. This state has a node
in the plane xz, including in the direction of the field. This results in a suppression of
tunneling ionization from this state; within the WFAT, this suppression is accounted
for by an additional power of F in the field factor (3.28) for the dominant ionization
channel. The orientation dependence of the ratio Γ/W01(F ) is flatter than that for
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Figure 5.9: Same as in Fig. 5.4, but for the odd 2ppi− state of H+2 .
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the 1sσ state (see the right panel in Fig. 5.4). This is explained by the fact that the
unperturbed 2ppi− wave function is almost axially symmetric about the y axis, and
therefore all the coefficients in Eq. (3.30) only weakly depend on β. The WFAT(1)
results more rapidly depart from the exact results as F grows, but still give more
accurate predictions for the ionization rate than the WFAT(0) results.
For the present state, P (k⊥, ϕk) turns to zero at ϕk = 0 and ±pi. Figure 5.10
shows the cuts of the TMD along the ray ϕk = pi/2 for several values of β and F .
The WFAT(0) and WFAT(1) results are obtained from Eq. (3.41) for odd states with
m = 1 and Eq. (3.40), respectively. Although the shape of the cuts as functions
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Figure 5.10: Same as in Fig. 5.5, but for the 2ppi− state of H+2 . The cuts are made
along the ray ϕk = pi/2.
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of k⊥ is different from that for the 1sσ state, the situation in Fig. 5.10 is similar
to that in Fig. 5.5. At all orientations and fields considered, the WFAT(0) correctly
describes the shape but overestimates the magnitude of the TMD, while the WFAT(1)
is in much better agreement with the exact results over a wide interval of F . The
dependence of P (k⊥, ϕk) on ϕk is illustrated in Fig. 5.11. Here we present the cuts
of the TMDs shown in Fig. 5.10 along the circle k⊥ = 0.2. As seen from Eq. (3.41),
for the present state the TMD is anisotropic even in the leading-order approximation
of the WFAT, so there is no need to subtract its average over ϕk as we did above for
the 1sσ state. In all cases, the first-order corrections in Eq. (3.40) essentially improve
the agreement between the WFAT and exact results.
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Figure 5.11: Cuts of the TMDs shown in Fig. 5.10 along the circle k⊥ = 0.2.
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5.1.3 Excited 2ppi+ state
This section is for consideration of the exited 2 ppi+ state. For F = 0 at any β, this
state is degenerate with the odd 2ppi− state discussed above. At β = 0◦ for any F ,
it coincides with the 2ppi− state rotated about the z axis by pi/2. In this case the
dominant ionization channel is ν = (0, 1). The rotation does not affect the observ-
ables, apart from a shift by pi/2 of the angular argument ϕk of the TMD P (k⊥, ϕk).
Thus the results for the 2ppi+ state at β = 0◦ coincide with the corresponding results
for the 2ppi− state, and it is sufficient to consider orientations with β 6= 0◦. In this
case the dominant ionization channel is ν = (0, 0). From Eqs. (D.3a) and (D.3b) we
obtain the polarizabilities αx′ = 93.6687 and αz′ = 23.4056. Using Eqs. (D.3c) and
(D.3d) we find A00 = −10.127; the dependence of B00 on β is shown in the bottom
panel of Fig. 5.1. The critical field estimated from Eq. (3.44) is Fc = 0.028.
Figure 5.12 shows the ratio fν/f
(0)
ν for the dominant ionization channel, with
the WFAT results obtained from Eqs. (3.15) and (3.16). It can be seen, at least
at β = 45◦, that the real part of the WFAT(1) results approaches 1 from above as
F → 0. This is explained by the fact that the term with Aν in Eq. (3.15) becomes
dominant as F → 0, and this term is positive, because the coefficient A00 is negative.
In fact, the same applies to all three states considered here at all β, but this behavior
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Figure 5.12: Same as in Figs. 5.2 and 5.7, but for the dominant channel ν = (0, 0)
in the even 2ppi+ state of H+2 .
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is not seen in the top row of Fig. 5.2 and in Fig. 5.7 because the coefficients Aν for
the dominant channel in these states have much smaller values than in the present
case.
The energies of the current state obtained by the perturbation theory and exact
calculation are given in the top panels of Fig. 5.13. The behavior of the red and
black curves is normally expected. Unlike the ground and 2ppi− states, the energy
at a fixed field strength now shifts downward with increasing angle β since αx′ > αz′
in this case. The middle and bottom panels of Fig. 5.13 compares the exact and
WFAT results for the ionization rate. Again, the WFAT(1) curve for the ratio Γ/Γas
at β = 45◦ is seen to approach 1 from above as F → 0. The WFAT(1) is always
closer to the exact results than the WFAT(0), but the convergence at weak fields for
the present state is somewhat slower than in the previous cases.
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Figure 5.13: Same as in Figs. 5.3 and 5.8, but for the 2ppi+ state of H+2 .
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The dependence of the ionization rate on β for several values of F is shown in
Fig. 5.14. There are three main features to be noticed from the figure. First, the
exact rates become very small (but remain nonzero) at β = 0◦. Within the WFAT,
this is explained by the fact that, on the one hand, the partial ionization rate for
the dominant channel (0, 0) vanishes at β = 0◦, because the structure factor G00
vanishes. On the other hand, the partial rate for the next-to-the-dominant channel
(0, 1), that has a nonzero value at β = 0◦, is suppressed by an additional power
of F in the field factor (3.28). The WFAT(1) results from Eq. (3.29) account for
the contributions from both these channels and restore nonzero values of the rates.
Second, the exact rates have a shallow minimum at β = 90◦ and a maximum at some
intermediate β whose position shifts towards 90◦ as F decreases. Such a maximum
in the ionization yield was also found in time-dependent calculations for the present
system in an intense laser field [71]. The WFAT(1) results reproduce the position
of the maximum of the exact rates and converge to the WFAT(0) curve as F → 0.
The third feature is a rapid variation of the shape of the orientation dependence of
the rate with F , much more rapid than in the previous cases. This is explained by
a large value of the difference between the polarizabilities αx′ and αz′ in the present
case, resulting in a strong dependence of B00 on β, see the bottom panel in Fig. 5.1.
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Figure 5.14: Same as in Figs. 5.4 and 5.9, but for the even 2ppi+ state of H+2 .
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A peculiarity of the 2ppi+ state in comparison with the states discussed above is
that the structure factor for the dominant channelG00 turns to zero at β = 0
◦, because
of the symmetry of the state. As a consequence, at sufficiently large β for a given
F channel (0, 0) is dominant, but at small β channel (0, 1) becomes dominant. The
change of the dominant channel occurs at a critical angle βc(F ) = O(F
1/2) [51, 49],
where the contributions from the two channels become comparable. The effect of this
interplay on the ionization rate is illustrated in Fig. 5.15. The left panel presents the
leading-order contributions to the square brackets in Eq. (3.29) from channels (0, 0)
and (0, 1) as functions of β. The former term does not depend on F ; the latter one
is shown for a sufficiently weak field F = 0.02 < Fc. The two terms become equal at
β ≈ 6◦, which can be taken as the value of βc(F ) for F = 0.02. The right panel shows
the same ratio Γ/Γas as in the bottom row of Fig. 5.13, but at smaller values of β.
One can see that in this case the ratio as a function of F behaves very differently. At
a given β, it attains a maximum and then approaches 1 from above as F decreases.
The WFAT(1) curve for β = 6◦ passes through the value of 2 at F ≈ 0.02, which
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0 5 10 15 20
β (deg)
F = 0.02
0 0.01 0.02 0.03 0.04
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
Γ
/
Γ
a
s
F (a.u.)
β = 5◦
β = 6◦
β = 20◦
|G00|2
F
2κ2 |G01|2
exact
WFAT(0)
WFAT(1)
Figure 5.15: Left panel: leading-order contributions to the square brackets in
Eq. (3.29) for the ionization rate of the 2ppi+ state of H+2 from channels ν = (0, 0)
(solid black line) and ν = (0, 1) for F = 0.02 (dashed green line) as functions of β.
Right panel: ratio of the rate to its leading-order WFAT value Γas (as in the bottom
row of Fig. 5.13, but at smaller β).
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agrees with the point where the two curves in the left panel cross. This means that at
this β the leading-order contribution from channel (0, 1) in Eq. (3.29) dominates over
the first-order corrections to the contribution from channel (0, 0). As β grows, the
relative role of the last term in Eq. (3.29) decreases, and we return to the situation
where the term with B00 dominates and the ratio approaches 1 from below, as in
Fig. 5.13. The exact results in Figs. 5.13 and 5.15 confirm this prediction of the
WFAT. We emphasize that such an agreement between the exact and WFAT results
would not be possible if one retained only the leading-order terms for each of the two
channels in Eq. (3.29), omitting the correction terms with A00 and B00.
We finally consider the TMD for the present state at sufficiently large β, where
channel (0, 0) is dominant. In this case, the TMD is almost isotropic, as for the 1sσ
state. Figure 5.16 presents the cuts of the TMD along the ray ϕk = 0. To make the
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Figure 5.16: Same as in Figs. 5.5 and 5.10, but for the 2ppi+ state of H+2 . The cuts
are made along the ray ϕk = 0.
61
anisotropic part visible, we again subtract from P (k⊥, ϕk) its average P¯ (k⊥) defined
by Eq. (5.7). The cuts of the difference along the circle k⊥ = 0.2 are shown in
Fig. 5.17. These results look similar to those in Figs. 5.5 and 5.6.
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Figure 5.17: Cuts of the TMDs shown in Fig. 5.16 along the circle k⊥ = 0.2. To
emphasize the anisotropic part of the TMDs, their average P¯ (k⊥) over ϕk, Eq. (5.7),
are subtracted.
5.2 Polar ion HeH2+ in the 2pσ state
It is important to demonstrate the performance of the WFAT including the first-order
correction terms also for a polar molecule. To this end, we consider the lowest bonding
state 2pσ of HeH2+. Time-dependent calculations for this system in intense laser
fields were reported in Ref. [77] and references therein. The equilibrium internuclear
distance for the 2pσ state is R = 3.89. The molecule is modeled by the potential (5.1)
with Z1 = 1, Z2 = 2, z
′
1 = 3.112, z
′
2 = −0.778, and  = 0.1. In this case Z = 3 and
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D = 1.556ez′ . The field-free energy in the soft-core model is E0 = −0.939 749, while
for  = 0 it is −1.045 349. The electronic dipole moment in the molecular frame is
µz′ = −2.202 070 and the polarizabilities are αx′ = 5.6887 and αz′ = 12.4554. The
dominant ionization channel at all β is (0, 0) and the critical field is Fc = 0.095.
We restrict our treatment of this molecule to considering the SS eigenvalue (2.18)
at the parallel and antiparallel orientations with β = 0◦ and 180◦, respectively, see
the left side of Fig. 5.18 for the orientations of this state in the external field. Figure
5.19 compares the exact results with weak-field approximations. In the top row,
the energy is compared with the predictions of perturbation theory, Eq. (5.4a). At
β = 0◦, the results are in close agreement with each other up to F ≈ 0.07, where the
exact energy rapidly changes its behavior and goes down at stronger fields. This is
explained by the fact that the unperturbed state for F = 0 is localized on proton in
the upper potential well near r = z′1ez. An interatomic barrier potential is created
by any nonzero field as portrayed on the right side of Fig. 5.18. As F grows, the
energy of this state goes up, while the energy of the lower of the n = 2 parabolic
states localized on the alpha-particle in the lower potential well near r = z′2ez goes
β
Z
Z’
y
x
x’
Field
H+
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He+H  2+
Figure 5.18: Left panel: the unperturbed wave function of HeH2+ in the excited 2pσ
state. Right panel: interatomic potential (Solid lines) of HeH2+ modified by external
field (Dashed line) for β = 0.
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Figure 5.19: Energy E and ionization rate Γ for the 2 pσ state of ion HeH2+ as
functions of the electric field F at two representative orientation angles β.
down. The energies of the two states pass through an avoided crossing at F ≈ 0.05,
which is seen in the top left panel in Fig. 5.19. This does not happen if the state
is initially localized in the lower well, as is the case at β = 180◦, and perturbation
theory in this case works well over the whole interval of F considered. In the middle
row, the exact results for the ionization rate are compared with the predictions of
the WFAT, Eq. (3.31) with m = 0 and Eq. (3.29). To facilitate the comparison, the
ratio Γ/Γas is shown on a linear scale in the bottom row of the figure. The avoided
crossing at F ≈ 0.05 is seen to manifest itself also in the field dependence of the
ionization rate at β = 0◦. At this orientation A00 = −6.9473. The term with this
coefficient in Eq. (3.29) is the dominant correction at small F , which explains why
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the WFAT(1) curve in the bottom left panel attains a maximum and approaches 1
from above as F → 0. On the other hand, for β = 180◦ we have A00 = 0.8925.
The positive value of this coefficient explains why the WFAT(1) curve in the bottom
right panel approaches 1 from below as F decreases. The exact results confirm this
difference in the behavior of the ratio Γ/Γas at the two orientations. The difference
was noticed already in Ref. [23], but it could not be explained there without having
the first-order correction terms in Eq. (3.29).
It should be noted that the 2pσ state of HeH2+ is unstable against a nonadiabatic
electronic transition to the 1sσ state and subsequent dissociation with the lifetime of
several nanoseconds [76]. The field ionization rate has the same value at F ≈ 0.045
and 0.056 at β = 0◦ and 180◦, respectively, which corresponds to typical amplitudes of
intense laser fields of current interest. This means that theoretical simulations of the
interaction of HeH2+(2pσ) with such fields must include the nonadiabatic electronic
and nuclear dynamics into account.
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Chapter 6
The WFAT beyond the SAEA
Until now we have stayed within the SAEA that is one-electron problem. To go
beyond this approximation, the electron-electron interaction in the system should be
fully taken into account, while leaving the frozen-nuclei approximation intact. This
is a many-electron problem. Although the tunneling ionization of such systems was
addressed before [78, 79], these considerations are not based on the unique perspective
of an asymptotic expansion characterizing the phenomenon in the weak-field limit
(3.1). In this chapter, we extend the WFAT presented the Chapter 3 to many-electron
systems using the language of Ref. [29]. To avoid an unnecessary repeat of similar
steps, only basic equations in the derivation are listed in the next section focusing on
introducing new definitions. For a detailed derivation, the reader may have a look at
Refs. [29, 55].
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6.1 Basic equations
The nonrelativistic Hamiltonian describing the N -electron molecule in a homogeneous
electric field F = Fez is
HN =
N∑
i=1
[
−1
2
∆i −
A∑
a=1
Za
|ri −Na| +
i−1∑
j=1
1
|ri − rj| + Fzi
]
. (6.1)
The molecule under consideration composes of A nuclei treated as fixed in space at po-
sitions Na, which determine the shape of the molecule and its orientation with respect
to the external field. This is a consequence of the Born-Oppenheimer approximation
applied in the center-of-mass frame. The nucleus-electron and electron-electron in-
teractions represented by the second and the third summations are fully taken into
account without making any further assumption. The stationary Schro¨dinger equa-
tion for this system reads
(HN − E)Ψ(QN) = 0, (6.2)
where QN = (q1, ...., qN), qi = (ri, σi), and σi = ±1/2 is the spin coordinate of the
i-th electron. Among the solutions to Eq. (6.2), we are interested only in tunneling
states which coincide with a given unperturbed bound state in the absence of electric
field, and possess well-defined total spin S and its projection MS. Such a solution
can be expanded in an irreducible representation of the symmetric group χτSMs(ΣN)
as [29]
Ψ(QN) =
1√
τNS
τNS∑
τ=1
ψτS(RN)χτSMs(ΣN), (6.3)
where RN = (r1, ..., rN), ΣN = (σ1, ..., σN), and τNS is the dimension of the represen-
tation. The spacial functions ψτS(RN) are the degenerate normalized eigenfunctions
of Hamiltonian HN .
Tunneling ionization in the weak-field limit is essentially a single-electron process
[29]. In consequence of indistinguishability of the electrons, the wave function Ψ(QN)
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must be antisymmetric with respect to permutations of any two electrons. It is
therefore sufficient to consider the tunneling of one, say the N -th electron, whose
coordinates are simplified by
q ≡ qN , r ≡ rN , σ ≡ σN . (6.4)
We rewrite Hamiltonian (6.1) as follows
HN = HN−1 − 1
2
∆ + V (r) + Fz, (6.5)
where HN−1 is the Hamiltonian of the (N − 1)-electron subsystem, and the potential
felt by the tunneling electron is
V (r) = −
A∑
a=1
Za
|r−Na| +
N−1∑
i=1
1
|r− ri| . (6.6)
This potential asymptotically behaves as
V (r)|r→∞ = −Z
r
− DAn
r2
+
N−1∑
i=1
rin
r2
,+O(r−3), (6.7a)
Z =
A∑
a=1
Za −N + 1, DA =
A∑
a=1
ZaNa, n = r/r, (6.7b)
with Z and DA being the total charge of the parent ion and the nuclear dipole
moment. The next important step is to introduce the ionization channels, which are
defined by
(B − βν) ΦνM ′S(QN−1, ξ, ϕ, σ) = 0, (6.8a)
ΦνM ′S(QN−1, ξ, ϕ, σ) = ΨnM ′S(QN−1)φν(ξ)
eimϕ√
2pi
χMS−M ′S(σ), (6.8b)
ν = (n, nξ,m). (6.8c)
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Here diabatic operator B coincides with the counterpart in Eq. (2.6) if one replaces
the energy E there by operator (E − HN−1), and χMS−M ′S(σ) is one-electron spin
function [29]. Compared to previous chapters, the multiindex ν in this case includes
one more parameter, namely n, which characterizes the SS of the (N − 1)-electron
subsystem
[HN−1 − En] ΨnM ′S(QN−1) = 0. (6.9)
In the weak-field limit (3.1), the solutions to Eqs. (6.2) and (6.9) can be found by
the perturbation theory. Indeed we find for N−electron system
E = E
(N)
0 − µ(N)0z F −
1
2
α
(N)
0zz F
2 +O(F 3), (6.10a)
Ψ(QN) = Ψ
(N)
0 (QN) + Ψ
′(N)
0 (QN)F +O(F
2), (6.10b)
and similarly for (N − 1)−electron subsystem
En = E
(N−1)
n − µ(N−1)nz F −
1
2
α(N−1)nzz F
2 +O(F 3), (6.11a)
ΨnM ′S(QN−1) = Ψ
(N−1)
nM ′S
(QN−1) + Ψ
′(N−1)
nM ′S
(QN−1)F +O(F 2). (6.11b)
We can also expand the ionization channels up to O(F ) by the same way
ΦνM ′S(QN−1, ξ, ϕ, σ) = Φ
(0)
νM ′S
(QN−1, ξ, ϕ, σ) + Φ
(1)
νM ′S
(QN−1, ξ, ϕ, σ)F +O(F 2), (6.12)
where
Φ
(0)
νM ′S
(QN−1, ξ, ϕ) = Ψ
(N−1)
nM ′S
(QN−1)φ(0)ν (ξ)
eimϕ√
2pi
χMS−M ′S(σ), (6.13a)
Φ
(1)
νM ′S
(QN−1, ξ, ϕ) =
[
Ψ
(N−1)
nM ′S
(QN−1)φ(1)ν (ξ) + Ψ
′(N−1)
nM ′S
(QN−1)φ(0)ν (ξ)
]
× e
imϕ
√
2pi
χMS−M ′S(σ). (6.13b)
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The function φν(ξ) = φ
(0)
ν (ξ) + φ
(1)
ν (ξ)F and corresponding eigenvalues βν = β
(0)
ν +
β
(1)
ν F stay in the same forms as in Chapter 3, given that κ and µz should be replaced
by
κn =
√
2In, In = E
(N−1)
n − E(N)0 , (6.14a)
µn = µ
(N)
0z − µ(N−1)nz , (6.14b)
respectively. In one-electron problems, the two unknown coefficients constructing the
tunneling rate are gν and aν . They are to be extracted from the asymptotic tail
of the unperturbed wave function and its distortion, see Eqs. (3.11) and (3.12). In
many-electron problem, they have counterparts which are extracted from the so-called
Dyson orbital ΥνM ′S(q) and its first-order expansion Υ
′
νM ′S
(q)
ΥνM ′S(q) = υn(r)χS′M ′S ,SMS(σ), (6.15a)
Υ′νM ′S(q) = υ
′
n(r)χS′M ′S ,SMS(σ), (6.15b)
where
υn(r) =
√
N
τN−1,S′τNS
τNS∑
τ=1
δS′SN−1
∫
ψ(N−1)τ (RN−1)ψ
(N)
τS (RN)dVN−1, (6.16a)
υ′n(r) =
√
N
τN−1,S′τNS
τNS∑
τ=1
δS′SN−1
∫ [
ψ′(N−1)τ (RN−1)ψ
(N)
τS (RN)
+ψ(N−1)τ (RN−1)ψ
′(N)
τS (RN)
]
dVN−1. (6.16b)
In the following, it is assumed that all the quantities characterizing the involved
system in Eqs. (6.10) and (6.11) are known, so that the ionization channels and
Dyson orbital are available. Using the procedure developed in previous chapters, we
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can express the ionization rate in terms of those quantities. The final formula is
Γn ≈ Wn00(F )
{
|Gn00|2
[
1 + An00F ln
F
4κ2n
+Bn00F
]
+
F
2κ2n
|Gn01|2
}
. (6.17)
This working formula is applicable for an arbitrary orientation of the molecule with
respect to the external field, determining the rate of tunneling ionization into all M ′S
components of the final state Ψ
(N−1)
nM ′S
. This equation plays the same role as Eq. (3.29)
in one-electron case. All the notations here inherit the meaning and the form of their
counterparts in Eq. (3.29), where one should use κn, µn, αn, and γnm instead of κ,
µz, αzz, and γm. For this many-electron case, the last two are defined by
αn = α
(N)
0zz − α(N−1)nzz , (6.18a)
γnm =
1−m2
4
− 2Dn, Dn = DAz + µ(N−1)nz . (6.18b)
Here Dn is the total dipole moment of the parent ion in a particular state n. The two
unknown coefficients mentioned above are to be extracted by
gν = η
1/2−β(0)ν /κneκnη/2
∫ ∞
0
∫ 2pi
0
φ(0)ν (ξ)
e−imϕ√
2pi
υn(r)dξdϕ
∣∣∣∣
η→∞
, (6.19a)
aν = g
−1
ν η
1/2−β(0)ν /κneκnη/2
∫ ∞
0
∫ 2pi
0
[
φ(0)ν (ξ)υ
′
n(r) + φ
(1)
ν (ξ)υn(r)
] e−imϕ√
2pi
dξdϕ
∣∣∣∣
η→∞
− (C2η2 + C1η + Cl ln η + C0) , (6.19b)
gnnξ,−m = g
∗
nnξm
, annξ,−m = a
∗
nnξm
, (6.19c)
provided that gν 6= 0, and coefficients C2, C1, Cl and C0 remain the same forms as
those given in Eqs. (3.9).
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6.2 Tunneling ionization of two-electron atoms
The theory is demonstrated for prototypical two-electron systems including He and
H−. The former is the prototype neutral system for studying of electron-electron
correlation from both experimental and theoretical viewpoints. The early interest
related to the latter was rooted in the astrophysical observations [80, 81]. However,
the lack of singlet discrete excited levels and small ionization potential makes it
suitable candidate for testing nonresonant multiphoton ionization theory and accurate
alternating or static-field-induced ionization experiments [82, 83]. Theoretically, due
to the computational difficulty in dealing simultaneously with both electron-electron
interactions and electron-field couplings, there exist only few quantum-mechanical
calculations on the tunneling ionization for these two systems [84, 87, 88, 89]. They
are referred to as test ground to benchmark the theoretical prediction of Eq. (6.17).
For two-electron systems, N = 2, two possible values of the total spin are 0
and 1. The corresponding irreducible representations of the symmetry group are
one-dimensional, τ2S = 1, and corresponding spin basis functions χ00(σ1, σ) and
χ1MS(σ1, σ) can be found in Ref. [29] and standard textbooks. The first-order per-
turbed wave functions of the form in Eq. (6.3) for the initial (2-electron) and final
states (1-electron) reduce to
Ψ(q1, q) =
[
ψ
(2)
S (r1, r) + ψ
′(2)
S (r1, r)F
]
χSMs(σ1, σ), (6.20a)
ΨnM ′S(q1) =
[
ψ
(1)
nM ′S
(r1) + ψ
′(1)
nM ′S
(r1)F
]
χM ′s(σ1). (6.20b)
Notice that we have omitted spin S ′ = 1/2 for one-electron system from the notation
of Eq. (6.20b). To simplify the Dyson orbital and its expansion in this case, we further
omit the superscript and M ′S for the space part of the wave functions and end up with
υn(r) =
√
2
∫
ψn(r1)ψS(r1, r)dr1, (6.21a)
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υ′n(r) =
√
2
∫
[ψ′n(r1)ψS(r1, r) + ψn(r1)ψ
′
S(r1, r)] dr1. (6.21b)
In this first implementation of the theory, we consider the total rate Γ1s for an
electron from the ground 1s2 1Se states of He and H− to tunnel, and leaves the parent
ions He+ and H in the ground n ≡ 1s states. In these two cases, the rate Γ1s is
dominated by the channel with nξ = m = 0. The states involved possess the total
orbital angular momentum L = 0, the dipole moments µ
(2)
0z = µ
(1)
1sz = 0, and the
vanishing ionic dipole moment D1s = 0. Because of the rotational invariance of
the initial and final states, we have υ1s(r) = υ1s(r), but υ
′
1s(r) = υ
′
1s(r, θ, ϕ) due
to the couplings with higher angular momentum of the 2-electron perturbed wave
functions. In the current tunneling processes with dominant channel nξ = m = 0,
the extraction of coefficient a1s00 required only the real part of υ
′
1s(r), which does not
depend on ϕ and is factorized as Re[υ′1s(r)] = υ
′
1s(r) cos θ. For estimating Γ1s of the
zeroth order, one needs at hand the total charge of the parent ion Z, Eq. (6.7b), the
parameter κ1s defining the ionization potential into the final state 1s, Eq. (6.14a),
and the asymptotic coefficient g1s00, Eq. (6.19a), extracted from the Dyson orbital
(6.21a). To go beyond the zeroth-order approximation, it is also required coefficient
g1s01 for the contribution from the next-to-the dominant channels, the polarizability
α1s, Eq. (6.18a), and the asymptotic coefficient a1s00, Eq. (6.19b). The last coefficient
is to be extracted from the Dyson orbital and its first-order expansion, Eqs. (6.21).
Since perturbed energies and wave functions of the final state 1s in He+ and H is
known analytically [10, 53]
E1s = −Z
2
c
2
− 9
4
F 2
Z4c
, (6.22a)
Ψ1s(r1) =
√
Z3c
pi
e−Zcr1
[
1− F
(
r1
Z2c
+
r21
2Zc
)
cos(θ1)
]
, (6.22b)
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with Zc being the corresponding nuclear charge, the current application is centered
at calculating the two-electron wave function and its first-order correction for the
initial state. The accurate two-electron wave functions were expanded in hyperspher-
ical coordinates [90]. This approach replaces two three-dimensional vectors r1 and
r2 representing the two electrons by a single six-dimensional vector (R,Ω), where
Ω = (α, θ1, φ1, θ2, φ2) denotes collectively the five angles including hyperangle α, and
spherical angles θj and φj, j = 1, 2. The coupled adiabatic hyperradial equations
are solved utilizing the slow variable discretization method [91]. We constructed the
global orthonormal basic functions ΦLMλ (Ω, Ri) at each quadrature abscissas Ri by a
two-step numerical procedure [92, 93], in which the orthogonal basis set gl1l2µ (α,Ri)
for each pair of angular momenta (l1, l2) are the eigenfunctions of the diagonal part
of the adiabatic Hamiltonian. Thus obtained wave functions and energies help one
overcome the difficulties faced in a standard scheme of the adiabatic approximation
regarding the accuracy and computational labour. In practical calculations, we used
40 eigenfunctions gl1l2µ (α,Ri) for each of 10 pairs of angular momenta to construct
the basic functions. The total wave functions are expanded over 100 sectors, up to
hyperradius Rmax = 70 and 110 for He and H
−, respectively. The precise wave func-
tions of the latter basically need larger hyperradius compared to those of the former
due to the more spreading in space of its electronic density. In both cases, 100 basic
functions are used at each sector. The accuracy of the present calculation is demon-
strated by comparing the ground-state energies for He and H− with the variational
values listed in Table 6.1. The Dyson orbitals built up with the 1s2 wave functions
are in consistency with the benchmark results in Ref. [29], they are indistinguishable
in Fig. 6.1. We constructed the first-order correction to the two-electron wave func-
tion by standard perturbation-theory expansion including transitions to the doubly
excited states 1P o. Only this symmetry is reached from the ground state 1s2 1Se,
following the selection rules for electric dipole transitions. The quality of the excited-
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Table 6.1: Characteristics of He atom and H− ion obtained in present calculations,
and corresponding variational results reported in aRef. [94] and bRef. [95].
He H−
Present Exact Present Exact
E
(2)
0 −2.903722759 −2.903724377a −0.527745235 −0.527751017a
f2 0.276292 0.2761957
a 0.000011
f3 0.073358 0.0733997
a 0.000315
f4 0.029809 0.0298408
a 0.001564
α0zz 1.383068 1.383
b 206.225416 206.1b
0.0
0.1
0.2
0.3
0.4
0 3 6 9 12 15
rυ
1
s
(r
)
(a
.u
.)
r (a.u.)
He (1s 2 1S) H − (1s 2 1S)
Present
Tolstikhin et al.
(2014)
Figure 6.1: Dyson orbitals for He and H−, Eq. (6.21a), multiplied by the radius r of
the ionized electron. The present calculations are compared with benchmark results
from Ref. [29].
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state wave functions is guaranteed by precise oscillator strength which is defined by
[96, 97]
fk = 2 (E1skp 1P o − E1s2 1Se)
∣∣∣∣ ∫ Ψ1skp 1P o(r1, r)(z1 + z)Ψ1s2 1Se(r1, r)dV2∣∣∣∣2. (6.23)
The values for the first three transitions, k = 2, 3, 4, are given in Table 6.1, to be
compared with variational results of Ref. [94]. The relative errors are less than 0.1%
in He case. We are not aware of calculations on transitions to discrete states for
H−. However, the present value of its static polarizability agrees with variational
value in Ref. [95] by a relative error of 0.06%. For He case, this relative error is
even smaller, 0.005%. All of these observations suggest a sufficient assurance of the
numerically obtained wave functions, and therefore of the Dyson orbital and its first-
order distortion defined by Eqs. (6.21).
Having correct Dyson orbitals facilitates extracting the asymptotic coefficients by
Eqs. (6.19a) and (6.19b). Thus obtained coefficients g1s00, g1s01, and a1s00, as well
as other needed coefficients are tabulated in Table 6.2. No contribution from higher
channels shows up, g1s01 = 0, due to the independence of the Dyson orbital on variable
ϕ. We now can apply the working formula (6.17) for He atom. The tunneling rates
up to zeroth and first order appear as blue and red lines in the upper panel of Fig. 6.2.
The exact tunneling rate was obtained by the complex rotation method [87, 88, 89],
and shown by different types of symbol. Their ratios to the field factor W1s00(F ),
which is exponentially small, are presented in the lower panel. It is believed that the
numerical data below F = 0.1 was not correctly obtained, and could not be properly
treated by any method within double-precision calculations because of the singular
behavior of Γ when F → 0 [29, 23, 53]. By extrapolating the reliable data from
F > 0.1 to F = 0, one observes a much faster convergence of the ME-WFAT(1) to
the exact value than the ME-WFAT(0). For example, at F = 0.2, Eq. (6.17) suffers
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Table 6.2: Necessary coefficients to apply Eq. (6.17) for tunneling processes
He(1s2 1Se) → He+(1s) and H−(1s2 1Se) → H(1s) of He atom and H− ion, respec-
tively. The counterparts calculated under the framework of the WFAT using potential
(6.24) are given in the last row.
ME-WFAT κ1s α1s g1s00 g1s01 a1s00 A1s00 B1s00
He(1s2 1Se) 1.344413 1.101818 2.935 0 −0.27 0.235254 −2.60
H−(1s2 1Se) 0.235564 201.725416 3.258 0 10.4 0 −135.10
WFAT κ α g00 g01 a00 A00 B00
He 1.344414 0.788115 2.987 0 −0.04 0.235254 −1.72
an relative error of 25%, while the ME-WFAT(0) overestimates the rate by a factor
of 2.4. This strongly confirms the consistency of the formulation. The first-order
terms essentially extend the region of applicability of the theory up to the onset of
over-the-barrier ionization where the ME-WFAT(1) turns to zero.
It is desirable to revise the step from the WFAT to the ME-WFAT. In the SAEA,
the active electron of He atom is regarded as moving in an effective potential of the
form [86]
VHe(r) = −1 + exp(−αr)
r
. (6.24)
When α = 2.132 405, the ground state energy of He is Egrnd = 0.903 724 reproducing
the exact ionization potential In, see Table 6.1 and Eq. (6.22a). The tunneling rate
from this state calculated by the method of Ref. [48] and multiplied by two is included
in Fig. 6.2. The factor of 2 appears since there are two electrons staying in the same
initial orbital with different spin projections [29]. This one-electron result is slightly
higher than fully-correlated calculations, but also approaches the same point when
F → 0. In other words, they almost converge to |g1s00|2 at F = 0. The insight
into this situation is somehow revealed in an analysis within the SAEA employing
the relevant results and notations from Chapters 2 and 3. The obtained coefficients
are given in the last row of Table 6.2, to be compared with their counterpart in the
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Figure 6.2: Ionization rate of He in the ground state 1s2 1Se divided by the field
factor W1s00(F ) for the dominant channel He(1s
2 1Se)→ He+(1s) with nξ = m = 0.
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Figure 6.3: SAEA-based results for He atom in the ground state using potential
(6.24), multiplied by two and divided by the field factor, Eq. (3.28) for ν = (0, 0).
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ME-WFAT. The values of g00 and g01 highly accord with those extracted from Dyson
orbital, g1s00 and g1s01. This can be explained by the very fact that in the SAEA the
electron correlations are included only via the wave function of the field-free initial
state, whose energy coincides with the exact ionization potential In as pointed out
above. Coefficients κ and A00 characterized by Egrnd are in full agreement with
κ1s and A1s00, respectively, for the same reason. However, one-electron calculations
evidently fail to reproduce correct values of the polarizability α1s and the asymptotic
coefficient a1s00, leading to an error in the value of B00. It is where the multi-electron
effects, such as correlation, indistinguishability, antisymmetrization, etc., come into
play and are indispensable. The implementation of the WFAT for He is shown in
Fig. 6.3. The first-order clearly gets the better of the zeroth-order approximation;
our formulation within the SAEA is again confirmed, now for He atom.
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Figure 6.4: Ionization rate of H− in the ground state 1s2 1Se divided by the field
factor W1s00(F ) for the dominant channel H
−(1s2 1Se)→ H(1s) with nξ = m = 0.
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A verification of the ME-WFAT for the case of H− ion is carried out in Fig. 6.4.
The exact numerical data was calculated from the ab initio polyelectronic theory
[84, 85], which accounts for electronic structure and electron correlation in the field-
dressed states. The calculations for F < 0.002 perform a random vibration, and can
be singled out. By extrapolating the remaining part, we observe a familiar conver-
gence pattern of the ME-WFAT results where the first-order correction prominently
improves the prediction. For example, the relative error is 76% at F = 4 × 10−3 by
the ME-WFAT(0), but reduces to only 20% with inclusion of the first-order correction
terms. In this case, the asymptotic coefficient A1s00 vanished identically, implying a
purely linear behavior of the ME-WFAT(1) when F → 0.
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Chapter 7
Summary and outlook
In this thesis, the first-order correction terms in the asymptotic expansions of the
ionization rate and TMD within the WFAT [23] are obtained. The results apply
to any atoms or molecules treated in the single-active-electron and frozen-nuclei ap-
proximations. These are one-electron problems. So far, the first-order correction was
available only for the ionization rate of hydrogen [46]. The present extension became
possible on the basis of the method of Ref. [23], which takes the advantage of the sep-
arability of the stationary Schro¨dinger equation in the asymptotic region, where the
potential is dominated by the Coulomb tail. To evaluate the leading-order WFAT
results, only the asymptotic charge Z, the energy E0, dipole moment µz, and the
asymptotic coefficient gν [Eq. (3.11)] for the dominant channel characterizing the un-
perturbed active orbital are needed. These characteristics define the structure (3.27)
and field (3.28) factors. The techniques to calculate them for atoms and molecules
based on quantum chemistry codes have been developed in Refs. [51, 52]. To evaluate
the first-order correction terms, one additionally needs the ionic dipole moment Dz,
coefficients gν for several next-to-the-dominant channels, the polarizability αzz, and
a new asymptotic coefficient aν [Eq. (3.12)] for the dominant channel. The last two
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account for the second-order Stark shift and the distortion of the unperturbed orbital
by field, respectively.
The WFAT was first illustrated for atomic systems such as hydrogen and noble
gas atoms. The results show that inclusion of the first-order correction terms greatly
improves the agreement between the rate and the TMD predicted by the WFAT and
the results obtained from accurate numerical solution of the SS eigenvalue problem
[48]. In practice, the present development extends the region of applicability of the
WFAT at the quantitative level up to the boundary between tunneling and over-
the-barrier regimes of ionization. Hence, the theory now covers a regime that has
been notoriously difficult to describe by previous analytical approaches. We also ap-
plied the theory for molecular targets including nonpolar (H+2 ) and polar molecules
(HeH2+). The conclusions for atomic cases remain valid here. The first-order cor-
rections are shown to essentially enhance the accuracy of theoretical predictions over
not only a wide interval of fields, but also different orientations of the molecules in
the field. This demonstrates the good quantitative performance of the WFAT, and
confirms the high accuracy of the numerical method [49, 50]. These results establish
the WFAT including the first-order correction terms as an appealing alternative to
laborious numerical calculations in the tunneling regime F < Fc.
Following the streamline of the WFAT, the ME-WFAT originally developed in
Ref. [29] was extended to the next order in field for tunneling rate. The tunneling
process into a particular channel ν = (n, nξ,m) is described by the working for-
mula in Eq. (6.17). To evaluate the zeroth-order approximation one needs Z, κn,
µn, and gn00 characterizing the unperturbed system and its subsystem. Invoking the
first-order corrections additionally requires gn01, Dn, αn, and an00. The last two co-
efficients are to be calculated from the perturbed system and its subsystem. All of
the quantities appearing in the ME-WFAT have the counterparts in the WFAT for
one-electron systems, and basically inherit the physical meanings. However, their cal-
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culations always require both initial and final systems to be involved. Our derivation
recalls the definition of Dyson orbital ΥnM ′S(q) and introduces its first-order correc-
tion Υ′nM ′S(q). The implementation of the theory for 2-electron systems including He
and H− indicates an improvement in the ME-WFAT prediction when the first-order
correction terms are applied. This conclusion establishes a consistency of the ME-
WFAT and a confirmation of the fully-correlated calculations for the systems under
consideration.
For future application, it should be mentioned that multi-electron effects (cor-
relation, indistinguishability, antisymmetrization) and characteristics of the systems
(dipole moment, polarizability) naturally emerge in our formulation without any ad
hoc assumption. Moreover, plentiful information on the angular dependence appears
not only in the zeroth-order via Gn00 but also in the first-order terms via Gn01, An00
and Bn00. The theory thus promises desirable outcomes, and is expected to provide
answers to remaining puzzles of current interest in strong field physics. That are
the disagreements observed when the experimental measurements on CO2 [42, 43],
CO [44, 45], and OCS [37] are compared with predictions by MO-ADK model and
the WFAT of zeroth order, as discussed elsewhere [52]. However, the application
of the WFAT and the ME-WFAT of the first order to polyatomic molecules is not
straightforward, since the wave functions with proper asymptotic behavior for such
large molecular systems are not available. In the single-active-electron approxima-
tion, the wave function at the Hartree-Fock (HF) level can be invoked. Therefore,
in near future, we will focus on molecules of experimental interest treated in single-
active-electron approximation for which virtually exact information can be extracted
from HF method. Nevertheless, the Hartree-Fock approximation is not multipurpose
[29], feasible predictions for the aforesaid cases based on the ME-WFAT require new
techniques. Numerical procedures, which allow us to construct and retrieve neces-
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sary quantities from correlated wave functions of many-electron systems, would be
an interesting subject for further study.
Being proved to be a fascinating replacement of time-consuming numerical calcu-
lations, the WFAT of first order developed in this thesis could provide convenient but
fairly accurate tunneling ionization rates and TMDs in tunneling regime. This make
the WFAT involved in the adiabatic theory [8], whose implementation requires the SS
characteristics to be supplied. So far, we have been working under the framework of
stationary Schro¨dinger equation in adiabatic regime, which corresponds to laser field
with sufficiently low frequency at a given intensity. However, there exists an increas-
ing interest in analyzing the interaction between strong ultra-short laser pulses and
matter, since it opens new tools to probe electronic dynamics at the spatio-temporal
resolution. When the laser parameters fall into category that non-adiabatic effects
become important, a representation of tunneling ionization beyond the instantaneous
configuration is of fundamental interest. Such a development relied on asymptotic
theory to account for frequency dependence of laser-induced ionization would be an
attractive direction, and facilitates more applications in strong-field physics.
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Appendix A
AN AUXILIARY PROBLEM FOR
LAGUERRE BASIC
Here we establish the solutions to a general class of equation having similar form with
Eq. (2.9). To this ends, let consider the following eigenvalue problem
[
d
dx
x
d
dx
− m
2
4x
− x
4
+ n
]
φn(x) = 0, m > 0, (A.1)
whose solutions represent the Laguerre basis, and are given by
n =
1
2
(2n+m+ 1), (A.2a)
φn(x) = x
m/2e−x/2 ×
√
n!
(n+m)!
L(m)n (x), (A.2b)∫ ∞
0
φn(x)φn′(x) dx = δnn′ , (A.2c)
where L
(m)
n (x) are the generalized Laguerre polynomials [57]. It can be proven that
the below recursive relations hold,
xφn(x) = αn−1φn−1(x) + βnφn(x) + αnφn+1(x), (A.3a)
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x2φn(x) = αn−1αn−2φn−2(x) + αn−1(βn−1 + βn)φn−1(x)
+γnφn(x) + αn(βn + βn+1)φn+1(x) + αnαn+1φn+2(x), (A.3b)
where
αn = −
√
(n+ 1)(n+m+ 1), βn = 2n+m+ 1, γn = α
2
n−1 + β
2
n + α
2
n. (A.4)
On the basic of Laguerre basic, we can construct the solutions to the corresponding
eigenvalue problem with the presence of a small parameter F → 0,
[
d
dx
x
d
dx
− m
2
4x
− x
4
+ (a+ bx+ cx2)F +O(F 2) + ε
]
ϕ(x) = 0, (A.5a)∫ ∞
0
[ϕ(x)]2dx = 1, (A.5b)
where a, b, and c are constants. Indeed, the solutions can be found using perturbation-
theory scheme [10]
ε = ε0 + ε1F +O(F
2), (A.6a)
ϕ(x) = ϕ0(x) + ϕ1(x)F +O(F
2). (A.6b)
For F = 0, the leading-order approximation gives ε0 = n and ϕ0(x) = φn(x). When
F 6= 0, substituting Eqs. (A.6) into Eq. (A.5a) and using relations (A.3), one ends
up with
ε1 = − [a+ b(2n+m+ 1) + cγn] , (A.7a)
ϕ1(x) = − c
2
αn−1αn−2φn−2(x)− αn−1 [b+ 2c(2n+m)]φn−1(x)
+αn [b+ 2c(2n+m+ 2)]φn+1(x) +
c
2
αnαn+1φn+2(x), (A.7b)
which are the first-order corrections to the solutions of Eq. (A.5a).
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Appendix B
CONNECTING FORMULA
This section is devoted to considering the solution to Eq. (2.15) established in Chapter
2. Namely, we construct the asymptotics of the outgoing-wave solution of the equation
[
d2
dη2
+
Fη
4
+
E
2
+
β
η
+
γ
η2
]
f(η) = 0 (B.1)
for
F → 0, E = O(F 0), β = O(F 0), γ = O(F 0). (B.2)
The above equation has the form of one-dimensional Schro¨dinger equation, whose
effective potential is portrayed in Fig. 3.1. The outer turning point for this potential
is given by
ηt =
κ2
F
+O(F 0) = O(F−1), (B.3)
where
κ =
√−2E. (B.4)
The goal is to derive the connection formula which expresses the coefficient of the
outgoing wave at η  ηt in terms of coefficients appearing in the expansion of the
same solution at 1 η  ηt.
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B.1 Perturbation-theory solution in the inner re-
gion
Let first consider Eq. (B.1) in the inner region
1 η  F−1/2. (B.5)
The term with F in this region can be treated perturbatively. For F = 0, one of the
two linearly independent solutions to Eq. (B.1) behaves as
f0(η) = η
β/κe−κη/2
[
1 +
c1
η
+
c2
η2
+O(η−3)
]
. (B.6)
Substituting this expansion into Eq. (B.1), we find
c1 = −γ
κ
+
β
κ2
− β
2
κ3
. (B.7)
The higher coefficients in Eq. (B.6) can be found similarly. The second linearly
independent solution diverges ∝ η−β/κeκη/2 as η grows. In this case, the solution
needed is
f(η) = gf0(η), (B.8)
where g is a field-independent coefficient. For F 6= 0, the same solution is sought in
the form
f(η) = g
[
f0(η) + f1(η)F +O(F
2)
]
. (B.9)
Substituting this into Eq. (B.1) and neglecting terms O(F 2), one obtains an inhomo-
geneous equation for f1(η),
[
d2
dη2
+
E
2
+
β
η
+
γ
η2
]
f1(η) = −η
4
f0(η). (B.10)
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The solution to this equation that decays as η grows can be sought in the form
f1(η) = η
β/κe−κη/2
{
a2η
2 + a1η + a0 +
a−1
η
+O(η−2) +
[
b0 +
b−1
η
+O(η−2)
]
ln η
}
.
(B.11)
Substituting this expansion into Eq. (B.10), we find
a2 =
1
8κ
, a1 =
1
4κ2
(
2− γ
2
+
5β
2κ
− β
2
2κ2
)
, (B.12a)
b0 =
1
2κ3
(
γ +
3β2
κ2
)
. (B.12b)
One can continue and express a−1, b−1, and the higher coefficients in Eq. (B.11) in
terms of the coefficients in Eq. (B.1) and a0. However, the coefficient a0 cannot be
found in this way. Such an uncertainty is explained by the fact that the solution to
Eq. (B.10) is defined up to an admixture of the solution f0(η) to the corresponding
homogeneous equation. Summarizing,
f(η) = gηβ/κe−κη/2
{
1−
(
γ
κ
− β
κ2
+
β2
κ3
)
1
η
+O
(
1
η2
)
+
[
η2
8κ
+
(
2− γ
8κ2
+
5β
8κ3
− β
2
8κ4
)
η +
(
γ
2κ3
+
3β2
2κ5
)
ln η + a0 +O
(
ln η
η
)]
F +O(F 2)
}
.
(B.13)
This is a perturbation-theory expansion in F for F → 0 and asymptotic expansion in
1/η for η →∞. The terms ∝ 1/η and ∝ F in the curly brackets represent corrections
existing without the field and caused by the field, respectively. The requirement that
these terms must be much smaller than unity defines the lower and upper boundaries
of the region of validity (B.5) of this expansion. Note that these terms become
comparable at η = O(F−1/3), which belongs to the region (B.5). The coefficients g
and a0 in Eq. (B.13) remain undefined; they are determined by the behavior of f(η)
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to the left of the region (B.5), for example, by the regularity boundary condition at
η = 0.
B.2 Asymptotic solution in the outer region
Let now consider Eq. (B.1) in the outer region
η = O(F−1). (B.14)
Introducing a new variable,
y =
Fη
κ2
= O(F 0), (B.15)
we rewrite Eq. (B.1) as [
d2
dy2
+
κ4
F 2
q(y)
]
f(y) = 0, (B.16)
where
q(y) = q0(y) + q1(y)F + q2(y)F
2, (B.17a)
q0(y) =
κ2
4
(y − 1), q1(y) = β
κ2y
, q2(y) =
γ
κ4y2
. (B.17b)
The solution to Eq. (B.16) is sought in the form [59, 60]
f(y) = f exp
{
iκ2
F
[
s0(y) + s1(y)F + s2(y)F
2 + s3(y)F
3 +O(F 4)
]}
, (B.18)
where f is a field-dependent coefficient. Substituting Eq. (B.18) into Eq. (B.16), we
obtain equations defining sn(y),
−s′20 (y) + q0(y) = 0, (B.19a)
−2s′0(y)s′1(y) +
is′′0(y)
κ2
+ q1(y) = 0, (B.19b)
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−s′21 (y)− 2s′0(y)s′2(y) +
is′′1(y)
κ2
+ q2(y) = 0, (B.19c)
−2s′0(y)s′3(y)− 2s′1(y)s′2(y) +
is′′2(y)
κ2
= 0. (B.19d)
The solutions to these equations are given by
s0(y) =
κ
3
(y − 1)3/2, (B.20a)
s1(y) =
i
4κ2
ln
κ2(y − 1)
4
+
2β
κ3
[
arctan(y − 1)1/2 − pi
2
]
, (B.20b)
s2(y) = − 5
24κ5(y − 1)3/2 +
iβ
κ6y(y − 1) +
[
γ
κ5
+
3β2
κ7
]
1
(y − 1)1/2
−
[
γ
κ5
+
β2
κ7
]
1
y(y − 1)1/2 +
[
γ
κ5
+
3β2
κ7
] [
arctan(y − 1)1/2 − pi
2
]
. (B.20c)
The choice of the integration constants on the step from Eqs. (B.19) to Eqs. (B.20)
is related to the definition of the coefficient f in Eq. (B.18) and is dictated by the
wish to arrive at Eq. (B.22). The sign in Eq. (B.20a) is determined by the outgoing-
wave boundary condition. We have omitted the tedious expression for s3(y); in the
following, we need this function only at y  1 and y  1, which can be easily
obtained from Eq. (B.19d) and the corresponding expansions for s0(y), s1(y), and
s2(y) given below.
For y  1, we have
s0(y) =
κ
3
y3/2 − κ
2
y1/2 +O(y−1/2), (B.21a)
s1(y) =
i
4κ2
ln
κ2y
4
+O(y−1/2), (B.21b)
s2(y) = O(y
−1/2), s3(y) = O(y−2). (B.21c)
Thus
f(η)|ηηt =
21/2f
(Fη)1/4
exp
[
iF 1/2η3/2
3
+
iEη1/2
F 1/2
]
, (B.22)
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which agrees with Eq. (2.17). For y  1, we find
s0(y) = −i
[
κ
3
− κy
2
+
κy2
8
+O(y3)
]
, (B.23a)
s1(y) = −i
[
β
κ3
ln
y
4
− ln(κ/2)
2κ2
− ipi
4κ2
− ipiβ
κ3
+
(
1
4κ2
+
β
2κ3
)
y +O(y2)
]
, (B.23b)
s2(y) = i
[
γ
κ5
− β
κ6
+
β2
κ7
]
1
y
− i
[
γ
2κ5
+
3β2
2κ7
]
ln
y
4
−i
[
5 + 12(1− ipi)γ
24κ5
+
β
κ6
+
(5− 3ipi)β2
2κ7
]
+O(y1), (B.23c)
s3(y) = i
[
γ
κ5
− β
κ6
+
β2
κ7
](
β
κ4
− 1
κ3
)
1
y2
+O(y−1). (B.23d)
Substituting these expansions into Eq. (B.18) and considering the region (B.5), where
y2/F  1 and F/y  1, we obtain
f(η) = f exp
[
κ3
3F
− ipi
4
− ipiβ
κ
]√
2
κ
(
Fη
4κ2
)β/κ
e−κη/2
{
1−
(
γ
κ
− β
κ2
+
β2
κ3
)
1
η
+O
(
1
η2
)
+
[
η2
8κ
+
(
2− γ
8κ2
+
5β
8κ3
− β
2
8κ4
)
η +
(
γ
2κ3
+
3β2
2κ5
)
ln
Fη
4κ2
+
(
10 + 18γ + 3γ2
48κ3
+
β(9− 6γ)
8κ4
+
β2(49 + 2γ)
16κ5
− 3β
3
4κ6
+
β4
16κ7
)
−ipi
(
γ
2κ3
+
3β2
2κ5
)
+O
(
ln η
η
)]
F +O(F 2)
}
. (B.24)
B.3 Matching
The inner, Eq. (B.13), and outer, Eq. (B.18), solutions can be matched in the region
(B.5), where they both apply. Indeed, expansions (B.13) and (B.24) have the same
form. By comparing the coefficients in these expansions one haves
f = g exp
[
− κ
3
3F
+
ipi
4
+
ipiβ
κ
]√
κ
2
(
4κ2
F
)β/κ{
1−
[(
γ
2κ3
+
3β2
2κ5
)
ln
F
4κ2
+
10 + 18γ + 3γ2
48κ3
+
β(9− 6γ)
8κ4
+
β2(49 + 2γ)
16κ5
− 3β
3
4κ6
+
β4
16κ7
− a0
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−ipi
(
γ
2κ3
+
3β2
2κ5
)]
F +O(F 2)
}
. (B.25)
This is the connection formula expressing the coefficient f in Eq. (B.22) in terms of
the field-independent coefficients g and a0 appearing in Eq. (B.13).
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Appendix C
MULTIPLE-PRECISION
NUMERICAL PROCEDURE
FOR HYDROGEN
The ionization rate is determined by the imaginary part of the SS energy eigenvalue
(2.18). In the weak-field limit (3.1) it becomes exponentially small, while the real
part of the eigenvalue tends to a constant E0. Therefore any numerical procedure
of calculating Γ with finite-precision arithmetics fails at sufficiently small F , when
the ratio Γ/|E0| approaches the value of the roundoff error. For neutral atoms in
the ground state |E0| ∼ 1, so double-precision calculations [48] fail when Γ . 10−12.
This impedes extending the exact results shown in Figs. 4.4, 5.3, 5.8, 5.13, 5.19,
6.2, 6.3, and 6.4 to smaller F . However, for hydrogen this fundamental problem
can be overcome, at least in principle, for any nonzero F by using multiple-precision
arithmetics [98, 99]. We note that although there exist many efficient numerical
techniques to calculate the ionization rate of hydrogen [100, 101, 102, 103, 104, 105,
106, 107, 108], the problem mentioned above, as far as we know, has never been
addressed in the literature.
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The peculiarity of hydrogen stems from the fact that the algorithm to calculate Γ
can be formulated in a very simple form involving only basic arithmetic operations,
which is required for the application of the multiple-precision package described in
Refs. [98, 99]. For V (r) = −1/r, the variables in Eq. (2.1) can be separated in
parabolic coordinates [10]. The solutions to the separated equations in ξ and η are
then sought as expansions in a Laguerre basis similar to the one defined by Eq. (3.4b).
To impose the outgoing-wave boundary condition (2.17) in such an L2-integrable
basis expansion approach, we rotate the ray η ∈ [0,∞) into the upper half of the
complex plane by an angle ∼ pi/3 whose precise value for each state and field is found
empirically. In this way the differential equations are turned into algebraic eigenvalue
problems with five-diagonal symmetric matrices. The determinant of these matrices
can be efficiently calculated by means of the recursive relations presented in Ref. [109].
For any given generally complex energy E, the eigenvalues of the equations in ξ and
η can be found by the Newton-Raphson method [110]. The energy E is then adjusted
to satisfy a relation for the eigenvalues [10]. The entire procedure can be relatively
simply embedded in multiple-precision arithmetics [98] and works very fast. We thus
could reproduce all significant digits in the available results for E and Γ obtained
by other methods [100, 101, 102, 103, 104, 105, 106, 107, 108]. But the present
procedure works also for very weak fields, when Γ attains extremely small values.
The smallest F that can be treated is determined by the available computer memory.
For example, with our computational resources we could obtain for the ground state
Γ = 0.694 773 113 409 051 × 10−575 at F = 5 × 10−4, which is in full agreement with
the WFAT(5) results [47].
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Appendix D
IMPLEMENTATION OF
PERTURBATION THEORY FOR
σ AND pi± STATES
To implement formulas of Chapter 5, we solve Eq. (2.1) for F = 0 by employing a
single-center expansion in the molecular frame. A similar procedure is outlined in
Ref. [49]. However, here we use the direct product of two discrete-variable represen-
tation (DVR) basis sets in r′ and θ′ constructed from the Laguerre and Gegenbauer
polynomials [68], respectively. The use of the Laguerre-DVR basis in r′ eliminates
the issue of convergence with respect to the radius of a finite spherical box used
in Ref. [49]. Instead, there appears a ‘soft boundary’ controlled by a scaling factor
relating r′ to the argument of the basis functions. A proper choice of this factor ac-
celerates convergence. This basis is also more suitable for extracting the asymptotic
coefficients from the wave functions at η →∞ needed to implement the WFAT. This
procedure yields a complete set of eigenstates with energies En|M | and wave functions
(5.2). Then it is straightforward to calculate the matrix elements in Eqs. (5.6) for
the different symmetries by replacing ψ0 with the corresponding function of the form
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(5.3). For all symmetries we have
µz′ = −〈f |M |n |r′ cos θ′|f |M |n 〉. (D.1)
For a σ state ψn0, the other quantities needed are given by
αx′ =
∑
n′
|〈f 1n′|r′ sin θ′|f 0n〉|2
En′1 − En0 , (D.2a)
αz′ = 2
∑
n′ 6=n
|〈f 0n′|r′ cos θ′|f 0n〉|2
En′0 − En0 , (D.2b)
χx′(r
′) =
∑
n′
〈f 1n′ |r′ sin θ′|f 0n〉
En0 − En′1 f
1
n′(r
′, θ′)
cosϕ′√
2pi
, (D.2c)
χz′(r
′) =
∑
n′ 6=n
〈f 0n′ |r′ cos θ′|f 0n〉
En0 − En′0 f
0
n′(r
′, θ′)
1√
2pi
. (D.2d)
For an even pi state ψ+n1, we find
αx′ =
∑
n′
|〈f 0n′ |r′ sin θ′|f 1n〉|2
En′0 − En1 +
1
2
∑
n′
|〈f 2n′ |r′ sin θ′|f 1n〉|2
En′2 − En1 , (D.3a)
αz′ = 2
∑
n′ 6=n
|〈f 1n′|r′ cos θ′|f 1n〉|2
En′1 − En1 , (D.3b)
χx′(r
′) =
∑
n′
〈f 0n′|r′ sin θ′|f 1n〉
En1 − En′0 f
0
n′(r
′, θ′)
1
2
√
pi
+
∑
n′
〈f 2n′ |r′ sin θ′|f 1n〉
En1 − En′2 f
2
n′(r
′, θ′)
cos 2ϕ′
2
√
pi
, (D.3c)
χz′(r
′) =
∑
n′ 6=n
〈f 1n′ |r′ cos θ′|f 1n〉
En1 − En′1 f
1
n′(r
′, θ′)
cosϕ′√
pi
. (D.3d)
Similarly, for an odd pi state ψ−n1, we obtain
αx′ =
1
2
∑
n′
|〈f 2n′|r′ sin θ′|f 1n〉|2
En′2 − En1 , (D.4a)
αz′ = 2
∑
n′ 6=n
|〈f 1n′|r′ cos θ′|f 1n〉|2
En′1 − En1 , (D.4b)
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χx′(r
′) =
∑
n′
〈f 2n′|r′ sin θ′|f 1n〉
En1 − En′2 f
2
n′(r
′, θ′)
sin 2ϕ′
2
√
pi
, (D.4c)
χz′(r
′) =
∑
n′ 6=n
〈f 1n′|r′ cos θ′|f 1n〉
En1 − En′1 f
1
n′(r
′, θ′)
sinϕ′√
pi
. (D.4d)
The summations in these formulas run over all n′, including the discretized continuum
states with En′|M | > 0.
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