INTRODUCTION
Understanding what regulates populations has been a central challenge in ecology for at least 50 yr (Krebs 1995) . As humans continue to increase their domination over the earth's ecosystems (Botsford et al. 1997 , Vitousek et al. 1997 , scientific motivation has expanded from traditional questions of natural regulation to include studies of how human modifications to ecosystems alter population regulation. One incompletely explored process involves the mechanisms by which anthropogenic changes may impact populations by altering individual demographic rates. In aquatic systems, population-level effects of large-scale habitat degradation that result in direct mortality are often recognized, but sublethal effects of changes in growth rate, distribution or behavior have been more difficult to link directly to populations (Rose 2000) . Explicitly ABSTRACT: As eutrophication of estuaries and coastal oceans increases worldwide, the resulting expansion of hypoxic zones represents an increasingly frequent form of habitat degradation. Although impacts of prolonged hypoxia on benthic invertebrate species are well-documented, there is little understanding of how those effects subsequently influence the motile upper trophic levels in estuarine ecosystems. Quantitative nekton surveys in the Neuse River Estuary and field experiments in June and August 1999 using Atlantic croaker Micropogonias undulatus demonstrated that intermittent hypoxia decreased habitat quality for juvenile, demersal fish through 3 pathways: (1) hypoxia restricted the fishes in estuaries to shallow, oxygenated areas, where in the early part of the summer about 1 ⁄ 3 fewer prey resources were available. (2) This contraction of suitable habitat crowded the fish into smaller areas and may have resulted in density-dependent reduction of growth rates. (3) Most importantly, mortality of sessile infauna in deeper areas exposed to intermittent hypoxia decreased prey densities about 8-fold between the June and August experiments. Through these mechanisms, intermittent hypoxia may result in ecological crunches or bottlenecks. Field data collected from May to October in 3 yr (1998 to 2000) with differing levels of hypoxia support the conclusion that intermittent hypoxia may decrease habitat quality and result in ≥ 50% declines in juvenile fish growth rate. Incorporation of these indirect effects of hypoxia on juvenile growth rates into a population model demonstrated the potential for significant (~4%) reductions in population growth rate. Thus, sublethal effects of hypoxia-driven habitat degradation may impact fisheries production not only through reduced size at age, but also through reduced abundance of demersal fish populations.
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Resale or republication not permitted without written consent of the publisher demonstrating links between habitat characteristics or changes in environmental quality and fish population dynamics and production is critical to improving management, but it is rarely done (but see Landahl et al. 1997 , Rose 2000 , and is especially difficult in species that use multiple habitats throughout their life.
Saltwater spawning is one of the most common nektonic life histories that involve the use of estuaries. Many fishes spawn in coastal waters, and their larvae are subsequently transported into estuaries, where juveniles spend weeks to years before migrating offshore to the adult feeding and spawning grounds (Day et al. 1989) . In many of these species, larval survival and recruitment into the estuary is considered the most critical stage influencing subsequent year-class strength (Houde 1994 , Petrik et al. 1999 . For example, 2 abundant species along the SE coast of the USA, Atlantic croaker Micropogonias undulatus and spot Leiostomus xanthurus, have a life history in which adults live and spawn offshore, larvae recruit into the estuary, and juveniles remain there for 6 to 15 mo (Lassuy 1983 , Phillips et al. 1989 ). Similar to other species with this life history, there is a substantial interannual variation in the intensity of larval recruitment into the estuary (Houde 1994) . Currin et al. (1984) and Kamermans et al. (1995) hypothesized that there is little to no resource limitation among juveniles of these common demersal species in SE USA estuaries, implying that the major determinant of a good year class for these species is typically larval survival.
Alternatively, anthropogenic estuarine habitat changes could have both direct and indirect effects on juvenile survival of demersal fishes. A common and growing source of habitat degradation in coastal environments worldwide, including estuaries along the eastern and southern borders of the USA, is the formation of severely hypoxic (< 2 mg l -1 ) bottom waters (Diaz & Rosenberg 1995 , NRC 2001 , primarily resulting from increased nutrient loading into coastal waters (Cooper & Brush 1991 , Paerl et al. 1998 . In shallow, wind-driven systems, the formation of summertime hypoxia is an intermittent phenomenon associated with warm temperatures and resulting high rates of microbial activity and physical stratification of the water column (e.g. Lenihan & Peterson 1998 , Buzzelli et al. 2001 . Although these events are intermittent, they can be extensive (covering 10s to 1000s of km) and last from days to weeks (Lenihan & Peterson 1998 , Paerl et al. 1998 . As a result, mass mortality of sessile benthic invertebrates can occur and fishes and other mobile animals can experience periods of physiological stress or low growth from resulting resource limitation. During these times, that may constitute 'ecological crunches or bottlenecks' (Wiens 1977) , competition for limited prey resources may become intense. Whether such events have population-or community-level effects is a function of the spatial extent, intensity, frequency and duration of the hypoxia and the abundance of benthic invertebrate prey relative to predator demand (Borsuk et al. 2002) . If anthropogenic changes modify the characteristics of hypoxia sufficiently to reduce prey abundance on the bottom habitat to a level where prey becomes limiting to fish growth, then the degradation in water quality becomes linked indirectly to fish production and perhaps also to their population dynamics.
Although oxygen depletion is one factor that can directly cause fish kills in estuaries (Burkholder et al. 1992 , Paerl et al. 1998 , fishes typically swim out of hypoxic areas (Pihl et al. 1991 , Breitburg 1992 , Howell & Simpson 1994 . In the Neuse River Estuary, demersal fish are restricted to the shallow, oxygenated edges (depths of <1.5 m) during periods of hypoxia (Eby & Crowder 2002) . Although direct effects are minor, there is increasing evidence for indirect effects of these hypoxic events, including contraction of demersal fish habitats (e.g. Breitburg 1992 , Lenihan et al. 2001 , Eby & Crowder 2002 , increases in predatorprey overlap (Breitburg 1994 , Breitburg et al. 1999 , changes in benthic invertebrate assemblages (e.g. Diaz & Rosenberg 1995) , and shifts in diet composition of benthic fishes (Pihl et al. 1992 , Pihl 1994 .
Cascading effects of intermittent hypoxia from benthic habitat degradation and invertebrate losses to population responses of demersal fishes have not yet been demonstrated in the estuarine environment (Peterson et al. 2000) . Some studies have described how these intermittent disturbances affect predator feeding rates in the short term (Pihl et al. 1992 , Pihl 1994 , Nestlerode & Diaz 1998 ), but no study has extended over a sufficient time frame to link changes in growth and condition to production and population dynamics in an estuarine fish. Hypoxic zones may alter prey availability for juvenile benthic fishes through several pathways. (1) Intermittent hypoxia may stress the large benthic infauna so that they move to the sediment surface, increasing their short-term availability to predators (Pihl et al. 1992 , Pihl 1994 , Norkko & Bonsdorff 1996 . (2) During an hypoxic episode, fish distributions are restricted to shallow oxygenated areas (Eby & Crowder 2002) . If shallow areas have consistently lower invertebrate abundances, then prey availability is decreased. Similarly, if shallow areas have suboptimal temperature, then fishes' growth potential is decreased (Craig et al. 2001) . (3) Hypoxia may crowd fishes at high enough densities to induce densitydependent decreases in growth from resource depletion or interference competition. (4) Exposure to extended periods of hypoxia can cause mortality of sessile, invertebrate prey resources, thus decreasing the value of the habitat for future use by fishes until recovery of the prey resources occurs (Thomson 1998 , Sullivan & Gaskill 1999 , Baird et al. 2004 ).
We took a 3-tiered approach to determine impacts of intermittent hypoxia on benthic invertebrates and resulting responses of demersal fishes (Atlantic croaker Micropogonias undulatus and spot Leiostomus xanthurus) in the Neuse River Estuary of North Carolina, USA. (1) We conducted field experiments to evaluate potential effects of seasonal prey loss and fish density on juvenile growth rates in Atlantic croaker.
(2) We examined whether the influence of intermittent hypoxic zones could be detected at an estuary-wide scale by quantifying changes over the summer in feeding, condition and growth of juvenile spot and Atlantic croaker among years that varied in both duration and extent of hypoxia. (3) We used an existing population matrix model (Diamond et al. 2000) to examine whether observed sublethal effects on juvenile Atlantic croaker growth were large enough to influence population growth rates. Matrix models have proven a valuable tool in assessing different population-level impacts of perturbations and management actions (e.g. Crouse et al. 1987 , Crowder et al. 1994 , Heppell et al. 1996 , despite necessary simplifications and uncertainties (Caswell 1989) .
MATERIALS AND METHODS
Study site. The Neuse River (North Carolina, USA) drains a 16 000 km 2 watershed that contains forests, animal and agricultural operations, several urban and suburban areas, and light industrial development. The estuary extends over 70 km and has an average width of 6.5 km (Buzzelli et al. 2001) . Average depth of the Neuse River Estuary is 3.6 m and bottom-water salinity typically ranges from 0 psu at New Bern to 20 psu at the mouth of the estuary in the Pamlico Sound (Buzzelli et al. 2001 , Eby & Crowder 2002 ). This estuary is primarily a low-flow, wind-driven system with a variable salt wedge, which causes a wide range of hydrographic conditions from vertically homogeneous to strongly stratified (Robbins & Bales 1995) . Between May and September during stratified conditions, intermittent hypoxia and anoxia often occur below the mixed layer, lasting from a few hours to several weeks (Lenihan & Peterson 1998 , Paerl et al. 1998 , Lenihan et al. 2001 . Our study site was in the upper section of the estuary and spans approximately 88 km 2 (Fig. 1) .
Field experiment. To assess whether periodic hypoxia reduces prey densities and thereby limits growth of juvenile demersal fishes, we performed in situ cage experiments to examine croaker growth before (June 1999) and after (August 1999), a period of sustained hypoxia. These experiments were conducted at 2 fish densities and 2 depths (a shallower site unaffected by and a deeper site exposed to sustained low dissolved oxygen concentrations). Our strategy was to place the deeper site in an area that would be periodically hypoxic over the summer, but experience little hypoxia during the experimental periods. This allowed us to use growth rates from experimental croaker as a bioassay for indirect effects of hypoxia on fish growth resulting from modification of benthic prey resources. Thus, we also sampled benthic prey in the experimental study areas to indicate whether any observed treatment effects on fish growth could be explained by differences in prey density.
We . Neuse River Estuary study area. Dots across river: survey stations that were randomly subsampled for demersal fishes from 1997 to 2000; (⊗) locations of US Geographical Survey (USGS) stations that continuously monitored water quality; Stn LT 11 is slightly upstream of survey area and LT 9 is within study area; (©) placement of cage experiment 3.05 m otter trawl using short (< 5 min) tows. Fish were stored in aerated coolers and observed for 2 to 4 h to ensure that there was no injury or signs of stress from trawling. We then measured the total length (TL in mm) and individually marked the croaker by fin clips, and deployed them into cages. Juvenile croaker were placed in 1.5 m 2 cages constructed from 2.5 cm PVC pipe frames enclosed with 6.4 mm plastic mesh on the top and sides and 12.8 mm plastic mesh on the bottom. The larger mesh on the cage bottom allowed the croaker to feed on sediment-dwelling prey. The cages effectively excluded large fishes and crabs. Experimental cages were installed near Hancock Creek (Fig. 1) . Although we performed this experiment in only one area of the estuary, data from a widespread coring survey in 1997 and 1998 had demonstrated that the benthic invertebrate community at this site, and its changes from early to late summer, were representative of the entire estuary (Thomson 1998 , Sullivan & Gaskill 1999 , Baird et al. 2004 .
We tested 4 treatments using a 2-way factorial design: depth (shallow versus deep) and fish density (high versus low) with 4 or 5 replicate cages per treatment. Based on previous monitoring in 1997 and 1998 (Selberg et al. 2001 , Eby & Crowder 2002 , we expected the shallower site to remain well-oxygenated and the deeper site to be intermittently hypoxic for days to weeks during the summer. Low-density treatments consisted of 1 fish per cage (0.67 fish m ). The number of croaker stocked in the high-density treatments was based on croaker densities estimated from the upper estimates of our summertime trawl catches (Eby 2001 ) adjusted for 25% catch efficiency (Kjelson & Johnson 1978) . The highest croaker density estimates in the Neuse River Estuary were 10, 4.3, and 4.1 fish m -2 for 1998, 1999, and 2000, respectively. Atlantic croaker (TL: mean 99 mm; range 90 to 110 mm) were stocked in 18 cages during the first week of June. Cages for each depth treatment were spaced 2 to 3 m apart along a depth contour. The boundaries of the shallower and deeper site were each marked with buoys, and GPS coordinates of the cages were taken. Cages were deployed for 20 to 23 d (mean 21.5 d). During each experiment, temperature (TEM), salinity (SAL), dissolved oxygen (DO), and water depth (DEP) were recorded once daily (between 08:00 and 10:00 h) at both experimental sites using a HydroLab DataSonde. At the end of each experiment (June and August), we retrieved the fish from the cages, measured their total length, and preserved the stomachs in 10% buffered formalin stained with Rose Bengal. Stomach samples were sieved through a 0.5 mm mesh and transferred into 70% ethanol. Stomach contents were examined under 10 to 100× magnification and frequency of occurrence and numbers of prey were recorded to family level.
We repeated the experiment in August by deploying the cages in the same general location, but we avoided placing them in the exact spot of the June experiment. The same experimental procedure was used with 2 exceptions: (1) Juvenile croaker were larger in August (TL: mean 128 mm; range 115 to 135 mm), so the highdensity treatment was reduced to 4 fish per cage to retain a similar fish biomass (~65 g) in each highdensity cage. (2) The experimental duration was 17 d (range 16 to 18 d), abbreviated because of the impending arrival of Hurricane Dennis in late August.
Individual growth rates were averaged to obtain a single growth datum for each high-density cage. Fish growth potential changed between June and August because of different water temperatures and fish sizes between the experimental periods, so we analyzed each experiment separately (June and August). We transformed the growth rate data using logarithms, tested for homoscedasticity using Cochran's C-test (α < 0.05) and analyzed growth rate data using a 2-factor ANOVA. There were no trends in the residuals. In addition, we examined the proportion of fish that survived, as this can confound a growth response. We transformed the proportion of fish that survived using arcsine square-root, and checked for normality before analyzing the data using a 2-factor ANOVA.
We took benthic cores before and after the experiment to quantify macrofaunal density and community composition. Cores were 10 cm-diameter aluminum tubes inserted to a depth of 25 cm. We stored the core contents on ice and sieved them through 0.5 mm mesh within 24 h. Retained material was preserved in 10% buffered formalin and stained with Rose Bengal. Benthic samples were transferred to 70% ethanol and all invertebrates were picked from the remaining sediment and debris. We examined samples under 6 to 50× magnification and identified invertebrates to family, except bivalves, which were identified to species. We transformed the density data using a square-root (x + 1) transformation, tested for homoscedasticity with Cochran's C-test (α < 0.05), and for each experimental period analyzed the data using Student's t-test (treatments: shallow and deep).
Field patterns. Field surveys of fish (Micropogonias undulatus and Leiostomus xanthurus) abundance were conducted monthly from May through October in 1998, 1999 and 2000. At each sampling, we randomly chose 30 to 40 (mean of 36) stations from a fixed grid of 85 stations placed over the study area ( Fig. 1 ) and sampled these during daylight over a 2 d period. We measured water quality parameters (depth, temperature, salinity and dissolved oxygen) along a continuous depth profile before and after each trawl with a portable CTD probe (SeaBird SBE-25-03). We determined position with a Garmin Geopositioning System unit. Because CTD data are recorded at 8 readings s -1 during the depth profile, we averaged measurements from the lowest 0.25 m to represent bottom water conditions.
Fish were sampled with a 9 m mongoose trawl (48 mm mesh wings and body with a 13 mm mesh tailbag), pulled for 2 min at 2 to 3 knots by a 19 m research vessel. We recorded species abundance, and a random subsample of up to 100 individuals of each species per trawl was measured (TL). We standardized fish catches (number 100 m -1 towed) using trawl time and boat speed. From 1998 through 2000, subsamples of up to 20 croaker and 20 spot per trawl were frozen for later analyses of TL, standard length (SL in mm), wet weight (W in g) of each fish, and weight (g) of stomach and contents.
During the study period (1998 to 2000), the Neuse River Estuary experienced varying degrees of hypoxia. Contrasting fish data from different summers allowed us to assess whether feeding (stomach and content wet weight/fish wet weight), body condition and growth rate differences in juvenile croaker and spot varied with intensity of hypoxia. We compared feeding, condition, and growth indices from juvenile spot and croaker captured in the trawl survey with spot and croaker abundance, TEM, SAL and DO among the 3 summers.
Within and just upstream of the study area, the US Geological Survey (USGS) maintains 2 permanently moored continuous water-quality monitoring stations ( Fig. 1 ; http://nc.water.usgs.gov/info/h2o.html). The top sensor is 2.7 m from the bottom and the bottom sensor is 0.7 m from the bottom. Measurements comprised pH, DO, specific conductance, SAL and TEM. We used the USGS data to determine the duration of bottom-water hypoxia, which was used to make contrasts in severity among years. (1) We calculated the proportion of days that bottom-water hypoxia occurred at the study site. We summed all days in June, July and August with average bottom dissolved oxygen concentrations < 2.0 mg l -1 at either USGS station, and divided the result by the total number of days with data. Data were reported for at least 87% of the days in the 3 mo summer period (1998: 83 of 92 d, 1999: 80 of 92 d, 2000 : 90 of 92 d). (2) Because many benthic invertebrates can survive short exposure to hypoxia, we examined both the number of events with continuous hypoxia for at least 7 d and the maximum duration of each hypoxic episode. (3) We used our CTD data to estimate the spatial extent of bottom-water hypoxia for each sampling cruise. We calculated the spatial extent of hypoxia in the study area by entering the bottom DO measurements into a geographical information system, using latitude and longitude from the GPS records. We interpolated the DO data in ArcView Spatial Analyst using the inverse-distance weighting method (ESRI ArcView; www.esri.com/software/arcgis/arcview/index. html). The number of pixels in the interpolated map that were < 2.0 mg l -1 was divided by the total number of pixels in the study area to determine the percent of the study area with hypoxic bottom waters for each sampling date. For each summer these numbers were averaged to compare among years. We calculated average TEM and SAL for each summer from the same CTD data set.
We computed an index of fish feeding (stomach wet weight/fish wet weight) and examined trends among the 3 yr. Because sizes of juveniles varied, we divided stomach weight by fish weight to normalize the data. These proportions were transformed using arcsine square-root to approximate a normal distribution (Zar 1984, p 239-241) . To examine how the availability of benthic food may have changed across summers in years that varied in intensity of hypoxia, we calculated the difference between the means of this feeding index in June and August for each year. We computed change in condition over the summer by subtracting the mean condition index (W SL -3 ) in August from the June value. In August 2000, fewer than 40 individual fish of each species were measured to estimate body condition, so only 1998 and 1999 could be used for this comparison. In 1998 and 1999, each mean feeding and condition index included at least 225 fish of each species (mean 760, range 225 to 1531 fish). We estimated average summer growth rates for croaker and spot from length-frequency distributions. Because we measured a subset of the catch, we weighted the lengthfrequency distribution for each station by trawl catch at that station to create a composite distribution for all stations on a sampling date. We then compared modes of the aggregated length-frequency distributions between our June and August samples. As our trawl could not catch the smaller fish in May, and by September and October some of the larger fishes had migrated out of the estuary (Day et al. 1989) , limiting the comparisons between June and August minimized these biases. Because we only have 1 measure per season for each species, we simply ranked the different variables and responses for comparisons.
Model simulations. To project the potential population effects of observed inputs of these indirect effects of varying habitat quality on individual growth rate, we employed a published stage-within-age population matrix model for Atlantic croaker developed by Diamond et al. (2000) . The model framework is an age-based matrix model with 8 year-classes (Table 1) . In addition, the first year of life is partitioned into 6 separate stages based on ontogenetic shifts in mor-phology and size. Each stage has a specific duration and daily mortality rate that is used to calculate survival associated with that stage on a daily time step. These calculations are then combined to compute survival in the first year of life in the age matrix. We used the published model as our baseline scenario and then altered the matrix model to incorporate the observed differences in juvenile Atlantic croaker growth rates associated with hypoxia. To represent Neuse River Estuary oxygen dynamics, we randomly drew from a probability distribution of the temporal extent of summertime hypoxia determined by a process-based model of oxygen dynamics in the Neuse River Estuary (Borsuk et al. 2001 : see last paragraph of this section). Every run began with the same starting population size of 1 × 10 11 fish partitioned into the stable age distribution of the published model of Diamond et al. (2000) .
We altered juvenile growth rates in response to different intensities of summertime hypoxia to reflect differences that we observed for Atlantic croaker in the experiments and field surveys. In the model, the transition from the early juvenile (5th) to late juvenile (6th) stage is a function of size (65 mm SL). Therefore, changes in the growth rate of estuarine juveniles during June, July and August alter the stage duration of the early and late juvenile stages. In addition, Diamond et al. (2000) assumed that Atlantic croaker migration out of the estuary occurred on October 1, at which point they are about 115 mm SL. We assumed size-dependent migration out of the estuary, as is seen with Atlantic croaker in the Gulf of Mexico (Yakupzack et al. 1977 ) and in our Neuse River Estuary Atlantic croaker length-frequency data (Eby 2001 ).
In the model, we assumed that varying durations of hypoxia altered juvenile fish growth rates to varying degrees and subsequently modified juvenile fish stage (early and late) duration. For moderate hypoxia (15 to 30% of the summertime days hypoxic), we assumed that the croaker follow the same growth rate (~0.45 mm d -1
) and stage duration schedule as in the original model (our Table 1 ; Diamond et al. 2000) . These baseline model parameters were derived from multiple years and estuaries across Virginia and North Carolina (Diamond et al. 1999) . For years of extensive hypoxia (> 30% of the summertime days hypoxic), the juvenile croaker growth rate was set at 0.3 mm d -1 starting June 1. This growth rate estimate is similar to that observed for juvenile croaker in 1999 and 2000 in the field survey. In this case, the early juvenile stage lasts 164.8 d before reaching 65 mm SL. After this point, this fish displays the late juvenile mortality rate for 159 d until reaching 115 mm SL. In years with less hypoxia (<15% of the summertime days hypoxic), juvenile croaker growth rates were faster (0.6 mm d ), the average fish in the cages did not achieve this high level, but did reach 0.6 mm d -1
. Therefore, this lower, conservative rate was used.
The probability distribution of the temporal extent of summertime hypoxia was created through Monte Carlo simulations of a process-based model of oxygen dynamics that was developed for the Neuse River Estuary (Borsuk et al. 2001 ). The environmental state for every year was drawn from this fixed distribution, independent of previous states. We compared output from runs of the baseline model with no variation in oxygen dynamics (Diamond et al. 2000) with model output that reflects recent Neuse River Estuary oxygen dynamics (Borsuk et al. 2001 ) to examine whether changes in juvenile growth rates associated with hypoxia could have a population level impact. The response variable was the stochastic population growth rate (ln λ, Caswell 2001) . For the stochastic model, we calculated estimates of population growth rates from 100 different simulations, each of 5000 yr (Caswell 2001 
RESULTS

Field experiment
June cage experiment
In June, cages at the shallower site were deployed at a depth of 0.6 m into well-oxygenated water (7.8 mg l -1
) and cages at the deeper site were placed 1.6 m deep, with dissolved oxygen concentrations just above 2.0 mg l -1 (Fig. 2) . Throughout the experiment, depth varied by >1 m at each site, depending on the wind direction, with the shallower site ranging from 0.3 to 1.6 m and the deep site from 1.4 to 2.7 m. Hypoxic conditions never occurred in daily monitoring at the shallower site and occurred on only the second day of the experiment at the deeper site (Fig. 2) . The mean DO concentrations (± SE) for the shallower and deeper sites were 6.6 (± 0.3) mg l , respectively. TEM and SAL were similar at both sites throughout the experiment (averaging 25.0 ± 0.2°C and 11.8 ± 0.2 psu), except on 3 d when the shallower site was 1 to 2°C warmer (Fig. 2) .
Atlantic croaker in the cages had high survival. All fish in low-density cages survived the experiment at both depths. Survival in high-density cages averaged (+ SE) 79% (± 2) in the shallower and 63% (± 4) in the deeper site. There was no significant effect of depth (ANOVA, p = 0.1), but fish in the high-density treatment had a 30% lower survival (p < 0.001), and no significant interaction was present (p = 0.1).
Daily average growth rates ranged from 0.0 to 1.0 mm d -1 with the highest mean growth rates (0.59 mm d -1 ) in the deeper, low-density treatment (Fig. 3) . Fish at the shallower depth grew 30% less (average 0.15 mm d , density effect p = 0.034). There was no significant interaction (p = 0.40), as illustrated by the parallel lines in Fig. 3 .
We examined stomach contents to determine whether the croaker were feeding on typical prey items rather than items that might represent cage artifacts. Diet composition of croaker in cages was similar to that of similar-sized croaker collected from the Neuse River Estuary approximately 20 km downstream of our site in June 1998 (Thomson 1998 , Sullivan & Gaskill 1999 . The only unusual prey item was the presence of nudibranch larvae in the stomachs of 2 of the caged fish (Table  2) . Although this was probably a cage effect, there was no difference between sites in the low occurrence of this diet item (1 fish from each site).
June growth rates of juvenile croaker corresponded to differences in invertebrate density between the depths (Table 3) mitchelli and M. baltica density was 7 times higher at the deeper than at the shallower site (p < 0.0001) and polychaete density was 3 times higher (p < 0.0001). These 2 taxa made up 80% of the total invertebrate densities in the cores (Table 3 ) and, given their relatively large size, comprised an even higher fraction of the biomass.
August cage experiment
During the interval between the 2 experiments, the deeper portions of the estuary were periodically hypoxic (including 2 periods of ≥ 7 continuous days, Fig. 4) , while bottom waters at the shallower site remained oxygenated. During the August experiment, water depth at the shallower site ranged from 0.5 to 1.2 m, while that at the deeper site ranged from 1.1 to 2.5 m. Salinity at the 2 sites was similar (average + SE: 16.4 ± 0.02 psu), within 0.2 psu each day (Fig. 2) . As in the first experiment, temperatures at the 2 sites were similar (mean ± SE: 28.5 ± 0.03°C), except on 3 d when the shallower site was 0.5°C warmer. At the shallower site, DO concentrations remained above 2.0 mg l -1 , while at the deeper site hypoxia occurred on ≥ 3 d (Fig. 2) . In August the average DO concentration was 6.1 (± 0.3 SE) and 5.2 (± 0.4 SE) at the shallower and deeper sites, respectively.
Survival was not affected by depth (p = 0.34) or density (p = 0.98) and there was no interaction between these variables (p = 0.26). Most (60 ± 10.9% SE) of the croaker survived in low-density treatments at both depths. Mean survival in the high-density treatment was 87.5% (± 3.6) at the shallower site, but only 37.5% (± 8.1) at the deeper site, which prevented data from the deeper site being used to estimate growth. We performed 1-way ANOVAs to separately test effects of site (shallower vs deeper for low fish density only) and fish density (low vs high density for the shallower site) on growth rates. There was no significant effect of depth on fish growth in the low-density cages (p = 0.76), but at the shallower site growth was about 2 times higher in the low-than in high-density cages (p = 0.02; Fig. 5 ) for both site (shallower and deeper) and density (low and high) treatments of June experiment Stomach contents from caged croaker in August were similar to those in the June experiments and those of fish captured in the field downstream of our study in September 1998 (Thomson 1998) . The only major difference was the widespread presence of hydroids (a cage artifact) in caged fish diets, with 85% frequency of occurrence (Table 2) .
Similarities in growth rates between the depth treatments corresponded to food densities, as indicated by benthic invertebrates in the core samples (Table 3 ). In August, the density of benthic invertebrates did not differ between the deeper and shallower sites (p = 0.24). Macoma spp. and polychaetes made up about 86% of the total invertebrate density from these cores taken at the end of the experiment. These groups did not differ between the shallower and deeper sites (Macoma spp. p = 0.30, polychaetes p = 0.59). Polychaete density comprised 56% of the total invertebrate density in the cores (Table 3) .
Field survey
We analyzed 3 response variables (seasonal changes in feeding, condition and growth) to test whether they were related to summertime (June through August for 1998, 1999 and 2000) TEM, SAL, fish relative abundance, or hypoxia extent and duration in the upper Neuse River Estuary. Average summer temperatures (surface and bottom measures from USGS stations) were similar among the years. Average salinity (surface and bottom measures from USGS stations) in the summer of 1998 was less than half of that in 1999 or 2000 (Table 4 ). The spatial and temporal extent of hypoxia in the summer of 1998 was less than in either 1999 or 2000 (Table 4 , Fig. 4) . Trawl catches were variable in space and time, ranging from 0 to 10 Atlantic croaker m (Table 4) . Although there were seasonal decreases in the feeding indices between May and August for every year, there was a smaller decrease in 1998 than in either 1999 or 2000 (Fig. 6a) . Croaker and spot condition ) increased during the summer of 1998, whereas condition decreased during the summer of 1999 (Fig. 6b) . Croaker and spot growth rates were twice as high in 1998 as in 1999 and 2000 (Fig. 6c) . Limited data for indices of fish feeding, condition and growth (i.e. no replicates and only 3 data points) prevented statistical analysis. However, the year with the smallest decrease in feeding, highest condition, and fastest growth over the summer was the year with the least hypoxia (Table 4) .
Modeling results
The model output reflecting Neuse River Estuary oxygen dynamics on juvenile growth rates resulted in a significantly lower population growth rate than the baseline (Diamond et al. 2000) scenario. The entire distribution of estimated ln λ (ln population growth rates) from each of the 100 iterations for the Neuse River Estuary scenario was lower than the baseline scenario ln λ (Fig. 7) . This corresponds to about a 4% decrease in the estimated population growth rate (λ) of croaker populations in the Neuse River Estuary versus the baseline scenario.
DISCUSSION
Extensive intermittent hypoxia can alter prey availability and ultimately result in decreased growth rates in juvenile demersal fishes during their estuarine stage. In addition, these changes in individual growth rates have the potential to reduce population growth rate. Indirect effects of hypoxia can be substantial, because these juvenile demersal fishes feed primarily on sessile infauna, which cannot escape hypoxic stress (Hodson et al. 1981 , Peterson et al. 2000 , Borsuk et al. 2002 . Although the availability of these prey resources will vary with the intensity, duration and spatial extent of hypoxia, our results indicate that the current levels of hypoxia could be limiting to growth and production. Benthic sampling and cage experiments demonstrated a strong effect of hypoxia, altering prey availability for fishes through degradation of the habitat by killing invertebrate prey in deeper waters and potentially crowding fishes into shallow waters (Eby & Crowder 2002) . In our June experiments, the higher growth rates of croaker at the deeper site were probably mediated by the fact that the deeper site had invertebrate densities over twice those of the shallower site, given that temperature and salinity were similar between sites. Thus, habitat constriction in early summer caused by hypoxia in deeper waters forces juvenile demersal fishes into shallow areas with fewer prey resources, with the effect of reducing their growth rates.
Exposure of the deeper areas to extended periods of hypoxia in July and early August 1999 resulted in an 8-fold decline in invertebrate densities between June and August. Coring data from the entire Neuse River Estuary has similarly revealed large seasonal declines in invertebrates, particularly Macoma spp., over a large portion of the estuary, with declines increasing with growing intensity of hypoxia (Thomson 1998 , Sullivan & Gaskill 1999 . Although benthic cores demonstrated reductions in Macoma spp. between June and September in both 1997 and 1998, the dramatic loss of clams in the deeper areas of the Neuse River Estuary was not as great in 1998 (Thomson 1998 , Sullivan & Gaskill 1999 , Baird et al. 2004 . In these 2 years the loss of benthos correlated with the spatial distribution of hypoxia and cannot be explained by differences in predation pressure (Baird et al. 2004 ). Although we did not sample benthic invertebrates in 1999 and 2000, these years were similar to 1997 in the spatial and temporal extent of hypoxia, suggesting a similar response of the benthic fauna.
Our study suggests that intermittent hypoxia can, and in the Neuse River Estuary did, decrease prey abundance and growth rates of estuarine demersal fishes through 3 potential mechanisms. (1) experiments in both June and August demonstrated the potential for density-dependent reductions in growth, mediated through enhanced reductions in prey abundance where predators are more concentrated. Although density-dependent growth rates were apparent in the cage experiments, there was no evidence of density-dependence in the field data. Even though our cages were calibrated to the higher field measures, these fish densities may have been a transient occurrence. (2) Another mechanism for this effect is the contraction of oxygenated habitat available to fishes during hypoxic episodes. Hypoxia in deep water restricts fishes to oxygenated shallows (Eby & Crowder 2002) , where early in the summer season feeding is likely to be less profitable because of lower prey densities, thereby decreasing fish growth rates. (3) Probably the most important effect is the loss of prey resources over the summer across most of the estuary (Thomson 1998 , Sullivan & Gaskill 1999 . The deeper experimental site that experienced intermittent hypoxia demonstrated a large decline in invertebrate prey density. In addition, experimental croaker in August had a low occurrence of high-caloric prey, such as clam tissue and a higher occurrence of low caloric prey such as hydroids and plant matter, compared with the diets of those caged in June. This same trend of an increase in the frequency and abundance of low-calorie prey later in the season was observed in field-captured Atlantic croaker in the Neuse River Estuary (Sullivan & Gaskill 1999) .
Although exposure to hypoxia can reduce growth rates in fishes (e.g. Bedja et al. 1987) , it is unlikely that this was the direct cause of observed differences in individual growth rates between the treatment sites. Caged croaker at deeper sites were exposed to occasional episodic hypoxia during both June and August 1999, but growth rates were highest in the deep site during June, implying that the indirect effects of hypoxia resulting from modification of prey resource abundance may overwhelm any direct effects of this short-term exposure to low dissolved oxygen on juvenile croaker growth.
We attribute differences in growth rates from the field survey to the differences in extent of hypoxia rather than salinity (1998 had the highest growth and lowest salinity). However, if salinity played a major role, we might expect the response of croaker and spot to vary, as these species have different salinity preferences (Lassuy 1983 , Phillips et al. 1989 and are therefore likely to have different growth responses to salinity changes.
Our results support Breitburg's (1992 Breitburg's ( , 1997 expectations that episodic hypoxic disturbances alter ecological interactions, both through increasing the potential for intra-and interspecific competition and by increasing predator/prey ratios after extensive hypoxic periods. These disturbances typically cause little to no direct fish mortality, and because fishes are motile, they can both leave the hypoxic area and recolonize quickly. Sessile invertebrates, however, are killed during sustained hypoxic disturbances, and must rely on passive transport of their motile life stage (usually larval) to reinvade the disturbed area . Consequently, predator/prey ratios (of benthic-feeding fish and crabs/ invertebrates) increase following such disturbances, and as available habitat is restricted, both antagonistic interactions and resource competition may become more intense. In addition to modifying prey availability in the disturbed area, prey depletion associated with motile predator accumulation in oxygenated refuges can transmit impacts of hypoxia indirectly to remote, undisturbed refuge habitats (Lenihan et al. 2001) . If resources are limiting after the cessation of the disturbance, these constraints may persist as a legacy of the disturbance (as suggested by prey data in Lenihan et al. 2001) . Similar to other physical disturbances, hypoxia affects lower trophic levels (zooplankton and/or benthic invertebrates) directly and induces cascades of effects propagating upwards through the food web (e.g. acidification: Frost et al. 1999) .
Our conservative estimates of the effects of observed reductions in juvenile growth rate lead to a projected decrease in population growth rate. A change in population growth rate of this magnitude translates into substantial differences in population sizes. For example, after 25 yr, the population of croaker in the Neuse River Estuary scenario, reflecting current conditions of impaired water quality, would be only half the level predicted for the baseline scenario. A limitation of this model is that we have no information to parameterize potential effects associated with these disturbances that could impact demographic rates of other life stages that may covary with the effects that we modeled.
As we alter the estuarine habitat through nutrient loading and hypoxia, juvenile growth and survival may play a larger role in affecting both production and population regulation for demersal species. Achieving the goal of quantifying the effects of environmental quality on fish populations has been challenging because of the large amount of interannual variability in abundance. Using population data to extract these relationships will, at a minimum, require several decades of data -if it is possible given the multiple stresses on the systems and high recruitment variability associated with many coastal species. To effectively determine the extent of these effects on fish populations we need to develop a fundamental understanding of the mechanisms that link water quality to fish mortality, recruitment and growth. By isolating and quantifying the sublethal chronic effects on vital rates, the present study has identified some impacts on fish populations and demonstrated how declines in dissolved oxygen and subsequent degradation of bottom habitat reduces the suitability of estuarine habitats for demersal fishes and their associated fisheries.
