Introduction and Results
In this chapter, we study the uniqueness problems of entire or meromorphic functions concerning differential polynomials that share one value with multiplicity using weighted sharing method. We prove two main theorems which generalize and improve the results of Fang and Fang [5] , Dyavanal [6] and others and also solves the open problem posed by Dyavanal [6] . This method also yields some new results.
In 2002 , Fang and Fang [5] proved the following results. Open Problem : Can CM shared value be replaced by an IM shared value in Theorems 3.1.3 -3.1.5 ?
In this chapter, we present a unified approach of investigating uniqueness problems of entire or meromorphic functions concerning differential polynomials that share one value with multiplicity using weighted sharing method and also solves above open problem.
Definition and Lemmas
Following are some of the lemmas that are required to prove our results.
Definition 3.2.1 [7] . Let be a non-negative integer or infinity. For ∈ ℂ ∪ {∞}, we denote by ( , ) the set of all -points where an -point of multiplicity is counted times if ≤ and + 1 times if > . If ( , ) = ( , ) , we say that , share the value with weight .
We write , share ( , ) to mean that , share the value with weight . We note that , share the value IM or CM iff they share ( , 0) or ( , ∞) respectively. and be two non-constant meromorphic functions. If and share 1 CM one of the cases holds :
the same inequality holding for T(r,g) ;
is the counting function of zeros of , where a simple zero is counted once and a multiple zero is counted two times. Similarly , we define 2 ( , ) .
Lemma 3.2.2 [5]
. Let and be two non-constant meromorphic functions and let be a positive integer. If (1, ) = (1, ) , then one of the following cases must occur :
, where (∕ = 0) , b are two constants.
where 11 ( ,
is the counting function of common simple 1-points of both and .
Lemma 3.2.3 [10] . Let and be two non-constant meromorphic functions. If and share 1 IM , then one of the following cases must occur:
and be two meromorphic functions, and let ≥ 6 be a positive integer. If
Using the method in [5] and introducing the order of multiplicity , we prove the following lemmas.
Lemma 3.2.5 Let ( ) and ( ) be two non-constant meromorphic functions, whose zeros and poles are of multiplicities at least , where is a positive integer. Let be a
where (∕ = 0) , are two constants , then
(ii) for ≥ 3 , either ≡ for a constant such that = 1 , where = ( + + 1, + , . . . . . . , + 1) , or and satisfy the algebraic equation
) .
Note : See Lemma 3.2.6 for the case = 1 .
Proof. By Lemma 2.2.4 , we have
By assumption , zeros and poles of and are of multiplicities at least , i.e,
We know that
Therefore using multiplicity , we write
and by Lemma 2.2.4 , we have
by the first fundamental theorem , we get
From (3.2.4) and (3.2.6) , we get
Similarly , we get
and ( , ) = ( , ).
Without loss of generality , we suppose that ( , ) ≤ ( , ) , ∈ , where I is a set with infinite measure . Next , we consider three cases.
Case 1. ∕ = 0, −1. If − − 1 ∕ = 0, then by (3.2.1) we have
By the Nevanlinna's second fundamental theorem , we have
Using multiplicity and Lemma 2.2.3 , we have
by (3.2.7) , we get
we obtain ( + − 4) ≤ 3 which contradicts ( − 3 ) ≥ 2.
If − − 1 = 0, then (3.2.1) becomes
we obtain that ( + − 2) ≤ 2 which contradicts ( − 3 ) ≥ 2.
Case 2. = −1 . Then (3.2.1) takes the form as
If + 1 ∕ = 0 , then
Similarly , we can deduce a contradiction as in Case 1.
If + 1 = 0 , then (3.2.1) becomes ≡ 1
Let 0 be a zero of ( ) with multiplicity . Then by (3.2.8) , 0 is a pole of ( ) with multiplicity . Thus by (3.2.8) ,
Hence , by simple computing we obtain
Let 1 be a zero of ( ( ) − 1) with multiplicity 1 , then 1 is a pole of ( ) with multiplicity 1 then by (3.2.8) , we get
By (3.2.8) , we know that
Combining above two equations , we obtain
using (3.2.9) and (3.2.10) , we get
For ≥ 2 , giving specific values for and which satisfies ( − 3 ) ≥ 2 , we deduce
which is a contradiction.
Case 3. = 0 . Then (3.2.1) gives = + − 1 .
Similarly , we can again deduce a contradiction as in Case 1.
on integrating , we obtain * = + +1
If ∕ = 0 , then by the Nevanlinna's second fundamental theorem and Lemma 2.2.4 , we have
we obtain that ( − + 1) ≤ 3 which contradicts ( − 3 ) ≥ 2 .
Using Lemma 3.2.4 , we obtain ≡ .
(ii) For ≥ 3. Let ℎ = . If ℎ is a constant , then substituting = ℎ in (3.2.11) , we deduce
which implies that ℎ = 1 , where = ( + + 1, + , . . . . . . , + 1) .
Thus ( ) = ( ) for a constant such that = 1 , where
If ℎ is not a constant , then we know by (3.2.12) that and satisfy the algebraic equation ( , ) ≡ 0 , where
This completes the proof of Lemma. For = 1 , we get the following result in the improved form.
Lemma 3.2.6 Let and be two non-constant meromorphic functions, whose zeros and poles are of multiplicities at least , where is a positive integer. Let be a positive
where (∕ = 0) , are two constants , then either ≡ or
where ℎ is a non-constant meromorphic function.
For entire functions , we have the following result .
Lemma 3.2.7 Let ( ) and ( ) be two non-constant entire functions, whose zeros are of multiplicities at least , where is a positive integer. Let be a positive integer
where (∕ = 0) , are two constants , then (i) for = 1 and = 2 , ≡ ;
Using the same argument as in the proof of Lemma 3.2.5 , we easily prove the Lemma 3.2.6 and 3.2.7.
By using the notion of weighted sharing and order of multiplicity, one can de- 
where ℎ is a non-constant meromorphic function. 
where
By Lemma 2.2.4 , we have ( ,
By the first fundamental theorem , we have
where 1 , 2 , . . . , are distinct roots of algebraic equation
Substituting (3.3.7) and (3.3.8) in (3.3.6) , we obtain
Adding above two equations , we get
By (3.3.1) , we have Suppose that (i) in Lemma 3.2.1 holds , then we have
Using (3.3.10) and (3.3.11) , we get
3.14)
From (3.3.9) and (3.3.14), we deduce that
By hypothesis , zeros and poles of and are of multiplicities at least s , i.e
Therefore using (3.3.4) and (3.3.5) , (3.3.15) becomes
we obtain ( − − 1) ≤ 9 which contradicts our hypothesis ( − − 1) ≥ 10 .
Thus , by Lemma 3.2.1 we get either ≡ 1 or ≡ .
Next we consider two cases.
)
Proceeding as in the proof of Lemma 3.2.5 and 3.2.6 , we get a contradiction.
Proceeding as in the proof of Lemma 3.2.5 and 3.2.6 , we get the conclusion of Theorem 3.3.1.
(ii) Let ≥ 2 . By using the definitions of counting functions , 11 and ( +1 we get the following
Suppose that (i) in Lemma 3.2.2 holds , then by above inequality we have
. ,
If 0 is a zero of ( − 1) with multiplicity ≥ + 1 , then 0 is a pole of ′ , then we
using multiplicity , we can write this as
Similarly ,
Substituting (3.3.10) , (3.3.11) , (3.3.17) , (3.3.18) in (3.3.16) , we obtain
Therefore (3.3.9) becomes .3.19) using (3.3.4) and (3.3.5) , we get
we obtain ( − − 2) ≤ 21 2 which contradicts our hypothesis ( − − 2) ≥ 11 .
Hence and satisfy (ii) in Lemma 3.2.2 i.e ,
Then by Lemma 3.2.5 and 3.2.6 , we get the conclusion of Theorem 3.3.1.
(iii) Let = 1 . Again by using the definitions of and 11 , we have
Suppose that (i) in Lemma 3.2.2 holds , then using above inequality we have
If 1 is a zero of ( − 1) with multiplicity 1 ≥ 2 , then 1 is a pole of ′ , then we have
using multiplicity , we have
Substituting (3.3.10) , (3.3.11) , (3.3.21) , (3.3.22) in (3.3.20) , we obtain
Therefore (3.3.9) becomes .3.23) using (3.3.4) and (3.3.5) we get
we obtain ( − − 5) ≤ 15 which contradicts our hypothesis ( − − 5) ≥ 16 .
where (∕ = 0) , are two constants.
Then by Lemma 3.2.5 and 3.2.6 , we get the conclusion of Theorem 3.3.1. Suppose that (i) in Lemma 3.2.3 holds , then we have
Substituting (3.3.10) , (3.3.11) , (3.3.12) and (3.3.13) , we obtain .3.24) Using (3.3.4) and (3.3.5) , we get
we obtain ( − − 7) ≤ 18 which contradicts our hypothesis ( − − 7) ≥ 19 .
Hence and satisfy (ii) in Lemma 3.2.3 i.e ,
Then by Lemma 3.2.5 and 3.2.6 , we get the conclusion of Theorem 3.3.1. (ii) If = 2 in Theorem 3.3.1 (i) , then Theorem 3.3.1(i) reduces to Theorem 3.1.4.
(iii) If = 2 and = 1 in Theorem 3.3.1 (iv) then Theorem 3.3.1 (iv) reduces to Theorem 3.1.1. 
Proof . Since f and g are entire functions , we have ( , ) = 0 and ( , ) = 0 .
Let F , G , * , * be defined as in the proof of Theorem 3.3.1.
Note that
Proceeding as in the proof of Theorem 3.3.1.
(i) Let = ∞ , then we have from (3.3.15) that
Therefore by (3.3.4) and (3.3.5) , we have
we obtain ( − − 1) ≤ 4 which contradicts our hypothesis ( − − 1) ≥ 5 .
Thus , by Lemma 3.2.1 we get either ≡ 1 or ≡ . Since and are entire functions , we easily derive a contradiction when the case ≡ 1 . Therefore ≡ i.e ,
Proceeding as in the proof of Lemma 3.2.7 , we get the conclusion of Theorem 3.3.2.
(ii) Let ≥ 2 .
Suppose that (i) in Lemma 3.2.2 holds , then we have from (3.3.19) that
we obtain ( − − 2) ≤ Then by Lemma 3.2.7 , we get the conclusion of Theorem 3.3.2.
(iii) Let = 1 . Suppose that (i) in Lemma 3.2.2 holds , then we have from (3.3.23) that
+2
( 1 + 2 ) ( , ) + ( , ) + ( , ) ( + + 1)( ( , ) + ( , )) ≤
( 1 + 2 ) ( , ) + 2 Then by Lemma 3.2.7 , we get the conclusion of Theorem 3.3.2.
(iv) Let = 0 .
Suppose that (i) in Lemma 3.2.3 holds , then we have from (3.3.24) that Then by Lemma 3.2.7 , we get the conclusion of Theorem 3.3.2. 
