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ABSTRACT 
 
 The field of statistical research in weather allows for the application of old and 
new methods, some of which may describe relationships between certain variables better 
such as temperatures and pressure.  The objective of this study was to apply a variety 
of traditional and novel statistical methods to analyze data from the National Data Buoy 
Center, which records among other variables barometric pressure, atmospheric 
temperature, water temperature and dew point temperature. The analysis included 
attempts to better describe and model the data as well as to make estimations for certain 
variables. The following statistical methods were utilized: linear regression, non-response 
analysis, residual analysis, descriptive statistics, parametric analysis, Kolmogorov-
Smirnov test, autocorrelation, normal approximation for the binomial, and chi-squared 
test of independence.  Of the more significant results, one was establishing the Johnson 
SB as the best fitting parametric distribution for a group of pressures and another was 
finding that there was high autocorrelation in atmospheric temperature and pressure 
for small lags.   This topic remains conducive to future research, and such endeavors may 
strengthen the field of applied statistics and improve our understanding of various 
weather entities.   
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1.  INTRODUCTION 
 
This thesis addresses many aspects of statistics applied to weather.  Data from 
buoys located in the Gulf of Mexico along with readings from inside a hurricane were 
analyzed using universally accepted and novel statistical methods.  This paper focused on 
barometric pressure, water temperature, atmospheric temperature, dew point 
temperature, date, time and location. 
One goal was to do statistical analysis of the variables and create a regression 
model to estimate pressure based on the three types of recorded temperatures.  Hourly 
readings were collected from a specific buoy from the Gulf of Mexico within the National 
Data Buoy center and then analyzed statistically using descriptive statistics, correlation 
matrix, and graphs (scatter plots and histograms).  Traditional linear regression developed 
models in which the explanatory variables used included individual temperatures, second 
degree terms, and squares of these terms.  Variable selection was then discussed, 
particularly AIC and BIC.  Also, residual analysis was demonstrated completely for one 
model, examining different tests and graphs.  These tests are graphs include those suggest 
by Johnson and Wichern in their book Applied Multivariate Statistical Analysis. The 
Bonferroni test was employed to check for outliers. Finally, a novel method of non-
response analysis developed by Dr. Rebecca Wooten in her paper “Statistical Analysis of 
the Relationship Between Wind Speed, Pressure and Temperature” [14] created three non-
response analysis models to derive estimates of pressure. Traditional linear regression 
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models were then contrasted against the non-response models to gauge the fit of each 
model.  
The next effort undertaken was parametric analysis of pressure. Parameters were 
established for a variety of distributions. Then, Kolmogorov-Smirnov tested the goodness 
of fit of each of these distributions. PDF, CDF, and minimum and maximum formulas were 
established for the best fit distribution. The pressure at the buoy during several hurricanes 
in the Gulf was plugged into the CDF to find the probability that that pressure or a pressure 
less than that would exist in the best fit distribution.  
Since each reading is associated with a specific date and time these were brought 
into the analysis and examined for autocorrelation for different lags of k for atmospheric 
temperature and pressure. In other words, efforts were made to identify a relationship 
between a pressure reading at time i and a time i +k. 
Several other statistical topics were demonstrated. A tree diagram was developed to 
show the relationships of the directional changes of atmospheric temperatures and 
pressures over certain time periods. Next, normal approximation of binomial was utilized 
to check the null hypothesis: the probability of an increase or decrease in atmospheric 
temperature has equal probability.  This was tested separately for each node at a certain 
level.  Also, the chi-squared test for independence was included, testing if the directional 
change in the average daily atmospheric temperature readings is independent from the 
average daily pressure readings. Finally, a few methods were employed to create models 
for estimating the pressure within a hurricane based on pressures at specific buoys within 
the Gulf.  
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As research has already been started in this field, several articles already published 
served as the framework from which to carry on further research. The works of Dr. 
Rebecca Wooten including Statistical Environmental Models: Hurricanes, Lightning, 
Rainfall, Floods, Red Tide and Volcanoes demonstrate some current research combining 
weather and statistics [13].  In Statistical Environmental Models: Hurricanes, Lightning, 
Rainfall, Floods, Red Tide and Volcanoes, a wide variety of topics are covered and applied 
to a variety of natural weather occurrences.   Kerry A. Emanuel is a leader in combining 
general math and some statistics with weather analysis.  Some of his works include The 
dependence of hurricane intensity on climate and The theory of hurricanes.  Though his 
works date back to the early 1990s, they are still relevant and can be used as a spring board 
into more research.  Though his number of published works are less, Irving Perlro is 
another author. A particularly useful paper of his on statistics and weather was 
“Relationship of central pressure of hurricane Esther (1961) and the sea surface 
temperature field.”  Though this paper focused on the pressure inside storms primarily, it 
remains interesting and will be addressed later in this thesis [9].  
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2.  REGRESSION AND MODELING 
 
2.1 Statistical Analysis and Modeling 
Regression analysis was performed on the 42036 Station data for 2011 [8].  The 
data comes from the National Data Buoy Center (www.ndbc.noaa.gov) and contains the 
four variables shown in Table 2-1 along with the time of their reading. 
 
Table 2-1:  Variables, definitions, units and abbreviations used in this paper [8]    
Variables Definition Units Abbrev. 
Pressure Sea level pressure at buoy hPa p 
Atmospheric 
temperature 
Temperature at sensor heights on buoy Celsius a 
Water temperature Sea surface temperature Celsius w 
Dew point temperature Dew point temperature taken at the same 
height as the air temperature measurement 
Celsius D 
Note: Dew point temperature can be further defined as the temperature in which air must cool to 
reach saturation and form dew. [8]    
  
This station is referred to as the West Tampa Buoy and is located at 28°30'0" N 
84°31'0" W.  Figure 2-1 shows its location in the Gulf. 
 
Figure 2-1:  Location of Station 42036 on Map 
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First, data regression analysis was done on the data to estimate the barometric 
pressure by collectively using the atmospheric temperature, water temperature, and 
dew point.  Each reading is treated as if an individual data reading does not dependent on 
time. 
Early in the modeling process, two charts were calculated and checked: the 
descriptive statistics of the variables and the correlation matrix. 
 
Table 2-2:  Descriptive statistics for pressure and the temperatures 
  
Bar 
Pressure 
Atmospheric 
Temperature 
Water 
Temperature 
Dew Point 
Temperature 
Mean 1,017.06 22.7 24.28 18.16 
Standard Error 0.05 0.06 0.05 0.06 
Median 1,016.90 22.9 24 19.6 
Mode 1,017.10 28 28.5 22.8 
Standard 
Deviation 4.41 5.25 4.55 5.78 
Sample Variance 19.47 27.58 20.71 33.46 
Kurtosis 0.39 -0.47 -1.21 0.46 
Skewness 0.07 -0.5 -0.19 -1 
Range 35.9 26.3 17.4 30.7 
Minimum 996.9 5.2 15.1 -3.2 
Maximum 1,032.80 31.5 32.5 27.5 
Sum 8,867,757 197,943 211,658 158,329 
Count 8,719 8,719 8,719 8,719 
 
There are several things that should be noted in Table 2-2.  First, the means for the 
temperatures are similar.  Also, despite the fact the mean is almost 1,000 times larger for 
pressure compared to the temperatures, the ranges and standard deviations are similar for 
all four variables.  This would hint that the intercept is significant in the regression model 
estimating the pressure.  This will be tested for later in this paper.   
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 The coefficient of variation of a variable is found using the following formula: 
 % = 100 ∙ ̅ 
Listed in Table 2-3, the coefficients of variation for each variable serve as 
meaningful descriptions of how the proportion of each variable’s variation compares to its 
average.  This is a warning to the statistician that a small variance and covariance can lead 
to misleading results in correlation analysis.   
 
Table 2-3: Coefficients of variation for the four variables 
Coefficient of Variation  
 Bar Pressure                                        0.0043  
 Atmospheric Temperature                                        0.2313  
 Water Temperature                                        0.1875  
 Dew Point Temperature                                        0.3186  
 
Next we looked at the correlation matrix.  This method checks for the linear 
correlation between the variables.  If x is one of the variables and y is the second variable, 
their correlation is calculated using the following formula [2]: 
 = ∑
 − (∑)(∑
)∑ − (∑) ∑
 − (∑
) 
The correlation matrix for the 3 temperatures and pressure are found in Table 2-4. 
 
Table 2-4: Correlation matrix for pressure and temperatures  
  Pressure 
Atmospheric 
Temp 
Water 
Temp Dew Point 
Pressure 1 -0.523 -0.470 -0.504 
Atmospheric 
Temp -0.523 1 0.920 0.866 
Water Temp -0.470 0.920 1 0.694 
Dew Point -0.504 0.866 0.694 1 
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The diagonal is 1, because the data is perfectly correlated with itself.  Water 
temperature and atmospheric temperature are the most linearly correlated.   
We also can note that the correlations of each of the temperatures are negative or 
inversely correlated.  This is particularly interesting since it is in contrast to the findings of 
Perlroth [9].  His paper was on storm data though and since volume and other things also 
come in play it is not necessarily alarming are results leaned in opposite directions. 
The scatter plots of these three response variables and the pressure can be seen in 
Figure 2-2 through Figure 2-4.  All three plots depict the negative correlation established 
initially through a correlation matrix.  The water temperature’s horizontal finger-like shape 
was also interesting.  There appears to be certain water temperatures that had very few 
readings though there were many readings larger and smaller than these temperatures.  The 
extreme values apparent in the plot jump out of the majority of the points.  The most 
extreme values (extremely low) values for pressure happen at a larger water temperature, 
which falls in step with negative correlation.  We can see though that there are two more 
fingers of extreme values showing lower pressure around 18 and 20 degrees Celsius.  The 
water temperature alone will not be enough to predict these values. 
 
Figure 2-2: Scatter plot of the pressure and the atmospheric temperature 
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Figure 2-3: Scatter plot of the pressure and the water temperature 
 
 
Figure 2-4: Scatter plot of the pressure and the dew point temperature 
 
The first regression model checked is just the first-order explanatory variables and 
the intercept.  R-squared, useful in describing how accurate a regression model is, is in this 
case 0.2845.  This is low value and wouldn’t consider this a reliable model.  The higher the 
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R
2
 the better, but an R
2
 of 60% or lower isn’t reliable. The formula below shows the 
analytical form of this model.  
̂ = 1026.919 − 0.197 − 0.0854 − 0.18295 
Note that the key for the abbreviations for a, w and d are in Table 2-1.  Although 
this model doesn’t have a large R-squared, all three coefficients and the intercept are found 
significant at a 1% level of significance.    
Another good judge of the fit of the model to the data is the MSE or Mean Squared 
Error.  This number is the average of the residuals squared, for this model the MSE is 
13.934. 
 
 
2.2 Residual Analysis 
 
To get some insight how to continue, we analyzed the residuals.  A residual matrix 
can be constructed by the formula [2]: 
̂ =  −  +  +  +  =  − ̂ 
These errors should be randomly and normally distributed with a mean 
approximately equal to zero and close to equal variance with small correlation.  For this 
model, the mean is approximately zero, but the standard deviation is 3.73.  This is higher 
than ideal.  The plots we look at to confirm these characteristics during model checking are 
as follows: residuals and response values, residuals and contributing variables, a QQ plot, a 
histogram of the residuals, the residuals with time and the contributing variables with the 
estimated pressure [7]. 
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In some of these figures listed, we are looking for the residuals’ dependence on the 
variables.  We are looking for trends or shapes, for example cones and curves [7].  Two 
hypothetical depiction of what cones and curves may look like are shown in Figure 2-5. 
 
Figure 2-5:  Hypothetical depictions of cones and curves 
 
Again, Figure 2-6 demonstrates the residuals for the model plotted against the 
pressures, predicted and actual. One plot demonstrates a pattern, while the other does not.  
The one we are the most concerned with having a pattern is the graph of the residuals and 
the predicted pressures.  The other graph is included to just give us another viewpoint.  
This graph shows that the majority of the number is the mean, so smaller numbers tend to 
fall below the actual. 
 
Figure 2-6: Scatter plot of residuals and predicted pressure 
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 The following graphs serve as a check to make sure the residuals are not dependent 
on the explanatory variables. Atmospheric and water temperature are the two with the 
most interesting pattern.  Residuals appear to be larger for smaller values for atmospheric 
temperature.  This is something we will want to consider as we continue the regression 
analysis.  We might want to create a model for when the atmospheric temperature is 
above 10 degrees Celsius and a separate one for below 10 degrees.  To test this theory, we 
ran a model using only the 101 data points where the atmospheric temperature was less 
than 10 degree Celsius.  This model made with the same three variables has an R-squared 
of 0.3953 versus the 0.284 of the original model.  There is also a very interesting over-
estimation for the pressure when the water temperature is 20 degrees.   
 The range and variance shown in Table 2-2 are also depicted in the following 
graphs. Note that there is a bigger range of data for atmospheric temperature compared to 
water temperature and other descriptive statistics.  Also note that for all three variables 
have the most concentration of data around 25-30.  
 
 
Figure 2-7:  Scatter plot of residuals and atmospheric temperature 
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Figure 2-8:  Scatter plot of residuals and water temperature 
 
 
Figure 2-9:  Scatter plot of residuals and dew point temperature 
 
 QQ plots can be used to test normality.  This is done by checking if the QQ plot, 
plotting the simulated normal data against the actual data, is a straight line through (0,0).  If 
it is, then it can be said that the hypothetical data and the actual data come from the same 
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underlying distribution.  Figure 2-10 does not show this: there is bowing.  We would 
therefore conclude that this distribution is not normal.   
 We also tested the goodness of fit of the residuals being normally distributed using 
Kolmogorov-Smirnov. This test also rejected the hypothesis that the residuals are normal 
with a p-value of 2.1x10
-16
.   Residuals for a good model should be normally distributed.  
 
 
 
Figure 2-10:  QQ Plot of the residuals to check for normality 
 
 From the histogram, the residuals do not appear normal, but instead skew left.  This 
also is not ideal as a final model.  I would also note the extreme value for the one residual.  
All the estimations that fall greater than 15 units from the actual pressure take place 
between 10:00 PM on October 18 and 10:00AM on October 19.  There is no recorded 
hurricane or tropical storm in the Atlantic at that time.  The skew of the residuals is 
calculated as−0.7083.   
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Figure 2-11: Histogram of residual 
 
 Figure 2-12 through Figure 2-14 all show a negative correlation between the 
estimated pressure and each of the explanatory variables.  This is appropriate that the 
estimation for pressure should have a similar correlation and relation as the actual 
pressure. 
 
 
Figure 2-12: Plot of the estimated pressure and the atmospheric temperature  
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Figure 2-13:  The plot of the estimated pressure and the water temperature  
 
. 
 
 
Figure 2-14:  The plot of the estimated pressure and the dew point temperature                         
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2.3 Variable Considered for Regression Model 
 
Next second order terms were added.  Second order terms are the products of the 
variables, two at a time.  For example, 3
2
=3, so three more would increase our number of 
variables from three to six.  The R-squared of this model is 0.289 with an MSE of 13.844.  
That R
2 
tells us it isn’t a reliable prediction model.   
 = 1021.875 + 0.47596 + 0.1391 − 0.7417 − 0.0293 + 0.00056
+ 0.024 
Transformations of the variables are steps to attempt to create a better model.  They 
homogenize the variance and help some of the patterns in the residual plots. The two most 
common useful transformations are the natural log and the square of the data.   
The natural log transformation yields an R-squared of a 0.288.  This is still not a 
high enough R-squared to be reliable and this model is not recommended to estimating 
pressure; however, it does show that temperature is a significantly contributing factor.  The 
analytical form is found in the formula below. 
ln	() = 6.929 + 0.00047 + 0.00014 − 0.00072 − 0.000029
+ 0.00000044 + 0.000024 
We would like to note that all the coefficients are significant at an alpha level of 
10% except  . 
The square transformation has a similar R-squared of 0.2903.  The analytical form 
is in the following formula. 
 = 1044290.29 + 969.088 + 284.2623 − 1518.0438 − 59.8268
+ 1.3674 + 48.9984 
17 
 
It should be noted again for this model that all the coefficients are significant except 
. 
Let us next add the squared terms.  If a is the atmospheric temperature, w is the 
water temperature and d is the dew point, the model for the estimated pressure has the 
following formula.  This brought the explanatory variables count up to nine.   
 = 1018.07 − 0.039 + 0.926 − 0.68 − 0.057 − 0.027 + 0.0495
+ 0.0397 − 0.0145 − 0.002 
This model has an R-squared of 0.293 and an MSE of 13.77.  Estimations using this 
model will be referred to as  .  With an R-squared near 0.3, this model does not give a 
reliable estimate of pressure. 
 
2.4 Outliers 
 Another concept that should be considered is that of outliers.  There are many 
ways to predict outliers.  The three methods of selecting outliers in samples are the 
Bonferroni Outlier Test and the IQR Test.  The Bonferroni Test finds which value is most 
extreme and its p-value.   
 According to the Bonferroni Outlier Test the data value -18.86 residual (data 
point 6947) would be considered an outlier with a test statistic of -5.093, an unadjusted p-
value of 0.00000036 and Bonferroni p-value of 0.00314.  We are going to include this data 
point since the R-squared only improves from 0.2932 to 0.2936, and thus we would not 
consider it a very influential outlier and therefore one that need not be excluded.  
 The IQR test creates a range from 150% of the IQR below the first quartile and 
150% of the IQR above the third quartile.   There are 141 values that fall below this range 
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and 173 that fall above the range.  In total this is approximately 4% of the data.  Removing 
these values decreases the R-squared to 0.2657, but fortunately the MSE also decreases to 
11.19522.  With both of these occurring together, the change is not too significant. 
 
2.5 Rank Contributing Variables 
 
 
 Furthermore we ranked these explanatory variables using backwards elimination 
in Table 2-5.  One is considered the most contributing and nine is the least contributing.  
Note that all these variables are significant with an alpha of 1% in the model including only 
these terms. 
Table 2-5:  Three temperatures listed from most contributing to least 
Contributing Variables Rank 
Atmospheric Temp 1 
Dew Point Temperature 2 
Water Temp 3 
 
 
 Table 2-6 shows the same backward elimination ranking process results, but 
includes the three explanatory variables, but also the interaction terms and the square of 
each of the interaction variables. Something interesting to point out is the interaction term 
between atmospheric temperature and water temperature is the most contributing while 
atmospheric temperature by its self is the least contributing.   
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Table 2-6:  All considered variables listed from most contributing to least 
Contributing Variables Rank 
Product of Atmospheric Temp and Water Temp 1 
Dew Point Temperature 2 
Product of Water Temp and Dew Point 3 
Atmospheric Temp Squared 4 
Water Temp 5 
Product Atmospheric Temp and Dew Point 6 
Water Temperature Squared 7 
Dew Point Temp Squared 8 
Atmospheric Temp 9 
 
 
2.6 Variable Selection 
 
To decide which explanatory variables should be included, we will next undertake 
several methods of variable selection.  
First let us consider choosing the model based on Akaike Information Criteria 
(AIC) [7].  This method takes into account the residual sum of squares and calculates an 
AIC value for each model by using the following formula: 
 = 	   ℎ!	!"#	#$	%&	'#!	&%	 ℎ!$%!	" ℎ		$! !, "(#")	" !(!  * + 2 
The smaller the AIC, the better the model is considered.  With an AIC value of 
22873.7 the following model is deemed the best. 
 = 1018 + 0.8903 − 0.695 − 0.0655 − 0.03447 + 0.05337 + 0.04605

− 0.0113
 
So, the explanatory variables it would not include are 	and 	.  All but one of the 
remaining variables are significant at the 1% level of significance.    The exception is , 
which is still significant, though at the 10% level of significance.  It could be argued to 
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leave atmospheric temperature as a variable despite its lack of significance, because it is 
considered good practice to include both of the first-degree terms if the second order term 
is deemed significant regardless of whether or not the first-degree terms themselves are 
significant.   
Another method is called BIC, Bayesian Information Criteria.  This method finds its 
statistics for the model with the following formula [7]: 
+ = 	   ℎ!	!"#	#$	%&	'#!	&%	 ℎ!$%!	" ℎ		$! !, "(#")	" !(!  * + 	%)() 
Just as in AIC, the smaller the BIC, the better.  However, BIC differs from AIC in 
that it tends to punish a model more for having excessive variables [12].  The best model 
for the estimated pressure with a BIC value of 22924.24 is as follows: 
 = 1019 + 0.772 − 0.644 − 0.0873 − 0.03986 + 0.0561
+ 0.06033 
This model excludes the same two variables as AIC, but it also excludes	.  All 
variables included in this model are significant at the 1% level of significance.  The same 
point made above about including the first-degree terms that make up an included second 
order term could be made in this situation as well, but just as before we have chosen to pick 
the included components based solely on specified methodology. 
There are many other methods of variable selection we will not be considering for 
this paper.   
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2.7 Non-Response Analysis 
So far, all of the models we’ve used serve to minimize the residual error or the 
distance between the estimate for pressure and the actual pressure vertically.  A two 
dimensional depiction of this concept is Figure 2-15. 
 
 
Figure 2-15:  Depiction of example of minimizing vertical distance 
 
The formula for the estimate for the pressure for the previous model is as follows: 

 = , + , ∙  + ⋯ + , ∙  
The method described in Dr. Rebecca Wooten’s paper Statistical Analysis of the 
Relationship Between Wind Speed, Pressure and Temperature [14] minimizes the 
perpendicular distance to the line instead of the vertical distance.  Figure 2-16 is a depiction 
of this minimization process.  
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Figure 2-16:  Depiction of non-response analysis 
 
The following model is then created. 
	1 = 
 +  + ⋯ +  
The coefficients are established through regression: through algebraic manipulation, 
the “response” is 1, the intercept is forced to be zero, and the pressure is included in the 
model as a “contributing term”.  This equation could still be used to estimate the pressure 
using the other variables.  This is done by solving the equation for the pressure.  This 
method is particularly useful in regression if the interaction between the response variable 
and the explanatory variables is having an effect.   
We created a model using non-response analysis.  The x’s included pressure, 
atmospheric temperature, water temperature, dew point, two-way interactions, and the 
square of each of the 4 variables.  With a as the atmospheric temperature, w as the water 
temperature, d as the dew point and p as the pressure, this model’s formula is as follows: 
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1 = 0.001949 + 0.000565 + 0.000103 + 0.00028 − 0.00000055
− 0.00000009 − 0.000000274 − 0.00000038
+ 0.000000004 + 0.00000039 − 0.00000095
− 0.000000307 − 0.00000002 + 0.00000001 
The p-value for all the variables is significant at the 5% level of significance except 
the interaction between atmospheric and water temperature, atmospheric squared, and 
dew point squared.   They were removed from the model due to their lack of significance.  
The new model is as follows: 
1 = 0.001949 + 0.000591 + 0.0000882 + 0.000266 − 0.00000058
− 0.000000079 − 0.00000026 − 0.0000004
+ 0.0000004 − 0.00000095 − 0.0000003 
All these coefficients are significant at a 5% level of significance. This model 
estimates the response to one 99.99% better than zero with a mean square error of 
0.000000000405 for the response of 1.   The formula for the model above could be 
manipulated into a quadratic equation to find the value for pressure.  This formula is 
shown below: 
0 = −0.0000009498̂
+ −0.0000005758 − 0.0000000793075 − 0.00000026213
+ 0.001949̂ + (0.0005906099 + 0.0000881556
+ 0.000265806 − 0.000000403087 + 0.0000003998
− 0.00000030123 − 1) 
The formula for the estimated pressure is as follows: 
̂ = −, ± √, − 4(
2  
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Where  
  = −0.0000009498 
, = −0.0000005758 − 0.0000000793075 − 0.00000026213 + 0.001949 ( = 0.0005906099 + 0.0000881556 + 0.000265806 − 0.000000403087
+ 0.0000003998 − 0.00000030123 − 1 
If , − 4( is a negative value then the estimate for pressure would not be real; if 
it is negative this is most likely due to rounding error and we will be replacing the value of 
, − 4( with zero.  This error only happens for three of the over 8,000 data values.  
This method gives two answers due to the plus or minus function in the numerator.  
We will refer to the number calculated with – , + √, − 4( as the numerator as 
 and 
 when the numerator is – , − √, − 4(.   Both of these estimates have the denominator 
shown in the above formula, 2.  We will be looking at a third estimate as well.  This 
estimate is the average of 
 and  , which can also be written as the following formula: 
. = −,
2  
 
Table 2-7: Some measures of accuracy of estimate 
 Mean Residual Mean Squared Error 

 5.31622 42.96626 
 -2.51007 20.7604 
. 1.40307 15.93179 
 
 We find that overall they are good estimates though the mean square error for the 
 model has a lower MSE.  This is to be expected since the goal of the other model is to 
limit the mean squared error, while the non
 The descriptive statistics of the different non
compared in Table 2-8 below.  
are larger for the actual pressure
in the graph of these models (Figure
and the estimates are all more temperate.   
 
Table 2-8:  Comparison for the descriptive s
 
Figure 2-17 shows the 4 
notice that all the estimates whethe
have extremely similar shapes.  Though overall the estimates bow down midyear correctly
the local spikes and dips for the estimates do not match the actual.  
 
Actual 
Pressure
Mean 1017.061 1017.061
Standard Error 0.047 0.026
Median 1016.900 1016.863
Mode 1017.100 1017.265
Standard Deviation 4.412 2.389
Sample Variance 19.467 5.708
Kurtosis 0.394 -0.019
Skewness 0.075 0.640
Range 35.900 12.676
Minimum 996.900 1012.704
Maximum 1032.800 1025.381
-response estimates with different goals.  
-response models and the 
We notice that the standard deviation, variance and range 
 compared to any of the estimations.  This is also visible 
 2-16): the actual extreme values are underrepresented 
 
tatistics  
estimates in Table 2-8 alongside the actual 
r the traditional method or the non-response
 
Difference 
from Actual
Difference 
from Actual
Difference 
from Actual
0.000 1011.745 5.316 1019.571 2.510 1015.658
0.022 0.021 0.026 0.033 0.014
0.037 1011.337 5.563 1019.459 2.559 1015.454
0.165 1013.479 3.621 1020.383 3.283 1016.931
2.023 1.963 2.449 3.120 1.292
13.759 3.853 15.614 9.733 9.734
0.413 0.554 0.161 -0.617 1.011
0.565 0.988 0.914 0.366 0.292
23.224 10.755 25.145 14.825 21.075
15.804 1009.196 12.296 1012.871 15.971 1011.590
7.419 1019.950 12.850 1027.696 5.104 1023.606
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  are 
 
pressure.  We 
 method 
, 
Difference 
from Actual
1.403
0.027 0.021
1.446
0.169
2.485 1.927
6.174 13.293
-0.308 0.701
0.596 0.522
12.015 23.885
14.690
9.194
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Where: 
 
Series 1= Actual Pressure  Series 4=  
Series 2=      Series 5= . 
Series 3=  
 
 
 
Figure 2-17:  Actual and estimated pressure over time 
We zoomed in on Figure 2-17 in Figure 2-18.  Here you can better see the 
relationship between the estimates.  The 
 estimates are the lowest and  are the highest 
in all situations while the traditional method and the average of these two estimates fall in-
between them and close to each other.  Though at certain points they are very close to 
being the same values, the traditional method is almost always larger than the average of 
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the non-response estimates.  There are only three examples where the non-response average 
method yields a larger value over the whole year. 
 
 
 
Where 
Series 1= Actual Pressure  Series 4=  
Series 2=      Series 5= . 
Series 3=  
 
 
Figure 2-18:  Figure 2-17 Zoomed in on April 15- May 30 
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3.  PARAMETRIC ANALYSIS OF PRESSURE 
 
3.1 Fitting Distributions  
The historical data used for this chapter are October and November in 2006 and 
2011 from Station 42036.  These hourly readings total 2,918.  This station was chosen, 
because it is a station in the Gulf that has been recorded for many years without missing 
many readings for the pressure.  October and November were chosen, because they are at 
the end of hurricane season and have Hurricanes Lili (1996), Mitch (1998) and Wilma 
(2005) in the center of the time period to use in comparisons later on.  The two years, 2006 
and 2011, were used because there were no hurricanes in the Gulf in October and 
November of those years. One parametric goodness of fit method was performed, the 
Kolmogorov-Smirnov Test.  Each distribution creates a p-value that is compared to several 
alphas; 20%, 15%, 10%, 5%, 1% and .1%.  In the end the 55 distributions shown in the 
table below are also ranked based on the p-value. 
Note, parametric analysis would be more appropriately done on individual data 
points that are not time-related.  For this chapter, we will be assuming independence from 
time.  The best parameters for each of the following distributions are shown in Table 3-1.  
These were found through the method of moments, maximum likelihood estimates, least 
squares estimates and method of L-moments. 
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Table 3-1:  Parameters for the different probability distribution 
 
Distribution Parameters Distribution Parameters
a1=5.5325  a2=2.4586 Laplace l=0.32126  m=1016.7
a=996.9  b=1025.5 Levy s=1016.7
Burr k=17.922  a=294.4  b=1028.6 Levy (2P) s=18.078  g=996.66
k=0.45066  a=0.77281 Log-Gamma a=2.5484E+6  b=2.7171E-6
b=1.3871  g=996.9 Log-Logistic a=405.75  b=1016.7
Cauchy s=2.5048  m=1017.8 Log-Logistic (3P)
a=3.3395E+8  b=8.1870E+8  g=-
8.1870E+8
Chi-Squared n=1016 Log-Pearson 3
a=5.8404  b=-
0.00179  g=6.9348
Chi-Squared (2P) n=20  g=996.26 Logistic s=2.427  m=1016.7
Dagum k=181.91  a=2.1953  b=36.522 Lognormal s=0.00434  m=6.9243
k=403.31  a=22.966 Lognormal (3P) s=0.01577  m=5.6412  g=734.86
b=65.696  g=913.8 Nakagami m=13383.0  W=1.0337E+6
Erlang m=53342  b=0.01906 Normal s=4.4021  m=1016.7
Erlang (3P) m=1469  b=0.11684  g=845.1 Pareto a=50.869  b=996.9
Error k=1.5317  s=4.4021  m=1016.7 Pareto 2 a=80.489  b=80580.0
Error Function h=0.16063 Pearson 5 a=64347.0  b=5.4912E+7
Exponential l=9.8357E-4 Pearson 5 (3P)
a=1747.6  b=3.2448E+5  g=830.
92
Exponential (2P) l=0.0505  g=996.9 Pearson 6
a1=143.85  a2=4.6494E+9  b=3.2
974E+10
Fatigue Life a=0.00379  b=1270.9 a1=1702.0  a2=2480.8
Fatigue Life (3P) a=0.0016  b=2764.7  g=-1748.0 b=211.99  g=871.11
Frechet a=265.67  b=1014.5 Pert m=1019.5  a=996.9  b=1025.5
Frechet (3P) a=23.682  b=207.21  g=896.23 l1=0.02077  g1=996
Gamma a=53342.0  b=0.01906 l2=0.99928  g2=21.7
Gamma (3P) a=1566.2  b=0.11198  g=841.31 a1=0.97153  b1=2760.3  g1=996
Gen. Extreme Value k=-0.57442  s=4.781  m=1015.8 a2=3.4542  b2=24.696  g2=3.9
Gen. Gamma k=1.15  a=61344.0  b=0.01906 Power Function a=2.5035  a=996.9  b=1025.5
k=1.2373  a=729.59 Rayleigh s=811.21
b=0.15638  g=896.79 Rayleigh (2P) s=14.349  g=996.89
Gen. Logistic
k=-
0.15035  s=2.3459  m=1017.3 Reciprocal a=996.9  b=1025.5
Gen. Pareto k=-1.7078  s=24.452  m=1007.7 Rice n=1372.5  s=2.2737E-13
Gumbel Max s=3.4323  m=1014.7 Student's t n=2
Gumbel Min s=3.4323  m=1018.7 Triangular m=1020.8  a=996.88  b=1025.6
Hypersecant s=4.4021  m=1016.7 Uniform a=1009.1  b=1024.3
Inv. Gaussian l=5.4233E+7  m=1016.7 a=64.338  b=7.0471  g=6.5465
Inv. Gaussian (3P)
l=5.0266E+8  m=2139.1  g=-
1122.5 d=-0.614  x=1004.6
g=-2.3443  d=1.7495 Weibull a=293.37  b=1018.7
l=46.114  x=980.83 Weibull (3P) a=39.551  b=51.165  g=898.75
a1=9.6432  a2=5.3672 Johnson SU No fit
a=979.15  b=1026.7
Wakeby
Pearson 6 (4P)
Phased Bi-
Exponential
Phased Bi-Weibull
Gen. Gamma (4P)
Johnson SB
Kumaraswamy
Beta
Burr (4P)
Dagum (4P)
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The first test is the Kolmogorov-Smirnov Test with the following hypotheses: 
/:	0ℎ!	 	#!
")	" ",# "%	&%%	 ℎ!	!("&"!	%! 	/:	0ℎ!	 	#!
")	" ",# "%	%! &%%	 ℎ!	!("&"!	%! 
 The test statistic for Kolmogorov-Smirnov was calculated using the following 
formula. 
1 = max

234 − " − 15 , "5 − 3(4)6 
 This test statistic is used to find the p-value for the test.  This p-value is the 
probability something that extreme or more extreme would happen assuming the null 
hypothesis is correct.  So the larger the p-value the less likely we will be able to reject that 
underlying distribution follows the distribution in questioned or that it is more likely to be 
from that distribution. 
 Table 3-2 shows the top twenty distributions tested and their corresponding test 
statistics and ranks.  We note that Johnson SB, Wakeby, and Kumaraswamy are the top 
three. 
The top ranked distribution for the specific group of buoy pressures is Johnson SB.  
With Kolmogorov-Smirnov, a p-value of 0.1398 was reached.  So at a 5% level of 
significance we cannot reject the null hypothesis that Johnson SB could be the underlying 
distribution for the pressure at the buoy for the specific Octobers and Novembers in 
question.  There are other goodness of fit tests that could have also been done to test the 
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underlying distribution of a sample including Anderson- Darling and Chi-Squared.  We 
will only be considering Kolmogorov-Smirnov for this paper though. 
Table 3-2:  Kolmogorov-Smirnov Test Ranking and Test Statistic 
 
 
 
3.2  Best Fit Distribution 
 Johnson SB may be found for the best fit for many things in nature.  This 
distribution is applicable to epidemiology and forestry [10] for example.  This distribution 
is appealing to random variables bound by extremes [6].   
 
Distribution Test Statistic Rank
Johnson SB 0.0213 1
Wakeby 0.0235 2
Kumaraswamy 0.0236 3
Gen. Extreme Value 0.0247 4
Log-Pearson 3 0.0253 5
Burr 0.0272 6
Weibull 0.0299 7
Gumbel Min 0.0316 8
Gen. Logistic 0.0389 9
Beta 0.0421 10
Log-Logistic (3P) 0.054 11
Fatigue Life (3P) 0.0736 12
Erlang (3P) 0.0753 13
Inv. Gaussian 0.0755 14
Normal 0.0756 15
Nakagami 0.0759 16
Gamma 0.0761 17
Lognormal 0.0763 18
Log-Gamma 0.0764 19
Erlang 0.0767 20
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The pdf including the parameters from Table 3-1 is shown in the formula below.  
& = 1.7495
46.114√27 ∙  − 980.8346.114 (1 −  − 980.8346.114 ) exp	 89−
1
2
−2.3443
+ 1.7495	 :  − 980.8346.114
1 −
 − 980.83
46.114
;*
* 
 
Figure 3-1: PDF for Johnson SB and histogram for Oct-Nov data 2006 and 2011 for 42036 
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Figure 3-2:  CDF for Johnson SB and Histogram for Oct-Nov Data from 2006 and 2011 
for Bouy 42036 
 
A Cummlative Density Fuctions or a CDF for a value of  is represents the 
probability of x or a value less than x.  Which can be expressed in the following formula for 
continuous distributions. 
3 = < &  

 
 The Cummlative Density Function  for Johnson SB with the previously mentioned 
parameters from Table 3-1 is shown below: 
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3 = =−2.3443 + 1.7495	ln	 :  − 980.8346.114
1 −
 − 980.83
46.114
;* 
The formula for the distribution for the maximum and minimum respectively can 
also be derived from the following equations: 
3 = 3() 
3 = 1 − (1 − 3) 
The specific corresponding minimum and maximum functions are the following 
formulas: 
3() = 1 − Φ−2.3443 + 1.7495	ln	 :  − 980.8346.114
1 −
 − 980.83
46.114
;*

 
3() = 1 −
8>
9
1 − Φ−2.3443 + 1.7495	ln	 :  − 980.8346.114
1 −
 − 980.83
46.114
;*
?@
A
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3.3 Hurricane Analysis Using Johnson SB 
Three hurricanes that went through the Gulf of Mexico in either October or 
November outside the years included in the parametric analysis were next considered.  
These hurricanes were Hurricane Lili of 1996, Hurricane Mitch of 1998 and Hurricane 
Wilma of 2005.  We located the lowest pressure at buoy 42036 during the time each 
hurricane was in the Gulf.  Then we considered the CDF for Johnson SB established in 
Section 3.2, plugging in these lowest pressures for each as the x value in the CDF based on 
the years without a hurricane in the Gulf in October and November (2006 and 2011).  This 
methodology told us the probability of that pressure or something lower happening if the 
distribution is from an underlying Johnson SB distribution with the parameters from Table 
3-1.  We hypothesized that the lowest pressure at the buoy during the hurricane will have 
less than a 5% chance of something that extreme or more extreme occurring.  
In 1996 the lowest pressure reading at buoy 42036 during Hurricane Lili was 984.  
The following formula shows F(984) or the calculation for the CDF with 984 as the x  
value: 
3 = =−2.3443 + 1.7495	ln	 : 984 − 980.8346.114
1 −
984 − 980.83
46.114
;* 
B < 984 = 0.00000000000253172 
So there is much less than a 1% level of significance that this would happen on its 
own. 
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In 1998 the lowest pressure the 42036 buoy saw during Hurricane Mitch was only 
1006.2.   
3 = =−2.3443 + 1.7495	ln	 : 1006.2 − 980.8346.114
1 −
1006.2 − 980.83
46.114
;* = 0.0231796 
This is not significant at a 1% level of significance.  It is at 5%, but not at 1%.   
The final storm is Hurricane Wilma of 2005.  The minimum of the buoy during this 
storm was 1002.3 
3 = =−2.3443 + 1.7495	ln	 : 1002.3 − 980.8346.114
1 −
1002.3 − 980.83
46.114
;* = 0.00486167 
Or B < 984 = 0.00486167 
So again this one is significant at a 1% level of significance at this buoy.  Not all 
buoys were significant at 1%, but they were all significant at a 5% level.  A use for the 
parametric analysis could be to determine if a hurricane may be somewhere in the Gulf by 
checking if the pressure is significantly lower than an alpha of 5%.   
3.4 Confidence Intervals based on Johnson SB 
 Another useful application for the CDF is creating approximate confidence 
intervals.  In section 3.3 we plugged a pressure in for x to find the probability.  The reverse 
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is also valid.  To create approximate confidence intervals, we plug a desired probability in 
and solve for the corresponding pressure.   
 The formulas below show the boundaries for acquiring a 90% confidence interval: 
0.05 = =−2.3443 + 1.7495	ln	 :  − 980.8346.114
1 −
 − 980.83
46.114
;* 
And 
0.95 = =−2.3443 + 1.7495	ln	 :  − 980.8346.114
1 −
 − 980.83
46.114
;* 
The approximation for the confidences intervals for 80%, 85%, 90%, 95% and 99% are 
shown in Table 3-3 below.   
 
Table 3-3:  Upper and lower limits for approximate confidence intervals for pressure 
  
Upper 
Limit 
Lower 
Limit 
Confidence Level of 75% 1020.09 997.64 
Confidence Level of 80% 1020.82 996.27 
Confidence Level of 85% 1021.61 994.69 
Confidence Level of 90% 1022.51 992.78 
Confidence Level of 95% 1023.62 990.21 
Confidence Level of 99% 1025.09 986.42 
 
Furthermore, note how the distance from the lower limit for the interval with a 
confidence level of 75% to the lower limit of the next confidence level of 80%’s lower 
limit is much less than the comparison of the lower limits of the 90% and 95% confidence 
intervals.  The same is true for the upper limits.  This occurs because of the shape of the 
distribution: bell-shaped.  Table 3-3 can be used to make confidence statements, for 
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example, “we are 99% confident that the true mean of the underlying distribution falls 
between 1025.09 and 986.42”.  
The approximate confidence intervals were also found for the minimum and 
maximum.  These can be seen in Tables 3-4 and 3-5 for minimum and maximum 
respectively.  An example of a minimum confidence statement is “we are 75% confident 
that the minimum falls between 982.44 and 984.03.” 
 
Table 3-4:  Upper and lower limits for approximate confidence intervals for the minimum 
Lower Limit Upper Limit 
Confidence Level of 75% 982.44 984.03 
Confidence Level of 80% 982.36 984.12 
Confidence Level of 85% 982.26 984.23 
Confidence Level of 90% 982.13 984.37 
Confidence Level of 95% 981.94 984.58 
Confidence Level of 99% 981.62 984.98 
 
An example of a statement using the approximate confidence intervals for the 
maximum is “we are 75% confident that the true maximum for the underlying distribution 
is between 1025.92 and 1026.44.” 
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Table 3-5:  Upper and lower limits for approximate confidence intervals for the maximum 
  Lower Limit Upper Limit 
Confidence Level of 75% 1025.92 1026.44 
Confidence Level of 80% 1025.89 1026.47 
Confidence Level of 85% 1025.85 1026.50 
Confidence Level of 90% 1025.81 1026.54 
Confidence Level of 95% 1025.74 1026.60 
Confidence Level of 99% 1025.60 1026.70 
  
It is further noted that 984 is the only of the 3 readings during the hurricanes in 
Section 3.3 that falls in the approximate 95% confidence interval for the minimum. 
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4.  OTHER STATISTICAL TOPICS 
 
4.1  Autocorrelation 
In the previous chapters we assumed that each reading was independent and 
identically distributed and not dependent on time.  Let us look into the effect time is having 
on the data.   
Autocorrelation has several purposes: to; detect lack of randomness in data and to 
attempt to create a time series model.  The k autocorrelation is defined as [5]: 
 
 = ∑ 4 − 4C4
 − 4C∑ 4 − 4C  
 
The k autocorrelation for the data from Buoy Station 42036 in 2012 were appraised  
for different amounts of lag for pressure and atmospheric temperature.  Table 4-1 and 4-
2 are the autocorrelations for the barometric pressure while Tables 4-3 and 4-4 are the 
autocorrelations for the atmospheric temperature.  Tables 4-1 and 4-3 list the correlations in 
order by the amount of lag and Tables 4-2 and 4-3 list them in order of the rank.  
  
41 
 
Table 4-1: K autocorrelation for pressure in station 42036 in 2012 ordered by lag 
 
AMOUNT OF 
LAG 
RANK Correlation 
  
AMOUNT OF 
LAG 
RANK Correlation 
In 
Days In Hours   
In 
Days In Hours 
0.0417 1 1 0.9952   11.5 276 16 0.2255 
0.25 6 2 0.9461   13 312 14 0.2393 
0.5 12 3 0.9206   14.5 348 19 0.2066 
1 24 4 0.7986   16 384 15 0.2347 
1.5 36 5 0.622   17.5 420 18 0.2087 
2 48 6 0.4932   19 456 25 0.1807 
2.5 60 7 0.3563   20.5 492 32 0.1517 
3 72 9 0.2889   22 528 34 0.1322 
3.5 84 17 0.2237   23.5 564 43 0.0635 
4 96 20 0.2062   25 600 37 0.1035 
4.5 108 27 0.1721   26.5 636 24 0.1821 
5 120 26 0.1751   28 672 22 0.2014 
5.5 132 29 0.1576   29.5 708 33 0.1375 
6 144 28 0.1659   31 744 39 0.0953 
6.5 156 30 0.156   32.5 780 44 0.0578 
7 168 23 0.1875   34 816 42 0.0797 
7.5 180 21 0.2044   35.5 852 41 0.0941 
8 192 13 0.249   37 888 38 0.1029 
8.5 204 10 0.2724   38.5 924 40 0.0952 
9 216 8 0.2928   40 960 36 0.1117 
9.5 228 11 0.2685   41.5 996 31 0.1538 
10 240 12 0.263   43 1032 35 0.1291 
 
  
42 
 
Table 4-2: K autocorrelation for pressure in station 42036 in 2012 ordered by rank 
 
AMOUNT OF 
LAG 
RANK Correlation 
  
AMOUNT OF 
LAG 
RANK Correlation 
In 
Days 
In 
Hours   In Days 
In 
Hours 
0.0417 1 1 0.9952   7 168 23 0.1875 
0.25 6 2 0.9461   26.5 636 24 0.1821 
0.5 12 3 0.9206   19 456 25 0.1807 
1 24 4 0.7986   5 120 26 0.1751 
1.5 36 5 0.622   4.5 108 27 0.1721 
2 48 6 0.4932   6 144 28 0.1659 
2.5 60 7 0.3563   5.5 132 29 0.1576 
9 216 8 0.2928   6.5 156 30 0.156 
3 72 9 0.2889   41.5 996 31 0.1538 
8.5 204 10 0.2724   20.5 492 32 0.1517 
9.5 228 11 0.2685   29.5 708 33 0.1375 
10 240 12 0.263   22 528 34 0.1322 
8 192 13 0.249   43 1032 35 0.1291 
13 312 14 0.2393   40 960 36 0.1117 
16 384 15 0.2347   25 600 37 0.1035 
11.5 276 16 0.2255   37 888 38 0.1029 
3.5 84 17 0.2237   31 744 39 0.0953 
17.5 420 18 0.2087   38.5 924 40 0.0952 
14.5 348 19 0.2066   35.5 852 41 0.0941 
4 96 20 0.2062   34 816 42 0.0797 
7.5 180 21 0.2044   23.5 564 43 0.0635 
28 672 22 0.2014   32.5 780 44 0.0578 
 
 
Some things can be noted from the above tables.  The autocorrelation is very high 
from one hour to twelve hours.  It continues to decrease from there steadily until around a 
72-hours lag.  At that point, continuing to a 240-hours lag, the correlation is low and 
plateaus.  This can be seen pictorially in Figures 4-1 and 4-2.   
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Let us next look at the change in time of day caused by the lag and its effect.  From 
a 1-hour lag to a 4-day lag, it continues a steady decrease, because the lag size is having 
more effect than comparing different times of day, but after that point the lag of 4.5 days 
has a smaller autocorrelation coefficient than 5 days.  This continues with a 5.5-day lag 
being less autocorrelated than 6 days and a 6.5-day lag having a lower coefficient than 7 
days, and so on.  Once the autocorrelation gets down around zero it fluctuates from positive 
and negative, but either way not finding significant correlation.  Since this was set up with 
just one year’s data, too much data was lost once the lag was over the half-year point.  For 
future studies, it might be helpful to include multiple years to better see the larger lags.   
 
 
Figure 4-1: Autocorrelation plot for pressure with lag less than 44 days 
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Figure 4-2:  Autocorrelation plot for pressure with lag less than 134 
 
Next the autocorrelation for atmospheric temperature was found.  With the 
autocorrelation for a 29-day lag still being above 75%, temperature is definitely highly 
autocorrelated.  In comparison to the pressure though, we notice the lag needs to be 
significantly larger before the correlation decreases.  It needs to be 71 days away before the 
autocorrelation coefficient is below 0.25.  This is a fifth of a year.  Unlike the 
autocorrelation for pressure the temperature autocorrelation doesn’t oscillate around 0, 
but instead continues to be become more negative up through a half-year lag.  The 6-month 
lag has a negative autocorrelation of 37%.  This is still not an alarmingly high 
autocorrelation, but something to note.  It appears that many times we can assume the 
temperature in 6 months is a similar distance from the mean, but on the opposite side of 
that mean.   
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Table 4-3:  K autocorrelation for atmospheric temperature in station 42036 in 2012 
ordered by lag 
 
AMOUNT OF 
LAG 
RANK Correlation 
  
AMOUNT 
OF LAG 
RANK Correlation 
In 
Days In Hours   
In 
Days 
In 
Hours 
0.0417 1 1 0.9957   11.5 276 20 0.7662 
0.25 6 2 0.9749   12 288 22 0.7631 
0.5 12 3 0.9444   12.5 300 23 0.7611 
1 24 4 0.9019   13 312 15 0.7709 
1.5 36 5 0.8479   13.5 324 17 0.7673 
2 48 6 0.814   14 336 18 0.7671 
2.5 60 11 0.7833   14.5 348 24 0.7601 
3 72 21 0.7648   16 384 30 0.7462 
3.5 84 29 0.7475   17.5 420 35 0.7066 
4 96 32 0.7442   19 456 37 0.6924 
4.5 108 33 0.7393   20.5 492 38 0.6848 
5 120 31 0.7457   22 528 39 0.6719 
5.5 132 28 0.7485   29 696 9 0.7919 
6 144 26 0.7522   36 864 34 0.7338 
6.5 156 27 0.7489   43 1032 36 0.6935 
7 168 25 0.7578   50 1200 40 0.5999 
7.5 180 16 0.7684   57 1368 41 0.5158 
8 192 10 0.7869   64 1536 42 0.3708 
8.5 204 7 0.7954   71 1704 43 0.243 
9 216 8 0.7938   78 1872 44 0.0634 
9.5 228 14 0.777   85 2040 45 -0.0225 
10 240 19 0.7669   92 2208 46 -0.1594 
10.5 252 12 0.7806   99 2376 47 -0.2377 
11 264 13 0.7791   106 2544 48 -0.3663 
 
  
46 
 
Table 4-4:  K autocorrelation for atmospheric temperature in station 42036 in 2012 
ordered by rank 
 
AMOUNT OF 
LAG 
RANK Correlation 
  
AMOUNT OF 
LAG 
RANK Correlation 
In 
Days 
In 
Hours   
In 
Days 
In 
Hours 
0.0417 1 1 0.9957   7 168 25 0.7578 
0.25 6 2 0.9749   6 144 26 0.7522 
0.5 12 3 0.9444   6.5 156 27 0.7489 
1 24 4 0.9019   5.5 132 28 0.7485 
1.5 36 5 0.8479   3.5 84 29 0.7475 
2 48 6 0.814   16 384 30 0.7462 
8.5 204 7 0.7954   5 120 31 0.7457 
9 216 8 0.7938   4 96 32 0.7442 
29 696 9 0.7919   4.5 108 33 0.7393 
8 192 10 0.7869   36 864 34 0.7338 
2.5 60 11 0.7833   17.5 420 35 0.7066 
10.5 252 12 0.7806   43 1032 36 0.6935 
11 264 13 0.7791   19 456 37 0.6924 
9.5 228 14 0.777   20.5 492 38 0.6848 
13 312 15 0.7709   22 528 39 0.6719 
7.5 180 16 0.7684   50 1200 40 0.5999 
13.5 324 17 0.7673   57 1368 41 0.5158 
14 336 18 0.7671   64 1536 42 0.3708 
10 240 19 0.7669   71 1704 43 0.243 
11.5 276 20 0.7662   78 1872 44 0.0634 
3 72 21 0.7648   85 2040 45 -0.0225 
12 288 22 0.7631   92 2208 46 -0.1594 
12.5 300 23 0.7611   99 2376 47 -0.2377 
14.5 348 24 0.7601   106 2544 48 -0.3663 
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Figure 4-3: Autocorrelation plot for atmospheric temperature  
 
 
Figure 4-4: Autocorrelation plot for atmospheric temperature  
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4.2 Tree Diagram  
Tree Diagrams are a good way to graphically show the probability and outcomes of 
a study.  In Figure 4-5 below, a tree diagram shows the outcomes of the 362 readings from 
Station 42036 in 2011.  These 362 readings are the average of each of the day’s hourly 
readings.   All the 362 readings are first split based on the previous two days directional 
change in pressure or whether pressure at time t-2 minus pressure at time t-1 is positive or 
negative.  Each of these two groups are shown in the diagram in level 2 nodes (ovals).  
Next each of those groups are split for the direction of the change from the prior days to the 
current or whether the pressure at time t-1 minus the pressure at time t is positive or 
negative.  This split is shown in Figure 4-5 and 4-6 as pentagons.  The final split in the data 
shown on the trees is the directional change in atmospheric temperature from time t-1 to 
time t. 
While the figure above depicts the situation based on the frequency, Figure 4-5 
(below) shows a similar tree except with relative frequency or proportions.   This can be 
very useful to put the frequency values into perspective.  Let us look at the farthest branch 
to the left in the fourth row or outlined in a rectangle.  The number is 43.  This is a larger 
number than the branch on the bottom all the way to the right (30), the one next to it (42) 
and the one a third over (38); however, we see that while on their respective third-level 
node (pentagon), going to the farthest node to the left actually has the smallest probability 
of any of the other mentioned nodes.  For some purposes it is important to understand the 
probability of the events and Figure 4-6 could be helpful. 
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Figure 4-5:  Tree diagram with frequencies 
There are 362 applicable average day 
readings at Station 42036 in 2011 
174 of these days the 
reading increased from 
the day before 
 
189 of these days the 
reading decreased from 
the day before 
117 of these 
days 
followed 
another drop 
the day 
before 
72 of these 
days 
followed an 
increase the 
day before 
102 of these 
days followed 
another 
increase the 
day before 
72 of these 
days 
followed a 
decrease the 
day before 
43 days 
have a 
decrease 
in 
tempera- 
ture  
19 days 
have a 
decrease 
in 
tempera-
ture  
53 days 
have an 
increase 
in 
tempera-
ture  
38 days 
have a 
decrease 
in 
tempera-
ture  
74 days 
have an 
increase 
in 
tempera-
ture  
64 days 
have an 
increase 
in 
tempera-
ture  
42 days 
have a 
decrease 
in 
tempera-
ture  
30 days 
have an 
increase 
in 
tempera-
ture  
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Figure 4-6:  Tree diagram with proportions  
4.3 Normal Approximation for Binomial 
Let us next look at the four level-three nodes, they are shaped like pentagons.  We 
will test to see if at each individual node there is equal likelihood that the temperature will 
have decreased or increased.  Since there are more than five in each of the categories at the 
final nodes, we can use normal approximation for the binomial to test if there are equal 
chances in each specific situation for the pressure to increase or decrease, when on the 
third-level of nodes.  Please see Table 4-5 below.  This chart shows the test statistics and 
48.8% of these days the 
reading increased from 
the day before 
 
52.2% of these days the 
reading decreased from 
the day before 
61.9% of 
these days 
followed 
another drop 
the day 
before 
38.1% of 
these days 
followed an 
increase the 
day before 
58.6% of these 
days followed 
another 
increase the 
day before 
41.4% of 
these days 
followed a 
decrease the 
day before 
36.8% 
days have 
a 
decrease 
in 
tempera- 
ture  
26.4% 
days 
have a 
decrease 
in 
tempera-
ture  
73.6% 
days have 
an 
increase 
in 
tempera-
ture  
37.3% 
days 
have a 
decrease 
in 
tempera-
ture  
63.2% 
days have 
an 
increase in 
tempera-
ture  
62.7% 
days have 
an 
increase 
in 
tempera-
ture  
58.3% 
days 
have a 
decrease 
in 
tempera-
ture  
41.7% 
days 
have an 
increase 
in 
tempera-
ture  
There are 362 applicable average day 
readings at Station 42036 in 2011 
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their corresponding p-values. The formula that was used in calculating the test statistic is 
also shown below: 
D = ̂ − E(1 − )  
In the above formula, ̂ is the actual proportion observed and  is the assumed 
underlying proportion being tested, 50%.  A 50% proportion would mean that at the 
specific third-level (pentagon) node there is the same chance of the temperature going up as 
it is of going down.  Note the reason that there are two test statistics for the nodes is one is 
for the increase and one is for the decrease from that node.  Since they are calculated the 
same with the same absolute value of the numerator, the two test statistics off a node will 
be additive inverses of each other.  If the test statistic for the two-tail test was negative then 
the probability of the corresponding direction (increase or decrease) is less than 50% and 
vise versa if the test statistic is positive.  
Table 4-5:  Test statistic and p-value for the third to fourth level  
Node Test Statistic Decrease/Increase P-Value 
D D  -2.856/2.856 0.0042 
I  D -4.005/4.005 0.000062 
I  I -2.155/2.155 0.0312 
D I 1.409/-1.409 0.1588 
Where D D refers to the pressure decreasing then decreasing again; I I, an increase 
followed by another increase;  D I, decrease then increase; and I D, increase then decrease 
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(all are referring to average daily pressure from one day to the next).  They are in the same 
order in the table above as reading from left to right in the tree diagrams. 
This tells us that at a 5% level of significance, we are more likely to have a drop in 
temperature following two hours of decreasing pressure, an increase then a decrease in 
pressure, or two hours of increase in temperature.  After a decrease then increase in 
pressure does an increase in temperature appear more likely, but it should be noted that it 
is not significantly likely with a 5% level of significance.   
4.4 Chi-Squared Test for Independence 
Let us now consider each of the 362 data buoy readings from 2011, whether or not 
the pressure went up or down that hour, and look at the connection using the statistical 
method of Chi-Squared Test of Independence.  We are testing if the directional changes in 
atmospheric temperature and pressure’s daily averages from one day to the next day are 
independent.  
The following three charts show the process step by step.  First the Observed table 
is filled in based on the data.  Next the Expected is calculated.  Expected refers to what you 
would expect in each of the categorical boxes if the variables are completely independent.  
The expected value is calculated using the following formula where F is the expected 
value for row i and column j,  is the total observed for row i, ( is the total observed in 
column j, and n is the total number observed. 
F =  × (  
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For example the expected value for both the pressure and the atmospheric 
temperature decreasing is calculated with the following formula: 
73.93388 = 	189 × 142
363
 
Once these Observed and Expected tables are made, the final Chi-Squared Table is 
calculated using the following formula: 
G = (H − F)F  
With the final test statistic of 6.601 calculated as the sum of all the G s. 
Table 4-6:  Observed values for directional change 
Pressure 
Decrease Increase Total 
Temperature Decrease 62 80 142 
increase 127 94 221 
Total 189 174 363 
Table 4-7:  Expected values if temperature and pressure were independent 
 Pressure 
Decrease Increase Total 
Temperature Decrease 73.93388 68.06612 142 
increase 115.0661 105.9339 221 
Total 189 174 363 
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Table 4-8:  Chi-Squared Value included Test Statistic  
Pressure 
Decrease Increase 
Temperature Decrease 1.926283 2.092342 
increase 1.237702 1.344401 
6.600728 
The chi squared test statistic of 6.600728 gives us a p-value of 0.01094.  This 
allows us to reject the null hypothesis that they are independent at an alpha of 5% and say 
that whether the temperature increases or decreases is dependent on whether the pressure 
has increased or decreased.  With an alpha of 1% we fail to reject the null hypothesis, and 
that implies the directional changes in pressure and temperature’s daily averages from 
one day to the next are independent. 
 
4.5 Predicting Pressure in a Hurricane with Buoy Pressure 
This chapter will explore a possible method of predicting the pressure in a 
hurricane using buoy pressure.  It is not that easy to get the readings inside a hurricane; 
however, while buoy readings are automated and readily available.  It would be a nice 
discovery if we could estimate the pressure of a hurricane based on the pressure of other 
buoys.  We looked at four buoys’ pressures and their distance from the hurricane.  There 
were 16 readings of pressure for Lili in 2002 while she was in the Gulf of Mexico and 
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after she became a Category 2 hurricane according to the UNISYS website, 
http://weather.unisys.com/hurricane/.   [11] 
Figure 4-7 shows the path of the hurricane and the four buoy locations marked in red. 
 
*The background of this figure and hurricane path plot is from Wikimedia Commons. The four 
buoys were then added. 
 
Figure 4-7: Hurricane Lili’s path and buoy locations 
 
The exact location of each buoy‘s latitude and longitudes are shown in Table 4-9. 
Table 4-9:  Locations of buoys that were included in the study 
STATION CODE LATITUDE AND LONGITUDE 
42036 28.500 N 84.517 W 
42001 25.888 N 89.658 W 
42002 25.790 N 93.666 W 
PTAT2 27.828N 97.05W 
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The pressure at the buoy was taken into account along with the distance of the 
buoy from the storm at the time of the reading.  Distance was calculated with the following 
formula [1]: 
 = cos(cos  cos  + sin( ) sin( ) ∗ cos% − % ∗ 6371 
The initial estimate used for p,  is estimated practically and is based solely on the 
four buoys’ pressures.  The first was found with the following formula for the inverse 
distance squared: 
 = 1  + 1  + 1  + 1 1 + 1 + 1 + 1  
The p’s in the formula refer to the pressures at the buoys.  The d’s in the formula are the 
estimated distances from the buoys to the heart of the hurricane.  The distances were 
estimated using latitude and longitude of the buoys and the hurricane at the time of the 
readings. 
Figure 4-7 shows the actual pressure in the hurricane plotted alongside  .  We see that 
the estimated pressure is higher than the actual pressure for all 21 readings. 
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Figure 4-8: Plot of estimated pressure and hurricane pressure over time 
 
In general a hurricane is a low pressure system.  The actual hurricane tends to have 
a lower pressure then its surrounding area.    We can see a drop in the estimated pressure 
at the same time the hurricane pressure is the lowest, but overall it is not a convincing 
estimate done this way.  The MSE for this estimate was 2,192 and the correlation between 
this estimate and the actual is 0.578.  For comparison purposes, we checked the estimated 
the pressure in the hurricane by looking at the pressure in the buoy closest to it.  The MSE 
for that estimate is 2,088.  This is a similar MSE to our estimate for pressure using all the 
buoys and weighted by distance.  Since the closest buoy has the most influence on the 
estimate anyways, it is seen in Figure 4-8 that the previous method for the estimate is 
almost the same as just picking the closest buoy.  Figure 4-8 adds this estimate to the graph 
as well.  
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Figure 4-9:  Plot of two estimated pressure and hurricane pressure over time 
 
 Next, regression was used to attempt to create a better way to estimate the pressure 
in the hurricane using the pressures at the buoys.  First we checked the correlation of each 
of the buoys to the hurricane and each other.   
Table 4-10:  Correlations of the hurricane’s pressure and the buoy pressures 
  hurricane 42036 42001 42002 PTAT2 
hurricane 1  0.1938  0.7858  0.6879  0.4305 
42036 0.1938 1 0.2292 0.6825  0.6916 
42001 0.7858 0.2292 1 0.4947  0.2794 
42002 0.6879 0.6825 0.4947 1  0.9363 
PTAT2 0.4305 0.6916 0.2794 0.9363 1 
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 Note that Stations 42001 and 42002 have the highest correlation with the hurricane.  
This is logical based on the distances as well.  These are the two buoys that the storm goes 
in between.  It is also interesting to note that PTAT2 and 42002 are highly correlated.  We 
need to watch and make sure they are not confounded during regression. 
 First we looked only at the four buoy pressures as the four contributing variables.  
This yielded an R-squared of 0.938, and all the coefficients were deemed significant at the 
5% level of significance.  The model is shown in the following formula for the pressure in 
the hurricane where  is the pressure at buoy a: 
̂ = 2597.361 − 4.1556 ×  + 0.2737 ×  + 8.4887 × 
− 6.20603 ×  
 This model was analyzed in several ways.  After finding the R-Squared shown 
above, we checked the residuals.  The residuals should be normally distributed with a mean 
of zero and a standard deviation close to one.  Kolmogorov-Smirnov Test for goodness of 
fit could not reject that these residuals were normal at any reasonable alpha, 20%-0.1%.  
The mean was zero, but the standard deviation was a little higher than the ideal standard 
deviation of 2.6. 
 Next we checked for patterns in the residuals.  Figure 4-9 shows residuals graphed 
over the estimate of the hurricane pressure. 
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Figure 4-10:  Scatter plot of residuals and estimated pressure 
The purpose of examining this scatter plot was to check for patterns.  An 
exponential curve, for example, would signal the statistician that the modeling of a 
transformation of the data may work better. 
 Next we checked for concerning patterns between the residuals and the hurricane’s 
pressure.  Figure 4-10 shows this relationship. 
 
Figure 4-11:  Scatter plot of residuals and actual observed pressure 
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Next patterns needed to be checked for each of the attributing variables.  Figure 4-
11 shows the graph of all four.  The graph for 42001 shows two data points much smaller 
than the rest.  For the reading where the buoy pressure was 975.4, the hurricane was only 
34 km from the buoy.  The second lowest reading corresponds with the time it was the 
second closest to the buoy.  
 
 
Figure 4-12: The four buoys pressures graphed against the residuals 
 Note that that these depend on time, which was something not taken into account, 
but still important to consider.  
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Figure 4-13:  Scatter plot of residuals and time 
 
 
This has no distinct pattern which is good.  It appears to oscillate between positive 
and negative.  Again the kinds of things we worry about are a curve or a line.  For example, 
if it was too high when it first entered the Gulf and gradually became too low, there may 
have been a flaw in the model and a better way to handle it. Nonetheless, this graph looks 
good.  
The above graphs were looked at for all regressions done in this project. For the 
sake of space and relevance they were not included in this thesis.   
Next we checked to see if this regression estimate was better when the closest buoy 
was closest to the hurricane.  It does not seem that way.  I would hypothesize that the 
regression seems to have taken distance into account by weighting the buoys closer more 
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heavily, because there appears to be no pattern in the graph.  Also the pressure of the 
hurricane happens to intensify (decrease) at the time it is closer to the buoy, which might be 
another reason it naturally worked. 
 
Figure 4-14:  Scatter plot of distance of closest buoy to the hurricane and the residuals 
 We also know the distance the hurricane is from each of the buoys for each of the 
individual readings.  We then add this distance of the buoy from the storm at the time of 
the reading to the model.  First, we add the distance and the product of the distance and 
the pressure.  This second-order term is added to the existing contributable variables.  
With these additions the R-squared increases to 0.994.  This means that using this estimate 
explains 99.4% more of the error above than using the average.  It should be noted though 
that twelve coefficients and an intercept are found using only sixteen data points.  The R-
squared may deceive, and an effort should be made to continue for the best model and not 
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be satisfied since the n is small.  Next we performed backwards elimination, removing 
variables one at a time based on their p-value or level of significance.  The final model 
using this method is shown in the formula below: 
̂ = −0.000089 + 11.785 − 0.01168 + 1.0035
− 4.952 + 0.005187 − 0.00018 
The R-squared for this model is only decreased slightly at 0.992, but it was able to 
eliminate 5 variables and the intercept.  Note that since the model includes a zero intercept, 
the R-Squared was modified to not be the percent change above the intercept, but above the 
mean.  This allows us to appropriately compare it to the R-Squared for the model that 
included the intercept.   All the remaining variables are significant with an alpha level of 
1%. 
Ivan in 2004 followed a similar route as Lili.  This storm was used as a check to 
gauge how well this model could be used to estimate the pressure in other hurricanes 
outside Lili in 2002.  Ivan had 19 readings while it was in the Gulf.  The estimate in Figure 
4-14 was calculated using the model above.   We see that the estimate was too high for all 
of the readings.  Though both the estimate and the actual have an upward trend, the 
estimates increased far more over time than the actual and did not appear to be able to 
detect the dip that happened in the actual around the 16
th
.  
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Figure 4-15:  Pressure over time for the actual readings and the estimated pressure 
This would have been a good discovery, but it does not appear that this model was 
good for estimating the pressure for Ivan and may only be applicable to Lili.  A further 
study could include more buoys, but more importantly, more storms.  I believe that is why 
our model did not work, as there were not enough readings used in the creation of the 
model. 
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6.  CONCLUSION 
 
This thesis sought to apply various statistical methods to weather. Data from buoys, 
including barometric pressure, water temperature, atmospheric temperature, dew 
point, date, time, and location (latitude/longitude) along with readings from inside a 
hurricane were analyzed using universally accepted and novel statistical methods.  Several 
statistical software systems were used including Easy Fit, R, and Microsoft Excel.  
Analyzing these variables with descriptive statistics, correlation matrix, and graphs 
enabled the creation of several regression models to estimate pressure based on the three 
types of recorded temperatures.  A traditional linear regression model was developed from 
use of individual temperatures, second order terms and the squares of these terms. This 
model was referred to as  . It had an R2 of 0.293 and a mean squared of 13.77.   Variable 
selection, particularly AIC and BIC was undertaken for this model. These variable 
selection methods were able to reduce the number of variables to seven plus the intercept 
and six plus the intercept, respectively, without losing much explanatory power.  Finally, 
the Bonferroni test was employed to check for outliers. An outlier was found with a 
significant Bonferroni p-value, but it did not change the resulting regression model when 
removed, so it was retained.    
Also three non-response analysis models were created by a novel method developed 
by Dr. Rebecca Wooten to derive estimates of pressure. A main advantage of this 
method’s employment is that it allowed pressure to be used as an explanatory variable and 
67 
 
include the squared term with pressure. This method, once a formula was established to 
solving for p (pressure) created a model comparable to traditional linear regression. The 
disadvantage was since the pressure squared was found significant, to solve for pressure 
the quadratic formula was required to be used, and this resulted in two answers. The mean-
squared error for  
,   and  .  of the two answers were 42.97, 20.76, and 15.93, 
respectively. The average was the most comparable mean-squared error to  . 
Comparison of all the descriptive analyses of the four estimates for pressure alongside the 
actual pressure descriptive statistics can be found in Table 2-8. 
Parametric analysis of pressure established parameters for a variety of distributions 
(see table 3-1). Then, Kolmogorov-Smirnov tested the goodness of fit of each of these 
distributions, and the best fit identified was Johnson SB with the largest p-value, 0.14. Next, 
the lowest readings at buoy 42036 during hurricanes Lili, Mitch, and Wilma were plugged 
into the CDF. It was determined that the probability of the pressures from Lili and Wilma 
happening under the established parametric distribution at buoy 42036 was less than 1%, 
while the similar probability of the pressure from Mitch was 2.3%.  
For the majority of this research, time series was not taken into account. The 
exception was autocorrelation for pressure and temperatures for different lags, detailed in 
tables 4-1 through 4-4. For pressure at smaller lags, there was extremely high 
autocorrelation but this dropped drastically as lags increased up until a lag of 
approximately five days. At that point, the autocorrelation was very small and continued to 
decrease slowly to approximately zero and oscillate around that for increasingly larger lags. 
Temperature, similarly was highly correlated and had a sharp decline but not to the same 
depth. After a 29-day lag, the autocorrelation was still at 75%. It continued to decrease 
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slowly from there. Different from pressure, once zero autocorrelation had been reached, the 
trend continued to decrease as lags increased. At a six-month lag, the negative correlation 
was 37%.  Though negative 37% is not extremely large, it does indicate that the 
temperature in six months will more likely be on the opposite side of the mean from the 
current temperature.  
Several other statistical topics were demonstrated. A tree diagram was developed to 
show the relationships of the directional changes of atmospheric temperatures and 
pressures over certain time periods (See figures 5-1 and 5-2). Next, normal approximation 
of binomial was utilized to check the null hypothesis: the probability of either an increase 
or a decrease in temperature at level-three nodes was equal (from the pentagon to the 
rectangle).  The null hypothesis was rejected at three of the four nodes. In the other node, 
after a pressure decrease followed by an increase it was not possible to reject the null 
hypothesis. Also, the chi-squared test for independence was undertaken, testing the 
independence of directional change of temperature and pressure from one daily average 
to the next. The test yielded a p value of 0.0109, allowing rejection of the null hypothesis 
that the two variables are independent at an alpha of 5% but not allowing rejection of the 
null hypothesis at an alpha of 1%.  Finally, a few methods were employed to create models 
for estimating the pressure within a hurricane based on pressures at four buoys within the 
Gulf. The first model, based solely on the pressures at the buoys and the inverse distances 
to the hurricane, resulted in estimates for pressure all higher than the hurricane’s pressure 
at every point. This was deemed an inaccurate model. After rejecting the first model, 
regression was included, producing the most successful model of all other attempts. The 
variables included in the regression were the pressures at the buoys, their distances to the 
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hurricane, and the products of the pressure and its corresponding distance. After 
backwards elimination variable selection method, seven terms remained, yielding an R-
squared of 0.992. This model was then applied in an attempt to estimate pressure in 
hurricane Ivan, but this estimate created a large mean-squared error, resulting in the 
conclusion that unfortunately this model cannot be used to estimate pressures in hurricanes 
outside of Lili in 2002.  
In summary, this thesis demonstrates many statistical methods applied to weather. 
Parametric analysis seemed particularly valuable, while creating a regression model based 
solely on temperatures though statistically sound was ultimately not as useful. 
Autocorrelation was also successful, though for future research, inclusion of multiple years 
may yield even stronger results. In all, though much headway has been made in the area of 
statistical method application to weather, the field remains open to growth, giving future 
researchers many avenues for their efforts.  
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