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Abstract
In this work, an H∞ performance fault recovery control problem for a team of multi-agent systems
that is subject to actuator faults is studied. Our main objective is to design a distributed control
reconfiguration strategy such that a) in absence of disturbances the state consensus errors either remain
bounded or converge to zero asymptotically, b) in presence of actuator fault the output of the faulty
system behaves exactly the same as that of the healthy system, and c) the specified H∞ performance
bound is guaranteed to be minimized in presence of bounded energy disturbances. The gains of the
reconfigured control laws are selected first by employing a geometric approach where a set of controllers
guarantees that the output of the faulty agent imitates that of the healthy agent and the consensus
achievement objectives are satisfied. Next, the remaining degrees of freedom in the selection of the
control law gains are used to minimize the bound on a specified H∞ performance index. The effects of
uncertainties and imperfections in the FDI module decision in correctly estimating the fault severity as
well as delays in invoking the reconfigured control laws are investigated and a bound on the maximum
tolerable estimation uncertainties and time delays are obtained. Our proposed distributed and cooperative
control recovery approach is applied to a team of five autonomous underwater vehicles to demonstrate
its capabilities and effectiveness in accomplishing the overall team requirements subject to various
actuator faults, delays in invoking the recovery control, fault estimation and isolation imperfections and
unreliabilities under different control recovery scenarios.
I. INTRODUCTION
Utilization of unmanned vehicles (agents) in operations where human involvement is danger-
ous, or impossible as in deploying mobile robots for planetary surface exploration, autonomous
underwater vehicles for surveying deep sea, among others, has recently received extensive interest
by the research community. In addition, deployment of multiple vehicles such as spacecraft,
mobile robots, or unmanned underwater vehicles instead of using a single vehicle increases the
system performance and reliability, while it will ultimately reduce the cost of the overall mission.
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2In safety critical missions, the agents should have the capability to cope with unexpected
external influences such as environmental changes or internal events such as actuator and sensor
faults. If these unexpected events are not managed successfully, they can lead to the team
instability or cause sever overall team performance degradations. For example, the crash of
the NASA’s DART spacecraft in 2006 was due to a fault in its position sensors [6].
The development of control reconfiguration for multi-agent systems is distinct from the control
design problem of healthy multi-agent systems [4], [21], [23], [28]. This is so in the sense that
the former should be ideally solved on-line and use only local information given that faults
occur at unknown times, have unknown patterns, and the existing fault detection and isolation
(FDI) module in the team information may be available only locally, while the latter problem
can be solved off-line and by potentially using the entire system information. Moreover, due to
the information sharing structure of multi-agent systems, the fault tolerant control approaches
that have extensively been studied in the literature for single agent systems [?], [14], [16], [22],
[30] will not be directly applicable to multi-agent systems.
Recently, the control reconfiguration problem of multi-agent systems has been studied in [1],
[5], [9], [10], [13], [19], [20], [25]–[27], [29], [32], [33]. In [1], [25], formation flight problem
in a network subject to loss of effectiveness (LOE) faults is considered and in [9], [10], [33] the
consensus achievement problem in faulty multi-agent systems is studied. In [25], a discrete-event
supervisory module is designed to recover the faults that cannot be recovered by the agents using
only local recovery solutions. In [1], a high-level performance monitoring module is designed that
monitors all the agents and detects deviations of the error signals from their acceptable ranges.
This module would then activate a high-level supervisor to compensate for the deviations in the
performance specifications due to limitations of the low-level recovery strategy. In [5], [26], [27],
[32] adaptive control approaches are employed to compensate for actuator faults and in [19],
[20] control reconfiguration problem in a team of Euler Lagrange systems subject to actuator
faults and environmental disturbances is studied. Finally in [13], [29], attitude synchronization
problem for a team of satellites in presence of actuator faults is studied.
In this work, H∞ performance control reconfiguration problem in multi-agent systems subject
to occurrence of three types of faults, namely, the loss of effectiveness (LOE), stuck and outage
faults is studied. The proposed H∞-based control reconfiguration strategy guarantees that the
faulty agent outputs imitate those of the healthy system while the state consensus errors are
either ensured to be asymptotically stable or remain bounded in absence of disturbances and
the disturbance attenuation bound is minimized when the disturbances exist. Furthermore, this
approach can compensate for the outage and stuck faults which cause rank deficiency and change
the agent structure, whereas in the adaptive approaches it is assumed that the fault does not cause
rank deficiency.
Our proposed approach is similar to the works in [10], [33], but it has the following distinc-
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3tions, namely: (i) in [33] it is assumed that all the followers have access to the leader input signal
while in this work we do not require this assumption, (ii) in [33] environmental disturbances
have not been considered whereas in this work we do include disturbances in our analysis and
design, (iii) in this work agents could be subject to simultaneous LOE, outage and stuck faults,
however in [10] only a single LOE fault has been studied and in [33] only LOE and outage faults
have been considered, (iv) in both [10], [33] the network topology is assumed to be indirected
whereas in this work we have considered a directed network topology, and (v) in this work we
ensure that the outputs of the faulty agent are exactly forced to follows those of the healthy agent
and the state consensus errors remain bounded, whereas in [10], [33] the consensus problem is
considered. The main motivation for enforcing outputs of the agents outputs to follow that of the
leader is that in some applications like small light weight under vehicles, a small deviation in
the speed can cause a big deviation in the agent position which may cause the network become
disconnected or the agent becomes lost. In order to reach this objective, we formulated the
problem as disturbance decoupling problem with stability and we use the Geometric approach
[3] and controlled invariant subspaces to solve the problem along with linear algebra and matrix
theory to address exact output following and state consensus error stability in the team as well
as disturbance attenuation. To the best of our knowledge this problem has not been considered
in the current literature in multi-agent systems.
In view of the above discussion, the main contributions of this work can be summarized as
follows:
1) A distributed control reconfiguration strategies for multi-agent systems subject to LOE,
outage and stuck faults are proposed and developed. Towards this end, associated with each
agent a novel “virtual auxiliary system” is constructed for the first time in the literature.
Each agent will receive information from only the states of its associated auxiliary agent
and the nearest neighboring auxiliary agents. This is in contrast with conventional coop-
erative schemes where each agent will be receiving the actual state information from its
nearest neighboring agents. The proposed strategy guarantee an H∞ performance control
reconfiguration with stability.
2) The proposed reconfiguration control laws guarantee that the output of the faulty agent
behaves the same as that of the healthy system, and moreover a specified H∞ performance
index is minimized in presence of environmental disturbances.
3) The effects of uncertainties and imperfections in the FDI module decision in correctly
estimating the fault severity as well as delays in invoking the reconfigured control laws
are investigated and a bound on the maximum tolerable estimation uncertainties and time
delays are obtained.
4) The proposed distributed reconfiguration control laws are capable of and designed specifi-
cally for accommodating single, concurrent and simultaneous actuator faults in multi-agent
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The remainder of this work is as follows. In Section II, the required background information are
provided and the problem is formally defined. In Section III, the proposed reconfigured control
law and the effects of uncertainties on the proposed solution are investigated. In Section IV, the
proposed control laws are applied to a network of Autonomous Underwater Vehicles (AUV)s and
extensive simulation results and various case studies are studied and presented. Finally, Section
V concludes the paper.
II. BACKGROUND AND PROBLEM DEFINITION
A. Graph Theory
The communication network among N + 1 agents can be represented by a graph. A directed
graph G = (V , E) consists of a nonempty finite set of vertices V = {v0, v1, ..., vN} and a finite
set of arcs E ⊂ V ×V . The i-th vertex represents the i-th agent and the directed edge from i to
j is denoted as the ordered pair (i, j) ∈ E , which implies that agent j receives information from
agent i. The neighbor set of the i-th agent in the network is denoted by Ni = {j|(j, i) ∈ E}.
The adjacency matrix of the graph G is given by G = [gij] ∈ R(N+1)×(N+1), where gij = 1 if
j ∈ Ni, otherwise gij = 0. The Laplacian matrix for the graph G is defined as L = D − G,
where D = diag{di} and di =
∑N
j=0 gij .
B. Leader-Follower Consensus Problem in a Network of Multi-Agent Systems
The main objective of the consensus problem in a leader-follower (LF) network architecture is
to ensure all the team members follow the leader’s specified trajectory/states. Consider a network
with N follower agents that are governed by
x˙i(t) = Axi(t) +Bui(t) +Bωωi(t), xi(t0) = xi0, i = 1, .., N, (1)
yi(t) = Cxi(t),
and a leader agent that has the dynamics given by
x˙0(t) = Ax0(t) +Bu0(t) +Bωω0(t), (2)
y0(t) = Cx0(t),
where matrices A, B, C, Bω represent the agents dynamics matrices and are known, xi(t) ∈
Rn, yi(t) ∈ Rq, ui(t) ∈ Rm, and ωi(t) ∈ Rp, i = 0, . . . , N are the agents states, outputs,
control signals, and exogenous disturbance inputs. In this work, bounded energy disturbances
are considered, i.e. ωi(t) ∈ L2, i = 0, . . . , N (ωi(t) belongs to L2 if
∫∞
t0
ωTi (t)ωi(t)dt ≤ ∞).
In the architecture considered in this paper, certain and a very few of the followers, that are
designated as pinned agents, are communicating with the leader and receive data from it directly.
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with their own nearest neighbor follower agents. On the other word, each agent only communicate
with its neighbors and at least one agent is a neighbour of the leader. The consensus error signal
for the i-th follower is now defined by
ei(t) = gi0(xi(t)− x0(t)) +
∑
j∈Ni
(xi(t)− xj(t)), (3)
where gi0 = 1 if agent i is a pinned agent or is directly communicating with the leader and is zero
otherwise. When there are no environmental disturbances, i.e. ωi(t) ≡ 0, t > 0, i = 0, . . . , N
the team reaches a consensus if ei(t) converges to origin asymptotically as t → ∞. However,
when there exist environmental disturbances, ei(t) cannot converge to origin, although it should
remain in a bounded region around the origin. We refer and designate both of these cases as
achieving consensus through out this paper.
Based on the above representation for the network, the aim is that all follower agents follow
the leader agent trajectory. Accordingly, we partition the network Laplacian matrix defined in
Subsection II-A, as L =
[
L11 L12
L21 L22
]
, L11 = 0, L21 = 0, where L21 is a N × 1 vector and
represents the leader’s links to the followers and L22 is an N × N matrix and specifies the
followers’ connections. This will help us to discuss the effects of the leader agent and follower
agents to reach the entire team objectives.
C. The Types and Description of the Actuator Faults
Before formally defining the three fault types that are considered in this work, we let B =[
b1, b2, . . . , bm
]
denote the matrix of input channels of the healthy agent, where bk denotes the
k-th column of the matrix B, Bfk denote the matrix of the faulty agent with a fault in only the
k-th input channel, and Bf denote the matrix of the faulty agent subject to several concurrent
faulty channels.
Loss of Effectiveness (LOE) Fault: For the LOE fault, only a percentage of the generated control
effort is available to the agent for actuation, therefore the dynamics of the i-th faulty agent after
the occurrence of a fault at t = tf is modelled according to
x˙fi (t) = Ax
f
i (t) +B
fui(t) +Bωωi(t), t ≥ tf , i = 1, . . . , N, (4)
yfi (t) = Cx
f
i (t),
where xfi (t) ∈ Rn denotes the state of the faulty agent, Bf = BΓi, Γi = diag{Γki }, for k =
1, . . . ,m, Γki represents the fault effectiveness of the k-th channel of the i-th agent, 0 < Γ
k
i < 1
if the k-th actuator is faulty, and Γki = 1 if it is healthy.
Outage Fault: If the k-th actuator of the i-th agent is completely lost at the time t = tf , then we
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6have uki (t) = 0 for t ≥ tf , where ui(t) =
[
u1i (t), . . . , u
m
i (t)
]T
. The dynamics of the i-th agent
with an outage fault in its k-th actuator can be represented by
x˙fi (t) = Ax
f
i (t) +B
fkui(t) +Bωωi(t), t ≥ tf , i = 1, . . . , N, (5)
yfi (t) = Cx
f
i (t),
where Bfk =
[
b1, b2, . . . , bk−1, 0, bk+1, . . . , bm
]
.
Stuck Fault: If at the time t = tf the k-th actuator of the i-th agent freezes at a certain value
and does not respond to subsequent commands, the fault is then designated as the stuck fault.
The dynamics of the i-th faulty agent under this fault type can be modelled as
x˙fi (t) = Ax
f
i (t) +Bu
f
i (t) +Bωωi(t), t ≥ tf , i = 1, . . . , N, (6)
yfi (t) = Cx
f
i (t),
where ufi (t) =
[
u1i (t), . . . , u
k−1
i (t), u
k
i , u
k+1
i (t), . . . , u
m
i (t)
]T
, and uki = u
k
i (tf ) for all t ≥ tf
denotes the value of the stuck command.
We are now in a position to state the following assumptions.
Assumption 1. (a) The network graph is directed and has a spanning tree, and (b) The leader
control input is bounded and the upper bound is known.
Assumption 2. (a) The agents are stabilizable and remain stabilizable even after the fault
occurrence.
(b) Each agent is equipped with a local FDI module which detects with possible delays and
correctly isolates the fault in the agent and also estimates the severity of the fault with possible
errors in the case of the LOE or stuck faults.
Regarding the above assumptions the following clarifications are in order. First, the Assump-
tions 1-(a) and 2-(a) are quite common for consensus achievement and fault recovery control
design problems, respectively. Second, it is quite necessary that in most practical applications
one considers a leader whose states are ensured to be bounded. Moreover, in practical scenarios
the actuators are quite well understood and described and their maximum deliverable control
effort and bound they can tolerate are readily available and known. Therefore Assumptions 1-
(b) is also not restrictive. Furthermore, in Subsection III-B we analyze the system behavior for
situations where either Assumption 2-(c) does not hold or the estimated fault severities by the
FDI module are not accurate. We obtain the maximum uncertainty bound that our proposed
approaches can tolerate. However, as stated in Assumption 2-(b), we require the correct actuator
location as well as the type of the fault for guaranteeing that our proposed reconfigured control
laws will yield the desired design specifications and requirements. The Scenario 4 in Section IV
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7does demonstrate the consequences of violating this assumption.
As far as Assumption 2-(c) is concerned, it should be noted that this assumption is indeed quite
realistic for the following observations and justications. The transient time that any cooperative
or consensus-based controller takes to settle down and the overall team objectives are satisfied
is among one of the design consideration and specification for the controller selection. In
most practical consensus achievement scenarios dealing with a healthy team, the transient time
associated with the agent response is ensured to be settled down in a very small fraction of the
entire mission time, and in most cases the healthy transient time takes a few seconds to minutes
to die out. Therefore, it is quite realistic and indeed practical that during this very short and
initial operation of the system, the agents are assumed to be fault free. In other words, we will
not initiate the mission with agents that are faulty from the outset. It is highly unlikely that
during the very first few moments after the initiation of the mission a fault occurs in the agents.
For all the above explanations and observations we believe that Assumption 2-(c) is meaningful
and quite realistic.
D. Notations and Preliminaries
For a vector x = [x1, . . . , xn]
T we define L1, L2 (Euclidean norm ) and L∞ norm as
‖x‖1 =
∑n
i=1 |xi|, ‖x‖2 =
√
x21 + · · ·+ x2n, ‖x‖∞ = max(|x1|, . . . , |xn|). The signal x(t) is
also represented as x(t) = col{xi(t)}. The function sgn{x(t)} is defined as
sgn{x(t)} =
[
sgn{x1(t)}, . . . , sgn{xn(t)}
]T
, sgn{xi(t)} =
{
0 xi(t) = 0
xi(t)
|xi(t)| xi(t) 6= 0
. (7)
For the vector x the notation diag{x} denotes a diagonal matrix that has diagonal entries xi’s.
The notations In, 1n and 0n×m denote an identity matrix of dimension n × n, a unity n × 1
vector with all its entries as one, and a zero matrix of dimension n × m, respectively. For a
matrix X ∈ Rn×n, the notation X > 0 (X ≤ 0) or X < 0 (X ≤ 0) implies that X is a
positive definite (positive semi-definite) or a negative definite (negative semi-definite) matrix.
For a matrix A ∈ Rm×n, its 2-norm is defined by
‖A‖2 =
{
sup
‖Ax‖2
‖x‖2 : x ∈ R
n, x 6= 0
}
.
The term X−L (X−R) denotes the generalized left (right) inverse of the matrix X . The terms
λi(X), λmin(X) and λmax(X) denote the i-th eigenvalue, the smallest, and the largest eigenvalues
of the matrix X , respectively. For the matrix X , σi(X), σmin(X), σmax(X), denote the i-th
singular value, the minimum singular value, and the largest singular value of X . The notations
Im{X} and Ker{X} denote the image and the kernel of X .
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8Theorem 1. [31] Consider the system
x˙(t) = Ax(t) + f(x(t), t), (8)
where A is Hurwitz stable and x(t) ∈ Rn is the state vector. The system (8) is stable if
‖f(x(t), t)‖2
‖x(t)‖2 <
1
σmax(P )
,
for all x(t) ∈ Rn and t > 0, where P is the solution to
PA+ ATP + 2I = 0.
Fact 1. For any two matrices X and Y and a positive scaler α we have
XTY + Y TX ≤ αXTX + α−1Y TY.
E. Problem Definition
In this work, our main goal and objective is to design a state feedback reconfigurable or
recovery control strategy in a directed network of multi-agent systems that seek consensus in
presence of three types of actuator faults and environmental disturbances. Suppose the i-th agent
becomes faulty and its first mo actuators are subject to the outage fault, mo + 1 to ms actuators
are subject to the stuck fault, while the remaining m − ms actuators are either subject to the
LOE fault or are healthy. Using equations (4)-(6) the model of i-th faulty agent that is subject
to three types of actuator faults can be expressed as
x˙fi (t) = Ax
f
i (t) +B
f
i u
f
i (t) +Bωωi(t), x
f
i (tf ) = xi(tf ), t ≥ tf , (9)
yfi (t) = Cx
f
i (t),
where Bfi =
[
Boi B
s
i B
r
i
]
, Boi =
[
b1, . . . , bmo
]
, Bsi =
[
bmo+1, . . . , bms
]
, Bri =
[
bms+1, . . . , bm
]
Γi,
Γi = diag{Γki }, k = ms + 1, . . . ,m, Γki denotes the k-th actuator effectiveness and fault
severity factor, ufi (t) =
[
01×mo (u
s
i )
T (uri (t))
T
]T
, usi =
[
umo+1i (tf ), . . . , u
ms
i (tf )
]T
, uri (t) =[
ums+1i (t), . . . , u
m
i (t)
]T
.
Considering the structure of the control law ufi (t) and the matrix B
f
i , it follows that only the
actuators ms + 1 to m are available to be reconfigured. Therefore, to proceed with our proposed
control recovery strategy the model (9) is rewritten as follows
x˙fi (t) = Ax
f
i (t) +B
r
i u
r
i (t) +B
s
i u
s
i +Bωωi(t), x
f
i (tf ) = xi(tf ), t ≥ tf , (10)
yfi (t) = Cx
f
i (t).
The main objective of the control reconfiguration or control recovery is to design and select
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9uri (t) such that the state consensus errors either remain bounded and y
f
i (t) = y
h
i (t), for t ≥ tf ,
when ωi(t) ≡ 0, i = 0, . . . , N , and the environmental disturbances are attenuated for ωi(t) 6= 0,
where yhi (t) = yi(t), i = 1, . . . , N , and yi(t) is defined as in equation (1).
To develop our proposed reconfiguration control laws, a virtual auxiliary system associated
with each agent is now introduced as follows
x˙ai (t) = Ax
a
i (t) +Bu
a
i (t), x
a
i (t0) = x
a
i0, i = 1, . . . , N, (11)
yai (t) = Cx
a
i (t),
where xai (t) ∈ Rn, uai (t) ∈ Rm and yai (t) ∈ Rq denote the state of the auxiliary system
corresponding to the i-th agent, its control and output signals, respectively. Furthermore, the
disagreement error for each auxiliary system is also defined as
eai (t) =
∑
j∈Ni
(xai (t)− xaj (t)) + gi0(xai (t)− x0(t)). (12)
The auxiliary system that is defined in (11) is “virtual” and is not subject to actuator faults or
disturbances, and hence it can be used as the reference model for designing the reconfigured
control laws of the actual system (1) once it is subjected to actuator faults.
The H∞ performance index corresponding to the i-th healthy agent (1) and the i-th faulty
agent (10) is now defined according to
Ji =
∫ ∞
t0
(
(xi(t)− x0(t))T(xi(t)− x0(t))− γ2(ωTi (t)ωi(t) + ωT0 (t)ω0(t))
)
dt, (13)
Jfi =
∫ ∞
tf
(ξf
T
i (t)ξ
f
i (t)− γ2fωTi (t)ωi(t))dt, (14)
where ξfi (t) = x
f
i (t)− xai (t), and γ and γf represent the disturbance attenuation bounds. Based
on the above definitions, the team performance index is now defined by J =
∑N
i=1 Ji. Under
the control laws ui(t), i = 1, . . . , N , the H∞ performance index bound for the healthy team is
attenuated if J =
∑N
i=1 Ji ≤ 0, ∀ ωi ∈ L2. Furthermore, the H∞ performance index for the
i-th faulty agent is attenuated if Jfi ≤ 0, ∀ ωi ∈ L2, i = 0, . . . , N . It should be noted that the
performance indices (13) and (14) are not and cannot be calculated directly as the disturbance is
unknown and the aim of the proposed approach is to minimize the performance indices without
directly calculating them.
We are now in a position to formally state the problem that we consider in this work.
Definition 1. (a) The state consensus H∞ performance control problem for the healthy team is
solved if in absence of disturbances, the agents follow the leader states and consensus errors
converge to zero asymptotically, and in presence of disturbances, the prescribed H∞ performance
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bound for the healthy team is attenuated, i.e. J =
∑N
i=1 Ji ≤ 0.
(b) Under Assumptions 1 and 2, the H∞ performance control reconfiguration problem with
stability is solved if in absence of disturbances the state consensus errors remain bounded while
the output of the faulty agent behaves the same as those of the healthy system outputs, and in
presence of disturbances the disturbance attenuation bound is minimized and Jfi ≤ 0.
III. H∞ PERFORMANCE COOPERATIVE AND DISTRIBUTED CONTROL RECONFIGURATION
STRATEGY
In this section, our proposed reconfigurable control law is introduced and developed. Since
each agent only shares its information with its nearest neighbors, the reconfiguration control
strategy also employs the same information as well as the agent’s FDI module information.
Consider the dynamics of the i-th faulty agent is given by (10). As defined above ξfi (t) =
xfi (t) − xai (t), with xfi (t) denoting the i-th faulty agent state and xai (t) defined in (11), we let
zi(t) = Cξ
f
i (t) to denote the deviation of the output of the faulty agent from its associated
auxiliary agent output. Then, the dynamics associated with ξfi (t) can be obtained as
ξ˙fi (t) = Aξ
f
i (t) +B
r
i u
r
i (t) +B
s
i u
s
i −Buai (t) +Bωωi(t), t ≥ tf ,
zi(t) = Cξ
f
i (t). (15)
Moreover, the faulty agent consensus error is defined as
efi (t) =
∑
j∈Ni
(xfi (t)− xj(t)) + gi0(xfi (t)− x0(t)). (16)
Lemma 1. The faulty agent consensus error (16) is stable if eai (t) and ξi(t) = xi(t)− xai (t) are
asymptotically stable and ξfi (t) is stabilized.
Proof. From the auxiliary error dynamics (15), one can express the state consensus error
dynamics for the i-th faulty agent that is denoted by efi (t) according to
efi (t) =
∑
j∈Ni
(xfi (t)− xj(t)) + gi0(xfi (t)− x0(t))
= eai (t) + (di + gi0)ξ
f
i (t)−
∑
j∈Ni
ξj(t),
Therefore if the control law uri (t) can be reconfigured such that ξ
f
i (t) is stabilized then it follows
that efi (t) will be stable. This completes the proof of the lemma. 
The above lemma shows that stability of the faulty agent’s consensus error can be guaranteed
by reconfiguring the control law uri (t) such that ξ
f
i (t) is stable. This implies that one can
transform the control reconfiguration problem to that of the stabilization problem. Consequently,
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in the next two subsections we consider the problem of stabilizing ξfi (t). However, as seen from
(15), the dynamics of ξfi depends on the control of the healthy agents. Hence, before presenting
our proposed control reconfiguration strategy, the control law for the healthy team (where it is
assumed without loss of any generality that all the agents are healthy) is presented below.
In this work, the following general control law structure is utilized,
ui(t) = K1iξi(t) +K2ie
a
i (t) + ci0sgn(Ke
a
i (t)), (17)
which is the generalization of the one developed in [15] and is given by
ui(t) = c1Kei(t) + c2sgn(Kei(t)), (18)
where ξi(t) = xi(t)− xai (t), and eai (t) and ei(t) are given by (12) and (3), respectively.
Remark 1. The main challenge in developing the reconfigurable control law in multi-agent
system as compared to that in single agent is that in single agent control recovery the agent
is redesigned its control law to maintain its stability. However, in multi-agent system the agent
should redesign its control law such that the entire team remains stable and loosing one agent
can cause a disconnected network and failing the entire mission. The main difficulty in the design
which is not the case in single agent is that each agent only share information with its nearest
neighbours and communication channels are limited, so that the design should be performed
using only local information.
The followings comments summarize the main characteristics of the control law (17) :
(1) In the control law (17) an agent employs and communicates only the auxiliary states xai (t)
that are unaffected by both disturbances and faults. In contrast in standard consensus control
schemes such as (18) the actual states xi(t) are employed and communicated from the nearest
neighbor agents. Hence, the utilization of (17) avoids the propagation of the adverse effects of
the disturbances and faults through out the team of multi-agent systems. This along with the
degrees of freedom in designing the control recovery laws allow us to manage the i-th faulty
agent by only reconfiguring the control law of the faulty agent, and moreover it also provides
us with the capability to recover simultaneous faults in multiple agents.
(2) The gain K1i is designed such that the states of the i-th agent follow the states of its
associated auxiliary agent, while the gain K2i is designed such that the states of the auxiliary
agents reach a consensus and follow the leader state. 1
(3) Each agent receives only the auxiliary agents states in its nearest neighbor set as opposed to
1The states xai (t), i = 1, . . . , N are virtual; however, since u
a
i (t) depends on the leader state, x
a
i (t) also depends on the
leader state (which is available to only a very few follower agents in the network). Therefore, xai (t) should be communicated
between the neighboring agents.
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their actual states that is conventionally required in standard multi-agent consensus approaches.
(4) The control law (17) is shown subsequently to solve the consensus problem in a directed
network topology that is subject to environmental disturbances, whereas the control law (18)
solves the consensus problem in disturbance free environment and where the network topology
is assumed to be undirected. The procedure for selecting and designing the gains of the control
law (17) is provided in Theorem 2. Moreover, the structure of the proposed control law of this
agent are provided in Figures 1 and 2.
Theorem 2. The control law ui(t) = uit(t) +uic(t) solves the H∞ performance state consensus
problem in a team of N follower agents whose dynamics are given by (1) and the leader dynamics
that is given by (2), if uit(t) and uic(t) are selected as follows:
uit(t) = K1iξi(t)
uic(t) = u
a
i (t) = K2ie
a
i (t) +Ki0(t),
where eai (t) is defined as in (12), K1i = c1K, K2i = c2iK, Ki0(t) = ci0sgn(Ke
a
i (t)), sgn{.} is
defined as in (7), K = −BTP , c1 = c32 , and finally the positive definite matrix P is the solution
to
ATP + PA− c3PBBTP + 2γ−2c−14 PBωBTωP + d∗0I < 0,
and c2i and c3 are solutions to
C2L
T
22 + L22C2 > c3I, c3 > 0, C2 = diag{c2i} > 0,
where d∗0 denotes the number of pinned agents, γ
2 is the desired disturbance attenuation bound,
c−14 = max{1, N−1λ−1min(LT22L22)}, and ci0’s are the solutions to the inequalities
u0M − dici0 +
∑
j∈Ni
cj0 < 0, ci0 > 0, i, j = 1, . . . , N,
where u0M denotes the upper bound of the leader control signal, i.e., ‖u0(t)‖∞ ≤ u0M for all
t ≥ t0.
Proof. The team reaches a consensus if xi(t)→ xj(t)→ x0(t). This goal is also achieved if
agents’ controls are designed such that xi(t)→ xai (t) (ξi(t)→ 0) and xai (t)→ x0(t) (eai (t)→ 0)
for i = 1, . . . , N . This implies that the consensus achievement problem can be re-stated as the
problem of asymptotically stabilizing ξi(t) and eai (t) simultaneously.
In the following, first we discuss the stability criterion and disturbances attenuation for eai (t)
and ξi(t) in Parts A and B, respectively and then in Part C, we derive the conditions that satisfy
the requirements for both Parts A and B that in fact solve the H∞ performance state consensus.
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Part A: From (11) and (12), the dynamics of ea(t) = col{eai (t)} can be obtained as
e˙a(t) = Aea(t) + Bua(t) + B0u0(t) + Bωω0(t), (19)
where ua(t) = col{uai (t)}, A = IN ⊗ A, B = L22 ⊗ B, B0 = L21 ⊗ B, Bω = L21 ⊗ Bω. Let us
select uai (t) as u
a
i (t) = K2ie
a
i (t) + ci0sgn(Ke
a
i (t)), then the system (19) becomes
e˙a(t) = (A+ L22C2 ⊗BK)ea(t) + (L22C0 ⊗B)sgn((I ⊗K)ea(t)) + B0u0(t) + Bωω0(t),
(20)
where C2 = diag{c2i} and C0 = diag{ci0}. Since the sgn function is discontinuous, in order to
conduct the stability analysis of the system (20), it is replaced with its differential inclusion (for
more details refer to [2], [24]) representation as follows
e˙a(t) ∈a.e. K[(A+ L22C2 ⊗BK)ea(t) + (L22C0 ⊗B)sgn((I ⊗K)ea(t)) + B0u0(t) + Bωω0(t)],
(21)
where the operator K[.] is defined as in [2], [24] to investigate its Filipov solutions. Now, we
require to define the Lyapunov function candidate V (ea(t)) to study the stability properties of the
error dynamics system. For this purpose, let us select V (ea(t)) = eaT(t)Pea(t), as a Lyapunov
function candidate for the system (21), where P = IN ⊗ P . Also, let K = −BTP , so that the
set-valued derivative of V (ea(t)) along the trajectories of the system (21) is given by
˙¯V (ea(t)) = K[eaT(t)(IN ⊗ (ATP + PA)− (C2LT22 + L22C2)⊗ PBBTP)ea(t) + 2eaT(t)(I ⊗ PB)
(L21 ⊗ I)u0(t)− 2eaT(t)(I ⊗ PB)(L22C0 ⊗ I)sgn((I ⊗BTP )ea(t)) + 2ωT0 (t)BTωPea(t)].
(22)
Let T1(t) = ea
T
(t)(I ⊗ PB)(L21 ⊗ I)u0(t), T2(t) = eaT(t)(I ⊗ PB)(L22C0 ⊗ I)sgn((I ⊗
BTP )ea(t)), e¯i(t) = BTPeai (t) and e¯(t) = col{e¯i(t)}. Since T1(t) is a scaler, T1(t) ≤ ‖T1(t)‖1,
and one has
T1(t) ≤ ‖T1(t)‖1 ≤ ‖(LT21 ⊗ I)(I ⊗BTP )ea(t)‖1‖u0(t)‖∞. (23)
Then by using the Holder’s inequality
T1(t) ≤ ‖(LT21 ⊗ I)‖∞‖(I ⊗BTP )ea(t)‖1‖u0(t)‖∞
≤ ‖(I ⊗BTP )ea(t)‖1u0M = u0M
N∑
i=1
m∑
k=1
|e¯ki (t)|, (24)
where e¯ki (t) is the k-th element of e¯i(t) =
[
e¯1i (t), . . . , e¯
m
i (t)
]T
and we use the fact that ‖L21‖∞ =
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1. On the other hand, T2(t) can be written as
T2(t) = e¯
T(t)(L22C0 ⊗ I)sgn(e¯(t)) =
N∑
i=1
T2i(t), (25)
where
T2i(t) = e¯
T
i (t)(dici0sgn{e¯i(t)} −
∑
j∈Ni
cj0sgn{e¯j(t)})
=
m∑
k=1
e¯ki (t)
(
dici0sgn{e¯ki (t)} −
∑
j∈Ni
cj0sgn{e¯kj (t)}
)
.
Let T k2i(t) = e¯
k
i (t)
(
dici0sgn{e¯ki (t)}−
∑
j∈Ni cj0sgn{e¯kj (t)}
)
, then three cases can be considered
depending on the value of e¯ki (t) as follows:
i) e¯ki (t) = 0, then T
k
2i(t) = 0.
ii) e¯ki (t) > 0, then sgn{e¯ki (t)} = 1. Since cj0 > 0 and sgn{e¯kj (t)} ∈ {−1, 0, 1}, it follows that
dici0 −
∑
j∈Ni
cj0 ≤ dici0sgn{e¯ki (t)} −
∑
j∈Ni
cj0sgn{e¯kj (t)} ≤ dici0 +
∑
j∈Ni
cj0,
and if ci0, i = 1, . . . , N are designed such that dici0 −
∑
j∈Ni cj0 > 0, then
|e¯ki (t)|(dici0 −
∑
j∈Ni
cj0) ≤ T k2i(t) ≤ |e¯ki (t)|(dici0 +
∑
j∈Ni
cj0). (26)
iii) e¯ki (t) < 0, then sgn{e¯ki (t)} = −1 and eki (t) = −|eki (t)|. Therefore,
−dici0 −
∑
j∈Ni
cj0 ≤ dici0sgn{e¯ki (t)} −
∑
j∈Ni
cj0sgn{e¯kj (t)} ≤ −dici0 +
∑
j∈Ni
cj0.
Again if ci0, i = 1, . . . , N are designed such that, dici0 −
∑
j∈Ni cj0 > 0, then
|e¯ki (t)|(dici0 −
∑
j∈Ni
cj0) ≤ T k2i(t) ≤ |e¯ki (t)|(dici0 +
∑
j∈Ni
cj0). (27)
Let T3(t) = T1(t)− T2(t). From the inequalities (24)-(27) it follows that
T3(t) ≤ u0M
N∑
i=1
m∑
k=1
|e¯ki (t)| −
N∑
i=1
m∑
k=1
|e¯ki (t)|(dici0 −
∑
j∈Ni
cj0)
=
N∑
i=1
m∑
k=1
|e¯ki (t)|
(
u0M − dici0 +
∑
j∈Ni
cj0
)
. (28)
Suppose that c2is and c3 are obtained such that
C2L
T
22 + L22C2 > c3I, c3 > 0, C2 = diag{c2i} > 0. (29)
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Now by using the Fact 1 for the last term in the right-hand side of (22) with X = (L21⊗Im)ω0(t),
Y = (IN ⊗BTωP )ea(t) and α = γ
2
2
c4, and also the inequalities (28) and (29), the expression (22)
can be replaced with the following inequality
˙¯V (ea(t)) ≤ K[eaT(t)(IN ⊗ (ATP + PA− c3PBBTP ))ea(t) + 2 N∑
i=1
m∑
k=1
|e¯ki |
(
u0M − dici0 +
∑
j∈Ni
cj0
)
+
γ2
2
c4ω
T
0 (t)(L
T
21L21 ⊗ Im)ω0(t) + 2γ−2c−14 ea
T
(t)(I ⊗ PBωBTωP )ea(t)].
Since now the right hand side of the above inequality is continuous, the operator K[.] can be
removed. Let d∗0 = L
T
21L21 and add d
∗
0e
aT(t)ea(t) to both sides of the above inequality then it
follows that
˙¯V (ea(t))− γ
2
2
d∗0c4ω
T
0 (t)ω0(t) + d
∗
0e
aT(t)ea(t) ≤ g(ea(t)), (30)
where
g(ea(t)) = ea
T
(t)
(
IN ⊗ (ATP + PA− c3PBBTP + d∗0I + 2γ−2c−14 PBωBTωP )
)
ea(t)
+2
N∑
i=1
m∑
k=1
|e¯ki (t)|
(
u0M − dici0 +
∑
j∈Ni
cj0
)
.
From [24], we require g(ea(t)) to be negative definite, which will be achieved if P is obtained
such that
ATP + PA− c3PBBTP + 2γ−2c−14 PBωBTωP + d∗0I < 0, (31)
and ci0 are selected such that
u0M − dici0 +
∑
j∈Ni
cj0 < 0, i = 1, . . . , N. (32)
Therefore, if ci0, i = 1, . . . , N and P are selected as the solutions to (32) and (31), the function
g(.) will be negative definite and for ω0(t) ≡ 0, it follows that ˙¯V (ea(t)) < 0, or equivalently the
consensus errors are asymptotically stable.
Now, if the initial conditions are set to zero and the disturbance is the only input to the agents,
then by integrating the left-hand side of (30) one gets∫ ∞
t0
(ea
T
(t)ea(t)− γ
2
2
c4ω
T
0 (t)ω0(t))dt < 0. (33)
Given that ea(t) = (L22⊗In)ξa(t), ξa(t) = xa(t)−1N⊗x0(t) and xa(t) = col{xai (t)}, it follows
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that
λmξ
aT(t)ξa(t) ≤ eaT(t)ea(t) ≤ λMξaT(t)ξa(t), (34)
where λm = λmin(LT22L22) and λM = λmax(L
T
22L22). Hence, from the inequalities (33) and (34) it
follows that ∫ ∞
t0
λmξ
aT(t)ξa(t)dt−
∫ ∞
t0
γ2
2
c4ω
T
0 (t)ω0(t)dt < 0,
and by selecting c4 = Nλm one gets∫∞
t0
ξa
T
(t)ξa(t)dt∫∞
t0
ωT0 (t)ω0(t)dt
<
N
2
γ2. (35)
Part B: Under our proposed control law the dynamics of the i-th auxiliary agent tracking
error, ξi(t), can be expressed as
ξ˙i(t) = (A+ c1BK)ξi(t) +Bωωi(t). (36)
Consider Vi(ξi(t)) = ξTi (t)Pξi(t) as a Lyapunov function candidate for the system (36) and select
K = −BTP . It then follows that
V˙i(ξi(t)) = ξ
T
i (t)(A
TP + PA− 2c1PBBTP )ξi(t) + 2ξTi (t)PBωωi(t),
and by following along the same steps as in Part A, the above equality can be written as
V˙i(ξi(t))− γ
2
2
ωTi (t)ωi(t) + ξ
T
i (t)ξi(t) ≤ ξTi (t)(ATP + PA− 2c1PBBTP + 2γ−2PBωBTωP + I)ξi(t).
Now if P > 0 is obtained such that
ATP + PA− 2c1PBBTP + 2γ−2PBωBTωP + I < 0, (37)
then V˙i(ξi(t))− γ22 ωTi (t)ωi(t)+ξTi (t)ξi(t) < 0. This implies that for ωi(t) ≡ 0, we have V˙i(ξi(t)) <
0, and for ωi(t) 6= 0, one gets ∫∞
t0
ξTi (t)ξi(t)dt∫∞
t0
ωTi (t)ωi(t)dt
≤ γ
2
2
. (38)
Part C: In order to obtain the positive definite matrix P that satisfies the inequalities (31) and
(37) and also guarantees the disturbance bound attenuation, let us set c1 and c4 as c1 = c32 and
c−14 = max{1, N−1λ−1m }, respectively. Given that d∗0 ≥ 1, it can be observed that if P satisfies
ATP + PA− c3PBBTP + 2γ−2c−14 PBωBTωP + d∗0I < 0, (39)
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then inequalities (31) and (37) will both hold, where c3 is the solution to (29). On the other
hand
1
2
N∑
i=1
∫ ∞
t0
(xi(t)− x0(t))T(xi(t)− x0(t))dt = 1
2
N∑
i=1
∫ ∞
t0
(ξi(t) + ξ
a
i (t))
T(ξi(t)− ξai (t))dt =
1
2
N∑
i=1
∫ ∞
t0
(ξTi (t)ξi(t) + ξ
a
i
T(t)ξai (t) + 2ξ
T
i (t)ξ
a
i (t))dt ≤
1
2
N∑
i=1
∫ ∞
t0
(ξTi (t)ξi(t) + ξ
a
i
T(t)ξai (t) + ξ
T
i (t)ξi(t) + ξ
a
i (t)ξ
a
i
T(t))dt =
N∑
i=1
∫ ∞
t0
(ξTi (t)ξi(t) + ξ
a
i
T(t)ξai (t))dt
Now from equations (35) one has∫ ∞
t0
ξaT(t)ξa(t)dt =
N∑
i=1
∫ ∞
t0
ξaTi (t)ξ
a
i (t)dt ≤
N
2
γ2
∫ ∞
t0
ωT0 (t)ω0(t)dt =
γ2
2
N∑
i=1
∫ ∞
t0
ωT0 (t)ω0(t)dt
and by using (38)
N∑
i=1
∫ ∞
t0
ξTi (t)ξi(t)dt ≤
γ2
2
N∑
i=1
∫ ∞
t0
ωTi (t)ωi(t)dt.
then it follows that
1
2
N∑
i=1
∫ ∞
t0
(xi(t)− x0(t))T(xi(t)− x0(t))dt ≤ γ
2
2
N∑
i=1
∫ ∞
t0
(ωTi (t)ωi(t) + ω
T
0 (t)ω0(t))dt.
Therefore, the team H∞ performance upper bound can be expressed as∑N
i=1
∫∞
t0
(xi(t)− x0(t))T(xi(t)− x0(t))dt∑N
i=1
∫∞
t0
(ωTi (t)ωi(t) + ω
T
0 (t)ω0(t))dt
≤ γ2.
The above inequality implies that J ≤ 0, or equivalently the healthy team H∞ performance
criterion holds. This along with the properties of the stability of eai (t) and ξi(t), as stated in
Parts A and B, imply that our proposed control law solves the H∞ performance state consensus
problem for the healthy team. 
A. H∞ Performance Control Reconfiguration
Consider the representation of an agent subject to presence of faults be specified as in
Subsection II-E, and given by the equation (10) or equivalently by the transformed model (15).
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Agent k, k ∈ Ni Agent i Agent j, j ∈ Ni
Leader
uk(t) yk(t)
ωk(t)
ui(t) yi(t)
ωi(t)
uj(t)yj(t)
ωj(t)
Aux. sys. k Aux. sys. i Aux. sys. j
yak(t) u
a
k(t) y
a
i (t)u
a
i (t) y
a
j (t) u
a
j (t)
Figure 1: The schematic of the i-th pinned agent and its nearest neighbor agents j and k,
which are not pinned.
xai (t) di∑
j∈Ni x
a
j (t)
gi0(x
a
i (t)− x0(t))
+
−
+
eai (t)
K2ie
a
i (t) +Ki0(t)
uai (t)
+
+
∑
ui(t)
∑
K1i
xi(t)
+
−
ξi(t)
Figure 2: The i-th agent cooperative control structure and its associated auxiliary system
control laws, where ξi(t) = xi(t)− xai (t) and eai (t) is defined in (12).
Our proposed reconfigured control law for the i-th faulty agent is now given by
uri (t) = K
r
1iξ
f
i (t) +K
r
2iu
a
i (t) + u
C
i , (40)
where Kr1i, K
r
2i are control gains and u
C
i is the control command to be designed later. Therefore
the dynamics of the closed-loop faulty agent (15) becomes
ξ˙fi (t) = (A+B
r
iK
r
1i)ξ
f
i (t) + (B
r
iK
r
2i −B)uai (t) +Bsi usi +Bri uCi +Bωωi(t), (41)
zi(t) = Cξ
f
i (t).
As per Definition 1, the H∞ control reconfiguration objectives can now be stated as that of
selecting the gains Kr1i and K
r
2i and the control command u
r
i such that (a) ξ
f
i (t) is stable, (b)
zi(t) ≡ 0 (that is, yfi (t) = yai (t)) for ωi(t) ≡ 0, t ≥ tf , and (c)
∫∞
tf
ξf
T
i (t)ξ
f
i (t)dt∫∞
tf
ωTi (t)ωi(t)dt
≤ γ2f for ωi(t) 6= 0.
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In order to pursue the reconfiguration strategy we required the following assumption, we later
discuss how deviation of this assumption affect the results.
Assumption 3. Under the fault scenario, there still enough actuator redundancy to compensate
for the fault, i.e.
Bsi u
s
i ⊂ Im{Bri }. (42)
then there exists a control signal uCi such that
Bsi u
s
i +B
r
i u
C
i = 0. (43)
Subject to the above condition, equation (41) now becomes
ξ˙fi (t) = (A+B
r
iK
r
1i)ξ
f
i (t) + (B
r
iK
r
2i −B)uai (t) +Bωωi(t), (44)
zi(t) = Cξ
f
i (t).
Let us temporarily assume that ωi(t) ≡ 0, then
zi(t) = Ce
(A+BriK
r
1i)(t−tf )ξfi (tf ) +
∫ t
tf
Ce(A+B
r
iK
r
1i)(t−s)(BriK
r
2i −B)uai (s)ds. (45)
From (45), to ensure that the outputs of the faulty agent do not deviate after fault, both terms
should be zero or negligible. The first term will be negligible if the agents reach a consensus
before fault occurrence i.e. ξfi (tf ) ' 0 or if Kr1i is designed such that e(A+BriKr1i)(t−tf ) damps
very fast. This can be achieved easily if λmax{A + BriKr1i} is small enough. On the other
hand, according to Theorem 2, uai (t) = uic(t) = K2ie
a
i (t) +Ki0(t). Given that the control gains
are designed such that eai (t) is asymptotically stable and Ki0(t) is bounded, u
a
i (t) also remains
bounded. Considering that uai (t) does not depend on the dynamics of ξ
f
i (t), it can be treated
as a disturbance to the system (44). Consequently, the problems of (i) enforcing zi(t) ≡ 0 (for
t ≥ tf , ωj(t) ≡ 0, j = 0, . . . , N and any uai (t)), and (ii) stabilizing ξfi (t), is similar to that of
the disturbance decoupling problem with stability (DDPS), as studied in [17].
The geometric approach that is based on the theory of subspaces [3] is the most popular method
for solving the DDPS problem. Towards this end, we first introduce the required subspaces as
follows: Bri = Im{Bri }, C = Ker{C}, V∗ and V∗g denote the maximal (A,Bri ) controlled invariant
subspace that is contained in C, and the maximal internally stable (A,Bri ) controlled invariant
subspace that is contained in C, respectively.
Following the procedure in [3], if Kr2i and K
r
1i are selected such that
Im{BriKr2i −B} ⊂ V∗, (A+BriKr1i)V∗ ⊂ V∗ (46)
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then the second term in (45) will also vanish. On the other hand, if Kr2i and K
r
1i are selected
such that
Im{BriKr2i −B} ⊂ V∗g , (A+BriKr1i)V∗g ⊂ V∗g , (47)
then the second term in (45) will also vanish and ξfi (t) will be stable due to the stability of the
subspace V∗g . Unfortunately, there is no systematic approach to explicitly obtain V∗g , implying
that V∗g cannot be computed and employed directly for obtaining Kr2i that satisfies the condition
(47). Therefore, we are required to transform the condition (47) into a verifiable one. Once such
a controller is obtained, one can then ensure that zi(t) ≡ 0 and ξfi (t) will remain stable.
Given that V∗ is (A,Bri ) controlled invariant, there exists a matrix Kr1i, a friend of V∗, [3]
such that AcV∗ ⊂ V∗, where Ac = A+BriKr1i. Now, by invoking the Theorem 3.2.1 of [3], for
a matrix Ac and its associated V∗, there always exists a nonsingular transformation T such that
A¯c = T
−1AcT =
[
A¯1c A¯
2
c
0 A¯3c
]
, (48)
where T =
[
T1 T2
]
, Im{T1} = V∗ and T2 is any matrix that renders T nonsingular. By
substituting Ac = A+BriK
r
1i into (48), it follows that
A¯c = A¯+ B¯
r
i K¯
r
1i, (49)
where A¯ = T−1AT =
[
A¯11 A¯12
A¯21 A¯22
]
, B¯ri = T
−1Bri =
[
B¯ri1
B¯ri2
]
and K¯r1i = K
r
1iT . Now, if K¯
r
1i is
partitioned as K¯r1i =
[
K¯r11i K¯
r2
1i
]
, from (48) and (49) it can be concluded that there exists K¯r11i
such that
A¯21 + B¯
r
i2K¯
r1
1i = 0.
Furthermore, under the transformation T, the system (44) can be re-written as
˙¯ξfi (t) = A¯cξ¯
f
i (t) + E¯iu
a
i (t) + B¯ωωi(t), (50)
zi(t) = C¯ξ¯
f
i (t),
where ξ¯fi (t) = T
−1ξfi (t), A¯c =
[
A¯1c A¯
2
c
0 A¯3c
]
, A¯1c = A¯11 + B¯
r
i1K¯
r1
1i , A¯
2
c = A¯12 + B¯
r
i1K¯
r2
1i , A¯
3
c =
A¯22 + B¯
r
i2K¯
r2
1i , E¯i = B¯
r
iK
r
2i − B¯ =
[
B¯ri1K
r
2i − B¯1
B¯ri2K
r
2i − B¯2
]
, B¯ = T−1B =
[
B¯1
B¯2
]
, C¯ = CT =
[
0 C¯2
]
,
B¯ω = T
−1Bω. We are now in a position to state the main result of this subsection.
Theorem 3. Consider a team that consists of a leader that is governed by (2) and N follower
agents that are governed by (1), and their control laws are designed and specified according
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to Theorem 2. Suppose at time t = tf the i-th agent becomes faulty and its dynamics is now
governed by (10) where Assumption 2 also hold. The control law (40) solves the H∞ performance
control reconfiguration problem with stability where the H∞ upper bound is given by γ2f =
α−1λ−1min{(TT T)−1} if uCi is obtained as a solution to (43), Kr1i =
[
Y1X
−1
1 Y2X
−1
2
]
T−1, and
Kr2i is the solution to
B¯ri2K
r
2i − B¯2 = 0, (51)
where T is defined in (48), Xi and Yi’s, i = 1, 2 are solutions to
max α s.t.
[
Θ X
X −I
]
< 0, X = diag{X1, X2} > 0, A¯21X1 + B¯ri2Y1 = 0, (52)
where Θ =
[
Θ1 Θ2
ΘT2 Θ3
]
, Θ1 = X1A¯T11 + Y
T
1 B¯
rT
i1 + A¯11X1 + B¯
r
i1Y1 + αB¯
1
ωB¯
1T
ω , Θ2 = A¯12X2 +
B¯ri1Y2 + αB¯
1
ωB¯
2T
ω , Θ3 = X2A¯
T
22 + Y
T
2 B¯
rT
i2 + A¯22X2 + B¯2Y2 + αB¯
2
ωB¯
2T
ω , A¯11, A¯21, A¯12, B¯i1 and
B¯i2 are defined as in (49) and B¯ω and B¯2 are defined as in (50).
Proof. Consider the system (50). Given that the two inputs ωi(t) and uai (t) are bounded and
independent from each other, one can investigate their effects separately. Therefore, the proof is
provided in three parts, namely: in Part A we assume that ωi(t) ≡ 0 and the set of all control
gains that guarantee zi(t) = 0 and stabilize ξ
f
i (t) are obtained. Next, in Part B we assume that the
disturbance is the only input to the agent and obtain the gains that minimize the H∞ performance
index and guarantee stability as well. Finally, in Part C, the control gains that satisfy both Parts
A and B are obtained.
Part A: Let ωi(t) ≡ 0 so that we have
˙¯ξfi (t) = A¯cξ¯
f
i (t) + E¯iu
a
i (t),
zi(t) = C¯ξ¯
f
i (t).
Since A¯c is an upper-triangular matrix, the matrix eA¯ct is also upper-triangular and can be
written as eA¯ct =
[
eA¯
1
ct F2(t)
0 eA¯
3
ct
]
, where F2(t) =
∫ t
t0
eA¯
1
c(t−s)A¯2ce
A¯3csds. Under Assumption 2-(c),
ξfi (tf ) = 0 and z¯i(t) can be written as
zi(t) =
∫ t
tf
C¯2e
A¯3c(t−s)(B¯ri2K
r
2i − B¯2)uai (s)ds. (53)
If Kr2i is obtained such that
B¯ri2K
r
2i − B¯2 = 0,
DRAFT
22
then zi(t) ≡ 0, which implies that the above condition is equivalent to (46). Moreover, if K¯r11i
and K¯r21i are selected such that A¯11 + B¯
r
i1K¯
r1
1i and A¯22 + B¯
r
i2K¯
r2
1i are Hurwitz, then A¯c will also
be Hurwitz. Given that uai (t) is bounded and A¯c is Hurwitz, then ξ¯i(t) will also be bounded.
Therefore, condition (47) is equivalent to obtaining the matrices K¯r11i , K¯
r2
1i and K
r
2i such that
A¯21 + B¯
r
i2K¯
r1
1i = 0, (54)
A¯11 + B¯
r
i1K¯
r1
1i is Hurwitz, (55)
A¯22 + B¯
r
i2K¯
r2
1i is Hurwitz, (56)
B¯ri2K
r
2i − B¯2 = 0. (57)
Part B: Let the agents be only affected by the disturbances, then we obtain
˙¯ξfi (t) = A¯cξ¯
f
i (t) + B¯ωωi(t), (58)
zi(t) = C¯ξ¯
f
i (t).
Consider a Lyapunov function candidate V fi (ξ¯
f
i (t)) = ξ¯
fT
i (t)P ξ¯
f
i (t), where P = diag{P1, P2} >
0. The time derivative of V fi (t) along the trajectories of the system (58) is given by
V˙ fi (t) = ξ¯
fT
i (t)(A¯
T
cP + PA¯c)ξ¯
f
i (t) + 2ξ¯
fT
i (t)PB¯ωωi(t).
By applying Fact 1 to the second term in the right hand side of the above equation with XT =
ξ¯f
T
i (t)PB¯ω, Y = ωi(t) and α = γ
−2, and adding ξ¯Ti (t)ξ¯i(t) to both sides one gets
V˙ fi (t)− γ2ωTi (t)ωi(t) + ξ¯f
T
i (t)ξ¯
f
i (t) ≤ ξ¯f
T
i (t)Λξ¯
f
i (t), (59)
where
Λ =
[
A¯1
T
c P1 + P1A¯
1
c P1A¯
2
c
A¯2
T
c P1 A¯
3T
c P2 + P2A¯
3
c
]
+ γ−2
[
P1B¯
1
ωB¯
1T
ω P1 P1B¯
1
ωB¯
2T
ω P2
P2B¯
2
ωB¯
1T
ω P1 P2B¯
2
ωB¯
2T
ω P2
]
+ I,
and B¯1ω and B¯
2
ω are such that B¯ω =
[
B¯1ω
B¯2ω
]
. If the matrices P1 and P2 are obtained such that
Λ =
[
A¯1
T
c P1 + P1A¯
1
c P1A¯
2
c
A¯2
T
c P1 A¯
3T
c P2 + P2A¯
3
c
]
+ γ−2
[
P1B¯
1
ωB¯
1T
ω P1 P1B¯
1
ωB¯
2T
ω P2
P2B¯
2
ωB¯
1T
ω P1 P2B¯
2
ωB¯
2T
ω P2
]
+ I < 0, (60)
then the right hand side of (59) will be negative definite and we have
V˙ fi (t)− γ2ωTi (t)ωi(t) + ξ¯f
T
i (t)ξ¯
f
i (t) < 0.
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Consequently, by integrating both sides of the above inequality, one gets∫∞
tf
ξ¯f
T
i (t)ξ¯
f
i (t)dt∫∞
tf
ωTi (t)ωi(t)dt
< γ2.
Now, given that ξ¯f
T
i (t) = T
−1ξfi (t), the H∞ performance bound for ξ
f
i (t) can be obtained as∫∞
t0
ξTi (t)ξi(t)dt∫∞
t0
ωTi (t)ωi(t)dt
≤ γ2λ−1min(T -TT−1) = γ2f .
Part C: From Parts A and B, it follows that K¯r11i should satisfy (54) and (55), K¯r21i should
satisfy (56) and Kr2i should satisfy (57), while the inequality (60) should also hold. Note that if
there exist matrices P1 and P2 such that (60) holds then A¯c will be Hurwitz. This implies that if
the inequality (60) holds then (55) and (56) will hold. Therefore, the problem is reduced to solving
the equality (57) for Kr2i and solving (54) and (60) simultaneously for K¯
r1
1i and K¯
r2
1i . Equation
(57) is linear with respect to Kr2i and can be solved easily, whereas considering the structure of
A¯ic for i = 1, 2, 3, the inequality (60) is nonlinear with respect to P1, P2 and γ. However, by
multiplying both sides by P−1 and using the known change of variables X = diag{X1, X2},
X1 = P
−1
1 , X2 = P
−1
2 , Y1 = K¯
r1
i1 P
−1
1 , Y2 = K¯
r2
i1 P
−1
2 , α = γ
−2 and using the Schur complement,
the inequality (60) can be transformed into the following LMI condition:[
Θ X
X −I
]
< 0, (61)
where Θ =
[
Θ1 Θ2
ΘT2 Θ3
]
, Θ1 = X1A¯T11 + Y
T
1 B¯
rT
i1 + A¯11X1 + B¯
r
i1Y1 + αB¯
1
ωB¯
1T
ω , Θ2 = A¯12X2 +
B¯ri1Y2 +αB¯
1
ωB¯
2T
ω Θ3 = X2A¯
T
22 +Y
T
2 B¯
rT
i2 + A¯22X2 + B¯2Y2 +αB¯
2
ωB¯
2T
ω . Therefore, the control gains
K¯r11i and K¯
r2
1i satisfy the requirements of Parts A and B if the solutions to the inequality (61)
also satisfy (54). These requirements can be achieved provided that the gains are obtained as
solutions to the following optimization problem, namely
max α s.t.
[
Θ X
X −I
]
< 0, X > 0, A¯21X1 + B¯
r
i2Y1 = 0.
Subject to the above conditions the upper bound for the H∞ performance index and the recon-
figured control gain Kr1i are now specified according to γ
2 = α−1λ−1min{(TT T)−1} and Kr1i =[
Y1X
−1
1 Y2X
−1
2
]
T−1, and this completes the proof of the theorem. 
The following algorithm summarizes the required steps that one needs to follow for designing
the reconfigured control law gains.
Algorithm for Design of the Fault Reconfiguration Controller Gains:
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1) Obtain the maximal (A,Bri ) controlled invariant subspace, V∗, either by using the iterative
algorithm that is proposed in [3] or by using the Geometric Approach Toolbox [18] (available
online). Set T1 such that V∗ = Im{T1} and select T2 such that T =
[
T1 T2
]
is a nonsingular
matrix.
2) Obtain A¯11, A¯21, A¯12, B¯i1 and B¯i2 as in (49) and B¯ω and B¯2 as in (50).
3) Solve the optimization problem (52) for X1, X2, Y1 and Y2.
4) Set Kr1i as K
r
1i =
[
Y1X
−1
1 Y2X
−1
2
]
T−1.
5) Solve equation (51) for Kr2i.
6) Solve equation (43) for uCi .
7) Set uri (t) = K
r
1iξ
f
i (t) +K
r
2iu
a
i (t) + u
C
i .
8) Set ufi (t) =
[
01×mo (u
s
i )
T (uri (t))
T
]T
.
In view of Theorem 3 and the above Algorithm the following results can be obtained imme-
diately.
Corollary 1 (Presence of only the LOE fault). Suppose the actuators are either healthy or
subject to the LOE fault. In this case, Bri in (49) is given by B
r
i = BΓi, where Γi = diag{Γki },
k = 1, . . . ,m. Furthermore, the faulty control law ufi (t), and the reconfigured control law, u
r
i (t),
for the i-th faulty agent are designed according to
ufi (t) = u
r
i (t)
uri (t) = K
r
1iξ
f
i (t) +K
r
2iu
a
i (t),
where the control gains Kr1i and K
r
2i are designed according to the Steps 4 and 5 of the above
algorithm.
Corollary 2 (Presence of only the outage fault). Suppose the actuators 1 to mo are subject to
the outage fault and the remaining actuators are healthy. In this case, Bri in (49) is given by
Bri =
[
bmo+1 . . . bm
]
. Furthermore, the faulty control law ufi (t), and the reconfigured control
law, uri (t), for the i-th faulty agent are designed according to
ufi (t) =
[
01×mo (u
r
i (t))
T
]T
,
uri (t) = K
r
1iξ
f
i (t) +K
r
2iu
a
i (t),
where the control gains Kr1i and K
r
2i are designed according to the Steps 4 and 5 of the above
algorithm.
Corollary 3 (Presence of only the stuck fault). Suppose the actuators 1 to ms are subject
to the stuck and the remaining actuators are healthy. In this case, Bri in (49) is given by
Bri =
[
bms+1 . . . bm
]
. Furthermore, the faulty control law ufi (t), and the reconfigured control
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law, uri (t), for the i-th faulty agent are designed according to
ufi (t) =
[
(usi )
T (uri (t))
T
]T
,
uri (t) = K
r
1iξ
f
i (t) +K
r
2iu
a
i (t) + u
C
i ,
where the control gains Kr1i and K
r
2i are designed according to the Steps 4 and 5 and the control
command uCi is obtained according to the Step 6 of the above algorithm.
Similar results corresponding to the combination of any two of the considered three types of
faults can also be developed. These straightforward results that follow from Theorem 3 and the
Corollaries 1-3 are not included here for brevity.
B. The Existence of Solutions and Analysis
In the previous two subsections, two cooperative control strategies to ensure consensus achieve-
ment and control reconfiguration in multi-agent systems subject to actuator faults and environ-
mental disturbances are proposed and conditions under which these objectives are guaranteed are
provided. In the following, we discuss the properties of solutions if certain required conditions
are not satisfied. We consider five cases that are designated as I to IV below.
Case I: If the Assumption 2-(c) does not hold, i.e., the fault occurs during the transient period,
then ξfi (tf ) 6= 0, and the first term in (45) will be non-zero. However, since Kr1i is designed such
that A+BriK
r
1i is Hurwitz this term will vanish asymptotically. Note that the delay in receiving
the information from the FDI module and activating the control reconfiguration will also result
in ξfi (tf ) 6= 0, and causes a similar effect.
Case II: If B¯2 6⊂ Im{B¯ri2}, then (51) does not have a solution. In this case, we may obtain
Kr2i as a solution to
min
Kr2i
trace{Bri2Kr2i − B¯2}.
Corresponding to this choice of Kr2i, the second term of (45) will remain non-zero and we have
zi(t) 6= 0 but bounded. However, if K¯r1i is designed according to Part B in the proof of Theorem
3, one can still guarantee boundedness of the state consensus errors.
Case III: Suppose that equation (43) does not have a solution, which is the case if
the estimated value of the stuck fault command, that is usi , is not accurate, or if Assumption 3
does not hold or both. For generality, suppose that usi is not accurate and condition (42) does
not hold. In this case usi = uˆ
s
i + i, where uˆ
s
i and i denote the estimated then equation (43) can
then be expressed as
(Bsi uˆ
s
i +B
r
i u
C
i ) +B
s
i i = 0.
Since i is unknown, therefore to obtain uCi we instead use the following optimization problem,
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namely
min
uCi
trace{Bsi uˆsi +Bri uCi }.
Let ηi = (Bsi uˆ
s
i + B
r
i u
C
i ) + B
s
i i. Consider the control law (40) as designed in Theorem 3. It
follows that for ωi(t) ≡ 0, equation (44) becomes
ξ˙fi (t) = Acξ
f
i (t) + (B
r
iK
r
2i −B)uai (t) + ηi,
where Ac = A+BriK
r
1i. For K
r
2i as a solution to (51), it follows that
zi(t) = CA
−1
c (e
Ac(t−tf ) − I)ηi.
Given that Ac is Hurwitz, the above equation implies that after a transient period the error between
the output of the faulty agent and its associated auxiliary system, or equivalently the output
tracking error reaches a constant steady state value, i.e. limt→∞ zi(t) = −CA−1c ηi. Consequently,
under this scenario one can still observe that the state consensus errors remain bounded.
Case IV: Let the estimated actuator loss of effectiveness factor or severity be subject to
uncertainties, i.e. Γki = Γˆ
k
i + 
k
i , where Γˆ
k
i is the estimate of the fault severity that is provided
by the FDI module, and ki is an unknown estimation error uncertainty. Consider equation (49).
Since Γi 6= Γˆi we have B¯ri = Bˆri + B¯ri , where ˆ¯Bri = T−1Bfri Γˆi, B¯ri = T−1Bfri Υi, Υi =
diag{ki }, k = ms + 1, . . . ,m and Bfri =
[
bms+1 . . . , Bm
]
. In order to analyze the impact of
these uncertainties on our previous results, we need to investigate both the matching condition,
namely equation (51), and the stability of the tracking error ξfi (t).
Since Υi is unknown, one cannot determine the gain Kr2i such that (51) holds. This implies
that unlike (53) one cannot ensure zi(t) ≡ 0. On the other hand, A¯c in (50) should be replaced
by
A˜c = A¯c + A¯

c = A¯+
ˆ¯Bri K¯
r
1i + B¯
r
i K¯
r
1i.
Following along the same steps as those utilized in Subsection III-A for now A¯c = A¯+ ˆ¯Bri K¯
r
1i,
one can obtain the control gain K¯r1i that makes A¯c Hurwitz. Hence, for ωi(t) ≡ 0, equation (50)
can be written as
˙¯ξfi (t) =
(
A¯c + A¯

c
)
ξfi (t) + E¯iu
a
i (t).
In order to utilize the results in Theorem 1, we rewrite the above equation as follows
˙¯ξfi (t) = A¯cξ
f
i (t) + E¯iu
a
i (t) + f(ξ
f
i (t)),
where f(ξfi (t)) , A¯cξfi (t). Given that A¯c =
∑m
l=ms+1
lib
lkl, we get
‖A¯c‖2 ≤
m∑
l=ms+1
|li|‖blkl‖2,
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where bl and kl denote the l−ms column of Bfri and the l−ms row of K¯r1i, respectively. Now,
by using Theorem 1, if there exist ¯limax > 0, l = 1, . . . ,m−ms such that
m∑
l=ms+1
¯limax‖blkl‖2 ≤
1
σmin(P )
, (62)
and |li| ≤ ¯limax, then the matrix A˜c remains Hurwitz, where P is a positive definite matrix
solution to
PA¯c + A¯
T
cP = −2I.
This along with the boundedness of uai (t) implies that ξ¯
f
i (t) will also remain bounded.
Case V: Suppose that the fault is recovered after a delay of ∆ s, i.e. tr = tf + ∆, where
tf and tr denote the time that the fault occurs and the time that the control reconfiguration
is invoked. During the time tf ≤ t ≤ tr, the tracking dynamics of the i-th agent, i.e., ξfi (t),
becomes
ξ˙fi (t) = (A+ c1B
f
i K)ξ
f
i (t) + (B
f
i −B)uai (t), tf ≤ t < tr.
Therefore, one gets
xfi (t) = exp((A+c1B
f
i K)(t−tf ))(xi(tf )−xai (tf ))+
∫ t
tf
exp((A+c1B
f
i K)(t−s))uai (s)ds+xai (t).
If the fault causes A + c1B
f
i K to become non-Hurwitz, then x
f
i (t) will grow exponentially.
Now, let xMi denote the maximum allowable upper bound on the agent’s state (this can be
specified for example based on the maximum speed of the moving agent or the maximum depth
for surveying under the water), then invoking the reconfigured control law cannot be delayed
beyond ∆s, where the maximum delay in invoking the reconfigured controller is denoted by ∆
and can be obtained by solving the following equation:
xMi = x
a
i (tf+∆)+exp((A+c1B
f
i K)∆)(xi(tf )−xai (tf ))+
∫ tf+∆
tf
exp((A+c1B
f
i K)(tf+∆−s))uai (s)ds.
This implies that if the fault is not recovered before t = tf +∆ s, the faulty agent may no longer
be recoverable to satisfy the overall mission requirements and specifications at all times.
IV. SIMULATION RESULTS
In this section, our proposed control recovery approach is applied to a network of Autonomous
Underwater Vehicles (AUVs). The team behavior is studied under several scenarios, namely when
the agents are healthy and also when the agents are subject to simultaneous LOE, outage and
stuck actuator faults, uncertainties in the FDI module information and delays in invoking the
control reconfiguration. The team is considered to consist of five Sentry Autonomous Underwater
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Vehicles (AUVs). Sentry, made by the Woods Hole Oceanographic Institution [12], is a fully
autonomous underwater vehicle that is capable of surveying to the depth of 6000 m and is
efficient for forward motions.
The nonlinear six degrees of freedom equations of motion in the body-fixed frame in the
horizontal plane is given by [7]:
Mν˙ + C(ν)ν + D(ν, φf )ν + g(η) = b(φ, h),
η˙ = J(η)ν,
where M, C, D and J denote the inertia matrix, the moment/forces matrix, the damping matrix
and the transformational matrix, respectively. The terms g(η) and b(φf , h) denote the hydrostatic
restoring forces and the truster input, respectively, and are given by
b(φf , h) =

(hfp + hfs) cosφff + (hap + has) cosφaf
0
(hfp + hfs) sinφff + (hap + has) sinφaf
bt(hfp − hfs) sinφff + bt(hap − has) sinφaf
−aff (hfp + hfs) sinφff − aaf (hap + has) sinφaf
bt(hfp − hfs) cosφff + bt(hap − has) cosφaf

, g(η) =

0
0
0
zBG cos θ sinφW
zBG sin θW
0

,
where φf = [φff φaf ]T and h = [hfp hfs hap has]T denote the foil angles and the truster inputs,
respectively. The term η = [ηT1 η
T
2 ]
T, where η1 = [x y z]T denotes the inertial position and
η2 = [φ θ ψ]
T denotes the inertial orientation. Also, ν = [νT1 ν
T
2 ]
T, with ν1 = [u¯ v w]T denotes
the body-fixed linear velocity and ν2 = [p q r]T denotes the angular velocity. Finally, zBG and
W denote the vertical distance between the center of the buoyancy and the center of the mass
and the vehicle weight, respectively.
For the Sentry vehicle, the horizontal position is controlled indirectly through the heading
subsystem, i.e. v, r, ψ, and surge speed subsystem, i.e. u¯. Therefore, for control purposes the
states x and y are ignored. Moreover, under the assumptions that (a) the truster and foil angles
do not affect each other, (b) the pitch and the pitch rate, i.e. θ and q are sufficiently small,
and (c) the foil angles are sufficiently small, then the states p, φ are also ignored for control
design and are considered passive [12]. Therefore, for the control design in the near horizontal
maneuver under the operating point νo1 = [u
o 0 wo]T, νo2 = 03×1 and η
o = 06×1, the linear model
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of the Sentry AUV is reduced to the following subsystems:
˙¯u(t)
v˙(t)
r˙(t)
ψ˙(t)
 =

a11u
o 0 0 0
0 a22u
o a26u
o 0
0 a62u
o a66u
o 0
0 0 1 0


u¯(t)
v(t)
r(t)
ψ(t)
+

m11 m11 m11 m11
m26bh −m26bh m26bh −m26bh
m66bh −m66bh m66bh −m66bh
0 0 0 0


hfp(t)
hfs(t)
hap(t)
has(t)
 ,

w˙(t)
q˙(t)
z˙(t)
θ˙(t)
 =

a33u
o a35u
o 0 −mm35zGBW
a53uo a55u
o 0 −m55zGBW
1 0 0 uo
0 1 0 0


w(t)
q(t)
z(t)
θ(t)
+

α11h α
12
h
α21h α
22
h
0 0
0 0

[
φff (t)
φaf (t)
]
,
where α11h =
βh
1+βh
h31 + (u
o)2f31, α12h =
1
1+βh
h32 + (u
o)2f32, α21h =
βh
1+βh
h51 + (u
o)2f51, and
α22h =
1
1+βh
h52 +(u
o)2f52. The detail relationships between the above parameters and the system
parameters are provided in [12].
For underwater vehicles, the ocean current is considered as a disturbance to the system, i.e.
ω(t) = Vc(t), where Vc(t) denotes the ocean current. In [8], the ocean current is modeled by a
first order Gauss-Markov Process as governed by V˙c(t) + µVc(t) = v(t), where µ ≥ 0 and v(t)
is a Gaussian white noise. For µ = 0, the model becomes a random walk, i.e. V˙c(t) = v(t).
Therefore, the disturbance signal that is applied to the i-th agent is expressed as ωi(t) = Vci(t) =∫ t
t0
vi(t)dt+ Vci(t0).
In conducting our simulations we only consider the speed-heading subsystems, i.e. u¯, v, r, ψ.
To obtain a linear model, the forward (surge) speed uo is set to uo = 1 and all the parameters are
considered to be the same as those in [11], [12]. The numerical values of the triple (A,B,C)
for the i-th agent is governed by
A =

−0.0401 0 0 0
0 −0.709 −0.648 0
0 −1.770 1.414 0
0 0 1.00 0
, B = 1.0e− 03

0.44 0.44 0.44 0.44
0.06 −0.06 0.06 −0.06
0.49 −0.49 0.49 −0.49
0 0 0 0
,
Bω =
[
0.023 0.017 0.03 0
]
, C =
[
1 0 0 0
]
, xi(t) =
[
u¯i(t) vi(t) ri(t) ψi(t)
]T
,
ui(t) =
[
hifp(t) hifs(t) hiap(t) hias(t)
]T
.
The network topology considered is as shown in Figure 3. The leader control law is selected as
u0(t) = K0x0(t)+F0r(t), with K0 = 1.0e+04[k01; k02; k03; k04], k01 = [−0.52,−3.5,−0.65,−8.0],
k02 = [−0.22,−0.19, 0.39, 0.48], k03 = [−0.04, 3.48−0.04, 6.47], k04 = [−0.25, 0.17, 0.45, 1.19],
and F0 = 1.0e+03[f01; f02; f03; f04], f01 = [3.02,−0.14, 0.36, 6.53], f02 = [−0.14, 4.02,−1.93,−2.46],
f03 = [0.36,−1.93,−1.55, 3.61], f04 = [6.53,−2.46, 3.61,−9.55], and the desired leader speed
r(t) = u¯desired(t) is defined according to Figure 4. The objective of the team cooperative control
is to ensure that all the agents follow the leader output (surge speed) trajectory, while their yaw
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Figure 3: The topology of the leader-follower network of given AUVs.
angle, sway and yaw rate remain bounded. The acceptable errors between the desired trajectory
and the actual trajectories are considered to be less than 10% in the steady state. The following
scenarios are now considered:
Scenario 1: Faulty team without control reconfiguration: In this scenario, it is assumed that
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Figure 4: The desired leader surge speed trajectory.
no control reconfiguration is invoked after the occurrence of the faults. The specifics for the
mission considered are as follows where the followers state trajectories are depicted in Figure
5.
A) All the agents are healthy and the agent control law is designed according to Theorem
2 and using YALMIP toolbox [?] for MATLAB. The gains are obtained as c1 = 3.926e +
06, K = 1.0e03[k1; k2; k3; k4], k1 = [−0.23, 0.169, −0.275,−0.039], k2 = [−0.26,−0.175,
0.278, 0.031], k3 = [−0.23, 0.169,−0.497,−0.039], k4 = [−0.026,−0.175, 0.278, 0.031], C2 =
1.0e+ 07diag{1.23, 1.39, 0.39, 1.48} and the H∞ upper bound is computed to be γ = 0.3687.
B) At time t = tf = 25 s, the agents 1 and 2 become faulty. Agent 1 loses its second actuator
i.e. hf1fs(t) ≡ 0, t ≥ 25. Agent 2 loses 30% of its first actuator and its second actuator gets stuck
at us2 = 1, i.e. h
f
2fp(t) = 0.7h2fp(t) and h
f
2fs(t) ≡ 1 for t ≥ 25 s.
Figure 5 clearly shows that if a reconfiguration control strategy is not invoked, the agents
become unstable and their states grow exponentially unbounded. Therefore, it is necessary to
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reconfigure the agent’s control law after the occurrence of this fault.
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Figure 5: The followers trajectories corresponding to the Scenario 1.
Scenario 2: Control reconfiguration subject to delays in invoking the reconfigured control law:
Unlike the previous scenario, in this scenario control reconfiguration laws are invoked to the
faulty agents. However, it is assumed that there are delays in the time that the FDI module
communicates this information to the faulty agents and the agents reconfigured controls are
invoked. The specifics for the execution of the mission are as follows where the followers state
trajectories are depicted in Figure 6.
A) All the agents are healthy and the agent control law is similar to the Scenario 1.
B) At time t = tf = 25 s, the agents 1 and 2 become faulty. The fault scenario that is considered
is the same as that of Step B) in Scenario 1.
C) The control laws for both faulty agents are reconfigured according to Theorem 3 at t =
tr = 30 s and are set as Kr11 = 10e03[k111; k112; k113], k111 = [2.627, 0.090,−1.895,−4.328],
k112 = [−2.058, 0.09, 0.293, 3.034], k113 = [−0.7549,−0.1799, 0.8115, 0.4458],
Kr21 = [k211, k212, k213], k211 = [0.50, 0.00, 0.50, 0.00], k212 = [0.50, 0.00, 0.499,−0.00], k213 =
[0.00, 1.00,−0.00, 1.00] and Kr12 = 10e03[k121; k122; k123], k121 = [0.113, 0.130,−0.485,−2.89],
k122 = [0.881,−0.089,−1.263, 0.664], k123 = [−0.969, 0.18, 0.697, 0.4], Kr22 = [k211, k212, k213],
k211 = [0.7140, 0.00, 0.7143, 0.00], k212 = [0.50, 0.00, 0.499,−0.00], k213 = [0.00, 1.00,−0.00, 1.00]
and
Figure 6, depicts that by invoking the reconfigured control laws one can now stabilize all the
agents. The delay in invoking the control reconfiguration causes a transient period in which the
agent states diverge and will not follow the leader (refer to discussion in Subsection III-B, Case
V). However, after the transients have died out, the agent reach a consensus with the leader state.
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Figure 6: The followers trajectories corresponding to the Scenario 2.
Scenario 3: Control reconfiguration subject to fault estimation uncertainties: In this scenario,
we consider a similar fault scenario as in the previous scenarios. However, it is assumed
that the estimated fault severities are subject to unreliabilities, errors and uncertainties. Using
the inequality (62) the upper bound on uncertainties is obtained as ¯12max = 0.146, implying
that the reconfigured control law stabilizes the errors provided that it is designed based on
0.554 ≤ Γˆ12 ≤ 0.846. To investigate how accurate this range is, various levels of uncertainties
and mismatches are considered and it is observed that the control gains that are designed
for Γˆ12 < 0.86 stabilize the errors whereas for Γˆ
1
2 ≥ 0.87 the state consensus errors become
unstable. This indicates that the bound provided by the inequality (62) provides an acceptable
approximation to the maximum allowable fault severities estimation errors and uncertainties.
The agents state simulation responses correspond to Γˆ12 = 0.6 and uˆ
s
i = 0.9, and are depicted in
Figure 7.
Figure 7 shows that by invoking the reconfigured control law, the agent states will no longer
diverge and the recovery control strategy stabilizes the agent states. In fact, in this scenario
the agents do follow the changes in the leader speed trajectory, although the error between
the faulty agent speed trajectory and the leader speed trajectory will not vanish but converges
asymptotically to a small constant value.
Scenario 4: Control reconfiguration subject to uncertainties in the fault isolation: In this sce-
nario, the effects of uncertainties in the fault isolation decision made by the FDI module are
studied. It is assumed that the FDI module of agents 1 and 2 are subject to fault isolation
uncertainties. Two cases are considered as follows:
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Figure 7: The followers trajectories corresponding to the Scenario 3.
Scenario 4.1:
A) Similar to Step A) in the Scenario 1.
B) At time t = 20s the FDI module launches a false fault alarm for the agent 2, that the second
actuator gets stuck at us2 = 1 and its first actuator loses 30% of its efficiency. Then, a reconfigured
control is invoked to this agent.
Scenario 4.2:
A) Similar to Step A) in the Scenario 1.
B) At time t = 20 s agent 2 becomes faulty and a fault scenario similar to Step B) in the
Scenario 1 occurs. However, the FDI module does not detect and isolate this fault in the agent
2 and instead the FDI module wrongly initiates a fault alarm and a reconfigured control that is
applied to the agent 1.
V. CONCLUSIONS
In this work, cooperative and distributed reconfigurable control law strategies are developed
and designed to control and reconfigure faulty agents from three types of actuator faults, namely
loss of effectiveness, outage, and stuck faults that guarantee boundedness of the state consensus
errors for a network of multi-agent systems. It is shown that the proposed control strategies can
ensure an H∞ performance bound attenuation for the team agents when they are subjected to
environmental disturbances and actuator faults. Our proposed reconfigured control laws ensure
that the output of the faulty agent matches that of the healthy agent in absence of disturbances.
Moreover, the control laws also guarantee that the state consensus errors either remain bounded.
Furthermore, in presence of environmental disturbances the H∞ disturbance attenuation bound
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is ensured to be minimized. The effectiveness of our proposed cooperative control and reconfig-
urable approaches are evaluated by applying them to a network of five autonomous underwater
vehicles. Extensive simulation case studies are also considered to demonstrate the capabilities and
advantages of our proposed strategies subject to FDI module uncertainties, erroneous decisions,
and imperfections.
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