Abstract. We investigate the long term behavior in terms of finite dimensional global and exponential attractors, as time goes to infinity, of solutions to a semilinear reaction-diffusion equation on non-smooth domains subject to nonlocal Robin boundary conditions, characterized by the presence of fractional diffusion on the boundary. Our results are of general character and apply to a large class of irregular domains, including domains whose boundary is Hölder continuous and domains which have fractal-like geometry. In addition to recovering most of the existing results on existence, regularity, uniqueness, stability, attractor existence, and dimension, for the well-known reactiondiffusion equation in smooth domains, the framework we develop also makes possible a number of new results for all diffusion models in other non-smooth settings.
Introduction
The mathematical theory for global existence and regularity of solutions to the (scalar) reactiondiffusion equation is considered a central problem in understanding models of (non-)degenerate reaction-diffusion systems for a variety of applied problems, especially in chemistry and biology. It is also essential, for practical applications, to be able to understand, and even predict, the long time behavior of the solutions of such systems. It is well-known that the asymptotic behavior of solutions to (scalar) reaction-diffusion equations can be well described by invariant attracting sets, and, in particular, by a finite-dimensional global attractor, such that, the dynamics of these equations, when restricted to these sets, is effectively described by a finite number of parameters (see, e.g., the monographs [10, 16, 51, 53] ).
Analytical results for most PDEs in the literature nowadays revolve around the most commonly found assumption that the underlying physical space Ω ⊂ R N (N ≥ 2) is smooth enough, and that at best, the boundary of Ω, ∂Ω is of Lipschitz class. But this is barely non-smooth, since a Lipschitz boundary has a tangent plane almost everywhere. On the other hand, not much seems to be known about partial differential equations (except for some scarce results which we will describe below) and their long-time behavior in general, when the physical domain Ω is actually "rough". This is the case, for instance, of domains whose boundary has either a fractal-like geometry or domains with cusps which are also frequently used in the applications. Indeed, it cannot be expected that objects in the real-world, be they are clouds, trees, snowflakes, blood vessels, etc., will possess the structure of smooth manifolds [44] . One of the main technical difficulties nowadays of dealing with "bad" domains is the scarcity of Sobolev embedding theorems and interpolation results in this general context. In fact, for a general non-smooth domain the usual Sobolev embedding and density theorems do not hold [49] (cf. also Section 2).
Our main goal in this paper is to develop well-posedness and long-time dynamics results for reaction-diffusion equations on domains Ω with "rough" boundaries, and then subsequently recover the existing results of this type for the same models that have been previously obtained in the case of domains with smooth boundary ∂Ω. Along these lines, we first establish a number of results for scalar reaction-diffusion equations, including results on existence, regularity, uniqueness of weak and strong solutions, existence and finite dimensionality of global and exponential attractors, and existence of Lyapunov functions. To be more precise, we shall be concerned with diffusion processes in "rough" domains Ω, described by the equation 1) subject to the following nonlocal Robin boundary condition ∂ ν udσ + (u + Θ µ (u))dµ = 0 on ∂Ω × (0, ∞) , (1.2) and the initial condition u (0) = u 0 in Ω.
(1.3) In Eqn. (1.1), f = f (u) plays the role of nonlinear source, not necessarily monotone, and Θ µ (u) is a certain nonlocal operator characterizing the presence of "fractional" diffusion along ∂Ω (see Eq. (2.7) below). The normal derivative ∂ ν u is understood in the sense of (1.4) specified below, σ denotes the restriction to ∂Ω of the (N − 1)-dimensional Hausdorff measure H N −1 , µ is an appropriate positive regular Borel measure on ∂Ω. In fact, the regularity assumptions we will impose on ∂Ω enter through the measure µ in (1.2). We will make this more precise in Section 2. Since for a "rough" domain Ω the boundary ∂Ω may be so irregular that no normal vector can be defined, we will use the following generalized version of a normal derivative in the weak sense introduced in [13] . Let µ be again a Borel measure on ∂Ω and let F : Ω → R N be a measurable function. If there exists a function f ∈ L 1 loc (R N ) such that for all ϕ ∈ C 1 (Ω), then we say that µ is the normal measure of F which we denoted by N (F ) := µ. If N (F ) exists, then it is unique and dN (ψF ) = ψdN (F ) for all ψ ∈ C 1 (Ω). If u ∈ W 1,1 loc (Ω) and N (∇u) exists, then we will denote by N (u) := N (∇u) the generalized normal measure of ∇u. The derivative dN (u)/dσ that we denote by ∂ ν u will be called the generalized normal derivative of u. To justify this definition, consider the special case of a bounded domain Ω ⊂ R N whose boundary is Lipschitz continuous, ν the outer normal to ∂Ω and let σ be the (natural) surface measure on ∂Ω (in this case, σ also coincides with H N −1 |∂Ω ). If u ∈ C 1 (Ω) is such that there are f ∈ L 1 loc (R N ) and g ∈ L 1 (∂Ω, σ) with
for all ϕ ∈ C 1 (Ω), then dN (u) = gdσ with g = ∂ ν u = ∂u/∂ν. Throughout the following, without any mention, for a bounded arbitrary domain Ω, we will always mean the identity (1.4) for the generalized outer normal derivative of u.
The interest in analysis and modelling of diffusion processes in bounded domains whose (part of the) boundary possess a fractal geometry arises from mathematical physics, and dates back to the early 1980's. The first analytical results aimed at understanding transmission problems, which, in electrostatics and magnetostatics, describe heat transfer through a fractal-like interface (such as, the snowflake), can be found in [39, 40, 41, 42] . The type of parabolic problems we consider also occur in the field of the so-called "hydraulic fracturing", a frequently used engineering method to increase the flow of oil from a reservoir into a producing oil well (see [14] ; cf. also [36] for a related application). Further examples are also provided in the book of Dautray and Lions [22] . In all these applications, the mathematical model is usually a linear parabolic boundary value problem involving a transmission condition on a fractal-like interface (layer) which is often a Robin boundary condition. The reaction-diffusion equation (1.1) on unbounded fractal domains has also been considered in [27] , and in [35] , for bounded fractal domains for which the usual Sobolev-type inequalities hold and for which (1.1) is equipped with homogeneous Dirichlet boundary conditions on ∂Ω. The latter contributions devote their attention mainly to some existence results for some special cases of nonlinearities. The motivation to consider (1.1)-(1.3) is also inspired by a wider and challenging problems aimed at simulating the diffusion of e.g. medical sprays in the bronchial tree [46, 47] . In this case, the geometry of the underlying physical domain can be simulated by some classes of self-similar ramified domains with a fractal boundary. Oxygen diffusion between the lungs and the circulatory system takes place only in the last generations of the lung tree, so that a reasonable diffusion model may need to involve nonlocal Robin boundary conditions (1.2) on the top boundary (the smallest structures), see Section 2 (cf. also [2, 3, 4] ).
It would be extremely useful if one could give a unified analysis of the reaction-diffusion problem (1.1)-(1.3) for a large class of rough domains, including the specified families of "fractal" domains and/or domains with cusps, using only a minimal number of regularity properties for Ω, and then use these assumptions about the specific form of the domain, leading to specific models, to derive sharp results about existence, regularity and stability of solutions. Then, it is also essential, for further practical applications, to show the existence of the global attractor for our general model, and then to determine whether the dynamics restricted to this global attractor is finite-dimensional or not. Among the first important contributions made to understand the linear problem associated with Eqns. (1.1)-(1.2), in general bounded open sets Ω with no essential regularity assumptions on ∂Ω, can be found in [59] (cf. also [54] for related results). In particular, in [59] it is shown that the unique solution of the linear problem is given in terms of a strongly continuous (linear) semigroup of contraction operators on L 2 (Ω) , that is order preserving, nonexpansive on L ∞ (Ω), and ultracontractive (see Section 2; cf. also [59, ). The first tool used to derive this result is the validity of the following inequality, for arbitrary open sets Ω with finite measure, 5) which holds for any u ∈ W 1,2 (Ω) ∩ C c (Ω), for some C Ω = C(N, Ω) > 0. This crucial inequality is due to Maz'ya [49] . We recall that for Lipschitz domains, the optimal exponent on the left-hand side of (1.5) is 2N/ (N − 2) , while for arbitrary open domains Ω, the best optimal exponent is 2N/ (N − 1), see Section 2.2. The second tool is the notion of relative capacity with respect to Ω [8, 9] , which is a fundamental tool both in classical analysis and potential theory. Its most common property is that it measures small sets more precisely than the usual Lebesgue measure. With both these tools at disposal, the local Robin boundary condition (that is, Θ µ ≡ 0 in Eqn. (1.2)) for the linear heat equation has been investigated in [12, 13] (and the references therein) under the stronger restriction that Ω possesses the extension property of Sobolev functions. The (linear) elliptic system associated with equations (1.1)-(1.2) has also been considered in [8, 9, 18, 19, 20] , also without any essential regularity assumptions on Ω. These latter references are mainly concerned with the existence of weak solutions for these elliptic systems and several apriori estimates. In addition to deriving well-posedness and regularity results for our nonlinear model, perhaps the study of the asymptotic behavior is equally as important as it is essential to be able to understand, and even predict, the long time behavior of the solutions of our system. One object well-suited to describe the long-time behavior is the global attractor. Assuming f ∈ C 1 loc (R) is a function which satisfies, for appropriate positive constants,
resembling the same classical assumptions (see, e.g., [16, 51] ), we prove in Section 3.2 that (1.1)-(1.3) generates a nonlinear continuous semigroup {S (t)} t≥0 acting on the phase space L 2 (Ω) (see Corollary 3.9) . This semigroup possesses the global attractor G Θ,µ , which is compact in L 2 (Ω), bounded in L ∞ (Ω) and has finite fractal dimension (see Corollary 4.8) . In addition, we show that every unique orbit u (t) = S (t) u 0 , u 0 ∈ L 2 (Ω), of the parabolic problem (1.1)-(1.3) "instantaneously" exhibits an improved regularity both in space and time. More precisely, every such weak solution becomes a strong solution (see Section 3.3); hence, G Θ,µ contains only strong solutions. In fact, the aim of the whole Section 3.1 is to verify the existence of (unique) strong solutions which are smooth enough (even with more general assumptions than (1.6)-(1.7)). One of the advantages of this result is that every weak solution can be approximated by the strong ones and the rigorous justification of the regularity results for such solutions becomes immediate. In particular, exploiting Maz'ya inequality (1.5) we extend the scheme developed initially by Alikakos [7] for reaction-diffusion equations, to derive that a particular smoothing property holds for all weak solutions of (1.1)-(1.3) with a function f satisfying (1.6)-(1.7). Here we emphasize again that the original proofs due to Alikakos [7] rely heavily on the application of the Gagliardo-NirenbergSobolev inequality which unfortunately is no longer valid in our context. Besides, in our iteration scheme we need to get good control of certain constants in such a way that they do not depend on (the bad behavior of) ∂Ω. Furthermore, a key point of this analysis is to employ an appropriate fixed point argument, coupled together with a hidden regularity theorem (Appendix, Theorem 6.3) for a non-autonomous equation governed by an accretive operator, to deduce smooth strong solutions which are differentiable almost everywhere on (0, ∞). This regularity is crucial to show, for instance, that problem (1.1)-(1.3) has a Lyapunov function on the global attractor G Θ,µ (see Lemma 4.3 and Theorem 4.5). Clearly, G Θ,µ depends on the choice of boundary conditions (1.2) and the measure µ on ∂Ω (see, for instance, Theorems (A) and (B) below). At this point one could argue that the long-time behavior of system (1.1)-(1.3) is properly described by the global attractor. However, it is well-known that the global attractor can present several drawbacks, among which we can mention that it may only attract the trajectories at a slow rate, and that the rate of attraction is very difficult, if not impossible, to express in terms of the physical observable quantities (see, e.g., [50] ). Furthermore, in many situations, the global attractor may not be even observable in experiments or in numerical simulations. This can be seen, for instance, for the one-dimensional Chaffee-Infante equation
x u + f (u) = 0 on the interval (0, 1), with cubic nonlinearity f (s) = s 3 − s, and non-homogeneous Dirichlet boundary conditions (i.e., u (0, t) = u (1, t) = −1, t > 0), in which case every trajectory is exponentially attracted to the "single point" attractor {−1}. On the other hand, this problem possesses many interesting metastable "almost stationary" equilibria which live up to a time t * ∼ e d −1/2 and, thus, for d > 0 small, one will not see the global attractor in numerical simulations. This is known to happen, for instance, for some models of one-dimensional Burgers equations and models of pattern formation in chemotaxis (see [50] , for further references). Henceforth, in some situations, the global attractor may fail to capture important transient behaviors. Besides, in the general setting of arbitrary open domains, this feature can be further amplified for our system due to the boundary condition (1.2) and the "rough" nature of the domain Ω near ∂Ω. It is thus also important to construct larger objects which contain the global attractor, attract the trajectories at a fast (typically, exponential) rate which can be computed explicitly in terms of the physical parameters, and are still finite dimensional. A natural object is the exponential attractor (see, e.g., [50, Section 3] ; cf. also below). In Section 4, we prove the existence of such an exponential attractor not only for the dynamical systems generated by the weak solutions (see Theorem 4.7) but also by the strong solutions, which require essentially no growth assumptions on the nonlinearity as |s| → ∞ (see Theorem 4.11). Roughly speaking, the assumption on f reads: 8) for some λ * ∈ [0, C Ω ), where C Ω = C (N, Ω) > 0 is the best Sobolev/Poincaré constant into (1.5). The latter result seems to be new for (1.1)-(1.3) even when Ω is a smooth domain. We refer the reader to Section 3 for the precise assumptions, related results and generalizations. We emphasize that the measure µ and/or boundary regularity assumptions we employ are of general character, and as a result do not require any specific form of the domain Ω; this abstraction allows (1.1)-(1.3) to recover all of the existing diffusion models that have been previously studied in smooth bounded domains (including Lipschitz domains), as well as to represent a much larger family of models for (1.1)-(1.3) that have not been explicitly studied in detail. As a result, the system in (1.1)-(1.3) includes reaction-diffusion models, on domains Ω which possess the W 1,2 -extension property of Sobolev functions, and non-Lipschitz domains whose boundary is only Hölder continuous, as special cases, and on many arbitrary open bounded domains Ω (satisfying, for instance, (1.5)) not previously identified. In Section 5, we discuss how the unified analysis presented here can be used to establish the same results for other important classes of partial differential equations, such as, reaction-diffusion systems for a vector-valued function − → u = (u 1 , ..., u k ) .
The following theorems can be treated as special cases of our results. They apply for instance to domains Ω with a "fractal" boundary ∂Ω.
Theorem (A). Assume that Ω has the W 1,2 -extension property of Sobolev functions and f satisfies (1.6)-(1.7). Let µ be the restriction to ∂Ω of the d-dimensional Hausdorff measure
associated with weak solutions for the parabolic problem (1.1)-(1.3) is gradient-like and possesses the global attractor G Θ,µ of finite fractal dimension. Moreover, the semigroup S (t) also has an exponential attractor E Θ,µ .
Theorem (B).
Assume that Ω has the W 1,2 -extension property of Sobolev functions and f obeys (1.8). Let µ be the restriction to ∂Ω of the d-dimensional Hausdorff measure
, associated with "strong" solutions of the parabolic problem (1.1)-(1.3) has an exponential attractor Y Θ,µ (hence, also a global attractor of finite fractal dimension).
The assumption on the measure µ deserves some additional comments. First, we note that when
is locally infinite, that is, for all x ∈ ∂Ω and δ > 0 we have that 9) in this case the boundary value problem (1.1)-(1.2) coincides with the (homogeneous) Dirichlet problem for (1.1). If (1.9) only holds on part of the boundary Γ ∞ ⊂ ∂Ω, Dirichlet boundary conditions are satisfied on that part Γ ∞ and the usual (nonlocal) Robin boundary condition (1.2) is satisfied on the remaining part ∂Ω\Γ ∞ . On the other hand, for domains with fractal boundaries ∂Ω, one often finds some d 0 ∈ (N − 2, N ) such that
In this case, one may think of (1.2) as a generalized (nonlocal) Robin boundary condition (µ = µ d 0 ) for the boundary value problem (1.1)-(1.3). We once again refer the reader to Section 4 for more precise statements of the results on the existence of finite dimensional global and exponential attractors.
The remainder of the paper is structured as follows. In Section 2, we establish our notations and give some basic preliminary results for the operators and spaces appearing in the model (1.1)-(1.3). In Section 3, we prove some well-posedness results for this model; in particular, we establish existence results for strong solutions (Section 3.1), weak solutions (Section 3.2) and then derive regularity (Section 3.3) and stability results (Section 3.2). In Section 4, we prove results which establish the existence of global and exponential attractors for (1.1)-(1.3), and the existence of Lyapunov functions. Section 5 contains some concluding remarks. To make the paper reasonably self-contained, in Appendix, we develop some supporting material on regularity results for abstract non-homogeneous evolution equations which are necessary to derive the results in Section 3.1.
Preliminaries
2.1. Some facts from measure theory. As mentioned in the introduction, we aim to analyze the long-time behavior of solutions to the reaction-diffusion equation (1.1) (supplemented with the boundary and initial conditions (1.2)-(1.3)) in terms of global and exponential attractors [50] . In order to make the paper as self-contained as possible, in this section we recall the main definitions and results in measure and Sobolev function theory which will be extensively used in what follows.
Let Ω ⊂ R N be an open set with boundary ∂Ω. We say that a Borel measure µ on ∂Ω is regular if for every A ⊂ ∂Ω there exists a Borel set B such that A ⊂ B and µ(A) = µ(B). A measure µ on ∂Ω is a Radon measure if µ is Borel regular and µ(K) < ∞ for each compact set K ⊂ ∂Ω. Let σ be the restriction to ∂Ω of the (N − 1)-dimensional Hausdorff measure H N −1 . Then it is well-known that σ is a regular Borel measure on ∂Ω but it is not always a Radon measure, that is, if Ω has a "bad" boundary ∂Ω, it may happen that compact subsets of ∂Ω have infinite σ-measure (see [25, 26] ). 
the relatively closed subset of ∂Ω on which the measure µ is locally infinite. The complement of Γ ∞ µ denoted by
is the relatively open subset of ∂Ω on which the measure µ is locally finite. We will also call the part Γ µ the domain of the measure µ and denote D(µ) = Γ µ .
We notice that the restriction of µ to Γ µ is a Radon measure and µ(Γ µ ) < ∞ if Ω is such that its boundary is a compact set. For more properties of Borel measures and the Hausdorff measure, we refer the reader to the monographs [25, 26] .
Next, let 0 < a n+1 < b n+1 < a n < 1 (n ∈ N) be such that lim n→∞ a n = 0. Let
Let σ := H 1 | ∂Ω . It is easy to see that σ(∂Ω)= ∞ and that
Example 2.3. Let Ω ⊂ R 2 be the Koch snowflake (see Figure 1 ) and let σ :
It is well-known that ∂Ω has Hausdorff dimension equal to d := ln(4)/ ln(3), see [55] . In this case, the d-dimensional Hausdorff measure of ∂Ω is finite,
Next, we give another example which is also meaningful for the applications.
Example 2.4. Let now Ω ⊂ R 2 be the class of tree-shaped domains with self-similar fractal boundary introduced in [45] . Such a geometry can be seen as a two-dimensional idealization of the bronchial tree (see [1] ; cf. also [2, 3, 4, 6] ). In order to describe this set, we follow [1] . Consider four real numbers a, α, β, θ such that 0 < a < 1/ √ 2, α > 0, β > 0 and 0 < θ < π/2. Let f i , i = 1, 2, be two similitudes in R 2 given by
One can define by Γ f the self-similar set associated to the similitudes f 1 , f 2 , i.e., the unique compact subset of R 2 such that
To construct the ramified domain whose boundary is Γ f , we further let A n be the set containing all the 2 n mappings from {1, ..., n} to {1, 2}, called strings of length n for n > 1, and define A = n≥1 A n as the set containing the empty string and all the finite strings. Next, consider two points P 1 = (−1, 0) and P 2 = (1, 0) and let Γ b be the line segment [P 1 , P 2 ]. We impose that f 2 (P 1 ) and f 2 (P 2 ) have positive coordinates (i.e., a cos θ < α and a sin θ < β). The first cell Y 0 of the tree domain Ω (i.e., the bottom of the tree, see Figure 2 ) is constructed by assuming that Y 0 is the convex, hexagonal, open domain inside the closed polygonal line joining the points P 1 , P 2 , f 2 (P 2 ), f 2 (P 1 ), f 1 (P 2 ), f 1 (P 1 ), and P 1 in this order. With the above assumptions on θ,α, β, a, this is true if and only if (α − 1) sin θ + β cos θ > 0. Under these assumptions, the domain Y 0 is contained in the half-plane x 2 > 0 and is symmetric with respect to the vertical axis x 1 = 0. Next, we introduce K 0 = Y 0 . It is possible to glue together K 0 , f 1 (K 0 ) and f 2 (K 0 ) and obtain a new polygonal domain, also symmetric with respect to the axis x 1 = 0. We define the ramified open domain Ω, Figure 2 . Note that Ω is symmetric with respect to the axis x 1 = 0. In [45] it was proved that, for any 0 < θ < π/2, there exists a unique positive number a * < 1/ √ 2, which does not depend on (α, β) , such that for 0 < a < a * , Γ f has "no self-contact". In this case the Hausdorff dimension of Γ f is d = − ln (2) / ln (a) > 1 and by [5] , Ω possesses the W 1,2 -extension property of Sobolev functions. Moreover, since (a) We say that µ is an upper d-Ahlfors measure if there exists a constant C 2 > 0 such that for every x ∈ ∂Ω and every r ∈ (0, 1], one has
(b) We say that µ is a lower d-Ahlfors measure if there exists a constant C 1 > 0 such that for every x ∈ ∂Ω and every r ∈ (0, 1], one has
By Definition 2.6. Let F be a closed set in R N . We say that F is a d-set for some d ∈ (0, N ] in the sense that there exist a Borel measure µ on F and some constants C 2 > C 1 > 0 such that Let now Ω ⊂ R N be an arbitrary bounded domain with boundary ∂Ω. By [38] (see also [15] ), ∂Ω is a d-set if and only if (2.3) holds with µ being the restriction to ∂Ω of the d-dimensional
Let Ω ⊂ R 2 be the Koch snowflake and recall that d = ln(4)/ ln (3) is the Hausdorff dimension of ∂Ω (cf. Example 2.3). By [55] , the restriction of H d to ∂Ω is an upper d-Ahlfors measure. Let now Ω ⊂ R 2 be the tree-domain in Example 2.4. By [37] , there exists a unique regular Borel invariant measure µ on Γ f in the sense that for every Borel set B,
For more properties of Ahlfors measures and d-sets we refer the reader to [15, 21, 26, 38] and the references therein.
2.2.
The Maz'ya space. In this subsection, we introduce the function spaces needed to study our problem. We recall that Ω ⊂ R N (N ≥ 2) is an arbitrary bounded domain with boundary ∂Ω and the measure σ = H N −1 | ∂Ω .
For p ∈ [1, ∞), we denote by W 1,p (Ω) the first order Sobolev space endowed with the norm
is a Banach space and W 1,2 (Ω) is a Hilbert space. We let
(Ω) such that they coincide if, for instance, Ω has the segment property (see [49, Theorem 1, p.28] ). We recall that the latter property is equivalent to Ω being of class C, which is slightly weaker than the Lipschitz property of Ω.
The following important inequality is due to Maz'ya [48, Section 3.6, p.189].
In the inequality (2.4), the constant C(N ) is exactly the so called isoperimetric constant.
The following result is a direct consequence of the Maz'ya inequality (2.4). 
with respect to the norm
By (2.5), it follows that
In this paper, we focus on the Hilbert space case p = 2, that is, the space W 1 2,2 (Ω, ∂Ω). Next, let µ be an arbitrary regular Borel measure on the boundary ∂Ω. We define the Maz'ya type space W 1 2,2 (Ω, ∂Ω, µ) to be the abstract completion of
It follows from (2.5) that the spaces W 1 2,2 (Ω, ∂Ω, σ) and W 1 2,2 (Ω, ∂Ω) coincide with equivalent norms. Now, for a measurable function u on ∂Ω and s ∈ (0, 1), we let
We let the fractional order Sobolev-Besov type space
be equipped with the norm
For further properties of the space H s (∂Ω, µ) we refer the reader to [21] and the references therein. Let (H s (∂Ω, µ)) * denote the dual of the Hilbert space H s (∂Ω, µ). We define on the boundary a (nonlocal) operator Θ µ :
where ·, · denotes the duality between H s (∂Ω, µ) and (H s (∂Ω, µ)) * . With some further abuse of notation, from now on ·, · denotes the duality between any Banach space X and its dual X * . Now, we let V 1,2 Θ (Ω, ∂Ω, µ) be the abstract completion of
defines an equivalent norm on the space V 1,2 Θ (Ω, ∂Ω, σ), and this space is continuously embedded into W 1 2,2 (Ω, ∂Ω). We notice that if Ω has Lipschitz boundary, then the spaces
(Ω) with equivalent norms. Moreover, if the measure µ ≡ 0, then we always
(Ω) with equivalent norms. On the other hand, for arbitrary domains or/and for arbitrary regular Borel measures, in order to have an explicit description of the Maz'ya type space W 1 2,2 (Ω, ∂Ω, µ) and its subspace V 1,2 Θ (Ω, ∂Ω, µ), we need the following notion of capacity.
Definition 2.11. The relative capacity Cap 2,Ω with respect to Ω is defined for sets A ⊂ Ω by
•
• We say that a property holds Cap 2,Ω -quasi everywhere (briefly q.e.) on a set A ⊂ Ω, if there exists a Cap 2,Ω -polar set P such that the property holds for all x ∈ A \ P .
The relative capacity Cap 2,Ω has been introduced in [8] (see also [9, 56, 59 ] for a more general version) to study the Laplace operator with linear (local) Robin boundary conditions on arbitrary open subsets in R N . Note that if Ω = R N , then Cap 2,R N = Cap 2 is the classical Wiener capacity [11, 25] . By [8, Section 2], for every u ∈ W 1,2 (Ω) there exists a unique (up to a Cap 2,Ω -polar set) Cap 2,Ω -quasi continuous functionũ : Ω → R such thatũ = u a.e. on Ω. Moreover, if u ∈ W 1,2 (Ω) and u n ∈ W 1,2 (Ω) is a sequence which converges to u in W 1,2 (Ω), then there is a subsequence of u n which converges toũ q.e. on Ω.
We have the following situation regarding the Maz'ya type space W 1 2,2 (Ω, ∂Ω, µ). Let Γ ∞ µ be the relatively closed, and let D(µ) = Γ µ be the relatively open subsets of ∂Ω defined in (2.1) and (2.2), respectively. Then every function u ∈ W µ,2 is such that u| Γ ∞ µ = 0, where we recall that
Let Γ ⊂ ∂Ω be a relatively closed set. Since the closure of the set {u ∈ W 1,2 (Ω) ∩ C(Ω) : u| Γ = 0} in W 1,2 (Ω) is the space {u ∈ W 1,2 (Ω) :ũ = 0 q.e. on Γ}, it follows that every function u in W 1 2,2 (Ω, ∂Ω, µ) is zero q.e. on Γ ∞ µ (see [8, 9] ). With these observations, one has the following descriptions:
. This is the case for the well-known 2-dimensional open set bounded by the Koch snowflake if one takes the measure µ = σ and is also the case for d-sets if µ = σ and d > N − 1.
Throughout the remainder, we identify each function u ∈ W 1,2 (Ω) with its quasi-continuous versionũ. With this identification, we define the bilinear symmetric form A Θ,µ with domain
(2.10)
is such that u = 0 q.e. on Γ ∞ µ , one has that the form A Θ,µ defined in (2.10) is given by
To characterize the lower semi-continuity of ϕ Θ,µ , and hence, the closedness of A Θ,µ , we need to following notion of boundary regularity and/or measure regularity. (i) The operator R :
To see that Theorem 2.13 applies to a large class of rough domains, let us recall that Ω is said to have the W 1,2 -extension property if for every u ∈ W 1,2 (Ω) there exists U ∈ W 1,2 (R N ) such that U | Ω = u a.e. In that case, by [34, Theorem 5] , there exists a bounded linear extension operator E from W 1,2 (Ω) into W 1,2 (R N ). It is worth emphasizing that for extension domains the spaces W 1,2 (Ω) and W 1,2 (Ω) coincide. The following important result is proven in [59, Lemma 4.7] . 2.3. The Laplacian with nonlocal Robin boundary conditions. In this subsection we define a realization of the Laplace operator with nonlocal Robin boundary conditions on L 2 (Ω). We also deduce some properties of this operator that are needed to prove our main results.
Throughout the remainder of this article, we assume that Ω ⊂ R N is a bounded domain with boundary ∂Ω, µ is a regular Borel measure on ∂Ω such that its domain Γ µ defined in (2.2) is Cap 2,Ω -admissible with respect to µ. Then, by Theorem 2.13, the bilinear form A Θ,µ defined in (2.11) is closed on L 2 (Ω). Let A Θ,µ be the closed, linear, self-adjoint operator associated with A Θ,µ in the sense that
12) The operator A Θ,µ can be described explicitly as follows:
and A Θ,µ u = −∆u.
We note that if µ = σ or, more generally, if µ is absolutely continuous with respect to σ (in particular,
which corresponds to the classical (or usual) nonlocal Robin boundary conditions. Here a (x, y) = b (x) b (y) is a bounded measurable function on ∂Ω×∂Ω such that dµ x dµ y = a (x, y) dσ x dσ y . We also notice that the description (2.9) for V 1,2 Θ (Ω, ∂Ω, µ) shows that one always has a Dirichlet boundary conditions on the part Γ ∞ µ . Clearly the operator A Θ,µ , defined above, satisfies
Throughout the remainder of this article, if µ is absolutely continuous with respect to σ, we will simply say that µ = σ. We have the following result.
Theorem 2.15. Let Γ µ be Cap 2,Ω -admissible with respect to µ. Assume that either µ = σ or that
Then the following assertions hold.
(a) The operator −A Θ,µ generates a strongly continuous semigroup (e −tA Θ,µ ) t≥0 of contractions on L 2 (Ω) which can be extended to contraction strongly continuous semigroups on
The operator A Θ,µ has a compact resolvent, and hence has a discrete spectrum. The spectrum of A Θ,µ is an increasing sequence of real numbers 0 ≤ λ 1 < λ 2 < · · · < λ n < . . . , that converges to +∞. Moreover, if u n is an eigenfunction associated with λ n , then
, the resolvent set of A Θ,µ , and there exists a constant C > 0 such that, for every u ∈ V 1,2
is an algebraically simple eigenvalue. It is the only eigenvalue having a positive eigenfunction.
Proof. (a) This part follows from [59, Corollary 5.3] (where the assumption (2.14) is not needed).
(b) First, we notice that since we have assumed that Γ µ is Cap 2,Ω -admissible with respect to µ, we have from Theorem 2.13 that the continuous embedding V
is also an injection. Moreover it follows from (2.6) if µ = σ and the assumption (2.14)
is compact since Ω is bounded. Since A Θ,µ is a nonnegative self-adjoint operator and has a compact resolvent, then it has a discrete spectrum which is an increasing sequence of real numbers 0 ≤ λ 1 < λ 2 < · · · < λ n . . . , that converges to +∞. Now, let u n ∈ V 1,2 Θ (Ω, ∂Ω, µ) be an eigenfunction associated with λ n . Then, for every v ∈ V 1,2
This equality means that A Θ,µ u n = λ n u n . Let α > 0 be a real number. Since α ∈ ρ(−A Θ,µ ), we have that αI + A Θ,µ is invertible. From A Θ,µ u n = λ n u n we have that
By [59, Theorem 5.4] , the semigroup (e −tA Θ,µ ) t≥0 is ultracontrative in the sense that it maps L 2 (Ω) into L ∞ (Ω) (this follows from (2.6) if µ = σ, and from the assumption (2.14) if µ = σ). More precisely, there is a constant C > 0 and γ ∈ (0, 1) such that for every f ∈ L 2 (Ω) and t ∈ (0, 1),
where γ = N/2 if µ = σ and γ = q/2(q − 1) if µ = σ. Since for every f ∈ L 2 (Ω) and α > 0,
it follows from (2.16) that there exists a constant M > 0 such that
This completes the proof of part (b).
(c) Assume to the contrary that 0 / ∈ ρ(A Θ,µ ) (i.e., 0 is an eigenvalue for A Θ,µ ). Then there exists a nonzero function u ∈ D(A Θ,µ ) such that A Θ,µ u = 0, that is, A Θ,µ (u, v) = 0, for every v ∈ V 1,2 Θ (Ω, ∂Ω, µ). In particular, we have
This shows that |∇u| = 0. Since Ω is bounded and connected, we get that u = C 1 for some constant
, whence a contradiction. On the other hand, from the facts that u = C 1 , we get from the previous equation that C 1 µ(Γ µ ) = 0. The second alternative µ(Γ µ ) > 0 then implies that u = C 1 = 0, again a contradiction. We have shown that 0 ∈ ρ(A Θ,µ ). Now the estimate (2.15) follows from standard properties of semigroups (see, e.g., [23, 30] ), since we have just shown that there exists a constant w > 0 such that (e) Since I + A Θ,µ is invertible we have that the L 2 (Ω)-norm of (I + A Θ,µ ) θ defines an equivalent norm on D(A θ Θ,µ ) and
Using (2.16) for t ∈ (0, 1) and the contractivity of e −tA Θ,µ for t > 1, for u ∈ D(A θ Θ,µ ), we deduce
The first integral is finite if and only if γ < θ. The proof of theorem is finished.
Remark 2.16.
15, is actually not an assumption about the regularity of the open set Ω, but it is only an assumption about the measure µ. Roughly speaking, it means that the trivial choice µ ≡ 0 (the zero measure) is not allowed. (b) In the case of domains with Lipschitz continuous boundary ∂Ω, further interesting spectral properties for the operator A Θ,µ can be also derived (see [33] ). (c) Assuming that either Cap 2,Ω (Γ ∞ µ ) > 0 or µ(Γ µ ) > 0 is satisfied, we deduce from (2.15),
defines an equivalent norm on the space V 
In a smooth situation (say when ∂Ω ∈ C 2 ), one has
It is well-known that the embedding W 2θ,2 (Ω) ⊂ L ∞ (Ω) holds in the smooth setting provided that N < 4θ. This shows that the stated embedding D(A θ Θ,µ ) ⊂ L ∞ (Ω) appears to be optimal in the non-smooth setting in this sense. 2) is still realized on the portion Γ f . In fact, a more appropriate choice for µ is
It is important to observe that the operator
so that one has the usual (nonlocal) Robin boundary conditions on the portion ∂Ω \ Γ f , and the generalized (nonlocal) Robin boundary conditions on Γ f . In the general case when Ω ⊂ R N , such arguments also hold if ∂Ω is a d-set with d ∈ (N − 1, N ] . Finally, it is worth emphasizing that the assumption (2.14) in Theorem 2.15 is satisfied with q = N/(N − 2) if, for example, Ω has the W 1,2 -extension property. On the other hand, if Ω ⊂ R N is a non-Lipschitz bounded domain whose boundary admits a finite numbers of outward or inward Hölder cusps points and exponent at cusp points 0 < γ < 1, then Ω does not enjoy the extension property. However, for such domains Ω we still have the following continuous embeddings: 19) see [28, 29] . Many examples of domains with cusps, which are the simplest non-Lipschitz domains used in the applications, can be found in Figure 3) Let Ω hc ⊂ R N , N ≥ 2 be the following set:
for some L, l > 0 and γ ∈ (0, 1). The inequality (2.19) is fulfilled for Ω = Ω hc and N ≥ 2. Generally, the Sobolev inequality (2.19) is satisfied in any Hölder domain Ω of class C γ , γ ∈ (0, 1). By a (bounded) Hölder C γ -domain we mean the following: there exist a finite number of balls B (x i , r i ), i = 1, ..., m N , whose union contains Ω, and for each i = 1, ..., m N , there exists a Hölder-continuous (C γ , γ ∈ (0, 1)) function F i : R N −1 → R such that for some coordinate system, B (x i , r i ) ∩ Ω is equal to the intersection of B (x i , r i ) with the region above the graph of F i .
Well-posedness and regularity
In this section Ω ⊂ R N is an arbitrary bounded domain with boundary ∂Ω, µ is a regular Borel measure on ∂Ω such that µ is either the (N − 1)-dimensional Hausdorff meausure H N −1 |∂Ω or another "arbitrary" regular Borel measure, according to the assumptions of Section 2 (see (H µ ) below). We begin this section by stating all the hypotheses on f we need, even though not all of them must be satisfied at the same time.
for some constant λ * ∈ [0, C Ω ), where C Ω = C (N, Ω) > 0 is the best Sobolev/Poincaré constant into (2.5) and (2.14), respectively.
for some appropriate positive constants and some p > 1.
for some positive constant C f .
Finally, throughout the remainder of this article our assumption about the measure µ will be as follows.
(H µ ) Assume that Γ µ is Cap 2,Ω -admissible with respect to µ, and either Cap 2,
In what follows we shall use classical (linear/nonlinear semigroup) definitions of strong and generalized (weak) solutions to (1.1)-(1.3) . "Strong" solutions are defined via nonlinear semigroup theory for sufficiently smooth initial data and satisfy the differential equations almost everywhere in t > 0. "Generalized" or weak solutions are defined as (strong) limits of strong solutions. We first introduce the rigorous notion of (global) weak solutions to the system (1.1)-(1.3) . Throughout the remainder of this article the solution of the system (1.1)-(1.3) is a function that depends on the variables t ∈ [0, ∞) and x ∈ Ω, but in our notation we sometime omit the dependence in x.
Definition 3.1. Let u 0 ∈ L 2 (Ω) be given and assume (H2) holds for some p > 1. The function u is said to be a weak solution of (1.1)-(1.3) if, for a.e. t ∈ (0, T ) , for any T > 0, the following properties are valid:
• Regularity:
where p = p/ (p − 1) .
• Variational identity: for the weak solutions the following equality
, a.e. t ∈ (0, T ). Finally, we have, in the space L 2 (Ω) , u (0) = u 0 almost everywhere.
• Energy identity: weak solutions satisfy the following identity
Finally, our notion of (global) strong solution is as follows.
Definition 3.3. Let u 0 ∈ L ∞ (Ω) be given. A weak solution u is "strong" if, in addition, it fulfills the regularity properties:
This section consists of three main parts. At first we will establish the existence and uniqueness of a strong solution on a finite time interval using the theory of monotone operators, and exploiting a (modified) Alikakos-Moser iteration-type argument to show that the strong solution is actually a global solution. In the second part, we will show the existence of (globally-defined) weak solutions which satisfy the energy identity (3.3) and the variational form (3.2). We shall also discuss their uniqueness. Finally, by using the energy method combined with a refined iteration scheme, we show that the weak solution is actually more regular on intervals of the form [δ, ∞), for every δ > 0. 3.1. Strong solutions. Now we state the main theorem of this (sub)section. Theorem 3.4. Assume that the nonlinearity f obeys (H1) and µ satisfies (H µ ). For every u 0 ∈ L ∞ (Ω) , there exists a unique strong solution of (1.1)-(1.3) in the sense of Definition 3.3. 
Proof. Step 1 (Local existence
with f as a locally Lipschitz perturbation of a monotone operator, on account of the fact that f ∈ C 1 loc (R). We construct the (locally-defined) strong solution by a fixed point argument. To this end, fix 0 < T * ≤ T , consider the space
and define the following mapping
Note that X T * ,R * , when endowed with the norm of
, and since f is continuously differentiable, Σ (u) (t) is continuous on [0, T * ]. We will show that, by properly choosing T * , R * > 0, Σ : X T * ,R * → X T * ,R * is a contraction mapping with respect to the metric induced by the norm of C ([0, T * ] ; L ∞ (Ω)) . The appropriate choices for T * , R * > 0 will be specified below. First, we show that u ∈ X T * ,R * implies that Σ (u) ∈ X T * ,R * , that is, Σ maps X T * ,R * to itself. From (3.5) and the fact that f ∈ C 1 loc (R), we observe that the mapping Σ satisfies the following estimate
for some positive continuous function Q f which depends only on the size of the nonlinearity f . Thus, provided that we set R * ≥ 2 u 0 ∞,Ω , we can find a sufficiently small time T * > 0 such that
in which case Σ (u (t)) ∈ X T * ,R * , for any u (t) ∈ X T * ,R * . Next, we show that by possibly choosing T * > 0 smaller, Σ : X T * ,R * → X T * ,R * is also a contraction. Indeed, for any u 1 , u 2 ∈ X T * ,R * , exploiting again (3.5), we estimate
This shows that Σ is a contraction on X T * ,R * (compare with (3.8)) provided that
Therefore, owing to the contraction mapping principle, we conclude that problem (3.6) has a unique local solution u ∈ X T * ,R * . This solution can certainly be (uniquely) extended on a right maximal time interval [0, T max ), with T max > 0 depending on u 0 ∞,Ω , such that, either T max = ∞ or T max < ∞, in which case lim t Tmax u (t) ∞,Ω = ∞. Indeed, if T max < ∞ and the latter condition does not hold, we can find a sequence t n T max such that u (t n ) ∞,Ω ≤ C. This would allow us to extend u as a solution to Equation (3.6) to an interval [0, t n + δ), for some δ > 0 independent of n. Hence u can be extended beyond T max which contradicts the construction of T max > 0. To conclude that the solution u belongs to the class in Definition 3.3, let us further set G (t) := −f (u (t)) , for u ∈ C ([0, T max ) ; L ∞ (Ω)) and notice that u is the "generalized" solution of
. By Theorem 6.2 (Appendix), the "generalized" solution u has the additional regularity ∂ t u ∈ L 2 δ, T max ; L 2 (Ω) , which together with the facts that u is continuous on [0, T max ) and f ∈ C 1 loc (R), yield
Thus, we can apply Theorem 6.3 and Corollary 6.4 (see Appendix), to deduce the following regularity properties for u : 12) such that the solution u is Lipschitz continuous on [δ, T max ), for every δ > 0. Thus, we have obtained a locally-defined strong solution in the sense of Definition 3.3. As to the variational equality in Definition 3.1, we note that this equality is satisfied even pointwise (in time t ∈ (0, T max )) by the strong solutions. Our final point is to show that T max = ∞, because of condition (H1). This ensures that the strong solution constructed above is also global.
Step 2 (Energy estimate) Let m ≥ 1 and consider the function E m : (0, ∞) → [0, ∞) defined by E m (t) := u(t) m+1 m+1,Ω . First, notice that E m is well-defined on (0, T max ) because u is bounded in Ω × (0, T max ) and because Ω has finite measure. Since u is a strong solution on (0, T max ) , see Definition 3.3 (or (3.12)), recall that u is continuous from [0, T max ) → L ∞ (Ω) and Lipschitz continuous on [δ, T max ) for every δ > 0. Thus, u (as function of t) is differentiable a.e., whence, the function E m (t) is also differentiable for a.e. t ∈ (0, T max ) .
For strong solutions and t ∈ (0, T max ), integration by parts procedure yields the following standard energy identity:
for some C f > 0 and for all s ∈ R. This inequality allows us to estimate the nonlinear term in (3.13). We have (by using the equivalent norm (2.17))
where |Ω| denotes the N -dimensional Lebesgue measure of Ω. In view of (2.17) and Gronwall's inequality, (3.15) gives the following estimate for t ∈ (0, T max ) ,
for some constants ρ = ρ (N, Ω) > 0, C (f, |Ω|) > 0.
Step 3 (The iteration argument). In this step, c > 0 will denote a constant that is independent of t, T max , m, k and initial data, which only depends on the other structural parameters of the problem. Such a constant may vary even from line to line. Moreover, we shall denote by Q τ (m) a monotone nondecreasing function in m of order τ , for some nonnegative constant τ , independent of m. More precisely, Q τ (m) ∼ cm τ as m → +∞. We begin by showing that E m (t) satisfies a local recursive relation which can be used to perform an iterative argument. Again standard procedure for the strong solutions on (0, T max ) (i.e., testing the variational equation (3.2) gives on account of (3.14) the following inequality:
, for some constant γ > 0 independent of m, t and T max . Next, set m k + 1 = 2 k , k ∈ N, and define
Our goal is to derive a recursive inequality for M k using (3.17) . In order to do so, we define
since q > 1. We aim to estimate the terms on the right-hand side of (3.17) in terms of the L 1+m k−1 (Ω)-norm of u. First, Hölder inequality and Maz'ya inequality (i.e., W 1 2,2 (Ω, ∂Ω, µ) ⊂ L 2q (Ω), for some q = q (N, Ω) > 1, see (2.6) with q = N/ (N − 1) and µ = σ, and (2.14) when µ = σ) yield (by using the equivalent norm (2.18))
. Applying Young's inequality on the right-hand side of (3.19), we get for every ε > 0,
for some α > 0 independent of k, where in fact
In order to estimate the last term on the right-hand side of (3.17), we define two decreasing and increasing sequences (l k ) k∈N and (w k ) k∈N , respectively, such that
and observe that they satisfy
for all k ∈ N (in particular, w k → 2 as k → ∞). The application of Young's inequality in (3.20) yields again
for every ε > 0, where now 
for some positive constant δ > 0 independent of k.
Next, we have |u|
, for a.e. t ∈ (0, T max )), so that by using the equivalent norm (2.18), we can find another positive constant c = c (Ω, N ), depending on Ω and N, such that
We can now combine (3.23) with (3.22) to deduce
for t ∈ (0, T max ) . Integrating (3.24) over (0, t), we infer from Gronwall-Bernoulli's inequality [17, Lemma 1.2.4] that there exists yet another constant c > 0, independent of k, such that
On the other hand, let us observe that there exists a positive constant
Taking the 2 k -th root on both sides of (3.25), and defining X k := sup t∈(0,Tmax) u (t) 2 k ,Ω , we easily arrive at 
It remains to notice that (3.27) together with the bound (3.16) shows that u (t) ∞,Ω is uniformly bounded for all times t > 0 with a bound, independent of T max , depending only on u 0 ∞,Ω , the "size" of the domain and the non-linear function f. This gives T max = +∞ so that strong solutions are in fact global. This completes the proof of the theorem. 
for any T > δ > 0. This follows from the fact that the nonlinear function f is continuously differentiable. Note that the second regularity in (3.28) is a consequence of the first one, the time regularity in (3.4) (see Definition 3.3) and the variational identity (3.2).
The following result is immediate. 
where u is the (unique) strong solution in the sense of Definition 3.3.
Weak Solutions.
We aim to prove the existence of weak solutions in the sense of Definition 3.1. For this, Theorem 3.4 proves essential in the sense that we can proceed by an approximation argument, which we briefly describe below. We consider, for each > 0, the following system 30) subject to the initial condition
where
Then, by Theorem 3.4, under the assumption that f satisfies (H1), the approximate problem (3.30)-(3.31) admits a unique strong solution with 33) for some T * > 0 and each > 0, such that both (3.2) and (3.3) are satisfied even pointwise in time t ∈ (0, T * ). The advantage of this construction is that now every weak solution can be approximated by the strong ones and the rigorous justification of our estimates for such solutions is immediate.
We shall now deduce the first result concerning the solvability of problem (1.1)-(1.3) with the new assumption (H2). Note that a function that satisfies (H2) also satisfies the assumption (H1). Theorem 3.7. Assume that the nonlinearity f obeys (H2) and µ satisfies (H µ ). Then, for any initial data u 0 ∈ L 2 (Ω) , there exists at least one (globally-defined) weak solution
in the sense of Definition 3.1.
Proof. We divide the proof into two main steps. For practical purposes, C will denote a positive constant that is independent of time, T * , > 0 and initial data, but which only depends on the other structural parameters. Such a constant may vary even from line to line.
Step 1. (The main energy estimate). Since f obeys (H2), then (H1) is satisfied and by Theorem 3.4, the approximate problem (3.30)-(3.31) has a strong solution that also satisfies the weak formulation (3.2). Thus, in view of (3.33) the key choice ξ = u (t) in (3.2) is justified. We have the following energy identity 1 2
for all t ∈ (0, T * ). Invoking assumption (H2), we infer
where we have used the equivalent norm (2.17). We can now integrate this inequality over (0, T * ) to deduce
for all t ∈ (0, T * ) , for some ρ > 0 independent of > 0. Incidently, by (3.32) this uniform estimate also shows that we can take T * = ∞, i.e., the weak solution that we construct is in fact globally-defined. On account of (3.35), we deduce the following uniform (in > 0) bounds
Θ (Ω, ∂Ω, µ)), for any T > 0. Hence, by virtue of (2.13) and (3.36), we also get (3.37) uniformly in > 0. Here, recall that A Θ,µ is the positive self-adjoint operator associated with the bilinear form A Θ,µ (see Section 2.2). By (2.13), we can interpret (3.2) as the equality
Step 2. (Passage to limit). From the above properties (3.36)-(3.37), we see that there exists a subsequence {u } >0 (still denoted by {u }), such that as → 0 + , 
is compact, then we can exploit standard embedding results for vector valued functions (see, e.g., [16] ), to deduce
By refining in (3.40), u converges to u a.e. in Ω × (0, T ). Then, by means of known results in measure theory [16] , the continuity of f and the convergence of (3.40) imply that f (u ) converges weakly to f (u) in L p ((0, T ) × Ω), while from (3.36)-(3.37) and the linearity of A Θ,µ , we further see that
We can now pass to the limit as → 0 in equation (3.38) to deduce the desired weak solution u, satisfying the variational identity (3.2) and the regularity properties (3.1). In order to show the energy identity (3.3), we can proceed in a standard way as in [16, Theorem II.1.8], by observing that any distributional derivative
which are precisely the dual of the spaces
, respectively. In particular, we obtain that every weak solution u ∈ C [0, T ] ; L 2 (Ω) , and that the map t → u (t) 
a.e. t ∈ [0, T ], whence (3.3) follows. The proof of Theorem 3.7 is finished.
As in the classical case [16, 51, 53] , we can prove the following stability result for the class of weak solutions constructed by means of Definition 3.1.
Proposition 3.8. Let the assumptions of Theorem 3.7 be satisfied, and in addition, assume that (H3) holds. Then, there exists a unique weak solution to problem (1.1)-(1.3), which depends continuously on the initial data in a Lipschitz way.
Proof. As usual, consider any two weak solutions u 1 , u 2 , and set u (t) = u 1 (t) − u 2 (t). Then, according to (3.3) (cf. also (3.42)), u (t) satisfies the identity
a.e. t ∈ [0, T ] . Assumption (H3) implies (by using the equivalent norm (2.17))
This yields the desired result by application of Gronwall's inequality.
As an immediate consequence of this stability result, problem (1.1)-(1.3) defines a dynamical system in the classical sense [10, 16, 51, 53] . 
where u is the (unique) weak solution in the sense of Definition 3.1.
Regularity of solutions.
The next proposition is a direct consequence of estimate (3.24) of Theorem 3.4. Strong solutions guaranteed by Theorem 3.4 provide sufficient regularity to justify all the calculations performed in the proof of Proposition 3.10 below. In this case, at the very end we pass to the limit and obtain the estimate even for the generalized solutions.
Proposition 3.10. Let the assumptions of Theorem 3.4 or Theorem 3.7 be satisfied. Let τ > τ > 0 and fix µ := τ −τ . There exists a positive constant C = C (µ) ∼ µ −η (for some η > 0), independent of t and the initial data, such that 46) where the sequence {t k } k∈N is defined recursively
Here we recall that C = C (µ) > 0, δ > 0 are independent of k. For the sake of completeness, we report a sketch of the argument for (3.46) . To this end, let ζ (s) be a positive function ζ :
The last integral in (3.47) can be estimated as in (3.20) and (3.23). Combining the above estimates and the fact that Z k ≤ E m k , we deduce the following inequality:
Note that C = C (µ) ∼ µ −1 as µ → 0, and C (µ) is bounded if µ is bounded away from zero. Integrating (3.48) with respect to s from t − µ/2 k to t, and taking into account the fact that
which proves the claim (3.46). Thus, we can iterate in (3.46) with respect to k ≥ 1 and obtain that
Therefore, we can take the 1 + m k = 2 k -th root on both sides of (3.49) and let k → +∞. Using the facts that ζ :
This clearly proves the proposition.
Combining estimate (3.35) (which is also satisfied by the "generalized" solution) with Proposition 3.10, and arguing as in the proof of Theorem 3.4, we obtain the following.
Corollary 3.11. Let the assumptions of Proposition 3.8 be satisfied. For every u 0 ∈ L 2 (Ω) , the (unique) orbit u (t) = S (t) u 0 is a strong solution for t ≥ ρ, for all ρ > 0.
Next, since we already know that there exists an absorbing set B ⊂ L 2 (Ω) (cf. Ineq. (3.35) ) for the dynamical system S (t) , L 2 (Ω) , it will be important to show that the semigroup S is also asymptotically smooth. This is essential in the attractor theory and the related results we shall present in the next section. Clearly, we want to make use of the fact that the weak solutions are sufficiently smooth on the interval [ρ, ∞), for any ρ > 0. It will suffice to derive a uniform bound in V 1,2 Θ (Ω, ∂Ω, µ). Since the argument relies on the use of key test functions (more precisely, we need to take ξ = ∂ t u (t) into the variational equation (3.2) ), we will actually need to require more regularity of the strong solution, i.e., u ∈ W 1,s loc ((0, ∞); V 1,2 Θ (Ω, ∂Ω, µ)), s > 1. However, lacking any further knowledge on these solutions (note that Ω is an arbitrary bounded open set), we will work with "truncated" solutions which can be obtained with the Galerkin approach and has independent interest. Lemma 3.12. Let the assumptions of Proposition 3.8 be satisfied. Then, for u 0 ∈ L 2 (Ω) any orbit
for every ρ > 0, and the following estimate holds:
for some constant C δ = C (ρ) > 0, independent of t and initial data.
Proof. We recall that by Theorem 2.15, A Θ,µ is a positive and self-adjoint operator in L 2 (Ω). Then, we have a complete system of eigenfunctions {ξ i } i∈N for the operator A Θ,µ in L 2 (Ω) with
Θ (Ω, ∂Ω, µ), and ξ i ∈ L ∞ (Ω) . According to the general spectral theory, the eigenvalues λ i can be increasingly ordered and counted according to their multiplicities in order to form a real divergent sequence. Moreover, the respective eigenvectors ξ i turn out to form an orthogonal basis in V 1,2 Θ (Ω, ∂Ω, µ) and L 2 (Ω) , respectively. The eigenvectors ξ i may be assumed to be normalized in L 2 (Ω). To this end, we can now define the finite-dimensional spaces
Θ (Ω, ∂Ω, µ). As usual, for any n ∈ N, we look for functions of the form
solving a suitable approximating problem. More precisely, for any given n ≥ 1 we look for C 1 -real functions e i (·), i = 1, . . . , n, only depending on time, which solve the approximating problem P (n) given by
with initial condition
for all Ψ ∈ P n . Here u n0 is the orthogonal projection of u 0 onto P n . Observe that
Notice that by the Cauchy-Lipschitz theorem, one can find a unique maximal solution
to (3.52)-(3.53), for some T n ∈ (0, T ). As in the case when Ω is smooth (see the monographs [10, 16, 51, 53] ), the existence of a generalized solution, defined on the whole interval [0, T ], for every n ∈ N, can be also obtained with this approach. In particular, notice that (3.35) is also satisfied by u n . Here we are interested to derive the bound (3.50) . Notice that the key choice of the test function
2) is now allowed for these truncated solutions. We deduce 
for all t ≥ ρ. Recalling that, due to (H2)-(H3), F is bounded from below, independently of n, and |F (s)| ≤ C (1 + |s| p ), we infer from (3.35), 55) for some constant c > 0 independent of t, n and ρ. On the basis of a lower-semicontinuity argument, we easily obtain the desired estimate (3.50). The proof is finished.
Notice that the uniqueness of the weak solutions (see Proposition 3.8) is important here. We will eventually need to use the fact that each such solution u belongs to
Θ (Ω, ∂Ω, µ)), for every ρ > 0, in order to apply a sequence of abstracts results in the next section and obtain the desired "finite-dimensional" description of the long-term dynamics of (1.1)-(1.3) in terms of attractors which possess good properties. Indeed, even though the weak solution of Definition 3.1 can be also constructed with aid from the Galerkin approach presented above, the application of this scheme seems quite problematic for the proof of Proposition 3.10 (see also the proof of Theorem 3.4) and it cannot be longer used in that context. In other words, the procedure of approximating by the strong solutions u gives a weak solution u, while the usual limit procedure in the Galerkin truncations u n gives another weak solution u. The solution u coincides with u, if uniqueness is known for (1.1)-(1.3) . Here is where the two theories seem to depart if the latter property is not known.
Finite dimensional attractors
The present section is focused on the long-term analysis of problem (1.1)-(1.3). We proceed to investigate the asymptotic properties of (1.1)-(1.3), using the notion of a global attractor. We begin with the following. 3) , that is, G Θ,µ = K |t=0 , where K is the set of all strong solutions u which are defined for all t ∈ R + and bounded in the
Θ (Ω, ∂Ω, µ)-norm. Proof. Due to the dissipative estimates (3.35), (3.45) and (3.50) , the ball
for a sufficiently large radius R > 0, is an absorbing set for S (t) in L 2 (Ω). Indeed, in light of (3.35) , it is not difficult to see that, for any bounded set B ⊂ L 2 (Ω), there exists a time t * = t * (B) > 0 such that S (t) B ⊂ L 2 (Ω), for all t ≥ t * . Next, we can choose τ = τ + 2µ with τ = t * and µ = 1, so that the L 2 -L ∞ smoothing property (3.45) together with the estimate (3.50) entails the desired assertion. Obviously, the ball B 0 is compact in the topology of L 2 (Ω). Thus, S (t) possesses a compact absorbing set. On the other hand, due to Proposition 3.8 (see also (4.6) below), for every fixed t ≥ 0, the map S (t) is continuous on B 0 in the L 2 -topology and, consequently, the existence of the global attractor follows now from the classical attractor's existence theorem (see, e.g. [16] ).
Let us now construct a Lyapunov functional for (1.1)-(1.3). 
has along the strong solutions of (1.1)-(1.3), the derivative
In other words, the functional L Θ is decreasing, and becomes stationary exactly on equilibria u * , which are solutions of the system:
Proof. The proof is a simple calculation which relies essentially on the fact that strong solutions are smooth enough, see Definition 3.3 and Remark 3.5.
Corollary 3.11 together with Lemma 4.3 can now be used to study the asymptotic behavior of the solutions of (1.1)-(1.3) by means of the LaSalle's invariance principle (see, e.g., [51, 53] ). To this end, to any (weak) trajectory of Eqns. (1.1)-(1.3) we associate the respective (positive) ω-limit set Λ
The following lemma states some basic properties of the ω-limit sets (independent of any Lyapunov function). Its proof is immediate owing to the continuity properties of the strong solutions (see Definition 3.3, Corollary 3.11 and Remark 3.5) and the compactness of the embedding V 1,2
(i) Any ω-limit set Λ + L 2 is nonempty, compact and connected. (ii) The trajectory approaches its own limit set in the norm of L 2 (Ω), i.e.,
(iii) Any ω-limit set is invariant: new trajectories which start at some point in Λ
The dynamical system S (t) , L 2 (Ω) is a "gradient" system, namely, we have the following (see, e.g., [51, Theorem 10.13] ).
Theorem 4.5. Let the assumptions of Proposition 3.8 be satisfied. The global attractor G Θ,µ coincides with the unstable set of equilibria E * , which consists of solutions of (4.1).
Thus, the asymptotic behavior of solutions of (1.1)-(1.3) is properly described by the existence of the global attractor G Θ,µ . However, the global attractor does not provide an actual control of the convergence rate of trajectories and might be unstable with respect to perturbations. A more suitable object to have an effective control on the longtime dynamics is the exponential attractor (see e.g. [50] ). Contrary to the global one, the exponential attractor is not unique (thus, in some sense, is an artificial object), and it is only semi-invariant. However, it has the advantage of being stable with respect to perturbations, and it provides an exponential convergence rate which can be explicitly computed. Our construction of an exponential attractor is based on the following abstract result [24, Proposition 4.1]. Proposition 4.6. Let H,V,V 1 be Banach spaces such that the embedding V 1 → V is compact. Let B be a closed bounded subset of H and let S : B → B be a map. Assume also that there exists a uniformly Lipschitz continuous map T : B → V 1 , i.e.,
for some L ≥ 0, such that
3)
for some constant 0 ≤ γ < 1 2 and K ≥ 0. Then, there exists a (discrete) exponential attractor M d ⊂ B of the semigroup {S(n) := S n , n ∈ Z + } with discrete time in the phase space H, which satisfies the following properties:
• semi-invariance:
, for all n ∈ N and for some α > 0 and C ≥ 0, where dist H denotes the standard Hausdorff semidistance between sets in H; • finite-dimensionality: M d has finite fractal dimension in H.
Moreover, the constants C and α, and the fractal dimension of M d can be explicitly expressed in terms of L, K, γ, B H and Kolmogorov's κ-entropy of the compact embedding V 1 → V, for some κ = κ (L, K, γ). We recall that the Kolmogorov κ-entropy of the compact embedding V 1 → V is the logarithm of the minimum number of balls of radius κ in V necessary to cover the unit ball of V 1 (see, e.g., [16] ).
We are now ready to state and prove Theorem 4.7. Assume that the nonlinearity f obeys (H2)-(H3) and µ satisfies (H µ ). The semigroup S (t) on L 2 (Ω) associated with (1.1)-(1.3) possesses an exponential attractor E Θ,µ in the following sense:
i.e. there exist β > 0 and a monotone function Q such that, for every bounded set B ⊂
• E Θ,µ has the finite fractal dimension in L ∞ (Ω).
Since an exponential attractor always contains the global one, the theorem implies, in particular, the following result. 
We first recall that, due to the proof of Proposition 4.2, the semigroup S (t) possesses an absorbing ball B 0 in the phase space X . Thus, it suffices to construct the exponential attractor for the restriction of this semigroup on B 0 only. In order to apply Proposition 4.6 to our situation, we need to verify the proper estimate for the difference of solutions, which is done in the following lemma.
Lemma 4.9. Let the assumptions of Theorem 4.7 hold, and let u 1 and u 2 be two weak solutions of (1.1)-(1.3) such that u i (0) ∈ B 0 . Then the following estimates are valid:
4)
and
5) for some ω, ν > 0, M, K, C ≥ 0, all independent of t and u i .
is compact and continuous. The application of Gronwall's inequality in (3.43) entails the desired estimate (4.4). The second term on the left-hand side of (4.5) can be easily controlled by integration over (0, t) in (3.43). More precisely, we have
Furthermore, in light of Corollary 3.11 and estimates (3.45), (3.12) , recall that we have
for some positive constant C independent of t and u i . Thus, for any test function ξ ∈ V 1,2 Θ (Ω, ∂Ω, µ), using the variational identity (3.2) (which actually holds pointwise for t ≥ 0), we have for the
, since f ∈ C 1 loc (R), owing to (4.7). This estimate together with (4.6) gives the desired control on the time derivative in (4.5).
The last ingredient we need is the uniform Hölder continuity of the time map t → S (t) u 0 in the L ∞ -norm, namely, Lemma 4.10. Let the assumptions of Theorem 4.7 be satisfied. Consider u (t) = S (t) u 0 with u 0 ∈ B 0 . Then, for every t ≥ 0, the following estimate holds:
where λ < 1, C > 0 are independent of t, s, u and the initial data.
Proof. According to (4.7), the following bound holds for u:
Consequently, by comparison in (3.2) and from (3.50), we have that
Inequality (4.8) is a consequence of (4.9) and the L 2 -L ∞ smoothing property (3.45) . This follows from the fact that the nonlinear function f is continuously differentiable. Indeed, due to the boundedness of u (t) ∈ L ∞ (Ω) , a.e. t ≥ 0 and u (t) ∈ V 1,2 Θ (Ω, ∂Ω, µ), a.e. t ≥ δ > 0 (cf., Lemma 3.12), the nonlinearity f becomes subordinated to the linear part of the equation (1.1) (no matter how fast it grows). More precisely, obtaining the L 2 -L ∞ continuous dependance estimate for the difference u (t) − u (s) of any two strong solutions u (t) , u (s) , corresponding to the same initial datum, is actually reduced to the same iteration procedure we used in the proof of Theorem 3.4. The proof is completed.
We can now finish the proof of the main theorem of this section, using the abstract scheme of Proposition 4.6.
Proof of Theorem 4.7. First, we construct the exponential attractor M d of the discrete map S (T * ) on B 0 (the above constructed absorbing ball in
denotes the closure in the space L 2 (Ω) and then set B := S (1) B 1 . Thus, B is a semi-invariant compact (for the L 2 -metric) subset of the phase space L 2 (Ω) and S (T * ) : B → B, provided that T * is large enough. Then, we apply Proposition 4.6 on the set B with H = L 2 (Ω) and S = S (T * ) , with T * > 0 large enough so that M e −ωT * = γ < (see (4.4)). Besides, letting
we have that V 1 → V is compact, with reference to Theorem 2.15. Secondly, define T : B → V 1 to be the solving operator for (1. In order to construct the exponential attractor E Θ,µ for the semigroup S(t) with continuous time, we note that, due to Proposition 3.8, this semigroup is Lipschitz continuous with respect to the initial data in the topology of L 2 (Ω), see also (4.6). Moreover, by Lemma 4.10 the map (t, u 0 ) → S (t) u 0 is also uniformly Hölder continuous on [0, T * ] × B, where B is endowed with the metric topology of L 2 (Ω) (actually, even with respect of the metric topology of L ∞ (Ω) due to the L 2 -L ∞ smoothing property of S and the fact that f ∈ C 1 loc (R)). Hence, the desired exponential attractor E Θ,µ for the continuous semigroup S(t) can be obtained by the standard formula
Finally, the finite-dimensionality of E Θ,µ follows from the finite dimensionality of
Θ ) smoothing property of the semigroup S (t). The remaining properties of E Θ,µ are immediate. Theorem 4.7 is now proved.
We conclude with the following result for the dynamical system (T (t) , L ∞ (Ω)) , associated with strong solutions of problem (1.1)-(1.3) (see Definition 3.3). • Y Θ,µ has the finite fractal dimension in L ∞ (Ω) .
Proof. It is also not difficult to complete the proof of the theorem, using the abstract scheme of Proposition 4.6. Indeed, by estimate (3.16), the semigroup T (t) admits a bounded absorbing set in L 2 (Ω) , which combined with the estimate (3.45) of Proposition 3.10, gives a bounded absorbing set in L ∞ (Ω). Arguing now as in the proof of Lemma 3.12, by using Galerkin truncations of the strong solution, we can easily deduce that the same ball B 0 is an absorbing set for T (t) in L ∞ (Ω) . Hence, the above scheme applies and we can once again obtain an exponential attractor Y Θ,µ with the stated properties. This completes the proof. with a nonnegative symmetric kernel K (x) = k (|x|) such that K ∈ L 1 (Γ µ , dµ). This choice renders the nonlocal term dissipative everywhere in the estimates, in particular, see the proof of Theorem 3.4. Clearly, the choice k (r) = r −(N −1+2s) , s ∈ (0, 1), gives (2.7). We have restricted our attention to this type of kernels only for the sake of convenience and simplicity of presentation. 
Summary
In this article, we considered a general (scalar) reaction-diffusion equation on N -dimensional bounded domains Ω with non-smooth boundary ∂Ω, with N ≥ 2. Our system captures most of the specific and variants of the diffusion models considered in the Introduction and analyzed in the literature. Our setting also captures a number of additional models that have not been specifically identified or analyzed in the literature. We give a unified analysis of the system using tools in nonlinear potential analysis and Sobolev function theory on "rough" domains, and then use them to obtain the sharpest results. In Section 2, we established our notations and gave some basic preliminary results for the operators and spaces appearing in our framework. In Section 3, we built some well-posedness results for our nonlinear diffusion model, which included existence results (Sections 3.1, 3.2), regularity results (Section 3.3), and uniqueness and stability results (Section 3.2). In Section 4, we showed the existence of a finite-dimensional global attractor and gave some further properties, then we also established the existence of an exponential attractor. In addition to establishing a number of technical results for our model in this general setting, the framework we developed can recover most of the existing existence, regularity, uniqueness, stability, attractor existence and dimension results for the well-known reaction-diffusion equation on smooth domains.
The present unified analysis can be exploited to extend and establish existence, regularity and existence of finite dimensional attractor results for other important models based on (weakly) damped wave equations, systems of reaction-diffusion equations for a vector − → u = (u 1 , ..., u k ) (k ≥ 2), parabolic problems with degenerate diffusion, and many others. For instance, our framework requires only minor modifications to include reaction-diffusion systems for the vector-valued function − → u ; the function spaces become product spaces, and the principal dissipation and "smoothing" operators become block operators on these product spaces, typically with block diagonal form. The nonlinearities in these models can be treated in a similar way as in Section 3 (see [16, Chapter II, Section 4]). Furthermore, we remark that one can also easily allow for time-dependent external forces h (t) , h ∈ C 1 b R; L 2 (Ω) , acting on the right-hand side of Eqn. (1.1). Indeed, the existence results still hold and one can generalize the notion of global attractor and replace it by the notion of pullback attractor, for example. One can still study the set of all complete bounded trajectories, that is, trajectories which are bounded for all t ∈ R + . All the results that we have presented in this paper are still true in that case. We will consider such questions in forthcoming contributions.
Appendix
To make the paper reasonably self-contained, we include supporting material on regularity results for the operator e −tA Θ,µ t≥0 and some basic results from monotone operator theory (see, e.g., [52] of contractions on L 2 (Ω). In particular, for every u 0 ∈ L 2 (Ω), the orbit u(t) = e −tA Θ,µ u 0 is the unique strong solution of the first order Cauchy problem ∂ t u (t, x) + ∂ϕ Θµ (u (t, x)) = 0, (t, x) ∈ R + × Ω, u |t=0 = u 0 in Ω, for every t ≥ 0 and u 0 ∈ L ∞ (Ω).
We will now state some results for the non-homogeneous Cauchy problem associated with (6.1). The first one is taken from [52 with g ∈ L 2 (0, T ; H) and u 0 ∈ D (A). Then ϕ (u) ∈ L 1 (0, T ) , √ tu (t) ∈ L 2 (0, T ; H) and u (t) ∈ D (A) for a.e. t ∈ [0, T ] .
The proof of Theorem 3.4 (Section 3) is based on the following regularity result for the evolution problem (6.3) with a generic m-accretive operator A. Since we could not find a proof for it in the literature, we choose to include here for the convenience of the reader. The theorem is a more general version of [52, Chapter IV, Proposition 3.2] with some modified assumptions. for every δ > 0. Let u be the generalized solution of (6.3) for u 0 ∈ D (A). It follows that u (t) ∈ D (A) , t ≥ δ > 0, and the following estimate holds for some v ∈ D (A):
4)
for each u 0 ∈ D (A) and t ≥ δ > 0. The constant C > 0 is independent of t, δ, u, v, u 0 and g. Here A 0 denotes the minimal section of A.
Proof. We proceed as follows. We first regularize the solution u by a sequence of approximate solutions u α with α > 0, in which u α ∈ C 1 ([0, T ] ; H) such that u α (0) = u 0 ∈ D (A), and u α solves the following regularized problem u α (t) + A α (u α (t)) = g α (t) , t ∈ [0, T ] . Integrating over (0, T ) and combining with the energy estimate (6.8), on account of Young's inequality, we obtain
