WSNs are nowadays adopted by the industry in large-scale unattended deployments, and thus we can state that the technology is reaching its maturity. The key point in the success relies on robustness, long lifespan, and reliability, features that are directly related to energy conservative protocols. Notwithstanding, Physical and Link Layer efforts to keep the energy consumption small are usually obviated by routing protocols, which put their efforts on maintaining reliability and throughput instead. For example, gradient-based routing protocols deliver the data through the most reliable links in the network ensuring about 99% of packet delivery ratio, but they suffer from the hot spot problem, that is, the most reliable routes are forced to waste their energy, which fast partitions the network and reduces the monitored area. In order to cope with hot spot problem, we investigate the use of probabilistic route selection techniques. The goal is to increase the network lifespan while reliability is sustained.
Introduction
Industry is adopting Wireless Sensor Networks (WSNs) for long-lived deployments that require a long lifespan, robustness, and acceptable throughput in their networks (The lifetime of a long-lived WSN is typically expected to be on the order of years with node duty cycles less than 1% (e.g., less than 1 sample per minute).). Several efficient routing protocols and techniques have been developed either to keep the energy consumption or to achieve 99.9% of delivery ratio. However, some work still remains in order to provide an allin-one robust implementation for deploy and forget wireless sensor networks. The addressed scenarios include those characterized by thousands of sensors collecting data during very long periods of time where information losses are critical (e.g., natural hazard monitoring, smart city applications, and metering). Energy consumption is the key limitation of longlived WSNs, which strictly depends on transmission rates. Gradient routing protocols [1] tend to overload the best routes to the sink, and therefore, the nodes with the best links usually have a heavier workload than their neighbours as they are chosen to relay a lot of traffic that they do not generate. This additional overload reduces the lifespan of these critical nodes and leads to network partitioning [2] , which is usually referred to as the hot spot problem. For wide area monitoring, path elimination (aka the hot spot problem) not only diminishes the reliability of the network but also reduces the monitored area. In this paper, we present a new routing solution to deploy and forget WSNs that considers the tradeoff between reliability and energy consumption. Specifically, we propose a generalization of the Collection Tree Protocol (CTP) [3] that probabilistically balances the load among the routes to the sink. Due to its randomized nature, our protocol is autonomous and decentralized, that is, each node decides the route to the sink on its own. Finally, the paper evaluates the proposal in a real deployment. 
Related Work
Despite numerous research efforts [4] [5] [6] [7] [8] [9] , WSN routing remains to this day a fairly open issue. In this section, we will only focus on mote-oriented routing protocols that have been implemented on actual sensor network platforms. A number of cost-based routing protocols have been developed for motes using TinyOS [10] , MintRoute [1] , MultiHopLQI [11] , Collection Tree Protocol (CTP) [3] , and Arbutus [12] . All these are successive evolutions of a common cost-based paradigm that is described in [1] , where the link quality estimation definitely impacts on the metrics used by the different algorithms. In other words, routing takes into account transmission reliability. Basically those routing protocols address scenarios characterized by one sink (excepting CTP and Arbutus), and where nodes generate traffic periodically at a fixed rate. Routing protocols use a gradient minimization approach to determine the next hop, that is, the candidate with the best value of the corresponding metric is selected. Furthermore, the protocols are designed to keep some traffic in the network with the aim of continuously updating the estimations of link quality. For example, MintRoute makes use of routing tables that keep the Expected Number of Transmissions (ETX) metric [13] of all of its neighbours. In order to prevent tables from growing indefinitely, it makes use of a neighbourhood management policy [14] .
On the contrary, MultiHopLQI does not use routing tables. A new parent is adopted if it advertises a lower cost than the current parent. The link metric is in this case the Link Quality Information (LQI), which is used additively to obtain the gradient of a given route. MultiHopLQI only keeps the state of the best parent at a given time, which drastically reduces memory usage and control overhead. CTP uses the ETX as metric. In this occasion, routes are selected by minimization of the gradient (i.e., the sum of the costs in the route), and transmission deferrals are used in case of congestion in the parent node. The key feature of CTP is that it adjusts control and state maintenance beaconing by means of the Trickle algorithm [15] . Finally, Arbutus is the unique protocol, up until the moment of writing this paper, that focuses on load balancing. As MultiHopLQI, it does not keep routing tables but only the best candidate next hop for each node. In this way, it builds a tree-deployed network where beaconing is only carried out in a topdown approach. Next hop estimation is calculated taking into account also bottleneck information (which provides inherent load balancing) and Channel State Information (LQI as described in the 802.15.4 standard). As outlined in [12] , even though Arbutus performs as well as MultiHopLQI with 30% of energy savings, the calibration of the protocol is not trivial and depends on every scenario. In the following, we propose an alternative to Arbutus that overcomes these drawbacks.
CTP Generalization
CTP is a tree-based collection protocol intended to provide best effort routing. In the CTP, a number of nodes advertise themselves as tree roots of the network. Then other nodes in the network form a set of routing trees to these roots. A particularity of CTP is that the network is address-free (i.e., a node does not send a packet to a particular root). Instead, nodes implicitly choose a root by choosing a next hop, and the best routes to the sink node are thereafter determined by a minimum gradient approach. Specifically, CTP uses expected transmissions (ETX) as its routing metric, and a root has an ETX of 0. The ETX of any node in the network is then calculated as the ETX of its parent plus the ETX of its own link to the parent, and the mechanism to choose the routes is pretty simple; among the set of potential routes that pass through the ith node, the one with the lowest ETX value is selected.
Routing loops are problem that can emerge in a CTP network and generally occur when a node chooses a new route that has a significantly higher ETX value than its predecessor, perhaps as a reaction to a connectivity loss with the old parent. If the new route includes a node that is actually a descendant of its own child nodes, then a loop occurs.
CTP addresses loops by means of two different mechanisms. First, every CTP packet contains a metric that indicates the sum of ETX in the route that goes from the source node to the sending node. If CTP receives a data frame with a metric value that is lower than its own value, then this indicates that there is an inconsistency in the tree. CTP tries to resolve the inconsistency as follows: the receiving node broadcasts a beacon frame and hopes that the sending node will hear it and adjust its routes accordingly. However, if there is still a collection of nodes that is separated from the rest of the network, then there will be at least one loop in the subnetwork whose ETX grows without bound. CTP's second mechanism is not to consider routes with an ETX higher than a reasonable constant, whose value depends on each specific scenario.
CTP and Probabilistic Routing
It is known that CTP suffers from the hot spot problem. Best routes are rapidly overloaded leading to fast energy depletion and network partitioning. Although CTP calculates routes periodically, the effect of route elimination is not detected until the reliability of the path diminishes as a result of a node failure. This problem can be reduced by several loadbalancing schemes to route information through other wellconnected routes. One way to address load balancing is to introduce new parameters to be measured by the control plane (State information transmitted to keep the topology of the routing protocol.). These techniques introduce additional traffic to the network and usually require blacklisting mechanisms to avoid bottleneck nodes. Blacklisting usually requires the application of specific configuration in order to avoid network partitioning [16] .
In order to reduce the hot spot problem, we propose to use probabilistic techniques to determine routes. The idea behind our work is to select a route based on a probability. Eligible routes will be selected taking into account CTP routing metric and the neighbour table information of a node. Probabilities will be assigned to possible paths considering the local information available at each node. In order to avoid a pure randomized choice (as Random Walks [17] ), a selection pattern is introduced. Therefore, the metric considered in this work is stochastic and does not require expensive in-node calculations. Furthermore, the technique gives more probability to the best route in order not to compromise the reliability of the network.
Triangular Distribution Function.
In order to assign probabilities to the possible routes to the sink, we investigated the use of the Triangular Distribution Function (TDF). The Triangular Distribution is typically used as a subjective description of a population for which there is only limited sample data. It is based on the knowledge of the minimum and the maximum values and also on a guess of the modal value. The TDF is mathematically expressed as
where the parameters a, b, and c determine the form of the probability density function. Parameter a represents the lower limit, c represents the mode, and b represents the upper limit. In the baseline version of CTP, the distribution function sets a, b, and c to 1 thus indicating that there is only one eligible neighbour (note that f is in this case a Dirac delta function placed at x = 1). When multiple paths to the sink are considered, the parameter b indicates the number of candidate neighbours eligible for transmission whenever a = c = 1. Figure 1 presents different examples of the Probability Density Function (PDF) of the Triangular Distribution for Having characterized the Probability Density Function, it is quite simple to generate random values that follow the distribution. In order to determine the candidate node for transmission, instead of selecting the node with minimum ETX as CTP does, nodes are logically sorted by ascending ETX. The node with lowest ETX will be considered the first candidate, and other nodes will be considered subsequent candidates according to their ETX. The neighbours to transmit are selected according to the probability distribution function of the triangular distribution.
Before each transmission, each node computes a random value X drawn from a TDF with a = c = 1. Since X is real valued, we apply the floor function to select the node to transmit at. In other words, the continuous TDF is transformed to a discrete TDF (as can be seen in Figure 2 ). Finally, we want to remark that X can be straightforwardly obtained from a random variable μ drawn from a uniform distribution in the interval [0, 1] as follows:
Note also that this schema distributes transmissions amongst candidate paths giving more chances to transmit to wellconnected nodes as required. Finally, we want to clarify that both CTP, and our protocol are able to change parent dynamically. In CTP nodes periodically broadcast (using the trickle algorithm) their current ETX, and receivers update then their routing tables. If in that moment the best candidate to be a parent changes, then the parent is changed. The problem is still that best route becomes a hot spot. In our approach, we mitigate the hot spot problem because not always the best parent is chosen but other very good candidates are used. Then ETX from those nodes is also updated. If at any time the best candidate changes, its probability to be elected increases. 
Experimentation
In order to evaluate our proposal, a set of different studies have been carried out. Simulation and real implementation tests have been combined in the evaluation.
Simulation Experiments.
CTP and our proposal (named ZERO in our results) have been implemented in JAVA in order to be able to evaluate them in a large-scale network. The experiment constructed a network as a k-ary tree with n nodes and depth h, that is,
The maximum depth was set to five hops (h = 5); the maximum number of child nodes per parent node was set to six (k = 6), and a unique sink has been considered, so that the network has a total of 9.331 nodes. Initial ETX values have been assigned following a uniform distribution. The simulation aimed to evaluate the number of messages routed by each node in the network and compare this quantity between the baseline CTP and our proposed schema. In the experiment, each node aimed to transmit 1.000 packets to the sink, and we have chosen a triangular distribution function with a = c = 1 and b = 3 in our design. Furthermore, the probability of successful transmission was set in the range of 80% to 99.9% since we aimed to evaluate the behaviour of the protocols under considerably low failure rates. Experiments were repeated 50 times, and average results are presented. Figure 3 compares the results obtained in our simulation regarding the number of packets relayed by each routing node in CTP and by our protocol (Node that routes information from other nodes.). For the CTP implementation, routing nodes transmitted in average 17.226 messages (packets) whilst nodes using the triangular distributed protocol transmitted 3 times less messages (packets) (5.757 in average). This is attributed to the probabilistic distribution of routes in our proposal that in average balances the load among the best b paths. However, the distribution is not equitable among all the b paths as far as the best ones are forced to relay more packets. Figure 3(b) shows the number of nodes routing information from other nodes. Note that, for CTP, 260 nodes relayed the information in a network of 9.331 nodes whilst in our approach 778 participated in that task. Figure 4 presents the number of messages relayed by the nodes in the network. Nodes have been sorted in decreasing order taking into account the number of transmitted packets. Figure 4(a) shows only 778 out of the 9.331 nodes in the network since the rest of nodes did not relay packets from others (only transmitted their 1.000 packets). Root nodes (node 1 in the figure) from CTP and our approach almost transmitted the same number of messages, around 920.000 in average with slight variations attributed to the randomized probability of successful transmission assigned to each node. It can be seen that, either in CTP or in the triangular distributed protocol, the distribution of transmitted packets follows a power law, where few nodes transmit most of the information. Given that both protocols produce tree-deployed networks, this is, the expected distribution. However, a deeper look at Figure 4 that are at the same depth in the network transmit almost the same number of messages due to the homogeneity in the network. Notwithstanding, the number of transmitted packets is more continuously distributed in our protocol due to the fact that loads are balanced. Consequently, two consecutive transmissions do not necessarily follow the same path even though the best routes are prioritized. Figure 5 shows in average the number of routing nodes at different depths in the network. Note that root nodes route all packets in both approaches as expected. However, CTP routes three times the number of packets routed by our proposal in subsequent network levels. The results obtained in our simulations demonstrate that neighbour selection using the triangular distribution function balances the load at routing nodes by introducing new suitable paths to transmit to the sink, thus reducing the number of transmitted packets per node. As a consequence, energy depletion of hot spots is also mitigated.
Real Deployment Experiments.
In a real evaluation, we aimed to investigate whether our approach compromises the reliability of the network. The experiments were conducted using the G3 node from WorldSensing. The G3 nodes are equipped with an Atmel Atmega microcontroller and a CC2420 radio at 866 Mhz. They make use of TinyOS as operating system, which implements CTP by default. In our experiments, this native CTP version has been modified to include the proposed random neighbour selection solution.
A network of 10, 21, and 54 motes has been deployed in our lab. Motes were randomly placed in indoor and at outdoor with the restriction of ensuring full network connectivity. Experiments for 10 nodes were repeated 102 times, for 21 nodes 30 times, and for 54 nodes 10 times for both routing protocols. In total, data from 2.197 nodes was collected, and the delivery ratio, that is, the portion of packets issued with respect to the acknowledgements received was computed for each node. Figure 6 shows the distribution of the packet delivery ratio (PDR), that is, probability of successful packet transmission to the next node in the routing tree, for all the studied nodes. For the CTP, implementation nodes exhibit a mean packet delivery ratio of 78.48% while for our probabilistic approach this quantity increases up to 99.26%. That 21% of increment is attributed to the path diversity introduced by our technique that reduces the probability of collision at a node. In other words, the nonzero probability of selecting nonoptimal paths, that is, the routes determined by CTP does not penalize the delivery ratio in our experiments as far as the proposed load balance also reduces the collisions at the relaying nodes. Figure 7 presents the number of packets relayed by different nodes in the network. The data presented in Figure 7 has been obtained for the deployments of 21 and 54 motes. Our protocol again makes use of more relay nodes, but the load of all of them (except sink node) is lower than the most overloaded nodes in CTP.
Finally, Figure 8 shows the results of an experiment including 11 nodes for both protocols. The diagrams depict the topology of the network created by the routing protocol. The results for the experiments with 21 and 54 nodes have not been included due to their size and the confusing amount of information. Circles represent nodes identified by their ID and below the mean delivery ratio achieved during the experiment. Continuous edges represent most used paths to the sink whilst dotted edges represent alternative path also used along the experiment. Each edge indicates the percentage of packets that traversed that path towards the sink whilst the values in brackets show the ETX to the sink. Slight variations in ETX between experiments can be attributed to the inherent dynamism of the wireless medium since both experiments have been carried out at different moments in time despite using the same nodes and physical topology. Figure 8 (a) presents the routing tree created by CTP, and Figure 8 (b) presents the tree created by our proposal. Node with ID 103 acted as the sink of the network in both experiments. Note that, at a first glance, CTP built up a tree with a maximum hop count of 6 whilst our solution constructed the tree with a maximum depth of 3. In this case, nodes 9 and 10 acted as a last hop to the sink in both experiments, but our protocol allowed nodes 31, 32, 13, and 15 to directly communicate to the sink, which flattened the tree and reduced the overall number of hops. As our protocol checks alternative routes even if they have a larger cost, the tree tends to flatten, which eventually reduces the hop count and consequently the probability of delivery failure. In our example, node 31 exhibited 71.97% of delivery ratio using CTP and a path to the sink with 3 hops whereas, using our proposed solution, the same node achieved a delivery ratio of 98.86% in a 1-hop path to the sink.
Conclusions
The paper presented a probabilistic routing protocol designed as a generalization of the Collection Tree Protocol (CTP). By means of guided random path selection, the protocol is able to balance the traffic in the network. In this way, we define a new stochastic metric based on the Expected Number of Transmissions (ETX) as well as on a triangular distribution function, which is used to probabilistically select among the subset of the best routes. As a result, also the best routes in the subset are prioritized, so that the transmission reliability in the network is not compromised. Moreover, the number of paths to the sink increases thanks to the randomization introduced by our solution. A series of experiments including simulations and real deployments have been performed. The objective was to validate the suitability of randomized path selection compared to the restrictive path selection mechanism in CTP, which suffers from the hot spot problem. Our studies showed that probabilistic path selection outperforms pure CTP in terms of delivery ratio as CTP suffers from high amount of packet collisions under network congestion. Besides, the experiments showed that our proposal makes use of more relaying nodes, but these nodes transmit in average much less packets, leading then to a more balanced energy consumption.
