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ABSTRACT
This thesis presents two independent research topics. The rst part of this dissertation
deals with backward doubly stochastic di¤erential equations (BDSDEs) with a superlin-
ear growth generator and a square integrable terminal data. We introduce a new local
condition on the generator, then we show that they ensure the existence and uniqueness
as well as the stability of solutions. This work goes beyond the previous results on the
subject. Although we are focused on multidimensional case, The uniqueness result is new
for one dimensional BDSDEs. As application, we establish the existence and uniqueness of
probabilistic solutions to some semilinear stochastic partial di¤erential equations (SPDEs)
with superlinear growth generator. By probabilistic solution, we mean a solution which is
representable throughout a BDSDEs.
The second part of this PhD thesis is concerned with the stochastic control problems where
the system is governed by backward stochastic di¤erential equations (BSDEs). We are
interested with existence of optimal relaxed controls for this kind of systems. Instead of
proving this problem with the help of Skorokhods representation theorem, our techniques
are based on construction of the optimal control on an extended probability space, using
Young measures.
Key Words. Backward doubly stochastic di¤erential equation, Superlinear growth con-
dition, Localization, Stochastic partial di¤erential equation, Sobolev weak solution, Back-
ward stochastic di¤erential equation, Stochastic control, Relaxed control, Young mea-
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The main objective of this thesis is to study on the hand the existence and uniqueness as
well as the stability of backward doubly stochastic di¤erential equations (BDSDEs) with
a superlinear growth generator and a square integrable terminal datum. On the other
hand we also extablishe the problem of existence of optimal relaxed controls for system
driven by backward stochastic di¤erential equations (BSDEs).
Let f(Wt) ; 0  t  Tg be a d-dimensional Brownian motion dened on a complete prob-
ability space (
;F ;P) :
Let FWt :=  (Ws; 0  s  t) denote the natural ltration generated by (Wt) such that F0
contains all P-null sets of F and  be an FT measurable d-dimensional random variable.
The backward stochastic di¤erential equation under consideration is;
Yt =  +
Z T
t




for 0  t  T , where f is called the coe¢ cient or generator. This kind of stochastic
equation are introduced in 1973 by J.M. Bismut [21] in his study of stochastic Pontryagin
Maximum Principle, in which the adjoint equation is a backward stochastic di¤erential
equation with linear generator f .
In the rst chapter we introduce the general nonlinear backward stochastic di¤erential
equation under Lipschitz conditions and square integrable terminal
data ; this pioneering work were rst investigated in 1990 by E. Pardoux and S. Peng
[49], the authors proved existence and uniqueness of FWt -adapted solutions fYt; Ztgt2[0;T ],
this pair of process satisfying the BSDE (1) and some integrability assumptions. For the
existence result, the martingale representation theorem, Picard iteration technique and a
xed-point theorem play a key role.
After this seminal paper the theory of BSDEs became very popular, and is an important
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eld of research due to its connection with stochastic control, the mathematical nance,
partial di¤erential equations and homogenization.
The Lipschitz condition on the generator of BSDEs was weakened by many authors:
Lepeltier and San Martin [43] proved the existence of BSDE for continuous coe¢ cients
with linear growth condition jf (t; y; z)  C (1 + jyj+ kzk)j, but the uniqueness of solution
failed to be proved since the comparison theorem cannot be used under non-Lipschitz
condition. In 2001 Bahlali [5] studied the multidimensional BSDEs with locally Lipschitz
coe¢ cients.
M. Kobylansky [39] and [40] considred in her PhD thesis an extension of the notion of
BSDE to the cas where the dependence of the genrator in variable z has quadratic growth
i.e.,jf (t; !; y; z)j  C  1 + jyj+ jzj2, in this paper the existence and uniqueness result
is given. Many authors have worked on this kind of backward stochastic di¤erential
equation, and then by Briand and Hu see [24] and [25] for unbounded terminal conditions,
and Morlais [47] for continuous martingale drivers.
In 1991 Peng [52] was the rst to introduce the probabilistic interpretation (Feynman-Kac
formula) of a certain class of parabolic partial di¤erential equation in terms of the solution
of the correspending backward stochastic di¤erential equations.
Now let us introduce a new class of stochastic di¤erential equation with terminal datum,
called Backwrd doubly stochastic di¤erential equations (in short BDSDEs) this kind of
equations, rst studied in 1994 by E. Padoux and S. Peng [50], has the following form:






g(s; Ys; Zs)dBs  
Z T
t
ZsdWs ; 0  t  T
where fBt; 0  t  Tg and fWt; 0  t  Tg are two independent standard Brownian mo-
tions dened on a complete probability space (
;F ;P), dB is a backward Itô stochastic
integral and dW is the usual Itô forward stochastic integral.
The authors proved existence and uniqueness of adapted solution for these kind of stochas-
tic equation under the assumption that f and g are uniformly Lipschitz with respect to y
and z and the Lipschitz constant of g with respect to z is less than one, they studied this
problem in order to give a stochastic representation for solution of semilinear parabolic
stochastic partial di¤erential equations (in short SPDEs).
In 2001 Bally and Matoussi [20] applied the probabilistic interpretation of weak solution in
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Sobolev space of parabolic semilinear (SPDEs) associated with the corresponding back-
ward doubly stochastic di¤erential equations with Lipschitz coe¢ cients. This link was
later developed in many papers (see e. g. [2, 23, 27, 28, 29, 36, 46, 57]) and have moti-
vated many e¤orts in order to establish existence and uniqueness of solutions under more
general conditions than the global Lipschitz one (see for instance [44, 55, 57, 58, 59]).
In 2008 Q. Zhang and H. Zhao [60] considred BDSDEs on nite and innite horizon with
linear growth without assuming Lipschitz conditions and related their solutions with the
stationary solutions of certain SPDEs.
In one dimensional case, the comparison methods were mainly used to derive the existence
of solutions for BDSDEs with continuous generator, (see e. g [34, 55, 59]). In multidi-
mensional case, the problem is more delicate since the comparison methods do not work.
Note also that as in classical BSDEs, the localization by stopping times, is ine¤ective in
BDSDEs. Consequently, the most previous papers have considered BDSDEe with global
assumption on the generator, like global Lipschitz or global monotony. Recently, the
existence and uniqueness of solutions were established In [57], for BDSDEs under some
local assumptions on the generator. More precisely, in [57] the generator f is N locally
monotone in its y-variable and a LN locally Lipschitz in its z-variable on the ball of
radius N . Supplementary conditions were also imposed on the behavior of N and LN
when N tends to innity. Note that these conditions, which were rstly introduced in the
paper [11] for classical BSDEs, do not allow to cover BDSDEs with superlinear growth
generator. Indeed, the generator remains with strictly sublinear growth in the variables
(y; z) in both [11]and [57].
The second part of this PhD thesis concerned with the stochastic control problem that
is a mathematical description of how to act optimally to minimize a cost or maximize a
gain function, over the class Uad of admissible controls, that is, Ft-adapted processes with
values in a compact metric space A. The existence of optimal strict control can be proved
under some Roxin convexity hypotheses, since no convexity assumptions are made the
problem reformulated in the larger or relaxed space, by replace the A-valued process ut
with P (A)-valued process (qt) ; where P (A) is the space of probability measures equipped
with the topology of weak convergence. We denote by V the set of probability measures
on [0; T ]  A, whose projection on [0; T ] coincide with the Lebesgue measure dt. Stable
convergence is required for bounded measurable function  (t; a) such that for each xed
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t 2 [0; T ]  (t; a) is continuous.
Equipped with the topology of stable convergence of measures, the set V of relaxed controls
is compact metrizable.
Many authors turned to studiying the relaxed control problem Fleming [35] for systems
driven by SDEs with uncontrolled di¤usion coe¢ cient and by El-Karoui et al.[32] with con-
trolled di¤usion coe¢ cient using the compactication methods, and studing this problem
for systems driven by BSDEs and FBSDEs (see e. g [3, 13, 14, 16, 26, 31, 51]). In the paper
[13] the authors are studied the existence of optimal strict controls for linear backward
stochastic di¤erential equations, where the control domain is convex and compact, and
the optimal control is adapted to the original ltration of the Brownian motion, then they
continued and studied in [14] the problem of existence of optimal relaxed controls as well
as strict optimal controls for systems governed by non linear (FBSDEs) where the driver
of (BSDE) is supposed not to depend on z; the approach is based on tightness results
and weak convergence of minimising controls and applying the Skorokhod representation
theorem endowed with the topologie S of Jakhubowski.
In [15] S. Bahlali and B. Gerbal introduced a stochastic control problem where the system
is governed by a nonlinear BDSDE and established necessary and su¢ cient optimality
conditions in the form of stochastic maximum principle for this kind of systems.
In our work we introduce the existence of optimal relaxed contrôl, the system is governed





Let fWt; 0  t  Tg be a d-dimensional Brownian motion dened on a complete probabil-
ity space (
;F ;P), we denote by F =(Ft)0tT the natural ltration generated by (Wt).
Throught this chapter, our interest is on the BSDE :
dYt =   f (t; Yt; Zt) dt+ Zt dWt and YT = ; P a.s.
where  is some givenFT -measurable random variable with values inRk, and ff (t; y; z)g0tT
is a progressively measurable processes, the map f is called the generator and  the ter-
minal datum.
We denote by S2  [0; T ] ;Rk the vectoriel space of progressively measurable processes
fYt; t 2 [0; T ]g which satisfy









[0; T ] ;Rk

is the sub-space formed by continuous processes.






if z 2 Rkd; kzk2 = Tr (z z) ; andM2  Rkd is a set of equivalence classes ofM2  [0; T ] ;Rkd :
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We consider B the set of Rk  Rkd-valued processes which are Ft-adapted such that:














The couple (B; k:k0) is then a Banach space.
1.1 Formulation of the problem
We would like to solve the di¤erential equation:
 dYt
dt
= f (Yt) ; t 2 [0; T ] , with, YT = ;
Y be a F-adapted processe. when the generator f  0, the solution is Yt = , here the
adaptation condition of processes Y gives that  must be determinist, the BSDE problem
reduces to the martingale representation theorem in the present Brownian ltration, there
is a unique process Z progressive measurable and square integrable such that:








in general, when the generator f depend on Z; BSDE (1:1) will be:
Yt =  +
Z T
t
f (s; Ys; Zs) ds 
Z T
t
ZsdWs t  T; P-a.s.
Denition 1.1.1 A solution of BSDE (1) is a couple of processes f(Yt; Zt)g0tT which
belongs to the progressively measurable space S2  [0; T ] ;Rk M2  [0; T ] ;Rkd and sat-
ises (1).
1.2 The main existence and uniqueness result
We consider the following assumptions:
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(A1) There exists a constant C such that for every t; y ; y0; z ; z;0
jf (t; y; z)  f (t; y0; z0)j  C (jy   y0j+ kz   z0k) ;






jf (s; 0; 0)j2 ds

<1:
We begin with a simple case, where generator f doesnt depend on (y; z) ; i.e  be square
















ZsdWs; 0  t  T:










we have f is progressively measurable, then from the Fubini theorem
R t
0
f (t) dt is F-















M is a Brownian martingale, then from the martingale representation theorem, there exists
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The following result was proved by E. Prdoux and S. Peng [49].
Theoreme 1.2.1 Under assumptions (A1) ; (A2), the BSDE (1) has a unique solution.
Proof. We give a proof based on a xed point argument on the Banach space B2, let us
consider the operator 	:
8 (U; V ) 2 B2, (Y; Z) = 	 (U; V ) as a solution of BSDE:
Yt =  +
Z T
t
f (s; Us; Vs) ds 
Z T
t
ZsdWs; 0  t  T: (1.2)





, then from lamma 1.2.1 the BSDE (1:2) has a unique solution (Y; Z) such
























by using the Lipschitz property of the generator and Doobs inequality. Hence, 	 is a well
dened function from B2 into it self. we then see that (Y; Z) is a solution to the BSDE
(1) if and only if it is a xed point of 	:
Now, Let (U; V ) and (U 0; V 0) are two elements belonging to B2; and (Y; Z) = 	 (U; V ),
(Y 0; Z 0) = 	 (U 0; V 0) :
Puttig y = Y   Y 0, z = Z   Z 0, u = U   U 0 and v = V   V 0. we have yT = 0 and
dyt =  ff (t; Ut; Vt)  f (t; U 0t ; V 0t )g dt+ zt:dWt:
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 jusj2 + kvsk2 ds




 jusj2 + kvsk2 ds;
8t 2 [0; T ] ; et jytj2 +
Z T
t








esys:zsdWs is a uniformly integrable martingale. (1.4)
to prove (1:4), we verify that sup
tT










































 E [R"] (1.5)
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 E [R"] + C 0E
"Z T
0
e2s jysj2 kzsk2 ds
1=2#












































  3 + C 02E [R"]


















choosing " such that " (3 + C 02) (1 _ T ) = 1=2; this shows thati 	 is a strict contraction
on the Banach space B2endowed with the norm














We conclude that 	 admits a unique xed point, which is the solution to the BSDE (1).
Proposition 1.2.1 Given a pair (; f) satisfying (A1) and (A2) :Let (Y; Z) be the solution















et jf (t; 0; 0)j2 dt

;
with  = 1 + 2K + 2K2:
10
Chapter 1. Backward stochastic di¤erential equations BSDEs













Assumption (A1) ; and using that 2ab  "a2 + b2=" for " = 1 then " = 2;
2y:f (t; y; z)   1 + 2K + 2K2 jyj2 + jf (t; 0; 0)j2 + kzk2 =2:





es kZsk2 ds  eT jj2+
Z T
0







esYs:ZsdWs; t 2 [0; T ]
o
is a uniformly integrable martingale











es jf (s; 0; 0)j2 ds

:

















e2s jYsj2 kZsk2 ds
1=2#
:
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 2  2 + C2E eT jj2 + Z T
0
es jf (s; 0; 0)j2 ds

;
which complete the proof with Cu = 2 (2 + C2) :
1.2.1 BSDEs with linear generator
Proposition 1.2.2 We consider a BSDEs (k = 1) with generator:
f (t; y; z) := at y + bt z + ct;
where f(at; bt)gt2[0;T ] is F-progressively measurable and bounded processes with values in





<1: The linear BSDE:
Yt =  +
Z T
t




has a unique solution satises:






















Proof. By integration by parts to  tYt, we get





 scsds = Y0 +
Z t
0
 s (Zs + Ysbs) :dWs: (1.8)
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< 1, and by




















From the Burkhlder-Davis-Gundy inquality, this shows that the local martingale in (1:8)



















which gives the expression (1:7) :
1.3 The comparison theorem of BSDEs
Theoreme 1.3.1 Let n = 1, and let (Y i; Zi) be the solution of BSDE (f i; i) for som pair
(i; f i) satisfying the condition of Theorem (3:2:1), i = 0; 1: Assume that
0  1 and f 0t
 
Y 0t ; Z
0
t
  f 1t  Y 0t ; Z0t  ; dt
 dP a.s. (1.9)
Then Y 0t  Y 1t ; t 2 [0; T ] ; P a.s.
Proof. We denote
Y := Y 0   Y; Z := Z 0   Z; f := f 0 (Y; Z)  f 0 (Y; Z) and  := 0   ;
and we compute that
Yt =  +
Z T
t






f 0 (s; Y 0s ; Z
0
s)  f 0 (s; Ys; Z 0s)
Ys
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where Zis denote the i th component of Z,
Since f 0 is Lipschitz-continuous, the processes a and b are bounded. Solving the linear










, t  T;
where the process  t is dened as in equation (1:7) with (; ; f) substituted to (a; b; c) :





In this chapter we introduce the theory of BDSDEs under uniformly Lipschitz coe¢ cients
see E. Pardoux, E., Peng, S [50]
2.1 Notation and assumptions
Let fWt; 0  t  Tg and fBt; 0  t  Tg be two independent standard Brownian motion
dened on the completed probability space (
;F ; P ) ; with values inRd andRl respectively.
we put
Ft := FWt _ FBt;T
where FWt := (Ws; 0  s  t) , FBt;T := (Bs   Bt; t  s  T ) completed with P -null
sets and FBT = FB0;T . Note that fFt; 0  t  Tg is neither increasing nor decreasing family
of sub  elds, and it is not a ltration.
Let M2 (0; T;Rn) denote the set of n  dimensional, Ft  adapted stochastic processes




We denote by S2 ([0; T ] ;Rn), the set of continuous and Ft  adapted stochastic processes
f't; t 2 [0; T ]g, which satisfy E(sup0tT j'tj2) <1.
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Let
f : 
 [0; T ] Rk  Rkd 7 ! Rk
g : 
 [0; T ] Rk  Rkd 7 ! Rkl
be measurable functions such that, for every (y; z) 2 Rk  Rkd,
f(:; y; z) 2M2(0; T;Rk)
g(:; y; z) 2M2(0; T;Rkl):
We consider the following BDSDE






g(s; Ys; Zs)dBs  
Z T
t
ZsdWs ; 0  t  T (Ef;g)
where the dW is a Forward Itô integral and dB is a Backward Itô integral.
We assume the following hypotheses:
(A:1) There exists a constants C > 0 and 0 <  < 1 such that for every (!; t) 2 
 
[0; T ] ; (y1; y2) ; (z1; z2) 2 Rk  Rkd
jf (t; y1; z1)  f (t; y2; z2)j2  C
 jy1   y2j2 + kz1   z2k2
kg (t; y1; z1)  g (t; y2; z2)k2  C
 jy1   y2j2 + kz1   z2k2 :
(A:2) 8<: il existe c telle que pour tout (t; y; z) 2 [0; T ] Rk  Rkd,gg (t; y; z)  zz + c  kg (t; 0; 0)k+ jyj2 I:
Denition 2.1.1 A solution of equation (Ef;g) is a couple (Y f;g; Zf;g) which belongs to
the space S2([0; T ];Rk)M2(0; T;Rkd) and satises (Ef;g).
16
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2.2 The main existence and uniqueness result
Theoreme 2.2.1 Let  be a square integrable random variable. Under assumption (A:1),
BDSDE (Ef;g;) has unique solution
We shall begin with a simple case where the coe¢ cients f and g do not depend on Y and
Z in the following result:
Proposition 2.2.1 Let  2 L2  FT ;Rk, ff (t)gt2[0;T ] 2M2  0; T;Rk and fg (t)gt2[0;T ] 2
M2  0; T;Rkl. The SDE






g (s) dBs  
Z T
t
ZsdWs; 0  t  T: (2.1)
has a unique solution (Y; Z) 2 :S2([0; T ];Rk)M2(0; T;Rkd):








ZsdWs = 0; 0  t  T:
Hence by orthogonality
E









and Yt  0 P a.s., Zt  0 dtdP a.e.
Now we turn to prove the existence. We consider the ltration (Gt)0tT :
Gt = FWt _ FBT ;












is Gt-square integrable martingale. An extension of Itôs martingale representation theorem


















g (s) dBs from both sides of the equality (2:2) yields





























where  is FWT _ FBt;T measurable. Hence FBt is independent of Ft _  () ; and
Yt = E (=Ft) :
Now Z T
t






g (s) dBs   Yt;
and the right side is FWT _ FBt;T measurable.
Hence, from Itôs martingale representation theorem, (Zs)s2[0;T ] is FWs _ FBt;T adapted.
Consequently Zs is FWs _ FBt;T measurable, for any t < s, so it is FWs _ FBs;T measurable.
We shall need the following generalized Itôs formula.
Lemma 2.2.1 Let  2 S2([0; T ];Rk);  2 M2(0; T;Rk);  2 M2(0; T;Rkl);  2
M2(0; T;Rkd) be such that:









sdWs; 0  t  T:
Then
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More generally, if  2 C2  Rk ;
 (t) =  (0) +
Z t
0
h0 (s) ; sids+
Z t
0
h0 (s) ; sdBsi+
Z t
0










Tr [00 (s) ss ] ds:
Proof. The rst identity is a combination of Itôs forward and backward formula, applied
to the process ftg and the function x! jxj2 :
Let 0 = t0 < t1 < ::: < tn = t:














































i=0 i ! 0 in probability, as sup
i
ti+1   ti ! 0:
The second identify follows from the rst.
Now we give the proof of theorem 2:2:1.
Proof. of theorem (2:2:1) Uniqueness:
Let (Y 1t ; Z
1




t ) be two solutions. Dene
Yt = Y
1








s; Y 1s ; Z
1
s





s; Y 1s ; Z
1
s
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Using Itôs formula to
 Yt2, we get:
E
 Yt2+ E Z T
t




s; Y 1s ; Z
1
s




g  s; Y 1s ; Z1s   g  s; Y 2s ; Z2s 2 ds:
Hence from (A:1) and the inequality ab  12(1 )a2 + 1 2 b2;
E
 Yt2+ E Z T
t
 Zs2 ds  c ()E Z T
t










where 0 <  < 1 is the constant appearing in (A:1) : Consequently
E





 Zs2 ds  c ()E Z T
t
 Ys2 ds:
From Gronwalls lemma, E
 Yt2 = 0; 0  t  T , and hence E R T0  Zs2 ds = 0:
Existence:
the existence is proved with the Picard iterations, we dene recursively a sequence
(Y nt ; Z
n
t )n=0;1;:::as follows. Let Y
0
t  0, Z0t  0: Given (Y nt ; Znt ),
 





unique solution, constructed as in proposition 2.2.1, of the following equation:
Y n+1t =  +
Z T
t





g (s; Y ns ; Z
n





Y n+1t := Y
n+1
t   Y nt ; Zn+1t := Zn+1t   Znt ; 0  t  T:
The same computation as in the proof of uniqueness yield:
E
 Y n+1t 2+ E Z T
t
 Zn+1t 2 ds = 2E Z T
t
hf (s; Y ns ; Zns )  f
 








g (s; Y ns ; Zns )  g  s; Y n 1s ; Zn 1s 2 ds:
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Let  2 R. By integration by parts, we deduce
E
 Y n+1t 2 et + EZ T
t
 Y n+1s 2 esds+ EZ T
t








kg (s; Y ns ; Zns )  g (s; Y n 1s ; Zn 1s )k2 esds:
There exists c,  > 0 such that
E
 Y n+1t 2 et + (   )EZ T
t
 Y n+1s 2 esds+ EZ T
t






 Y ns 2 + 1+2  Zns 2 esds:
Now choose  =  + 2c
1+
















 Y ns 2 +  Zns 2 esds:















 Y ns 2 +  Zns 2 esds:
and since 1+
2
< 1; (Y nt ; Z
n









(Yt; Zt) = lim
n!1








: For that we
need to use assumption (A:2) on g:
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= jjp + p
Z T
t
jYsjp 2 hf (s; Ys; Zs) ; Ysids+ p
Z T
t















Taking the expectation, we get
E (jYtjp) + p2E
Z T
t




 E (jjp) + p
Z T
t
jYsjp 2 hf (s; Ys; Zs) ; Ysids+ p2E
Z T
t






jYsjp 4 hgg (s; Ys; Zs)Ys; Ysids:
Note that we can conclude from (H:1) that for any  < 0 < 1; there exists c (0) such
that
kg (t; y; z)k2  c (0)  jyj2 + kg (t; 0; 0)k2+ 0 kzk2 : (2.4)
Using (2:4) ; (H:1), (H:2) and using Hölders an Youngs inequalities, we deduce that there
exists a positif constant  and c such that




 E (jjp) + cE
Z T
t
(jYsjp + jf (s; 0; 0)jp + kg (s; 0; 0)kp) ds:
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Using Gronwalls lemma, we obtain
sup
0tT
E (jYtjp) + E
Z T
0
jYtjp 2 kZtk2 dt <1:
Applying the same inequalities we have already used to the rst identify of the proof, we
get
jYtjp  jjp + c
Z T
t















 E (jjp) + cE
Z T
0








jYtj2p 4 hZtZt Yt; Ytidt:

































Now we haveZ T
0
kZtk2 dt = jj2 + jY0j2 + 2
Z T
0
hf (t; Yt; Zt) ; Ytidt+ 2
Z T
0
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 (1 + )
Z T
0
kg (t; Yt; Zt)k2 dt
p=2
+ c (; p)
"
jjp + jY0jp +
Z T
0





hYt; g (t; Yt; Zt)idBt
















+ c0 (; p)















+ c0 (; p)


















+ c00 (; p) :
The second part of the result follows, if we choose  > 0 small enough such that
(1 + )2 + (1 + ) < 1
2.3 The comparison theorem of BDSDEs
We consider one-dimensional BDSDEs
Theoreme 2.3.1 Let k = 1, and let (Y i; Zi) be the solution of BSDE(f i; i) for som pair
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(i; f i) satisfying the condition of Theorem 2:2:1, i = 0; 1: Assume that
0  1 and f 0t (Yt; Zt)  f 1t (Yt; Zt) ; dt
 dP a.s. (2.5)
Then Y 0t  Y 1t ; t 2 [0; T ] ; P a.s.
Proof. We put
Y := Y 0   Y 1; Z := Z0   Z1; f = f 0   f 1 and  = 0   1;
The paire (Yt; Zt) is solution of the BDSDE:






s; Y 0s ; Z
0
s







s; Y 0s ; Z
0
s





Using Itôs formula to
(Yt) 2 ; we obtaine
(Yt) 2 =  2   2Z T
t
(Yt)



















We have from assumptions (2:5)   0; then
 2 = 0:
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  (g (s; Y 0s ; Z
0






























   f 0  s; Y 1s ; Z1s   f 1  s; Y 1s ; Z1s  ds
we have from conditions (2:5) B2  0: and then B  B1:
condition (A:1) and Youngs inequality, it follows
















Using again condition (A:1) we getZ T
t
1fYs0g
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Taking the expectation to (2:6) ; we get
E






Then, Y 0t  Y 1t ; a.s:; 8t 2 [0; T ] :
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Chapter 3
Backward Doubly SDEs and SPDEs
with superlinear growth generators
We deal with multidimensional backward doubly stochastic di¤erential equations (BDS-
DEs) with a superlinear growth generator and square integrable terminal datum. We
introduce new local conditions on the generator then we show that they ensure the ex-
istence and uniqueness as well as the stability of solutions. Although we are focused on
multidimensional case, the uniqueness result we establish is new in one dimensional too.
As application, we establish the existence and uniqueness of probabilistic solution to some
semilinear stochastic partial di¤erantial equations (SPDEs) with superlinear growth gen-
erator. By probabilistic solution, we mean a solution which is representable throughout a
BDSDEs.
3.1 Introduction
Let g(s; y; z) be a suitable function (for instance, uniformly Lipschitz in (y; z) and with
strictly sublinear growth). Consider the following simple example which is covered by the
present chapter











ZsdWs 0  t  T (3.1)
The generator of the previous equation is not of sublinear growth in the y-variable. It is
also neither locally monotone nor uniformly continuous. We will see that equation (3.1)
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is covered by our work. Therefore, the so-called logarithmic nonlinearity y log jyj which
appears in (3.1) is interesting in itself. In our knowledge, when the dimension is greater
than one, there is no results in the literature which cover this interesting example. The
same question is also posed for the nonlinearity h(y)z
p
log jzj where h is some function.
the present chapter extends the results [7, 9, 10] to BDSDEs. We establish the existence
and uniqueness as well as the Lp-stability (p < 2) of solutions for the BDSDE when the gen-
erator f is of superlinear growth in y; z. Moreover, the terminal datum still remains merely
square integrable. We introduce a new local assumption on the generator which cover the
previous ones on multidimensional BDSDEs and go beyond. Compared for instance with
[57] , the generator we consider here can be neither locally monotone in the y-variable nor
locally Lipschitz in the z-variable. We cover in particular the logarithmic nonlinearities
y log(jyj) as well as h(y) zpj log(jzj)j where h is a suitable function. Actually, we allow
the strictly sub-quadratic growth to the generator: jf(t; y; z)j  t + jyj + jzj for
some  2 ]0; 2[ and some L2 integrable process . It is worth noting that our conditions
on the generator f are local in the three variables y, z and !. This allows us to cover
BDSDEs with stochastic Lipschitz conditions.
Due to the local assumptions on the generator, the usual techniques of BDSDEs do not
work in our situation. In the other hand, due to the superlinear growth of the generator,
the method used in [4, 5, 11, 57] no longer work and, in particular, neither Gronwalls
inequality nor Biharis Lemma can be used in our situation. We develop here the method
initiated in [7]. Indeed, we approximate f by a suitable sequence (fn)n>1 of Lipschitz
functions then we use an appropriate localization to identify the limit as a solution of
equation (Ef;g). The idea mainly consists to establish that the sequence of solutions
(Y n; Zn), associated to the data (; fn; g) converges weakly in L2 and strongly in L1.
To this end, we apply Itôs formula to (jY n   Y mj2 + ") for some 0 <  < 1 and
" > 0, instead of jY n   Y mj j2 as is usually done. This allows us to treat multidimensional
BDSDEs having a superlinear growth generator in its two variables y and z. We rst
prove the existence of solutions for a small time duration and then use the continuation
procedure to extend the result to an arbitrarily prescribed time duration. The uniqueness
and stability of solutions is established by similar arguments.
The chapter is organized as follows. The main results as well as some examples are given in
section 2. Section 3 is devoted to the proofs of main results. As application, we consider,
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in section 4, semilinear SPDEs with superlinear generator for which establish the existence
and uniqueness of Sobolev solutions for semilinear SPDEs.
3.2 Existence and uniqueness of solutions
Let us rst repeat some notations from previous chapter. Let (
;F ; P ) be a complete
probability space. For T > 0, let fWt; 0  t  Tg and fBt; 0  t  Tg be two independent
standard Brownian motion dened on (
;F ; P ) with values in Rd and Rl respectively.
Let FWt := (Ws; 0  s  t) and FBt;T := (Bs   Bt; t  s  T ); completed with P -null
sets. We dene Ft := FWt _ FBt;T . It should be noted that the collection fFt; 0  t  Tg
is neither increasing nor decreasing family of sub  elds, and hence it is not a ltration.
We consider the following BDSDE (Ef;g;),






g(s; Ys; Zs)dBs  
Z T
t
ZsdWs ; 0  t  T;
where
f : 
 [0; T ] Rk  Rkd 7 ! Rk
g : 
 [0; T ] Rk  Rkd 7 ! Rkl
be measurable function such that, for every (y; z) 2 Rk  Rkd,
f(:; y; z) 2M2(0; T;Rk)
g(:; y; z) 2M2(0; T;Rkl):





jf (s; y; z)j ds
We consider the following assumptions:
(H.1) f is continuous in (y; z) for a.e. (t; !).
(H.2) There exist K > 0; M > 0, and  2 L1 (
; L1([0; T ])) such that for every
(y; z) 2 Rk  Rkd,
hy; f(t; !; y; z)i  t +M jyj2 +K jyj jzj P   a:s:; a:e: t 2 [0; T ]:
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(H.3) g is continuous in ( y; z) for almost all (t; !), and there exist L > 0; 0 <  < 1;





1 ds < 1 such that for every
(t; !; y; y0; z; z0) 2 [0; T ] 
  Rk2   Rkd2,
(i) kg(t; y; z)  g(t; y0; z0)k2  Ljy   y0j2   kz   z0k2
and
(ii) kg(t; y; z)k  0t + Ljyj1 + kzk1 :
(H.4) There exist M1 > 0, 0   < 2, 0 > 1 and  2 L0([0; T ] 
) such that for
every (t; !; y; z) 2 [0; T ] 
 Rk  Rkd,
jf (t; !; y; z)j  t +M1 (jyj + jzj) :
(H.5) There exists v 2 L2 (
; L2([0; T ])), a real valued sequence (AN)N>1 and constants
M2 > 1, r > 0 such that:
(i) 8N > 1, 1 < AN  N r:
(ii) limN!1AN =1:
(iii) For every N 2 N and every (t; !; y; y0; z; z0) 2 [0; T ]
 Rk2 Rkd2, such that
jyj; jy0j; jzj; jz0j  N , we have
hy   y0; f(t; y; z)  f(t; y0; z0)i1fvs(!)Ng  M2jy   y0j2 logAN





Theoreme 3.2.1 Let  be a square integrable random variable. Assume that (H.1)
(H.5) are satised. Then equation (Ef;g) has a unique solution.
The second main result of this section gives the stability of solutions in any Lq such that
q < 2. Let (fn) be a sequence of processes which are Ft-progressively measurable for each
n. Let (n) be a sequence of square integrable random variables which are moreover FT -
measurable for each n. We assume that for each n, the BDSDE (Efn;g;n) corresponding
to the data (fn; g; n) has a (not necessarily unique) solution. Each solution to equation
(Efn;g;n) is denoted by (Y n; Zn). Let (Y; Z) be the unique solution of the BDSDE E(f;g;).
We also assume that
31
Chapter 3. Backward Doubly SDEs and SPDEs with superlinear growth generators
(H.6) For every N , N(fn   f)  ! 0 as n!1.
(H.7) E(jn   j2)  ! 0 as n!1 .
(H.8) There exist K > 0, M > 0 and  2 L1 (




hy; fn(t; !; y; z)i  t +M jyj2 +Kjyjjzj P   a:s:; a:e: t 2 [0; T ]:
(H.9) There exist M1 > 0, 0   < 2, 0 > 1 and  2 L0([0; T ] 
) such that for every
(y; z) 2 Rk  Rkd,
sup
n
jfn(t; !; y; z)j  t +M1(jyj + jzj):
Theoreme 3.2.2 (Stability of solutions) Let f , g and  be as in Theorem 3.2.1. Assume












Remark 3.2.1 In a di¤erent context and for one dimensional BSDEs, it is shown in [53]









However, in [53] the component Y n converges to Y only weakly, while here we have a
strong convergence of Y n to Y .
We point out that in [53] the BSDE is one dimensional and the generator is uniformly
Lipschitz in (y; z), while here the BDSDE is multidimensional and the generator could be
neither locally monotone in y nor locally Lipschitz in z.
Although the solution (Y; Z) of equation (Ef;g;) belongs to S2 M2, the convergence
given in Theorem 3.2.2 holds only in Sq Mq for each q < 2. We unfortunately do not
succeed to show the convergence in S2 M2 under our assumptions.
3.3 Some observations and examples
In order to clarify our results and assumptions, we present some remarks and examples.
To the best of our knowledge, these examples are not covered by the previous works on
BDSDEs. The rst one deal with BDSDEs with locally generator.
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 Assumption (H.2) can be replaced by
(H.2) There exist M > 0,  2 L1 (
; L1([0; T ])) and  > 0 satisfying 2+ < 1
such that,
hy; f(t; !; y; z)i  t +M jyj2 + jzj2 P   a:s:; a:e: t 2 [0; T ]:
where  is the constant dened in assumption (H.3).
In this case, minor modications are needed in the proofs.
 The BDSDEs as well as the SPDEs we consider here are interesting in their own
since the nonlinear part f(t; y; z) can be neither locally Lipschitz in z nor locally
monotone in y. Moreover, since f is of a super linear growth in y and z, then it
cannot be uniformly continuous.
 It was established in [6] that the BSDEs with logarithmic growth Kjzjpj log jzjj
also appear in some stochastic control problems. We hope that the present paper
will be used in order stochastic control of SDE-BDSDEs.
 Since the system of SPDEs associated to the Markovian version of the BDSDE
(E(;f;g)) can be degenerate, then our result also covers certain systems of rst order
SPDEs.
 Assumption (H.2) expresses the fact that the generator f can have a superlinear
growth on (y; z).
 The parameter 1 appearing in assumption (H.3) has a role in the construction
of solutions. More precisely, it allows to identify the backward stochastic integral
driven by B. We think that in assumption (H3)-(ii), the condition 1 < 1 can be
replaced by the weaker one : 1 = 1. However, we have not managed to do this.
 The term 1fvs(!)Ng appearing in assumption (H.5) can be interpreted as a local-
ization on !. It allows in particular to cover generators with stochastic Lipschitz
condition. It also enables to consider SDE-BDSDEs and systems of SPDEs with
superlinear growth in the x-variable.
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 Assumption (H.5) is related to the uniqueness and the stability of solutions. We
think that it is possible to establish the existence of solutions without this condition.
In particular, for one dimensional BDSDEs.
The following example treats a BDSDE with locally Lipschitz generator.
Example 3.3.1 Assume that  is square integrable and g satises assumption (H.3).
Let f satises (H.1), (H.2) and (H.4). Assume moreover that there exists a positive
constant C such that, for every N > 0 and every jyj, jzj jy0j, jz0j  N ,
jf(t; y; z)  f(t; y0; z)j  C(logN)jy   y0j
and
jf(t; y; z)  f(t; y; z0)j  C(
p
logN)jz   z0j
Then the BDSDE (Ef;g) has a unique solution which is stable in the sense of Theorem
3.2.2.
Proof. (H.5) is satised with AN = N .
In the following example, we consider a situation where the generator is of logarithmic
growth in its y-varaiable, typically y log jyj in dimension d > 1. Our interest to generators
of type y log jyj arises from the papers [4, 5, 11, 7, 8] which are devoted classical BSDEs.
Equation (3.1) is a natural continuation of BSDEs proposed in [4, 5, 11]. Indeed, consider
the BDSDE (E;f;g) and assume for simplicity that the generator f does not depend on the
variable z. Let f be LN locally Lipschitz and with at most linear growth. We know from
the previous example that if moreover LN behaves as logN , then the BDSDE (E;f;g) has
a unique solution. Now, if we drop the linear growth condition on f , then the assumption
LN  logN implies that jf(y)j  K(1 + jyj log jyj) for some positive constant K. Hence,
it is natural to ask:
Could the BDSDEs of type (3.1) have solutions ? If yes, what happens about the unique-
ness and the stability of solutions? The following example gives a positive answer to these
questions. Note that the present chapter go beyond BDSDEs of type (3.1).
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Example 3.3.2 Assume that  is square integrable and g satises assumption (H.3).
Then, the BDSDE (3.1) has a unique solution. Moreover, this solution is stable in the
sense of Theorem 3.2.2.
Proof. Since hy; f(y)i  1 and jf(y)j  1 + 1
"
jyj1+" for all " > 0, we then deduce that f
satises (H.1), (H.2 ) and (H.4). We shall check (H.5). Thanks to triangular inequality,





 jyj; jy0j  N .
The case 0  jyj; jy0j  1
N
. Since the map x 7 !  x log x increases in the interval
]0; e 1], then for N > e






 jyj; jy0j  N . The nite increments theorem applied to f shows that
jf(y)  f(y0)j  (1 + logN)jy   y0j:
Therefore, (H.5) is satised for every N > e with vs = 0 and AN = N .
In the following example, the generator is of superlinear growth in its z-varaiable.
Example 3.3.3 Assume that  is square integrable and g satises assumption (H.3). Let
"0 2]0; 1[. Let l(y) := y log jyj
1 + jyj and h 2 C(R
dr;R+) \ C1(Rdr   f0g; R+) be such that
h(z) =
8<: jzj
p  log jzj if jzj < 1  "0
jzjplog jzj if jzj > 1 + "0
Then, the BDSDE (E(f;g;)), where f(y; z) := l(y)h(z), has a unique solution which is
stable in the sense of Theorem 3.2.2.
Proof. It is not di¢ cult to see that f satises (H.1). We shall prove that f satises
(H.2), (H.4 ) and (H.5). Since hy; f(y; z)i = hy; l(y)ih(z)  0, then (H.2) is satised.
We shall check (H.4).
(i) Since l is continuous, l(0) = 0 and jl(y)j tends to 1 as jyj tends to 1, we deduce that
l is bounded. Moreover, l satises hy   y0; l(y)   l(y0)i  0. Indeed, in one dimensional
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1+jyj  0), then the problem is reduced to one dimension case
by using the following computation:
hy   y0; l(y)  l(y02 log jyj
1 + jyj + jy
02 log
jy0j
1 + jy0j   jyjjy
0j(log jyj
1 + jyj + log
jy0j
1 + jy0j)
= (jyj   jy0j)(jyj log jyj







2" log jzj = plog jzj2"  jzj" for each " > 0 and jzj > 1, then the function h
satises for every " > 0
0  h(z) M + 1p
2"
jzj1+"; where M = sup
jzj1+"0
jh(z)j:
Assumption (H.4) follows now directly from the previous observations (i) and (ii). To
check (H.5), it is enough to show that there exists a positive constant c such that for
every z; z0 satisfying jzj; jz0j  N we have, for N large enough,
jh(z)  h(z0)j  c
p




The previous inequality can be established by considering separately the following ve





 jzj; jz0j  1   "0, 1   "0  jzj; jz0j  1 + "0 and
1 + "0  jzj; jz0j  N .
The case 0  jzj; jz0j  1
N
. Since the map x 7 ! xp  log x increases in the interval
[0; 1p
e
], then for every N >
p
e,









The other cases can be proved by using the nite increments theorem.
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The following example treats the situation when the generator satises a stochastic Lip-
schitz (or monotone) condition.
Example 3.3.4 Assume that  is square integrable and g satises assumption (H.3). Let
f satises (H.1), (H.2), (H.4) and
(H 0.5)
8>>>>>>>>>>>><>>>>>>>>>>>>:




0Csds <1 (for some q0 > 0) and K 0 2 R+
such that for every (t; !; y; y0; z; z0) 2 [0; T ] 
 (Rk)2  (Rkd)2, hy   y0; f(t; !; y; z)  f(t; !; y0; z0)i  K 00j2 fCt(!) + j log jy   y0jjg
hy   y0; f(t; !; y; z)  f(t; !; y0; z0)i  K 0 jy   y0j2 fCt(!) + j log jy   y0jjg +K 00jjz   z0j
p
Ct(!) + j log jz   z0jj:
+K 0 jy   y0j jz   z0jpCt(!) + j log jz   z0jj:
Then, the BDSDE (Ef;g;) has a unique solution which is stable in the sense of Theorem
3.2.2.
Proof. To check (H.5), it is enough to show that there exists a positive constant c such
that whenever vs := eCs  N and jyj , jy0j, jzj, jz0j  N we have
hy   y0; f(t; y; z)  f(t; y0; z)i  c logN









jz   z0j+ 1
N

These two inequalities can be respectively proved by considering the following cases:





 jy   y0j  2N;
and





 jz   z0j  2N:
In particular, one can show that for every z; z0,
jf(t; !; y; z)  f(t; !; y; z0)j  K 00j
p
Ct(!) + j log jz   z0jj: (3.3)
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Remark 3.3.1 If we put Ct = 0 in the previous example, it then follows from inequality
(3.3) that we also cover generators satisfying the so-called Log-Lipschitz condition in the
variable z.
3.4 Proofs
3.4.1 Proofs of Theorem 3.2.1
Lemma 3.4.1 (Approximation of f) Let f satisfy (H.1) (H.5). Then, there exists a
sequence (fn) such that,
(a) For each n, fn is bounded and globally Lipschitz in (y; z) for a:e: (t; !).
There exists M 0 > 0, such that:
(b) supn jfn(t; !; y; z)j   +M 0 +M1(jyj + jzj) for a:e: (t; !),
(c) sup
n
< y; fn(t; !; y; z) >  t +M 0 +M jyj2 +Kjzjjzj for a:e: (t; !),
(d) For every N , N(fn   f)  ! 0 as n  !1.
Proof. . Let n : Rd  Rdr  ! R+ be a sequence of smooth functions with compact
support which approximate the Dirac measure at 0 and which satisfy
R
n(u)du = 1. Let
'n : Rd  ! R+ be a sequence of smooth functions such that 0  'n  1, 'n(u) = 1 for
juj  n and 'n(u) = 0 for juj  n + 1. Likewise we dene the sequence  n from Rdr
to R+. We put, fq;n(t; y; z) = 1 fqg
R
f(t; (y; z)   u)q(u)du'n(y) n(z). For n 2 N, let
q(n) be an integer such that q(n)  n + n. The sequence (fn), dened for each n by
fn := fq(n);n, satises then assertions (a)-(d).
Estimate of solutions of BDSDE (Efn;g;)
Lemma 3.4.2 Let f , g and  be as in Theorem 3.2.1. Let (fn) be the sequence of functions
associated to f by Lemma 3.4.1. For every integer n, we denote by (Y n; Zn) the unique


















(e2MtjY nt j2)  `K1 = K2,
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e2Msjg(s; Y ns ; Zns )j2ds  K4.
Proof. Using Itôs formula and lemma 3.1 (c), we show that for every t 2 [0; T ]
e2Mt jY nt j2 + 2M
Z T
t




























e2Ms jZns j2 ds:
Using the inequality Kjyjjzj  K2
"
jyj2 + "jzj2 then taking expectation it follows that,
Ee2Mt jY nt j2 + (1  "  )E
Z T
t












) jY ns j2 ds:
Taking " = 1 
4
then using Gronwalls lemma, we get assertion a). Using the Burkhölder-
Davis-Gundy inequality, we get b). Assertions c) and d) follow from Lemma 3.1 b) and
assumption (H.4). Using assumption (H.3) and assertions a), b), we get e).
After extracting a subsequence, we have
Corollary 3.4.1 There are Y 2 L2(
; L1[0; T ]), Z 2 L2(
 [0; T ]), F 2 L(
 [0; T ]),
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g 2 L2(
 [0; T ]) such that
Y n * Y; weakly star in L2(
; L1[0; T ])
Zn * Z; weakly in L2(
 [0; T ])
fn(:; Y
n; Zn)* f weakly in L(
 [0; T ]);
gn(:; Y
n; Zn)* g weakly in L2(
 [0; T ])
Moreover,











ZsdWs; 8t 2 [0; T ]:
The following technical Lemma is a direct consequence of Hölders and Schwarzs inequal-
ities.
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By H¨ older inequality we have
Pd












































































To complete the proof, we choose 2 = 2
(1 )( 1) . Lemma 3.4.3 is proved.
The following simple proposition is very useful in BSDEs and BDSDEs with superlinear
growth generator.
Proposition 3.4.1 Let (Y; Z) be an element of S2 M2. Assume (H.4) be satised.
Let  := 2


























jf (s; Ys; Zs)j ds  E
Z T
0
(s +M1 jYsj +M1 jZsj) ds




s + jYsj + jZsj

ds





















Estimate between two approximating solutions
The key estimate is given by:
Proposition 3.4.2 Let f , g and  be as in Theorem 3.2.1. Let (fn) be the sequence of
functions associated to f by Lemma 3.4.1. For any integer n, we denote by (Y n; Zn) the
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(1 )( 1) + M2 logAN .




, " > 0 and
0 < (1  )(   1)min

1
2M22 + 2M2(1  )(   1)
;

rM22 + rM2(1  )(   1)

,





jY nt   Y mt j + E
Z T 0
(T 0 0)+
jZns   Zms j2










EjY nT 0   Y mT 0 j: (3.4)
where ` is the universal positive constant.
Before giving the proof of this Proposition, let us give some explanation about it. Due to
the superlinear growth of the generator, the techniques used in [4, 5] no longer work to
give an estimate between two approximating solutions. In particular, neither Gronwalls
inequality nor Biharis Lemma can be used in our situation. Furthermore, in our situation,
one cannot estimate quantities of type jY nt  Y mt j2 or of type eatjY nt  Y mt j2 as usually done.
Here, only estimates of type (3.4) are possible. That is one can only estimate quantities of
type jY nt  Y mt j for  < 2. Otherwise the integrals can be innite. However, estimate (3.4)
is su¢ cient for our purpose. Note also that, this estimate allows to establish the stability
of solutions in SqMq for any q < 2. We think that the stability in S2M2 is probably
false under our assumptions. The proof of Proposition 3.4.2 necessitate numerous length
computations. We will divide it into several steps presented as lemmas.
We summarize the idea we use. According to Lemma 3.4.2, the sequence (Y n; Zn) con-
verges weakly in L2. In order to show that (Y n; Zn) converges strongly in L1, we dene a
new process for N 2 N? by:
t := jY nt   Y mt j2 + (AN logAN) 1: (3.5)
We will apply Itôs formula to eCt

2
t for some 0 <  < 2 then we pass to the limit
successively on n and N to show the existence of solutions for a small time duration. We
nally use a continuation procedure to extend the result to an arbitrarily prescribed time
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duration. The use of the process 

2
t allows us to treat BDSDEs having a superlinear
growth generator in its variables y and z.











s ds  eCT 0

2


















s hY ns   Y ms ; (Zns   Zms ) dWsi;
where
I1 := 2e
CT 0 [2N2 + 1]
 1
2




















s hY ns   Y ms ; fn(s; Y ns ; Zns )  fm(s; Y ms ; Zms )i1 f(s)>Ngds;






















s jZns   Zms j2ds:
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Proof. Using Itôs formula (applied to the process eCt

2
t ) and assumption (H3)-(i), we










s ds  eCT 0

2









































































s hY ns   Y ms ; (Zns   Zms ) dWsi;
where









hY ns   Y ms ; fn(s; Y ns ; Zns )  f(s; Y ns ; Zns )i
+ hY ns   Y ms ; f(s; Y ms ; Zms )  fm(s; Y ms ; Zms )i

1 f(s)Ngds;







s hY ns   Y ms ; f(s; Y ns ; Zns )  f(s; Y ms ; Zms )i1 f(s)Ngds:
Since jY ns   Y ms j  
1
2
s , it follows that
I 01  I1:
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Observe that 1 f(s)Ng  1 fvsNg then use assumption (H.5) to get









jY ns   Y ms j2 logAN







































































s jY ns   Y ms j(LjY ns   Y ms j+ jZns   Zms j)ds:
Using Lemma 3.4.3, we show that
J  I3
Lemma 3.4.4 is proved.
The following Lemma allows to see how we use assumption (H.5).





0M2. Let assumptions of Proposition 3.4.2 be
satised. Then, there exists a universal constant ` such that,
E sup
(T 0 0)+tT 0
jY nt   Y mt j + E
Z T 0
(T 0 0)+
jZns   Zms j2





(1  )(   1)

eCN 








3 (4TK2 + T`)
 1
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Proof.






















T 0 + I


















s hY ns   Y ms ; (Zns   Zms ) dWsi:







= 1), we show that there exists a universal constant ` > 0 such that for
















s jZns   Zms j2 ds
 `

































jfn(s; Y ns ; Zns )  fm(s; Y ms ; Zms jds
 1
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Using assumption (H.5) and Lemma 3.2, we get, for every N > R,
E sup
(T 0 0)+tT 0
jY nt   Y mt j + E
Z T 0
(T 0 0)+
jZns   Zms j2



















2 (8TK2 + 8K1)

2




N(fn   f) + N(fm   f)

 `
(1  )(   1)e
CN 
0EjY nT 0   Y mT 0 j +
`







(1  )(   1)K
1

3 (4TK2 + T`)
 1
















N(fn   f) + N(fm   f)

:
Lemma 3.4.5 is proved.

















 ! 0; as N !1:
We conclude the proof of Proposition 3.4.2 by using assertion (d) of Lemma 3.4.1.
We are now in position to prove our main results.
Proof of Theorem 3.2.1. Taking successively T 0 = T , T 0 = (T   0)+, T 0 = (T  20)+:::








jY nt   Y mt j + E
Z T
0
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jY nt   Y mt j = 0









jZns   Zms j2










 jY ns   Y ms j2 + R 2 2 ds 12 :



















jY nt   Y mt j + E
Z T
0
jZns   Zms jds

= 0:
Hence, there exists a subsequence which we still denote (Y n, Zn) such that
lim
n!+1
(jY nt   Ytj+ jZnt   Ztj) = 0 a:e: (t; !):






(jY nt   Ytjq + jZnt   Ztjq) ds = 0: (3.7)












jfn(s; Y ns ; Zns )  f(s; Y ns ; Zns )j








1 fjY ns j+jZns jNgds
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jfn(s; Y ns ; Zns )  f(s; Y ns ; Zns )jds = 0:






jfn(s; Y ns ; Zns )  f(s; Ys; Zs)jds = 0:






































(jY ns   Ysj
2

























jg(s; Y ns ; Zns )  g(s; Ys; Zs)j2ds = 0
The existence of solutions is proved.
Uniqueness. Let (Y; Z) and (Y 0; Z 0) be two solutions of equation (Ef;g;). Arguing as
previously one can show that for every R > 2,  2 ]1; min(3  2

; 2)[, " > 0 and







, there exists N0 > R
such that for
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every N > N0 and T 0  T ,
E sup
(T 0 0)+tT 0
jYt   Y 0t j + E
Z T 0
(T 0 0)+
Zs   Z 0s2





(1  )(   1)e
CN 
0EjYT 0   Y 0T 0j:
Taking successively T 0 = T , T 0 = (T   0)+ , T 0 = (T   20)+:::, we get the uniqueness of
solutions. Theorem 3.2.1 is proved.
3.4.2 Proof of Theorem 3.2.2
Let ( Y n; Zn) be solution to the BDSDE E(f
n;g;n). Let (Y; Z) be the unique solution of the
BDSDE E(f;g;). Arguing as in the proof of Theorem 3.2.1, we show that, for every R > 2,















j Y nt   Ytj + E
Z T 0
(T 0 0)+







Ej Y nT 0   YT 0j:
Again as in the proof of Theorem 3.2.1, taking successively T 0 = T , T 0 = (T   0)+,
T 0 = (T   20)+:::, we establish the convergence in the whole interval [0; T ]. In particular,
lim
n!+1
 j Y n   Y j+ j Zn   Zj = 0 in P  dt measure:
Since ( Y n) and ( Zn) are square integrable, the proof is completed by using a uniform
integrability argument. Theorem 3.2.2 is proved.
50
Chapter 3. Backward Doubly SDEs and SPDEs with superlinear growth generators
3.5 Application to Sobolev solutions of SPDEs
This section is devoted to the study of the existence and uniqueness of Sobolev solutions
to the SPDE associated with the following decoupled system of SDE-BDSDE.
















































where , b, F and G are given measurable functions dened as follows:
 : Rk 7 ! Rkd, b : Rk 7 ! Rk, H : Rk 7 ! Rk,
F : [0; T ] Rk  Rd  Rkd 7 ! Rd , G : [0; T ] Rk  Rd  Rkd 7 ! Rdl.
The SPDE associated to the previous system of SDE-BDSDE is given, for t  s  T , by:
u(s; x) = H (x) +
Z T
s



















; with (aij) :=  (3.11)










For 0 < q < 2, let H be the set of random elds fu(t; x); 0  t  T; x 2 Rkg such that,






(ju(r; x)jq + j(ru)(r; x)jq)dre jxjdx] <1
The couple (H; k:kH) is a Banach space.
We denote by C1;1c ([0; T ]  Rd) the set of compactly supported functions '(t; x) which
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are continuously derivable in the t-variable and innitely continuously derivable in the
x-variable.
Denition 3.5.1 We say that u is a Sobolev solution to SPDE (3.10), if u 2 H and for







































G(r; x; u(r; x); ru(r; x))'(r; x)d  B rdx






Assumptions. We assume that there exist   0 such that
(H.10) H belongs to L2(Rk; e jxjdx; Rd), that is
R
Rd jH (x)j2 e jxjdx <1:
(H.11) F (t; x; :; :) is continuous for a:e: (t; x)
(H.12) There exist M > 0, K > 0 and  2 L1([0; T ] Rk; e jxjdtdx; R+) such that,






jG (t; x; 0; 0)j2 e jxjdtdx <1 and there exist L > 0, 0 <  < 1, 0 <
1 < 1; and  2 L
2
1 ([0; T ]Rk; e jxjdtdx; R+) such that for every (t; x; y; y0; z; z0) 2
[0; T ] Rk  (Rd)2  (Rdr)2,
(i) jG (t; x; y; z) G (t; x; y0; z0)j2  L jy   y0j2 +  jz   z0j2 :
(ii) jG(t; x; y; z)j  0(t; x) + Ljyj1 + jzj1
(H.14) There exists M1 > 0; 0   < 2; 0 > 1 and  2 L0([0; T ] Rk; e jxjdtdx; R+)
such that
jF (t; x; y; z)j  (t; x) +M1 (jyj + jzj) :
(H.15) There exist r > 0 andM2 > 0 such that, for everyN 2 N, every (t; x; y; y0; z; z0)
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satisfying
erjxj, jyj ; jy0j ; jzj ; jz0j  N; we have









It is well known that, under condition (3.12), the forward SDE (3.8) has a unique solution
X which is FWt -adapted. Therefore, according to Theorem 3.2.1, the BDSDE (3.9) has
a unique solution which is Ft-adapted. The main result of this section is given by the
following theorem.
Theoreme 3.5.1 Let (H.10)(H.15) be satised. Then, SPDE (3.10) has a unique
Sobolev solution u such that for every t 2 [0; T ],
u(s;X t;xs ) = Y
t;x
s and 
ru(s;X t;xs ) = Zt;xs for a.e. (s; !; x) in [t; T ] 
 Rk
(3.13)
where f(X t;xs ; Y t;xs ; Zt;xs ) ; t  s  Tg is the unique solution of the SDE-BDSDE (3.8)-
(3.9).
To prove this theorem, we need some lemmas. The following one can be found for instance
in [20, 41, 42].
Lemma 3.5.1 Let X t;xs ; 0  s  T be the unique solution to SDE (3.8). Then there exists

















and for any 	 2 L1  





















j	(s; x)j ds e jxjdx

:
The following lemma can be proved by using the arguments we developed in the proofs of
Theorem 3.2.1 and Theorem 3.2.2.
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Lemma 3.5.2 Assume (H.10)(H.15) be satised. Let (X t;x) be the unique solution
to SDE (3.8). Let (Y t;x; Zt;x) be the unique solution to BDSDE (3.9). Let (F n) be a
sequence of functions associated to F as in Lemma 3.4.1. For a xed n 2 N, we denote
by (Y n;t;x; Zn;t;x) the unique solution to the following BDSDE:































jY n;t;xs j2 + sup
sT








 K(T; t; x) (3.15)






jY n;t;xs   Y t;xs jq + E
Z T
0
jZn;t;xs   Zt;xs jqds

= 0: (3.16)
Proof of Theorem 3.5.1. The uniqueness of solutions follows from the uniqueness of
BDSDE (3.9). The proof of existence will be divided into four steps. Our strategy is to
build a sequence of SPDEs associated to the sequence (F n). We know from [50] that for
each n, the SPDE associated to F n has a unique solution un. By passing to the limit, we
show that u := limn!1un solves SPDE (3.10). To do this, we argue as in the proof of
Theorem 3.2.1.
Step 1. Approximation of SPDE (3.10).
Let (F n) be the sequence of functions dened in the previous Lemma. For (t; x) 2 [0; T ]
Rk and n 2 N, we dene the functions un and vn by
un (t; x) := Y n;t;xt and v
n (t; x) := Zn;t;xt
where (Y n;t;x; Zn;t;x) is the unique solution of BDSDE (3.14).
Thanks to Theorem 4.5 of [57] (we can also use Theorem 2.1, p. 253 in [42]), we have
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vn (s; x) = (?Oun) (s; x) and un is a Sobolev solution to the following SPDE:
(P(fn;g))
8>><>>:
un(s; x) = H (x) +
Z T
s














Y n;t;xs ; Z
n;t;x
s ) a:s: !; a:e: s 2 [t; T ]; x 2 Rk (3.17)
where (Y n;t;x; Zn;t;x) is the unique solution of BDSDE (3.14).
The uniqueness of un follows from the uniqueness of BDSDE (3.14).
Step 2. Convergence of the problem (P (fn;g)).
The limits which we will consider below hold along a subsequence. But for simplicity, this













Y n;t;xt 2 + Z T
t




K(T; t; x) e jxjdx
<1
Using (H.3), we get
jG (s; x; un (s; x) ; vn (s; x))j2  2 jG (s; x; 0; 0)j2 + 2L jun (s; x)j2 + 2 jvn (s; x)j2






 jF n (s; x; un (s; x) ; vn (s; x))j + jG (s; x; un (s; x) ; vn (s; x))j2 ds e jxjdx <1
(3.19)
Using Lemma 3.5.1, Lemma 3.5.2-(ii) and the Lebesgue dominated convergence theorem,
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jOun (s; x)  Oum (s; x)jq e jxjdx = 0
By Lemma 3.5.1 and the fact that H is complete, it follows that there exists u 2 H such
























jOu (s; x)jq e jxjdx <1
Step 3. We show that u (s;X t;xs ) = Y
t;x
s and 
ru(s;X t;xs ) = Zt;xs .
















 jun(s X t;xs )  Y t;xs jds e jxjdx
Using Lemma 3.5.1 and the the previous assertion (i), we show that the rst term, in the
right hand side of the previous inequality, tends to 0 as n tends to1. Since un(s X t;xs ) =
Y n;t;xs , then we use Lemma 3.5.2-(ii) and the Lebesgue dominated convergence Theorem to
prove that the second term also tends to 0 as n tends to1. This shows that u (s;X t;xs ) =
Y t;xs . We shall prove that 
ru(s;X t;xs ) = Zt;xs . Again by triangular inequality, we have
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 jrun(s X t;xs )  Zt;xs jds e jxjdx:
Using Lemma 3.5.1 and the previous assertion (ii), we show that the rst term, in the right
hand side of the previous inequality, tends to 0 as n tends to 1. Since run(s X t;xs ) =
Zn;t;xs , then using Lemma 3.5.2-(ii), one can prove that the second term tends also to 0
as n tends to 1.
Step 4. We prove that u is a Sobolev solution to SPDE (3.10).
It was shown in step 2 that u belongs to H. So, it remains to prove that u satises the
denition 3.5.1. Let ' 2 C1;1c ([0; T ] Rd). Since, for every n, un is a Sobolev solution to
the problem (P (f








































G(r; x; un(r; x); run(r; x))'(r; x)d  B rdx: (3.20)








, then clearly the





























We shall compute the limit of the the right hand side. Arguing as in Proposition 3.1, we
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where C 0 is some constant which depends from , M1, , 
0
and T .
Since (un(s;X t;xs ); 
run(s;X t;xs )) = (Y n;t;xs ; Zn;t;xs ) and (u(s;X t;xs ); ru(s;X t;xs )) =
(Y t;xs ; Z
t;x







F n  s;X t;xs ; un  s;X t;xs  ; run(s;X t;xs )  F  s;X t;xs ; u  s;X t;xs  ; ru(s;X t;xs ) ds = 0:






F n  s;X t;xs ; un  s;X t;xs  ; run(s;X t;xs )  F  s;X t;xs ; u  s;X t;xs  ; ru(s;X t;xs ) ds e jxjdx
tends to 0 as n goes to innity.








jF n (s; x; un(s; x); run(s; x))  F (s; x; u(s; x); ru(s; x))j ds e jxjdx = 0;













F (r; x; u(r; x); ru(r; x))'(r; x)drdx:
It remains to compute the limit of the second term in the right hand side of equality (3.20).
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G(s;X t;xs ; u
n(s;X t;xs ); 











G(r; x; un(r; x); run(r; x))   G(r; x; u(r; x); ru(r; x))'(r; x)ejxjd  B r
belongs to L1(Rk; e jxj).















G(r;X t;xr ; u
n(r;X t;xr ); 












































2 <1 andZ T
s






























Therefore, according to the Lebesgue dominated convergence theorem, we deduce that In
tends to 0 as n tends to 1. Theorem 3.5.1 is proved.
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Existence of optimal relaxed control
for systems driven by backward
stochastic di¤erential equations
(BSDEs)
Stochastic control problems is a mathematical description of how to act optimally to min-
imize a cost or maximize a gain function, the control process is a progressively measurable
process on the space


;F ; (Ft)t2[0;T ] ; P

; A-valued where A is a compact metric space,
the existence of optimal strict control can be proved under some convexity hypotheses,
since no convexity assumptions are made, the problem reformulated in the larger or re-
laxed space, by replace the A-valued process ut with P (A) valued process (qt) ; where
P (A) is the space of probability measures equipped with the the topology of weak conver-
gence. We denote by V the set of probability measures on [0; T ]A whose projections on
[0; T ] coincide with the Lebesgue measures. Stable convergence is required for bounded
measurable function  (t; a) such that for each xed t 2 [0; T ]  (t; a) is continuous.
With this weak topology, V is compact and metrizable space.
In this chapter we aim to establish the existence of optimal relaxed controls for system
driven by the following BSDEs
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where the generator f (t; x; y; z) is a¢ ne with respect to z, and satises a sublinear growth
condition the optimal control is dened on an extended probability space with the help of
Young measures on the space of trajectories, Young measures were introduced in [19, 30,
56], here the solution satises





f (s;Xs; Ys; Zs; a) (qs) (da) ds 
Z T
t
ZsdWs   (LT   Lt)
where L is a martingale orthogonal to W:
The expected cost is of the form





h (s;Xs; Ys; Zs; a) qt (da) dt+ l (Y0)

:
The chapter is organized as follows. In Section 1, we introduce the problem and some
assumptions. Section 2 is devoted to the study of the approximating controls, then we
prove the tightness results of the approximating sequence, then passing the limit using the
prohorov cretirion for Young measures. Section 3 we give the proof of the main theorem.
4.1 The setting and its assumtions
For a given nite time horizon [0; T ], let W = (Wt)t2[0;T ] be a standard brownian mo-
tion with values in Rm dened on some complete probability space


;F ; (Ft)t2[0;T ] ; P

;
(Ft)t2[0;T ] is the augmented natural ltration of a Brownian motion W which satises the
usual conditions, and F = FT :In this chapter, we prove the existence of optimal relaxed
controls to the following BSDE









Here the process Xt is (Ft)-adapted and continious with values in a separable metric space
M; Y and Z are square integrable adapted processes dened on Rd and L respectively,
where L is the space of linear mappings from Rm to Rd; we require the process (qt) to be
P (A)-valued.
Denition 4.1.1 A relxed control C is a term (
;F ;Ft; P; qt;Wt; Xt; Yt; Zt) such that:
(1) (
;F ;Ft; P ) is a probability space equipped with a ltration satisng the usual coditions.
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(2) q is a V-valued random variable, adapted (i.e. for each t, 1]0;t]q is Ft-measurable.
(3) Wt is a (Ft; P )-Brownian motion and (Wt; Xt; Yt; Zt) satises BSDE(1) :
Let us assume the following conditions:
(A1) the measurable mapping
f : [0; T ]MRd  L A!Rd
is continuous with respect to (x; y; u) and a¢ ne with respect to z ie: f (t; x; y; z; u)
has the form
f (s; x; y; z; u) = f1 (s; x; y; u) + f2 (s; x; y) z
where f1 and f2 are bounded and continuous in (x; y) and are lipschitz in y:
(A2) the measurable mappings
h : [0; T ]MRd  L A!R
l : Rd ! R
are continuous in (x; y; u) uniformly in (t; a) and a¢ ne with respect to z i.e: h (t; x; y; z; u)
has the form
h (s; x; y; z; u) = h1 (s; x; y; u) + h2 (s; x; y) z
where h1and h2 are bounded and continuous in (x; y) and are lipschitz in y uniformly
in (t; a) :
In the sequel
Let DRd ([0; T ]) be the Skorokhod space of càdlag functions from [0; T ] into Rd:
Let H =L2L ([0; T ]) and let H be the space H endowed with its weak topology.
4.2 Construction of a weak solution
Theoreme 4.2.1 Assume that conditions (A1) and (A2) are satises. Then the BSDE
(1) has an optimal relaxed control.
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Let (qn)n0 be a minimizing sequence for the cost function J (q), that is:
lim
n!1
J (qn) = inf fJ (q) ; q 2 Rg :
Let (X; Y n; Zn) be the unique solution of BSDE









s ; a) (q
n





The following lammas of the tightness will be useful to our future discussion.
Lemma 4.2.1 Let (X; Y n; Zn) be the unique solution of BSDE 4.2. There exists a positive













Proof. Applying Itos formula to the semi-martingale jY nt j2, we get
jY nt j2 +
Z T
t









































jY nt j : jf (s;Xs; Y ns ; Zns ; a)j qns (da) ds






jY nt j : jf (s;Xs; Y ns ; Zns ; a)j qns (da) ds  2K E
Z T
t
jY nt j (1 + jZns j) ds
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jY nt j (1 + jZns j) ds  "2KE
Z T
t




jZns j2 ds (4.5)




jZns j2 ds  E
 jj2 +K T="2 + "2 Z T
t





jZns j2 ds  C1 + C2E
Z T
t
jY ns j2 ds




jZns j2 ds  C1 + C2E
Z T
0
jY nt j2 ds (4.6)







 E jj2 + "2K EZ T
t




jZns j2 ds+ CE
Z T
0
jY ns j2 : jZns j2 ds
 1
2
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is tight on the space DRd ([0; T ]) DRd ([0; T ]) endowed with the S-topology.





E Y nti+1   Y nti =Fti
!
where the supremum is over all partitions of the interval [0; T ] : Clearly
Vt (Y




















































satisfy Meyer-Zheng tightness criterion for quasi-
martingales [45].
Lemma 4.2.3 Let (X; Y n; Zn) be the unique solution of BSDE 4.2. The sequence (Zn)
is tight in H:
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Proof. The closed balls are compact in H; and we have by lemma 4.2.1 that,
sup
n







kZns k2L2L([0;T ]) ds
! 0 when R!1 .
Lemma 4.2.4 The family of relaxed controls (qn) is tight in V.
Proof. [0; T ]A being compact, then by Prokhorovs theorem, the space V of probability
measures on [0; T ]  A is then compact for the topology of weak convergence. The fact
that qn; n  0 is a random variable with values in the compact set V yields that the family
of distributions associated to (qn)n0 is tight.
Now let us construct the extended probability space:
Folloowing the terminology of [22]. Let D be the Borel  algebra of D and, for each
t 2 [0; T ], let Dt be the sub--algebra of D generated by DRd [0; T ] ; let H denote the Borel
 algebra of H and, for each t 2 [0; T ], let Ht be the sub--algebra of H generated by
H,let V be the Borel  algebra of V and, let Vt be the sub--algebra of V generated by
V.













 D DH V;















is Young measure dened by:
8A 2 F ;  (A D DH V) = P (A)
The space of Young measures with basis P is denoted by Y (
;F ; P ;Ds  Ds HV),
thanks to previous lammas, we have that the sequence (Y n;Mn; Zn; qn) is tight in Ds 
DsHV; then by Prohorovs compactness criterion for Young measures [[30] Theorem
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4.3.5], we can extract a subsequence of (Y n;Mn; Zn; qn), we denote this extracted sequence
by (Y n;Mn; Zn; qn) which converges stably to a Young measure  2 Y, that is, for every
measurable bounded mapping  : 
  Ds  Ds  HV! R such that (!; :; :; :; :) is













(!; y;m; z; q) d! (y;m; z; q) dP (!)
We dene the process





Y^ (!; y;m; z; q) = y; M^ (!; y;m; z; q) = m
Z^ (!; y;m; z; q) = z; q^ (!; y;m; z; q) = q:
we have







-adapted. The random variables (Y n;Mn; Zn; qn) can be
seen as random elements dened on 
^; using the notations, for n  1:
Y n (!; y;m; z; q) := Y n (!) ;
Mn (!; y;m; z; q) :=Mn (!) ;
Zn (!; y;m; z; q) := Zn (!) ;
qn (!; y; v; z; q) := qn (!) ;




-adapted for each n.



















= M^s, we only need to show that, for each
bounded F^ t-measurable  : 
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the mapping gr : D! Rd dened by gr (m) = m (r) is not continuous for the topology S;
but gr; (m) = 1
Z r+
r
m (r) ds is S-continuous and lim
!0
gr; (m) = gr (m), and we dene
(!; y;m; z; a) =  (!; y;m; z; a) (gt+s; (m)  gt; (m)) :
by lamma 4.2.1, the sequence ( (!; Y n;Mn; Zn; a)) is bounded in L2Rd (
) ; then it is





















































































^; F^ ; 

:




-standard Brownian motion under the probabil-
ity :
Proof. We set W (!; y;m; z; q) = W (!). By Balders result on K-convergence [17, 18],
which is valid for Hausdor¤ spaces whith metrizable compact subsets [[30], Lemma 4.5.4],
each subsequence of
 
Y (n);M (n); Z(n); q(n)

contains a further subsequence
 
Y (nk);M (nk); Z(nk); q(nk)

































! = ! a.e.
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V t the mapping ! 7 ! ! (B) is Ft-measurable. Now we check that W has
independent increments under : Let t 2 [0; T ], and let s > 0 such that t+ s 2 [0; T ] :Let
us prove that, for any A 2 F^ t and any Borel subset C of Rm, we have
 (A \ fWt+s  Wt 2 Cg) =  (A) fWt+s  Wt 2 Cg :
Let B = f! 2 
;Wt+s (!) Wt (!) 2 Cg : We have















! (1A (!; :; :; :; :)) dP (!)P (B)
=  (A) (B  D DH V) ;





Lemma 4.2.7 Let L be the space of linear mapping from Rd to Rl for some l  1:Let
k : [0; T ]! L be a continuous function. For each t 2 [0; T ], the mapping
	 :
8><>:
Ds  Ds HV!Rl





k (s) :f (s; x (s) ; y (s) ; z (s) ; a) qs (da) ds
is sequentially continuous.
Proof. We have yn converges to y in Ds in particular yn (s) converges to yn (s) for
a.e.s 2 [0; T ]
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zn converges z in H and sup
n
kznkH < +1 and qn converges stabky to q in V,





















k (s) (f1 (s; x (s) ; yn (s) ; a) q
n








k (s) (f1 (s; x (s) ; y (s) ; a) qs (da) ds  f2 (s; x (s) ; y (s)) z (s)) qs (da) ds




































k (s) f2 (s; x (s) ; yn (s)) zn (s) ds 
Z t
0
k (s) f2 (s; x (s) ; y (s)) z (s) ds
 :









j f1 (s; x (s) ; yn (s) ; a)  f1 (s; x (s) ; y (s) ; a)j2 qns (da) ds
1=2
:









jyn (s)  y (s)j ds
1=2
:
there exists a subsequence ynk (s) of yn (s) ; still denoted yn (s) ; which converges to y (s)
:p:s and (4:7) allows us to show that I1 (n) converges to 0 by the dominated convergence
theorem.
Now we shall prove that I2 (n) converges to 0;
The function (s; a) 7 ! k (s) f1 (s; x (s) ; y (s) ; a) is bounded measurable in (s; a) and con-
tinuousin a, then from the stable convergence of qnt to qt, we get I2 (n) tends to 0:
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k (s) :f2 (s; x (s) ; y (s)) (zn (s)  z (s)) ds

which converges to 0.

























Proof. we consider the bounded continuous funtion 	 : Rd ! R and we dene  by:
 :
8><>:
Ds  Ds HV ! R





f (s; xs; ys; zs; a) qs (da) ds

the function is sequentially continuous, then from theF-stable convergence of (X; Y n; Zn; qn) ;
lim
n





















s;Xs; Y^s; Z^s; a

q^s (da) ds
=  () :
Now we are ready to give the proof of the main result
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4.3 Proof of the main result: theorem (4:2:1)
Proof. Let  = inf fJ (q) ; q 2 Rg ; where





h (s;Xs; Ys; Zs; a) qs (da) ds+ l (Y0)

Let (qn)n0 be a minimising sequence for the cost fuction J (q) ; that is, limn!+1
J (qn) =
, where (X; Y n; Zn) is the unique solution of BSDE (4:2), from lamma 4.2.5 M^ is a










: Therefore by the martingale decomposition





where L^ is martingale orthogonal to W:
Using previous lemmas of tightness and passing to the limit, we can show that the BSDE
(4:2) converge in law in Ds to












Z^sdWs + L^t   L^T
Now we prove that q^ is an optimal control.
we consider the bounded continuous funtion 	 : Rd ! R and we dene  by:
 :
8><>:
Ds  Ds HV ! R





h (s;Xs; Ys; Zs; a) qs (da) ds


























s ; a) q
n















h (!; s;Xs (!) ; Y
n
s (!) ; Z
n
s (!) ; a) q
n
s (!) (da) ds













h (!; s; x (s) ; y (s) ; z (s) ; a) qs (da) ds










s;Xs; Y^s; Z^s; a






which implies that q^ is a relaxed optimal control. The proof is now complete.
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