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ABSTRACT 
We deriL~e a general earning algorithm for training a fuzzified feedforward neural 
network that has fuzzy inputs, fuzzy targets, and fuzzy connection weights. The derived 
algorithm is applicable to the learning of fuzzy connection weights" with various shapes 
such as triangular and trapezoid. First we briefly describe how a feed]brward neural 
network can be fuzzified. Inputs, targets, and connection weights in the fuzzified neural 
network can be fuzzy numbers. Next we define a cost function that measures the 
difference between a fuzzy target L'ector and an actual fuzzy output t~ector. Then we 
derive a learning algorithm from the cost function for adjusting fuzzy connection 
weights. Finally we show some results of computer simulations. 
KEYWORDS:  fuzzification of  neural networks, fuzzy inputs, fuzzy targets, 
fuzzy connection weights, learning algorithm, feedforward neural networks 
1. INTRODUCTION 
Multilayer feedforward neural networks can be fuzzified by replacing 
real-number connection weights with fuzzy-number connection weights [1, 
2]. A fuzzified neural network can handle fuzzy input vectors as well as real 
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input vectors. Buckley and Hayashi [3] classified fuzzified neural networks 
into the following three types: 
1. FNN l with real number inputs and fuzzy weights: Fuzzified neural 
networks of this type map a real number input vector to a fuzzy 
output vector. These neural networks can be used as approximators 
of fuzzy-number-valued nonlinear functions. They are also applicable 
in nonlinear fuzzy regression analysis [4]. 
2. FNN 2 with fuzzy inputs and real number weights: Fuzzified neural 
networks of this type map a fuzzy input vector to a fuzzy output 
vector. These neural networks can be applied to the interpolation of 
fuzzy if-then rules [5, 6], the classification of fuzzy pattern vectors [5], 
and learning from incomplete training data [5, 7]. 
3. FNN 3 with fuzzy inputs and fuzzy outputs: Fuzzified neural networks 
of this type map a fuzzy input vector to a fuzzy output vector. These 
neural networks can be used for modeling fuzzy expert systems [3] 
and interpolating fuzzy if-then rules [8]. 
The capability of fuzzified neural networks as approximators of nonlin- 
ear fuzzy mappings was studied by Buckley and Hayashi [9], who showed 
that fuzzified neural networks of type FNN 3 are not universal approxima- 
tors. The capabilities of fuzzified neural networks of type FNN~ and type 
FNN~ were examined by Buckley [10, 11]. 
Several approaches have been proposed for learning by fuzzified neural 
networks of type FNN 3 (for details, see the survey by Buckley and Hayashi 
[3]). Hayashi et al. [1] proposed a fuzzy back-propagation algorithm, which 
can be viewed as a direct fuzzification of the standard back-propagation 
algorithm [12]. The algorithm was obtained by replacing real numbers used 
for inputs, outputs, targets, and weights in the standard back-propagation 
algorithm with fuzzy numbers. It was reported in [3] that the algorithm 
converged to the wrong weights. Hayashi et al. [1] also discussed a 
back-propagation algorithm for the individual c~-cuts of fuzzy weights. 
Because the algorithm independently updates the c~-cuts of a fuzzy weight, 
one is not sure that the updated fuzzy weight in fact forms a fuzzy set (see 
[1, 3]). Ishibuchi et al. [8] proposed a c~-cut based backpropagation algo- 
rithm, which can be viewed as a back-propagation algorithm for the 
supports of symmetric triangular fuzzy weights. The algorithm was derived 
from a cost function defined for the (x-cuts of fuzzy outputs and fuzzy 
targets. The c~-cut based back-propagation algorithm for symmetric trian- 
gular fuzzy weights in [8] was extended to the case of nonsymmetric 
trapezoid fuzzy weights in [13]. 
In the above-mentioned studies, back-propagation learning algorithms 
were proposed for adjusting fuzzy weights. On the other hand, Krishnam- 
raju et al. [14] proposed a genetic learning algorithm where genetic 
algorithms [15, 16] were employed for adjusting triangular fuzzy weights. 
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Because genetic algorithms have high optimization ability and high flexi- 
bility, the genetic learning algorithm may be applicable to learning by 
fuzzified neural networks of the above three types. Buckley and Hayashi [3] 
also discussed the application of fuzzy chaos to learning by fuzzified neural 
networks. 
The main aim of this paper is to derive a back-propagation learning 
algorithm that can be applied to the learning of fuzzy weights of various 
shapes such as nonsymmetric triangular and trapezoidal types. The learn- 
ing algorithm derived in this paper is a generalization of the former work 
that was applicable only to symmetric triangular fuzzy weights [8] or 
nonsymmetric trapezoidal fuzzy weights [13]. That is, while the learning 
algorithms in [8, 13] were derived for fuzzy weights of special shapes, this 
paper derives a general learning algorithm that is applicable to a fuzzy 
weight of any shape if its membership function is specified by a finite 
number of parameters. 
In this paper, first we describe an architecture of fuzzified neural 
networks of type FNN 3. Our fuzzified neural networks are three-layer 
feedforward networks with multiple inputs and multiple outputs. Next we 
define a cost function that measures the difference between a fuzzy target 
vector and an actual fuzzy output vector. Then we derive a learning 
algorithm from the cost function for adjusting fuzzy weights in a similar 
manner to the standard back-propagation algorithm. Finally we show that 
the derived learning algorithm can handle fuzzy weights, fuzzy inputs, and 
fuzzy targets of various shapes by computer simulations. 
2. FUZZIFICATION OF NEURAL NETWORKS 
In this section, we show how a three-layer feedforward neural network 
can be fuzzified. The fuzzified neural network has fuzzy weights, fuzzy 
inputs, and fuzzy targets. 
2.1. Standard Feedforward Neural Network 
Before describing fuzzified neural networks, we briefly review the stan- 
dard (i.e., nonfuzzy) feedforward neural networks. Let us consider a 
three-layer feedforward neural network with n I input units, n ,  hidden 
units, and n o output units. When an nrdimensional input vector Xp = 
(Xpl  , Xp2,"',Xpnl) is presented to the neural network, the input-output 
relation of each unit can be written as follows: 
I nput  units :  
Opi = Xpi,  i = 1 ,2 , . . . ,  n 1. (1) 
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Hidden units." 
Op; = f(netp/) ,  j = 1,2,.-., n H , (2) 
/ l  l 
netpj = Y'~ w; i opi + Oj, j = 1 ,2 , ' " ,n  H. (3) 
i~ l  
Output units." 
Opk =f(netpk) ,  k = 1,2 , " ' ,no ,  (4) 
till 
netpk = ~ wkjopj + O k , k = 1,2 , . . . ,n  o . (5) 
j=l 
Here wji and wkj are connection weights, 0 r and O h are biases, and 
f (x )  = 1/(1 + e x). 
Let us denote the target vector corresponding to the input vector xp by 
-rp = (~1, Tp2,"', Zpno). Then a cost function to be minimized in the learn- 
ing of the neural network can be written as 
no )2 
ep = E (Tpk  --  Opk 
k=l 2 ' 
(6) 
where Opk is the actual output from the kth output unit that is calculated 
by the input-output relation of the neural network in (1)-(5). 
In the back-propagation algorithm [12], the weights wji, wkj and the 
biases 0p O h are updated to decrease the cost function ep in (6). For 
example, the weight wji is changed according to the following rule: 
wji(t + 1) = wji(t) + Awj i ( t )  , (7) 
Oep 
±w~(t) = - n ~.~ (8 )  
where t indexes the number of adjustments and 7/ is a constant positive 
real number (e.g., r /=  0.1). The amount of adjustment Awji(t) is usually 
defined by adding a momentum term as 
~ep 
Awji(t) = - -~q- -  + a Awji(t -- 1), (9) 
dwii 
where a is a constant positive real number less than 1.0 (e.g., a = 0.9). 
The weight wkj and the biases 0p O h are changed in the same manner as in 
(7)-(9), 
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2.2. Fuzzified Feedforward Neural Network 
The inputs, weights, and biases of the standard feedforward neural 
network defined by (1)-(5) can be extended to fuzzy numbers. In this 
paper, the fuzzification of neural networks means this extension. Therefore 
the fuzzification does not change the neural network architecture. That is, 
the fuzzified neural network has the same network architecture as the 
standard neural network in (1)-(5). 
Let us denote fuzzy numbers and real numbers by uppercase letters 
(e.g., A, B . . . .  ) and lowercase letters (e.g., a, b . . . .  ), respectively. Then the 
input-output relation of the fuzzified neural network can be written for a 
fuzzy input vector Xp = (Xpl,  Xp2,..., Xp~,) as follows: 
Input units." 
0 m = X m, i = 1 ,2 , . . . ,n , .  (10) 
Hidden units: 
0 m. = f(Netm.), j = 1,2,..., n H, (11) 
Net m = ~ Wj~Op, + Oj, j = 1,2,. . . ,  n , .  (12) 
i~l 
Output units: 
Opk = f(Netpk),  k = 1,2 , ' . . ,no ,  (13) 
Il tt 
Netpk = Y'. WkjOp~ + O k, k = 1, 2,..., no,  (14) 
j= l  
where Wji and Wkj are fuzzy weights, and ®j and O k are fuzzy biases. The 
architecture of the fuzzified neural network is shown in Figure 1. 
Opl 
Bias unit 
Xpl 
O•k Opn o Fuzzy outputs 
eo~ Output units 
  yweights 
~ Fuzzy biases ~k 
) Hidden units 
I weights 
F ybiasos 
~ "**VIuputu nits 
Xpi Xpn I Fuzzy inputs 
Figure 1. Architecture of a three-layer feedforward fuzzified neural network. 
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2.3. Calculation of the Input-Output Relation 
The input-output relation in (10)-(14) is defined by the extension 
principle of Zadeh [17]. This means that fuzzy arithmetic (see, for example, 
Kaufmann and Gupta [18]) is employed for calculating the input-output 
relation of the fuzzified neural network. In (10)-(14), the following addi- 
tion, multiplication, and nonlinear mapping of fuzzy numbers are used for 
defining our fuzzified neural network: 
tZA+B(Z) = max{/~A(x) A /zB(y)iz =x  +y},  (15) 
/zAu(z) = max{/zA(X) A /z~(y)lz = xy}, (16) 
] J~f(Nct)(Z) = max{izy+tCx) I z = f (x)},  (17) 
where A, B, Net are fuzzy numbers, /z,( .)  denotes the membership 
function of each fuzzy number, and A is the minimum operator. These 
operations are illustrated in Figure 2 and Figure 3. 
The above operations on fuzzy numbers are performed numerically on 
level sets (i.e., c~-cuts). The h-level set of a fuzzy number X is defined as 
[x]h={xJlzx(X)>_h,x~)~} for 0<h_<l ,  (18) 
where #x(X) is the membership function of X, and !}{ is the set of all real 
numbers. Because level sets of fuzzy numbers are closed intervals (see, for 
example, Kaufmann and Gupta [18]), we can express [X] h as 
[x ]h  = [ [x ]~, [  u X]h],  (19) 
where [X]s L, and [X]~ are the lower limit and the upper limit of the h-level 
set [X]~, respectively. 
:~ lt- . i - --  I .................................... :~1 t ........... ~ ................. 
i I/A+.\ 
Z~o' 1 2 3 4 ~ ' ' ' ~ 7> 
~0'  1 ' ~ 4 5 6 ~0" i  ½ 3 4 5 6 
Figure 2. Illustration of fuzzy arithmetic. 
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Figure 3. Fuzzy activation function for hidden units and output units. 
From interval arithmetic [19], the above operations of fuzzy numbers in 
(15)-(17) can be rewritten for h-level sets as follows: 
[Alh + [Bib = [ [AI~,[A]~] + [[BI~,[B]~I  
= [[A]~ + [B]k,[A]~ + [B]~], (20) 
[A]h'[B]h = [[A]~' , [A]~] ' [ [B]k, [B]~] 
= [min{[A]~. [B]~, [A] / ; - [B]~, [A]~. [B]~, [A]~. [B]~},  
max{[Al~ "[B]k ,[A]~ .[B]~,[A]~ -[B]k ,[A]~ .[B]~}], 
(21) 
/([Net]h) = f([[Net]k, [Net]~]) = [f([Net]~), f([Net]~)]. (22) 
It should be noted that (22) is obtained from (17) because the activation 
function f(x) in (17) is a strictly monotonic function. If we do not use such 
a function, the result of the interval arithmetic (22) may be different from 
(17) defined by the extension principle. 
If the h-level set of B is nonnegative (i.e., if 0 < [B]~/;, < [B]~), the 
multiplication in (21) can be simplified as 
[a ]h ' [B ]h  = [min{[A]k. [B]k, [A]~' . [B]~},  
max{[A]h v- [B]~,[A]~.  [B]~}]. (23) 
In order to utilize this simplified formulation of the multiplication, we 
assume in this paper that the fuzzy input Xt, i is nonnegative. The deriva- 
tion of a learning algorithm without this assumption is possible by using 
(21), but it is much more complicated, as we can see from the comparison 
between (21) and (23). 
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The input-output relation of our fuzzified neural network in (10)-(14) is 
numerically calculated for the h-level sets of fuzzy inputs, fuzzy weights, 
and fuzzy biases. The input-output relation for the h-level sets can be 
written as 
Input units." 
IOta] h = [Xm] h, i=  1,2, . . . ,n I. (24) 
Hidden units." 
[Opj] h = f([Netm]h),  
n I 
[Netpj] h = y '  [~jji] h " [Opi]  h 
i=1  
Output units." 
[Opk ]h = f([Netpk ]h)' 
Hit 
j = 1,2, . . . ,n H, (25) 
+ [®J]h' j = 1,2, . . . ,n H. (26) 
k= 1 ,2 , . " ,no ,  (27) 
(28) [Netpk] h = ~ [Wkj]h'[Opj] h + [Ok] h , k = 1,2, . . . ,n o . 
j= l  
From (24)-(28), we can see that the h-level sets of the fuzzy inputs Xpi are 
mapped to the h-level sets of the fuzzy outputs Opk. This means that the 
h-level sets of the fuzzy outputs Opk can be calculated by interval arith- 
metic on the h-level sets of the fuzzy inputs, fuzzy weights, and fuzzy 
biases. The calculation in (24)-(28) is based on the relations in (20)-(23). 
The complete calculation of the h-level sets of the fuzzy outputs Opk is 
shown in Appendix A. 
2.4. An Example 
As an example of the fuzzified neural network, let us consider a 
three-layer network with two input units, two hidden units, and a single 
output unit. The network architecture is shown in Figure 4(a). Using this 
simple example, we illustrate the input-output relation of the fuzzified 
neural network defined by (10)-(14). 
The fuzzy outputs from the input units are the same as the fuzzy inputs 
Xpl and Xp2. Therefore the total fuzzy inputs Netpl and Netp2 to the 
hidden units are calculated as follows: 
Netpl = Xp,Wli + gp2W12 -t- 01, 
Netpz = XplW21 + XpzW22 + ®2- 
(29) 
(3O) 
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Then the fuzzy outputs Opl and Op2 from the hidden units are obtained as 
Opl = f(Netpl), (31) 
Op2 = f(Netp2). (32) 
These two fuzzy outputs are fed to the output unit. The total fuzzy input 
Netp to the output unit is 
Netp = Ot, lW 1 + Op2W 2q- ~7). (33) 
Finally the fuzzy output from the output unit (i.e., the fuzzy output from 
the fuzzified neural network) is calculated as 
Op = f(Netp). (34) 
These formulations of the input-output relation of each unit are almost 
the same as in the standard feedforward neural network. The only differ- 
ence is that fuzzy arithmetic on fuzzy numbers is used in the fuzzified 
neural network, while real-number arithmetic is used in the standard 
neural network. 
The numerical calculation in (29)-(34) is performed for the h-level sets 
of fuzzy numbers by using interval arithmetic (see Appendix A). Figure 
4(b) shows an example of a fuzzified neural network, fuzzy inputs, and a 
fuzzy output. In this figure, the neural network has trapezoidal fuzzy 
weights, trapezoidal fuzzy biases, and triangular fuzzy inputs. The fuzzy 
output in this figure is depicted from the result of the interval arithmetic 
for 100 level sets (i.e., h = 0.01, 0.02,..., 1.00). This means that 100 level 
sets of the fuzzy output Op are calculated for depicting Figure 4(b). 
3. LEARNING ALGORITHM 
In this section, we derive a general earning algorithm of our fuzzified 
neural network. The derived learning algorithm can be applied to the 
adjustment of the fuzzy weights of various shapes. 
3.1. Cost Function 
When the fuzzy input vector Xp = (Xp l  , Xp2 , . . .  , Xpn `) is presented to 
the fuzzified neural network defined by (10)-(14), the actual output vector 
is obtained as the fuzzy vector Op = (@1, @2,'",Op,o). Let us assume 
that a fuzzy vector Tp = (Tpl, Tp2,..., Tpn o) is given as the target vector 
corresponding to the fuzzy input vector Xp. That is, we assume that the 
input-output pair (Xp, Tp) is given for the learning of the fuzzified neural 
network. 
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Figure 4. An example of the fuzzified neural network. 
The aim of the learning by the fuzzified neural network is to decrease 
the difference between Op and Tp. That is, it is desired that the following 
equality hold approximately: 
7"t, k ~ 0~, k for k = 1,2,...,  no.  (35) 
A cost function to be minimized in the learning by the fuzzified neural 
network should measure the difference between the fuzzy target vector Tp 
and the fuzzy output vector Op. First we define a cost function epk h for the 
h-level sets of Opk and Tt, k as follows: 
l, + c' (36) epkh : ~pkh epkh' 
where 
-> 
,~ : h . (I~,,kl~ - t  ,,~1,7) 
el'kh 2 ' (37) 
ep k h 2 (38) 
In the cost function epk h in (36), c and u epk h e~,kh can be viewed as the 
squared errors for the lower limit and the upper limit of the h-level sets, 
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respectively (see Figure 5). Those squared errors are weighted by the value 
of h in (37) and (38). Therefore the squared errors for a large value of h 
have a large effect on the learning in the fuzzified neural network. The 
main aim of the introduction of h in the cost function epk h in (36)-(38) is 
to obtain the good fit of the fuzzy output to the fuzzy target for a large 
value of h (see, for example, Figure 16 in Section 4). If we value the fitting 
for small h as much as for large h, we can eliminate h in the definition of 
the cost function epk h in (36)-(38). 
The cost function epk h for the h-level set can be summed up over the n o 
output units of the fuzzified neural network as 
eph 
n O 
= E epkh" 
k=l  
(39) 
The cost function eph in (39) can be viewed as the squared error between 
the h-level set of the fuzzy target vector Tp and the fuzzy output vector Op. 
The cost function ep that measures the difference between Tp and Of, 
can be defined by using various values of h in (39) as follows: 
ep = ~_, eph. (40) 
h 
In the computer simulations of this paper, we use five values of h, viz., 
h = 0.2, 0.4, 0.6, 0.8, 1.0 in (40). 
When m input-output pairs (Xp, Tp), p = 1, 2,.-. ,m, are given as 
training data, we have the following cost function for these training data: 
e = 2.., ep. 
p=l  
(41) 
O 
0 
. . . . . . . . . . . . .  . . . . . .  . . . . . . . . . . .  
The k-th output 
Figure 5. The fuzzy output Opk from the kth output unit and the corresponding 
fuzzy target Tpk. 
338 H. Ishibuchi, K. Morioka, and I. B. Turksen 
3.2. Derivation of a Learning Algorithm 
The fuzzy weights Wji, Wkj and the fuzzy biases ®j, ®k of the fuzzified 
neural network are adjusted by using the cost function eph defned in the 
last subsection. Let us assume that the m fuzzy input-output pairs (X~,, 
Tp), p = 1, 2,...,m, are given as training data. We also assume that n 
values of h (viz., hi, h2,...,h,,) are used in the learning of the fuzzified 
neural network. This means that the n values of h are employed for 
measuring the difference between the fuzzy output Op and the fuzzy target 
T~, in the cost function ep defined by (40). In this case, the outline of the 
learning algorithm of the fuzzified neural network can be written as 
follows: 
Step O: Initialize the fuzzy weights and the fuzzy biases. Let niteratio n :-- 0,  
where nitcratio n iS the number of iterations (i.e., epochs) of this 
algorithm. 
Step 1." Let nitcratio n :=  niteratio n -[- 1. Repeat step 2 for h = h l, h2,..., h~. 
Step 2." Repeat the following procedures for p = 1, 2,--., m. 
(1) Forward calculation." Present he h-level set of the pth fuzzy input 
vector X f, to the fuzzified neural network. Then calculate the 
h-level set of the fuzzy output vector Op. 
(2) Back-propagation: Adjust the fuzzy weights and the fuzzy biases 
by using the cost function e~, h in (39). 
Step 3." If a prespecified stopping condition is satisfied, then stop the 
algorithm, else go to step 1. In computer simulations of this paper, we 
use the total number of iterations of this algorithm as a stopping 
condition. 
In order to implement this algorithm, we should clearly specify the 
back-propagation procedure in step 2. Let us assume that the fuzzy weights 
and the fuzzy biases can be denoted by their s parameters as 
Wj i : (w)it), w~'~) . . . . .  I,~)] (42) "'j i  ' , " j i  1 '  
Wki = (w~} ', '"'(:,''*i " " ,  w~)), (43) 
(~)j = (0j I1', O¢Z', ..., Oj(~'), (44) 
(% = (0~ '~, 0~2), .-., 0~'~). (45) 
For example, a nonsymmetric trapezoidal fuzzy weight Wkj as in Figure 
= -' "kj ,. A 6(a) is denoted by its four parameters as Wkl (w~lj), w(k~), ,,(3,,~kj, ,,,(41~ 
nonsymmetric triangular fuzzy weight Wki as in Figure 6(b) is denoted by 
• U its lower limit w~j, its center wCi, and its upper limit wkj as Wkj = (w~j, 
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1 - -  
0 
Wkj 1) ~A~ (2) -la,(3) 1A,(4) VVk) VVkj VVkj 
(a) Non-symmetric trapezoid 
/5 
(b) Non-symmetric triangular 
(c) Symmetric triangular 
! 
[ 
(d) Interval 
Figure 6. Fuzzy weight Wkj of various shapes: (a) nonsymmetric trapezoidal, (b) 
nonsymmetric triangular, (c) symmetric triangular, (d) interval. 
C U wkj, wkj). That is, a nonsymmetric triangular fuzzy weight is denoted by its 
three parameters. A symmetric triangular fuzzy weight as in Figure 6(c) is 
denoted by its two parameters. An interval weight as in Figure 6(d) is also 
denoted by its two parameters. 
The back-propagation procedure for the fuzzy weights and the fuzzy 
biases is applied to their parameters. First we derive an adjustment rule 
for the parameters of the fuzzy weight Wkj = (w~ ~, w~j(2), . . . . . .  , 'vkJ(q~, . . . . . .  , vvkJ(~)'~" 
between the hidden layer and the output layer. As in the standard 
back-propagation algorithm in [12], the parameter w~ ~ of the fuzzy weight 
Wkj is adjusted by the following rule: 
kj. , .  + 1) + (46) 
Cgeph 
aw ?(t) = + a), (47) 
where t indexes the number of adjustments, r/ is a constant positive real 
number (e.g., T/= 0.1), and a is a constant positive real number less than 
1.0 (e.g., a = 0.9). 
The main difference between the standard backpropagation algorithm 
and our adjustment rule in (46)-(47) is the derivative 3eph/Ow~k q) in (47). 
As shown by Rumelhart et al. [12], the standard back-propagation algo- 
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rithm is easily derived from the cost function in (6). The calculation of the 
derivative c~e , /3w (q) in our adjustment rule in (46)-(47) for the fuzzy pn/  k j 
weight Wkj, however, is not so simple. 
Let us rewrite the derivative c~el, h/C~w~q) as follows: 
aeP---2-h = 9eph c~[Wkj]hL + • (48) 
. . . .  kj a [Wk j  . . . .  kj c)[Wk) . . . . .  kj 
where 3eph/O[Wkj]l~ and C~eph/3[Wkj]~' are the derivatives with respect o 
the lower limit and the upper limit of the h-level set of the fuzzy weight 
Wki, respectively. It should be noted that these derivatives are independent 
of the shape of the fuzzy weight. This means that they can be calculated 
without the specification of a particular shape of the fuzzy weight W~j (for 
details, see Appendix B). 
On the contrary, the derivatives L (q~ v (q) 3[Wkj]h/gWki and 9[Wjh/C~Wkj 
depend on the shape of the fuzzy weight Wkj. Fortunately, these deriva- 
tives are easily calculated from the relation between the h-level set of the 
fuzzy weight Wkj and its parameters when a particular shape of Wkj is 
given. For example, the h-level set [Wkj] h = [[Wkj] ~, [Wkj] U] of the non- 
symmetric trapezoidal fuzzy weight Wkj in Figure 6(a) can be represented 
by its four parameters as 
[Wkj]l~ = (1 - h)w~ ) + hw~Zj ~, (49) 
[Wkg] ~ = hw~}' + (1 -- h)w~4j '. (50) 
Then the derivatives C (q) V (q) easily caicu- 3[Wjh/OWkj and O[Wkj]h/OWkjare 
lated for each of the four parameters w~} ), w~}', w~ 3', and w (4' That is. we kj" 
have the following for the nonsymmetric trapezoidal fuzzy weight Wkj in 
Figure 6(a): 
l -h ,  
3[ kj]h h, 
(2) 3w(2) C)Wkj kj 
f)W(~. ) 0, C) W(4)kj 
- 0, (51)  
- 0, (52)  
- h ,  (53)  
1 - h .  (54)  
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In the case of the nonsymmetric triangular fuzzy weight Wkj = 
L C U " " L w(q)  (wkj, wk~, wki) in Figure 6(b), the derivatives 3[Wjh /3  kj and 
o[w~jl~/aw~y canbe calculated as 
- l -h ,  - -  -0 ,  (55)  
Ow~j Owk~ 
U 
OW kC h, c C)Wkj 
h, (56) 
ÜwkV j O, OwkJV - 1 - h. (57) 
For the fuzzy weight Wkj with other shapes (e.g., symmetric triangular), the 
derivatives o[WjZ£/3w(k~) and 3[Wkj]~/3w~qj ) in (48) can be calculated in 
a similar manner for the case of the nonsymmetric trapezoidal fuzzy 
weight and the nonsymmetric triangular fuzzy weight. 
From the above discussion, we can see that the amount of adjustment 
for each parameter of the fuzzy weight Wkjis calculated as follows: 
aw~)( t )  = - . .  
3eph 3[Wkj]~" 3eph 3[wkjlVh ) 
+ ~ aw~y( t -  1). (58) 
The fuzzy weight Wji between the input layer and the hidden layer is 
also adjusted in the same manner as the fuzzy weight Wkj. That is, each 
parameter of the fuzzy weight Wji = (w~i l), (2) (q) (~) . . Wji , " ' ,  W)i , ' " ,  Wji IS adjusted 
by the following rule: 
w)fl)(t + 1) = w)iq)(t) + Aw~iq)(t), 
Oeph O[ Wji]~ 
a~)~)(t) = - , .  o[wjil~ aw)q) 
+ a Aw~iq)(t - 1), 
(59) 
- - + - -  
a[~,]~ ow)F ) 
(60) 
where 3eph/3[Wji]z# and 3eph/3[Wji] U can be calculated without the 
specification of a particular shape of the fuzzy weight Wji (for details, see 
Appendix B). The derivatives L (,) O[Wji] h /ow) i  and c)[WjilV/Ow), s), which 
depend on the shape of the fuzzy weight Wji, can be calculated from the 
relation between the h-level set of Wji and its parameters in the same 
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manner as in the case of the fuzzy weight Wkj [see (49)-(54) or (55)-(57)]. 
When there are some constraints among the parameters of the fuzzy 
weights, the learning algorithm derived in this paper may be modified in 
order that those constraints should be satisfied by the updated fuzzy 
weights. For example, the nonsymmetric trapezoid fuzzy weight Wkj = (w~), 
w~ 2,, w~ ), wk(4 )) should satisfy the inequality w~lj , _< w~ ) < w~ ) _< w~ 4). In 
the computer simulations of this paper, we rearrange the values of these 
four parameters in increasing order when the violation of this inequality 
happens after updating the fuzzy weight Wkj (also see [8] and [13] for the 
handling of such a constraint). 
The parameters of the fuzzy biases (~), and ®j are adjusted in the same 
manner as the fuzzy weights Wkj and ~i,  respectively. 
3.3. Numerical Examples 
In this subsection, we illustrate the derived learning algorithm by two 
simple numerical examples. In both examples, we use a fuzzified neural 
network with a single input unit, five hidden units, and asingle output unit. 
Nonsymmetric trapezoidal fuzzy numbers are used for the fuzzy weights 
and the fuzzy biases of the fuzzified neural network. 
EXAMPLE 1 Let us consider a single-input and single-output fuzzy map- 
ping. We assume that both the input and the output of this fuzzy mapping 
are trapezoidal fuzzy numbers. That is, a trapezoidal fuzzy number is 
mapped to a trapezoidal fuzzy number. We also assume that the following 
two input-output pairs are given: 
{[Xp, Tp]} = {[(0.0, 0.1,0.2, 0.3), (0.1,0.25, 0.45, 0.6)1, 
[(0.7, 0.8, 0.9, 1.0), (0.4, 0.55,0.75,0.9)1}, (61) 
where Xp = (X(p 1) _(2) r(3, x14))is a trapezoidal fuzzy input and Tp = (t~, ')
(2) (3) (4) ' ~p  ~ "~p ' lp , tp , lp ) is a trapezoidal fuzzy output [see Figure 6(a)]. T~, is used as a 
fuzzy target in the learning by the fuzzified neural network. These two 
input-output pairs are shown in Figure 7(a). In this figure, five rectangles 
with solid lines show the five h-level sets for h = 0.2, 0.4, 0.6, 0.8, 1.0 of the 
Cartesian product of each input-output pair (the rectangle with dashed 
lines shows the support set). The Cartesian product of the input Xp and 
the output (i.e., target) Tp is illustrated in Figure 7(b). It should be realized 
that the rectangles in Figure 7 correspond to the contour lines of the 
membership function of the Cartesian product of Xp and Tt,. 
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Figure 7. Fuzzy training data in Example 1: (a) given data, (b) illustration of 
Cartesian product. 
Using the given fuzzy input-output pairs in (61), we trained the fuzzified 
neural network by the learning rules in (46) and (58)-(60) with r /= 0.5 
and a = 0.9. In these learning rules, we used the relations in (51)-(54) 
because the fuzzy weights were trapezoidal fuzzy numbers. The fuzzy 
biases were also adjusted in the same manner as the fuzzy weights. Five 
h-level sets of each input-output pair corresponding to h = 0.2, 0.4, 0.6, 
0.8, 1.0 were used in the learning by the fuzzified neural network. This 
means that the five rectangles for each input-output pair in Figure 7(a) 
were used for the learning. The learning was iterated 1000 times for each 
level of each input-output pair (i.e., 1000 epochs) according to the algo- 
rithm in Section 3.2. After the learning, the value of the cost function e in 
(41) was 0.000004. This means that the actual fuzzy outputs from the 
trained neural network were almost the same as the fuzzy targets. The 
actual fuzzy outputs corresponding to the given two input-output pairs and 
a new trapezoidal fuzzy input Xp = (0.35, 0.45, 0.55, 0.65) are shown in 
Figure 8. From the comparison between Figure 7(a) and Figure 8, we can 
see that the actual fuzzy outputs are almost the same as the fuzzy targets. 
We can also see from Figure 8 that the trained neural network interpo- 
lates the given input-output pairs. 
EXAMPLE 2 In this example, we show that the fuzzified neural network 
can handle real-number inputs. A real number x can be viewed as a fuzzy 
singleton with the following membership function: 
(~ if y = x, (62) 
/xx(Y) = if y 4=x. 
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Figure 8. Actual fuzzy outputs from the trained fuzzified neural network. 
Therefore the h-level set of the real number x is 
[X]h = [X,X] for 0 <h < 1, (63) 
where [x, x] is a degenerate interval whose upper limit and lower limit are 
the same. Equations (62) and (63) mean that real numbers can be treated 
in the same manner as fuzzy numbers. 
Let us consider a single-input and single-output fuzzy mapping. We 
assume that the input of this fuzzy mapping is a real number while the 
output is a trapezoidal fuzzy number. That is, a real number is mapped to 
a trapezoidal fuzzy number. We also assume that the following three 
input-output pairs are given: 
{[Xp, Tp]} = {[0.0, (0.4, 0.5, 0.6, 0.7)], [0.5, (0.7, 0.75, 0.85, 0.9)], 
[1.0, (0.2, 0.3, 0.5, 0.6)]}, (64) 
where Xp is a real number input and Tp = (t~j '), t~p 2~, t~; ~), t~ 4)) is a trape- 
zoidal fuzzy output (i.e., fuzzy target). These three input-output pairs are 
shown in Figure 9(a). In this figure, each fuzzy target is shown after turning 
its original shape clockwise. Therefore the left side and the right side of 
each trapezoid in this figure correspond to the 0-level and the l-level of 
the membership function, respectively. 
The learning in the fuzzified neural network was performed in the same 
manner as in Example 1. After 1000 epochs, the value of the cost function 
e in (41) was 0.000074. This means that the actual fuzzy outputs from the 
trained neural network were almost the same as the fuzzy targets. The 
actual fuzzy outputs corresponding to the given three input-output pairs 
and two new real-number inputs (Xp = 0.25 and Xp = 0.75) are shown in 
Figure 9(b). From the comparison between Figure 9(a) and Figure 9(b), we 
can see that the actual fuzzy outputs are almost the same as the fuzzy 
targets. We can also see from Figure 9(b) that the trained neural network 
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Figure 9. Simulation result for Example 2: (a) given data, (b) actual fuzzy outputs. 
interpolates the given input-output pairs. The simulation results in Figure 
8 and Figure 9(b) show that the fuzzified neural network can handle 
real-number inputs as well as fuzzy inputs. 
4. COMPARISON WITH EARLIER APPROACHES 
In this section, we compare the derived learning algorithm with earlier 
approaches that used real-number weights [5] and symmetric triangular 
fuzzy weights [8]. In computer simulation, we trained the following three 
neural networks: 
1. Fuzzified neural network with real-number weights [5]. 
2. Fuzzified neural network with symmetric triangular fuzzy weights [8]. 
3. Fuzzified neural network with nonsymmetric trapezoidal fuzzy weights. 
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The same network architecture (i.e., a single input unit, five hidden units, 
and a single output unit) was used for these three neural networks. We 
also employed the same condition as in Section 3.3 for the learning in each 
of the three neural networks. 
4.1. Mapping of Triangular Fuzzy Numbers 
We trained the three neural networks by the following fuzzy if-then 
rules: 
if x is small then y is small, 
if x is medium then y is medium, 
if x is large then y is large, 
where the membership functions of the linguistic values are given in 
Figure 10. These three fuzzy if-then rules can be viewed as the three fuzzy 
input-output pairs 
{(Xp, Tf,)} = {(small, small), (medium, medium), (large, large)}. (65) 
These input-output pairs are shown in Figure 1 l(a) in the same manner as 
in Figure 7(a). 
In the learning by the three neural networks, the three input-output 
pairs in Figure 1 l(a) were used as training data. The values of the cost 
function e in (41) after 10,000 epochs are shown in Table 1 for each of the 
three neural networks. From Table 1, we can see that similar results were 
obtained by the three neural networks. That is, the difference of the fuzzy 
weights (real numbers, symmetric triangular fuzzy numbers, nonsymmetric 
trapezoidal fuzzy numbers) had a small effect on the learning. 
The membership functions of the actual fuzzy outputs from the trained 
neural network with nonsymmetric trapezoidal fuzzy weights are shown in 
Figure 12 together with the fuzzy targets. From this figure, we can see that 
1.0 
0.0 0.5 1.0 
Figure 10. Membership function of linguistic values (S: small; MS: medium small; 
M: medium; ML: medium larger; L: large). 
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Figure 11. Simulation result: (a) given data, (b) actual fuzzy outputs. 
a good fit to the fuzzy targets is obtained by the trained neural network. 
The actual fuzzy outputs corresponding to new fuzzy inputs medium small 
and medium large (see Figure 10 for the membership functions of these 
new fuzzy inputs) are shown in Figure 11(b). From the comparison be- 
tween Figure l l (a) and Figure ll(b), we can see that the trained neural 
network interpolates the given fuzzy data. The actual fuzzy outputs in 
Figure l l(b) corresponding to the new fuzzy inputs can be interpreted as 
medium small and medium large, respectively. Therefore we have the 
following new fuzzy if-then rules from the trained neural network: 
if x is medium small then y is medium small, 
if x is medium large then y is medium large. 
Almost the same results were obtained from the other neural net- 
works with real-number weights and symmetric triangular fuzzy weights 
for this example. This means that the neural networks with real-number 
weights and symmetric triangular fuzzy weights work well for the map- 
ping from triangular fuzzy numbers to triangular fuzzy numbers (see also 
the simulation results in [6] and [8]), like the neural network with 
nonsymmetric fuzzy weights. 
Table 1. The Values of the Cost Function for the Mapping 
of Triangular Fuzzy Numbers 
Type of Real Symmetric Nonsymmetric 
weights number triangular trapezoidal 
Value of e 0.0012 0.0010 0.0009 
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Figure 12. Membership functions of fuzzy targets and actual fuzzy outputs. 
4.2 Mapping of Triangular-Shape Fuzzy Numbers 
In the last subsection, the membership function of each linguistic value 
was linear. In this subsection, we examine the fitting ability of the three 
neural networks for nonlinear membership functions. 
Let us assume that the following three fuzzy if-then rules are given: 
if x is very small then y is more or less small, 
if x is very medium then y is more or less medium, 
if x is very large then y is more or less large, 
where the membership functions of the linguistic values are shown in 
Figure 13 and Figure 14. In Figure 13, the linguistic hedge very has the 
following effect on the original membership functions: 
={I*  ..... H (x )} ,  Id'vcry small(X) 2 (66) 
I'Lter3 ...... lium (x )  = { I'Zmedium (X)}2,  (67) 
t*,.,,ry ,~g,,(x) = {/*,,rgc(x)} 2. (68) 
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Figure 13. Membership function of linguistic values (VS: very small, VM: very 
medium, VL: uery large). 
From Figure 13, we can see that the linguistic hedge very sharpens the 
original membership functions. On the other hand, the linguistic hedge 
more or less has the following effect on the original membership functions 
(see Figure 14): 
]& . . . . . .  l . . . . . . .  i i (X )  = { I .£smal l (X )}  0"5, (69) 
['l~rn . . . . .  l . . . . .  dium(X) = (tXmeai,m(X)) °'5, (70) 
].L . . . . . .  less targe(x) = { /Xla~ge(X)} °'5" (71) 
From the three given fuzzy if-then rules, we have the following fuzzy 
training data: 
{(Xp, Tp) } = {( very small ,  more or less smal l ) ,  
(very med ium,  more or less med ium) ,  
(very large, more or less large)}. (72) 
These training data are shown in Figure 15. From this figure (or from 
Figures 13 and 14), we can see that the fuzziness of the fuzzy targets is 
larger than that of the fuzzy inputs. 
1.0 
0.0 0.5 1.0 
Figure 14. Membership function of linguistic values (MLS: more or less small, 
MLM: more or less medium, MLL: more or less large). 
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Figure 15. Training data. 
In the same manner as in Section 4.1, we trained the three neural 
networks on the fuzzy training data in (72). The values of the cost function 
e in (41) after 10,000 epochs are shown in Table 2 for each of the three 
neural networks. From Table 2, we can see that the best result is obtained 
by the fuzzified neural network with nonsymmetric trapezoidal fuzzy 
weights. The actual fuzzy outputs from the trained neural network with 
nonsymmetric trapezoidal fuzzy weights are shown in Figure 16 together 
with the fuzzy targets. From this figure, we can see that a good fit to the 
fuzzy targets is obtained by the trained neural network. [The fit below 
0.2-level is not good, while above 0.2-level it is very good. This is because 
we used only five levels (h = 0.2, 0.4, 0.6, 0.8, 1.0) in the learning by the 
fuzzified neural network.] 
It should be noted that the results in Table 2 for the neural networks 
with symmetric triangular fuzzy weights and real-number weights are not 
bad, because the values of the cost function e are small. This means that 
the three neural networks can handle the nonlinear membership function 
of triangular shape. 
We also trained the three neural networks on the following three fuzzy 
if-then rules: 
if x is more or less small then y is very small, 
if x is more or less medium then y is very medium, 
if x is more or less large then y is very large. 
Table 2. The Values of the Cost Function for the Mapping 
of Triangular Fuzzy Numbers (increasing fuzziness) 
Type of Real Symmetric Nonsymmetric 
weights number triangular trapezoidal 
Value of e 0.0115 0.0052 0.0006 
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Figure 16. Membership functions of fuzzy targets and actual fuzzy outputs. 
From these fuzzy if-then rules, we have the fuzzy training data in 
Figure 17. From Figure 17, we can see that the fuzziness of the fuzzy 
inputs is larger than that of the fuzzy targets. The simulation results for 
the three neural networks are shown in Table 3. From this table, we can 
see that the difference of the fuzzy weights (real numbers, symmetric 
triangular fuzzy numbers, nonsymmetric trapezoidal fuzzy numbers) has 
a slight effect on the learning. 
From the comparison among Tables 1-3, we can see that the fuzzy 
weights have a good effect on the learning when the fuzziness of the 
fuzzy targets is larger than that of the fuzzy inputs (see Table 2). This is 
because the fuzzy weights increase the fuzziness of the fuzzy inputs. 
1.0 
© 
0.0 
, , I i i i i 
1.0 
Input 
Figure 17. Training data. 
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Table 3. The Values of the Cost Function for the Mapping 
of Triangular Fuzzy Numbers (decreasing fuzziness) 
Type of Real Symmetric Nonsymmetric 
weights number triangular trapezoidal 
Value of e 0.0046 0.0057 0.0081 
4.3. Mapping from Triangular Fuzzy Numbers to Trapezoidal Fuzzy 
Numbers 
In this subsection, we examine the case of trapezoidal fuzzy targets. Let 
us assume that the following three fuzzy if-then rules are given: 
if x is small then y is small, 
if x is medium then y is medium small or medium, 
if x is large then y is medium or medium large or large. 
We assume that the membership functions of medium small or medium 
and medium or medium large or large are trapezoidal: 
medium small or medium = (0.0, 0.25, 0.5, 0.75), (73) 
medium or medium large or large = (0.25, 0.5, 1.0, 1.0). (74) 
These membership functions are shown in Figure 18. 
From the given fuzzy if-then rules, we have the training data in Figure 
19(a). The three neural networks were trained in the same manner as in 
Section 4.1. The simulation results are summarized in Table 4. From Table 
4, we can see that only the neural network with nonsymmetric trapezoidal 
fuzzy weights can handle the given training data. The values of the cost 
function e obtained by the neural networks with real-number weights and 
symmetric triangular weights are more than 20 times as large as the results 
in Tables 1-3. We show the fuzzy outputs corresponding to new fuzzy 
inputs medium small and medium large in Figure 19(b). From the compari- 
son between Figure 19(a) and Figure 19(b), we can see that good interpola- 
tion is realized by the trained neural network with nonsymmetric trape- 
zoidal fuzzy weights. 
5. CONCLUSION 
In this paper, we have derived a back-propagation learning algorithm for 
fuzzified neural networks with fuzzy weights. The algorithm is applicable to 
the adjustment of a fuzzy weight with any shape if its membership function 
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Figure 18. Membership functions of medium small  or medium and medium or 
medium large or large. 
is specified by a finite number of parameters. This requirement of the 
learning algorithm is satisfied by almost all fuzzy numbers that are usually 
used in applications of fuzzy theory (e.g., trapezoidal and triangular). The 
learning algorithm in this paper can be viewed as a generalized version of 
the work by lshibuchi et al. [8, 13] that was applicable only to symmetric 
© 
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Input 
(a) Given data (b) Actual fuzzy output 
Figure 19. Simulation results: (a) given data, (b) actual fuzzy outputs. 
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Table 4. The Values of the Cost Function for the Mapping 
from Triangular Fuzzy Numbers to Trapezoid Fuzzy Numbers 
Type of Real Symmetric Nonsymmetric 
weights number triangular trapezoidal 
Value of e 0.2759 0.2502 0.0017 
triangular fuzzy weights [8] or nonsymmetric trapezoidal fuzzy weights [13]. 
The ability of the derived learning algorithm was examined in computer 
simulations. By the simulations, it was shown that the fuzzified neural 
networks have high fitting ability for fuzzy targets and high interpolation 
ability for new fuzzy inputs. 
APPENDIX A: INPUT-OUTPUT RELATION FOR LEVEL SETS 
For simplicity let us assume that the h-level sets of the fuzzy inputs are 
nonnegative, i.e., 
0 < [Xpi],L <_ [Xp i ]  ~ for i : 1,2,. . . ,n/.  
In this case, the input-output relation of the fuzzified neural network for 
the h-level sets in (24)-(28) can be rewritten from (20)-(21) and (23) as 
follows: 
Input units: 
Hidden units: 
[Opj] h = [[Opj]~,[Opj]~] = [f([Netpj]~),f([Netpj]~)], 
F/1 /71 
[Netpj]~ = E [Wj,]~ " [Oml~ + E [Wj, I~" [Op, l~ + [®jl~, 
i=1  i=1 
n I H 1 
[Netpj]~= E [~, ]~ ' [Op i ]~+ E [~,]~'[Op,]~ ~+[®j]~.  
i=1  i=1 
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Output units." 
[Opk] h = [[Opk]~,[Opk]Vh] = [f([Netpk]~), 
I l l l  ?2 H 
L L 
[Netpk]~ = ~ [Wkj] h • [Opjl,, + 
[Netpk]~ = 
f([Netpk ]~)], 
j=l 
L> [wkflt, _0 
n It 
E 
j=l 
U [Wkjlh > 0 
[w~,l;. to.,l; + 
E iw.]'V.to.l~+ t0kl~ 
j=l 
[w~,.]~-< 0 
HH 
E ive~,l~.to.]~ + [Okla. 
j=l 
[Wkj]~'< 0 
APPENDIX B: CALCULATION OF ~eph //~[Wkj]h L, ~eph //O[Wkj] U, 
~eph //O[Wj/] L, AND ~eph //O[Wj/] U 
As in Appendix A, let us assume that the h-level sets of the fuzzy inputs 
are nonnegative. In this case, the input-output relation of the fuzzified 
neural network for the h-level sets is the same as in Appendix A. 
The cost function eph for the h-level set of the pth input-output pair is 
written from (36)-(39) as follows: 
ePh = ~k=ln°{ h " ([Tpk]L - + h" ([TPk]U - [opk]u)2 " 
Then the derivatives Oeph/O[Wk~] ~, Oeph/O[Wkj] ~, 3eph/O[Wji]z~, and 
3eph/3[Wji] U can be calculated from the input-output relation in Appendix 
A and the cost function eph as follows. 
B.1. The Calculat ion of Oeph //~[Wkj] L 
1. If [Wjh  L >_ 0 then 
Oeph = C)e ph c)[Netpk ]~ _ 6p~ h • [ Opj] L, 
3[Wkj] ~ O[Netpk]~ c)[Wkj]~ 
where 
~pLkh -- Oeph 
0 [Netpk ]~ 
2. If [Wkj] ~ < 0 then 
Oeph 
aLw~,l'; 
h.  . ( ,  - tO,,k t). 
Oeph 0 [Netpk ]~ 6l~h . [ O m ]~. 
a[Net.k]~ a[Wkj]~ 
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B.2. The Calculation of Oeph / O[Wkj] ~ 
1. If [Wkj]~ '~ >_ 0 then 
Oeph C) eph a[Netz, k] ~ 
3[W~,.],~' 3[Netpk  ],~ ' 3[Wkj],~' - au,,~,, • .,, . ,rosl{", 
where 
(~ pUk h - -  
3eph 
a [Netpk ]~' 
U U U O U h. ( i t ,  i,, - [o,,k],,).  ~o,~, ; .  (~ - [ , ] , , ) .  
2. If [Wkj] ~ < 0 then 
0 Cph ,0 el) h c) [Nets, k ]to ~ 
c~[Wkj] ~ 3[Netp, ]~' 3[Wkj],~' 
B.3. The Calculation of Oeph//O[Wji] ~ 
1. If [Wji]~ ~ _> 0 then 
~Cph 
h 
a~.,,,, io,)j]~,. (~ - [o,,:],~). [o,,,],';, 
where 
HO 
E 
k=l  
#l ¢) 
a" -[wkj]~+ E ~L,',.[WkjlU pkh pk t -h " 
k=(  
f w~ i]~;" < o 
2. If [Wji]~i < 0 then 
OCph 
h 
a,#,.[o,],t.(, [o,,jj~).[o,,i]i '. 
B.4. The Calculation of Oeph / O[Wji ]U 
1. If [~ i ]~ >- 0 then 
where 
Ogph 
n o 
a ~ 
1J17 :
k=l  
I .  [Wjh <0 
~z,~," [OpJ],~, '" (1 - [Opj]u) • [Om],Lj, 
#l o 
%,.[w~jl, ' ;+ E ~,,~;,,-[w~,],~, '. 
k=l  
[W~:l~;'>_ II 
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2. If [Wji]t v, < 0 then 
Oeph 
to ,  jl . - 
357 
References 
1. Hayashi, Y., Buckley, J. J., and Czogala, E., Fuzzy neural network with fuzzy 
signals and weights, Internat. J lntell. Systems 8, 527-537, 1993. 
2. Ishibuchi, H., Okada, H., and Tanaka, H., Fuzzy neural networks with fuzzy 
weights and fuzzy biases, Proceedings of ICNN'93, San Francisco, 1650-1655, 
1993. 
3. Buckley, J. J., and Hayashi, Y., Fuzzy neural networks: A survey, Fuzzy Sets" and 
Systems 66, 1-13, 1994. 
4. Miyazaki, A., Kwon, K., Ishibuchi, H., and Tanaka, H., Fuzzy regression 
analysis by fuzzy neural networks and its application, Proceedings of FUZZ- 
IEEE'94, Orlando, 52-57, 1994. 
5. Ishibuchi, H., Fujioka, R., and Tanaka, H., Neural networks that learn from 
fuzzy if-then rules, IEEE Trans. Fuzzy Systems 1, 85-97, 1993. 
6. Ishibuchi, H., Okada, H., and Tanaka, H., Interpolation of fuzzy if-then rules 
by neural networks, lnternat. J Approx. Reason. 10, 3-27, 1993. 
7. Ishibuchi, H., Miyazaki, A., and Tanaka, H., Neural-network-based diagnosis 
systems for incomplete data with missing inputs, Proceedings of ICNN'94, 
Orlando, 3457 3460, 1994. 
8. Ishibuchi, H., Kwon, K., and Tanaka, H., A learning algorithm of fuzzy neural 
networks with triangular fuzzy weights, Fuzzy Sets and Systems 71, 277-293, 
1995. 
9. Buckley, J. J., and Hayashi, Y., Can fuzzy neural nets approximate continuous 
fuzzy functions?, Fuzzy Sets and Systems 61, 43-52, 1993. 
10. Buckley, J. J., Training a fuzzy neural net, Proceedings of NAFIPS / IFIS / 
NASA'94, San Antonio, 1994, to appear. 
11. Buckley, J. J., Training a fuzzy neural net: Part II, Proceedings of IFES/  
FUZZ-IEEE'95, Yokohama, Japan, 1995, to appear. 
12. Rumelhart, D. E., McClelland, J. L., and the PDP Research Group, Parallel 
Distributed Processing, Vol. 1, MIT Press, Cambridge, Mass., 1986. 
13. Ishibuchi, H., Morioka, K., and Tanaka, H., A fuzzy neural network with 
trapezoid fuzzy weights, Proceedings of FUZZ-IEEE'94, Orlando, 228-233, 
1994. 
358 H. Ishibuchi, K. Morioka, and I. B. Turksen 
14. Krishnamraju, P. V., Buckley, J. J., Rcilly, K. D., and Hayashi, Y., Genetic 
learning algorithms for fuzzy neural nets, Proceedings of FUZZ-IEEE'94, 
Orlando, 1969-1974, 1994. 
15. Holland, J. H., Adaptation in Natural and Artificial Systems, Univ. of Michigan 
Press, Ann Arbor, Mich., 1975. 
16. Goldberg, D. E., Genetic Algorithms in Search, Optimization, and Machine 
Learning, Addison-Wesley, Reading, Mass., 1989. 
17. Zadeh, L. A., The concept of a linguistic variable and its application to 
approximate reasoning. I, lI, lII, Inform. Sci. 8, 199-249, 301-357: 9, 43 80, 
1975. 
18. Kaufmann, A., and Gupta, M. M., Introduction to Fuzzy Arithmetic, Van 
Nostrand Reinhold, 1985. 
19. Alefeld, G., and Herzberger, J., Introduction to lntert~al Computations, Aca- 
demic, New York, 1983. 
