Context. Beryllium is a pure product of cosmic ray spallation. This implies a relatively simple evolution in time of the beryllium abundance and suggests its use as a time-like observable. Aims. Our goal is to derive abundances of Be in a sample of 90 stars, the largest sample of halo and thick disk stars analyzed to date. We study the evolution of Be in the early Galaxy and its dependence on kinematic and orbital parameters, and investigate its use as a cosmochronometer. Abundances of Be, Fe, and α-elements of 73 stars are employed to study the formation of the halo and the thick disk of the Galaxy. Methods. Beryllium abundances are determined from high-resolution, high signal-to-noise UVES spectra with spectrum synthesis. Atmospheric parameters and abundances of α-elements are adopted from the literature. Lithium abundances are used to eliminate mixed stars from the sample. The properties of halo and thick disk stars are investigated in diagrams of log(Be/H) vs. (ii) In a log(Be/H) vs. [α/Fe] diagram, the halo stars separate into two components; one is consistent with predictions of evolutionary models, while the other has too high α and Be abundances and is chemically indistinguishable from thick disk stars. This suggests that the halo is not a single uniform population where a clear age-metallicity relation can be defined. (iii) In diagrams of R min vs. [α/Fe] and log(Be/H), the thick disk stars show a possible decrease in [α/Fe] with R min , whereas no dependence of Be with R min is seen. This anticorrelation suggests that the star formation rate was lower in the outer regions of the thick disk, pointing towards an inside-out formation. The lack of correlation for Be indicates that it is insensitive to the local conditions of star formation.
Introduction
The nucleosynthetic origin of beryllium is different from most chemical elements. Beryllium is neither a product of stellar nucleosynthesis nor expected to be created by the standard homogeneous primordial nucleosynthesis in a detectable amount (Thomas et al. 1993) . Its single long-lived isotope, 9 Be, is a pure product of cosmic-ray spallation of heavy (mostly CNO) nuclei in the interstellar medium (Reeves et al. 1970; Meneguzzi et al. 1971) .
Early theoretical models of Be production in the Galaxy assumed the cosmic-ray composition to be similar to the composition of the interstellar medium (ISM). In this scenario, Be is produced by accelerated protons and α-particles colliding with CNO nuclei of the ISM (Meneguzzi & Reeves 1975; VangioniFlam et al. 1990; Prantzos et al. 1993) , resulting in a quadratic dependence of the Be abundance with metallicity. However, observations of Be in metal-poor stars (Rebolo et al. 1988; Gilmore et al. 1992; Molaro et al. 1997a; Boesgaard et al. 1999 ) find a slope equal or close to one between log(Be/H) and [Fe/H] , and just slightly higher for log(Be/H) and [O/H] 1 . Such slopes argue that Be behaves as a primary element and its production mechanism is independent of ISM metallicity. Thus, the dominant production mechanism is now thought to be the collision of cosmic-rays composed of accelerated CNO nuclei with protons and α-particles of the ISM (Duncan et al. 1992; Cassé et al. 1995; Vangioni-Flam et al. 1998) .
On the other hand, in light of some controversy about the behavior of O in metal-poor stars, Fields & Olive (1999) argue that a secondary behavior cannot be excluded. King (2001 King ( , 2002 , however, reassessing data of different oxygen indicators, as well as data for other α-elements, show that a metal-poor primary mechanism is necessary to explain the observations. As a primary element and considering cosmic-rays to be globally transported across the Galaxy, one may expect the Be abundance to be rather homogeneous at a given time in the early Galaxy. It should have a smaller scatter than the products of stellar nucleosynthesis (Suzuki et al. 1999; Suzuki & Yoshii 2001) . Thus, Be would show a good correlation with time and could be employed as a cosmochronometer for the early stages of the Galaxy (Beers et al. 2000; Suzuki & Yoshii 2001) . Pasquini et al. (2004 Pasquini et al. ( , 2007 have tested this suggestion deriving Be abundances in turn-off stars in the globular clusters NGC 6397 and NGC 6752. The Be ages derived from a model of the evolution of Be with time (Valle et al. 2002) are in excellent agreement with those derived from theoretical isochrones. Moreover, the Be abundances of these globular cluster stars are similar to the abundances of field stars with the same metallicity. These results strongly suggest that the stellar Be abundances are independent of the environment where the star was formed and support the use of Be as a cosmochronometer.
Using abundances determined by Boesgaard et al. (1999) , Pasquini et al. (2005) extended the use of Be as a time scale to a sample of 20 halo and thick disk stars and investigated the evolution of the star formation rate in the early-Galaxy. Stars belonging to the two different kinematic components identified by Gratton et al. (2003a) seem to separate in a log(Be/H) vs. [O/Fe] diagram. Such separation is interpreted as indicating the formation of the two components to occur under different conditions and time scales.
Our aim in this work is to better understand the evolution of Be in the early Galaxy and its dependence on different parameters, in particular on the stellar population. We analyze an unprecedentedly large sample of halo and thick disk stars, and further investigate the use of Be as a cosmochronometer and its role as a discriminator of different stellar populations in the Galaxy. The sample and the observational data are described in Sect. 2. The details on the adopted atmospheric parameters are given in Sect. 3. The abundance determination and its uncertainties are discussed in Sect. 4 while a comparison with previous results of the literature is presented in Sect. 5. Lithium abundances are used to clean the sample from mixed stars in Sect. 6. The Galactic evolution of Be is discussed in Sect. 7, the use of Be as a chronometer is discussed in Sect. 8, while a summary is given in Sect. 9.
Sample selection and observational data
The sample stars were selected from the compilation by Venn et al. (2004) of several abundance and kinematic analyses of Galactic stars available in the literature. Using the available kinematic data, Venn et al. (2004) calculated the probabilities that each star belongs to the thin disk, the thick disk, or the halo. A total of 90 stars were selected for this work: 9 of them have higher probability of being thin disk stars, 30 of being thick disk stars, 49 of being halo stars; and 2 have 50% probabilities of being halo or thick disk stars. We simply assume a star belongs to a certain kinematic group when the probability of belonging to that group is higher than the probability of being in the other two groups. One of our aims is to compare stars of different populations but of similar abundances, so we tried to maximize the metallicity overlap between the two sub-samples. The halo stars range from [Fe/H] = −2.48 to −0.50 and the thick disk stars from [Fe/H] = −1.70 to −0.50, although strongly concentrated in [Fe/H] ≥ −1.00. The sample stars are listed in Table 1 , together with V band magnitudes, parallaxes, absolute magnitudes, bolometric corrections, bolometric magnitudes, luminosities, and information on multiplicity. Details on these are given in the following sections.
Spectra for all stars were obtained using UVES, the Ultraviolet and Visual Echelle Spectrograph (Dekker et al. 2000) fed by UT2 of the VLT. UVES is a cross-dispersed echelle spectrograph able to obtain spectra from the atmospheric cut-off at 300 nm to ∼ 1100 nm.
For 55 stars, new spectra were obtained in service mode during two observing periods between October 2005 and September 2006. UVES was operated in dichroic mode with cross dispersers #1, #3, and #4 resulting in spectral coverage of λλ 300-390 nm in the blue arm and λλ 420-680 nm and λλ 660-1100 nm in the red arm, with some gaps. The spectra have a resolving power of R ∼ 35 000 and S/N between 25 and 150 in the Be region. The reduction was conducted with the UVES pipeline within MIDAS. While the blue arm of the spectra was always found to have enough quality for the analysis, the same was not true for the red arm that, in some cases, presented residual fringing. For them, a new reduction of the raw frames was conducted using the most recent release of the UVES Common Pipeline Library (CPL) recipes within ESORex, the ESO Recipe Execution Tool.
Reduced spectra for 4 stars were downloaded from the UVES Paranal Observatory Project (POP) Library -a library of high-resolution spectra of stars across the HR diagram (Bagnulo et al. 2003) . In this library the stars were observed with both dichroic #1 and #2 covering almost all the interval between 300 and 1000 nm. The spectra have R ∼ 80 000 and a typical S/N ratio varying from 60 to 400 in the Be region.
For the remaining 31 stars, archive raw data in the λλ 300-390 nm region were retrieved from the ESO/ST-ECF science archive facility and employed in the analysis. For some stars, in particular those that do not have previous determinations of lithium abundance in the literature, raw data in the λλ 420-680 nm region were also retrieved. The spectra were reduced using the UVES pipeline within MIDAS and ESORex. The resolving power of these spectra varies between 35 000 and 50 000 and the S/N ratio varies between 45 and 170 in the Be region. The log book of the observations is given in Table 2 in the Appendix.
Atmospheric parameters

Source of the parameters
All the selected stars have been targets of previous abundance analyses. In this work, we decided to adopt the atmospheric parameters, effective temperature (T eff ), surface gravity (log g), microturbulence velocity (ξ), and metallicity ([Fe/H]), determined by previous works. The adopted parameters are given in Table 3 . We adopted as main reference the same high-resolution analyses quoted in the compilation by Venn et al. (2004) . Our sample contains 59 stars analyzed by Fulbright (2000, F00 hereafter) , 15 by Nissen & Schuster (1997, NS97 hereafter) , 7 by Edvardsson et al. (1993, Ed93 hereafter) , 4 by Stephens & Boesgaard (2002, SB02 hereafter) , 2 by Prochaska et al. (2000, Pr00 hereafter) , 1 by Gratton & Sneden (1988, GS88 hereafter) , 1 by Gratton & Sneden (1991, GS91 hereafter) , and 1 by McWilliam et al. (1995, McW95 hereafter) .
Even though different methods were adopted to determine the parameters, we do not expect this choice to introduce any systematic effect in our analysis. The likely effect of adopting atmospheric parameters with possibly different scales is an increase in the scatter of the abundances. We note that Venn et al. (2004) argue that a superficial analysis of their whole sample did For the completeness of the discussion, we list some information in Table 4 on the methods adopted by each relevant 2 work as the reference for the atmospheric parameters. As is clear from Table 4 , F00, NS97, and SB02 adopt very similar methods based on spectroscopy to determine the atmospheric parameters. On the other hand, the method adopted by Ed93 is completely diverse, based only on photometry. In NS97 the same model atmospheres used by Edvardsson et al. are adopted. In addition, their work is a differential one with respect to two bright stars analyzed by Ed93. They therefore obtain parameters essentially on the same scale as the ones derived by Ed93, as demonstrated by their Fig. 03 , which shows excellent agreement between their T eff with temperatures derived using (b − y) calibrations.
As Be abundances are calculated from lines of the ionized species, log g is the most relevant parameter for the analysis. Our sample stars are relatively bright and nearby, so we used Hipparcos parallaxes (ESA 1997) to estimate gravities. Apart from eight stars that show a significant difference (larger than 0.28 dex), the agreement is excellent. A linear fit to the points yields a line that is statistically indistinguishable from the x = y line, with a r.m.s. of 0.20 dex when all the points are considered, or of 0.14 dex when the discrepant stars are excluded. These eight stars have uncertain parallaxes σ π /π ≥ 0.20 or are binary stars.
Thus, only a comparison between the results of F00 and Ed93 is necessary to ensure the consistency between the atmospheric parameters of most of the sample stars. Such a comparison is shown below.
Comparison between Edvardsson et al. and Fulbright
The comparison between the results of F00 and Ed93 was conducted to assure the detailed understanding and proper identification of any possible systematic effect introduced in the analysis. 2 We do not include in Table 4 details on the analyses by Gratton & Sneden (1988 , 1991 and by McWilliam et al. (1995) , which contribute only 1 star each, and on the one by Prochaska et al. (2000) , with only 2 stars, since they will have no influence at all on a possibly larger scatter of the results. Ten stars are shared between the two analyses. Of these, seven are included in our sample. The atmospheric parameters of all the ten stars derived by the two papers are compared in Fig. 1 . The effective temperatures show excellent agreement, with a mean difference of 46 K and a maximum difference of 85 K. Although the values derived by F00 are systematically lower than the ones derived by Ed93, the difference is small, well within the uncertainties of the calculations. The difference in surface gravity is also small, with a mean of 0.11 dex and a maximum of 0.19 dex, and might be related to the different adopted temperature scales. The differences in gravity are close to the uncertainty value. Finally, the metallicity ([Fe/H]) values show a mean difference of 0.10 dex and maximum of 0.21 dex. This difference seems to be systematic, because the values of F00 are always slightly higher than the ones derived by Ed93.
The comparison shows that the differences between F00 and Ed93 are not large, but can be ascribed mostly to the uncertainties in each analysis, except for the microturbulence (Fig. 1) . This shows that no strong systematic effect will be present on our abundances and argues in favor of our assumption that the scales of the different papers are indeed similar, and the use of the combined set of parameters introduces only a small and acceptable dispersion on the abundances. However, we note that the observed difference in [Fe/H] might introduce some dispersion on the data points when analyzing plots like log(Be/H) vs. [Fe/H] or [Be/Fe] vs. [Fe/H] . This point has to be kept in mind and will be recalled when discussing our results.
Uncertainties of the atmospheric parameters
In Table 5 we list the uncertainties in the atmospheric parameters as calculated by each of the four papers that contribute more than two stars to our sample.
As seen in Table 5 , the adopted works claim a rather low uncertainty for their T eff values, ranging from 40 to 100 K. As discussed before, for the ten stars in common, the mean difference between the temperatures derived by Ed93 and F00 is 46 K with maximum of 85 K. These values argue in favor of the quoted uncertainties. Nevertheless, in this case we decided to adopt a rather conservative value of 100 K as representative of the associated uncertainty. This value equals the higher of the values suggested by Ed93 and might be a good estimate of the effect of mixing the temperature scales of the different papers together. However, as we will see in the following sections the uncertainty in T eff has little influence on the derived beryllium abundance.
For the log g values, the adopted papers claim uncertainties ranging form 0.06 to 0.35 dex. The comparison between Ed93 and F00 shows a mean difference of 0.11 dex with maximum of 0.19 dex. Moreover, the comparison with log g values estimated using parallax show an r.m.s. of 0.14 dex. In particular, this comparison seems to show that the log g values are rather well constrained, in spite of the larger uncertainties quoted by Ed93 and SB02. Therefore, in this case we adopted a value of 0.15 dex as representative of the uncertainty in log g.
The quoted uncertainty on the microturbulence velocity (ξ) varies from 0.11 to 0.30 km s −1 in the adopted papers. The comparison between Ed93 and F00, however, shows larger differences with a mean of 0.31 km s −1 and maximum of 0.54 km s −1 . In this case, however, we simply decided to adopt the higher value of the quoted uncertainties, 0.30 km s −1 , as representative. Again, as we see below, this choice and the large differences in ξ have no significant impact on the beryllium abundances. The adopted papers list values for the metallicity ([Fe/H]) ranging from 0.04 to 0.10 dex for its uncertainty. The comparison between Ed93 and F00, however, shows a mean difference of 0.10 dex with maximum of 0.21 dex. Mainly because of this comparison, we decided to adopt a somewhat higher value as representative of the uncertainty than the ones quoted in the adopted papers, 0.15 dex. As for the other parameters, except for log g, its influence on the final beryllium abundances is weak. The adopted uncertainty values are listed in Table 5 .
Abundances determination
Synthetic spectra
Abundances of beryllium and, for some stars, of lithium were calculated using synthetic spectra. In this work, we adopted the codes for calculating synthetic spectrum described by Barbuy et al. (2003) and Coelho et al. (2005) . We use the grids of model atmospheres calculated by the ATLAS9 program (Castelli & Kurucz 2003) , without overshooting. These models assume local thermodynamic equilibrium, plane-parallel geometry, and hydrostatic equilibrium. Codes for interpolating among the grids were adopted. On the spectra of late-type stars, only the Be ii 2 S -2 P 0 resonance lines at 3131.065 Å and 3130.420 Å are strong enough to be useful for an abundance analysis. These lines are near the atmospheric cut-off at 3000 Å in a region of low detector sensitivity. This near-UV region is extremely crowded, full of atomic and molecular lines, some of them still lacking proper identification. The determination of Be abundances, thus, needs to be done with spectrum synthesis taking all the blending nearby features into account. Our database of molecular lines include the OH (A 2 Σ-X 2 Π), NH (A 3 Π-X 3 Σ), and CN (B 2 Π-X 2 Σ) band systems as implemented by Castilho et al. (1999) and the CH band systems (A 2 ∆-X 2 Π), (B 2 Σ-X 2 Π), and (C 2 Σ-X 2 Π) as implemented by Meléndez et al. (2003) , all of them affecting this spectral region.
Beryllium
The line list of atomic lines compiled by Primas et al. (1997) was adopted in this work. This same line list was adopted in many analyses of Be abundances in literature (García Pérez & Primas 2006 , Primas et al. 1997 , 2000a , 2000b . The adopted log g f of the Be lines are those commonly used in the literature, −0.168 and −0.468 for 3131.065 Å and 3130.420 Å, respectively. In this line list, the blending line affecting the blue wing of the Be 3131 line is assumed to be an Fe i line in 3131.043 Å, with log g f = −2.517 and χ = 2.85 eV. The parameters of this line were constrained using several stars of different parameters and metallicities (see Primas et al. 1997 for details). The proper identification of this line, however, remains controversial in the literature. Castilho et al. (1999) , for example, adopt an Fe i line at 3130.995 Å in the analysis of Be in red giants, with log g f = −3.30 and χ = 3.00 eV. Other possibilities explored in the literature include an Mn i line at 3131.037 Å adopted by Garcia Lopez et al. (1995a) and an Mn ii line at 3131.015 adopted by Boesgaard & King (2002) . In this work, we opted for the Fe i included by Primas et al. (1997) , in particular to maintain the consistency with all the papers that adopted the same atomic line list. There is currently a controversy about a possible missing continuum opacity source affecting the near-UV region, hence Be abundances (Asplund 2004 , and references therein). The code used to calculate the synthetic spectra does not include bound-free opacities due to metals (Smiljanic & Barbuy 2007 ). However, we are mostly interested in relative abundances between stars of similar composition, so the bulk of the analysis is not affected by this uncertainty. The slope between Be and Fe or α could be affected. With respect to this, we note that our most metal-rich stars have [Fe/H] = −0.50; for metal-poor objects, the missing opacity effect is expected to be negligible.
In fact, Balachandran & Bell (1998) argue that the Fe i bound-free opacity should be increased by a factor 1.6. This is equivalent to an increase of 0.20 dex in Fe abundance. We ran a test using the Kurucz suite of codes to test the influence of this increase in Fe abundance in the calculation of Be abundance for a model with [Fe/H] = −0.50, appropriate for star HIP 31639. The difference of 0.022 dex is negligible. We therefore expect that this issue does not really affect our analysis and conclusions in any significant way. With the line list described above, we fitted the Be lines region in the solar UVES 3 spectrum, adopting the parameters T eff = 5777 K, log g = 4.44, and ξ = 1.00 km/s, and obtained A(Be) = 1.10 (Fig. 2) . This abundance is in excellent agreement with the one found by Chmielewski et al. (1975) , A(Be) = 1.15, usually adopted as the reference photospheric solar abundance. We also note excellent agreement with the abundance derived by Randich et al. (2002) , A(Be) = 1.11, using this same atomic line list but a different molecular line list and by fitting the Kurucz Solar Flux Atlas (Kurucz et al. 1984) .
From the 90 stars in the sample, abundances of Be were determined for 83: 76 detections and 7 upper limits. The 7 stars for which abundances could not be calculated were affected by different problems, some with profiles affected by cosmic rays, and others were found to be spectroscopic binaries. These stars will not be considered further in the analysis. Examples of the fits used to derive the Be abundance are given in Figs. 2 and 3 .
For most of the stars, both beryllium lines are well-fitted with the same abundance. In some stars, however, the lines are best fitted with slightly different values. In most cases, the difference amounts to ∼ 0.04 dex, a value that can be completely attributed to the uncertainty of the fitting procedure itself and/or to the determination of the continuum. In one extreme case, however, the difference amounts to 0.24 dex (HIP 31639). This discrepancy is likely due to an inefficient treatment of the blending features caused, for example, by abundance ratios that are significantly different from solar of the blending lines directly affecting the Be lines. For these discrepant cases, we consider the abundance derived solely from the 3131 Å line to be more reliable, since its profile is visually less affected by blends. In Table 3 we list both the beryllium abundance determined solely from the 3131 Å line and the average of the two lines.
We tested the dependence on atmospheric models by also using a version of the Kurucz model atmospheres with enhanced abundances of α-elements, [α/Fe] = +0.40 dex. Metal-poor stars are known to have enhanced abundances of α elements. Some of these elements are particularly important as electron donors and, as such, may influence some continuum opacity sources (boundfree and free-free absorption of H − , for example). We found, however, this effect to be small. In the following discussion, we adopt the beryllium abundance derived solely from the 3131 line with normal model atmosphere as the reference value.
Lithium
In our analysis, we expect to recover the initial beryllium abundance the star had at the time of its formation, since this is the one produced by the interaction between the Galactic cosmicrays (GCR) and the ISM. It is important then to identify stars where significant mixing of the photospheric material with deep hotter regions may have altered the initial Be abundance. The abundances of Li will help in this.
Most stars in our sample have been analyzed for Li abundances before. Our interest in Li in this work is only related to the information it might give on the possible effects of convective mixing, not on the absolute value of the Li abundance. Thus, we decided to adopt Li values from the literature whenever it was available. As main reference for lithium abundances (32 stars), we adopted the work by Charbonnel & Primas (2005) , who analyzed a large number of previous literature results in detail. Whenever possible, we adopted their so-called most consistent values including NLTE corrections. As a second preferred reference (24 stars), we adopted the results of the survey of Li abundances by Chen et al. (2001) . These Li abundances also include corrections for NLTE effects. For stars not included in these papers, the Li abundance was obtained from a number of other papers: for seven stars, abundances were taken from Boesgaard et al. (2005) ; for four stars, abundances were taken from F00; for three stars, from Romano et al. (1999) ; while Favata et al. (1996) , Gratton et al. (2000) , Ryan & Deliyannis (1995) , Spite et al. (1994), and Takeda & Kawanomoto (2005) each contributed with one star.
Lithium abundances were not available in the literature for 15 stars of our sample. For these stars, we present new abundances derived using spectral synthesis. We adopted the atomic data for the Li i doublet and neighboring lines listed by Andersen et al. (1984) . The Li abundance of star HIP 92781 could not be calculated because of a damaged profile. The lithium abundances are listed in table 3 along with a flag indicating the sources. An example of a synthetic fit to the Li i doublet is shown in Fig. 4 .
Since Li and Be are destroyed at different depths, even stars depleted in Li are expected to have preserved their original Be abundance (as is likely in the case of the Sun and of cool main sequence stars, cfr. e.g. . Whatever the Li reference adopted, non-mixed metal-poor dwarfs are expected to have a lithium abundance close to the primordial value of the Spite plateau (Spite & Spite 1982) . The exact value of the plateau and possible dependencies with [Fe/H] and/or T eff are still controversial, but for our purpose it is sufficient to assume a typical value of A(Li) = 2.20.
Alpha elements
Abundances for the α-elements were taken from the work of Venn et al. (2004) . These are average abundances of Mg, Ca, and Ti determined in the same papers, when available, used as the source of the atmospheric parameters we adopt in this work. The abundances have not been homogenized since different works use different spectral lines to calculate the abundances. We refer the reader to Venn et al. (2004) and the original papers for more details. We list the abundances in Table 6 . We plan to improve this analysis by evaluating CNO abundances for all the stars in a subsequent work (Smiljanic et al. 2009, in preparation) .
Uncertainties Beryllium
The Be abundance determination is affected by the uncertainty in the atmospheric parameters and uncertainty in the determination of the pseudo-continuum. To estimate the effect of the atmospheric parameters, we change each one by its own error, keeping the other ones with the original adopted values, and recalculate the abundances. Thus, we measure what effect the variation of one parameter has in the abundances. These effects are listed in Table 7 . The calculations were done for three stars representative of the range of parameters defined by our sample. The total uncertainty also includes the effect of the continuum uncertainties (± 0.05 dex) and the influence of the unidentified blends (± 0.08 dex) on the Be abundance. We recall that we adopted larger uncertainties for T eff and [Fe/H] when compared to the values adopted by F00 and Ed93. Thus, the uncertainties caused by these parameters in the abundances already consider some of the effects of putting the two samples together.
The uncertainty due to the continuum was determined by estimating the sensitivity of the derived Be abundance on the continuum level adopted. This uncertainty is mostly related to the S/N of the spectrum. After a number of tests with different choices for the continuum level, we found this effect to introduce a typical uncertainty of ± 0.05 dex.
Another factor that may influence the determination of Be abundances are the blends affecting the Be lines. In particular, we adopt the value given only by the 3131 Å line as the abundance. In this case, the predicted line of Fe i is the most important blend. The influence of this predicted line decreases with increasing temperature and/or decreasing metallicity. In a series of tests, we noticed that removing the Fe line would increase the beryllium abundance in a star with T eff ∼ 5200 K and metallicity ∼ −0.90 by 0.15 dex. In a star with T eff ∼ 6200 K and metallicity ∼ −0.70, no effect is seen at all. We adopt a value of ± 0.08 dex, the average between the maximum and minimum effect of neglecting blend, to represent this source of uncertainty and extend this value to all the sample stars. If our tentative identification of the line is wrong, we are wrongly modeling the effects of its variation with [Fe/H] and Teff. This effect, however, is not likely to be as strong as the complete neglect of the line.
Assuming that the effects of the uncertainties from the parameters, the continuum, and the blends are independent, we may add them in quadrature to estimate the total uncertainty, which is also listed in Table 7 .
Lithium
In the case of lithium, the main uncertainties also come from the uncertainties in the atmospheric parameters and from the determination of the pseudo-continuum. These uncertainties were determined in a similar way to the one described above for Be and are listed in Table 8 . While the main parameter affecting the abundance is log g for Be, for Li it is T eff . The uncertainties we derive are only valid for the Li abundances determined in this work, for the values adopted from the literature we refer the reader to the original papers. 
Alpha elements
As in Venn et al. (2004), we do not conduct a detailed error analysis on the α-elements since they were determined from a variety of indicators. We decided to adopt the same representative uncertainty as adopted by Venn et al. (2004) , σ [α/Fe] = ± 0.15 dex.
Comparison with previous results
A number of the stars analyzed in this work have beryllium abundances previously determined in the literature. A detailed comparison of our results with those obtained previously for each star is shown in Appendix A for the interested reader. As is clear from this comparison, there is also a difference in log g in most cases where our abundances do not agree with previous results. This shows that to establish a consistent and reliable gravity scale is important for properly determining the Be abundance. We have confidence in our results given the good agreement found with log g derived using the Hipparcos parallaxes.
In the following, we discuss both the spread in the atmospheric parameters between the results found in these papers (in particular the one of [Fe/H] , that might have some influence in the spread of the relation between Be and Fe) and the spread of the Be abundances. The spread of Be abundances might show to what extent the absolute scale of the abundances is reliable.
The spread of the parameters
Although in the comparison shown in Appendix A we show results from all papers that previously determined Be abundances for our sample stars, in what follows we consider only papers published after 1997 (including). Early works most likely employed data and techniques of lower quality then modern anal-8 R. Smiljanic et al.: Be and star formation in the halo and thick disk Table 7 . The uncertainties of the Be abundance introduced by the uncertainties of the atmospheric parameters.
± 0.03 ± 0.06 ± 0.01 ± 0.00 ± 0.05 ± 0.08 ± 0.12 HIP 104660 ± 0.03 ± 0.08 ± 0.01 ± 0.02 ± 0.05 ± 0.08 ± 0.13 HD 159307 ± 0.04 ± 0.08 ± 0.01 ± 0.03 ± 0.05 ± 0.08 ± 0.13 Table 8 . The uncertainties of the Li abundances, calculated in this work, introduced by the uncertainties of the atmospheric parameters. The total uncertainty also includes the effect of the continuum uncertainties (± 0.05 dex) on the Li abundance.
σ total HIP 74067 ± 0.10 ± 0.00 ± 0.00 ± 0.00 ± 0.05 ± 0.11 yses and therefore are prone to greater uncertainties. We also do not consider upper limits for this comparison, resulting in 25 possible comparisons. Multiple comparisons for a given star are possible.
The average difference between our log g values and the ones adopted in the literature is 0.00 ± 0.28. If we exclude the comparison of our log g of HIP 114962, 4.30, with the one adopted by Molaro et al. (1997a) , 3.44, the average is −0.03 ± 0.23. This shows that, although no systematic effect seems to be present, a wide spread of the log g values adopted in the literature exists.
Regarding the metallicity, [Fe/H], the average difference between our values and the ones adopted in the literature is +0.12 ± 0.19. If again we exclude the comparison with of HIP 114962 by Molaro et al. (1997a) , the average is +0.13 ± 0.17. This comparison seems to indicate a weak systematic effect in the sense of our adopted [Fe/H] values to be higher then the ones adopted in other analyses. It also indicates the existence of a spread of the [Fe/H] values adopted in the literature. This spread is a measure of the extent to which the determinations can be considered reliable. It will be important to keep this in mind when we discuss the relation between log(Be/H) and [Fe/H] in the sections to follow. We note that the the uncertainty we assume for the [Fe/H] values is similar to the magnitude of the spread found in this comparison.
The spread on the Be abundances
The average difference between our Be abundances and the ones determined in the literature is −0.06 ± 0.19. This indicates that, on average, our values are slightly lower than the ones previously derived in the literature. As shown in Fig. 5 , the difference in the Be abundance correlates very well with the difference in log g but not with the difference in [Fe/H] . This comparison shows the extent to which different analyses of Be can be trusted when compared to each other. It also shows that most of this spread is related to the difference in the adopted log g. Also, no correlation between the difference in the Be abundance and the own abundance, [Fe/H], and log g was found (Fig. 6) . Therefore, this difference does not seem to be due to some systematic effect of the analysis. As shown before, our log g values are in excellent agreement to the ones derived using Hipparcos parallaxes, giving confidence in the abundances we derived.
Be depleted stars
The light elements Li, Be, and B are very fragile and are destroyed when in regions inside stars with temperatures of 2.5 × 10 6 K, 3.5 × 10 6 K, and 5 × 10 6 K, respectively. Main-sequence stars with M 1.5 M ⊙ have a surface convective zone that might reach regions hot enough to deplete the surface abundance of these elements. The depth of the convective zone is a function of effective temperature and metallicity; it is larger when the star is cooler and more metal-rich.
In this section we use Li and Be abundances to evaluate which stars are affected by some kind of mixing event. The stars that do not display the original Be abundances in their photospheres will be excluded from further discussion. We also exclude star HIP 59490, the Be-rich star discussed in detail in Smiljanic et al. (2008) . Both Li and Be abundances of this star are not a result of the normal evolution of these elements in the Galaxy, but a likely result of a peculiar event tentatively identified as a hypernova.
Seven stars in our sample have only Be upper limits. All have also low Li abundances. Three of them are subgiants, HIP 17001, HIP 71458, and HIP 77946, and have probably diluted both Li and Be due to the deepening of the convective envelope, as ex- pected from stellar evolution. One is HIP 55022 (HD 97916), a star first found to be Li depleted by Spite et al. (1984) . It is one of the so-called "ultra-lithium-deficient" stars (Ryan et al. 2001 ), a group of a few metal-poor stars that deviate from the Li plateau and only have Li upper limits. Ryan et al. (2001) suggest they are formed by the same mechanism as forms field blue stragglers. Boesgaard (2007) find these stars are also Be-depleted, a result we confirm for HIP 55022. The thick-disk dwarf HIP 59750 is more metal rich ([Fe/H] = −0.60) than the stars that usually define the Li plateau. At its temperature (6200 K), no Li (or Be) depletion is expected. Star HIP 36818 has a lower temperature (5672 K) and higher metallicity ([Fe/H] = −0.83) than plateau stars. Stars of similar temperature and metallicity also show Li depletion but normal Be. Both seem to be affected by stronger mixing than other similar stars. They might as well be metal-rich counterparts of the "ultra-lithium-deficient" stars mentioned above. Star HIP 19814 has a rather high Be upper limit, consistent with stars of similar temperature and metallicity where Be was detected. Thus, strictly speaking it cannot be considered to be Be-depleted. All these 7 stars will not be considered in the discussion presented in the following sections. We thus start with a sample of 75 stars where Be was detected. Spite & Spite (1982) were the first to show halo stars with a range of metallicity to have a constant Li abundance (the socalled Spite plateau). Thick-disk, metal-poor dwarfs also show the same feature (Molaro et al. 1997b) . Although departures from the plateau due to lithium production by various stellar sources seem to start at [Fe/H] ∼ −1.00, a sudden large increase with stars reaching A(Li) ∼ 3.0 is observed only for [Fe/H] > −0.45, out of the explored range (Travaglio et al. 2001) . Although some discussion exists on whether the plateau is primordial in origin or a result of some depletion mechanism (Bonifacio & Molaro 1997; Piau et al. 2006; Bonifacio et al. 2007; Korn et al. 2007 ), we assume in this work that plateau stars did not suffer a previous significant depletion of Li (and Be) in their atmospheres.
In Fig. 7 we show the lithium abundances as a function of T eff . As previously found in the literature, stars with T eff 5800 K define the Li plateau, while stars with T eff 5800 K start to show the effects of Li depletion. There are only two stars with (Fig. 8) , suggesting a small decrease in Be abundance with decreasing log g. Stars with log g ≥ 4.00 seem to form a plateau, while some stars with log g < 4.00 seem to have low [Be/Fe] . A similar effect is not seen in the Li abundances, which argues against a simple dilution or mixing effect. These stars span almost the whole range of metallicity (from −0.50 to −1.80), which argues against a chemical evolution effect. The trend might be related to the dependence of Be on gravity, suggesting that log g for the lower gravity stars is possibly not well constrained. Nevertheless, we see no strong reason to exclude these stars from the discussion.
Thus, only two stars are excluded from the sample because of possible mixing effects. The remaining 73 stars retain their original Be abundances and are used in the following sections to discuss the galactic evolution of this element and the use of Be as a time scale tracing the different star formation history of the halo and the thick disk.
Finally, in Fig. 9 we plot the [Be/Fe] as a function of the lithium abundances. No clear trend between Be and Li is seen. The stars with lower Be abundance are not the ones with smaller Li abundance. Actually, most of the stars with Li upper-limits have Be abundances compatible with stars that show no signs of Li depletion. We note that three stars for which we determined only a Be upper limit have Li detection, however, they are cool, T eff < 5500 K and Li-depleted relative to the plateau. This is probably a result of the much higher S/N obtained in the red regions of the spectra. These stars are nevertheless very interesting and should be further investigated.
Galactic evolution of Be
Once we have cleaned our original sample by identifying the stars that have suffered Be dilution or depletion, or for which we cannot determine Be abundances, we can investigate the evolution of Be in the Galaxy. We are left with 73 stars, 6 from the thin disk, 27 from the thick disk, and 39 from the halo. One star has a 50% probability of being either halo or thick disk. We keep this star and the thin disk stars in the sample because according to different kinematic criteria they receive a different classification (such as in the dissipative and accretion components defined by Gratton et al. 2003a -see below) . In Fig. 10 we show a diagram of the [Fe/H] vs. log(Be/H) and in Fig. 11 a diagram of [α/H] vs. log(Be/H) for all the 73 stars. In both figures, the points are distributed along linear relations, as previously found in the literature. We fitted a straight line to the data, taking the errors on both axes into account. Following the discussion in Sect. 5 we adopted an error of 0.15 dex on [Fe/H] and [α/H]. The adopted error on the Be abundance was 0.13 dex. The resulting fits are the following: log(Be/H) = (−10.38 ± 0.08) + (1.24 ± 0.07) [Fe/H] (1)
For the fit with [Fe/H] the goodness-of-fit provides a probability of 0.14, while for the one with [α/H] this is 0.76. Although both fits are formally acceptable, the difference in goodness-of-fit between the two is remarkable. The probability is very sensitive to the error estimates. Fig. 11 one can see a clear trend, albeit with an obvious scatter, one has the impression in Fig.10 of being able to see two parallel linear relations.
The most important relation to study the chemical evolution of Be is the one with [O/H], since oxygen gives the highest contribution to the spallation process responsible for forming Be. In the absence of oxygen abundances for our complete sample, we decided to use the average abundance of α-elements, as compiled by Venn et al. (2004) . These are typically an average of Mg and Ca; when available Ti also enters into the definition of α by Venn et al. (2004) . These elements show behavior with metallicity similar to oxygen. It is therefore reasonable to use [α/H] as a proxy for [O/H] . No major inconsistency should be introduced by this choice. That a single linear relation links Be and α elements, even when considering stars extracted from different Galactic populations (halo, thick disk, thin disk) is a consequence of the uniqueness of the physical process leading to Be formation. A non-uniqueness of the relation between Be and Fe, if present, could be a consequence of the different evolution of Fe in the different Galactic populations.
In Table 9 we compare the linear relations we derived with the ones previously obtained in the literature for metal-poor stars. The relation with oxygen or α-elements shows a sizable scatter in the fitted slope; this is likely due to the difficulty in the measurement of oxygen abundances in metal-poor stars. Our own slope is close to the ones obtained by King (2002) 
Ref. log(Be/H) = (−10.38 ± 0.08) + (1.24 ± 0.07) [Fe/H] This work (all stars) log(Be/H) = (−10.34 ± 0.09) + (1.27 ± 0.08) [Fe/H] This work (F00 stars) log(Be/H) = (−10.40 ± 0.08) + (1.22 ± 0.07) [Fe/H] This work (halo stars) log(Be/H) = (−10.38 ± 0.08) + (1.16 ± 0.07) [Fe/H] This work (thick disk stars) log(Be/H) = (−10.22 ± 0.07) + (1.16 ± 0.04) [Fe/H] King ( In the hypothesis that Be is a good cosmochronometer, there could be a natural explanation for the scatter. At a given time in the early-Galaxy, the Galactic halo has a higher metallicity than the thick disk. Thus, a star formed at this time in the halo will have a higher [Fe/H] than a star formed at the same time in the thick disk, in spite of a similar Be abundance. We devote the next sections to a detailed investigation of the presence of the scatter and to its possible causes. This investigation will help to constrain the limits of validity of Be as a cosmochronometer.
Scatter in the Be-Fe relation
In Fig. 12 we display our working sample of 73 stars, using different symbols to identify several subsets. In addition in the plot the two stars, HD 94028 and HD 132475, identified by Boesgaard & Novicki (2006) to lie at about 4σ above the mean Be-Fe trend are also shown. In this sense these two stars must be considered Be-rich. However, we note that HD 94028 is also included in our sample. While Boesgaard & Novicki (2006) find log(Be/H) = −11.49, we derived log(Be/H) = −11.80 and thus do not confirm the 'Be rich status' of this star. Although the results basically agree within 1 σ (we estimate ± 0.13 dex for our results and Boesgaard & Novicki ± 0.12 for theirs), the difference is associated to the different log g values adopted, log g = 4.20 by us and log g = 4.44 by Boesgaard & Novicki. The log g derived using the Hipparcos parallax is log g = 4.27. As we point out in Sect. 5, correct determination of log g is essential for deriving consistent Be abundances. In Fig. 13 we show our fit to the spectrum of this star and a synthetic spectrum calculated with the larger abundance found by Boesgaard & Novicki (but calculated with our adopted atmospheric parameters). Another, even more striking example of Be-rich star is HD 106038 (=HIP 59490, Smiljanic et al. 2008 ), which we have removed from our analyzed sample. Boesgaard & Novicki (2006) suggests that large Be abundance arises from local enrichment phenomena, such as For the large Be enhancement of HD 106038, Smiljanic et al. (2008) found such a scenario insufficient and invoked a hypernova. Such Be-rich stars seem to be quite rare, and at present it seems unlikely that they contribute to a large scatter in Be abundances. The Galactic orbits of all three stars have been computed by Caffau et al. (2005) and while HD 132475 and HD 106038 are halo stars, HD 94028 displays a disk-like kinematics. This suggests that the events giving rise to Be-rich stars are indeed quite local and do not depend on the stellar population to which the star belongs.
Inspection of Fig. 12 gives the visual impression that squares and circles (halo and thick disk) define two distinct linear relations. At the same time it is clear that the Li-depleted stars would blur this picture, especially those belonging to the halo. This is confirmed by fitting a straight line to the halo stars alone. The fit to all the halo stars (39 stars) has a probability of 0.04, marginally acceptable, but suspicious. If we remove from the sample all the Li-depleted stars we are left with a sample of 20 stars, and the probability of the fit jumps up to 0.19. This fit is shown in Fig. 12 
The sample of thick-disk stars, on the other hand, shows a reasonable fit (0.69 probability) without the need to remove the Li-depleted stars. The fits obtained by keeping all the thick-disk stars and by removing the Li-depleted stars are very similar. For 
The choice of eliminating the halo Li-depleted stars from the fit is somewhat arbitrary and we have no particular justification for it. Even more so, if we note that many of the halo Li-depleted stars have Be abundances that are higher than the mean trend defined by the other stars. It is nevertheless remarkable that making this choice the goodness-of-fit increases.
Our conclusion is that there is marginal evidence of scatter in the Be-Fe relation, above what can be justified by observational errors. One possibility is that two distinct Be-Fe relations exist: one for the halo and one for the thick disk. Another possibility is that there is simply a dispersion in Be abundances at any given metallicity.
Stars with similar parameters
We are analyzing a set of high quality data of stars that have, for the vast majority, parallaxes measured by Hipparcos and have been quite extensively studied in the literature. Nevertheless, we are aware that the uncertainties in an abundance analysis are often underestimated.
We believe a meaningful test of the existence of real scatter is to identify stars with similar metallicity and similar atmospheric parameters, hence almost identical spectra, but different Be abundances. The difference in strength of the Be lines should be obvious and largely independent of our ability to model the spectra.
We identified 4 pairs of stars with similar atmospheric parameters and metallicities. Their spectra are compared in Fig. 14. In this figure, all the pairs of spectra show very good agreement in the behavior of the neighboring metal lines, but clearly differ in the two Be lines. This difference is a definitive and convincing test that the scatter in the abundances is a real feature. The stars being compared range from [Fe/H] = −0.80 to −1.40, showing that the scatter is not concentrated in a single metallicity value, the stars in each pair have very similar gravities, as well as similar Li abundances. We cannot therefore invoke differences in gravity or in dilution/depletion to explain the observed Be difference.
The situation for α elements is less clear. In the above pairs of stars, the [α/H] ratio is not the same, so we could expect stars with the same metallicity but different oxygen abundance to have different Be abundances. It is more difficult to identify stars in our sample with similar atmospheric parameters and also the same [α/H], but different Be. Of the stars in Fig. 14, HIP 22632 and HIP 53070 are the ones with the the most similar [α/H], −1.04 and −0.96 dex, respectively. In Fig. 15 we compare two calcium lines, λ 6166.44 Å and λ 6169.04 Å of these stars. As is clear from this figure, there is no difference in the calcium abundances of these stars. The difference in α-element abundances of the other stars in Fig. 14 are on the order of −0.15, which is clodse to the 1σ uncertainty of the abundances. The case of HIP 22632 and HIP 53070 shows that stars with similar abundances of α-elements may have different abundances of Be.
Binaries
We have finally investigated some other possible factors that may influence the scatter, such as the use of data from different sources or the possible presence of binaries. We collected information on the multiplicity of our sample stars in the literature, which is listed in Table 1 , where whenever possible we list the number of components of the system (AB for two components, ABC for three, and so on). When the number of stars in the system was not clear we only list a flag yes to indicate the star is a binary or multiple system. The references consulted employed a variety of methods, for example, radial velocities, photometry, or speckle interferometry. A flag no does not necessarily mean the star is single, but that a reference was found where at least one method failed to detect multiplicity. For some stars no reference reporting an investigation on multiplicity was found, in this case no flag is shown in the table. Again, no difference between the subsample of possible binaries and the other stars is found. Binaries therefore do not seem to be responsible for the observed scatter. 
The F00 subsample
As discussed in Sect. 3.2 there is a systematic difference in temperature and [Fe/H] between the results of Edvardsson et al. (1993) and Fulbright (2000) , although within the uncertainties,. This difference in metallicity may introduce some scatter into the relations shown in Figs. 10 and 11. In the final sample of 73 stars, 49 have parameters calculated by F00, of which 26 are halo stars and 19 are thick-disk stars. We repeated the analysis with this subsample of stars. The linear fits using only the Fullbright stars and rms are statistically identical to the ones obtained with the whole clean sample (also listed in Table 9 ). The equivalent of Figs. 10 and 11 for the F00 subsample are given in Appendix B.
log(Be/H) vs. [Fe/Be]
The evolution of a given element in the Galaxy is usually analyzed in a plot of [Element/Fe] vs. [Fe/H]. If Be is a better time scale than Fe, then changing Fe for Be in this kind of discussion would be then the natural follow-up. In Fig. 16 we plot [Fe/Be] as a function of log(Be/H).
A decrease in [Fe/Be] with increasing log(Be/H) is seen. It is interesting to see that for log(Be/H) > −11.5 the majority of the stars have a sub-solar Fe/Be ratio. In principle similar plots could be constructed also for elements other that iron.
Be as a chronometer
The hypothesis that Be can be used as an age indicator relies on assumptions about the uniformity of the GCR in the earlyGalaxy. This uniformity is necessary to assure the Be clock runs at a uniform pace within the relevant region of the Galaxy. In general, models of Galactic chemical evolution do not include a detailed treatment of GCR propagation and confinement. The model we use to compare with our observations (see Valle et al. 2002 and references therein) follows a multizone treatment of the Galaxy, where each component is characterized by dif- From Fig. 17 it appears that the model is fairly successful in reproducing the general trend of the thick-disk stars. However the halo stars appear to split along a double sequence. The most striking is the group of stars with high [α/Fe] and high log(Be/H), which the model totally fails to reproduce. From the point of view of α elements and beryllium abundance, this group of stars is essentially indistinguishable from the thick-disk stars.
The first conclusion that may be drawn from this plot is that the thick disk appears to be a fairly homogeneous population, where the "Be chronometer" may be used with some confidence.
The halo instead appears to be more complex. In the following sections we discuss the use of Be as a chronometer in the two populations separately. Galactic orbits for the majority of the sample stars were computed by Gratton et al. (2003a) . For the few remaining stars, new orbits were calculated following the same method. We refer to Gratton et al. (2003a) for the details. The orbital parameters are listed in Table 6 . In Figs. 19 and 20 we show the correlation of chemical and dynamical properties. Alternative to the halo -thick disk distinction, we could have used the accretion -dissipative component distinction introduced by Gratton et al. (2003a Gratton et al. ( , 2003b . We refer to the original papers for a detailed presentation of the kinematic criteria used for this division. We did this exercise, and the main conclusions are essentially the same. The corresponding plots are provided in Appendix C.
The Be chronometer in the thick disk
Thick-disk stars show smaller scatter in all diagrams, and it seems possible to understand their formation in a relatively simple way. The most interesting feature is, however, the anticorrelation of [α/Fe] with R min in our sample (Fig. 20) . At first glance, this anticorrelation seems to be driven by the two stars with largest R min . However, even when restricting the sample to stars with R min < 6 kpc, the probability of correlation is 99.8%. A similar anticorrelation is also present in the data of Gratton et al. (2003b, see their Fig. 6 ). If R min is representative of the radius of formation of a star, neglecting the phenomena of orbital diffusion, then the simplest interpretation is that the thick disk experienced a higher SFR in the inner regions than in the outer regions. This does not contrast with the notion that the thick is very old and massive (Fuhrmann 1998 (Fuhrmann , 2000 (Fuhrmann , 2004 (Fuhrmann , 2008 . In fact the star formation is supposed to have continued for about 2 Gyr (Fuhrmann 2004) , which is ample time for the external regions experiencing a low SFR to develop a lower α/Fe than the inner regions where the SFR was higher. Note also that the most Be-poor, i.e. oldest, stars are found at low R min . The emerging picture is that of a dissipative thick disk formed inside-out.
Such an anticorrelation is not present in the log(Be/H) vs. R min plot, as shown in the upper panel of Figure 20 . It is also not present in the [Be/Fe] vs. R min plot. This lack of anticorrelation is an important result. The major objection to the use of Be as a time indicator is the possibility that the abundance of this element is dominated by local events rather than by the relativistic component. The log(Be/H) vs. R min diagram does not show evidence of a general decrease in Be with the distance from the The range in Be covered by the thick-disk stars of our sample is relatively small. Moreover, most of the Be-poor stars are present at a relatively small R min . This agrees with the notion of a rather fast formation for the thick disk (Fuhrmann 2004 (Fuhrmann , 2008 . As a reference time scale, the reader may consider that the thickdisk models shown in the upper panel of Fig. 17 have a star formation period of 1 Gyr. 
The Be chronometer in the halo
For a long time the debate on the halo formation was centered on the opposite views of "monolithic collapse" (Eggen et al. 1962 ) and "fragment assembly" (Searle & Zinn 1978) . It is now understood that these represent rather idealized extreme cases that do not happen in reality. Major insights into halo assembly have come from simulations of galaxy formation in a cosmological context (see e.g. Font et al. 2006 and references therein) . In these simulations in the ΛCDM scenario, the galaxy formation proceeds hierarchically, nevertheless they predict the existence of metallicity gradients and other features typical of the "monolithic collapse". In light of these simulations, we should expect to find, in a halo sample, stars that have been accreted from many dwarf satellite galaxies, as well as stars formed on short time scales in the halo (i.e. a "monolithic collapse"-like component).
Even before considering our data one can expect that the "Be chronometer" was running at a different pace in the different components out of which the halo was assembled. This in fact appears quite obvious from Fig. 17 . The stars with high Be abundances and high [α/Fe] cannot be reproduced by our model. It is tempting to interpret these stars as "accreted" from satellites in which the Be production was more efficient than in the Milky Way. However, these stars do not display any peculiar kinematic property.
The good news is that the halo stars do not fill uniformly the log(Be/H) -[α/Fe] plane, but position around only two, rather well-defined sequences. This means that there is some prospect for also using the "Be chronometer" for the halo stars. Hopefully future models will be able to explain the two sequences and calibrate the Be abundance versus time. By use of a diagram like Fig. 17 , one should be able to decide which sequence any given star belongs to.
The reality of the separation seen in Fig. 17 is dependent on the error of the abundances. A statistical test shows that the halo stars in the top right of panel b in this figure have probabilities between 40% to 9% of following the model curve. This suggests that the separation seen in the figure is real. These probabilities are likely to improve, and more stringent constraints might be derived, when oxygen, which is a pure SN II product, is determined in a homogeneous way for all the sample stars (Smiljanic et al., in preparation) .
In Figs. 19 and 20 we plot both [α/Fe] and log(Be/H) as a function of V, the spatial velocity in the direction of the rotation of Galaxy, and R min , the perigalactic distance, respectively. At the end of the '90s, several halo stars with a low [α/Fe] were identified (Carney et al. 1997 , Nissen & Schuster 1997 and were considered as "accreted" objects. Inspection of Fig. 17 shows that such stars are however predicted by our evolutionary model. To easily identify the "low α" stars (which we define as stars with [α/Fe] ≤ 0.25 and log(Be/H) ≤ − 11.4) in the figures, we plot them as open circles. These stars have very similar kinematic properties. They tend to have V close to zero and R min ≤ 1 kpc, although the statistics are too few to allow a robust claim. They seem to be a group of non-rotating stars going very close to the Galactic center, a behavior that might be expected to be shown by accreted stars that sink to the Galactic center by dynamical friction. They also show a remarkably narrow range of Be abundances, suggesting a narrow range in age for this component. These characteristics might hint at a possible common origin for these stars.
A robust interpretation of these components in light of our evolutionary model does not seem possible. Unlike what is assumed by the model, our results suggest that the halo is not a single uniform population where a clear age-metallicity relation can be defined. The splitting of the halo into the two components identified in this work might be related to the accretion of external components or simply to variations in the star formation in different and initially independent regions of the early halo.
Summary
We have presented the largest sample, to date, of Be abundances in stars. We confirm the existence of a linear increase in Be with [Fe/H] and [α/H], as has been found by all the previous investigations. However, thanks to the large dimension of our sample and the homogeneous analysis, we have a marginal detection of an excess scatter in the log(Be/H) -[Fe/H] relation, above what may be expected by observational errors. A similar scatter is not obvious in the log(Be/H) -[α/H] relation, although we identify a pair of stars with similar parameters and similar [α/H] but with a 0.4 dex difference in Be abundance. Our interpretation of this scatter is that it arises from the different evolutionary time scales of different Galactic components (halo, thick disk). Beryllium is a good indicator of time, anywhere, but metal enrichment proceeds at a different pace in different environments.
We tested the use of Be as a chronometer by comparing our observations to model predictions. The result appears to be fairly satisfactory for the thick disk, which we confirm to be a homogeneous population. There appears to be no trend in Be abundance with perigalactic distance. We take this as evidence that the Be production is dominated by the relativistic component of the cosmic rays and largely insensitive to local events. Our models of Be evolution, however, fail to reproduce the observations for a subset of halo stars. More sophisticated models that explicitly consider the merger history of the halo should be envisaged. In a plot of log(Be/H) versus [α/Fe] (Fig. 17 ) , the halo stars do not fill the plane randomly, but align in two rather clearly defined sequences. Only one of these two sequences can be explained by our models. However, most stars of this same component show very similar kinematics and a narrow range in Be (age). They seem to be a group of non-rotating stars going very close to the Galactic center so might have a common origin.
For the halo stars we do not identify any significant correlation between chemical and kinematic properties. For the thick disk, instead, we find a significant anticorrelation of [α/Fe] with perigalactic distance. This anticorrelation might be interpreted as evidence that the SFR was lower in the outer regions of the thick disk, pointing towards an inside-out formation.
Even though not all our observations can be readily interpreted in terms of existing models, we believe that our study has highlighted the usefulness of Be abundance in studying the different Galactic populations. Smiljanic, R., Pasquini, L., Primas, F., Mazzali, P. A., Galli, D., Valle, G., 2008, MNRAS, 385 , L93 Spite, M., Maillard, J. P., Spite, F., 1984 , A&A, 141, 56 Spite, M., Pasquini, L., Spite, F., 1994 , A&A, 290, 217 Spite, F. & Spite, M., 1982 , A&A, 115, 357 Stephens, A. & Boesgaard, A. M., 2002 , AJ, 123, 1647 Stephens, A., Boesgaard, A. M., King (1) Dommanget & Nys (1994) , (2) Latham et al. (2002) , (3) Fouts (1987) , (4) Nordström et al. (2004) , (5) This work, Lu et al. (1987) , (7) Lindgren & Ardeberg (1996) , (8) Gliese & Jahreiss (1988) , (9) (1) Dommanget & Nys (1994) , (2) Latham et al. (2002) , (3) Fouts (1987) , (4) Nordström et al. (2004) , (5) This work, Lu et al. (1987) , (7) Lindgren & Ardeberg (1996) , (8) Gliese & Jahreiss (1988) , (9) Charbonnel & Primas (2005) , (3) Chen et al. (2001) , (4) This work, (5) Boesgaard et al. (2005) , (6) Fulbright (2000), (7) Favata et al. (1996) , (8) Charbonnel & Primas (2005) , (3) Chen et al. (2001) , (4) This work, (5) Boesgaard et al. (2005) , (6) Fulbright (2000) , (7) Favata et al. (1996) , (8) Ryan & Deliyannis (1995) , (9) Romano et al. (1999) , (10) Spite et al. (1994) , (11) Gratton et al. (2000) . Table 6 . The probabilities of each star of belonging to the thin disk, the thick disk, and the halo as calculated by Venn (2004) , the kinematic classification 1 according to Gratton et al. (2003a Gratton et al. ( , 2003b , the average [α/Fe], and the orbital parameters: minimum radii (R rmin ), maximum radii (R max ), maximum distance from the plane (Z max ), eccentricity, and rotational velocity.
Star
Thin .00 (1) The following code is adopted: 0 for the accretion component , 1 for the dissipative component, and 2 for thin disk stars.
(2) The orbital parameters for these stars were calculated in this work.
Appendix A: Detailed comparison
In this section we present a detailed comparison of our Be abundance results with previous results from the literature on a star-bystar basis. In most of the cases where differences in the abundances are seen, differences in the log g values can also be found. In these cases we are confident our results are robust since our log g values show excellent agreement with the ones derived using Hipparcos parallaxes.
HIP 171 (HD 224930)
The Be abundance of star HIP 171 was previously determined by Stephens et al. (1997) , log(Be/H) = −11.02. The value we found, log(Be/H) = −11.55, is somewhat different. This difference is most probably a result of the different log g adopted; log g = 4.62 by Stephens et al. (1997) and log g = 4.10 by us.
HIP 11952 (HD 16031)
The Be abundance of HIP 11952 was previously determined by Gilmore et al. (1992) . Adopting log g = 3.90 and [Fe/H] = −1.96 they found log(Be/H) = −12.37. Adopting log g = 4.20 and [Fe/H] = −1.60, we found log(Be/H) = −12.28, which shows a good agreement within the uncertainties, in spite of the different atmospheric parameters.
The Be abundance of star HIP 14594 was previously determined by four papers. Rebolo et al. (1988) found an upper limit of log(Be/H) < −11.70, Ryan et al. (1990) found an upper limit of log(Be/H) < −12.30, Boesgaard & King (1993) found log(Be/H) = −12.14, and Boesgaard et al. (1999) found a range of values from log(Be/H)= −12.45 to −12.55. The value we derived, log(Be/H) = −12.63, is in good agreement with the lower limit of the range derived by Boesgaard et al. (1999) .
HIP 17001 (CD−24 1782)
The Be abundance of star HIP 17001 was previously determined by García Pérez & Primas (2006) who found log(Be/H) = −13.45 in LTE and log(Be/H) = −13.54 in NLTE. We derived an upper limit of log(Be/H) < −13.83. The difference in the values is mainly due to the different log g adopted, 3.00 by us and 3.46 by García Pérez & Primas (2006) .
HIP 17147 (HD 22879)
The Be abundance of HIP 17147 was previously determined by Beckman et al. (1989) , log(Be/H) = −11.25, This value agrees well with the one found in this work, log(Be/H) = −11.20.
HIP 18802 (HD 25704)
The Be abundance of star HIP 18802 was previously determined by Molaro et al. 1997a , log(Be/H) = −11.61. In this work we found log(Be/H) = −11.41. The log g values, although similar, log g = 4.20 by Molaro et al. 1997a and log g = 4.33 by us, account for a difference of ∼ 0.08 dex in the abundance, what would bring them to an agreement within the uncertainties.
HIP 24316 (HD 34328)
The Be abundance of HIP 24316 was previously determined by Gilmore et al. (1992) , log(Be/H) = −11.90. This value agrees well with the value found in this work, log(Be/H) = −11.98.
HIP 37853 (HR 3018)
The Be abundance of HIP 37853 was previously determined by Gilmore et al. (1992) , log(Be/H) = −11.20. This value agrees well with the one found in this work, log(Be/H) = −11.16.
HIP 42592 (HD 74000)
The Be abundance of star HIP 42592 was previously determined by Ryan et al. (1990) , log(Be/H) < −12.20 and by Boesgaard et al. (1999) , which found a range of values from log(Be/H) = −12.03 to −12.47. The value found in this work, log(Be/H) = −12.58, agrees with the lower limit of the range determined by Boesgaard et al. (1999) , within the uncertainties. The small difference can be removed if we adopt the same log g used by Boesgaard et al., 0.16 dex higher than ours (increasing our abundance by ∼ 0.08 dex).
HIP 44075 (HD 76932)
The Be abundance of star HIP 44075 was determined by a number of papers in literature. Molaro & Beckman (1984) found an upper limit of log(Be/H) < −11.52, Beckman et al. (1989) found log(Be/H) = −11.69, both Gilmore et al. (1992) and Ryan et al. (1992) found log(Be/H) = −11.30, Boesgaard & King (1993) found log(Be/H) = −11.04, Garcia Lopez et al. (1995b) found log(Be/H) = −11.36 (in NLTE), Thorburn & Hobbs (1996) found log(Be/H) = −11.45, Molaro et al. (1997a) found −11.21, and Boesgaard et al. (1999) found a range of values from log(Be/H)= −11.17 to −11.24. The value we found, log(Be/H) = −11.12, is in the upper range of the values listed above and in good agreement with Boesgaard et al. (1999) .
HIP 48152 (HD 84937)
For star HIP 48152, Ryan et al. (1992) found log(Be/H) < −12.85, Boesgaard & King (1993) found log(Be/H) = −12.85, Thorburn & Hobbs (1996) found log(Be/H) < −12.95, and Boesgaard et al. (1999) , from log(Be/H)= −12.83 to −12.94. The value we derived is log(Be/H) = −12.67. Reducing our log g by 0.20 dex to match the one adopted by Boesgaard et al. (1999) , for example, would reduce our abundance by ∼ 0.11 dex, resulting in an agreement within the uncertainties.
HIP 53070 (HD 94028)
For HIP 53070, Boesgaard & King (1993) found log(Be/H) = −11.56, Garcia Lopez et al. (1995b) found log(Be/H) = −11.66 (in NLTE), Thorburn & Hobbs (1996) found log(Be/H) = −11.65, and Boesgaard et al. (1999) found a range of values from log(Be/H)= −11.51 to −11.55. The value we derived is log(Be/H) = −11.80. Once again, a change in the adopted log g would bring the abundances to a better agreement. For HIP 55022, Boesgaard (2007) found log(Be/H) < −13.30 while we derived log(Be/H) < = −12.75.
HIP 59750 (HD 106516)
For HIP 59750, Molaro et al. (1997a) found log(Be/H) < −12. 76 and Stephens et al. (1997) found log(Be/H) < −12.61. The upperlimit we derived is log(Be/H) < −12.50, agrees with the previous results within the uncertainties.
HIP 64426 (HD 114762)
For HIP 64426, Stephens et al. (1997) found log(Be/H) = −11.05, Boesgaard & King (1993) found log(Be/H) = −11.14, Santos et al. (2002) found log(Be/H) = −11.03, and Santos et al. (2004) found log(Be/H) = −11.18. The value we derived is log(Be/H) = −11.31. The difference is again related to the different choice of log g values.
HIP 71458 (HD 128279)
For HIP 71458, Molaro et al. (1997a) found log(Be/H) = −12.75 and by García Pérez & Primas (2006) found log(Be/H) < −14.01, in LTE, and log(Be/H) = −13.94 in NLTE. We derived an upper limit of log(Be/H) < −13.90.
HIP 74079 (HD 134169)
The Be abundance of HIP 74079 was previously determined by five papers. Gilmore et al. (1992) and Ryan et al. (1992) both found log(Be/H) = −11.35, Boesgaard & King (1993) found log(Be/H) = −11.29, Garcia Lopez et al. (1995b) found log(Be/H) = −11.23 (in NLTE), and Boesgaard et al. (1999) found a range of values from log(Be/H) = −11.32 to log(Be/H) = −11.40. All these values agree with ours, log(Be/H) = −11.28, within the uncertainties.
HIP 80837 (HD 148816)
The Be abundance of HIP 80837 was previously determined by Stephens et al. (1997) , log(Be/H) = −11.07 and by Boesgaard & King (1993) , log(Be/H) = −11.10. Both values are consistent with ours, log(Be/H) = −11.22, within the uncertainties.
HIP 87693 (BD+20 3603)
The Be abundance of star HIP 87693 was previously determined by Boesgaard et al. (1999) who found a range of values from log(Be/H) = −12.40 to log(Be/H) = −12.62. Our value, log(Be/H) = −12.77, is again consistent, within the uncertainties, with the lower limit of the range found by Boesgaard et al. (1999) . The difference in the adopted log g values, 4.33 or 4.27 by Boesgaard et al. and 4 .00 by us, seems to be the main reason for the different abundances.
HIP 98532 (HD 189558)
The Be abundance of star HIP 98532 was previously determined by Rebolo et al. (1988) who found log(Be/H) = −11.70 and by Boesgaard & King (1993) who found log(Be/H) = −10.99. Both papers claim higher uncertainties for this star when compared with the other stars of the sample. We determined a value of log(Be/H) = −11.43, which is intermediate between the two previous determinations.
HIP 100792 (HD 194598)
The Be abundance of star HIP 100792 was previously determined by three papers. Rebolo et al. (1988) found log(Be/H) = −11.70, Thorburn & Hobbs (1996) found log(Be/H) = −11.95, and Boesgaard et al. (1999) found a range of values from log(Be/H)= −11.73 to −11.88. The value determined in this work is log(Be/H) = −11.97. Our result agrees very well with the one from Thorburn & Hobbs (1996) although they adopt a smaller log g, 4.00, when compared to ours, log g = 4.20. Within the uncertainties, our result agrees with the lower limit of the range of values found by Boesgaard et al. (1999) .
HIP 101346 (HD 195633)
The Be abundance of star HIP 101346 was previously determined in three papers. Boesgaard & King (1993) 
