This article focuses on a recent concept of covariation for processes taking values in a separable Banach space B and a corresponding quadratic variation. The latter is more general than the classical one of Métivier and Pellaumail. Those notions are associated with some subspace χ of the dual of the projective tensor product of B with itself. We also introduce the notion of a convolution type process, which is a natural generalization of the Itô process and the concept ofν 0 -semimartingale, which is a natural extension of the classical notion of semimartingale. The framework is the stochastic calculus via regularization in Banach spaces. Two main applications are mentioned: one related to Clark-Ocone formula for finite quadratic variation processes; the second one concerns the probabilistic representation of a Hilbert valued partial differential equation of Kolmogorov type.
Introduction and motivations
The notion of covariation and quadratic variation are fundamental in stochastic calculus related to Brownian motion and semimartingales. However, they also play a role in stochastic calculus for nonsemimartingales.
In the whole paper a fixed strictly positive time T > 0 will be fixed. Given a real continuous process X = (X t ) t∈[0,T ] , there are two classical definitions of quadratic variation related to it, denoted by [X] . The first one, inspired to [23] , says that, when it exists, [X] t is a continuous process being the limit, in probability, of n−1 i=0 (X ti+1∧t − X ti∧t ) 2 where 0 = t 0 < t 1 < . . . < t n = T is element of a sequence of subdivisions whose mesh max n−1 i=1 (t i+1 − t i ) converges to zero. The second one, less known, is based on stochastic calculus via regularization; it characterizes [X] as the continuous process such that [X] t is the limit in probability for every t ∈ [0, T ], when ε → 0, of 1 ε t 0 (X (s+ε)∧T − X s ) 2 ds, t ∈ [0, T ]. In all the known examples both definitions give the same result. We will use here the second formulation, which looks operational and simple. If [X] exists then X is called finite quadratic variation process. A real process X such that [X] ≡ 0 is called zero quadratic variation process; we also say in this case that X has a zero quadratic variation. If X is a (continuous) semimartingale, [X] is the classical bracket. Consequently, if W is the real Brownian motion then [W ] t = t.
Our generalization of quadratic variation of processes taking values in a Banach space B, called χ-quadratic variation, is recalled at Section 5; see [17, 14, 15] for more exhaustive information. This has significant infinite dimensional applications but it also has motivations in the study of real stochastic processes with finite quadratic variation, even for Brownian motion and semimartingales.
Indeed, the class of real finite quadratic variation processes is quite rich even if many important fractional type processes do not have this property. Below we enumerate a list of such (continuous) processes. A survey of stochastic calculus via regularization which focuses on covariation is [45] .
1. A bounded variation process has zero quadratic variation. , it is a zero quadratic variation process. 4 . An important subclass of finite quadratic variation processes is constituted by Dirichlet processes, which should more properly be called Föllmer-Dirichlet, since they were introduced by H. Föllmer [24] ; they were later further investigated by J. Bertoin, see [2] . An a (F t )-Dirichlet process admits a (unique) decomposition of the form X = M + A, where M is an (F t )-local martingale and A is a zero quadratic variation (such that A 0 = 0 a.s.). In this case [X] = [M ] . It is simple to produce Dirichlet processes X with the same quadratic variation as Brownian motion. Consider for instance X = W + A where W is a classical Brownian motion and A has zero quadratic variation. In general we postulate that A 0 = 0 a.s. so that the mentioned decomposition is unique.
5. Another interesting example is the bifractional Brownian motion, introduced first by [29] . Such a process X depends on two parameters 0 < H < 1, 0 < K ≤ 1 and it is often denoted by B H,K . If HK > in the sense of Malliavin calculus, see for instance [34, 31] , the celebrated Clark-Ocone formula says ξ s = E [D 
A.S. Ustunel [48] obtains a generalization of (1) when h ∈ L 2 (Ω), making use of the predictable projections of a Wiener distributions in the sense of S. Watanabe [51] . A natural question is the following: is Clark-Ocone formula robust if the law of X = W is not anymore the Wiener measure but X is still a finite quadratic variation process even not necessarily a semimartingale? Is there a reasonable class of random variables h for which a representation of the type h = H 0 + ′′ T 0 ξ s dX ′′ s , H 0 ∈ R, ξ adapted? Since X is a not a semimartingale, previous integral has of course to be suitably defined, in the spirit of a limit of Riemann-Stieltjes non-anticipating sum. We have decided however to interpret the mentioned integral as a forward integral in the regularization method, see Section 3. We will denote it by T 0 ξ s d − X s . So let us suppose that X 0 = 0, [X] t = t and τ = T for simplicity. We look for a reasonably rich class of functionals G : C([−T, 0]) −→ R such that the r.v. h := G(X T (·)) admits a representation of the type
provided that G 0 ∈ R and ξ is an adapted process with respect to the canonical filtration of X. The idea is to express h = G(X T (·)) as u(T, X T (·)) or in some cases ). This is the object of Section 7.3. A first step in this direction was done in [16] and more in details in Chapter 9 of [15] .
A second interesting application concerns convolution processes, see Section 5.3. Consider H and U two separable Hilbert spaces and a C 0 -semigroup (e tA ) on H, see Sections 2.2 for definitions and references. Let W be an U -values Q-Wiener process for some positive bounded operator Q on U . Let σ = (σ t , t ∈ [0, T ]) and b = (b t , t ∈ [0, T ]) two suitable predictable integrands, see Section 2.3 for details. An H-valued convolution process has the following form: 
for some x 0 ∈ H. Convolution type processes are an extension of Itô processes, which appear when A vanishes. Mild solutions of infinite dimensional evolution equations are in natural way convolution processes. They have no scalar quadratic variation even if driven by a one-dimensional Brownian motion. Still it can be proved that they admit a χ-quadratic variation for some suitable space χ, see Proposition 5.21.
Another general concept of processes that we will introduce is the one ofν 0 -semimartingales. An H valued process X is saidν 0 -semimartingale if there is Banach spaceν 0 including H (or in which H is continuously injected) so that X is the sum of an H-valued local martingale and a bounded variationν 0 -valued process. A convolution process will be shown to be aν 0 -semimartingale, where the dualν * 0 equals D(A * ), see item 2. of Proposition 5.21.
Let us come back for a moment to real valued processes. A real process X is called weak Dirichlet (with respect to a given filtration), if it can be written as the sum of a local martingale and a process A such that [A, N ] = 0 for every continuous local martingale. A significant result of F. Gozzi and F. Russo, see [28] , is the following. If f : [0, T ] × R → R is of class C 0,1 , then Y t = f (t, X t ), t ∈ [0, T ] is a weak Dirichlet process. A similar result, in infinite dimension, is obtained replacing the process X with its associated window X(·). The notion of Dirichlet process extends to the infinite dimensional framework via the notion of ν-weak Dirichlet process, see Definition 5.9. An interesting example of ν-weak Dirichlet process is given, once more, by convolution processes, see Proposition 5. 21 .
Generalizing that result of [28] , it can be proved that, given u : [0, T ] × R → R of class C 0,1 and being X a suitable ν-weak Dirichlet process with finite χ-quadratic variation, where χ is Chi-subspace associated with ν, then Y t = u(t, X t ) is a real weak Dirichlet process. Moreover its (Fukushima-Dirichlet type) decomposition is provided in Theorem 6.7. That theorem can be seen as a substitution-tool of Itô's formula if u is not smooth and is a key tool for the application we provide in Section 8. Examples of such ν-weak Dirichlet processes are convolution type processes, or more generallyν 0 -semimartingales, see Proposition 5.15, item 2. In Section 8, we study the solution of a non-homogeneous Kolmogorov equation and we provide a uniqueness result for the related solution. The proof of that result is based on a representation for (strong) solutions of the Kolmogorov equation that is obtained thanks to the uniqueness of the decomposition of a real weak Dirichlet process. The uniqueness result covers cases that, as far as we know, were not yet included in the literature. For instance, in our results, the initial datum g of the Kolmogorov equation is asked be continuous but we do not require any boundedness assumption on it. This kind of problem cannot be studied if the problem is approached, as in [4, 26] , looking at the properties of the transition semigroup on the space C b (H) (resp. on B b (H)) of continuous and bounded (resp. bounded) functions defined on H, because, in this case, the initial datum always needs to be bounded. More details are contained in Section 8. In the same spirit, further applications to stochastic verification theorems, in which the Kolmogorov type equation, is replaced by an Hamilton-Jacobi-Bellman equation, can be realized, see for instance [22] .
Preliminaries

Functional analysis background
In the whole paper, B (resp. H) will stand for a separable Banach (resp. Hilbert) space. | · | B (resp. | · | H ) will generally denote the norm related to B (resp. H). However, if the considered norm appears clearly, we will often only indicate it by | · |. Even the associated inner product with | · | H will be indicated by ·, · H or simply by ·, · .
Given an element a of a Hilbert space H, we generally denote by a * , the corresponding element of H * via Riesz identification. We will use the identity H * a * , b H = a, b H = a, b H without comments. Let B 1 , B 2 be two separable real Banach spaces. We denote by B 1 ⊗ B 2 the algebraic tensor product defined as the set of the elements of the form n i=1 x i ⊗ y i , for some positive integer n where x i and y i are respectively elements of B 1 and B 2 . The product ⊗ :
A natural norm on B 1 ⊗ B 2 is the projective norm π: for all u ∈ B 1 ⊗ B 2 , we denote by π(u) the norm
This belongs to the class of the so-called reasonable norms |·|, in particular verifying we can associate to a 
for r ∈ N * . If B 2 = R we will often simply use the notation C(B 1 ) instead of C(B 1 ; R). Similarly, given a real interval I, typically I = [0, T ] or I = [0, T [, we use the notation C(I × B 1 ; B 2 ) for the set of the continuous B 2 -valued functions defined on I × B 1 while we use the lighter notation C(I × B 1 ) when B 2 = R. For a function u : I × B 1 → R, (t, η) → u(t, η), we denote by (t, η) → Du(t, η) (resp. (t, η) → D 2 u(t, η)) (if it exists) the first (resp. second) Fréchet derivative w.r.t. the variable η ∈ B 1 ). Eventually a function (t, η) → u(t, η) ∈ C(I × B 1 ) (resp. u ∈ C 1 (I × B 1 )) will be said to belong to C 0,1 (I × B 1 ) (resp. C 1,2 (I × B 1 )) if Du exists and it is continuous, i.e. it belongs to C(I × B 1 ; B 1 * ) (resp. D 2 u(t, η) exists for any (t, η) ∈ [0, T ] × B 1 and it is continuous, i.e. it belongs to C(I × B 1 ; Bi(B 1 , B 1 )). By convention all the continuous functions defined on an interval I are naturally extended by continuity to R.
We denote by L(B 1 ; B 2 ) the space of linear bounded maps from B 1 to B 2 . It is of course a Banach space and it is a topological subspace of C(B 1 ; B 2 ); we will denote by · L(B1;B2) the corresponding norm. We will often indicate in the sequel by a double bar, i.e. · , the norm of an operator or more generally the seminorm of a function. As a particular case, if we denote by U, H two separable Hilbert spaces, L(U ; H) will be the space of linear bounded maps from U to H. If U = H, we set L(U ) := L(U ; U ). L 2 (U ; H) will be the set of Hilbert-Schmidt operators from U to H and L 1 (H) (resp. L + 1 (H)) will be the space of (nonnegative) nuclear operators on H. For details about the notions of Hilbert-Schmidt and nuclear operator, the reader may consult [46] , Section 2.6 and [8] Appendix C. If T ∈ L 2 (U ; H) and T * : H → U is the adjoint operator, then T T * ∈ L 1 (H) and the Hilbert-Schmidt norm of T gives T 2 L2(U;H) = T T * L1(H) . We recall that, for a generic element T ∈ L 1 (H) and given a basis {e n } of H the sum ∞ n=1 T e n , e n is absolutely convergent and independent of the chosen basis {e n }. It is called trace of T and denoted by Tr(T ). L 1 (H) is a Banach space and we denote by · L1(H) the corresponding norm. If T is non-negative then Tr(T ) = T L1(H) and in general we have the inequalities
see Proposition C.1, [8] . As a consequence, if T is a non-negative operator, the relation below
will be very useful in the sequel.
Observe that every element u ∈ H⊗ π H is isometrically associated with an element T u in the space of nuclear operators L 1 (H). The identification (which is in fact an isometric isomorphism) associates to any element u of the form ∞ i=1 a n ⊗ b n in H⊗ π H the nuclear operator T u defined as
x, a n b n ,
see for instance [46] , Corollary 4.8 Section 4.1 page 76. We recall that, to each element ϕ of (H⊗ π H) *
, we can associate a bilinear continuous map B ϕ and a linear continuous operator
for all x, y ∈ H,
see [46] , the discussion before Proposition 2.11 Section 2.2. at page 24. One can prove the following, see [22] , Proposition 2.6 or [15] , Proposition 6.6.
Then T 0 g(r)dr ∈ L + 1 (H) and its trace equals
Tr(g(r))dr.
Proof.
T 0 g(r)dr ∈ L 1 (H) by the the first inequality of (5) and by Bochner integrability property. Clearly the mentioned integral is a non-negative operator. The remainder follows quickly from the relation between the trace and the L 1 (H) norm that we have recalled above; indeed if (e n ) is an orthonormal basis,
g(r)e n , e n dr and we can pass to the limit thanks to (5), (9) and Lebesgue's dominated convergence theorem.
General probabilistic framework
In the whole paper we will fix T > 0. (Ω, F , P) will be a fixed probability space and P will denote the predictable σ-field on Ω × [0, T ]. (F t ) = (F t , t ∈ [0, T ]) will be a filtration fulfilling the usual conditions. If B is a Banach space, B(B) will denote its Borel σ-algebra. A B-valued random variable C is integrable if E(|C|) is finite and the quantity E(C) exists as an element in B. It fulfills in particular the Pettis property: ϕ(E(C)) = E(ϕ(C)) for any ϕ ∈ B * . Given a σ-algebra G, the random element E(C|G) : Ω → B denotes the conditional expectation of C with respect to G. The concept of conditional expectation for B-valued random elements, when B is a separable Banach space, are recalled for instance in [8] Section 1.3. In particular, for every ϕ ∈ B * we have E (Ψ B * ϕ, C B ) = E (Ψ B * ϕ, E(C|G) B ), for any bounded r.v. G-measurable Ψ.
A stochastic process will stand for an application [0, T ] × Ω → B, which is measurable with respect to the σ-fields B([0, T ]) ⊗ F and B(B). If B is infinite dimensional, the processes are indicated by the bold letters X, Y, Z. Given a Banach space B 0 , a process X :
said to be strongly (Bochner) measurable if it is the limit of F -measurable countably-valued functions. If B 0 is separable then any measurable process is always strongly measurable, since it is the the limit of F -measurable countably-valued functions. A reference about measurability for functions taking values in Banach spaces is for instance [49] , Proposition 2.1. A process [0, T ] × Ω → B, which is measurable with respect to the σ-fields P and B(R) is said to be predictable with respect to the given filtration
Let H, U be separable Hilbert spaces, Q ∈ L(U ) be a positive, self-adjoint operator and define
. This is again a separable Hilbert space. Even if not necessary we suppose Q to be injective, which avoids formal complications. We endow U 0 with the scalar product a,
The notion of Q-Wiener process and (F t )-Q-Wiener process were defined for example in [8] Chapter 4, see also [25] Chapter 2.1. We recall that L 2 (U 0 ; H) stands for the Hilbert space of the Hilbert-Schmidt operators from U 0 to H.
In the sequel, the reference to the filtration (F t , t ∈ [0, T ]) will be often omitted. The mention "adapted", "predictable" etc... we will always refer to with respect to the filtration {F t } t≥0 . An U -valued martingale M is said to be square 
is finite. Moreover, it defines a norm and M 2 (0, T ; U ) endowed with it, is a Banach space as stated in [8] Proposition 3.9. An U -valued process M : [0, T ] × Ω → U is called local martingale if there exists a non-decreasing sequence of stopping times τ n : Ω → [0, T ] ∪ {+∞} such that M t∧τn for t ∈ [0, T ] is a martingale and P [lim n→∞ τ n = +∞] = 1. All the considered martingales and local martingales will be supposed to be continuous.
Given a continuous local martingale
is a real local sub-martingale, see Theorem 2.11 in [30] . The increasing predictable process, vanishing at zero, appearing in the DoobMeyer decomposition of |M| A B-valued process A is said to be a bounded variation process or to have bounded variation if almost every trajectory has bounded variation i.e. if, for almost all ω, the supremum of
, is finite. If B = U is a Hilbert space, following [32] , Definition 23.7, we say that an U -valued process X is a semimartingale if X can be written as X = M + A where M is a local martingale and A a bounded variation process. The total variation function process associated with A is defined similarly as for real valued processes and it is denoted by t → A t .
The Hilbert space valued Itô stochastic integral
We recall here some basic facts about the Hilbert space valued Itô integral, which was made popular for instance by G. Da Prato and J. Zabczyk, see [8, 9] . More recent monographs on the subject are [25, 38] .
Let H and U be two separable Hilbert spaces. We adopt the notations that we have introduced in previous subsection 2.2. I M (0, T ; U, H) will be the set of the processes X : 
We denote by J 2 (0, T ; U, H) such a family of integrands w.r.t. M. We have the following standard fact, see e.g. [30] Theorem 2.14.
Proposition 2.5. Let M be a continuous U -valued (F t )-local martingale, X a process verifying (10) .
Consider now the case when the integrator M is a Q-Wiener process, with values in U , where Q be again a positive injective and self-adjoint operator Q ∈ L(U ), see Section 2.2. We consider U 0 with its inner product as before. By (6) we can easily prove that, given A ∈ L 2 (U 0 ; H), we have A 
where
Then M is a H-valued local martingale. Moreover we have the following.
(i) If X is an H-valued predictable process such that
then, using Riesz identification,
is a real local martingale. If the expectation of (13) is finite, then N is a square integrable martingale.
(ii) If, for some separable
then the E-valued Itô-type stochastic integral
, is well-defined, it is a local martingale and it equals Proof. The results above are a consequence of [8] Section 4.7. at least when the expectations of (12), (13) and (15) are finite. In particular the first part is stated in Theorem 4.12 of [8] . Otherwise, on proceeds by localization, via stopping arguments.
Remark 2.7. In the sequel we will also denote the integral in (14) , by
3 Finite dimensional calculus via regularization
Integrals and covariations
This theory has been developed in several papers, starting from [41, 42] . A survey on this subject is given in [45] . The formulation is light, efficient when the integrator is a finite quadratic variation process, but it extends to many integrator processes whose paths have a p-variation with p > 2. Integrands are allowed to be anticipating and the integration theory and calculus appears to be close to a pure pathwise approach even though there is still a probability space behind. The theory clearly allows nonsemimartingales integrators. Let now X (resp. Y ) be a real continuous (resp. a.s. integrable) process, both indexed by t ∈ [0, T ]. Definition 3.1. Suppose that, for every t ∈ [0, T ], the following limit Y d − X exists in probability, the limiting random variable is called the improper forward integral of Y with respect to X and it is still denoted by
Xd − X, does not exist, in particular when Y = X. In that case, in stochastic calculus naturally appears the symmetric (generalized Stratonovich) integral, see for instance [45] .
As we mentioned, the covariation is a crucial notion in stochastic calculus via regularization.
The covariation of X and Y is defined by
if the limit exists in probability for every t ∈ [0, T ], provided that the limiting random function admits a continuous version. If X = Y, X is said to be finite quadratic variation process and we set
One natural question arises. What is the link between the regularization and discretization techniques of Föllmer ([23] ) type? Let Y be a cadlag process. One alternative method could be to define T 0 Y dX as the limit of
when the mesh max
converges to zero. A large part of calculus via regularization can be essentially translated in that formal language via discretization. However, even if it is not essential, we decided to keep going on with regularization methods. First, because that approach is direct and analytically efficient. Second, in many contexts, the class of integrands is larger. Let us just fix one simple example: the Wiener integral with respect to
and W be a classical Wiener process;
may either not exist, or depend on the sequences of subdivisions. Indeed, as an example, let us choose g = 1 Q∩[0,T ] , where Q is the set of rational numbers. If, all the t i elements of subdivision (17) where irrational (except for the extremities), then the limit would be zero, as for the Itô-Wiener integral, being g = 0 a.e. If on the contrary, all of the t i are rational, then the limit is W T − W 0 .
In the proposition below we list some properties relating Itô calculus and forward calculus, see e.g. [45] . 
6. If S is a continuous semimartingale and Y is cadlag and adapted, then 
provided that two of the three previous integrals or covariation exist. If X is a continuous bounded variation process, then
The kernel of calculus via regularization is Itô formula. It is a well-known result in the semimartingales theory, but it also extends to the framework of finite quadratic variation processes. Here we only remind the one-dimensional case, in the form of a Itô chain rule. It is essentially a consequence of Proposition 4.3 of [44] .
and X be a finite quadratic variation process. We set
in the following sense: if the first (resp. the third) integral exists then the third (resp. the first) exists and formula (18) holds.
Taking Z = 1, comes out the natural Itô formula below.
Proposition 3.7. With the same assumptions of Theorem 3.6 we have
Theorem 6.3 will extend the formula above to the case of Banach space valued integrators.
An adaptation of Proposition 11 of [45] and Proposition 2.2 of [27] gives the following. Given a real interval I and h : I → R be a bounded variation function, we denote by h var the total variation of h. Proposition 3.8. Let I be a real interval and f, g :
. Moreover for h = f or h = g we suppose the following.
• For every x ∈ I, h(·, x) has bounded variation.
• For any compact subset K of I, there is a non-negative measure
Let X and Y be two real processes such that (X, Y ) admits all its mutual brackets.
• A typical example of a function f or g given in Proposition 3.8 is h(r,
, where g i are of class C 1 (I) and all the ℓ i : [0, T ] → R have bounded variation.
• Another possibility is h of class
Below we introduce the notion of weak Dirichlet process which was introduced in [21] and [28] . 
where (i) M is a continuous local martingale,
(ii) A is a process such that [A, N ] = 0 for every continuous local martingale N and A 0 = 0.
Proposition 3.11. 1. The decomposition described in Definition 3.10 is unique.
A real continuous semimartingale S is a weak Dirichlet process.
Proof. 1. is stated in Remark 3.5 of [28] . 2. is obvious since a bounded variation process V is a zero quadratic variation process by item 3. of Proposition 3.4.
The deterministic calculus via regularization.
An useful particular case arises when Ω is a singleton, i.e. when the calculus becomes deterministic. We will essentially concentrate in the definite integral on an interval J =]a, b], where a < b are two real numbers. Typically, in our applications we will consider a = −τ or a = −t and b = 0. That integral will be a real number, instead of functions.
We start with a convention. If f : [a, b] → R is a cadlag function, we extend it naturally to another cadlag function f J on real line setting
, when ε ↓ 0, provided it exists. In most of the cases g will be absolutely continuous whose density will be still denoted by the same letter. A similar definition can be provided for the (deterministic) covariation of [f, g] of two (continuous) functions f and g defined on some interval I. Without restriction of generality, we suppose that 0 ∈ I. We set [g, f ](x), x ∈ I, the pointwise limit (if it exists), when ε → 0 of
If g = f , we also denote it by [f ].
Remark 3.12. The following statements follow directly from the definition and are left to the reader. The reader may consult [43] for similar considerations. By default, the bounded variation functions will be considered as cadlag.
In particular, if g = 1,
2. If g has bounded variation, the following integration by parts formula holds: Proposition 3.13. The functional g → |g| ∞ + |g| 2,var is a norm on V 2 . Moreover V 2 , equipped with that norm, is a Banach space.
Proof. To prove that | · | 2,var is a norm, the only non-obvious property is the triangle inequality. That follows because of the triangle inequality related to the L 2 ([−T, 0])-norm. It remains to show that any Cauchy sequence in V 2 converges to an element of V 2 . Let (g n ) be such a sequence. Since C([−T, 0]) is a Banach space, there is g ∈ C([−T, 0]) such that g n converges uniformly to g. Let M > 0. Since (g n ) is a Cauchy sequence with respect to | · | 2,var , there is N such that if n, m ≥ N , with
for every 0 < ε < T . Let us fix 0 < ε < T . Choosing m = N in previous expression and letting n go to ∞ it follows that
Taking the supremum on 0 < ε < T , we get that |g| 2,var is finite and the result follows. Proposition 3.14. V 2,ψ is a closed subspace of V 2 .
Proof. Let (g n ) be a sequence in V 2,0 i.e. such that [g n ](x), x ∈ [−T, 0] exists and equals ψ. We suppose that g n converges to g in V 2 . Now, for fixed ε > 0, x ∈ [−T, 0] we consider
We want to prove that for every x ∈ R, I ψ (ε, x) converges to 0, when ε → 0+. The left-hand side of (20) is bounded by
We fix
This shows that I ψ (ε, x) converges to zero and so V 2,ψ is a closed subspace of V 2 .
4 About infinite dimensional classical stochastic calculus
Generalities
Infinite dimensional stochastic calculus is an important tool for studying properties related to stochastic evolution problems, as stochastic partial differential equations, stochastic functional equations, as delay equations. When the evolution space is Hilbert a lot of work was performed, see typically the celebrated monograph of G. Da Prato and J. Zabczyk [8] , in particular Section 2.3 mentions the corresponding notion of stochastic integral. An alternative, similar approach, is the one related to random fields, see e.g. [50] and [11] . Infinite dimensional stochastic calculus has been also developed in the framework of Gelfand triples, used for instance in [36] . Contributions exist also for Banach space valued stochastic integrals, see [3, 13, 12, 49] , where the situation is more involved than in the Hilbert framework: the so-called reproducing kernel space cannot be described as Im(Q 1/2 ), as in Section 2.3, and the notion of HilbertSchmidt operator has to be substituted with the one of γ-radonifying. The aim of our approach is to try to introduce suitable techniques which allow to treat typical infinite dimensional processes similarly to finite-dimensional diffusions. As we mentioned, stochastic process with values in infinite dimensional spaces will be indicated by a bold letter of the type X, Y, Z and so on. Let B be a separable Banach space and X be a B-valued process. Consider F : B −→ R be of class C 2 in the Fréchet sense. One may ask what could be a good Itô formula in this framework. We are interested in an Itô type expansion of F (X), keeping in mind that, classically, Itô formulae contain an integral term involving second order type derivatives and a quadratic variation. We first introduce some classical notions of quadratic variation very close to those of the literature, see [18, 33, 32] , but in the spirit of calculus via regularization. Those above mentioned authors introduce in fact two quadratic variations: the real and the tensor quadratic variation. The definition below is a reformulation in terms of regularization of the real quadratic variation of X. We prefer here, to avoid possible confusions, to replace the denomination real with scalar.
Definition 4.1. Consider a separable Banach space B. We say that a (strongly) measurable process X : [0, T ] × Ω → B admits a scalar quadratic variation if, for any t ∈ [0, T ], the limit, for ǫ ց 0 of
exists in probability and it admits a continuous version. 
We say that (X, Y) admits a tensor covariation if the limit, for ǫ ց 0 of the B 1⊗π B 2 -valued processes
exists in the ucp sense (i.e. uniform convergence in probability). The limit process is called tensor covariation of (X, Y) and is denoted by 2. If X is a bounded variation process then X admits a zero scalar quadratic variation.
3. Let M be a local martingale with values in a separable Hilbert space H. Then it has a scalar quadratic variation.
4. If B = R n the space B⊗ π B is associated with the space of n × n real matrices, as follows. Let (e i , 1 ≤ i ≤ n) be the canonical orthonormal basis of R n . A matrix A = (a ij ) is naturally associated with the element n i,j=1 a ij e i ⊗ e j . X = (X 1 , . . . , X n ) admits all its mutual covariations if and only if X admits a tensor quadratic variation.
Items 1. and 2. are easy to establish. Item 3. is stated in Remark 4.9 of [22] . Item 4. constitutes an easy exercise, but it was stated in Section 6.2.1 of [15] .
Let us consider now
are continuous. As a first attempt, we expect to obtain an Itô formula type expansion of the following type.
This supposes of course that the tensor covariation [X, X] ⊗ exists and it has bounded variation. A reasonable sufficient condition for this demands that the scalar quadratic variation [X, X] R exists. A formal proof of the Itô formula, inspired from the one-dimensional case could be the following. Let ε > 0. We have
By a Taylor's expansion, the left-hand side equals the sum
where R(ε, ·) converges ucp to zero. Consequently, previous formal proof requires a good notion of quadratic variation. Moreover the first (stochastic) integral needs to be defined. The following natural obstacles appear.
• In many interesting cases mentioned at the beginning of Section 4.1, X is not a semimartingale, and it has not even a scalar and tensor quadratic variations.
• Stochastic integration, when the integrator takes values in a Banach space is not an easy task.
Tensor covariation and operator-valued covariation
In Definition 4. , then, by Doob-Meyer decomposition, V fulfills the following property. For every a, b ∈ H, we have a, X b, X − Va, b is a local martingale and obviously V · (a), a ≥ 0 is a non-negative increasing process for every a ∈ H; in particular, for every t ∈ [0, T ], V t is a non-negative map in L 1 (H).
3. Proposition 3.12 in [8] states that for a continuous square integrable martingale X, the quadratic variation exists (and is unique). By stopping arguments, this can be extended to every local martingale X.
The proposition below illustrates some relations between the tensor covariation and the operator-valued covariation.
Proposition 4.6.
1. The operator-valued covariation is unique.
2. If (X, Y) admits a tensor covariation then, it also has an operator-valued covariation and, after the identification above between H⊗ π H and L 1 (H), they are equal.
In particular, for every a ∈ H, b ∈ H, j(a
3. If X and Y are local martingales then they admit a scalar quadratic variation. Moreover, (X, Y) admits tensor and operator-valued covariations.
Proof. Let ε > 0. Taking into account Lemma 2.1, choosing ϕ ∈ (H⊗ π H) * of the type ϕ = j(a * ⊗ b * ) where a, b, ∈ H, we have
So the first expression of the equality above converges if the covariation of the real processes X, a and Y, b exists.
for every a, b ∈ H. Let U i be the associated process with values in H⊗ π H in the sense of the usual isomorphism (7) 
Suppose that
. By the usual isomorphism (7), between H⊗ π H and L 1 (H), according to the convention in Definition 4.
3. If M and N are local martingales, then M and N admit a scalar quadratic because of Proposition 1.7
of [17] . Moreover (M, N) admits a tensor covariation by Lemma 4.16 of [22] . By previous item, it also admits an operator-valued covariation.
We specify now our result for some particular Hilbert valued martingales, namely for the Brownian martingales. The framework is the same we used in Subsection 2.3.
Proposition 4.7. Let U and H be two separable real Hilbert spaces. Let Q be a positive self-adjoint, injective operator in L(U ). We set U 0 := Q 1/2 (U ) and we consider W Q = {W Q t : 0 ≤ t ≤ T } an U -valued Q-Wiener process with W Q 0 = 0, P a.s. Let us suppose that (F t ) is the canonical filtration generated by
and the process M defined as
We have the following.
3. For every ϕ ∈ (H⊗ π H) * , we have
Proof.
1. It is a consequence of Theorem 4.12 in [8] , where the result is stated under the hypothesis that the expectation of (24) 
Denote by J t the element of (H⊗ π H) * corresponding to Y t through the isomorphism described in (7). Then
Proof. It is a consequence of item 3. of Proposition 4.7 and by Lemma 4.9 below. If
Proof. The proof follows first showing the equality for step functions j (resp. J), and then passing to the limit.
5 Notion of χ-covariation
Basic definitions
We introduce now a more general notion of covariation (and quadratic variation) than the ones discussed before, which are essentially only suitable for semimartingale processes. The basic concepts were introduced in [15, 17, 14] . The notion of χ-quadratic variation and χ-covariation is based on the notion of Chi-subspace. Let B, B 1 , B 2 be separable Banach spaces. Definition 5.1. A Banach subspace χ continuously injected into (B 1⊗π B 2 ) * will be called Chi-subspace (of (B 1⊗π B 2 ) * ). In particular it holds
Typical examples of Chi-subspaces are the following.
1. Let ν 1 (resp. ν 2 ) be a dense subspace of B * 1 (resp. B * 2 ) then a typical Chi-subspace (of (B 1⊗π B 2 ) * ) is the topological projective tensor product of ν 1 with ν 2 , denoted by ν 1⊗π ν 2 . This is naturally embedded in (B 1⊗π B 2 ) * as recalled in Lemma 2.1.
2. In particular, if ν 0 is dense subspace of B * , then χ := ν 0⊗π R is a Chi-subspace of (B⊗ π R) * , which can be naturally identified with B * . By a slight abuse of notations one could say that ν 0 is a Chi-subspace of B * . 3. Let B be a separable Hilbert space H and A a generator of a C 0 -semigroup on H, see [20] and [37] Chapter 1 for a complete treatment of the subject. denote by D(A) and D(A * ) respectively the domains of A and A * endowed with the graph norm, see again [37] Chapter 1 or [20] Chapter II. Then a typical Chi-subspace of (H⊗ π H) * can be obtained setting χ := ν 0⊗π ν 0 and ν 0 = D(A * ) endowed with its the graph norm. 5. It is not difficult to see that a direct sum of Chi-subspaces is a Chi-subspace. This produces further examples of Chi-subspaces, see Proposition 3.16 of [17] .
Let X be a B 1 -valued and Y be a B 2 -valued process. We suppose X to be continuous. Let χ be a Chi-subspace of (B 1⊗ B 2 ) * . We denote by C([0, T ]) the space of real continuous processes equipped with the ucp topology. If ε > 0, we denote by [X, Y] ǫ be the application
where J :
is the canonical injection between a Banach space and its bidual (omitted in the sequel). (H1) For all (ǫ n ) ↓ 0 it exists a subsequence (ǫ n k ) such that
(H2) There exists a process, denoted by
Definition 5.3. If B = B 1 = B 2 , and X = Y, we say that X has a χ-quadratic variation, if (X, X) admits a χ-covariation. Remark 5.5.
1.
[X] χ will be the quadratic variation intervening in the second order derivative term of Itô's formula stated in Theorem 6.3, which will make formula (22) rigorous. • The modification [X, X], which is a (B⊗ π B) * * -valued process is also called global quadratic variation of X. 1. If X has zero scalar quadratic variation then X has a zero tensor quadratic variation and X has a zero global quadratic variation. 3. If (X, Y) admits a global covariation, then it admits a χ-covariation for every Chi-subspace χ. More-
For every fixed
φ ∈ χ, the real processes (( [X, Y] χ )(φ), t ∈ [0, T ]) and ([X, Y] χ (φ) t , t ∈ [0, T ]), are indistinguishable.
If
be two semimartingales with values in B i . Let χ any Chi-subspace of (B 1⊗π B 2 )
* . Then (X 1 , X 2 ) admits a χ-covariation and
Proof. Indeed the notion of global covariation is closely related to the weak- * convergence in (B⊗ π B) * *
. If the probability space Ω were a singleton, i.e. in the deterministic case, if X admits a χ-quadratic variation then
As we mentioned, the notion of weak Dirichlet process admits a generalization to the Banach space case.
Definition 5.9. Let V, X be two B-valued continuous processes and ν 0 be a dense subspace of B * . We set ν = ν 0 ⊗ R.
V is said (F t ) − ν-martingale orthogonal process if for any real (F
2. X is said (F t ) − ν-weak Dirichlet if it is the sum of an a (F t )-local martingale M and an (F t ) − ν-martingale orthogonal process.
Remark 5.10.
2. The notions introduced in Definition 5.9 depend on an underlying filtration (F t ). When not necessary it will be omitted. We will speak about Dirichlet (resp. weak Dirichlet, ν-weak Dirichlet process) instead of (F t )-Dirichlet (resp. (F t )-weak Dirichlet, (F t )-ν-weak Dirichlet process).
Remark 5.11. Let H be a separable Hilbert space and ν 0 be a Banach space continuously embedded in H *
. We set χ = ν 0⊗π ν 0 , ν = ν 0 ⊗ R. A zero χ-quadratic variation process is a ν-weak orthogonal process. This was the object of Proposition 4.29 in [22] .
We introduce below the useful notion ofν 0 -semimartingale. Definition 5.12. Let (S t , t ∈ [0, T ]) be an H-valued progressively measurable process and a Banach spaceν 0 in which H is continuously embedded. S is saidν 0 -semimartingale (or more preciselyν 0 − (F t )-semimartingale) if it is the sum of a local martingale M and a process A which finite variation asν 0 -valued process.
Proposition 5.13.
1. An H-valuedν 0 -semimartingale is a semimartingale asν 0 -valued process.
2. The decomposition of aν 0 -semimartingale is unique, if for instance we prescribe that A 0 = 0 a.s.
Proof.
1. Indeed an H-valued martingale is clearly aν 0 -valued martingale and consequently, by stopping arguments, an H-valued local martingale is aν 0 -semimartingale. The uniqueness of the decomposition of aν 0 -semimartingale allows to define an extension of Itô integral, that will still denoted in the same way.
Definition 5.14. Let H, E be separable Hilbert spaces. Letν 0 be a Banach space in which H is continuously injected and S = M + A be a H-valued which is aν 0 -semimartingale. Suppose that (Y t ) is a progressively measurable, such that
where r → A(r) is the total variation function of r → A(r). We denote by
Proposition 5.15. Let H be a separable Hilbert space, continuously embedded in a Banach spaceν 0 . Let S = M + A be an H-valued process which is aν 0 -semimartingale. We set ν 0 =ν * 0 . We set χ = ν 0⊗π ν 0 . 1. A admits a zero χ-quadratic variation.
[M, A]
3. S is a ν 0⊗π R-weak Dirichlet process.
S has a χ-quadratic variation. Moreover [S, S]
Proof. 1. Observe that, thanks to Lemma 3.18 in [17] , it will be enough to show that
In fact, identifying χ * with the space of bounded bilinear functions on ν 0 , i.e. Bi(ν 0 , ν 0 ), recalling that ν 0 =ν * 0 , the left-hand side of (29) gives
Since A is anν 0 -valued bounded variation process, previous quantity converges to zero, by Remark 4.3 2.
2. It follows by very close arguments. In particular, an adaptation of Lemma 3.18 of [17] shows that it will be enough to show that
Then we use the fact that M is aν 0 -valued local martingale and therefore, by item 3. of Proposition 4.6, it has a scalar quadratic variation, asν 0 -valued process.
3. follows by Remark 5.11.
4. Indeed the bilinearity of the χ-covariation and items 1. and 2. imply that
. The result follows then by Proposition 5.8.
Below we will state examples of processes having a χ-quadratic variation.
Window processes
Let B = C([−τ, 0]), for some τ > 0, X = (X t , t ∈ [0, T ]) be a real process and X = (X t (·), t ∈ [0, T ]), the corresponding window process, i.e. such that X t (x) = X t+x , x ∈ [−τ, 0]. We start with some basic examples. [29, 40] . By Proposition 4.7 [17] , the window of a classical Wiener process has no scalar quadratic variation so no global quadratic variation since condition (H1) in Definition 5.2 cannot be fulfilled with respect to χ = (B⊗ π B) * . For this reason, it is important to investigate if it has a χ-quadratic variation for a suitable subspace χ of (B⊗ π B) * . In the framework of window processes, typical examples of χ are the following.
M([−T, 0]
2 ) equipped with the total variation norm. 
L
This is a Banach space, equipped with a self-explained sum of four norms. By the lines above Remark 3.5 in [17] , that space is the Hilbert tensor product
6. The direct sum χ 0 of the spaces defined in 4. and 5. is a Chi-subspace. We remind item 5. at the beginning of Section 5.2. 2 ) is isometrically embedded into its bidual, and the window Brownian motion has no scalar quadratic variation. In particular condition (H1) of the χ-covariation cannot be fulfilled.
In all the other cases a classical Wiener process has a χ-quadratic variation. Indeed this also extends to the case of a generic finite quadratic variation process. The proposition below is the consequence of Propositions 4.8 and 4.15 of [17] and the fact that the direct sum of Chi-subspaces is a Chi-subspace.
From now on, in this section, for simplicity we set τ = T .
Proposition 5.18. Let X be a finite quadratic variation process. Then X(·) has a χ 0 -quadratic variation. Moreover, for µ ∈ χ 0 , we have
In fact a Chi-subspace will plays the role of a suitable subspace of (B⊗ π B) * , in which lives the second Fréchet derivative of a functional F : B → R is forced to live, in view of expanding F (X) via a Itô type formula of the type (22) .
Example 5.19. Here are some typical particular cases of elementary functionals whose second derivatives belong to some Chi-spaces mentioned above. The details of the verification are left to the reader.
2. 
Convolution type processes
is said convolution type process (related to A). Proposition 5.21. Let X be a convolution type process as in (32) and
The following properties hold.
1. X admits a decomposition of the type M + V where
where A is a progressively measurable process such that
2. Letν 0 be the dual of D(A * ),ν 0 contains H since D(A * ) and H are Hilbert spaces and then reflexive. Then X is anν 0 -semimartingale with decomposition M + V, M being the local martingale part.
3. The process A appearing in 1. admits a χ-zero quadratic variation.
4. X admits a χ-quadratic variation given by
where L ϕ was defined in (8).
Proof.
1. This follows by Theorem 12, [35] , see also Lemma 5.1 [22] .
2. The process A can be considered as aν 0 -valued process. From (33) , it follows that, for 0 ≤ s ≤ t ≤ T and φ ∈ D(A * ), using (33), we have
Previous inequalities show that A has a total variation asν 0 -valued process which is bounded by T 0 dr|X r | H . Since theν 0 -norm is dominated by the H-norm and · 0 b r dr is an H-valued bounded variation process, then V is also a bounded variationν 0 -valued process. Finally X is aν 0 -semimartingale. 6 Stochastic calculus
Banach space valued forward integrals
Let U, H be separable Hilbert spaces and B, E be separable Banach spaces. Y r L(B,E) dr < ∞. a.s. We suppose the following.
• lim ε→0 t 0 Y r Xr+ε−Xr ε dr exists in probability for any t ∈ [0, T ].
• Previous limit random function admits a continuous version.
In this case, we say that the forward integral of Y with respect to X, denoted by
Remark 6.2. 
Itô formulae
We can now state the following Banach space valued Itô's formula, see Theorem 5.2 of [17] .
Theorem 6.3. Let B a separable Banach space, χ be a Chi-subspace of (B⊗ π B) * and let X a B-valued continuous process admitting a χ-quadratic variation. Let
Fréchet such that
Then the forward integral
exists and the following formula holds:
The assumption that the second derivatives to lives in a suitable χ-space can be relaxed in some situations, see for instance Proposition 6.4 below.
Proposition 6.4. Let H be a separable Hilbert space. Let ν 0 be a dense subset of H * . We set χ = ν 0⊗π ν 0 . Let X be a χ-finite quadratic variation H-valued process. Let
Suppose moreover the following assumptions.
(i) There exists a (cadlag) bounded variation process
(ii) For every continuous function Γ :
exists.
Then
Proof. In Theorem 5.4 of [22] , the result is formulated for the particular case ν 0 = D(A * ) where A is the generator of a C 0 -semigroup; the arguments to extend the result to the case of a generic ν 0 are the same.
, are indistinguishable processes with values in χ * , if we identify χ * as a space which contains the bidual of H⊗ π H and therefore H⊗ π H itself.
A consequence of previous proposition is a natural Itô formula for convolution type processes. Proposition 6.6. Let X be a convolution type process as in Definition 5.20 with σ and b verifying (31) .
where for (r, η) ∈ [0, T ] × H, again we associate D 2 F (r, η), which is in principle an element of Bi(H, H), with a map in L(H), as in (8) .
Proof. It is a consequence of Proposition 6.4 using Proposition 5.21 as follow. Let χ = ν 0⊗π ν 0 with ν 0 = D(A * ). Indeed, thanks to item 4. of Proposition 5.21, X admits a χ-quadratic variation. Consider the decomposition M + V defined in item 1. of Proposition 5.21. We first check that hypothesis (ii) of Proposition 6.4 is satisfied.
exists and it equals the Itô type integral
This happens because of items 2. and 3. of Remark 6.2. Consequently
exists and it equals the sum of (40), (41) and (42) . We recall that A was defined in Proposition 5.21. So let us show that (42) exists. For every t ∈ [0, T ], using (33), we evaluate limit of its ǫ-approximation, taking into account item 1. of Proposition 5.21. Denoting R(ǫ, t) a remainder boundary term which converges a.s. to zero, we get
The validity of hypothesis (i) comes out setting
2 ) * dr. It holds because X is aν 0 -semimartingale, taking into account Proposition 5.15 4. and item 1. of Proposition 4.7. Expression (39) results now from (38) . The first integral of the right-hand side of (38) gives the second and third integrals of (39) . Those are obtained differentiating M and · 0 b r dr, using Remark 6.2 2., 3. and Proposition 2.6. The fourth integral comes from (43) choosing Γ = DF . Finally the last integral in (39) comes from the third addendum of (38) , taking into account (34) and Lemma 4.9 with j = C andġ(r) = D 2 F (r, X r ).
The theorem below operates as a substitute of a non-smooth Itô formula. It is a stability of ν-weak Dirichlet processes, which was the object of Theorem 4.2 of [22] . Theorem 6.7. Let H be a separable Hilbert space. Let ν 0 be a dense subset of H * . We set ν = ν 0 ⊗R and
− ν-weak Dirichlet process and we suppose that X has a χ-quadratic variation. Then (F (t, X t ) ) is a real (F t )-weak Dirichlet process with martingale part M u where
7 Calculus with respect to window processes
In this section, for t ∈ [0, T ], we will denote again
The case of vanilla random variables
A window diffusion X is naturally related to an infinite dimensional Kolmogorov type equation. But in fact this link remains valid when the process is X is a non-semimartingale with the same quadratic variation. Let us concentrate on the case of a (non-necessarily semimartingale) process X such that [X] t = σ 2 t, t ∈ [0, T ], for σ ≥ 0. In order to motivate the discussion, we start with the simple representation a r.v. of the type h = f (X T ) where f : R → R is continuous with polynomial growth. We suppose the existence of
where previous integral is an improper forward integral. That result appeared in [47] , [52] . The proof can be easily formulated through Proposition 3.7. Later on, generalizations were performed in the case of Asiatic options and other classes in [7, 1] and [6] , which also considers r.v. of the type h = f (X t0 , . . . , X tN ), for 0 = t 0 < . . . < t N = T . The natural question concerns the validity of a similar formula when h is path dependent. Previous toy model can be revisited using infinite dimensional calculus via regularization.
Proposition 7.1. We set again B = C([−T, 0]) and η ∈ B and we define G :
Proof. The final condition is obviously verified since u(
Moreover u is obviously of class
A quantity which will play a role in the sequel is the deterministic forward integral
Suppose that for a given (t, η), D ⊥ dx u(t, η) is absolutely continuous, we denote by x → D ac x u(t, η) the corresponding derivative. If moreover x → D ac x u(t, η) has bounded variation, then previous deterministic integral exists and,
because of Remark 3.12 2. In the toy model mentioned above, that integral is clearly zero since D ⊥ u is identically zero.
Itô formulae for window processes
The Itô formula stated in Theorem 6.3 can be particularized for the case when X = X(·) is a window process (with τ = T ), associated with a finite quadratic variation process X. We recall that X admits a χ 0 -quadratic variation, where χ 0 is the Chi-space of signed measures on [−T, 0] 2 introduced in item 6. before Proposition 5.18. In particular Theorem 6.3 applies, so that integral (35) exists and it it decomposes in the sum
where D δ0 F and D ⊥ F were defined at the beginning of Section 7, provided that at least one of the two addends exist.
Remark 7.2.
1. The second term is the limit in probability of the expression
when ε goes to zero.
2. If X is a semimartingale, then the first integral is the Itô integral t s D δ0 F (r, X r )dX r . Consequently the second one is forced to exist.
3. If X is not necessarily a semimartingale, sufficient conditions for its existence can be provided.
Suppose that the deterministic quadratic variation of almost all path of X exists. In particular [X] exists as an increasing real process. In this case a sufficient condition for the existence of the second integral in (46) , is the realization of following Condition related to F . We recall that the space 
2. For any ε > 0, t ∈ [0, T ], η ∈ B, we denote
We suppose the existence of J :
Remark 7.4. 1. As far as last point is concerned we remark that relatively compact subsets of B are very tiny.
2. Sufficient conditions for the validity of Condition (C) will be given below. Clearly this condition implies the existence of the second integral of (46) .
The result follows by Lebesgue dominated convergence theorem.
3.
A sufficient condition for the realization of Condition (C) is given below. This will be a consequence of integration by parts and Itô chain rule (18) in Proposition 3.6, expressed in the context of deterministic calculus via regularization.
Lemma 7.5. Suppose the existence of continuous maps
)dx, fulfilling the following properties for any subset K of V 2,ψ such that sup η∈K η 2,ψ < ∞ and K it is a compact subset of B.
For every 1 ≤ i ≤ N , for any such K, we suppose the following.
• For any (t, η) ∈ [0, T ] × V 2,ψ , F i (t, η, ·) has bounded variation.
•
Then u fulfills Condition (C) with respect to ψ.
Proof. By additivity we can reduce to the case N = 1 and we set F = F 1 , G = G 1 . Let K be a subset of V 2,ψ such that (50) G(t, x,ỹ)dỹ. By formula (18) in Theorem 3.6 and Remark 3.12 3., we obtain
provided that the first integral after the equality symbol is well-defined. By Remark 3.12 2., that integral equals
consequently item (a) of Condition (C) is fulfilled.
In the sequel of the proof, for η ∈ B, we denote by R K (t, η, ε) a quantity such that for every 0 < ε < 1,
, where C(T, K) only depend on T and K. We denote
which is clearly a compact subset of R. We need to control the quantity
We set againG(t, x, y) = y 0 G(t, x,ỹ)dỹ for t ∈ [0, T ] and x ∈ [−T, 0], y ∈ R, so that ∂ yG (t, x, y) = G(t, x, y). By Taylor expansion (52) equals
Consequently, for 0 < ε < 1 we have
I 2 (t, η, ε) can be handled in similar (but easier) way to I 1 . There is a constant C 2 such that
getting a similar estimate as in (54), but replacingG with ∂ xG . Concerning I 3 (t, η, ε), for 0 < ε < 1, we have
which is bounded because of (50) . Finally item (b) of condition (C) is also fulfilled.
An infinite dimensional PDE
In this subsection again B will stand for C([−T, 0]). We are interested here in a class of functionals G : B −→ R such that the r.v. h := G(X T (·)) admits a representation
where G 0 is a real number and ξ is adapted with respect to the canonical filtration (F t ) of X. If X is a classical Wiener process, and h belongs to some suitable Malliavin type Sobolev space, then G 0 = E(h) and Clark-Ocone formula says that ξ in (55) is given by ξ t = E(D m t h|F t ), t ∈ [0, T ]. In this section we want to show that the replication of a random variable h = G(X(·)), is robust with respect to the quadratic variation of X, for a large class of G; the fact that the underlying process is distributed according to Wiener measure is not so relevant. We are indeed interested in a representation (55), which formulates G 0 and ξ through two functionals of X, which do not depend on the specific model of X such that [X] t ≡ σ 2 t, t ∈ [0, T ]. The methodology for expressing a Clark-Ocone type formula for finite quadratic variation processes consists in two steps.
1. We need to choose a functional u : [0, T ] × B −→ R which solves the infinite dimensional PDE (57) with final condition G.
Using an Itô type formula we establish a representation form (55).
The proposition below represents the second step of the procedure. Below ψ will stand for ψ(t) ≡ σ 2 t, for some σ ≥ 0.
Proposition 7.6. Let X a process such that a.s. the limit [X, X] in Definition 3.3 holds a.s. and gives ψ.
. We symbolize again through χ 0 the Chi-space constituted by specific Borel signed measures on [−T, 0] 2 defined in item 6. in Section 5.2. We suppose the following.
Applications to study of Kolmogorov equations
In this section we illustrate how to use the tools of stochastic calculus via regularization in the study of solutions of forward Kolmogorov equations (i.e. Fokker-Planck equations) related to an evolution problem in infinite dimensions, for instance a stochastic PDE. Kolmogorov equations in infinite dimension constitute a classical field of study, they appear for example in quantum field theory and in stochastic reactiondiffusion. We do not have here the ambition of summarizing the existing literature but only to describe how the development of the theory we have described in previous sections can help to treat some cases that are not covered by the existing literature.
We are interested in studying a class of Kolmogorov equations associated to an evolution equation of the form (3) using the strong solution approach. In other words we will define the solution of the Kolmogorov equation using approximating sequences, see Definition 8.7. The main results of the section are the following. (ii) In Proposition 8.9 we show that a strong solution of the Kolmogorov equation is also a mild solution.
The definition of mild solution will be recalled in (65). As a corollary we get the uniqueness of the strong solution.
With respect to similar contributions in this sense (see e.g. 
The setting
Let H be a separable Hilbert space and A be the generator of a C 0 -semigroup on H, see Section 5.3. We denote again with D(A) and D(A * ) respectively the domains of A and A * endowed with the graph norm. Let fix again T > 0.
Let us again consider (Ω, F , P) a complete probability space and (F t ) t≥0 a filtration on it satisfying the usual conditions. Assume that U, U 0 are separable Hilbert spaces, Q ∈ L(U ) is a positive, injective and selfadjoint operator as in Section 2.2 or 5.3 and define
We consider two functions b and σ as follows. 
Remark 8.2. Observe that, thanks to the definition of norm on U 0 , the hypothesis σ(t, η) L2(U0;H) ≤ C(1 + |η|) implies
For η ∈ H, we consider the equation
The solution of (59) is understood in the mild sense, so an H-valued predictable continuous process X is said to be a mild solution of (59) if
Thanks to Hypothesis 8.1, standard results about stochastic infinite dimensional evolution equation, see e.g. Theorem 3.3 of [25] , ensure that there exists a unique solution X of (59), which admits a continuous modification. So for us, the solution X can always be considered as a continuous process.
The Kolmogorov equation
Let g : H → R be a continuous and bounded function. We introduce now the following non-homogeneous Kolmogorov equation.
In the above equation, given (t, η) η) ) is the Fréchet (resp. second Fréchet) derivative of v w.r.t. to the second variable η; it is identified with elements of H (resp. with a symmetric bounded operator on H, taking into account the identification (8)). ∂ t v is the derivative w.r.t. the time variable.
We recall that the spaces
are Fréchet type spaces if equipped with the topology defined by the seminorms (4). We denote by L 0 the operator on
Using this notation, (61) can be rewritten as 
We will be in fact mainly interested in its value at point s. 
where Y s is the solution of (64).
Remark 8.4. Whenever b and σ does not depend explicitly on time we have Y s s = X s , where X is the solution of (59), so the definition given above reduces to the mild solution given in [10] Section 6.5 page 122. In this case the mild solution can be expressed in terms of the transition semigroup (P t , t > 0) corresponding to (59). More precisely one has V (t, η) := P t (g)(η), where, for any t ∈]0, T ], and for any bounded, measurable function φ : H → R, P t is characterized as
We recall, in a slightly more general situation, the notion of strict and strong solutions. Let consider h ∈ C([0, T ] × H), g ∈ C(H) and the Cauchy problem
Moreover, for any s ∈ (0, T ], we consider the following Kolmogorov equation with final datum:
Introducing the new notation
equation (68) can be rewritten as
Remark 8.5. Observe that the signs in front of ∂ t are opposite in (61) and (68).
is a strict solution of (67) (resp. of (70)
) and (67) (resp. (70)) is satisfied.
Definition 8.7 (Strong solution of the Kolmogorov equation). .
Let
is a strong solution of (67) (resp. of (70) (i) For any n ∈ N, v n (resp. u n ) is a strict solution of the problem L 0 (v n )(t, η)) + h n (t, η) = 0, (t, η) ∈ [0, T ] × H,
resp. of 
Proof. We denote by (v n ) the sequence of smooth solutions of the approximating problems prescribed by Definition 8.7, which converges to v. We fix s > 0 and we observe that t → u(t, η) := v(s − t, η) is a strong solution of ∂ t u + A * Du, η + 
in the sense of Definition 8.7 (in the case of (72)) if we use, as a approximating sequence, u n (t, η) := v n (s − t, η). Thanks to Proposition 6.6, every u n verifies, for t ∈ [0, s], u n (t, Y for any s ∈]0, T ]. So in particular v(s, η) = V (s, η) = P s (g)(η) where (P t ) is the transition semigroup associated to (59). In this case Proposition 8.9 gives a result similar to that of Theorem 7.6.2 Chapter 7 of [10] . In that case the authors do not use a strong solution approach. The two results have different hypotheses; in fact the one contained in [10] requires that v is in twice differentiable with locally uniformly continuous derivatives in the η variable while our result require the C Then v is the mild solution used for example (in the particular case σ being the identity) in [26] . In that paper, the author uses a strong solution approach, introducing a series of functional spaces that allow to deal with a possible singularity at time 0 (that we do not have here), but he does not explicitly provide a uniqueness result.
Observe that in [26, 4] the problem is approached by studying the properties of the transition semigroup defined in (66) on the space C b (H) of the continuous bounded function (or in some cases, on the space B b (H) of bounded function) defined on H introducing a new notion of semigroup (see also [39] ). This kind of methodology structurally requires the initial datum g to belong to C b (H) (or B b (H)) and then Kolmogorov equations with unbounded initial datum cannot be studied.
Remark 8.12. The ideas we used here to prove the relation between strong and mild solutions of the Kolmogorov equations can be used to study second order Hamilton-Jacobi-Bellman equation related to optimal control problems driven by stochastic PDEs and provide consequently verification theorems. This kind of approach is used for example in Section 6 of [22] .
