Abstract-The purpose of this letter is to prove, for real frames, that signal reconstruction from the absolute value of the frame coefficients is equivalent to solution of a sparse signal optimization problem, namely a minimum (quasi)norm over a linear constraint. This linear constraint reflects the coefficients relationship within the range of the analysis operator.
I. INTRODUCTION
I N OUR previous paper [2] , we considered the problem of signal reconstruction from the absolute value of its coefficients in a redundant representation. We obtained necessary and sufficient conditions for perfect reconstruction up to a constant phase factor. In the finite-dimensional setting, a frame for a Hilbert space is just a set of vectors spanning the Hilbert space. For real-valued signals and real-valued transformations, we obtained the following result. , then for a generic frame , the set of points so that contains one point, is dense in .
Here, generic frames denote an open and dense set of frames, with respect to the topology induced by the Grassmanian manifold topology (see [2] 
The bound as stated here was next improved by Elad and Bruckstein in [5] to , and also extended to other matrices than this particular (see also [4] , [6] , and [7] ).
Optimization problems of type (3) and (4) are also related to sparse multicomponent signal decompositions. More specifically, consider the following estimation problem. Given the model (5) where is the vector of measurements, are vectors of unknown component coefficients, , are known mixing matrices, the problem is to obtain the maximum a posteriori (MAP) estimator of the two components and , when and are known to have prior distributions of the form (6) It is then immediate to derive the MAP estimator as (7) 1070-9908/$25.00 © 2007 IEEE Note for , prior distributions of type (6) have long tails, are peakier than Gaussian ( ), or even Laplacian ( ) distributions, and allocate uniformly larger costs for nonzero components compared to the vanishing components.
In this short note we present a necessary condition for perfect reconstruction from the absolute value of the frame coefficients in terms of a sparse representation optimization problem. Furthermore, the optimization problem gives the solution for the reconstruction problem.
II. NOTATIONS
We use the following notations. is also a feasible vector, that is it satisfies , In particular, if is a solution of (10) then is also a solution of same problem.
Remark 3: Note that we do not impose any positivity constraint on in (10). And yet, remarkably, the optimizer turns out to have nonnegative components.
Remark 4: Connections between optimization problems and sparse signal representations have been studied in literature in the context of solving ICA type problems; see [8] , [9] , [1] . 
IV. CONCLUSIONS
In this paper, we study the reconstruction problem of a real signal when only absolute values of its real frame coefficients are known. In general one can expect at most to reconstruct the original signal up to an ambiguity of one global sign. We prove that this is the case if and only if an optimization problem, more specifically (10), admits exactly two solutions. Furthermore, the solutions of this problem are directly related to the original (and reconstructed) signal. This result reduces a combinatorial optimization problem (where the combinatorics are due to the exhaustive search over all possible sign combinations) to an optimization problem (albeit nonconvex).
