During early development, even before the senses are active, bursts of activity travel across the nervous system. This spontaneously generated activity drives the refinement of synaptic connections, preparing young networks for patterned sensory input. Synaptic fine-tuning relies not only on the presence of spontaneous activity, but also on the specific characteristics of these activity patterns, such as their frequency, amplitude and synchronicity. Here, we provide evidence that these crucial characteristics are shaped by the relative balance of excitation and inhibition, where patterns with distinct characteristics have different excitatory/inhibitory ratios. Inhibition can control whether cells participate during a spontaneous event, as pharmacogenetic suppression of the somatostatin (SST) expressing subtype of inhibitory interneurons increased cell recruitment and lateral spread of events.
Introduction
In order to survive, very young animals must be able to interact with their environment as soon as they start receiving useful information about their surroundings. To prepare for this, the nervous system is thoroughly organized even before the onset of sensory input (for instance, when the eyes or ears open in mice). Young cells are initially shaped into rough networks by molecular guidance cues, and these connections are subsequently refined by activity dependent processes (Cline, 2003; Sanes and Yamagata, 2009) . The necessary activity is largely generated by spontaneously depolarizing cells in the sensory organs and the brain (Blankenship and Feller, 2010) , which initiate and propagate patterned 'training' activity across the developing network to strengthen well-targeted synapses and weaken others.
The best studied example of refinement through spontaneously generated activity is in the mouse visual system, where the neonatal retina generates bursts of activity which travel downstream and refine retinotopic maps as well as the segregation of contra-and ipsilateral afferents through Hebbian and non-Hebbian mechanisms (Kirkby et al., 2013) . As a result of this fine-tuning, neurons in the mouse visual cortex can respond with striking acuity to visual 3 information as soon as the eyes open at postnatal day (P)14 (Cang et al., 2005; Ko et al., 2013; Rochefort et al., 2011; Zhang et al., 2012) . Different patterns of spontaneous activity occur throughout the central nervous system. Such patterns of activity can be described and distinguished by their characteristics: the frequency with which activations occur, synchronicity of cell firing, number of action potentials fired, and number of cells that participate in each event Allene and Cossart, 2010; Colonnese and Phillips, 2018; Kerschensteiner, 2014; Luhmann and Khazipov, 2018) .
A growing body of work has shown that merely the presence of activity is not sufficient for refinement, but that these specific characteristics encode and transmit essential information required by the brain to develop normally (Kirkby et al., 2013; Leighton and Lohmann, 2016) .
For instance, if retinal waves are too large, retinotopic map refinement is prevented, whereas eye-specific segregation can be impaired by changes in event frequency (Burbridge et al., 2014; Xu et al., 2011) . In the primary visual cortex (V1), two types of activity are reported -one type driven by retinal waves Gribizis et al., 2019) and reduced upon enucleation, and activity which occurs independently of retinal activity (Gribizis et al., 2019; Hanganu et al., 2006; Siegel et al., 2012) . These two types of events have different characteristics that can be readily quantified with two-photon calcium imaging. Retinally-driven events activate relatively few neurons and are therefore referred to as low participation events ('L-events'). Their retinal origin, combined with their comparative sparsity of activation, gives them the potential to shape the network according to the organization of the eye. In contrast, those events which occur independently of retinal manipulations cause high-amplitude activity in almost all cells in a large field of view. These high participation events ('H-events') may allow neurons to perform synaptic homeostasis, bringing synaptic strengths back to a workable range (Siegel et al., 2012) .
How does the immature brain control the characteristics of these activity patterns? In adults, we have an increasing understanding and appreciation of the strong regulation of network activity by inhibitory interneurons, as well as the specific roles of interneuron subtypes (Kepecs and Fishell, 2014; Markram et al., 2004; Tremblay et al., 2016; van Versendaal and Levelt, 2016) .
In neonatal animals however, our understanding of GABAergic control is less thorough. During very early development, GABA is thought to act as a depolarizing neurotransmitter, switching to its adult inhibitory role as cells mature (Cherubini et al., 1991) . However, from the end of the first postnatal week GABAergic cells exert an inhibitory effect on the cortical network (Che et al., 2018; Kirmse et al., 2015; Minlebaev et al., 2007; Valeeva et al., 2016) and are therefore prime candidates to control spontaneous event patterning even before eye opening.
Furthermore, GABAergic signaling is required for activity-dependent wiring of the developing cortex (Che et al., 2018; Duan et al., 2019; Marques-Smith et al., 2016; Modol et al., 2019; Oh et al., 2016; Tuncdemir et al., 2016) . Here, we investigated how inhibitory signaling shapes spontaneous event patterning in V1 before eye opening. We confirm that L-and H-events have very different characteristics. We find that L-and H-events have different excitation/inhibition dynamics, where stronger excitation underlies H-event properties and L-events are under tighter inhibitory control. By manipulating inhibitory signaling, we show that specific characteristics of spontaneous activity can be changed. Together, our results suggest that those characteristics of spontaneous activity that give them the power to fine-tune the developing network, such as frequency, amplitude and specificity, are controlled by the balance of excitation and inhibition during the second postnatal week.
Results
L and H events are two distinct network activity patterns at both cellular and population level
We previously described L-and H-events using two-photon calcium imaging (Siegel et al., 2012) .
To understand how L-and H-characteristics match up to other reports of spontaneous activity, we measured their properties at a range of different scales. First, we observed how L-and Hevents differ at single-cell level by recording action potential firing from primary visual cortex (V1) layer 2/3 neurons using whole cell recordings in vivo in mouse pups between P8 and P12.
We used simultaneous two-photon calcium imaging to identify L-and H-events (Fig 1A, B) .
Neurons fired significantly more action potentials during H-events than during L-events, in agreement with their higher calcium transient amplitude (Fig 1C) . We detected no significant difference between the inter-spike intervals within a burst (Supplementary Fig 1A) . Instead, the duration of spiking in H-events was significantly longer than in L-events (Supplementary Fig 1B) .
L-event duration (mean 4.6 seconds) was similar to the duration of retinal waves (summarised in Torborg and Feller, 2005) , in line with their largely retinal origin.
To explore the separation of these events into two distinct groups (L and H) in a manner independent of calcium imaging, we performed hierarchical clustering using the number of action potentials fired and the duration of bursts. Silhouette analysis revealed an optimum of two clusters (Supplementary Fig 1C) . This split ( Supplementary Fig 1D) corresponded well (76% L-events (blue arrowheads) and H-events (orange arrowheads) shown as a calcium trace (average ac�vity of all imaged cells) with simultaneous whole-cell current-clamp recording. The cells that par�cipated in each event are displayed as filled circles below. C.
More ac�on poten�als were fired during H-events than during L-events (p = 0.03, paired t-test, n = 5 animals). D.
Cells in V1 L2/3 loaded with the calcium indicator Oregon Green BAPTA 1-AM (green). The shadow of the LFP pipe�e used is visible. E.
Averaged calcium trace of imaged cells (above) with simultaneous LFP recording (below). The LFP reveals subthreshold (ST) events that are not visible in the calcium imaging (grey arrowhead). F.
The LFP amplitude was significantly higher during H-events than during L-events (p = 0.009, paired t-test, n = 10 animals). G.
Epifluorescence imaging of the visual cortex using GCaMP-6s was used to image a larger field of view during LFP recordings. Small white square indicates field of view in two-photon. H.
Mean calcium responses during L-and H-events (above) and simultaneous LFP recording (below). I.
The LFP amplitude was significantly different between L-and H-events defined in wide-field imaging (p = 0.014, paired t-test, n = 5 animals).
overlap) to our original definition of L-and H-events, where events with between 20 and 80% participation classified as L-events, and those over 80% network participation were identified as H-events (Siegel et al., 2012) . We therefore continued to use participation to distinguish Land H-events during two-photon calcium imaging.
We then proceeded to population-level measurements, using local field potential (LFP)
recordings. Spindle bursts are a commonly described pattern of spontaneous activity in the LFP in visual (Hanganu et al., 2006) and somatosensory (Khazipov et al., 2004) cortex, characterized by low frequency spindle-shaped oscillations. To link these findings to our description of network events, we recorded the LFP during two-photon calcium imaging of L-and H-events.
We observed spindle bursts in the LFP during both L-and H-events (Fig 1D, E) . The LFP also revealed 'subthreshold' events that were not associated with calcium transients within the field of view (0.026 mm 2 ), presumably the result of events occurring outside the field of view of twophoton imaging. LFP amplitude was significantly higher during H-events than during L-events (Fig 1F) , in line with the greater synchronicity of H-events reported previously (Siegel et al., 2012) . The peak frequency component did not differ between L-and H-events ( Supplementary   Fig 1E) , consistent with the similarity of action potential inter-spike-intervals in both event
types.
Accurate refinement of projections requires activity with limited spatial spread (Burbridge et al., 2014; Xu et al., 2015) . As H-events activate almost all neurons in the two-photon field of view, we used wide field imaging to record a much larger part of the visual cortex (4.9 mm 2 , Fig   1G, H) , allowing us to quantify the spatial spread of events. To understand whether we could observe L-and H-events on this scale, we performed hierarchical clustering on the wide-field events. As L-and H-events, when measured with two-photon microscopy, are distinguished by their amplitudes and participation, we used mean calcium amplitude and event size as widefield proxies of these parameters. Silhouette analysis again revealed an optimal separation at two clusters ( Supplementary Fig 1F) , splitting the data into events occurring locally and with low amplitudes and events with large spatial spread (Supplementary Fig 1G) and with high amplitudes. The LFP corroborated this difference, as H-events had a significantly higher LFP amplitude than L-events (Fig 1I) . L-events also occurred at a much higher frequency ( Supplementary Fig 1H) . To compare L-and H-type activity between wide-field and two-photon 6 microscopy, we measured event frequency at an area corresponding to the size of the field of view of our two-photon microscope. We found that H-events occurred at a frequency of 0.6 ± 0.25 events per minute, similar to the previously determined frequency in two-photon experiments (0.5 per minute; Siegel et al., 2012) . For L-events, we saw an average of 0.37 ± 0.12 events per minute.
Taken together, these results confirmed that two types of network activity can be distinguished at both single neuron and population level in the visual cortex during the second postnatal week, and that they differ by the number of spikes fired, their synchronicity (reflected in LFP amplitude) and their lateral spread. These properties may depend on the relationship between excitatory and inhibitory signaling during network activity, as the number of spikes fired by a given neuron and the number of recruited neurons increase when the excitatory drive is high or inhibition is low. Furthermore, reducing inhibition increases network synchronization (Valeeva et al., 2010) whereas fast, correlated inhibition and excitation can reduce synchronization (Harris and Thiele, 2011) . Finally, inhibition can reduce the number of neurons recruited to an event, limiting activity spread (Stefanelli et al., 2016) . We therefore hypothesized that L-and H-events have different excitation/inhibition dynamics, where stronger excitation underlies H-event properties and L-events are under tighter inhibitory control.
The excitation/inhibition ratio is higher during H-events than during L-events
To compare excitatory and inhibitory output during spontaneous activity, we used mice in which neurons expressing the GABA production enzyme Glutamate Decarboxylase 2 (GAD2)
were labelled with the red fluorescent protein tdTomato (Fig 2A) . We found that GAD2 + cells participated in both L-and H-events. 16.5 ± 5.9% of active neurons in an event were GAD2 + ( Fig   2B) , corresponding to the average percentage of imaged neurons that expressed GAD2 (17.1 ±
5.9% across all ages).
During L-events, the mean amplitudes of calcium responses in GAD2 + and GAD2 -cells were very similar ( Fig 2C, E) . During H-events, GAD2 + cells showed slightly, but significantly, lower amplitudes than GAD2 -cells (Fig 2D, F) . Consequently, the ratio between H-and L-event amplitude was significantly lower in GAD2 + cells (Fig 2G) . Using data from the simultaneous network imaging and patch clamp experiments in Fig 1A, we fitted a linear function to the In L-events, the average cell amplitude does not differ between cells that do and do not express GAD (n.s., paired t-test, n = 6 animals). F.
In H-events, GAD+ cells have a significantly lower amplitude than GADcells (*p < 0.05, paired t-test, n = 6 animals). G. The ra�o between H:L event amplitude is slightly but consistently lower for GAD+ than GAD-cells.
relationship between the average cell amplitude in an event and the number of action potentials fired by the neuron (Supplementary Fig 1I) . This translated the calcium transient into a difference of one action potential between GAD2 + and GAD2 -output. These data suggested that both GAD2 + and GAD2 -cells fired more action potentials during H-events than during Levents, but that during H-events, GAD2 + cells fired fewer action potentials than GAD2 -cells, though this difference was relatively small.
Next, we examined whether the excitatory/inhibitory balance during L-and H-events differed on the level of synaptic inputs received by each neuron. We performed in vivo whole-cell recordings in voltage-clamp mode to measure excitatory and inhibitory synaptic input currents onto neurons ( Figure 3 ). Simultaneous calcium imaging of the network allowed identification of L-and H-events. As reported previously, events involved both glutamatergic and GABAergic synapses (Fig 3A, Colonnese, 2014; Hanganu et al., 2006) . In line with the higher network participation in H-events, both the excitatory and inhibitory charge transferred were larger during H-events than during L-events (Fig 3B-D) . The ratio of charge transferred between Hand L-events was significantly larger for excitatory currents than for inhibitory currents (Fig 3E) , demonstrating a difference in the amount of excitation relative to inhibition during network events.
Next, we trained a random forest classifier (Breiman, 2001 ) using only electrophysiological measurements to decode whether an event was an L-or an H-event, using the peak current amplitude, mean current amplitude, total charge transferred and duration of either inhibitory or excitatory current inputs. Training event classification was based on the original definition of 20-80% (L-events) and over 80% participation (H-events) in network events obtained with twophoton calcium imaging. For all animals, the classifier trained on the excitatory data performed significantly better than the classifier trained on the inhibitory data, as demonstrated by the larger area under the curve of the receiver-operator characteristics (ROC) curve (Fig 3F, G) . These results demonstrated that during H-events, neurons not only received more input overall but specifically received a higher ratio of excitatory to inhibitory inputs when compared to Levents. In vivo voltage-clamp recordings combined with network calcium imaging in layer 2/3 V1 neurons. Excitatory and inhibitory inputs were measured alterna�ngly by switching the holding poten�al to the reversal poten�al of inhibitory or excitatory currents, respec�vely. Four events in an example cell, showing inhibitory and excitatory inputs received by the cell during an L-event and an H-event. Average calcium traces are shown from all imaged cells (above). Current traces (below) represent synap�c inputs onto the recorded neuron. B.
Absolute transferred charges of excitatory and inhibitory input currents during network events of different par�cipa�ons in one cell. C.
The excitatory charge transferred was significantly higher during H-events than during L-events (p = 0.001; paired t-test, n = 6 animals). D.
The inhibitory charge transferred was significantly higher during H-events than during L-events (p = 0.016, paired t-test, n = 6 animals). E.
The H:L ra�o of charge transferred was significantly larger for excitatory than for inhibitory inputs (p = 0.036, paired t-test, n = 6 animals). F.
Example receiver opera�ng characteris�c (ROC) curve for one animal, showing a random forest classifier trained on excitatory or inhibitory data. The larger area under the curve for excitatory inputs indicates a higher success rate of classifying L-and H-events correctly when excitatory data was used compared to inhibitory data. G.
Quan�fica�on of the area under the ROC curve for all animals. The area under the curve is significantly higher for classifiers trained on excitatory input data than for those trained on inhibitory input data (p = 0.0002, paired t-test, n = 5 animals).
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Excitatory and inhibitory signaling are essential for patterned spontaneous activity
The above experiments confirmed that activity patterns with distinct properties and origins had different excitatory/inhibitory balances. From the synaptic input data, the difference between L-and H-events seemed to arise from an increase in excitation, rather than a change in the amount of inhibition. To test the importance of inhibitory signaling at this age, and to establish the causality of the relationship between excitatory/inhibitory balance and event properties, we tested whether changing the excitatory/inhibitory balance affected activity patterns using pharmacological manipulations and two-photon calcium imaging (Figure 4 ). Applying the AMPA and NMDA receptor antagonists NBQX (50 µM) and APV (100 µM) locally on the cortical surface abolished spontaneous activity (Fig 4A, C) . Blocking GABA A receptors with picrotoxin (PTX, 200 µM) greatly increased the frequency of spontaneous activity, confirming the inhibitory effect of GABAergic signaling on the network (Fig 4B, D) . Consistent with reduced inhibition, the peak calcium transient amplitude increased after PTX (Fig 4E) . Finally, PTX application significantly increased the participation of each event, implicating inhibitory signaling in control of neuron recruitment ( Fig 4F) .
These results indicated that glutamatergic signaling drives spontaneous activity whereas GABAergic signaling shapes its properties in V1 during the second postnatal week. Reducing inhibition increased the frequency and caused network activity properties to switch to H-like characteristics, supporting the idea that the characteristics of H-events are generated by the excitatory/inhibitory ratio being tipped towards excitation.
Somatostatin cell suppression reduce event specificity
Our results so far showed that during the second postnatal week, the network can maintain different amounts of inhibitory signaling relative to excitation, and that this balance and its endogenous modulation determine specific activity pattern characteristics.
The retinally-driven L-events are characterized by their low participation, activating subsets of neurons in the field of view. This restricted participation of L-events may allow them to mediate refinement of the network. In contrast, H-events are highly synchronized in time and drive substantial areas of the cortex to fire large numbers of action potentials, and presumably lack the specific information required for local refinement.
Given that L-events arise from balanced inhibition with excitation, we aimed to find a manipulation of inhibition that would reduce event specificity. Given that SST cells control size Calcium traces from 4 cells before (le�) and a�er (right) applica�on of the GABAA receptor antagonist picrotoxin (330 µM). C.
Blocking ionotropic glutamate receptors prevented almost all spontaneous network ac�vity (p = 0.044, paired t-test, n = 4 animals). D.
Blocking GABAergic signaling with PTX significantly increased the frequency of spontaneous ac�vity (p = 0.01, paired t-test, n = 6 animals). E.
Applying PTX significantly increased the network event amplitude (p = 0.04, paired t-test, n = 6 animals). F.
The percentage of cells ac�ve in each event increased upon PTX applica�on (p = 0.008, paired t-test, n = 6 animals). of memory engrams in the hippocampus (Stefanelli et al., 2016) as well as lateral inhibition in the auditory (Kato et al., 2017) and visual cortex (Adesnik et al., 2012) , we reasoned that SST cells could control recruitment of cells during spontaneous activity. We selectively suppressed SST cells using a cre-dependent inhibitory hM4Di-DREADD during awake two-photon calcium imaging of spontaneous activity (Fig 5A) . We tested the specificity of our construct through immunohistochemistry for somatostatin: 83 ± 8% of cells expressing the inhibitory hM4Di-DREADD also expressed somatostatin (n = 4 animals, Fig 5B) and 79 ± 6% of SST cells expressed the hM4Di-DREADD. We also confirmed that at this age, activation of the hM4Di-DREADD construct with clozapine reduced excitability of DREADD-expressing cells in vitro ( Supplementary Fig 2A) similar to the excitability reducing effect of hM4Di-DREADD activation in developing layer 2/3 pyramidal neurons described previously (Naskar et al., 2019) .
For in vivo recordings, the fast-acting DREADD agonist clozapine (0.5 mg/kg) was subcutaneously injected to suppress SST cell activity. An example recording before and after the injection, including an average trace and participating cells, is shown in Fig 5C .
We found that upon SST cell suppression, the pairwise neuronal calcium trace correlation increased in animals expressing the hM4Di-DREADD construct ( Supplementary Fig 2B, C) , but not in control animals ( Supplementary Fig 2D) . In addition, suppressing SST cells specifically increased the frequency of events in the highest participation bin (Fig 5D) . In control animals, there was no significant increase in frequency ( Supplementary Fig 2E,F) . Consequently, the increase observed in the highest participation bin of animals expressing the hM4Di-DREADD construct was significantly different from changes in control animals.
Two possible scenarios could underlie this increase in high participation events: either SST suppression allows more H-events to occur in the network or, alternatively, SST suppression causes L-events to recruit more cells, increasing participation. We did not detect an increase in mean event amplitude (Fig 5E, Supplementary Fig 2G) , suggesting that neuronal action potential firing during events was unchanged. Furthermore, careful analysis of neuronal participation and amplitude revealed that clozapine specifically facilitated high participation events of low amplitude (Fig 5F , for controls lacking hM4Di-DREADD, see Supplementary Figure   2G ). As H-events are characterized by their high amplitudes, these data suggest that SST neuron suppression selectively increased the number of cells participating in an L-event, rather than causing additional H-events. SST neuron suppression can therefore perturb some aspects of Suppressing somatosta�n cell ac�vity selec�vely increases the number of high-par�cipa-�on low-amplitude events A. Two-photon imaging was used to record calcium transients in animals expressing GCaMP-6s and an hM4Di construct in SST cells. Clozapine was injected at low concentra�ons to ac�vate the hM4Di-DREADD and reduce cell excitability. B.
Sec�on of the visual cortex of a P9 SST-cre mouse injected with AAV-hSyn-DIO-hM4D(Gi)-mCherry (red) with immunostaining for somatosta�n (green). All cells in the field of view were double-labeled. C.
Neurons labelled with GCamP-6s via viral injec�on were imaged in awake pups during the second postnatal week. Example recording before (le�) and a�er (right) injec�on of clozapine (DREADD agonist). Shown is the average network ac�vity (above) and the ac�v-ity of each imaged cell (below). Each circle represents a calcium transient in a cell. D.
A�er clozapine injec�on in SST-cre mice expressing hM4Di, there is a significant increase in frequency of events in the highest par�cipa�on bracket (p = 0.0002, threshold for significance at 0.0063 a�er Bonferroni correc�on for 8 comparisons, paired t-test, n = 8 animals). E.
No change in amplitude was detected upon SST suppression using the DREADD agonist clozapine (n.s., paired t-test, n = 8 animals). BL = baseline, Clz = clozapine. F.
Heat map showing the change in frequency of ac�vity in events/min a�er injec�ng the DREADD agonist clozapine. The largest increase occurred in high-par�cipa�on/low-amplitude events.
activity patterning, such as cell recruitment and pairwise correlation, while leaving others unaffected, like the firing rate of active neurons.
Somatostatin interneuron suppression increases spatial extent of network events
Next, we asked next how this control of cell recruitment affected the spatial extent of network activity. We used the same inhibitory hM4Di-DREADD construct to suppress SST cell activity whilst recording network activity across a large part of the cortex with wide field imaging (4.9 mm 2 ). We first quantified activity origin and spread of all events (Fig 6A) . Both before and after SST suppression, most activity originating in V1 was confined to this area (Fig 6B, C) , indicating that spontaneous activity was restrained by V1 boundaries independently of SST neuron signaling. However, network events activated a significantly larger area of the cortex upon SST suppression (Fig 6D, E ). This was due to both an increase in the lateral spread ( Fig 6F) as well as the distance travelled during each event (Fig 6G) . The duration of events did not change ( Fig   6H) , but their speed increased ( Fig 6I) and allowed them to travel further. The event amplitude also increased slightly (Fig 6J) , reflecting the increased participation of cells during each event
given that there was no change in the amplitude of individual cells in two-photon imaging (Fig.   5E ). The frequency of activity did not increase in the wide field imaging (Fig 6K) , and instead showed a trend to decrease. The increase in frequency seen in 2-photon imaging therefore presumably reflected a larger proportion of events entering the field of view due to their lateral spread, rather than a true increase in the number of events. We found no significant changes upon clozapine administration to control animals (Supplementary Figure 3) .
A histogram of event size (here measured as the area activated in a maximum projection of each event) before and after SST suppression showed a shift away from small events and towards larger events (Fig 6L) . Given that the largest events did not show a change, we hypothesized that H-events were less affected by SST suppression than L-events, in line with the data shown in Fig 5. Using the same clustering method as in Fig 1, we split events into Land H-events and found a significant increase in mean activation area in L-events upon SST suppression ( Fig 6M) . H-events did not show an increase in area, possibly because excitation overrides SST lateral inhibition during H-events (Fig 6N) . Together, the reduction of SST neuron activity restricts the lateral spread and cell activation density of L-events, but not their frequency or the overall firing rates of individual neurons during network events. Average ac�vity frequency per pixel before (le�) and a�er (right) clozapine injec�on to induce SST suppression. C.
There was no significant change in the propor�on of events that ac�vated V1 upon clozapine injec�on to induce SST suppression (n.s., paired t-test, n = 6 animals). D.
Example event before (le�) and a�er (right) SST suppression. E.
The mean area ac�vated by each event increased upon suppression of SST cells (p = 0.006, paired t-test, n = 6 animals). F.
The max event area (the ac�vated area during the largest frame of an event) was significantly higher a�er SST suppression (p = 0.006, paired t-test, n = 6 animals). G. Events traveled further across the cortex a�er suppression of SST cells through clozapine injec�on (p = 0.00066, paired t-test, n = 6 animals). H. A�er SST suppression, the dura�on of events did not change (n.s, paired t-test, n = 6 animals). I.
The speed of events increased a�er SST suppresion (p = 0.049, paired t-test, n = 6 animals). J.
The mean event amplitude increased a�er SST suppression (p = 0.0095, paired t-test, n = 6 animals). K.
The frequency of events did not change upon suppression of SST (n.s., paired t-test, n = 6 animals). L.
Histogram of the area ac�vated by a maximum projec�on of all frames of each event, showing a shi� from smaller to larger areas. M. L-event area increased significantly a�er SST suppression (p = 0.03, paired t-test, n = 6 animals). N. H-event area did not change significantly a�er SST suppression (n.s., paired t-test, n = 6 animals).
Discussion
We show here that inhibitory control is required for normal activity features as early as the second postnatal week. Furthermore, the balance between excitatory and inhibitory signaling determines those characteristics of spontaneous activity patterns that convey information about the structure and connectivity of the developing visual system.
A large body of work has shown that the features of spontaneous activity patterns are instructive in wiring the developing brain (Feller, 1999; Katz and Shatz, 1996) . A particularly well investigated model is the visual system, where manipulations of the size or frequency of retinal waves have directly demonstrated the importance of accurate patterning of spontaneous activity for fine-tuning the ascending visual pathways (Burbridge et al., 2014; Xu et al., 2015) . If activity is too highly correlated, a broader set of input cells will be coincidently active with the postsynaptic cell, preventing Hebbian-based mechanisms from distinguishing between synaptic connections that should be stabilized and those that should be eliminated (Kirkby et al., 2013) .
Using a wide range of techniques, we have described L-events as activity patterns during which relatively few cells are weakly activated. We hypothesize that the largely retinal origin (Siegel et al., 2012) and restricted size of L-events allows them to mediate refinement of the network, as their localized nature could maintain topographic specificity. In contrast, H-events are highly synchronized in time and drive substantial areas of the cortex to fire large numbers of action potentials. The high spatial spread and temporal synchronicity of H-events makes them less suitable to convey information about cell arrangement in the retina. Instead, H-events may perform synaptic homeostasis to maintain workable ranges of synaptic strength, perhaps in a similar mechanism as during slow-wave sleep (González-Rueda et al., 2018; Tononi and Cirelli, 2006) . In the present study, we found that the E/I ratio is increased during H-events compared to L-events. Accordingly and consistent with previous studies, blocking inhibition pharmacologically increased activity levels (Kirmse et al., 2015; Minlebaev et al., 2007) and pushed spontaneous activity patterns towards H-like characteristics, essentially eliminating exactly those features of L-type patterns that most likely drive synaptic refinement. Therefore, we conclude that inhibition is required for shaping activity patterns that mediate precise connectivity in the developing visual cortex.
We observed significant increases of the E/I ratio during H-compared to L-events on the level of synaptic inputs as well as the output of excitatory versus inhibitory neurons. Quantitatively, these increases differed, however, and were quite high for synaptic inputs, but relatively small for the outputs. This difference could be a consequence of the immature state of the interneurons at this age. Given that voltage-clamp experiments are spatially limited, it seems likely that we are primarily recording inputs from soma-targeting parvalbumin-positive basket cells rather than, for instance, dendrite-targeting SST cells. Basket cells do not express the calcium binding protein PV until a sudden onset after P13 (Gonchar et al., 2008) . As the excitatory/inhibitory ratio was higher during H-events, we hypothesize that these basket cells can restrict firing frequency during both L-and H-events, but do not increase their output sufficiently during H-events to keep up with excitation. The calcium-buffering properties of parvalbumin are not required for the ability of PV neurons to fire at high frequencies, but are important in maintaining synaptic strength during fast-spiking, non-adaptive firing (Schwaller et al., 2002) . Therefore, we speculate that once PV is expressed at P14, PV synapses may be able to keep up even during strong excitation. Indeed, the strength of the synaptic connection between fast spiking interneurons and pyramidal cells in the visual cortex was recently found to increase significantly during eye opening (Guan et al., 2017) . More powerful transmission at inhibitory synapses could reduce or prevent the occurrence of H-events, contributing to the progressive desynchronization of spontaneous activity around eye-opening (Rochefort et al., 2009 ). In addition, this maturation step may underlie the increase of visually driven inhibitory responses that facilitate the emergence of up-states during wakefulness (Colonnese, 2014) and eventually determine the onset of the critical period for ocular dominance (Fagiolini and Hensch, 2000) when preferential suppression of spontaneous activity may increase the relative contribution of visually evoked activity to refinement (Toyoizumi et al., 2013) .
Intriguingly, specifically the density of activation and the lateral spread of events, rather than other event characteristics, could be manipulated by suppressing SST cells. This could be due to the reduction of the excitatory/inhibitory balance, or due to specific actions of SST cells. A specific action would match well with the role of SST in the adult, where SST suppression increases cell recruitment in hippocampal engrams (Stefanelli et al., 2016) and increases network synchronicity . SST cells have extensive axonal arbors in L1 (UrbanCiecko and Barth, 2016) and excellent control over large distances through lateral inhibition in the visual (Adesnik et al., 2012) and auditory (Kato et al., 2017) cortex. Even in the young cortex, SST neurons perform -transient -network functions (Marques-Smith et al., 2016; Tuncdemir et al., 2016) . Since the spread of activity patterns constrains the degree of synaptic refinement,
13
SST neurons may optimize early activity patterns for establishing precise neuronal connections during the second postnatal week. It is possible that SST neurons may have an excitatory role in the even younger cortex (P1-5) as reported recently for the neonatal hippocampus (Flossmann et al., 2019 ).
In conclusion, we find that interneurons exert robust inhibitory control over network activity during the second postnatal week, even though inhibitory signaling is not fully strengthened until after eye opening. Furthermore, the different balance between excitation and inhibition during L-and H-events indicates that acute modulation of inhibition is essential in shaping the features of spontaneous activity. It seems that not only do interneurons exert inhibitory control over this early age, but they delicately shape activity patterns crucial for driving fine-tuning of the developing network.
Methods

Animals
All experimental procedures were approved by the institutional animal care and use committee of the Royal Netherlands Academy of Sciences. Mice of both sexes were used. All animals were aged between postnatal days (P) 8-14. Wildtype mice were either C57BL/6J mice or C57BL/6J x CBA F1. These mice open their eyes at P14. Gad2 x tdTomato mice were generated by crossing the reporter CAG-tdTomato mice line (td, Jackson labs) with GAD-Cre (GAD2-IRES-Cre, Jackson labs). SST-cre (JAX 13044) and VIP-cre (JAX 10908) mice were designed by Dr. Z. Josh Huang and ordered from Jackson Labs (SST-IRES-Cre; Taniguchi et al., 2011. ) Surgery Animals were anesthetized with isoflurane (3% in 1 l/min O 2 ). After anesthesia had become effective, lidocaine was used for local analgesia and a head bar with an opening (Ø 4 mm) above the visual cortex (0.5-2.5 mm rostral from lambda and 1-3 mm lateral from the midline) was attached to the skull with superglue and dental cement. For calcium imaging, a small craniotomy above the visual cortex was performed. The exposed cortical surface was kept moist with cortex buffer (125 mM NaCl, 5 mM KCl, 10 mM glucose, 10 mM HEPES, 2 mM MgSO4 and 2 mM CaCl2 [pH 7.4]). For calcium imaging under anesthesia, isoflurane levels were lowered to 0.7-1%. Prior to awake imaging, the animals were given 60 minutes to recover from anesthesia.
Virus production AAV vectors were produced as described previously (Verhaagen et al., 2018) . In short, AAV1 serotype helper plasmid and pAAV-hSyn-DIO-hM4D(Gi)-mCherry or pAAV-hSyn-GCaMP6s were co-transfected into HEK293T cells. Seventy-two hours later, the cells were harvested, lysed and centrifuged. Subsequently the viral particles were purified from the supernatant using an iodixanol density gradient and further concentrated using an Amicon Ultra-15 centrifugal filter.
Titers were determined by quantitative PCR for the WPRE element in the viral genomes (vg).
Primers for WPRE: 5′-CCCACTTGGCAGTACATCAA-3′ and 5′-GGAAAGTCCCATAAGGTCATGT-3'.
Titers were 2E+12 vg/ml for pAAV-hSyn-DIO-hM4D(Gi)-mCherry and pAAV-hSyn-GCAMP6s.
Virus injection
Pups (P0-P1) were anaesthetized using hypothermia (6 minutes). A small cut was made in the skin before insertion of a glass pipette and injection of 27 nl of virus in V1 (two-photon imaging) or V1 and RL (wide field imaging). Animals were injected with a mix of 1:1 AAV1-hSyn-DIOhM4D(Gi)-mCherry and AAV1-hSyn-GCaMP6s or a mixture of 1:1 PBS and AAV1-hSynGCaMP6s. pAAV-hSyn-DIO-hM4D(Gi)-mCherry was a gift from Bryan Roth (Krashes et al., 2011, Addgene plasmid # 44362).
In Utero Electroporation
For wide-field calcium imaging shown in Figure 1 , pyramidal neurons in layer 2/3 of the visual cortex were transfected with GCaMP6s (2 mg/ml) and DsRed (2 mg/ml) at E16.5 using in utero electroporation (Harvey et al., 2009) . Pregnant mice were anesthetized with isoflurane and a small incision (1.5-2 cm) was made in the abdominal wall. The uterine horns were carefully removed from the abdomen, and DNA was injected into the lateral ventricle of embryos using a sharp glass electrode. Voltage pulses (five square wave pulses, 30 V, 50-ms duration, 950-ms interval, custom-built electroporator) were delivered across the brain with tweezer electrodes covered in conductive gel. Embryos were rinsed with warm saline solution and returned to the abdomen, after which time the muscle and skin were sutured.
Calcium indicator application
The calcium-sensitive dye Oregon Green 488 BAPTA-1 AM (OGB-1, Invitrogen) was dissolved in (150 mM NaCl, 2.5 mM KCl, and 10 mM HEPES) to yield a final concentration of 1 mM. The dye was then pressure-ejected at 10-12 psi for 12-13 min with a micropipette (3-5 MΩ) attached to a picospritzer (Toohey). As OGB-1AM has a linear relationship between fluorescence and the number of action potentials fired in both pyramidal cells and PV cells, the most common GABAergic interneuron (Hofer et al., 2011; Kerlin et al., 2010) , we used calcium amplitude as an approximation of cell firing.
DREADD activation
Animals expressing the above virus were first imaged at baseline. The fast DREADD agonist clozapine was then injected subcutaneously at 0.5 mg/kg. We expected to see effects in a relatively narrow time window and therefore restricted our analyses to 30 minutes postinjection.
Image acquisition
In vivo calcium imaging was performed on either a Nikon (A1R-MP) with a 0.8/16x waterimmersion objective and a Ti:Sapphire laser (Chameleon II, Coherent) or a Movable Objective Microscope (Sutter Instruments) with a Ti:Sapphire laser (MaiTai HP, Spectra Physics) and a 0.8/40x water-immersion objective (Olympus) using Nikon or ScanImage software (Pologruto et al., 2003) . We recorded the movement signal of the scan mirrors to synchronize calcium imaging and electrophysiology. Pixel size was 300 nm and images of 330 by 330 μm were recorded at 5-10 Hz.
Epifluorescence was recorded using custom-built LabVIEW software (National Instruments) using a digital CCD camera (QImaging), a 0.16/4x (Olympus) objective and a xenon-arc lamp (Sutter Instrument Company).
In vivo whole-cell and extracellular electrophysiology Membrane potential was recorded in current clamp at 10 kHz and filtered at 3 kHz (Multiclamp 700b; Molecular Devices). For current clamp recordings electrodes (4.5-6 MΩ) were filled with intracellular solution (105 mM K gluconate, 10 mM HEPES, 30 mM KCl, 10 mM phosphocreatine, 4 mM MgATP, and 0.3 mM GTP; Golshani et al., 2009) . 10 µM Alexa 594 hydrazide (Invitrogen) was added to allow targeted whole-cell recordings. The mean network participation of these events based on calcium imaging was 45% (L-events) and 94% (H-events).
The patched cells participated (fired at least 1 action potential) in 70% of L-events and 100% of H-events. Taking a threshold of three action potentials or more gives participation rates similar to the calcium imaging (41% and 94%), implying that we can pick up cells that fire three action potentials or more. No correction was made for the liquid junction potential.
Synaptic currents were recorded in voltage clamp at 10 kHz and filtered at 3 kHz (Multiclamp 700b; Molecular Devices). For voltage clamp recordings, electrodes were filled with intracellular solution (120 mM CsMeSO 3 , 8 mM NaCl, 15 mM CsCl 2 , 10 mM TEA-Cl, 10 mM HEPES, 5 mM QX-314, 4 mM MgATP, 0.3 mM Na-GTP, Kwon et al., 2012) .
Raw unfiltered local field potentials (LFP) were measured with a glass pipette with resistance (< 4 MΩ). The serial resistance was monitored during the recording and recordings made with a resistance higher than 12 MΩ were excluded from the data.
Image processing
Two-photon image processing: To remove drift and movement artifacts from each recording, we performed image alignment using NoRMCorre (Pnevmatikakis and Giovannucci, 2017) . Each recording was aligned to the first recording in the series to remove any movements between recording sessions. Delta F stacks were made using the average fluorescence per pixel as baseline. ROIs were hand-drawn using ImageJ (NIH). Automated transient detection and further data processing was performed using custom-made Matlab software (MathWorks).
Epifluorescence image processing: Delta F stacks were made using the average fluorescence per pixel as baseline. V1 was identified based on activity coordinates and shape after this method of identification was confirmed through immunohistochemistry for vGluT2.
Data analysis and statistics
Electrophysiology measurements were aligned to images using custom-built Matlab software.
The LFP was bandpass-filtered offline, (3-100 Hz, 10th order Buttersworth filter). The frequency components were analyzed with the open source MATLAB library Chronux (Bokil et al., 2010) .
Hierarchical clustering, silhouette analysis, receiver-operation characteristic curves and random forest classification were analyzed in Matlab. One animal was excluded from random forest classification due to insufficient inhibitory events to allow for good out-of-bag measurements. As described in Montijn et al., (2016) , we used Ward's method (Ward, 1963) hierarchical clustering to construct dendrograms of all events. Clustering was based on the number of action potentials fired and duration (Fig 1F) or the amplitude and activated area (when performed on wide-field data). Hierarchical clustering was performed within each animal. Silhouette curves were made based on the dendrogram (Rousseeuw, 1987) , where a single datapoint in a cluster was given a silhouette value of 0. The optimal number of clusters was taken as the overall maximum.
In all but one statistical test, we used paired measurements from each animal and therefore performed paired two-tailed paired t-tests. When DREADD-expressing and non-DREADD expressing animals were compared, a two-sample two-tailed t-test was used. A Bonferroni correction for multiple comparisons was used where more than one test was performed.
When the distribution of inter-spike intervals was compared between L-and H-events in Fig   1D , a two-sample Kolmogorov-Smirnov test was used. Pairwise correlation between cell calcium activity ( Figure 5 ) was calculated using Spearman's rank-order correlation on the entire trace after delta F calculation.
In vitro whole-cell patch-clamp recordings Acute 300 µm coronal slices of the visual cortex were dissected. Pups were sacrificed by decapitation and their brains were immersed in ice-cold cutting solution (in mM): 2.5 KCl, 1.25 NaH 2 PO 4 , 26 NaHCO 3 , 20 Glucose, 215 Sucrose, 1 CaCl 2 , 7 MgCl 2 (Sigma), pH 7.3-7.4, bubbled with 95%/5% O 2 /CO 2 . Slices were obtained with a vibratome (VT1200 S, Leica) and subsequently incubated at 34°C in artificial cerebrospinal fluid (ACSF, in mM): 125 NaCl, 3.5 KCl, 1.25 NaH 2 PO 4 , 26 NaHCO 3 , 20 Glucose, 2 CaCl 2 , 1 MgCl2 (Sigma), pH 7.3-7.4. After 45 minutes, slices were transferred to the electrophysiology setup, kept at room temperature and bubbled with 95%/5% O 2 /CO 2 . For patch recordings, slices were transferred to a recording chamber and perfused (3 ml/min) with ACSF solution bubbled with 95%/5% O 2 /CO 2 at 34°C. Layer 2/3 SST + or SST -cells were identified using an fluorescence/IR-DIC video microscope (Olympus BX51WI). SST + interneurons were identified by the mCherrry protein fluorescence from mice injected with pAAV-hSyn-DIO-hM4D(Gi)-mCherry. Current-clamp recordings were made with a MultiClamp 700B amplifier (Molecular Devices), filtered with a low pass Bessel filter at 10 kHz and digitized at 20-50 kHz (Digidata 1440A, Molecular Devices). Series resistance was assessed during recordings and neurons showing a series resistance > 30 MΩ or change > 30% were discarded. Digitized data were analyzed offline using Clampfit 10 (Molecular Devices) and Igor (WaveMetrics).
Electrodes were filled with an intracellular solution containing (in mM): 122 KGluconate, 10
Hepes, 13 KCl, 10 phosphocreatine disodium salt hydrate, 4 ATP magnesium salt, 0.3 GTP sodium salt hydrate (Sigma), pH 7.3. Clozapine 10 µM (Tocris) was bath applied.
After breaking the seal, variable current injection was applied to keep cells at -60 mV. To test the excitability of the cells, current injection from -80 pA to 160 pA was applied in 10 pA increments.
Analysis of in vitro electrophysiological experiments
Input-output curves were generated by calculating the cell firing rate at each current injection step in control and clozapine conditions.
