Abstract-This paper derives some sufficient conditions for asymptotic stability of neural networks with constant or time-varying delays. The Lyapunov-Krasovskii stability theory for functional differential equations and the linear matrix inequality (LMI) approach are employed to investigate the problem. It shows how some well-known results can be refined and generalized in a straightforward manner. For the case of constant time delays, the stability criteria are delay-independent; for the case of time-varying delays, the stability criteria are delay-dependent. The results obtained in this paper are less conservative than the ones reported so far in the literature and provides one more set of criteria for determining the stability of delayed neural networks.
I. INTRODUCTION
In recent years, there exists an extensive literature on various aspects of different neural networks with or without time delays, such as the Hopfield neural networks, cellular neural networks, and bidirectional associative memory neural networks, etc. For more details of the literature related to models of neural networks, the reader is referred to [1] - [22] and the references cited therein.
Usually, the equilibria of a neural network are referred to as memories associated with the external stimuli. In neural networks of associative memories, the locally stable equilibria store information and form distributed memory structures. The dynamical characteristics of neural networks mainly concern with two aspects: 1) the convergence to equilibria of orbits, so as to ensure the recall and fast response capability of the memories; and 2) the number of equilibria, including their local basins of attraction, for the storage capability of the networks models.
During the last two decades, neural networks have been studied intensively and have been successfully applied to optimization problems [2] , [4] . In order to solve problems in the fields of optimization, pattern recognition, and signal processing, etc., neural networks have to be designed such that there is only one equilibrium point and this equilibrium point is globally asymptotically stable, thereby avoiding the risk of having spurious equilibria and being trapped at a local minima [3] - [10] , [12] - [22] . Thus, it is of importance to study the global asymptotic stability of dynamical neural networks. In the cases of global asymptotical stability, there is no need to specify the initial conditions of the network since all trajectories starting from anywhere will eventually settle down at the same unique equilibrium.
In biological and artificial neural networks, time delays arise in the processing of information storage and transmission. For example, in the electronic implementation of analog neural networks, time delays occur in the communication and response of neurons, owing to the fi-nite switching speed of amplifiers. It is known that they can influence the stability of the entire network by creating oscillatory or unstable phenomena [11] .
Marcus and Westervelt [7] studied the linear stability of Hopfield neural networks with time delays and with a symmetric interconnection matrix. By using the Lyapunov functionals, Gopalsamy and He [8] derived some sufficient conditions for Hopfield networks with time delays, without requiring the symmetry of the interconnection matrix. Driessche and Zou [9] investigated the global attractivity of delayed Hopfield networks, by employing two different approaches, obtaining some stability criteria independent of the time delays. Liao and Yu [12] extended the model of delayed Hopfield neural networks to interval dynamical systems with time delays, and then derived some robust stability criteria for these systems. Arik and Tavsanoglu [16] studied the global stability of cellular neural networks with bounded and nonmonotonic activation functions, and Sanchez and Peres studied the input-to-state stability of dynamic neural networks [22] . Arik [15] studied the asymptotic stability of delayed neural networks with bounded and nonmonotonic activation functions, where several sufficient conditions were also obtained. Joy [19] studied a system of retarded functional differential equations, which generalizes both the Hopfield neural network model and the hybrid network models of the cellular networks type, where some sufficient conditions for the global asymptotic stability of such systems were obtained, and these results were finer than all previously known conditions for the hybrid models. Moreover, Liao, et al. [14] investigated the global asymptotic stability of cellular neural networks with constant or time-varying delays, where some sufficient conditions were derived.
However, we have noticed that, although some sufficient conditions obtained in the above literature [7] - [10] , [12] - [22] have explicit expressions and, therefore, are convenient to verify in practice, most of them have the disadvantage of neglecting the sign of entries in the interconnection matrix, which illustrates the differences between excitatory and inhibitory effects. In general, these existing results are overly restrictive and conservative.
To the best of our knowledge, there does not seem to have many stability criteria given on the basis of linear matrix inequality (LMI) for neural networks with time delays. This paper is concerned with the problems of delay-independent asymptotic stability analysis for a class of neural networks with time delays, and to develop some efficient methods for asymptotical stability analysis from the LMI approach that does not depend on the size of the time-delay. In contrast to the existing results on delay-independent asymptotical stability, such as those given in [7] - [10] , [12] - [22] , our LMI approach has the advantage that it can be solved numerically and very effectively using for instance the interior-point method [23] , [24] . More importantly, it takes into account the differences between the neuronal excitatory and the inhibitory effects. This paper is organized as follows. Some preliminaries and lemmas are first given in Section II. Based on the Lyapunov-Krasovskii stability theory and the LMI approach, some asymptotic stability criteria for neural networks with constant time delays are given in Section III. In Section IV, some asymptotic stability criteria for neural networks with time-varying delays are derived. Finally, some conclusions are provided in Section V.
II. PRELIMINARIES
For convenience in the LMI approach, we consider the following delayed neural network with n neurons: Recently, Morita [26] and Yoshizawa et al. [27] have shown that the absolute capacity of an associative memory network can be improved by replacing the usual sigmoid activation functions with some nonmonotonic activation functions. Therefore, it seems that nonmonotonic functions can be better candidates for neuron activation in designing and implementing an artificial neural network. In many electronic circuits, amplifiers that have neither monotonically increasing nor continuously differentiable input-output functions are frequently used (see, for instance, [4] , [9] , [12] - [22] ). Throughout this paper, therefore, we assume that each neuron activation function in This type of activation functions is clearly more general than the usual sigmoid activation functions, which have been used by many authors [4] , [9] , [12] - [22] in their stability analyzes.
In the following, we always shift the equilibrium point u 3 of system (2) to the origin. If we make a transformation x 3 = u 0 u 3 , then it is easy to transform system (2) into the following:
where x = [x1; x2; . . . ; xn] T is the state vector of the transformed system, with f(x) = [f 1 (x 1 ); f 2 (x 2 ); . . . ; f n (x n )] T and f j (x j ) = g j (x j + u 3 j ) 0 g j (u 3 j ), j = 1; 2; . . . ; n. Note that functions f j ( : ) here satisfy condition (H).
The following notations will be used throughout the paper: R denotes the set of real numbers, R + the set of nonnegative real numbers, R n the n-dimensional Euclidean space, and R n2m the set of all n2m real matrices. The notation X > 0 (respectively, X < 0) means that X is a symmetric and positive definite (respectively, negative definite) matrix. We use X T ; X 01 ; (X) to denote, respectively, the transpose of, the inverse of, and the eigenvalues of a square matrix X. Moreover, M(m) (X) stands for the operation of taking the maximum (minimum) eigenvalue of X. C n = C([0; 0]; R n ) denotes the Banach space of continuous vector-valued functions mapping the interval [0; 0] into R n with a topology of uniform convergence. The following norms will be used: k 1 k is either the Euclidean vector norm or the induced matrix 2-norm; kkc = sup 0t0 k(t)k is used for the norm of a function 2 C n; . Moreover, let C v n; = f 2 C n; : kk c < vg, where v is a positive real number. Next, we introduce some lemmas, which are needed in the proof of the main theorem.
Lemma 1 [25] 
where _ V is the derivative of V along the solutions of system (3), then system (3) is globally asymptotically stable.
Lemma 2 [22] : Given any real matrices Q 1 ; Q 2 ; Q 3 with appropriate dimensions such that 0 < Q 3 = Q T 3 , the following inequality holds: 
By simple rearrangement of (5), we immediately obtain (4). Lemma 3 [23] : The LMI
where Q(x) = Q(x) T ; R(x) = R(x) T , and S(x) depend affinely on
x, is equivalent to
III. ASYMPTOTIC STABILITY FOR NEURAL NETWORKS WITH CONSTANT TIME DELAYS
In this section, we consider the asymptotic stability for system (3) with constant time delays. Our approach is based on the Lyapunov-Krasovskii stability theory and the linear matrix inequality technique, which differs from the approaches suggested in [7] - [22] . Some elegant results on asymptotic stability criteria for system (3) are derived. These conditions can be easily verified, and can be solved very efficiently using the interior-point method [23] , [24] .
The first main result is the following. 
where is a weighting factor. For q > 1, it is easy to verify that
The derivative of the Lyapunov-Krasovskii functional along the solution of system (3) is
Let Q1 = W0f(x(t)), Q2 = P x(t). By Lemma 2, we have f T (x(t))W T 0 P x(t) + x T (t)PW0f(x(t))
3 P x(t): (10) Meanwhile, we note that the following equality holds:
Since the first term of the right-hand side of the above equation is negative semi-definite, we have
By substituting inequalities (11) and (10) into (9), we obtain _ V (t) 0x T (t)(AP + P A)x(t)
+ 01 x T (t)Px(t) + x T (t)PQ + 01 P 0 (AP + P A) + P Q 01 3 P )x(t)
x T (t)x(t) < 0:
By Lemma 1, we immediately obtain the result of this theorem.
Based on Theorem 1, we can determine upper bounds for and i such that the time delay system (3) is asymptotically stable if the following optimization problem can be solved:
Op1: max subject to P > 0; Q > 0, and condition (6b).
This is a quasiconvex optimization problem and can be solved using the LMI Toolbox. This means that system (3) will be asymptotically stable if where is the maximized value of in Op1.
In the case that is known a priori, we can determine the upper bound of I by solving the following optimization problem:
Op2: max 1in i subject to P > 0; Q > 0, and condition (6b). This is also a quasiconvex optimization problem. In other words, system (3) will be asymptotically stable if i i where i is the maximum value of i in Op2. It is easy to obtain max = 1. It is easy to obtain max = p 2=2.
Generally speaking, the sufficient asymptotic stability criteria (6) include some free tuning scalar and matrix parameters. Therefore, this formulation has some attractive features [23] , [24] . However, a major concern in the study of stability for delayed system (3) is to establish as less conservative as possible stability conditions and, at the same time, to best reduce the number of tuning parameters. In the above, if Q3 = P , then the delay-independent asymptotical stability criteria involve only one tuning parameter (matrix P > 0) and so has improved and simplified the criteria (6) in Theorem 1, which has more than one tuning parameter matrices. Hence, we have the following result.
Corollary 1: The origin of system (3) Remark 1: In [15] , the author considered the pure-delay model, i.e., with W0 = 0. Similar to the discussion given on Theorem 1, if we replace W T 1 P W 1 with D 02 and = 1, then we can easily obtain the result given in [15] . Hence, the conditions in Theorem 1 here are less conservative than those derived in [15] .
By constructing another Lyapunov-Krasovskii functional, we can obtain the following result:
Theorem 2: The origin of system (3) (16) where P T = P > 0, d i > 0, i = 1; 2; . . . ; n; > 0.
We define the following function G(x):
. . . ; n :
The following additional properties hold:
Clearly; G(0) = 0; G(x) = G(jxj); for x 2 R + G(r) > 0; r > 0; G(r) ! +1; r ! +1
and we have
Therefore, we have achieved our lower bound by a positive, radially unbound function.
It is easy to verify that
q > 1:
The derivative of this functional along the solution of system (3) is
It follows from Lemma 2 that
Thus, substituting (19) into (18) gives 
This completes the proof of Theorem.
Remark 2:
If we replace W T 1 P W1 with I (the identity matrix) and = 1 in (16), then it is easy to obtain the results derived in [20] .
Hence, the results of Theorem 2 obtained here are more general than those derived in [20] .
If A = I, by Theorem 2, we obtain the following.
Corollary 4:
The origin of system (3) 
Corollary 5:
The origin of system (3) If (W 0 + W T 0 + I) is a negative definite matrix, then it is easy to obtain kW1k p 1 + . In fact, this result is similar to that given in [21] . However, we note that the result of (22) here is less conservative than that of [21] , because we do not require the matrix (W 0 +W T 0 +I) be negative definite. Remark 4: Theorems 1 and 2 provide delay-independent conditions for the asymptotical stability of delayed neural networks. These conditions are given in terms of the solvability of some LMI's. This is in contrast with the existing delay-independent stability results derived in [7] - [10] as well as in [12] - [22] , where conditions are given in terms of the solutions of some nonlinear algebraic inequalities. A common feature of the methods used in [7] - [10] , [12] - [22] is that they all involve the tuning of some scalar parameters. However, to the best of our knowledge, no systematic tuning procedure for such a scalar is available in the literature. This makes the use of these methods somehow difficult, especially when one wants to find the largest possible bound for the turning parameter to ensure the asymptotical stability. It is important to emphasize that in the methods of [7] - [10] , [12] - [22] , the nonlinear algebraic inequalities do not depend on the size of the time-delay. It is thus not clear whether or not, and if so, how, these methods can be reformulated into the LMI setting. In other words, our approach suggested in this paper is different from those existing ones.
IV. ASYMPTOTICAL STABILITY FOR NEURAL NETWORKS WITH TIME-VARYING DELAYS
By extending the model further, we now consider the case where the delays in the system of neural networks are time-varying. More specifically, we are now dealing with the following class of neural networks: _ x(t) = 0Ax(t) + W0f(x(t)) + W1f(x(t 0 (t)): (23) Here, we assume that is differentiable, nonnegative and bounded: 0 (t) , and f( : ) satisfies condition (H).
We have the following result. + P Q 01 3 P + 01 (1 0 0 (t)) 01 P (24) is negative definite, namely, as shown in the equation at the bottom of the page, then, system (23) is globally asymptotically stable.
Proof: Consider the following Lyapunov-Krasovskii functional:
f T (x(s))W T 1 P W 1 f(x(s)) ds (25) where P T = P > 0 and > 0. It is easy to verify that
The derivative this functional, along solution of system (23), is
We note that the following equality holds:
Since the first term of the right-hand of the above equation is negative semi-definite, we have f T (x(t 0 (t)))W T 1 P x(t) + x T (t)PW 1 f(x(t 0 (t))) 0 (1 0 0 (t))f T (x(t 0 (t)))W T 1 P W 1 f(x(t 0 (t)) 01 (1 0 0 (t)) 01 x T (t)Px(t): This completes the proof of the theorem.
In the above theorem, if Q3 = P , then we have:
Corollary 7: Suppose that in system (23), satisfies 0 (t) < 1. 
where P T = P > 0, di > 0, i = 1; 2; . . . ; n; > 0. It is easy to obtain the similar result of inequality (17) . Moreover, the derivative of this functional along the solution of system (23) is
By Lemma 2, we obtain
(1 0 0 (t)) 1=2 W 1 f(x(t 0 (t)) (1 0 0 (t))f T (x(t 0 (t))W T 1 P W 1 f(x(t 0 (t)) + 01 (1 0 0 (t)) 01 f T (x(t))DP 01 Df(x(t)): V. CONCLUSIONS
The problems of asymptotical stability analysis for neural networks with constant or time-varying delays have been discussed. Some asymptotical stability criteria, which are independent of the size of the time delays, have been derived, by means of Lyapunov-Krasovskii functionals and LMI's. It has been shown that the new results impose weaker conditions for the asymptotical stability and are less conservative as compared to those reported in the current literature [7] - [10] , [12] - [22] . The new results obtained here also allow us to use a larger class of activation functions, including the usual sigmoid function and piecewise linear functions.
For nonconstant delays, they are required to be differentiable and bounded functions of time in this paper. Most existing delay-independent techniques for asymptotical stability analysis are based on the solution of some nonlinear algebraic inequalities, which is known to be numerically ineffective. However, the LMI approach developed in this paper takes into account the differences between neuronal excitatory and inhibitory effects. Therefore, it has many tuning parameters so that the given stability criteria are easy to solve. Moreover, these new criteria are finer and more general than most existing ones. As a result, the LMI approach is computationally more flexible and more efficient.
