, who originally coined the name "multipactor." Today, multipactor is considered as a dangerous collateral effect in highpower vacuum applications, which must be avoided.
The phenomenon occurs when initial free electrons (primary) are accelerated by the RF fields, and impact against the device walls with enough energy to extract more electrons (secondary) from the surface. If the resulting electronic bunch enters in resonance with the field, this process repeats itself until the electron density reaches a certain level to produce noticeable disturbance of the signal, such as distortion, additive noise, or reflection, and ultimately produces a destructive discharge that can even damage the device. In operation, primary electrons come from different sources such as field emission or electron cascades produced by cosmic rays [5] . In the laboratory, in order to induce the discharge for multipaction testing purposes, different electron seeding techniques are available, such as radioactive sources, controlled electron beams, or photoelectric effect [6] . Multipactor may appear in many types of components, such as passive or active high-power devices in guided or microstrip technologies and antennas. Thus, it affects different industry sectors such as satellite communications [7] or particle accelerators [8] .
The biggest effort of the multipactor research lines is devoted to the study and characterization of the phenomenon in order to predict under which conditions it will appear, and thus design multipactor-free components. Traditionally, multipactor has been studied for single-carrier signals. The single-carrier prediction techniques are usually based on the multipactor theory, for which there are abundant references (see, e.g., [1] [2] [3] ), and 2-D or 3-D numerical particle-in-cell (PIC) codes [9]- [12] , which combine electromagnetic (EM) solvers and electron trackers. Given some input parameters, such as the frequency of operation, device dimensions, and material secondary emission yield (SEY) properties, these single-carrier prediction methods provide the threshold for the multipactor breakdown power. The predicted thresholds are used by the industry to design and assess the margins of operated power in the device to be multipactor free.
Nevertheless, realistic satellite communication systems combine more than one channel in a single output, what is called a multicarrier signal. The multicarrier signal combines the transmission power of the individual channels. Its amplitude is time varying and depends on the relative amplitudes and phases of the channel carriers. Therefore, in the multicarrier path of the spacecraft (after multiplexing the channels), extremely high peak power levels may be attained, thus increasing the risk of a multipactor discharge [13] , [14] .
By the time of speaking, the theory for multipactor and multicarrier signals is rather scarce. To the authors' knowledge, the only existing full theory for multicarrier operation is provided in [15] . Numerical solvers capable of handling multicarrier signals exist as well [10] , [16] , [17] . However, in the multicarrier case there are many more parameters involved in the multipactor discharge than for the single-carrier case, which include the carrier frequency spacing, the relative phases among the carriers, and the amplitude (or power) per carrier. Therefore, the current multipactor theory and numerical software tools for multicarrier signals are able to determine if there is multipactor discharge for a fixed configuration. However, they do not provide the worst case, which is the combination of all the variables of the problem that produces a multipactor discharge with the minimum power per carrier. Thus, the current multicarrier theory/software tools do not predict the lowest multipactor breakdown level.
The design rules that are currently being applied by the space industry are based on simplifications that allow applying the single-carrier predictions to the multicarrier case. The most restrictive one is , being the number of carriers, which takes the peak power of the multicarrier signal as the continuous wave (CW) power of an equivalent single-carrier signal. The multipactor breakdown is then equal to per carrier, where is the single-carrier breakdown that can be calculated with single-carrier predictors [6] . This design rule is known to be very conservative and typically gives much lower breakdown power predictions than measured ones. This imposes unnecessary constraints on the design, and usually forces to carry out cumbersome test campaigns to validate the components.
The first attempt for trying to reduce the margins is the 20-gap-crossing rule (20GCR) [6], [18] , which establishes a more relaxed criterion of multipactor. It can only appear when the multicarrier signal envelope is above the single-carrier threshold for a time such that an electron crosses the gap 20 times. In other words, the 20GCR rule allows the multicarrier signal to be above the threshold for a short time, assuming that the electron buildup will not be enough to produce a discharge. Equivalently, the above rule would be the zero-gap-crossing rule, i.e., it does not allow any electron crossing (impact) above the threshold. With respect to the rule, the 20GCR predicts higher multipactor thresholds and reduces the design constraints.
However, the 20GCR rule is based only on the study of numerical simulations and measurements, and does not have a solid physical basis. The question that naturally arises is why 20 and not another value, and why 20 should be a universal value valid for all kind of signals and devices. This uncertainty on the prediction rule implies large safety margins that are imposed to the predicted values [6] . As a consequence, the 20GCR, although being more relaxed than the rule, still yields very conservative predictions in most cases.
This work proposes a novel quasi-stationary (QS) prediction technique for multipactor in multicarrier signals, with the aim of giving more accurate predictions in order to reduce the safety margins, avoid unnecessary design constraints, and reduce the test campaigns as much as possible. Even if a full multicarrier theory is already available [15] , the new technique presented in this paper is still based on the single-carrier theory, following a similar approach as the previous ones. However, it takes more sophisticated simplifications on the multicarrier signal and employs a new electron growth model (presented in Section III). By applying the single-carrier theory, the number of parameters of the problem reduces significantly and allows for more simple and intuitive solutions.
The QS prediction method is based on the nonstationary theory for single-carrier signals [19] , which belongs to the family of statistical theories that introduce the randomness of electron emission velocity and angle. In spite of their complexity, the statistical theories have the advantage of matching better the experimental results [19] , [20] . Among the statistical theories, the nonstationary one is able to model both the electron growth and absorption, above and below the multipactor threshold, and it considers both single-and double-surface interactions. In addition, it gives analytical expressions for the instantaneous SEY and multipactor order. Therefore, the nonstationary theory becomes the most suitable one for multipactor prediction with multicarrier signals.
Within this work, a number of samples in waveguide technology has been manufactured and tested in order to assess the prediction accuracy of the new QS tool and the current 20GCR. In Section II, some background on multipactor is given, including a review of the 20GCR. The QS model is presented in Section III. Section IV gives some details on the manufactured samples and the test setup. The predictions and experimental results are presented in Section VI. Finally, Section VII offers some conclusions.
II. BACKGROUND

A. Multipactor in Multicarrier Signal
A multicarrier signal , composed of carriers with amplitudes , angular frequencies , and phases , has the form (1) According to [15] , the expression above can be alternatively expressed as a modulated signal with envelope (2) The envelope is periodic, and its period can be computed by finding the greatest common divisor (gcd) of the differences between the signal frequencies and the lowest one
For a multicarrier signal with a specific set of frequencies, its envelope will have a fixed period, but its shape will vary in accordance with the choice of the phase and amplitude of each carrier. The shape may be seen as a set of periodic lobes. In general, the height of such lobes is related to its width in such a way that the higher the envelope is, the narrower the lobes are. Theoretically, for equal amplitude, , the multicarrier signal envelope is comprised between two limit values, corresponding to the in-phase scheme (all carriers have the same relative phase), and for a totally uncorrelated phase scheme (where the lobes spread and overlap to form a flatter envelope). There are different boundary models that relate the height and the width of the envelope, such as Wolk et al. [21] or Angevain et al. [22] boundary functions. These provide the voltage factor , which relates the boundary level and the level per carrier, for each envelope width, (4) Fig. 1 shows an example for different phase schemes for a signal with and with a uniform frequency spacing MHz . As is explained in [15] , the instantaneous frequency is also periodic with the same period of the envelope and with an oscillating value around the mean frequency of all carriers. Therefore, the frequency of the multicarrier signal can be approximated as a constant value equal to the mean frequency of all carriers, i.e., . The study of the multipactor phenomenon in multicarrier signals is rather more complicated than for the single-carrier case. Conceptually, the process can be described as follows. When the multicarrier signal envelope, , surpasses a certain level, the electrons are accelerated with enough energy to initiate a multipactor discharge, and thus, the electron population increases. The value of such a threshold is not well known. However, there are evidences that indicate that it must be close to the breakdown threshold in the single-carrier case, , for a frequency equal to the mean frequency of all carriers, , as [19] suggests. On the other hand, when is below , the electrons impact on the device walls with low energies, implying a SEY below 1, and the electrons being therefore absorbed.
The intervals in which is above are called "on" intervals, and those where it is below are known as "off" intervals [23] . Since the envelope is periodic, "on" and "off" intervals are alternated indefinitely in time. Hence, there will be a multipactor discharge in two cases. Either the "on" interval is long enough to make the electron population grow to a detectable level in the first period of the envelope, which is called a single-event discharge, or the electron growth during the "on" Fig. 2 . Example of electron growth in a long-term multipactor discharge extracted from [15] , corresponding to a carrier signal with equal amplitudes, zero phase (in-phase), and a uniform frequency spacing MHz. Shaded areas correspond to "on" intervals. The single-carrier threshold, is marked with a horizontal dotted line.
interval is higher than the electron absorption during the "off" interval. This makes the electron population grow slowly, period after period, culminating in a long-term multipactor discharge [23] , [24] . Fig. 2 shows an example of a long-term multipactor discharge with an in-phase multicarrier signal, extracted from [15] . The long-term discharge buildup is typically in the range of few nanoseconds and the multipactor discharges are, in general, not self-sustained. Therefore, in practice, both kinds of discharges are indistinguishable in the laboratory. Nevertheless, each of them have different implications for the multipactor breakdown level. Long-term discharges are thought to be more restrictive than single-event ones [16] , [24] .
There are infinite combinations of amplitude and phases that lead to a multipactor discharge. Assuming that all carriers have equal amplitude, the worst case is defined as the combination of phases that causes a multipactor discharge with the minimum amplitude (or power) per carrier. This worst case must be the goal of any multipactor prediction method for multicarrier signals.
B. 20GCR
The 20GCR is very simple. It simplifies the multicarrier envelope as a pulsed signal, which can only be above ("on") or below ("off") the single-carrier threshold . As its own name indicates, it establishes that there will be a multipactor discharge when the "on" interval is long enough to ensure at least 20 electron impacts [6] . In order to provide a larger margin, the 20GCR takes the lowest frequency of the train of carriers, (instead of ), as the reference frequency for the calculation of the single-carrier breakdown threshold. For a multipactor discharge of order (the order of the multipactor discharge sets the number of cycles between consecutive impacts for a single electron), the "on" time is (5) The rule does not give any value for the worst case phases or RF breakdown power. It just gives the length of the "on" interval. In order to find such a combination of phases and power, it is necessary to conform the envelope to the desired shape through numerical optimizers, such as simulated annealing [25] or genetic algorithms [26] , which search the right combination of phase and amplitude for each carrier ensuring . Another possibility is to use boundary functions for the envelope amplitude such as [21] , [22] , which only estimates the breakdown power.
The main advantage of this rule, i.e., its simplicity, is at the same time its main drawback. It is an empirical rule and it is not clear why the criterion that leads to a number of 20 gap crossings is applicable to all situations. This is, it neither takes into account how high the envelope with respect to the singlecarrier threshold is, nor the dependence of the multipactor order with voltage, or the kind of material in terms of the SEY curve.
For amplitudes close to the breakdown level, the higher the envelope amplitude, the higher the impact energy is, and thus, the higher the SEY [19] . Therefore, it seems logical that for higher amplitudes, the number of necessary impacts to cause a detectable discharge gets lower. For instance, for an amplitude equal to the single carrier threshold, the SEY is nearly 1, which implies no electron growth (and no discharge) at all, no matter how many electron impacts occur.
On the other hand, it also seems logical that the number of gap crossings to create a discharge is different for materials with different SEY curves. For example, it would be expectable that the number of gap crossings for gold would be higher than for aluminium since gold is known to typically have a much lower SEY [6] .
Furthermore, the 20GCR only takes into account single-event discharges and completely disregards long-term discharges.
C. Parallel-Plate Geometry
Although theories for more sophisticated geometries are available in the literature, the parallel-plate geometry is the simplest and most representative case for all of them, and will be used for the present analysis.
The parallel-plate model assumes a homogeneous RF electric field between the plates, which allows for equivalent voltage definition, but in real microwave applications, the circuit and signal specifications are given in terms of signal power, the fields along the structure varying strongly depending on the particular geometry of the device. In order to translate between both definitions, one may isolate the critical part of the circuit in which multipactor is expected to occur and compute the voltage at , , by means of network theory (for simple structures) or by numerical integration of the electric field along the gap employing full-wave field solvers such as [10], [12] , and [27] . Therefore, the voltage at the gap , given an input power , is given by (6) Of course, this is an approximation that assumes that the electric field is homogeneous along the gap, which does not occur for most practical situations. However, this is the worst case and it is still a valid and commonly used approximation for a wide range of waveguide and coaxial structures [6], [9] , [18] , [28] .
III. QS MODEL PREDICTION
The QS model follows a completely different approach than the 20GCR. It does not simplify the multicarrier envelope as a pulsed signal, but models the electron growth considering its real time-varying shape . The worst case is computed searching the envelope that triggers the multipactor discharge with the lowest breakdown power per carrier among all possible shapes. Therefore, the QS model does not employ the concept of "gap-crossings" any more since it uses a more general and powerful definition of the envelope.
Moreover, the QS model is based on the single carrier nonstationary theory [19] . Therefore, contrarily to the classical multipactor theory, the QS model considers random electron emission velocity and nonresonant electron trajectories. Hence, the electrons follow different paths and impact at different times, with different energies. This scenario is valid for voltages above and below the multipactor threshold, which implies electron growth and absorption, respectively. The solutions given by this theory considerably depend on the secondary emission velocity distribution. In this work, a Maxwellian energy distribution with a spread of 3 eV has been used as in [19] .
A. Theory
For any arbitrary multicarrier signal, the electron growth can be approximated by [23] (7) where and are the average impact rate and average SEY from to defined as (8) and (9) respectively. Here, and are the instantaneous values of the multipactor order and the SEY of discharge of time-varying amplitude at time . The approximation given by (7) is valid in the limit of small , i.e., . By reordering some terms and setting the limit , it is possible to express (7) in a differential equation form as (10)
In order to solve (10), one needs to know and , for which there is not analytical direct expression, and can be obtained only by solving a system of Volterra integral equations for the multicarrier case, as shown in [15] .
At this point, the QS model assumes that the multicarrier envelope, , varies slowly enough to consider that, at a certain time , the multicarrier discharge is equivalent to a single-carrier one with operation frequency and fixed amplitude . This allows for using the single-carrier theory, considerably reducing the number of parameters of the problem. A reasonable limit for the validity of this assumption can be given by , where is the nominal multipactor order at breakdown level and is the maximum frequency component of the envelope spectrum, whose inverse sets the minimum variation period. The above limit imposes that at least a number of RF cycles (equivalent to two electron impacts) are contained in such a period.
The QS assumption allows the following approximations. First, according to [19] , the instantaneous SEY of a single-carrier discharge is stable in time for every amplitude, , with a value of . Therefore, can be approximated by
On the other hand, the value of the instantaneous multipactor order of a single-carrier discharge is stable for voltages above the breakdown level, but not for voltages below breakdown since the multipactor order diverges, increasing indefinitely in time [19] . Since an analytical expression is necessary to derive the rest of the theory, in this work we propose a simple parabolic shape approximation of the form (12) which provides a reasonable resemblance with the observed behavior. The values of and can be obtained straightforwardly by numerical fitting of the curve for each value of . The term is the time elapsed since the beginning of a particular "off" interval. For an arbitrary multipactor envelope with "off" intervals where is the starting time, and is the ending time for each of them , is defined as (13) The expression given by (12) is also valid for the region above breakdown ("on" interval), setting . Fig. 3 shows an example of such fitting process. Figs. 4-6 show detailed maps of the , , and parameters, respectively, for ECSS silver [6] , and computed with the theory of [19] . By using the QS approximations (11), (12) and (13), (10) then becomes (14) Note that is a function of . The first-order ordinary differential equation given by (14) can be solved numerically with any standard method such as the Runge-Kutta method. Its solution provides the electron temporal evolution for a timevarying amplitude .
Finally, the criterion of multipactor is based on a long-term discharge where the electron multiplication , for an envelope of period , must be greater than unity (15) The QS model can compute for any arbitrary multicarrier envelope.
B. Procedure for Threshold Determination
A specific example has been chosen to illustrate the procedure for the threshold determination using the QS model. The example is based on a six-carrier signal centered at 3.82 GHz with a frequency spacing of MHz and a gap of mm. The SEY parameters of Vaughan's model [9] have been chosen as eV, eV, , and for the first cross-over energy, energy of maximum SEY, maximum SEY, and SEY for low electron impact energies, respectively. Fig. 7 shows a diagram with the workflow of this procedure.
For the specific mean frequency of the multicarrier signal and sample gap size of the problem, of operation is derived, for which the SEY, and curves, versus signal amplitude are obtained. These curves can be interpolated from precomputed single-carrier maps for the specific SEY parameters of the sample (such as those of Figs. 4-6) or can be ad hoc computed using the single-carrier nonstationary theory. Figs. 8 and 9 show the and curves for this example. See that above the breakdown level (located at 371 V).
With this input data, the QS model is able to approximate the electron growth for any phase distribution and amplitude of the signal carriers. For example, in Fig. 10 , the electron growth for a triangular phase scheme and three different values of the amplitude per carrier (equal for all carriers) is shown. These curves are computed with (14) and it is clear that there is electron accumulation , and therefore multipactor discharge, for V, no discharge for V. The breakdown limit is obtained for V. The QS prediction technique uses a global optimizer to search the combination of phases and amplitudes in order to minimize a goal function. Such a goal function must ensure that its minimum corresponds to the worst case. In this example, the goal function is (16) where equal amplitude of carriers, , has been assumed (this method would be also valid for unequal amplitudes). is given by (15) , and (17) defines a constraint on the solution, penalizing regions where there is no multipactor . No universal values can be provided for the weight , which can be tuned to speed up the optimizer or to improve the accuracy of the solution.
The solution of the optimizer (minimizing ) is already the worst case for this signal, consisting of the combination of phases that ensures a multipactor discharge for the lowest carrier amplitude. However, keep in mind that the QS model is able to compute other breakdown levels than the lowest one, for any phase and amplitude distribution. 
IV. TESTING
The objective of the test campaign is to provide meaningful data for different types of situations, such as different gap sizes, number of carriers, and carrier phasing, with the aim of demonstrating the correct behavior of the new prediction tool. In order to do so, specific hardware has been manufactured.
A. Frequency Plans and Tests
The frequency plan has been chosen to be in the -band. In order to use different frequency schemes, four different signals have been tested: six carriers and eight carriers with contiguous and noncontiguous schemes. A 15-channel -band manifold output multiplexer has been selected for this purpose. The frequency plan of this multiplexer is given in Table I .
Eight power amplifiers were available, providing an equivalent peak power level of about 19 000 W.
B. Sample Design
A total number of seven -band waveguide samples have been designed and manufactured with WR 75 interfaces (see Table II ).
The gaps of the samples have been selected in order to guarantee that the multipactor mode order is relatively low, and that no change of mode order will occur over the bandwidth of the sample.
The samples have been designed to be as simple as possible, and to avoid effects that may lead to a distortion of the results (e.g., no screws have been used for filter tuning and fringing field effects have been minimized).
Three different kinds of samples have been selected:
• Waveguide with reduced height and transformers on both ends (TF).
• Corrugated low-pass filter (LP).
• Narrowband bandpass filter with inductive irises and reduced height (BP). All samples have been built up in a two-shell configuration. The units are provided with silver-plated surfaces. Fig. 11 shows the structure and electric field distribution for one example of each of the three types of samples (other samples with different gap size are very similar). Fields have been computed with FEST3D [10].
C. Description of the Test Bed
The schematic of the test setup is shown in Fig. 12 . The tests have been performed at ambient temperature C . The chamber pressure was below 1 mPa before starting the multipactor tests.
For the multicarrier test signal generation, the power of 6-8 amplified channels have been combined with a multiplexer. For a steady multicarrier signal, the phase relation between the single channels has been monitored and adjusted by a phase control unit (computer-controlled unit).
Different techniques have been used to detect the occurrence of multipaction, i.e.: 1) input reflection nulling; 2) near band noise; 3) fast diode detector for near band noise; 4) third harmonic; and 5) fast diode detector for third harmonic.
An electron gun and a remote-controlled radioactive source have been used to provide a sufficient amount of free electrons to start the multipacting discharge.
A photograph of the vaccum chamber and the test setup for a -band sample is shown in Fig. 13 . 
D. SEY Measurements
In order to properly characterize the coating material and obtain good multipactor predictions, it was also necessary to measure the SEY of the different devices.
Since the dimensions of the devices were too large to fit inside the vacuum chamber of the SEY test, the measurements were done for silver-plated aluminium alloy samples of 50 20 1 mm, which were plated in the same bath used with each of the -band manufactured devices. The measured SEY parameters are given in Table III . The SEY measurement is done over a spot of only 2-mm diameter and two measurements have been done for each sample. The manufacturing and plating process is identical for all of them, but significant differences can be appreciated. This is probably due to inhomogeneities in the surface, which causes local SEY variations, thus implying a relative dependence of the results 
V. SIMULATION SOFTWARE
The 20GCR and QS prediction techniques described in Sections II-B and III, respectively, have been used to calcu-late the worst cases of the samples detailed in Section IV-B. The procedure for the threshold determination described in Section III-B has been followed. No extra margins have been applied to any of the prediction methods. The differential evolution algorithm [26] has been employed for the QS optimization and for the 20GCR signal phase conforming.
All the worst case signals, predicted by the QS method, have been simulated with FEST3D [10], a software for full-wave EM analysis and design of passive microwave circuits in waveguide technology, which also includes an RF high-power module for multipactor analysis under multicarrier operation.
VI. PREDICTIONS AND TEST RESULTS
A. Error Definition
In our case, the output of the prediction, for a certain multicarrier signal, is the couple consisting of phase distribution and power per carrier. The purpose of the prediction is to find the worst case, i.e., the combination of phases with the lowest breakdown power. We define the following.
• Local error: It is defined as the difference between the simulated breakdown power and the experimental one measured when applying the computed phase distribution. This error gives an idea of the accuracy of the predictor to correlate the carrier phases and the breakdown power.
• Global error: The global prediction error is defined as the difference between the simulated breakdown power and the lowest breakdown power of all the tests made with the available phase conditions. This error measures the capability of predicting the lowest breakdown power. A predictor that yields a low local error and a high global error means that it is good to predict the breakdown power of a particular phase distribution, but the optimization of the phases fails to find the lowest breakdown power.
A low global error and high local error means that the predictor apparently is able to find the lowest breakdown power, but the worst case phase distribution does not correspond to the predicted one. This may happen for some specific cases, but it is unlikely that such a predictor is able to find the lowest breakdown power in a general case.
Finally, a good predictor is one that keeps both errors low.
B. Phase Configurations
Three phase configurations have been used for each test, belonging to the following list.
• In phase (IP): All phases are set to zero.
• QS model (QS): The phases are optimized using the QS method of Section III-B.
• 20GCR (20 g ): The phases are optimized to comply with the 20GCR worst case phasing, following Section II-B. The IP phasing has been tested in all samples. In the case that any of the predictions (QS or 20GCR) were equal to the IP phasing, such phase configuration was changed to "free running" (FR) phases. In this situation, the local oscillators of the amplifiers are left unlocked to the common reference, and hence, their relative phases change randomly. According to the authors' experience, this kind of test usually yields the lowest breakdown power. Therefore, even if it does not give any information on the envelope or phases, it may be a good reference for computing the global error (see Section VI-B).
Sometimes, not only one, but both prediction methods, QS and 20GCR, yielded a solution similar to the IP case. In this case, the two phase configurations were changed to an FR condition and a nonoptimum QS (QSn) prediction, i.e., another phase configuration, which is not the worst case, but for which the QS model can compute a breakdown prediction. This is useful in order to check the QS model prediction local error. Table IV shows the predicted worst cases for the two different analytical methods. Labels "c" and "n" stand for contiguous and noncontiguous frequency schemes. Breakdown levels are given in power per carrier. For the 20GCR prediction, a phase optimization has been run to make the envelope match with the desired number of gap crossings. The QS method has been used in order to find the phases that ensures a multipactor discharge with the minimum input power (worst case). The QS method does not employ the number of gap crossings in the optimization procedure. It directly gives the phase distribution. However, the number of gap crossings has been also computed and included in order to compare with the 20GCR.
C. RF Breakdown Prediction and Measurements
The predicted breakdown power may be better seen in Fig. 15 , where the boundaries for the breakdown powers are also plotted according to the and rules, and , respectively, where is the number of carriers and is the single-carrier breakdown power determined by the Fig. 15 . Summary of breakdown threshold predictions and test results for -band samples. FEST3D simulations are labeled with the "Num" tag. Labels "c" and "n" stand for contiguous and noncontiguous frequency schemes. Breakdown levels are given in power per carrier. The minimum breakdown power of all tested phase configurations has been plotted with the label "Meas."
The maximum applied power for the cases where no multipactor has been observed has been also included with label "Meas ."
single-carrier nonstationary theory of [19] . FEST3D simulations are also included and labeled with the "Num" tag.
As it can be seen, the predicted breakdown power levels computed by the 20GCR are significantly lower (around 3 dB) than the QS method, which is closer to the power curve.
The number of gap crossings is shown in Fig. 16 . Whereas the number of gap crossings is obviously fixed to 20 for the 20GCR, the QS method yields a number of gap crossings that is different for each particular sample and signal having a great variation between cases. This is because each sample has a different SEY curve and work at a different product, and it is also expected that a different number of gap crossings is needed to produce a discharge.
The number of gap crossings predicted by the QS method start at a high value (100-200) for the 0.14-mm gap samples, and follow a decreasing trend as the gap increases, finishing below 20 for the largest gaps, i.e., for 0.64 and 1.31 mm.
Please note that a number of gap crossings of 100-200 for some of the results corresponding to the 0.14-mm gap samples, is not as excessive as it may appear. The frequency spacing yields a period of the envelope of 26.11 and 13.05 ns for the contiguous and noncontiguous channel frequency schemes, respectively. For a center frequency of around 12 GHz, this implies a number of cycles of 627 and 313, in one period of the envelope, for each of the two frequency schemes. Therefore, the 0.14-mm gap samples, working at a nominal multipactor order of , have a total of 627 and 313 gap crossings within a period of the envelope. In this case, a number of gap crossings of 100-200 implies only a of around a 16%-32% and 32%-64% of the total period , respectively, for the two frequency schemes. Contrarily, 20 gap crossings yield a of only 3%-6% of the total envelope (approximately), which does, in fact, seem unrealistically low.
On the other hand, the 0.64-and 1.31-mm gap samples work at a nominal multipactor order of 5 and 7, respectively. In this case, a number of gap crossings of ten, for instance, implies around a 8%-22% of the total envelope. Table V and Fig. 15 show the experimental results for some of the samples and frequency schemes of the project. Breakdown levels are given in power per carrier. Two measurements have been carried out for every phase condition. Numerical results computed with FEST3D (marked as F3 in the table) have been also included. There is missing data for some of the samples, either because they have not been tested yet or because no multipactor has been detected up to the maximum available power (around 300 W per channel) in the set up (marked as "ND" in the table). More testing is envisaged in the future in order to have more comparison data. In Fig. 15 , the minimum breakdown power of all tested phase configurations has been plotted with label "Meas" (corresponding to the definition of global error of Section VI-A). The maximum applied power for the cases where no multipactor has been observed has been also included with label "Meas ."
It is worth noting that the experimental results are much closer to the QS predictions and to the FEST3D calculations than to the 20GCR predictions. The latter are in all cases much lower than the experimental results (around 3 dB). As stated before, no extra margins have been applied to the predictions. This reveals that, in fact, the 20GCR seems to be very conservative, at least in the cases tested in this work.
Especially for large gaps, some FEST3D simulations yield a prediction above the theoretical rule bound. This, in principle, may seem unrealistic, but remember that both the and bounds are computed assuming parallel plates, which is indeed the worst case. In real structures, the effect of the nonhomogeneous fields, finite geometry, and high-order modes contribute to increase the breakdown power with respect to the parallel-plate approximation [29] . FEST3D takes into account all the previous effects, and that is the reason why some of the predictions for large gaps lie above the theoretical upper bound. In TABLE VI  AVERAGE PREDICTION ERROR FOR THE PREDICTION  METHODS ON THE  -BAND SAMPLES fact, this may also be the reason why, in the laboratory, some of the samples did not exhibit a multipactor discharge up to the maximum available power, even if the bound lay below such maximum power.
D. Analysis of Results
The average prediction error of all samples is presented in Table VI . The local error of the FEST3D numerical tool is also included for comparison.
The analysis of the errors indicates that the 20GCR shows a considerable higher local and global error with respect to the QS method. The latter shows very good figures for both of them. This indicates that the QS method shows the best prediction performance, and again, that the 20GCR is very conservative (more than 4 dB).
The local error of the FEST3D simulations show similar values than for the QS method. This is because the designed samples are waveguides with long irises in order to resemble the parallel-plate case as much as possible. With other more complicated geometries involving fringing field effects, numerical full-wave EM solvers such as FEST3D are expected to give more realistic results.
VII. CONCLUSIONS
It is clear from the experimental results that the new QS prediction technique offers better predictions than the 20GCR. This fact was expected since the former uses a more sophisticated theoretical background based on multipactor physics. Moreover, for the prediction, the QS method considers the frequency scheme and the SEY curve of the coating material for each specific case, offering more accuracy and versatility with respect to the 20GCR.
Besides being more precise, the predicted breakdown power levels of the QS technique are significantly higher than the ones provided by the 20GCR. This is an important factor for the industry because this would allow increasing the operating power of the devices, thus reducing the designs constraints and increasing the margins.
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