Numerical examples of a Braess-like paradox in which adding capacity to a distributed computer system may degrade the performance of all users in the system have been reported. Unlike the original Braess paradox, in the models examined, this behavior occurs only in the case of finitely many users and not in the case of infinite number of users and the degree of performance degradation can increase without bound. This study examines numerically some examples around the Braess-like paradox in a distributed computer system. Each node in the system has, at its disposition, a communication means. In the numerical examples, it is observed that the worst-case degree of the paradox (WCDP) is largest in complete symmetry. The dependence of the WCDP on some system parameters is also examined.
Introduction
A distributed computer system is considered to be a collection of autonomous computers (nodes) located at possibly different sites and connected by a communication network. Through the communication network, resources of the system can be shared by users at different locations. Performance enhancement is one of the most important issues in distributed systems. The performance of a distributed computer Generally, the purpose of load balancing policies is to improve the performance of the system by redistributing the workload among nodes [13, 14] . We can choose between several distinct objectives for performance optimization in many systems including communication networks, distributed computer systems, transportation flow networks, etc. Among them, we have three typical objectives or optima [5] [6] [7] 9, 17] :
(1) the overall optimum, system-optimum, cooperative optimum or social optimum, where all jobs are regarded to belong to one group that has only one decision maker. The decision maker seeks to optimize a certain overall and single performance measure like the total cost or the overall mean response time over all the jobs. In this paper, we shall refer to it as the overall optimum.
(1) the individual optimum, Wardrop equilibrium or user optimum, where each of infinitely many jobs (or the user of each) optimizes its own cost (e.g., its own expected mean response time) independently of the others. In this optimized situation, each job cannot expect any further benefit by changing its own decision. It is also assumed that the decision of a single job has a negligible impact on the performance of other jobs. In this paper, we shall refer to it as the individual optimum or Wardrop equilibrium.
(2) the class optimum or Nash non-cooperative equilibrium) where infinitely many jobs are classified into a finite number (N(> 1)) of classes or groups, each of which has its own decision maker and is regarded as one player or user. Each decision maker optimizes non-cooperatively its own cost (e.g., the expected response time) over only the jobs of its own class. The decision of a single decision maker of a class has a non-negligible impact on the performance of other classes. In this optimized situation, each of a finite number of classes or players cannot receive any further benefit by changing its decision. In this paper, we shall refer to it as the class optimum or Nash equilibrium.
Intuitively, we can think that the total processing capacity of a system will increase when the capacity of a part of the system increases and so we expect improvements in performance objectives accordingly in that case. The famous Braess paradox tells us that this is not always the case; i.e., adding capacity to the system may sometimes lead to the degradation in the benefits of all users in the individual optimum [1] [2] [3] 7, 8] . We can expect that, in the class optimum where users seek their own optimization non-cooperatively, the similar type of paradox occurs (with large N), whenever it occurs for the individual optimum (N → ∞ ).
In [9] , it has been shown that the worst-case degree of the paradox (WCDP) may increase without bound in the class optimum where the values of parameters of all classes are identical and also it has been shown that this strange behavior (i.e., the WCDP may increase without bound) does not occur in the overall and individual optimum. To the best of our knowledge, [9] is the first paper that reported such a case where the WCDP can increase without bound. Based on [9] some questions arise like, under what conditions in the class optimum this strange behavior appears? If we change the system parameter setting to represent asymmetric system model, what will happen to this strange behavior? The present paper answers these questions through a number of numerical examples. The algorithms used to obtain the optima and the equilibria are based on the algorithms given in [4, 6, 8, [10] [11] [12] .
This study examines numerically some examples around the Braess-like paradox in a distributed computer system. Each node in the system has, at its disposition, a communication means, which it may use to forward to other nodes an arbitrary portion of its job arrival stream. In this study, we considered three different types of communication means. The results show that in the model examined, we did not find any asymmetric case where the WCDP is greater than that obtained in the complete symmetry case with the arrival rate being closest to the processing rate, which ensures the results obtained in [17] . Also, it is observed that as the arrival rate approaches the processing rate, the WCDP increases and it converges to a certain limit if the communication means of the first or the second type is used while it may increase without bound if the third type is used. Indeed, it is generally observed that the WCDP increases as the number m of nodes in the system increases. Furthermore, it is observed that if the communication means of the first or the second type is used, the WCDP increases as the number s of channels in every communication line increases and it is noticed that if s > 1, the WCDP increases to at most about √ s times of that obtained with the same system parameter setting but with s = 1.
This paper is organized as follows. Section 2 presents the description and the assumptions of the model studied in this paper. Section 3 describes the results of numerical examination. Section 4 summarizes this paper.
Model Description and Assumptions
We consider a distributed computer system that consists of m nodes (host computers or processors) connected with a communication means as shown in Fig 
. Denote the set of x's that satisfy the constrains by E and the total arrival rate to the system by Φ, hence Φ = p φ p . Each node has one decision maker, also numbered i, i = 1, 2, · · · , m. Within these constrains, a set of values of x i j , (i, j = 1, 2, · · · , m) are chosen to achieve the optimization. The load on node i is q x qi and is denoted by β i . The expected processing (including queueing) time of a job that is proceeded at node i, is given by:
The expected communication (including queueing) time of forwarding a job arriving at node i to node j and sending it back after processing from node j to node i, (i j) is denoted by G i j (x). We refer to the length of time between the instant when a job arrives at a node and the instant when it leaves one of the nodes, after all processing and communication, if any, are over as the response time for the job. Thus, the expected response time of a job that arrives at node i is given by: 
As to the communication means, we consider the following three types (A), (B) and (C).
(A) It consists of a single communication line that is used commonly in forwarding and sending back of jobs that arrive at all nodes in the system. This communication line consists of s communication channels. Each communication channel is chosen randomly with probability 1/s and is modelled by a processor sharing server with service rate 1/t; i.e., the mean communication (without queueing) time is t. Thus, the capacity of each communication channel is 1/t. We assume that the expected communication (including queueing) time of a job arriving at node i and being processed at node j ( i) is expressed as
x ik is network traffic.
(B) It consists of m(m − 1) two-way communication lines. The two-way communication line i j is used for forwarding of jobs that arrive at node i to node j ( i) and for sending back the processed results of these jobs to node i. The assumption on each communication line is the same as in type (A). We assume that the expected communication (including queueing) time of a job arriving at node i and being processed at node j ( i) is expressed as
(C) It consists of a single or multiple communication line that has no queueing delay. Thus, the expected communication time of a job arriving at node i and being processed at node j ( i) is expressed as
As mentioned in section 1, we have three optima, the overall, the individual and the class. In this paper, we only consider the class optimum.
• The class optimum (or Nash equilibrium) is given byx that satisfies the following for all i,
where (x −(i) ; x i ) denotes the mm-dimensional vector in which the elements corresponding tox i have been replaced respectively by x i . For each set of data φ i and µ i , i = 1, 2, · · · , m, we can find some value t ∞ (depending upon the set of data) of the mean communication time such that the communication line is not used any more at equilibria if the mean communication time is larger than t ∞ . For the set of data φ i and µ i , i = 1, 2, · · · , m, we increase the communication time from 0 to t ∞ . For each t we compute the class optimum (Nash equilibrium).
Definition 1
We focus our attention on the degradation that may occur as a result of increasing the communication capacity. To this aim, we say that a Braess-like paradox occurs if the following holds:
andT i (t) denotes the mean response time for class i jobs, computed at the unique (Nash) equilibrium, when the mean communication time is t.
For simplicity, we only consider the case where t 2 = t ∞ equivalently, the system has no communication means and we denote δ i (t, t ∞ ) by ∆ i (t). Denote φ= (φ 1 , φ 2 , · · · , φ m ) and µ= (µ 1 , µ 2 , · · · , µ m ). Thus, we define WCDP (Γ(µ, φ)) as follows:
Results and discussion
To answer the questions raised in section 1, through a number of numerical examples, we estimate the WCDP in the complete symmetry case and compare it with the maximum value of the WCDP that is obtained through a finer search over a range of system parameter setting representing asymmetric models using three different types of communication means, as will be explained in the sequel.
Communication means of type (A)
In Figures 2, 3 and 4, using the communication means of type (A), with m = 2 and s = 1, 4 and 100, respectively, that is, we have four independent parameters µ 1 , φ 1 , µ 2 and φ 2 . Without a loss of generality, we scaled down φ 1 to 1 and thus we have only three independent parameters. We set them as follows, µ i = 1(0.1)2, i = 1, 2 (i.e., the value of µ i is varied from 1(jobs/sec) to 2(jobs/sec) in steps of 0.1(jobs/sec)) and φ 2 = 0.5(0.01) < µ 2 . For each given value of µ 1 , through a finer search, we compute the following max µ 2 ,φ 2 Γ and then we compare it with the WCDP that is obtained in the corresponding complete symmetry case. As shown in Figures 2, 3 and 4 , it is observed that the WCDP increases and it converges to a certain limit as the arrival rate approaches the processing rate and we did not find any asymmetric case where the WCDP is greater than that obtained in the complete symmetry case when the arrival rate approaches the processing rate. Furthermore, it is observed that the WCDP increases as the number s of channels in every communication line increases and when s > 1, the WCDP increases to at most about √ s times of that obtained with the same system parameter setting but with s = 1.
In Figures 5, 6 and 7, using the communication means of type (A), with m = 4 and s = 1, 4 and 100, respectively, we observe the effect of the number m of nodes in the system on this phenomena. We have eight independent parameters µ i , φ i , i = 1, · · · , 4. Again, without a loss of generality, we scaled down φ 1 to 1 and thus we have seven independent parameters. We set them as follows, Worst-case degree of the paradox Γ(%) Fig. 2 . Comparison between the WCDP that is obtained in complete symmetry with m = 2, s = 1 and max µ 2 ,φ 2 Γ(%) for every given value of µ 1 and φ 1 = 1 using the communication means of type (A). Type A φ =1 m=2, S=4
Com. Sym.
Worst-case degree of the paradox Γ(%) Fig. 3 . Comparison between the WCDP that is obtained in complete symmetry with m = 2, s = 4 and max µ 2 ,φ 2 Γ(%) for every given value of µ 1 and φ 1 = 1 using the communication means of type (A). with the WCDP that is obtained in the corresponding complete symmetry case. In Figures 2, 3 , 4, 5, 6 and 7, it is observed that the WCDP increases as the number m of nodes in the system increases. Also, with m = 4 as shown in Figures 5, 6 and 7, it is observed that the WCDP increases and it converges to a certain limit as the arrival rate approaches the processing rate and we again did not find any asymmetric case where the WCDP is greater than that obtained in the complete symmetry case when the arrival rate approaches the processing rate, which ensures the results obtained earlier and that obtained in [17] . It is also observed that the WCDP increases as the number s of channels in every communication line increases and when s > 1, the WCDP increases to at most about √ s times of that obtained with the same system parameter setting but with s = 1.
Communication means of type (B)
The results obtained when the communication means of type (B) is used show the same tendency as that obtained when the communication means of type (A) is used. For this reason, we only present a part of this results here. In Figures 8 and 9 , with the communication means of type (B), m = 4 and s = 1 and 100, respectively, we show the results of the same experiments as that performed with type (A). Like the results obtained when the communication means of type (A) is used, it is observed that the WCDP increases and it converges to a certain limit as the arrival rate approaches the processing rate and we have found that there is no asymmetric case where the WCDP is greater than that obtained in the complete symmetry case when the arrival rate approaches the processing rate. Furthermore, it is observed that the WCDP increases as the number s of channels in every communication line increases and when s > 1, the WCDP increases to at most about √ s times of that obtained with the same system parameter setting but with s = 1. Type B φ =1 m=4, S=100
Worst-case degree of the paradox Γ(%) Fig. 9 . Comparison between the WCDP that is obtained in complete symmetry with m = 4, s = 100 and max µ i ,φ i Γ(%), (i = 2, 3, 4) for every given value of µ 1 and φ 1 = 1 using the communication means of type (B).
Communication means of type (C)
We show results of the same experiments with the communication means of type (C), m = 2 and m = 4 as shown in Figures 10 and 11 respectively. We observe that as the arrival rate approaches the processing rate, the WCDP increases without bound and that of asymmetric cases approaches that of the symmetric cases. Thus, we observe that for any asymmetric case there exist a complete symmetric case that has the WCDP greater than that of the asymmetric case. 
Conclusion
We have presented a number of numerical examples for the Braess-like paradox wherein adding a communication capacity to the system for the sharing of jobs between nodes leads to the performance degradation for all users in the class optimum for static load balancing. From these examples, it is observed that in the class optimum, the WCDP is largest in complete symmetry.
We think that more exhaustive research into these problems is worth pursuing in order to gain insight into the optimal design and QoS (quality of service) management of distributed computer systems, communication networks, etc.
