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A cycle C in a graph G is extendable if there exists a cycle C’ in G such that V(C) E V(C’) 
and jV(C’)l = IV(C)1 + 1. A graph G is cycle extendable if G has at least one cycle and every 
nonhamiltonian cycle is extendable. A graph G of order p 2 3 has a pancyclic ordering if its 
vertices can be labelled ur, uz, . . , II,, so that the subgraph of G induced by ur, u2, . , uk 
contains a cycle of length k, for each k E {3,4, . . , p}. 
The theme of this paper is to investigate to what extent known sufficient conditions for a 
graph to be hamiltonian imply the extendability of cycles. A number of theorems and 
conjectures are stated. For example, it is shown that if C is a nonextendable cycle in a graph 
satisfying Ore’s sufficient condition for a hamiltonian cycle then the subgraph induced by the 
vertices of C is either a complete graph or a regular complete bipartite graph. Results are also 
given relating to extremal problems, stability, graphs with forbidden induced subgraphs, squares 
of graphs and chordal graphs. 
1. Introduction and notation 
“The study of pancyclic graphs arose from the conviction that existing sufficient 
conditions for a graph to be hamiltonian are satisfied only by graphs with a much 
more specific structure.“-J.A. Bondy, 1971 [2]. 
Subsequent papers by several authors have shown that, with suitable restric- 
tions, many sufficient conditions for a graph to be a hamiltonian indeed do imply 
that the graph is pancyclic or vertex pancyclic. In a similar vein, it has been 
shown that certain sufficient conditions for a graph to be hamiltonian-connected 
also imply that the graph is either ‘path-connected’ or panconnected. Our object 
here is to pursue this theme further, in relation to other ‘highly hamiltonian’ 
properties of graphs which we introduce below. 
When trying to show that a graph is hamiltonian, a standard approach is to 
assume that the graph is not hamiltonian, that a cycle of maximum length is given 
and then obtain a contradiction by finding a longer cycle. It may happen that the 
longer cycle contains all the vertices of the original cycle plus one additional 
vertex. Here we propose to begin the investigation of sufficient conditions for 
cycles to be extended in this simple way. 
Definition. A cycle C in a graph G is extendable (in G) if there exists a cycle C’ 
in G such that V(C) E V(C’) and IV(C')l = IV(C)1 + 1. If such a cycle C’ exists 
we will say that C can be extended to C’ or that C’ is an extension of C. 
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Definition. A graph G is cycle extendable if G contains at least one cycle and 
every nonhamiltonian cycle in G is extendable. 
Definition. A graph G is fully cycle extendable if G is cycle extendable and every 
vertex of G lies on a triangle of G. 
Definition. A graph G of order p 2 3 has a pancyclic ordering if the vertices of G 
can be labelled ui, u2, . . . , Z.J~ so that the subgraph of G induced by 
211, 212, * . * > vk contains a cycle of length k, for each k E (3, 4, . . . , p}. The 
pancyclic ordering vl, v2, . . . , v,, is a pancyclic ordering from vI. 
If G is a graph of order p s 3 then 
(1) if G has a pancyclic ordering then G is pancyclic, 
(2) if G is cycle extendable then either G = C, or G has a pancyclic ordering, 
(3) if G is fully cycle extendable then G is vertex pancyclic. 
The proofs of (1) and (3) follow immediately from the definitions. To see that 
(2) is true, suppose that G is a cycle extendable graph which is not a cycle and let 
C be a cycle of minimum length in G. Since C is extendable, there must be a 
vertex of V(G) - V(C) which is adjacent to two consecutive vertices of C. 
Therefore G contains a cycle of length 3 and so has a pancyclic ordering. 
The theme of this paper is to investigate to what extent known sufficient 
conditions for a graph to be hamiltonian imply the extendability of cycles. 
In Section 2, we prove several extensions of Ore’s theorem [25]. The main 
result (Theorem 2) implies that if a graph G satisfies Ore’s condition o(G) 2 
IV(G)1 (where a(G) denotes the minimum degree sum of a pair of nonadjacent 
vertices of G), then any nonhamiltonian cycle C in G is extendable unless 
(V(C)) is either a complete graph or a regular complete bipartite graph. As 
corollaries, we deduce that: if a(G) 2 1 V(G)1 then G has a pancyclic ordering 
unless IV(G)1 is even and G is one of two exceptional graphs; if a(G) 2 
(4 IV(G)1 - 5)/3 then G is cycle extendable; and if 6(G) > (JV(G)( + 1)/2 then G 
is fully cycle extendable (where 6(G) is the minimum degree of G). 
In Section 3, the maximum size of a graph of order p which is not fully cycle 
extendable is determined. In Section 4, the property ‘is cycle extendable’ is shown 
to be considerably less stable than the property ‘is hamiltonian’. In Section 5, a 
sufficient condition of Gould and Jacobson [17] for a graph with certain forbidden 
induced subgraphs to be pancyclic is shown to imply that the graph is cycle 
extendable. In Section 6, it is conjectured that the square of a 2-connected graph 
is fully cycle extendable and it is proved that the square of a connected 
S(K,,3)-free graph with at least three vertices if fully cycle extendable. Cycle 
reducible graphs are defined in Section 7 and it is observed that a graph is cycle 
reducible if and only if it is chordal. 
Problems involving the extendability of cycles in directed graphs and bipartite 
graphs are considered in [20] and [21], respectively. 
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We refer the reader to [l] for standard graph-theoretic termino!ogy. Let U and 
V be sets of vertices in a graph G and let u and v be vertices of G. We denote by 
q(U, V) the number of edges in G with one end in U and the other in V. N,(u) 
denotes the set and q(u, V) the number of neighbours of u in V. The induced 
subgraph with vertex set U is denoted by (U) and the distance from u to I.J by 
d(u, v). A graph with p vertices and q edges is a (p, q)-graph. The @in, G + H, 
of G and H is the graph with vertex set V(G) U V(H) and edge set E(G) U 
E(H) U {zm: u E V(G) and ?J E V(H)}. Th e Cartesian product, G x H, of G and 
H is the graph with vertex set V(G) x V(H) in which two vertices (ul, uz) and 
(2rI, VJ are adjacent if and only if either u1 = v1 and u2v2 E E(H) or u2 = v2 and 
ulvl E E(G). So, for example, K,, X K2 is the graph obtained from two disjoint 
copies of KP,2 by joining the corresponding vertices. 
2. Ore-type results 
Let a(G) denote the minimum degree sum of a pair of nonadjacent vertices in 
G. The following theorem contains Ore’s theorem and two extensions of it due to 
Bondy: 
Theorem 1. Let G be a graph of order p 2 3 such that 5(G) 2~. Then 
(i) [25] G i.s hamiltonian. 
(ii) [3] G ’ p y I’ IS ant c K unless p is even and G = KP,2,P,2. 
(iii) [5] Zf C . 1s a nonhamiltonian cycle in G then there exists a cycle C’ in G 
such that V(C) E V(C’) and IV(C')l = IV(C)1 + 1 or IV(C)1 + 2. 
Theorem 2 and its corollaries are extensions of Theorem 1. Before presenting 
them we introduce the following notation: 
Notation. For integers p and k with 3 s k <p/2, let .9i!,,, denote the set of graphs 
G of order p such that 
(i) V(G) = VU U, [VI = k, IUI =p -k, 
(ii) (V) = Kk, 
(iii) if v E V then IiVU(v)l 2 1, 
(iv) if vl, v2 E V then N,(v,) n N,(v,) = 0 and 
(v) a(G) >p. 
For p 3 6, let Pi?,, = USE3 S,,,. 
Notation. For even integers p and k with 4 c k sp - 2, let 9’P,k denote the set of 
graphs G of order p such that 
(i) V(G) = V, U V, U U, U U2, where Iv1 = k/2 and 
lU,l = (p - k)/2, i = 1, 2. 
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(ii) E(G) = { x :xEV~,yEVz}UUi2,1{Xy:XE~,yEui} y 
UE((U,UU,)), where6((U1UU2))b(p-k)/Z. 
For even p > 6, let YP = U&*“* YP,2P 
Theorem 2. Let G be a graph of order p 3 3 such that d(G) sp. Then G is cycle 
extendable if and onfy if G 4 9$ U 9”. 
Proof. If G E %.,, U Yp then c?(G) 3p and G contains a nonextendable cycle C 
(with vertex set V or VI U V,). 
Conversely suppose that G is not cycle extendable. By Ore’s theorem, G 
contains at least one cycle. Therefore suppose C: v1v2 - - - vkvl is a nonexten- 
dable cycle in G, where 3 s k sp - 1 and subscripts are taken modulo k. Let 
V=V(C), u=V(G)-VandF=(V). W e p roceed via a series of propositions 
(l)-(5). 
(1) For 1 s i c k, q(vi, U) 2 1. 
Proof of (1). Since b(G) ap, G is connected and so q(V, U) > 0. The proof is 
completed by showing that 9(Vi, U) a 1 implies q(z~~+~, U) 2 1. Therefore sup- 
pose zliu E E(G) for some u E U. If 1 -‘j s k, j #i + 1, then G contains at most 
one of the edges Vi+rVi and UVj_1: for otherwise, C can be extended to the cycle 
V~UVj-IVj-* * * ’ Vi+lVjVj+l * . . vi. It follows that deg,(v,+,) + q(u, V) s k. Since C 
is not extendable ui.+iU $ E(G). Therefore 
P s degdvi+d + deg&) 
= 4(“i+l9 U) + deg,(vi+l) + q(U, V + q(U, U) 
s qCvi+l, U)+k+(p-k-1). 
So q(vi+I, U) 3 1. This establishes (1). 
(2) The endvertices of each hamiltonian path in Fare adjacent. 
Proof of (2). Suppose Q: wl w2 . . . w, is a hamiltonian path in F such that 
wr w, r$ E(F). So deg,(wl) + deg,(w,) 3~. Since F is hamiltonian, k 2 4. Since C 
is not extendable, w1 and w, have no common neighbour in U and so 
q({w,, wk}, U) 6 IUJ =p -k. Consequently deg,(w,) + deg,(wk) 2 k. Suppose 
deg,(w,) + degp(wk) = k + t, where t > 0. By Theorem 4.1 of [19], there exists 
X E V(F) such that wl, wk E X, (X( = t + 3 and each two vertices of X are 
connected by a hamiltonian path in F, Since C is not extendable, no two vertices 
of X have a common neighbour in U and therefore q(X, U) =s lU( =p - k. On the 
other hand, by (l), q(X, U) 2 q({wI, wk}, U) + JXJ - 2. Therefore 
k + t = deg,(wJ + deg,(wk) 
= deg,(w) + degc(wk) - q({“‘,, wk), u) 
sp+IXI-2-q(X, U)sk+t+l. 
This contradiction completes the proof of (2). 
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(3) Either F = Kk or k is even and F = K,,,,,,. 
Proof of (3). Hamiltonian graphs having the property that the endvertices of 
each hamiltonian path are adjacent have been characterized [8, 121 as cycles, 
complete graphs and regular complete bipartite graphs. Therefore, by (2), 
F = C,, Kk or KkR,kn. We complete the proof by showing that F 3: C, if k 2 5. 
Suppose to the contrary that k > 5 and F = C,. For 1 <i c k, deg,(v,) = 2 and 
vi_ivi+r $ E(G) and so dego(vi_J + deg,(ui+J ap. Summing these inequalities 
for i = 1, . . . , k, we deduce that 
2 $ deg,(vJ apk. 
i=l 
On the other hand, there are at least +(p - deg,(ni_J - deg,(v,+i)), that is 
(p - 4)/2, vertices of U which are adjacent to at least one of vi-i or Vi+l. Since C 
is not extendable, none of these vertices is adjacent to vi. Therefore deg,(ui) s 
2 + (p -k - (p - 4)/2) s (p - 2)/2. Summing for i = 1, . . . , k we obtain a con- 
tradiction which completes the proof of (3). 
(4) Zf F = Kk then G E 3,. 
Proof of (4). Suppose F = Kk. Since C is not extendable, no two vertices of F 
have a common neighbour in 17. It follows by (1) that p - k 3 k, that is k <p/2, 
and hence that G E .9$,k. 
(5) Zf k is even and F = KkR,kn then G E 9,. 
Proof of (5). Suppose k is even and F = K kn,kn. Let VI and V, be the vertex sets 
in the bipartition of F. So IV,1 = k/2, i = 1, 2. For i = 1, 2, let Vi = N,(K). Since 
C is not extendable, 17, II U, = 0. Therefore IU,l + (U,l s IUI =p - k. If v, w E vi 
(i = 1 or 2) then psdeg,(v)+degc(w)=k+q({v, w}, U)sk+2IUJ. 
Therefore lU,la (p - k)/2, i = 1, 2. From the above statements we deduce that 
l&l = (p - kY2, i = 1, 2. Since equality must hold in each inequality used in 
deriving this, every vertex of K is adjacent to every vertex of Vi, i = 1, 2. Since k 
is even, so is p and hence 4 < k s p - 2. To show that G E sP,,k, it only remains to 
show that 6(( U, U U2)) 2 (p - k)/2. Suppose without loss of generality that 
u E U,. If v E V, then uv $ E(G) and sop s deg,(u) + deg,(v) = k/2 + q(u, U) + 
p/2. Therefore q(u, U) 2 (p - k)/2. Therefore G E YP, which completes the 
proof of (5). 
By (3), (4) and (5) the proof of Theorem 2 is complete. 0 
From the proof of Theorem 2, we deduce the following: 
Corollary 3. Let G be a graph of order p satisfying B(G) sp and let C be a 
nonextendable cycle of length k in G, 3 6 k cp - 1. Then either 
(i) k <p/2, (V(C)) = Kk and G E %!p,k or 
(ii) p and k are even, (V(C)) = Kkn,k,2 and G E 9’p,k. 
The above corollary has a number of interesting consequences: 
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Corollary 4. Zf G is a graph of order p 2 3 satisfying a(G) >p then G has a 
pancyclic ordering unless p is even and G = KpR,pR or KP,2 X KZ. 
Proof. We proceed by induction on p, the result being obvious for p = 3. 
Therefore assume that p s 4, that the result holds for graphs of order m, 
3 s m up - 1, and that G is a graph of order p with 5(G) >p. 
Suppose that G does not have a pancyclic ordering. If C3 $ G then G is not 
pancyclic and so, by Theorem l(ii), p is even and G = KPn,Plz. Therefore suppose 
C3 E G. Let F be an induced subgraph of G such that (i) F has a pancyclic 
ordering and (ii), subject to (i), IV(F)1 is maximum. Let V = V(F), U = 
V(G)-VandH=(V).Letk=(VIandletCbeacycleoflengthkinF.Bythe 
choice of F, we have 3 s k up - 1 and C is not extendable. Since C3 c F, it 
follows by Corollary 3 that k <p/2, F = Kk and G E 9$,,. Since C is not 
extendable, q(u, V) s 1, for all u E U. If u and v are nonadjacent vertices of H 
then 
degdu) + degH(v) = deg&) + de&v) - q({u, ~1, V) ap - 2> IV(H)l. 
Therefore a(H) > IV(H)I. By the inductive hypothesis, H has a pancyclic 
ordering. By the choice of F, IV(H)1 s IV(F)1 and so k ap/2. Hence k =p/2 and 
p is even. Since b(G) up, it follows that the edges between U and V form a 
perfect matching and that H is complete. Therefore G = KPlz X K2. This 
completes the inductive step and hence the proof of Corollary 4. 0 
The rather tedious proofs of the other results in this section are omitted. 
Corollary 5. Let G be a graph of order p satisfying S(G) up and let C be a cycle 
in G of length k, where 3 s k =~p - 2. Then there exists a cycle c” in G such that 
V(C) G V(C”) and IV(C”)l= IV(C)! + 2. 
Notation. For integers p and 1 with 12 3 and p = l(m + 1) for some positive 
integer m, define the graph GP,! E 9ZP,, as follows: 
V(G,,[) = V U U 
where 
IV1 = 6 V = {vi: 1 <i S l}, 
IUI=p--I=ml, .’ U=,v, Ui with lUil=m, ISiSI, and 
(V) =& (u> =Kn, and NLI(Vi) = Ui, 1 c i < 1. 
Corollary 6. Let p and I be integers with 12 2 and p 2 1 + 1. Let G be a graph of 
order p satisfying a(G) up - 2 + p/l. Then every nonhamiltonian cycle in G of 
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length at least 1 is extendable unless either 
(i) 12 3, 1 divides p and G = G,,, or 
(ii) p c 21, p is even and G E Yr. 
Corollary 7. Let G be a graph of order p 2 4 satisfying B(G) 2 (4p - 6)/3. Then 
G is cycle extendable unless either 3 divides p and G = Gp,3 or G = K3,3. 
We can also obtain a generalization of Dirac’s theorem [lo]. 
Corollary 8. Let G be a graph of order p 23 satisfying 6(G) 2~12. Zf G is not 
fully cycle extendable then p is even and either 
G = Kpj2 X K2 or G E $ or Kpn,r12 E G E (K, U KCp-2j,2) + Kr,,. 
Corollary 9. Zf G is a graph of order p satisfying 6(G) 2 (p + 1)/2 then G is fully 
cycle extendable. 
3. An extremal result 
We now generalize the following result of Ore and Bondy by determining the 
maximum size of a graph of order p which is not fully cycle extendable. 
Theorem 10 (Ore [26] and Bondy [4]). Let G be a (p, q) graph with p 2 3 and 
q 2 (r ; ‘) + 1. Then G is hamiltonian unless either 
G=KI+(K,UKp_J, ~23, or G=KK,+K3. 
Theorem 11. Let G be a (p, q) graph with p 2 3 and q 3 (” ; ‘) + 1. Then G is 
fully cycle extendable unless either 
GEK~+(K,UK~-~), ~23, or 
G=KK,+K, or 
G=KK,+(KIUK,_,), ~23. 
Proof. Suppose G is not fully cycle extendable. First suppose that G contains a 
vertex v which does not lie on a triangle. If deg(v) = d then 
It follows that (d - l)(d - 2) s 0 hence that d = 1 or 2 and equality holds 
throughout (1). Therefore G = & + (K, U Kp_-d_-l), d = 1 or 2. 
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Next suppose that C: u1v2 * * * vkvl is a nonextendable cycle in G, where 
3~ ksp - 1. Let V = V(C), U = V(G) - V and F = (V). Since C is not 
extendable, each vertex of U has at most k/2 neighbours in V. Therefore 
+1<qc 
k 
0 
p-k 2 +(p-k)k/2+ 2 
( > 
. (2) 
Since k 2 3, we deduce from (2) that p Sk+2. Thereforek=p-lorp-2. 
Suppose k =p - 1. Since C is not extendable, G is nonhamiltonian and so, by 
Theorem 10, G = Kr + (K, U I$_*), p 3 3, or G = K2 + K3. 
Suppose k = p - 2. Then equality must hold throughout (2). Therefore 
F z Kp_-2 and each vertex of U has exactly (p - 2)/2 neighbours in V. Since this 
implies that C is extendable, this case cannot occur. 0 
4. Stability results 
Definition [6]. Let P be a property of graphs of order p and let k be a positive 
integer. Property P is said to be k-stable if whenever u and v are nonadjacent 
vertices in a graph G such that G + uv has property P and deg,(u) + deg,(v) 2 k 
then G also has property P. 
In [6], Bondy and Chvatal showed that for graphs of order p, the property ‘is 
hamiltonian’ is p-stable. However, as we show below, the property ‘is cycle 
extendable’ is considerably less stable. 
Definition. Let p and 1 be integers with 3 s I <p - 1. A graph G of order p has 
property S, if every nonhamiltonian cycle of length at least I is extendable. 
Theorem 12. Let p and 1 be integers with 3 s I s p - 1. Then property S, is 
(2p - 1 - l)-stable but not (2p - 1 - 2)-stable. 
Proof. We first show that property S, is (2p - 1 - 1)-stable. Let G be a graph of 
order p and let u and v be a pair of nonadjacent vertices of G such that 
deg,(u) + deg,(v) 2 2p - 1 - 1 and (1) 
G + uv has property S,. (2) 
Suppose that G does not have property S,. Let C be a nonextendable cycle in G 
of length k, where I < k up - 1. By (2), C has an extension C’ in G + uv. Since 
C is not extendable in G, uv is an edge of C’. Let the vertices of C’ be labelled 
w1, w2, . . . , WC> WC+1 in cyclic order so that u = w1 and v = wk+i. For 2 < h c 
k - 1, G contains at most one of the edges wlwh+i and w,+,w,: for otherwise, the 
cycle wlw2 * . . w~w~+~W~ * - - w~+~w~ is an extension of C in G. Since uv 4 E(G), 
it follows that deg,(u) + deg,(v) c (k - 2) + 2 + 2(p - k - 1) < 2p - I - 2. Since 
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this contradicts (l), we deduce that G has property S, and hence that property S, 
is (2p - 1 - 1)-stable. 
To see that property S, is not (2p - I - 2)-stable, consider the graph D,,[ 
defined by 
V(D,,,) = {vi: 1 c i sp} and 
E(D,,,) = (V1Ui: 2 c i Cp - 1) U {IJ~UPV~: 2 c i up - 1 + l} 
U {21i21i+l: 2 s i Sp - 2, i fp - l}. 
Then 2r1 and up are not adjacent and the sum of their degrees is 2p - 1 - 2. It is 
routinely verified that Dp,[ + vIvp is cycle extendable and hence has property S, 
whereas Dp,[ contains the nonextendable cycle v~v~_~+~v~_~+~~ - - vp_-lvl of 
length I and so does not have property S,. 0 
Corollary 13. The property ‘is cycle extendable’ is (2p -4)~stable but not 
(2p - 5)-stable. 
Problem. Determine the stability of the property ‘has a pancyclic ordering’. 
5. Forbidden induced subgraphs 
Definition. Let G and H be graphs. G is said to be H-free if H is not an induced 
subgraph of G. 
Oberly and Sumner [24] proved that a connected, locally connected, K,,,-free 
graph with at least three vertices is hamiltonian. The following extension of their 
result was essentially proved by Clark [9]. 
Theorem 14 [9, p. 2001. Let G be a connected, locally connected, K1,3-free graph 
of order p 2 3. Then G is fully cycle extendable. 
Let Z2 denote the graph obtained by identifying a vertex of K3 and an 
endvertex of P3. Gould and Jacobson [17, Theorem l] showed that if G is 
2-connected and (K1,3, Z,)-free then either G is a cycle or G is pancyclic. 
Extending this we have: 
Theorem 15. Let G be a 2-connected, (K1,3, Z2)-free graph of order p > 10. Then 
G ti cycle extendable. 
Proof. Let G be a 2-connected, (KIp3, Z,)-free graph. If G = C, then G is cycle 
extendable. Therefore suppose G + C, and let C: vlv2 - - - vkvl be a cycle of 
length k in G, where 3 c k 6p - 1. Let V=V(C) and U=V(G)- V. We 
consider two cases. 
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Case 1: suppose k = 3. 
Suppose that C is not extendable. For 1 c i < 3, let Ni = NU(vi) and suppose 
without loss of generality that INil 3 IN21 z= lN31. Since C is not extendable, 
NJq=@, lci<j c 3. Since G is connected and &-free, ZJ = l-l:=‘=, Ni. Since G 
is K,,,-free, (Ni) is complete, 1 s i < 3. Since G is 2-connected, lNzl > 1. 
Let {1,2,3} = {h, i, j}. If w E Nh and x, y E N, then w is adjacent to exactly one 
of X and y: for otherwise, either (w, X, y, uh, Vi) or (w, X, y, uh, vi) = Z2. 
It follows from the above facts that INil c 2 and hence that p c 9, which is a 
contradiction. 
Case 2: suppose k 2 4. 
It will be shown that C is extendable. Since k up - 1 and G is 2-connected, 
there exists a path in G of length at least two having its two distinct endvertices in 
V and all its internal vertices in U. Let us assume that among all such paths, 
P: &Xl * . * Xpx[,l (I 2 1) is one of minimum length. Suppose without loss of 
generality that X0 = uk and XI+i = Vj for some j, 1 cj s k - 1. We may assume that 
no vertex of U is adjacent to two consecutive vertices of C: for otherwise, C is 
obviously extendable. In particular, it follows that G contains none of the edges 
Xiuk-1, X1211, XlVj-1 and X~tJj+l* Since G is K,,,-free, both uk-_lul and Vj_lVj+l are 
edges of G. If Xiv2 E E(G) then C can be extended to the cycle 
xiv2213 * * ’ v&_1vlvkxI. C can similarly be extended if X1uk__2, XlVj-2 or XlVj+z is an 
edge of G. Therefore suppose that G contains none of these edges. We now 
consider two subcases. 
Subcase 2.1: suppose 1 = 1. SinCe x1 iS adjacent t0 none Of v&__2, u&r, v1 and 
v2, it follows that 3 ~j < k - 3. If j = 3 or k - 3 then C can be extended, for 
example to x1v3v2v4v5 - - * vk__IvIvkxl if j = 3. We therefore assume that 4 <j < 
k - 4, If vkvjj,l, vkvj_l, vjvk_1 or VjVl is an edge of G then C can be extended, 
for example to 211212 ’ . . vjX1Vkvj+1vj+2 * ’ ’ vk-_1vI if vkvj+l E E(G). If VjV2 or 
v~+~v~ or Vj+lV2 E E(G) then C can be extended to the cycle 
v2v3 * * . Vj-lVj+] Vj+2 ’ * . Vk-lVlVkXlVjV2 or 
VlV2. * * vjXlvkVk-_1 ’ * . vj+lvl or 
VzV3. * ’ VjXlVkVlVk-_IVk__2. ’ ’ Vj+lVz, 
respectively. We therefore assume that G contains none of the seven 
mentioned edges. Since fvk--l, Vk, VI, XI, vj> p ZZ, VjVk E E(G). Since 
( X1, Vjui, Vk, Vi, V2) # z2, VkV2 E E(G). But nOW (VI, 212, Vk, Vj, Vj+l) E z2, which 
is a contradiction. 
Subcase 2.2: suppose Ia 2. It follows from the choice of P that each vertex of 
U is adjacent to at most one vertex of V. Since (v,, v&i, uk, x1, x2) + Z2, G 
must contain an edge x2vi, where i = 1, k - 1 or k. So again by the choice of P, 
I = 2 and without loss of generality i = 1. Since (vi, v2, q-i, X2) +K,,,, v~v~_~ E 
E(G). But nOW (?&_l, 212, 211, X2, X1) = z2, from which it follows that Subcase 
2.2 cannot occur. 0 
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It can be shown that there are exactly seven 2-connected (K1,3, &)-free graphs 
which are not cycle extendable and that they are all subgraphs of K3 X KJ. 
6. Squares 
Deli&ion. The square G2 of a graph G is the graph with vertex set V(G) in 
which vertices u and r~ are adjacent if and only if 1 s d&u, V) s 2. 
The main results on hamiltonian properties in the square of a graph are due to 
Fleischner: 
Theorem 16 [13]. The square of a 2-connected graph is hamiltonian. 
Theorem 17 [14]. The square of a graph is hamiltonian if and only if it is vertex 
pancyclic. 
Combining these two theorems, we deduce that the square of a 2-connected 
graph is vertex pancyclic. Pursuing our general theme, we conjecture a stronger 
result; 
Conjecture. The square of a 2-connected graph is fully cycle extendable. 
It might also have been conjectured that the square of a graph is hamiltonian if 
and only if it is fully cycle extendable. However, if G is the graph obtained by 
identifying the central vertex of PS with a vertex of C7 then G2 is hamiltonian but 
not cycle extendable. We conjecture a weaker result: 
Conjecture. The square of a graph is hamiltonian if and only if it has a pancyclic 
ordering from each vertex. 
It does not appear that the ingenious methods employed by Fleischner in 
proving Theorems 16 and 17 are directly applicable to proving these conjectures. 
We now state a partial result relating to each of the above conjectures. By 
minicking the proof of [23, Theorem 11, it can be shown that: 
Theorem 18. The square of a 2-connected graph has a pancyclic ordering from 
each vertex. 
Likewise, by making minor modifications to the proof of [15, Theorem 21, it 
can be shown that: 
Theorem 19. Let G be a graph in which each vertex is contained in at most one 
cycle. Then G2 is hamiltonian if and only if G2 has a pancyclic ordering from each 
vertex. 
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The following result of Hendry and Vogler [22] can be extended as shown 
below. S(K,,,) denotes the graph obtained by inserting a new vertex in each edge 
of KM. 
Theorem 20 [22]. Let G be a connected S(K,,,)-free graph of order p 2 3. Then 
G2 is vertex pancyclic. 
Theorem 21. Let G be a connected S(K,,,)-free graph of order p 2 3. Then G2 is 
fully cycle extendable. 
Proof. We proceed by induction on p, the result being easily verified if p = 3 or 
4. Therefore suppose that G is a connected S(K,,,)-free graph of order p > 5 and 
that the result holds for smaller graphs. Suppose G2 is not fully cycle extendable. 
Since every vertex of G2 lies on a triangle of G2, it follows that G2 contains a 
nonextendable cycle C: vlv2. . . vkvl, where 3 < k sp - 1 and subscripts are 
taken modulo k. For 1 s i s k, let Xi be a vertex of G such that do(vi, Xi) 6 1 and 
&(vi+i, xi) < 1. Note that xi may be vi or vi+1 and that not all the Xi need be 
distinct. Let V = V(C), U= V(G) - V and X = {Xi: 1 si 6 k}. If there exists 
i, 1 si 6 k, such that Xi E U then C can be extended to the cycle 
vi * - ’ ViXiVi+l ’ ’ ’ VkV1, contrary to hypothesis. Therefore X E V. 
Suppose u E U and G - u is connected. Then G - u is a connected S(K,,,)-free 
graph. Since X E V, C is a cycle in (G - u)‘. If C is a hamiltonian cycle of 
(G - u)’ then, by Theorem 20, C is extendable in G2. Therefore we may assume 
that C is a nonhamiltonian cycle of (G - u)‘. By the inductive hypothesis, 
(G - u)’ is fully cycle extendable. Therefore C can be extended in (G - u)” and 
hence in G2. From this contradiction, we deduce that each vertex of U is a 
cutvertex of G. 
Suppose that u E U and let B1, . . . , B, (r 5 2) be the components of G - U. 
Each Bi contains a vertex which is not a cutvertex of G. Therefore each Bi 
contains a vertex of C. Since u $ V(C), it follows that two consecutive vertices, vi 
and Vi+1 say, of C belong to different components of G - u and hence that u E X. 
This contradiction completes the proof of Theorem 21. 0 
7. Chordal graphs 
Definition. A graph G is chordal if every cycle in G of length at least four has a 
chord. 
Chordal graphs have been studied as ‘rigid circuit graphs’ [ll] and as 
‘triangulated graphs’ [27]. Several characterizations of chordal graphs have been 
obtained [7, 16, 27-281. Our interest in chordal graphs stems from the following 
definition and proposition, the simple proof of which follows from the perfect 
elimination scheme for chordal graphs. 
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Definition. A cycle C in a graph G is reducible if there exists a cycle C’ in G such 
that V(C’) G V(C) and IV(C’)l = IV(C)1 - 1. A graph G is cycle reducible if 
every cycle in G of length at least four is reducible. 
Proposition. Let G be a graph. Then G is cycle reducible if and only if G is 
chordal. 
Given the similarity in the definitions of cycle extendable graphs and cycle 
reducible graphs, it may be possible to obtain characterizations of cycle 
extendable graphs similar to those of cycle reducible (i.e. chordal) graphs. Any 
such characterization of this large class of ‘highly hamiltonian’ graphs would be 
very interesting as only certain very restrictive classes of ‘highly hamiltonian’ 
graphs have been characterized. 
It is also interesting to obtain sufficient conditions for chordal graphs to be 
hamiltonian* or (fully) cycle extendable. It can easily be shown that every 
hamiltonian chordal graph has a pancyclic ordering. 
Problem. Is every hamiltonian chordal graph necessarily fully cycle extendable? 
The proof of the next result, which extends Theorem 2, appears in [18]: 
Theorem 22. Let G be a 2-connected chordal graph of order p 2 3 satisfying 
a(G) ap - 1. Then either G is fully cycle extendable or p s 5 is odd and 
G = &-I,,z + &+1)/2. 
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