Abstract: For a multivariate linear model, Wilk's likelihood ratio test (LRT) constitutes one of the cornerstone tools. However, the computation of its quantiles under the null or the alternative requires complex analytic approximations and more importantly, these distributional approximations are feasible only for moderate dimension of the dependent variable, say p ≤ 20. On the other hand, assuming that the data dimension p as well as the number q of regression variables are fixed while the sample size n grows, several asymptotic approximations are proposed in the literature for Wilk's Λ including the widely used chisquare approximation. In this paper, we consider necessary modifications to Wilk's test in a high-dimensional context, specifically assuming a high data dimension p and a large sample size n. Based on recent random matrix theory, the correction we propose to Wilk's test is asymptotically Gaussian under the null and simulations demonstrate that the corrected LRT has very satisfactory size and power, surely in the large p and large n context, but also for moderately large data dimensions like p = 30 or p = 50. As a byproduct, we give a reason explaining why the standard chi-square approximation fails for high-dimensional data. We also introduce a new procedure for the classical multiple sample significance test in MANOVA which is valid for high-dimensional data.
Introduction
In more and more burgeoning science and technology fields and with the help of rapid development in information technology, a huge amount of data is collected where the number of variables is usually large. However, most of traditional statistical tools deeply depend on the assumption of a large sample size n compared to the number of variables p (data dimension). For highdimensional data analysis, inevitably, these classical tools become inefficient, or even worse, inconsistent. For decades, statisticians devoted special efforts to seek for better approaches in such highdimensional data case. For the two sample significance test problem in high dimensions, as early as in 1958, Dempster (1958) proposed a so-called non-exact test (NET) as a remedy to the failure of Hotelling's T 2 -test. A rigorous analysis of this NET arises much later in Bai and Saranadasa (1996) using modern random matrix theory (RMT). These authors have found necessary correction for the T 2 -test to cope with high dimensional effects.
Recent work in high dimensional statistics include Ledoit and Wolf (2002) , Srivastava (2005) and Schott (2007) . These authors propose several procedures in the high-dimensional setting for testing that i) a covariance matrix is an identity matrix, proportional to an identity matrix (spherecity) and is a diagonal matrix or ii) several covariance matrices are equal. These procedures have the following common feature: their construction involves some well-chosen distance function between the null and the alternative hypotheses and rely on the first two spectral moments, namely the statistics trS k and trS 2 k from sample covariance matrices S k . In a recent work Bai et al. (2009) , we have considered likelihood based tests about such high dimensional covariance matrices where the failure of the classical likelihood ratio test is explained using RMT. Necessary corrections to these LRT's are then introduced to achieve consistency. This paper pursue the investigation of similar questions but for a multivariate regression model with high dimensional data, i.e. the dimensions of the dependent variable as well as the number of the regression variables are large compared to the sample size. More precisely, let a p-th dimensional regression model x i = Bz i + ε i , i = 1, . . . , n (1.1)
where (ε i ) is a sequence of i.i.d. zero-mean Gaussian noise N p (0, Σ) with covariance matrices Σ, B a p × q matrix of regression coefficients, and (z i ) a sequence of known regression variables of dimension q. To simplify the presentation, we always assume that n ≥ p + q and that the rank of Z = (z 1 , · · · , z n ) equals q.
Let us define a block decomposition B = (B 1 , B 2 ) with q 1 and q 2 columns, respectively (q = q 1 + q 2 ). A general linear hypothesis is defined as
where B * 1 is a given matrix. A well-studied example is the special case B * 1 = 0 yielding a significance test for the first q 1 regression variables.
In the general case and under the alternative, the maximum likelihood estimators of (B, Σ) are
and
The corresponding likelihood maximum equals
On the other hand, under the null hypothesis, by using a partition z
,2 ) on q 1 and q 2 variables repectively, the maximum likelihood estimators of (B 2 , Σ) are
and 6) where
It follows that the likelihood ratio statistic for the test (1.2) equals 8) where Λ n is the celebrated Wilk's Λ (Wilks (1932 (Wilks ( , 1934 and Bartlett (1934) ).
Let us define a similar block decomposition for the sum
and the matrix
After some algebraic manipulations, we get (see Anderson (2003) , page 302)
where 10) and B 1 is a p × q 1 matrix made of the first q 1 columns of B.
It is known that
and this statistic is independent of Σ. Therefore, H 0 will be rejected if Λ n < λ 0 for some critical value λ 0 , or equivalently, when the matrix F has some large enough eigenvalues.
Under the Gaussian assumptions made here, the exact distribution of Λ n is known under the null hypothesis. However in practice, it is usually a difficult task to compute the critical value λ 0 even for moderately large p and q. For example, Mathai (1971) used complex analytical approximations and established tables for critical values with p and q smaller than 12.
On the other hand, in a large n asymptotic scheme, one assumes p and q are fixed and then the null distribution of −n log Λ n is approximated by a χ 2 pq1 . Note that for this chi-squared approximation, one generally uses a rescaled LRT statistic
This correction is known as Bartlett-Box correction (hereafter BBC) due to Box (1949) and it is much less biased than the classical LRT −n log Λ n , see Section 3.3 for a detailed comparison.
However for high dimensional data where the dimensions p and q 1 are large compared to the sample size n, unfortunately the above χ 2 pq1 approximation becomes useless. As an example, even for moderate p, q and n with y n = p/(n − q) close to 1, the celebrated Marčenko-Pastur theorem tell us that the eigenvalues of Σ tend to fill the whole interval
non-negligible proportion of these eigenvalues are close to zero. Consequently, any statistic based on the inverse Σ −1 like Λ n becomes unstable and non robust.
In §3, by using modern RMT, we introduce a correction to Wilk's Λ to cope with the mentioned high-dimensional effects. The corrected LRT is asymptotically Gaussian and we will see that it has very satisfactory size and power, surely for the large p, q and n context, but also for moderate data dimensions like p = 30 or p = 50.
Moreover, to assess the power of the corrected LRT, we examine two additional tests based on statistics of least-squares type as suggested in Bai and Saranadasa (1996) . A quite intensive simulation experiment is then conducted to compare these different procedures for testing (1.2).
Next in §4, we consider the classical multiple sample significance test problem but with highdimensional data. As it is well-known, this problem can be embedded into a special instance of the general linear hypothesis (1.2). Therefore, by an application of general results of §3, we obtain a valid LRT after necessary corrections.
All the proofs and technical derivations are postponed to §5.
A CLT for linear statistics of random Fisher matrices
We first recall a fundamental result from RMT for linear statistics of so-called random Fisher matrices which will be used below. For any p × p square matrix M with real eigenvalues λ
We will consider random matrices (M n ) whose ESD F Mn converges, in a sense to be precise and when n → ∞, to a limiting spectral distribution (LSD) F . Assume we have to estimate some parameter of F , say θ = f (x)dF (x) for some function f , it is natural to use the empirical estimator
which is a so-called linear spectral statistic (LSS) of the random matrices M n .
Let {ξ ki ∈ C, i, k = 1, 2, · · · } and {η kj ∈ C, j, k = 1, 2, · · · } be two independent double arrays of i.i.d. complex variables with mean 0 and variance 1. Write
Also, for any positive integers n 1 , n 2 , the vectors (ξ ·1 , · · · , ξ ·n1 ) and (η ·1 , · · · , η ·n2 ) can be thought as independent samples of size n 1 and n 2 , respectively, from some p-dimensional distributions. Let S 1 and S 2 be the associated sample covariance matrices, i.e.
Then, the following so-called F-matrix generalizes the classical Fisher-statistic to the present pdimensional case,
where we assume that n 2 > p. Here we use the notation n = (n 1 , n 2 ).
Let us also assume that
Under suitable moment conditions, the ESD F Vn of V n has a LSD F y1,y2 with the following density function, see p.72 of Bai and Silverstein (2006) ,
where
Let U be an open subset of the complex plane which contains the interval [a, b] and A be the set of analytic functions f : U → C. Define the empirical process
Here F yn 1 ,yn 2 is the distribution in (2.3) with indexes y n k (instead of y k ), k=1,2.
Recently, Zheng (2008) establishes a general CLT for LSS of large-dimensional F matrix. The following theorem is a simplified one quoted from it. Throughout the paper, denotes a contour integral along a given contour.
and assume:
with the mean vector
the covariance function
(ii) Complex Case. Assume moreover (ξ ij ) and (η ij ) are complex, E(ξ 2 11 ) = E(η 2 11 ) = 0, then the conclusion of (i) also holds, except the means are (2.6) + (2.7) and the covariance function is 1 2 lim r→1+ (2.8) + (2.9) with β = E|ξ 11 | 4 − 2.
We should point out that Zheng's CLT for F -matrices covers more general situations the those cited in Theorem 2.1. In particular, the fourth moments E|ξ 11 | 4 and E|η 11 | 4 can be different.
The following lemma will be used in §3 for an application of Theorem 2.1 (see (3.5) and (3.6)).
For a proof, see Bai et al. (2009) . 
Testing a general linear hypothesis in high-dimensional regressions

A corrected LR test
The construction of a correct scaling for the LRT statistic Λ n of the test (1.2) will rely on the CLT 2.1. Recall that
Under H 0 , we have
and they are independent. Consequently, F is exactly distributed as the F -matrix V n defined in (2.1), where in addition all the variables are Gaussian.
Our correction to the LRT statistic Λ n is given in the following theorem. 
and assume that
Then, under the null,
where m(f ), υ(f ) and F yn 1 ,yn 2 (f ) are defined in (3.5)(3.6)and (3.8), respectively.
Before giving a proof, it is worth mentioning that at a first look, the asymptotic framework depicted in (3.1) seems complicated. Indeed, this is a common set-up in RMT and simply requires that the degrees of freedom of the underlying Wishart matrices grow to infinity in a proportional way with the sample size.
Proof. Since F can be represented by a Gaussian V n , we have
Define f (x) = log(1 + q1 n−q x), by y n1 = p/q 1 , y n2 = p/(n − q) , also it can be written as
where F yn 1 ,yn 2 (f ) = f (x)dF yn 1 ,yn 2 (x) and F yn 1 ,yn 2 (x) is the limiting distribution which has a density in (2.3) but with y n k instead of y k , k = 1, 2. Then we get
By Theorem 2.1, G n (f ) weakly converges to a Gaussian vector with mean
and variance
for the real case, where
This is calculated in §5 using Lemma 2.1. For the complex case, the mean m(f ) is zero and the variance is half of υ(f ). In other words,
Here
is derived in §5 using the density function of F yn 1 ,yn 2 . Then we get letting q 1 ∧ (n − q 1 ) → ∞,
We call Corrected likelihood ratio test (CLRT) for testing (1.2) the test based on the statistic T n and its asymptotic distribution derived in the theorem above. Moreover, it is worth noticing that in the above proof, we used the Gaussian assumption for entry variables to fit F to a Gaussian Fmatrix. However, Theorem 2.1 does not need this Gaussian assumption. Therefore, we can expect (or conjecture) that the asymptotic distribution for T n in Theorem 3.1, hence the CLRT, could be valid more generally. However, the kurtosis parameter β appeared in Theorem 2.1 is no more null and it will appears in the asymptotic parameters m(f ) and υ(f ) above.
Two least-squares based procedures for testing (1.2)
To evaluate the corrected LRT, we consider two additional procedures based on least-squares type statistics as suggested in Bai and Saranadasa (1996) . We first need to find the asymptotic distributions of these statistics.
By (1.3) and the partition of B, we obtain
Because B is a unbiased estimator of B, then E B 1 = B * 1 under the null hypothesis. Thus
11:2 ), (3.12)
14)
Theorem 3.2. Assuming that 
Then for k = 1, 2 and under H 0 in (1.2),
Consequently, to test (1.2), we can use any of the statistics Γ n,1 and Γ n,2 . These tests will be referred below as ST1 and ST2.
A simulation study for comparison of the tests
We set up a simulation experiment to compare five procedures for testing (1. The errors ε i in (1.1) have a multivariate normal distribution N p (0, C) with
Therefore, ρ measures the degree of correlations between the p coordinates of the noise vectors. To understand the effect of these correlations on the test procedures, we consider two cases: ρ = 0.9 and ρ = 0.
For different values of (p, n, q, q 1 ), we compute the realized sizes (Type-I errors) of the five tests based on 1,000 independent replications. All the tests are defined with an nominal (and asymptotic) level α = 0.05. The powers of the tests are evaluated under alternative hypotheses obtained by varying the parameter c 0 . Table 1 gives the sizes (line c 0 = 0, in bold) and the powers (c 0 = 0) for the case ρ = 0 and various choices of the dimensions (p, n, q, q 1 ). Table 2 displays analogous results for the case ρ = 0.9
where the coordinates of the noise sequence are highly correlated. The important conclusions from these tables are as follows.
Test size:
• The LRT and BBC correction are highly inconsistent: in all considered cases, the LRT and its BBC correction have a much higher size than the nominal value 5%. In particular, the LRT systematically rejects the null hypothesis, even for data dimension as small as p = 10, while the BBC correction is just less biased as expected.
• In the case where the coordinates of the noise are uncorrelated (Table 1) , the three tests CLRT, ST1 and ST2 which are based on the RMT, achieve a correct level close to 5%.
In contrary, when these correlations are high (Table 2) , as the least-squares type tests ST1 and ST2 heavily depend on an assumed non correlation between these coordinates, these two tests become inconsistent.
The power function: In the case where the coordinates of the noise are uncorrelated (Table 1) , while being all consistent, CLRT and ST2 outperform the test ST1.
When these coordinates are highly correlated (Table 2) To summarize, among the five tests considered here, only the CLRT displays an overall consistency and a generally satisfactory power. In particular, this test is robust with regard to the correlations between the coordinates of the noise process.
Lastly, Figures 1 and 2 give a dynamic view of these comparisons by varying the non-central parameter c 0 for the cases ρ = 0 and ρ = 0.9, respectively. Note that the left-first point of all lines represent the realized sizes (Type I errors) of the tests, and others are the powers.
A high dimensional multiple sample significance test
In this section we consider the following multiple sample significance test problem in a MANOVA with high-dimensional data. For the two sample case, this problem has been considered by Dempster (1958) and Bai and Saranadasa (1996) . Here we treat the general multiple sample case. Consider q Gaussian populations N(µ (i) , Σ) of dimension p, 1 ≤ i ≤ q, and for each population, assume that we have a sample of size n i : {x
We wish to test the hypothesis
High dimensional here means that both the number q of the populations and the dimension p of the observation vectors are large with respect to the sample sizes (n i )'s.
Clearly, the observations can be put in the form
where {ε
k } is an array of i.i.d. random vectors distributed as N p (0, Σ). We are going to embed the test (4.1) into a special instance of the regression test (1.2). To this end, let {e i } be the canonical base of R p and we define the following regression vectors
Define moreover the p × q matrix B = (B 1 , B 2 ) with
Note that the dimension q is split to (q 1 , q 2 ) = (q − 1, 1) in the above decomposition.
Therefore, the observations follow a linear model
The multiple sample test (4.1) is equivalent to the following regression test
In order to apply Theorem 3.1, we now identify the likelihood ratio statistic Λ n defined in (1.8).
Here denote n = q i=1 n i . Under the null hypothesis, the likelihood estimates of (B 2 , Σ) are (see Anderson (2003) for details of computation)
On the other hand, under the alternative hypothesis, the likelihood estimates of (µ (i) , Σ) are
The likelihood ratio statistic Λ n = | Σ|/| Σ 0 | readily follows.
By application of Theorem 3.1, we have the following Proposition 4.1. For the multiple sample significance test (4.1), assume that q → ∞, n i → ∞,
Then, for the same function f defined in (3.3), we have
where υ(f ), m(f ) and F yn 1 ,yn 2 (f ) are defined in (3.5), (3.6) and (3.8) respectively, with the values of y n1 , y n2 , y 1 , y 2 defined in (4.11).
It is worth noticing here that the classical likelihood ratio test (LRT) for testing (4.1) will rely on the following weak convergence theorem: under H 0 and assuming fixed p and q while letting
Inevitably, in high dimensional case, U n will drifts to infinity by Proposition 4.1. Consequently, this classical χ 2 -approximation will leads to a test size much higher than a given nominal test level, exactly as for the general linear hypothesis considered in §3.
Proofs
Proof of (3.5) and (3.6):
Because x i are Gaussian variables, for real case, β = E|ξ| 4 − 3 = 0, then (2.6), (2.7) and (2.9) are all 0. Consider (2.5) and (2.8), as y n k → y k , k = 1, 2, and during the process of Lemma 2.1 calculation, we will see that the constant and items approaching to zero do not effect on the the circle integration results, and in practice y n k = y k , k = 1, 2. So we use
is the solution of the equation (2.10) with a, α = 1, b, β = y2 y1 . Then use Lemma 2.1, we have
for the real case.
Proof of Eq. (3.8) :
For this computation we drop the indexes n 1 and n 2 in the parameters y nj and compute the integral F y1,y2 (f ). Following a device designed in Zheng (2008) .
Or equivalently,
.
This shows that when ξ anticlockwise runs along the unit circle, z anticlockwise runs a contour which closely encloses the interval [a, b] when r is close to 1 where a =
(1−h)
(1−y2) 2 . So we obtain BartlettBox correction (BBC) and two least-squares type tests ( ST1 and ST2 ), based on 1,000 independent replications using Gaussian error variables from N(0, I). Top row: (p, n, q, q 1 ) = (10, 100, 50, 30) and (20, 100, 60, 50) . Bottom row: (p, n, q, q 1 ) = (30, 200, 80, 60) and (50, 200, 80, 70) . BartlettBox correction (BBC) and two least-squares type tests ( ST1 and ST2 ), based on 1,000 independent replications using Gaussian error variables from N(0, C) with the parameter ρ = 0.9. Top row: (p, n, q, q 1 ) = (10, 100, 50, 30) and (20, 100, 60, 50) . Bottom row: (p, n, q, q 1 ) = (30, 200, 80, 60) and (50, 200, 80, 70) .
