I. INTRODUCTION
Many complex technological and natural systems can be effectively modeled as a large-scale network of dynamic subsystems that interact with one another either statically or dynamically. Distributed problems in several contexts can be formulated in this dynamical-network framework [11] , spanning from the analysis of biological and chemical systems [2] , [10] , [12] , [19] , [29] to IT systems [28] , including consensus [23] , [26] , synchronization [9] , coordination [8] , [15] , estimation [7] , [27] , and control [4] - [6] , [14] , [21] of multiagent systems.
The robust stability of interconnected uncertain systems was analyzed in [16] and [17] for particular topologies, and in [1] resorting to integral quadratic constraints (IQC). Nyquist-like conditions that guarantee the stability of the entire network by satisfying local rules F. Blanchini is with the Dipartimernto di Scienze Matematiche, Informatiche e Fisiche, Università degli Studi di Udine, Udine 33100, Italy (e-mail: blanchini@uniud.it).
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were derived in [20] and [24] for heterogeneous interconnected systems; an IQC-based generalization is in [18] . These Nyquist-like conditions scale with the network size and require at least a local knowledge of the network topology, in that they depend on the dynamics of the individual subsystem and their neighbors. This paper adopts a different viewpoint with respect to this body of literature. In fact, 1) dynamic interconnections are considered [9] , [22] in addition to the individual subsystem dynamics, and 2) topology-independent stability conditions are sought, which certify stability regardless of the interconnection topology and of the size of the graph. The dynamical networks considered here are represented by directed graphs, whose nodes correspond to nominally equal dynamic singleinput single-output systems, each governed by a transfer function F , linked to one another according to a nominally common dynamic mechanism, represented by the transfer function G. Even if all the interconnected subsystems and their links evolve in a similar way, allowance is made for different (bounded) discrepancies between their actual transfer functions and their common nominal value, so that the proposed analysis is applicable to networks that are partly heterogeneous as well. No assumption is made on the network topology, except for the maximum number of arcs leaving a node, called interaction degree N . Then, given a pair of transfer functions F and G, do they ensure stability for any network topologies with a bounded interaction degree? The results of this paper address this question and can be summarized as follows. 1) Given a maximum interaction degree N , the pair of stable transfer functions F , G ensures stability regardless of the interconnection topology if the complementary sensitivity function N F G(1 + N F G) −1 is stable and its ∞-norm is less than one. 2) If the ∞-norm is greater than one, instability can occur for some graphs with interaction degree N . 3) If (independent) disk-bounded uncertainties are present, the ∞-norm of the complementary sensitivity function must be bounded by 1/(1 + 2N K), where K is the uncertainty bound. 4) For symmetric networks, where to each arc from node i to node j there corresponds an arc from node j to node i, the condition becomes less stringent, that is, the Nyquist plot of N F G must not intersect the real axis to the left of the point −1/2. Numerical examples of a fluid network and a platooning problem illustrate the proposed results. Preliminary work in [3] , based on the Nyquist plot, is limited to particular topology classes and common uncertainties.
II. PROBLEM STATEMENT
We consider a directed graph with n nodes and m arcs, whose structure is described by a (generalized) incidence matrix B ∈ {−1, 0, 1} n ×m . Each column of B is associated with an arc and has an entry equal to −1 corresponding to the arc's departure node and an entry equal to 1 corresponding to the arc's arrival node. If some arc is 0018-9286 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
directed to or comes from the external environment, the corresponding column has a single nonzero entry equal to −1 or 1, respectively. The dynamic behavior of the network is characterized by scalar variables y i (t), i = 1, . . . , n, associated with the nodes (typically representing stored quantities) and scalar variables u h (t), h = 1, . . . , m, associated with the arcs (typically representing flows). The variable characterizing each node i is related to those characterizing its incident arcs by means of a balance-like equation that, in terms of Laplace transforms, reads
where Y i and U h denote the Laplace transforms of y i and u h , respectively. In turn, each arc variable depends dynamically, yet linearly, on the variable y i associated with its departure node. Precisely, if arc h is directed from node i to node j, in terms of Laplace transforms the following relation holds:
Note that, although this flow depends on y i only, it affects both nodes i and j.
Remark 1:
The case in which the net flow between node i and node j depends on both y i (t) and y j (t) can be accounted for by means of two distinct arcs, say h and k, directed in opposite directions, whose respective flows are given by
Definition 1: A network is called symmetric if to any arc from node i to node j there corresponds an arc from node j to node i.
Relations (1) and (2) apply also to arcs coming from/going to the external environment (node 0), with which a variable y 0 ≡ 0 is associated. However, no row in B is assigned to this node.
Let us now define matrixB componentwise as
Remark 2:
Since the topology of a dynamical network is uniquely specified by its incidence matrix, B will be referred to in the following simply as the topology.
By introducing the vectors of node and arc variables:
the system of equations for the arc-to-node transferences can be expressed in compact form as
and that for the node-to-arc transferences as
Therefore, the overall system's characteristic equation turns out to be
Remark 3: A = BB has nonpositive off-diagonal entries and positive diagonal entries. Moreover, it is column diagonally dominant, that is, i = j |A ij | ≤ A j j , ∀j. Therefore, −A is a compartmental matrix. For symmetric networks, BB = L, which is the so-called (symmetric) Laplacian matrix. 
Example 1:
The incidence matrix for the (asymmetric) network in Fig. 1 is
III. TOPOLOGY-INDEPENDENT STABILITY WITH BOUNDED INTERACTION DEGREE
This section points out a necessary and sufficient condition that the network must fulfil to be stable in the sense specified by the following definition.
Definition 2: A dynamic graph characterized by the incidence matrix B, with all node transfer functions equal to F and all arc transfer functions equal to G, is stable if all the roots of the characteristic equation (5) are in the open left half-plane.
The next definition introduces a parameter, called interaction degree, that plays a crucial role in topology-independent stability analysis.
Definition 3: The degree of node i is the number of arcs leaving node i. It corresponds to the ith diagonal entry of matrix BB and is denoted by deg i = [BB ] ii . The interaction degree is the largest of these values, that is, max i deg i .
To derive a topology-independent stability condition, given an upper bound N on the interaction degree, the following assumption is made.
Assumption 1: The transfer functions F (s) and G(s) are proper, asymptotically stable and with no purely imaginary zeros, and at least one of them is strictly proper (i.e., F (∞)G(∞) = 0).
The main result can now be stated. Theorem 1: Functions F (s) and G(s) ensure the stability of system (3) and (4) for all topologies B with interaction degree equal at most to N if the complementary sensitivity function
corresponding to the loop transference N F (s)G(s) is stable and its ∞-norm is less than 1, that is with Θ upper triangular. Then, the characteristic equation (5) can be written as
which must have no roots in the closed right half-plane. Since Θ is triangular, this requirement is satisfied if the equations It follows that
is a sufficient condition for stability. Now, based on properties of bilinear transformations, the following equivalence relations hold: Fig. 2 ). Therefore, if (7) is true, then F (s)G(s) = −1/ϑ cannot hold for Re(s) ≥ 0 and ϑ ∈C(N, N ), which implies (9) .
The following result shows that bound (7) is not conservative.
there exists a topology B with interaction degree N, such that system (3) and (4) is unstable.
Proof: In view of the maximum modulus theorem for holomorphic functions and the strict properness of F (s)G(s), the supremum in (10) is indeed a maximum and is achieved on the imaginary axis. Therefore, (10) C(N, N ) as k increases. Consequently, the negative of their reciprocals N − 1) and N . Now, by applying the transformation diag{T, T, . . . , T } to matrix BB , every block Ω is replaced byΩ in the transformed matrix. By suitably grouping the rows and columns of BB , we obtain
where I p is the identity of dimension p = M (N − 1). The characteristic polynomial forÂ is Remark 4: Condition (7) is similar to condition (22) in [13] , where, however, the connection matrix needs to be entirely known. Instead, Theorem 1 only requires the knowledge of the maximum number of arcs leaving a single node, i.e., the interaction degree. Therefore, the stability condition for two graphs with equal interaction degree is exactly the same, no matter how their nodes are connected.
Remark 5: For a fixed interaction degree N , the block-circulant network is the most prone to instability.
Remark 6: Condition (7) implies that the Nyquist plot of F (jω)G(jω) must not cross the line Re(s) = − 
IV. ROBUSTNESS IN THE PRESENCE OF INDEPENDENT UNCERTAINTIES
Even if a network is nominally homogeneous, in practice, node and arc dynamics may be affected by independent uncertainties that may differ from one another. The following assumption will be adopted in this section.
Assumption 2: The uncertainties on the nominal transferences F (s) and G(s) are accounted for by diagonal matrices of stable transfer functions Δ F (s) and Δ G (s), whose diagonal entries Δ F i (s) and Δ G i (s) are subject to the relative bounds:
Accordingly, in the presence of uncertainties, the overall dynamical network is described by
The following result holds. Theorem 3: The nominal functions F (s) and G(s) ensure the stability of system (12) and (13) for all topologies B with interaction degree at most N and uncertainty bound (11) if
where
Proof: To ensure stability in the presence of uncertainties, the characteristic equation
must not have roots in the closed right half-plane. To prove the thesis, resort is made to the zero-exclusion theorem. Since the nominal system is stable because condition (14) implies (7), the stability of the uncertain system is ensured if the previous determinant is nonzero at s = jω for all admissible Δ F and Δ G . Now, dividing by F (jω)G(jω), this condition can be expressed as
are diagonal matrices whose entries are bounded according to (11) . By omitting for simplicity the argument jω, (15) can be rewritten as
is not an eigenvalue of the matrix Φ N I − Δ − BB . To proceed further, the following lemma, whose proof can be found in the Appendix, is useful.
Lemma 1: Matrix Φ is bounded in the 1-norm as
Since the 1-norm is a bound for the eigenvalues, no eigenvalue of Φ lies outside the disk of radius N (1 + 2K) centered at the origin. Therefore, stability is ensured if
which is ensured by (14) .
V. EXTENSIONS: POLES AT ORIGIN AND DUAL CASE
The previous results can be extended to the case of transfer functions F (s) and G(s) having, besides asymptotically stable poles, also poles in the origin. In this case, the fundamental requirement is that the graph is externally connected, which implies that BB is nonsingular (if, instead, BB had zero eigenvalues, there would be a cancellation at s = 0). Then, condition (7) holds without changes. This allows us to deal, in particular, with buffer systems. Consider a flow network where the buffers at the nodes are integrators, so that F (s) = 1/s, and the controlled flows through the arcs have transfer function G(s). Then, topology-independent stability with interaction degree at most N is ensured if
which is equivalent to the fact that Re
. If the network is entirely symmetric, then this condition must be satisfied for all frequencies, if any, at which G(ω)/jω intersect the real axis. If G(s) is a first-order transfer function G(s) = b/(s + a), a, b > 0, then an externally connected network is unconditionally stable under the assumption of symmetry, but it is not unconditionally stable otherwise. Similar considerations apply to synchronization and consensus problems [23] .
The conditions provided in the previous sections hold unchanged if we consider the dual matrix [BB ] =BB . Interestingly enough, the dual problem arises in contexts such as platooning [25] , [26] . Assume that each node corresponds to an autonomous agent (vehicle, robot, or craft), whose position is decided based on the position of other agents, with which it is possible to exchange information. The node equations in the Laplace domain can be written in this case as where N i is the set indexing the agents that communicate with the ith agent, and U ij (s) is the correction imposed to agent i based on the difference
The system characteristic equation is then det[I + G(s)F (s)BB ] = 0
and the analysis can be carried out using the previous arguments. The example in Section VI-B develops these considerations further.
Remark 7: In the dual case, the arc variables always depend on the difference y i − y j . The distinction between asymmetric and symmetric networks concerns the reciprocal influences. Precisely, in symmetric systems, to any input
acting in the opposite direction on node j. This situation is briefly discussed in Section VI-B.
VI. EXAMPLES

A. Fluid Network
Consider a network of reservoirs (nodes) and pipes (arcs), where node dynamics are described by the transfer function F (s) = ρ/s (integrators) and arc dynamics account for the control law of the fluid flows. In particular, we assume that the flows among the reservoirs are controlled by PID controllers with transfer function
The When the arc flows are functions of the departing node variables only (asymmetric case), the use of the PID controller (17) can be dangerous. Indeed, according to condition (7) of Theorem 1 and its consequences in terms of Nyquist diagram (Remark 6), such a choice can lead to instability. For instance, the characteristic equation (5) for the simple network depicted in Fig. 1 has the two unstable roots 0.0026 ± 0.6611j. 
B. Platooning Problem
Consider now a platooning problem: several autonomous agents have to coordinate their positions to reach a particular configuration, for example, the configuration represented in Fig. 5 along with the communication network. Suppose that the (decoupled) dynamics for the horizontal and vertical motion of the kth agent are described by
The control actions exerted on the nodes in the horizontal and vertical directions are
wherex ij andȳ ij are constant target values (step references) of the horizontal and vertical distances between agent i and agent j imposed by the target configuration. This is the dual case described in Section V. We report next the results of simulations concerning a network of n = 10 agents, which need to be displaced so as to form equilateral triangles of unit edge (see In the symmetric case, it is assumed that to any force u ij acting on node i, and depending on the difference of the positions of nodes i and j, there corresponds an equal and opposite force u j i = −u ij acting on node j (see Remark 7) . In a platooning context, this implies a pairwise coordination among agents, which confers more robustness to the system. Indeed, in this case, the Nyquist plot does not intersect the negative real axis, hence Corollary 1 guarantees stability for any value of κ > 0. As Fig. 8 shows, the value κ = 2 does not give rise to instability.
Note that, being the results independent of the network topology, they apply to different types of platoon configurations (e.g., squareshaped) and to platoons with an arbitrary number of members. Only the knowledge of the interaction degree N is required. 
VII. CONCLUSION
It has been shown that topology-independent stability of a dynamical network with homogeneous node and arc dynamics is ensured if the complementary sensitivity function of the closed loop with loop gain depending on the interaction degree N has ∞-norm less than one. A less stringent condition holds in the symmetric case, whereas the asymmetric case is more critical. In the presence of disk-bounded uncertainties, a bound for the ∞-norm as a function of the uncertainty size has also been provided. The proposed results have been illustrated by means of numerical examples concerning a fluid network and a platoon formation problem. We show that the 1-norm of the three terms appearing in the expression of Δ is bounded by 2N K F , 2N K G , and 2N K G K F , respectively, so that Δ 1 ≤ 2N (K F + K G + K G K F ) = 2N K. We prove the bound δ F Bδ GB 1 ≤ 2N K G K F since the proofs of the other bounds are similar. Matrix Δ has the same 0 entries as BB ; hence, it has at most N nonzero nondiagonal entries in each column. All the nondiagonal entries are minus the products of one entry of δ G and one entry of δ F . Therefore, their magnitude is bounded as
APPENDIX
The diagonal entries Δ ii are products of the ith row of B and the ith column ofB . These entries are the sum of at most N products of entries δ G i and δ F i . Therefore
Since there are at most N nonzero nondiagonal entries, the absolute values of the entries in each column sum up at most to 2N K G K F .
