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In 2011, a supercomputer of unprecedented power will be deployed 
by the National Center for Supercomputing Applications (NCSA) 
on the campus of the University of Illinois at Urbana-Champaign. 
Called Blue Waters, this IBM system will have greater computing 
capacity than all the current Top 500 supercomputers combined. 
This resource, which is funded by the National Science Foundation, 
will be capable of sustained performance of at least one petaflop 
when running the real codes and applications used by scientists 
and engineers. To put it another way, if you could multiply two 14 
digit numbers every second, it would take about 31 million years to 
complete the 1 quadrillion calculations Blue Waters will complete 
every second. 
This computing power will enable scientists at universities and 
research centers across the United States to make extraordinary 
leaps in knowledge and scientific discovery: predicting the structure 
of complex biological systems, designing new materials atom by 
atom, predicting climate and ecosystem changes, and improving 
intricate engineering systems such as chemical plants and airplanes. 
Such breakthroughs will dramatically advance our understanding of 
the world around us and create enormous benefits for society-
better healthcare and emergency response, less dependence on oil, 
increased sustainability of the environment-as well as renewed 
economic competitiveness of U.S. industries in a global economy 
that is fueled by innovation. 
Before these breakthroughs can be realized, however, NCSA 
and its partners-IBM as the hardware vendor, EYP Mission 
Critical Facilities (EYP MCF) and Gensler as the engineering and 
architectural firms, and Clayco/Nova as the construction manager-
must plan and build a state-of-the-art greenfield, purpose-built, 
high-performance computing data center to house Blue Waters. 
This involves balancing the need for physical and cybersecurity with 
the requirements of operating an open research infrastructure and 
determining the most efficient strategies for powering and cooling 
the system with the least impact on the environment-all on 
a fixed budget. 
And to make the project super-challenging, we must do all of 
this for a computer and components that so far exist only as plans 
on paper. This requires a tremendous level of open communication 
and deep collaboration among IBM , NCSA and the University of 
Illinois, and EYP MCF. 
Design key to staying on time, on budget 
If you want to bring your data center project in on time and on 
budget, get the design right the first time. It's all about design and 
thoroughly understanding and communicating your requirements. It 
may sound simple, but the key is to design to a budget and not the 
other way around. 
The Illnois Petascale Computing Facility (PCF) project included 
an initial feasibility study followed by a schematic design study. 
Each step in the process brought to Light issues that required 
well-informed decision making. Because we have a fixed budget, 
over-provisioning is not an option. 
The initial design team (a rather Large one I must admit) 
consisted of engineers from IBM, the University, NCSA, and EYP 
MCF. The facility design process resulted in some changes to the 
Blue Waters system that otherwise would have not been made. The 
synergy between the engineers was fascinating to watch as ideas 
were shared and expanded upon in dynamic workshops. This face-
to-face interaction forced us to address real issues impacting the 
functionality of the facility and the viability of the budget. We have 
taken great pains in ensuring that the facility is sited properly and 
can be expanded when additional raised floor space, power, and 
cooling capacity are required. In addition, we hired a construction 
manager with expertise in data center design and construction to 
ensure that our estimates are as accurate as possible and to keep 
the construction on time and on budget. 
We are currently developing the final construction documents 
for the design, with the final design to be completed in September 
and groundbreaking to follow this fall. It is important to note that 
the PCF actually consists of three projects: construction of the 
facility, extension of campus power to the site, and extension of 
campus chilled water to the site. All three will be completed no later 
than the summer of 2010. 
Strategies for energy efficiency 
Energy efficiency is an integral part of the Blue Waters/PCF 
project. The University is committed to meeting environmental 
stewardship and infrastructure sustainability goals. As part of this 
commitment, the PCF will achieve LEED certification, with LEED 
Silver certification as the target. 
The Blue Waters system will be water-cooled, a departure from 
the air cooling typically used for supercomputing systems. As with 
the recently announced IBM POWER6 chip and POWER 575 server, 
chilled water will be delivered directly to the CPU package avoiding 
the inefficiency of using chilled water to cool air which is then used 
to cool processors. In the case of the POWER 575, IBM expects that 
water cooling will reduce energy consumption by approximately 40 
percent, and we expect to see a similar gain in energy efficiency 
with the Blue Waters system. 
The facility will be equipped with three on-site cooling towers. 
About 60 percent of the year, these towers are expected to provide 
water that has been passively chilled by the cold outdoor air, 
thus substantially reducing the electricity required for cooling and 
reducing Blue Waters' annual operating costs. 
Because the facility will house additional infrastructure that 
will be air-cooled, the building is designed for both water- and 
air-cooled systems. We are using computational fluid dynamics 
models to precisely design the interior of the building to maximize 
the efficiency of the air conditioning system for those air-cooled 
computing systems. 
In addition, by using the University's highly reliable electricity 
supply, and distribution lines from two other power grids, we can 
avoid the installation of a costly Uninterruptible Power Supply 
(UPS), which is traditionally used as a power backup. Eliminating 
the UPS minimizes floor space used and the costs of electrical 
infrastructure, while increasing energy efficiency. We'll also eliminate 
the substantial energy losses associated with power conversions for 
the UPS. 
Balancing security with accessibility 
Blue Waters will be available to scientists in the national 
research community who will access the system from across the 
United States through the nation's research and education network 
infrastructure. While it must be an open, accessible resource, it is 
also essential that the integrity and security of the building, system, 
and data produced by users be assured. 
The building is designed to withstand an EF3 tornado with 
winds up to 165 mph. In addition, the building's security plan 
includes physical measures such as doors, locks, lighting, and 
Illinois Petascale 
Computing Facility 
Overview 
• 88,000 square feet total space. The two-story building's 
footprint will be just shy of the size of a European 
football field. 
20,000-square-foot machine room with 6-foot raised floor. 
This will be large enough to house Blue Waters (and any 
follow-on system) and other compute, archive storage, and 
internal infrastructure systems. 
• Command center, system administration center, and office 
space for 40 staff. 
• 24 megawatt electrical capacity. This power will accommodate 
Blue Waters, other systems, and future growth. 
• 5,400 tons of water cooling capacity from the University's 
chilled water distribution loop. 
barriers; technical measures such as cameras, digital video recording, 
and biometric devices; and operational policies, procedures, 
and training. 
Cybersecurity, meanwhile, will be provided by NCSA's experts. 
The centers staff has more than 20 years of experience designing and 
deploying systems that meet stringent cybersecurity requirements; 
these comprehensive policies, procedures, and technologies will be 
extended to Blue Waters. 
System and facility evolving together 
Through the Blue Waters/PCF project, an innovative computer 
architecture is driving the design of an innovative data center. Rather 
than dealing with legacy systems or the constraints of an existing 
facility, we are free to start from scratch, creating a perfectly paired 
system and facility that will work in harmony to meet the nation's 
scientists' needs for more computational horsepower to solve the 
world's most complex questions. In the end, it's always about 
the science. 
John R. Melchi is the Semor AssoCiate Director for Administration 
at NCSA. 
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by J. William Bell 
University of Illinois researchers team with NCSA to speed 
chemistry simulations using graphics processing units and Cell 
processors commonly found in video game consoles. 
On data analysis and mining projects, scientists often talk about saving themselves from "drowning in data." There's too much for a human 
to Look at, too much for an entire research team to go over in the sum total of everyone's Lifetime. But before a person can drown, someone 
has to turn on the water. Todd Martinez wants to open the floodgates and fashion the Life preserver. Martinez is a chemistry professor at 
the University of Illinois and a 2007-2008 NCSA Faculty Fellow-not to mention a MacArthur Fellow. 
Martinez and his research group simulate the way fundamental chemical compounds change-from one structural form to another, for 
example-when hit by Light. They Look at these processes at the quantum and the atomic Level, considering bath how electrons behave 
within atoms and how atoms behave within molecules. 
Once researchers understand these essential functions, they can begin to "move molecules and encourage them to act in different ways, 
take Light and convert it to energy at the molecular scale," according to Martinez. If they can do that, they can enhance photosynthesis or 
dramatically improve solar cells. 
"We want to change the paradigm from simulating chemical reactions to designing them," Martinez says. That will require simulations 
that run 1,000 times faster than today's. 
"How do you get that speed up?" he asks. "Novel computational architectures." 
Top: Calculations of a 256-atom DNA molecule 
performed on graphics processing units, 
portraying one of the DNA's base pairs. The 
highest occupied electronic orbitals that are 
directly Linked to the electronic distribution in 
the molecule are rendered in white and blue. 
Far right: Four molecules used in the team's 
benchmarking runs. 
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Something so novel 
Using those novel architectures is often challenging. The 
graphics processing units (GPUs) in game consoles like PlayStations 
can be a powerful tool, for example. But working with them, 
especially in their native state, "is fun for about a week, then it 
just turns into a lot of work," Martinez says. Fortunately, novel 
architectures are the specialty of a growing group of researchers at 
NCSA and the University of Illinois. 
In early 2007, the Martinez team began working with 
Volodymyr Kindratenko and others in NCSA's Innovative Systems 
Laboratory, which evaluates new computing systems that are likely 
to significantly decrease the cost of computational simulation or to 
significantly increase its power. 
Students in the Martinez group also spent part of that year in a 
course led by Wen-mei Hwu, an electrical and computer engineering 
professor at Illinois. Hwu is a co-principal investigator on the Blue 
Waters project. Blue Waters-led by NCSA in collaboration with 
Illinois, IBM, and partners around the country-is expected to be 
the first sustained-petascale computing system for open scientific 
research when it comes online in 2011. 
The course focused on what was then a newly released software 
development kit for GPUs by NVIDIA, a leading GPU manufacturer. The 
kit allows scientists to run codes like those used by computational 
chemists on hardware that has traditionally been used exclusively 
to generate images of video game race cars and space fighters. With 
the skills from that course and the expertise of NCSA's Innovative 
Systems Lab, the team began running small pieces of code on a 
variety of novel architectures. To date, they've ported this code to 
GPUs, to FPGAs (field-programmable gate arrays that allow the basic 
logical blocks on the chips to be set and reset), and to the Cell 
processor (which the PlayStation 3 is based on). 
Work on the GPUs was published by Martinez and graduate 
student Ivan Ufimtsev in February 2008's Journal of Chemical Theory 
and Computation. Work on a cluster of Cell processors at NCSA was 
covered in New Scientist the same month. 
The results are preliminary, but impressive. A small, "toy" 
simulation of 64 hydrogen atoms interacting with one another runs 
100 to 200 times faster on GPUs than on conventional CPUs. A 
more complicated strand of DNA 256 atoms in size was calculated 
80 times faster. "On real calculations instead of toys, the factors are 
already always better than 25 times," Martinez says. 
NCSA's Kindratenko explains, "The idea is to understand 
what sort of performance one is to expect from various 
accelerator technologies and what sort of problems map well onto 
these accelerators." 
The Martinez team and NCSA are now selecting additional 
codes to port to the architectures. They are also considering moving 
some codes to NCSA's new GPU cluster, which will allow them to 
explore methods of running the codes across multiple GPUs at 
the same time. 
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Keeping afloat 
Work on innovative systems creates the flood of data. But after 
the flood, what? The Martinez team is working on two web-based 
systems to keep researchers afloat, SimDB and AnSim. 
SimDB is a combination of third-party and in-house tools 
that automatically archives and tracks simulations created on 
traditional computers and novel architectures. As part of the Faculty 
Fellows Program, the team is looking to leverage aspects of NCSA's 
GridChem, an application focused on generating quantum chemistry 
simulations using the grid. They hope to integrate some of the 
data parsers used within GridChem as well as some of the standard 
data formats into SimDB. 
AnSim, which is currently in its earliest phases, will be designed 
to sort simulations that have inputs and results that are similar to 
one another. That will make the data easier to navigate, exposing 
connections among work done by different people or different teams. 
Ultimately, the team hopes it will also allow for self-organizing 
simulations. Data will not only be archived automatically, it will 
be assessed automatically, and new, better targeted simulations 
will be spawned. 
"Single students [within an academic research group] are 
generating more data than they can keep track of now. We wouldn't 
have dreamed of that 20 years ago ... but the computations have 
gotten that big," Martinez says. Personal, unique methods of 
organizing the data are a hindrance, and the sheer size and 
number of simulations "make it hard to see connections among 
projects. What we want is to reflect the chemical intuition that 
people bring." 
This research is supported by the National Science Foundation and the 
University of Illinois' Institute for Advanced Computing Applications 
and Technologies. 
Team members: Jeffrey Leiding 
Benjamin Levine 
Todd Martinez 
Ivan Ufimtsev 
Aaron Virshup 
Matthew Zwier 
More 
information: 
Access Online: 
http:/ /mtzweb.scs.uiuc.edu/ 
http:/ /fellowships.ncsa.uiuc.edu/faculty/ 
www.ncsa.uiuc.edu/AboutUs/Directorates/ISL.html 
www. ncsa. ui uc.edu/Projects/G PUcluster 
www.ncsa.uiuc.edu/News/Stories/Chemintuition 
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by Barbara Jewett 
Researchers exploit NCSA resources to develop a bone 
replacement material that uses the body's own tissues. 
Imagine not eating solid foods for 12 years because you Lost most 
of your mandible to cancer. Or being a soldier with a grotesquely 
disfigured face, the result of a roadside bomb that destroyed your 
maxilla. Rebuilding jaw bones to restore these individual's ability to 
function in daily activities and have a normal cosmetic appearance 
is one of the key applications targeted by a team of mechanical 
science and engineering researchers developing bone scaffolds. The 
team hopes to ultimately develop scaffolds for load-bearing defects, 
using a ceramic material with composition similar to bone, that can 
be customized to each patient's unique need. 
"Where bone defect repair is rather weak in the clinic is in 
Large and load-bearing defects," says Amy Wagoner Johnson, an 
assistant professor of mechanical engineering at the University of 
Illinois at Urbana-Champaign. She's working with graduate students 
Lucas Mcintosh and Jacqueline Cordell with hopes of improving that 
situation. 
Giving nature a boost 
Bones are an amazing feat of Mother Nature's engineering: 
Lightweight, yet strong and hard. Bone tissue is made of collagen and 
a calcium phosphate mineral called hydroxyapatite (HA). Collagen 
gives bone its toughness, HA provides strength and stiffness. Bone 
structure varies depending on the location in the body, as well 
as on the size and health of the individual. Mother Nature tailors 
bone to the demands placed on it, growing stronger with more use. 
For example, tennis players have markedly Larger bones in their 
playing arm. 
Just as a scaffold supports a construction worker, a bone 
scaffold serves to fill the space of the injured site and provide 
support during recovery. And like for construction, the scaffold must 
be matched to the job or problems can ensue. 
The Illinois team is developing a scaffold made from synthetic 
HA that can be shaped or fabricated to replicate the bone it is 
replacing. Because HA is a ceramic, it currently is used sparingly in 
the clinic. The team is hoping to prove that by tailoring both the 
structure and the microstructure of the scaffolds they can greatly 
improve bone ingrowth and, as a result, extend HA's use to include 
Large and load-bearing applications. The jaw bones are Load-bearing 
bones owing to the forces they take from chewing. Jaw bones are 
also complicated bones as each person's facial shape is different, 
thus requiring a customized scaffold shape. Wagoner Johnson says 
success with facial bones should easily transfer to the load-bearing 
bones of the Legs or other extremities. 
A requirement for bone scaffolds is that the properties be 
similar to the bone they replace. Thus, the team is working to tailor 
the scaffold's structural properties. But the structure, and therefore 
properties, of bone vary from place to place in the body, making this 
a challenging task. The scaffold the team designed has rods in an 
orthogonal, or checkered-Like, pattern allowing bone tissue to grow 
in the spaces between the rods comprising the scaffold. Over time 
the scaffold dissolves and new bone tissue grows to take its place, 
resulting in a repair that is completely natural bone. 
"Bone needs mechanical signals for it to grow properly," explains 
Wagoner Johnson. "If it receives the signal that something stiffer 
is there supporting the load then it will think it is not needed and 
This porous scaffold is being investigated as a bone replacement material 
for Large and load-bearing defects. Researchers in Amy Wagoner Johnson's 
research group at Illinois are working to tailor the scaffold's macro-
and microstructure to optimize both bone ingrowth and mechanical 
properties of the scaffold/bone composite. They have discovered that 
tissue infiltrates the microscale pores, which helps to improve mechanical 
properties of the scaffold. 
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Micro-CT data of the scaffold (blue) containing bone 
(green) in the pores obtained from an in vivo study. 
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will resorb, and that can cause problems." Think hip replacements, 
she says. Metallic artificial hip implants are stiffer than the bone 
they replace; bone surrounding the implant can resorb Leaving space 
between the implant and the bone in which it is placed. After years 
of use and constant Loading, the artificial hip has to be replaced as 
it may no Longer fit the space nor function properly. 
Wagoner Johnson says you also need pores of a particular range 
in size (100s of microns) for bone tissue to grow in; if the pores are 
too small new bone tissue won't grow in properly and if the pores 
are too big the structure will be too weak. The team found they 
can tailor the microstructure of the scaffold rods and that adding 
porosity to the rods improves new bone tissue growth. 
Computer-aided testing 
The team turned to NCSA and the research value of simulations to 
test and improve their scaffold design and determine how properties 
change when bone grows into the scaffold. "If we can change the 
structures, and therefore the properties, easily in a model, then we 
can investigate more easily whether a particular scaffold structure 
would be appropriate for a specific bone in the body or a specific 
patient," says Wagoner Johnson. 
The team set out to model the elastic behavior, or stiffness, of 
the porous scaffolds plus composites of the scaffolds with different 
amounts of ingrown bone. The mechanical properties are usually 
experimentally determined after in vivo bone growth, but this is 
a Lengthy and expensive process. However, the periodic structure, 
or repeating structure, of the scaffolds made representing the 
scaffold by one repeating unit, or representative volume element 
0 
Idealized HA (blue)/bone (green) composite 
representative volume element (RVE) models. Half of 
each unit cell is shown in order to clearly show the 
bone geometry. Figure A shows the monolithic HA 
scaffold. Figure 8 shows the bridge model with 3.8 
percent,bone in the RVE and bridge strut diameters of 
109.4 micrometers. Figure C shows the coat model with 
9.6 percent bone in the RVE, and coating thicknesses of 
24.5 micrometers. 
(RVE), convenient and computationally cheap. The main question, 
then, was how to represent the bone, which can have very different 
structure in different places in the body. 
Using NCSA's Tungsten cluster the team approximated the 
morphology of bone they'd observed from studies and put that into 
their scaffold, creating a very simple model to predict the effective 
elastic properties of HA scaffold/bone composites using RVE and 
finite element analysis. The team then modified the properties of 
the scaffold and altered its geometry to obtain information on how 
the changes affected the composite properties. 
Two bone geometries that were very different geometrically 
were generated and several scaffolds were evaluated. Results showed 
the bone geometry actually had Little influence on the effective 
elastic properties of the composites for the scaffolds considered. The 
team says the implication is that such properties can be estimated 
by measuring the volume fraction of bone using a non-destructive 
method Like micro-CT and the simple RVE model, thus reducing the 
cost of and time required for scaffold evaluation, and evaluation of 
scaffolds with ingrown bone. 
In fact, by using a model the team hopes to reduce the number 
of in vivo studies their project requires. To their knowledge, they are 
the first researchers to use in vivo experimental data to formulate 
a model of bone morphology and also the first to have examined 
morphology as a variable in scaffold/bone composite properties. And 
unlike other work, the geometries and volumes of bone they used 
represented an intermediate time point rather than just an initial 
and end point. The team's work is detailed in a paper submitted to 
Acta Biomaterialia. 
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Coming one day to orthopedists and oral surgeons 
Wagoner Johnson says the idea is "that we will be able to 
make site-specific implants from these scaffolds." Currently, the 
team makes a larger scaffold and machines out simple shapes, such 
as cylinders, for their studies. "But we'd like to get to the point 
where can make these scaffolds for a patient-specific defect based 
on the patient's CT scans." Thanks to computer modeling, that day 
will come sooner than they thought. But not soon enough for the 
patients with very large and load-bearing bone defects whose form 
and function could be restored using this technology. 
This work is supported by the National Sdence Foundation, the Aircast 
Foundation, and the University of Illinois at Urbana-Champaign 
Critical Research Initiative. 
Team Members Jacqueline Cordell 
Lucas Mcintosh 
Amy Wagoner Johnson 
Access Online: www.ncsa.uiuc.edu/News/Stories/Bonebuilder 
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Shake, story b Trish Barker il/ustratio~ .... .:Jy Blake Harvey 
' When an earthquake shook southern Illinois this spring, many Midwesterners were jolted out of bed in the middle of the night. 
Among them were the developers of MAEviz, a tool to model quake 
impacts on lives, health, infrastructure, and economies that is used 
to improve planning and guide disaster response. For them, the 
relatively mild temblor was more than an early wake-up call, it was 
a valuable test case. The MAEviz tool is being used by the Federal 
Emergency Management Agency to develop a response plan for 
Memphis, Tennessee; the tool was adapted for use by the cities of 
Istanbul, Turkey, and Islamabad, Pakistan. 
Quake jolts Illinois 
In the wee hours of Friday, April 18-at precisely 4:37 a.m., 
according to the U.S. Geological Survey-a magnitude 5.2 earthquake 
shook southern Illinois. The quake originated in the Wabash Valley 
Seismic zone, a network of faults running through southern Illinois 
and Indiana. 
Fortunately, the quake caused only minor structural damage 
to some nearby buildings even though it was reportedly felt as 
far as 900 miles away. No lives were lost, no bridges collapsed, no 
communities were thrown into chaos. 
Impact assessment in action 
Although Urbana-Champaign is more than 100 miles from the quake's 
epicenter, the Central Illinois earth shook, windows rattled, and many living in the 
vicinity of the University of Illinois were abruptly awakened-including several 
members of the MAEviz development team. MAEviz is a tool NCSA and the Mid 
America Earthquake Center have created to provide detailed predictions of the 
damage resulting from an earthquake. Which bridges, roads, and buildings would 
sustain damage, and how much? What impact would a quake have on gas, water, 
and electric services? How much and for how long would traffic be disrupted? 
How many people could be killed, injured, or displaced? What would the economic 
impact be? The information is presented visually so it's intuitive to understand, 
easily giving planners and policymakers a comprehensive view. 
While the average citizen was trying to figure out what all the shaking 
was about, or was simply rolling over and returning to dreamland, the MAEviz 
developers were pulling information on the magnitude and epicenter of the 
Wabash earthquake directly from the U.S. Geologic Survey website into MAEviz. 
The team modeled the expected impacts from the real-world event and published 
the simulation results to a shared portal space. As new information became 
available-with ground sensors showing a significant difference from theory-the 
MAEviz analysis was updated. 
"This was a good proof-of-concept run for us;' said Jim Myers, the leader of 
NCSA's Cyberenvironments and Technologies Directorate. "No one was hurt and 
damage was minimal, but we got to go through the motions and validate that we 
could respond quickly:' 
Policymakers want the best science applied to these critical scenarios, and 
because MAEviz is guided by the work of the MAE Center it can do just that. 
"MAEviz can be updated on the fly with the latest research results, making sure 
research moves quickly from the lab to helping save lives and reduce costs from 
an earthquake;' Myers says. 
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MAEviz indicated potential for structured damage 
to certain building types from the April 18th 
quake. Fortunately, only minor damage close to the 
epicenter was reported. 
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physical map image: NASA Visible Earth, map data: USGS 
Team Members: 
Preparing for the big one 
Fortunately, the April 18 quake left little damage in its 
wake. But not far from the Wabash zone is New Madrid, a major 
seismic zone covering parts of five states: Missouri, Illinois, 
Arkansas, Kentucky, and Tennessee. This fault has a history of 
producing hugely destructive earthquakes-two temblors 
in 1812 demolished the small frontier town of New Madrid, 
Missouri-and the capacity to generate damaging quakes every 
300 to 500 years. 
A major New Madrid quake today could be more destructive 
than Hurricane Katrina in terms of loss of life, population 
dislocation, immediate costs, and lasting economic impact. 
Because of that catastrophic power, the Federal Emergency 
Management Agency plans to develop a response plan based 
on a 7.7 quake on the New Madrid fault. The MAE Center will 
use MAEviz to model the effects of this (so far) hypothetical 
earthquake in order to guide the planning process. 
MAEviz models potential infrastructure damage in Memphis, 
Tennessee, should a major quake O(;CUr on the New Madrd Fault. 
Un'versity of llinois at Urbana-Champaign 
Bill Spencer 
NCSA 
Jim Myers 
Shawn Hampton 
Jong Sung Lee 
Terry Mclaren 
Chris Navarro 
Nathan Tolbert 
More information: http://mae.ce.uiuc.edu/ 
Access Online: www.ncsa.uiuc.edu/News/Stories/Shake 
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by J. William Bell 
University of Virginia researchers use TeraGrid 
resources to simulate the accretion disks that ring 
black holes and the astrophysical jets they create. 
To borrow from a biblical description of faith, accretion disks 
are an assurance of things not seen. Black holes gobble up Light 
and matter, Leaving telescopes nothing to detect. The orbiting gas 
and plasma that form just beyond the pull of black holes, however, 
radiate energy in the form of x-rays. 
"Black holes became a viable astronomical entity when x-rays 
[from objects Like accretion disks] were detected," says John Hawley, 
chair of the University of Virginia's astronomy department and a 
long-time user of NSF-supported supercomputing resources. "They 
give us evidence, taking things from theory to observation." 
Accretion disks around black holes power some of the most 
energetic phenomena observed in the universe, such as certain 
binary star systems, powerful quasars, and the enormous jets of radio 
wave-emitting gas that emerge from the cores of some galaxies. 
Their energy is staggering-typically more than 10 times what one 
would get from the same matter undergoing nuclear fusion. And the 
observed characteristics of these phenomena can fluctuate wildly 
and very quickly; the x-rays seen in black hole binary star systems 
wax and wane appreciably on cycles as short as milliseconds. 
In 1991, Hawley and his collaborators used NSF-sponsored 
supercomputing resources to show that otherwise smoothly orbiting 
gas in an accretion disk will become highly turbulent in the presence 
of even relatively weak magnetic fields, which had been ignored in 
previous simulations and theories. 
Gas in accretion disks orbits in a balance between gravitational 
and rotational forces. The magnetic turbulence dissipates some of 
the gas' orbital speed, breaking the balance and causing the gas to 
spiral down into the black hole. That dissipated energy takes the 
form of heat. Because the gas has been orbiting at nearly the speed 
of Light, it can reach millions of degrees Fahrenheit. Such hot gas 
produces x-rays, revealing the presence of the black hole system. 
The magnetic turbulence, meanwhile, accounts for the fluctuations 
in the x-ray emission. 
This discovery of the critical importance of magnetic fields 
"revolutionized our understanding of accretion disks," astrophysicist 
Orner Blaes wrote in a 2004 issue of Scientific American. "The 
situation is rather similar to ... when astronomers first realized that 
the primary energy source for stars was nuclear fusion reactions 
occurring in the stellar core." 
Hawley and many other researchers are still coming to terms 
with that transformative finding. Magnetic fields are central to the 
behavior of accretion disks, but the finer points remain Largely 
A quadrupole magnetic field topology, showing gas 
densities in an accretion disk. Dark blue indicates Low 
gas density, and dark red indicates high gas density. 
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hidden. "We're at the point where we have the fundamental 
ingredients to understand these disks, to understand the processes 
going on," Hawley says. 
Today, Hawley, postdoc Kris Beckwith, and Johns Hopkins' 
Julian Kralik and postdoc Scott Noble are investigating astrophysical 
jets by running Large-scale magnetized accretion disk simulations. 
These jets are beams of energy that sporadically issue from accretion 
disks and can fire hundreds, thousands, even millions of Light years 
away from disks orbiting supermassive black holes in the centers of 
galaxies. By simulating the complete disk, magnetic fields and all, as 
it orbits the black hole, they have seen how these jets can be created. 
Their most recent simulations have tested the way in which different 
magnetic field configurations influence both the accretion disk in 
general and astrophysical jets in particular. So far the strongest 
jets are produced by the "dipolar" field configuration which has 
an overall north and south magnetic pole. This configuration is 
much Like the Earth's, except here the fields Lie along the axis of 
a black hole. 
These studies were conducted in Large part on SDSC's DataStar 
and are now being switched to NCSA's Abe and TACC's Ranger 
supercomputers. Published in a 2008 issue of Astrophysical Journal, 
early findings showed that changing the orientation and geometry 
of a system's magnetic field had Little impact on the character of 
the accretion disk itself. They did, however, show that the strength 
and Longevity of astrophysical jets emanating from the disk are very 
sensitive to the configuration of the magnetic field. 
These sorts of simulations-and future simulations that will 
take place on petascale supercomputers Like NCSA's forthcoming 
Blue Waters-reveal the behavior behind x-ray fluctuations and 
other features that astronomers see every time they Look skyward. 
They fill in the gaps between theory and observation. 
"The dream ultimately is a model that predicts what you would 
see with an x-ray telescope," Hawley says. "These are preliminary 
efforts in that direction." 
This research is supported by the National Sdence Foundation 
and NASA. 
Team members: University of Virginia 
Kris Beckwith 
John Hawley 
Johns Hopkins University 
Julian Kralik 
Scott Noble 
More information: www.astro.virginia.edu/-jh8h/ 
www.astro. virgi nia.edu/-krb3u/ 
Access Online: www. ncsa. ui uc.edu/NewsjStories/ Accretion 
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Schematic representation of the 
removal of Naproxen molecules via 
adsorption with a silica rich surface 
grafted with nickel-based complexes. ··l····· 
Drugs appear in vanishingly small quantities-a few parts per 
every million or even billion parts of water. Further, contemporary 
methods for removing these drugs are unselective. If implemented 
they would pull out things that don't necessarily need to be, 
making them inefficient. And, for the most part, the drugs aren't 
currently considered a threat. They don't make us sick immediately 
Like common water-treatment targets, such as an E. coli or other 
bacteria, might. 
Experts debate what impact these drugs might have on humans, 
or whether they have any impact at all. But it seems more and more 
experts are taking the matter seriously. "We have to figure out how 
to remove these drugs that are already present at very, very Low 
Levels," says Hernandez-Maldonado. "No one knows what the effect 
on humans will be." 
According to the Associated Press, drug companies are 
acknowledging the issue as well. Mary Buzby, director of 
environmental technology for Merck, was quoted in the March 
article, saying: "[T]here is genuine concern that these compounds, 
in the small concentrations that they're at, could be causing impacts 
to human health or to aquatic organisms." 
Attacking specific compounds 
Hernandez-Maldonado and his research team simulate ways 
of attaching metals to a silica-rich sorbent material that could be 
used to filter potable water by removing various compounds Like 
pharmaceuticals. "Current water processing arrangements don't work 
for pharmaceuticals. We're trying to see if we can get a material that 
can be used in existing processes as an add on," he says. 
Using density functional theory calculations, the team estimates 
the interaction energy between a typical pharmaceutical drug and 
materials functionalized with a metal. The higher the energy, the 
more readily the drugs are adsorbed from the water and onto the 
material. These simulations also show them which path occurs 
most readily and thus which of these custom materials can be most 
efficiently created in the Laboratory. 
Separate calculations, meanwhile, show specifically how the 
custom materials will then interact with drug compounds in water-
A 2008 publication in Microporous and Mesoporous Materials by 
Hernandez-Maldonado and graduate student Sindia Rivera-Jimenez 
explored nickel attached to sorbent materials called MCM-41 and 
their interaction with naproxen, a common pain reliever. Results 
showed that a technique known as grafting for attaching the nickel 
worked better than a thermal monolayer dispersion technique. 
Though this method reduced the overall surface area available on 
the material to adsorb naproxen, the method still proved as efficient 
as traditional activated carbon methods of removing materials Like 
naproxen. Activated carbon, however, is Largely unselective. It pulls 
out materials that don't need to be removed and is not as efficient, 
as a result. 
"It's fundamental for us to attack specific pharmaceutical 
compounds selectively in the process," says Hernandez-Maldonado. 
1 8oth states of mind' 
Computation acts as a compass for more than just experimentation. It 
also acts as a compass for education. Students within disciplines Like 
chemical engineering must be prepared to think as computational 
scientists, too, according to Hernandez-Maldonado. "They have to 
have both states of mind and get ready for the future. They have to 
say, 'Computation is a tool I will always use:" 
To that end, he teaches a graduate-Level class that includes 
computational modeling of several nanostructure materials. The 
class is in its second year and was also offered through video 
conference to a second University of Puerto Rico campus. The 
students perform calculations and small-scale projects to get a 
sense of how high-performance computing works and its promise 
and current Limits. About 15 projects were run last year, all relying 
on NCSA resources. 
"You need a specific infrastructure for students to work this 
way," says Hernandez-Maldonado. "NCSA was great for that." 
This research is supported by the National Saence Foundation and the 
Puerto Rico Institute for Functional Nanomaterials. 
how the materials and drugs swap electrons. The team can then Team members: Arturo Hernandez-Maldonado 
work in the Lab or with partners to manufacture the most promising Sindia Rivera-Jimenez 
candidates and put them through their paces in the real world. 
"Computing allows us to better screen our experimental Access Online: www.ncsa.uiuc.edu/News/Stories/Drugwater 
works. It gives us a north. Points us where to go," Hernandez-
Maldonado says. 
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Transforming chemistry education ~----------------------------~/ 
It's just the second year of a five-year program to improve 
chemistry education in Illinois, but already the Institute for 
Chemistry Literacy through Computational Science (ICLCS) has 
changed classroom practices and led to improved test scores. 
ICLCS strengthens teachers' understanding of chemistry and 
trains teachers to use computational and visualization tools in the 
classroom. The ultimate goal is to improve chemistry education in 
the 108 rural school districts involved in the program so students 
are excited about and prepared to pursue science and technology 
studies in college. The first cadre of ICLCS fellows has completed 
a full year of professional development, the second cadre is 
beginning. 
Already significant results have occurred. High school students 
taught by both cadres took the American Chemical Society High 
School Chemistry Exam in August 2007 and again in March 2008; 
scores of the students of Cadre I fellows (who implemented new 
techniques and tools in their classrooms) were higher. 
University of Illinois chemistry faculty serve as ICLCS mentors 
and as critical links between the high school and undergraduate 
levels. The high school curriculum is being reshaped by identifying 
important concepts that should be taught in-depth and those 
that can be left to undergraduate courses. And as computational 
chemistry resources are incorporated into the high school 
curriculum, they are simultaneously being incorporated into the 
University's general chemistry curriculum. 
ICLCS was established in 2006 with a $5 million grant from the 
National Science Foundation's Math Science Partnership program. 
ICLCS is a partnership among the Department of Chemistry, the 
College of Medicine, and NCSA at the University of Illinois at 
Urbana-Champaign; A-C Central Community Unit School District 
#262; and the Regional Office of Education #38. The institute will 
continue in the summer 2009 and beyond. 
~LS_S_T __ al_l-_h_a_n_ds __ m_e_e_ti_ng __ b_ui_ld_s_t_e_am __ w_o_rk ____________ ~/ 
Shown here are the initial pieces of E6 glass being Loaded into 
the furnace mold to cast the mirror for the LSST. The loading 
process took two days to complete and required 51,900 pounds 
of glass. 
The Large Synoptic Survey Telescope project held an "all 
hands" meeting at NCSA in May. Over 150 team members from the 
24 participating institutions gathered for project management and 
science working group meetings, plenary sessions, and breakout 
groups. Team members increased their understanding of their part 
of the project and of how it relates to the whole. The meeting 
focused on preparation for the Preliminary Design Review, which is 
required by the National Science Foundation as the project's next 
major milestone. 
The team also learned of the successful high fire of the primary/ 
tertiary mirror March 28, 2008, reaching a peak temperature of 
approximately 1,165°C {2,125°F). This was the critical first step 
in fabricating the key optical components of the wide-field 
survey telescope that is expected to see first-Light in 2014 from 
Cerro Pach6n, Chile. The mirror annealed and gradually cooled to 
room temperature in the slowly rotating oven of the UA Steward 
Observatory Mirror Lab at the University of Arizona . It will be 
removed for grinding and polishing in mid-August. 
~--
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Longtime NCSA collaborator to Lead 
NSF Office of Cyberinfrastructure 
The National Science Foundation selected astrophysicist 
Edward Seidel to be director of the Office of Cyberinfrastructure 
(OCI) beginning September 1, 2008. OCI awards competitive, merit-
based grants to researchers who develop and deploy cutting-edge 
information technology that can lead to breakthroughs in science, 
engineering, and other academic disciplines. 
Seidel, currently a professor at Louisiana State University 
and head of the LSU Center for Computation and Technology, is a 
longtime NCSA collaborator. Prior to joining LSU he was a professor 
at the Max Planck Institute for Gravitational Physics (Albert Einstein 
Institute) in Potsdam, Germany, and had been a senior research 
scientist at NCSA and associate professor in the physics department 
at the University of Illinois, Urbana-Champaign. 
Fellows working on varied projects ~----------------------------~/ 
Four researchers from institutions across the country were 
awarded fellowships enabling them to pursue diverse collaborative 
projects with NCSA this summer. They are: 
• Walter C. Ermler, University of Texas at San Antonio. Project: 
COLUMBUS Parallel Spin-Orbit Configuration Interaction-
Education and Research. The COLUMBUS suite of molecular 
electronic structure codes is being enhanced with new modules, 
massively parallel capabilities, and visualizations and will be 
made available on systems at NCSA. The project will result in a 
capability for the ab initio approach for structural and spectral 
properties of systems comprised of heavy elements that can be 
readily used by the computational science research community 
and in postsecondary educational environments. 
Summer fellowships at 
NCSA assist researchers 
who collaborate with 
NCSA. The 2008 summer 
fellows are: (bottom to 
top) Farzad Mashayek, 
Jun Ni, Kyungwha Park, 
and Walter Ermler. 
• Farzad Mashayek, University of Illinois at Chicago. Project: 
Simulations of Liquid-fuel Combustors. This project is 
investigating novel ideas for increasing heat release per unit 
volume while maintaining a stable flame in liquid-fuel dump 
combustors, with particular attention to liquid fuels driven from 
biological sources. 
• Jun Ni, University of Iowa. Project: Scalability analysis and 
experiments of cyberinfrastructure-enabled petascale computing 
for 3D CT medical imaging reconstructions. Ni is working with NCSA 
to investigate the potential for algorithms for 3D reconstruction 
of microscopic and high-resolution CT image data that will scale 
up to take advantage of extremely powerful computing systems, 
such as the Blue Waters system NCSA will deploy in 2011. Better 
medical imaging can provide earlier diagnosis for cancer. 
• Kyungwha Park, Virginia Tech. Project: Simulations of Quantum 
Electronic Spin Transport through Large Magnetic Molecules. Park 
is porting the recently developed SMEAGOL code for calculating 
quantum transport to NCSA's powerful Abe cluster with the goal 
of improving the code's scaling and performance. 
And for the first time, NCSA selected 
a scholar from one of its international 
partners for a fellowship. Loukas Kalisperis 
holds appointments at both Penn State 
University and The Cyprus Institute. He is a 
member of the Computation-based Science 
and Technology Research Center and the 
Science and Technology in Archaeology 
Research Center. His research includes high-
performance visualization and immersive 
environments. 
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Students, NCSA embark on 
Google Summer of Code projects 
A program funded by search giant Google is giving seven 
students from around the world the opportunity to work with 
NCSA's expert staff this summer. The Google Summer of Code 
program provides financial support to enable student developers 
to write code for a wide range of open-source software projects. 
The students will be mentored by NCSA staff. The students and their 
projects are: 
• Joana M. F. da Trindade, Universidade Federal do Rio Grande do Sul, 
Brazil, is working to develop SAML holder-of-key authentication, a 
stronger security standard that virtually eliminates the impersonation 
threat associated with bearer assertions. Mentor: Tom Scavo. 
• Kang Zhang, Shanghai Jiao Tong University, China, is using Adobe 
AIR to build a client for semantic data management based on NCSA's 
Tupelo protocol. Mentor: Jim Myers. 
• Piotr Wendykier, Emory University, is working on parallel 
implementation of an automated image cropping algorithm for 
processing terabytes of data-specifically, the collected writings of 
President Abraham Lincoln. Mentor: Peter Bajcsy. 
• Upeksha Uduwilaarachchi and Sachith Dhanushka, University 
of Moratuwa, Sri Lanka, are working on mapping geospatial and 
temporal information to and from KML (a file format used to display 
geographic data). Their project is part of NCSA's contributions 
to the WATERS (Water and Environmental Research Systems) 
Network, a Long-range effort to build a comprehensive system for 
monitoring and understanding the complex and dynamic water cycle. 
Mentor: Yong Liu. 
• Renee McElhaney, University of Illinois at Chicago (UIC), assists a 
group of UIC physicians with the design of algorithms for dealing with 
a variety of data in order to predict the outcome of a procedure for 
patients with diabetes. Mentor: Peter Bajcsy. 
• Conrad Owen, Hampton University, is working on a tool to help 
scientists view and manipulate Large datasets quickly and easily. 
Mentor: Luigi Marini. 
---
Calculated charge density isosurface for 
the nucleobase guanine physisorbed on 
a high-curvature (5,0) single-walled 
carbon nanotube. 
A snapshot of the L90M-saquinavir 
complex after four nanoseconds of 
postequilibration molecular dynamics 
simulations. 
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The best of both worlds: DNA-carbon nanotube hybrids / 
Combining molecules from the biological regime with 
nanotechnological materials offers many new exciting possibilities 
for the design of novel applications, in particular sensory devices, 
as weLL as in clinical diagnostics and drug delivery. In particular, 
DNA has been found to easily connect in a non-covalent fashion 
to carbon nanotubes (CNTs), thus forming a hybrid system which 
exhibits many interesting properties that could be utilized in a 
variety of applications. An international research coLLaboration has 
been studying the interaction between DNA and CNTs from first 
principles, with a special focus on a phenomenon that was observed 
in several experiments, namely the origin of the dependence of 
certain key properties on the DNA sequence. Using NCSA's systems, 
the scientists were able to perform a systematic theoretical study to 
gain a better understanding of how individual nucleobases interact 
with CNTs, and discovered that the binding strength of DNA and 
RNA nucleobases to CNTs is strongly affected by the polarizability 
of the nucleobase molecule and the diameter of the CNT. This 
dependence on the polarizability, as weLL as other findings, Led to 
the conclusion that a van der Waals interaction is the dominant 
binding force in this system. The team discovered the effect of the 
diameter of the CNT also plays a role: the higher curvature Leads to 
a Larger separation of the atoms on the biological molecule and the 
carbon nanostructure surface, and results in a weaker interaction. 
The results were published in Nanotechnology. 
Researchers involved in the project were: Shankara Gowtham 
and Ravindra Pandey, Michigan Technological University; Ralph 
H. Scheicher, Michigan Technological University and Uppsala 
University, Sweden; Shashi P. Karna, U.S. Army Research Laboratory, 
and Rajeev Ahuja, Uppsala University and the Royal Institute of 
Technology, both in Sweden. 
Funding was provided by DARPA, the U.S. Army Research Lab, 
and the Goran Gustafsson and Wenner-Gren Foundations. 
L___P_a_t_ie_n_t -_s_p_ec_i_fic_dr_u_g_t_re_a_tm_e_n_ts____,/ 
Imagine a world where drugs are prescribed according to 
patient-specific treatments tailored to a person's unique genotype. 
An area of work that chemistry professor Peter Coveney's research 
group at the Centre for Computational Science, University CoLLege 
London, has recently seen success has been simulations of the 
efficacy of an HIV drug in blocking a key protein used by the virus. 
The method (an early example of the Virtual Physiological Human 
(VPH) in action) could one day be used to tailor personal drug 
treatments, for example for HIV patients developing resistance to 
their drug's resistant mutants of HIV-1 protease, a protein produced 
by the virus to propagate itself. These protease mutations are 
associated with the disease's resistance to saquinavir, an HIV-
inhibitor drug. Although nine drugs are currently available to inhibit 
HIV-1 protease, doctors have no way of matching a drug to the 
unique profile of the virus as it mutates in each patient. Instead, 
they prescribe a course of drugs and then test whether these are 
working by analyzing the patient's immune response. One of the 
goals of VPH is for such 'trial and error' methods to eventually be 
replaced by patient-specific treatments tailored to a person's unique 
genotype. This study represents a first step towards the ultimate 
goal of transforming medicine with 'on-demand' medical computing 
where doctors could one day 'borrow' supercomputing time from the 
national grid to make critical decisions on Life-saving treatments. A 
doctor could perform an assay to establish the patient's genotype 
and then rank the available drugs' efficacy against that patient's 
profile based on a rapid set of Large-scale simulations, enabling the 
doctor to tailor the treatment accordingly. This work was published 
in the Journal of the American Chemical Society. This is one of 
many transformative projects of Coveney and his collaborator Bruce 
Boghosian of Tufts University. 
This research was partially funded by the United Kingdom's 
Engineering and Physical Sciences Research Council, the 
European Union-supported ViroLab project, and the National 
Science Foundation. 
• geographical boundaries. That's why international 
research teams working together to discover innovative solutions 
to complex problems of global importance are sharing more easily 
by using powerful distributed systems of computers, data storage, 
visualization displays, and instruments at collaborating sites around 
the globe. 
The Global Lambda Integrated Facility (GLIF) is one such 
system. GLIF is an international virtual organization that promotes 
lambda networking to support data-intensive scientific research. 
The partnership includes network providers, network engineers, 
computer scientists, and computational scientists who are 
developing new optical network-based computing paradigms and 
cyberinfrastructure. GLIF participants-including IllinoisWave, which 
is comprised of NCSA and the University of Illinois-also exchange 
information to learn from each other's experiences; seek to establish 
best practices; work together to develop, test, and implement new 
lambda networking technologies, middleware, and applications; and 
generally collaborate to bring the technology forward. 
Participants voluntarily provide the optical wavelengths (also 
known as lambda grids) that are interconnected at GLIF Open 
Lightpath Exchanges, or GOLEs. GOLEs have the equipment necessary 
to interconnect and establish end-to-end lightpaths, which are 
used by the international research teams to meet the needs of very 
large-scale e-science applications in fields like physics, astronomy, 
earth science, bio-informatics, and the environmental sciences. 
In the coming decade, e-science will require distributed petaflops 
computing, exabyte storage, and terabit networks. 
Thanks to NCSA's Robert Patterson, GLIF has a new world map 
that showcases its infrastructure. Patterson, a member of NCSA's 
Advanced Visualization Laboratory, created the GLIF Map 2008 
visualization using an Earth image provided by NASA. Data for the 
map was compiled by Maxine D. Brown of the Electronic Visualization 
Laboratory at the University of Illinois at Chicago. 
Although the previous map was only two years old, the 
infrastructure has grown as participation has increased. GLIF now 
includes national research and education networks, countries, 
consortia, institutions, and individual research initiatives on five 
continents. Participation in GLIF is open to any organization that 
subscribes to the GLIF vision and can contribute to the activities. 
Administrative support is provided by the Trans-European Research 
and Education Networking Association. 
www.glif.is 

