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Magnetism at low dimensions is a thriving field of research with exciting opportunities in tech-
nology. In the present Colloquium, we focus on the properties of 1-D magnetic systems on solid
surfaces. From the emulation of 1-D quantum phases to the potential realization of Majorana edge
states, spin chains are unique systems to study. The advent of scanning tunnelling microscope
(STM) based techniques has permitted us to engineer spin chains in an atom-by-atom fashion
via atom manipulation and to access their spin states on the ultimate atomic scale. Here, we
present the current state of research on spin correlations and dynamics of atomic spin chains as
studied by the STM. After a brief review of the main properties of spin chains on solid surfaces,
we classify spin chains according to the coupling of their magnetic moments with the holding
substrate. This classification scheme takes into account that the nature and lifetimes of the spin-
chain excitation intrinsically depend on the holding substrate. We first show the interest of using
insulating layers on metals, which generally results in an increase in the spin state’s lifetimes
such that their quantized nature gets evident and they are individually accessible. Next, we show
that the use of semiconductor substrates promises additional control through the tunable electron
density via doping. When the coupling to the substrate is increased for spin chains on metals,
the substrate conduction electron mediated interactions can lead to emergent exotic phases of
the coupled spin chain-substrate conduction electron system. A particularly interesting example
is furnished by superconductors. Magnetic impurities induce states in the superconducting gap.
Due to the extended nature of the spin chain, the in-gap states develop into bands that can lead to
the emergence of 1-D topological superconductivity and, consequently to the appearance of Ma-
jorana edge states. Finally, we give an outlook on the use of spin chains in spintronics, quantum
communication, quantum computing, quantum simulations and quantum sensors.
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I. INTRODUCTION
A collection of local magnetic moments arranged in
a linear fashion that interact via some spin-spin cou-
pling is generally known as a spin chain. This seem-
ingly simple object is one of the most complex and rich
physical systems that have been studied since the ad-
vent of quantum mechanics without a decline in inter-
est ever since. As early as 1928, Werner Heisenberg ex-
plained ferromagnetism using Pauli’s exclusion principle
and the interaction between spins that bears his name.
Subsequently, antiferromagnetism was addressed in spin
chains by the seminal works of Bethe (Bethe, 1931) and
Hulthe´n (Hulthe´n, 1938). Also in recent times the in-
terest in spin chains continues. The 2016 Nobel Prize
explicitly mentioned spin chains through the work of Hal-
dane (Haldane, 1983, 2017), that revolutionized the un-
derstanding of condensed-matter physics by finding new
phases of matter associated to a certain set of the two
interactions defining the spin-chain parameters (Affleck,
1989; Haldane, 1983, 2017). Additionally, the study of
spin chains has been instrumental in ushering the far-
reaching concepts of topology in condensed matter.
Spin chains are also paradigmatic integrable systems.
Bethe developed the Bethe Ansatz to solve antiferro-
magnetically coupled spin chains (Bethe, 1931; Hulthe´n,
1938), which has found use in many other integrable mod-
els (Faddeev, 1996; Sklyanin and Faddeev, 1978; Takhta-
jan, 1981).
The simplification of spin chains as compared to three
dimensional systems, brings in new phenomena proper to
lower dimensions. One of them is the absence of long-
range order as descibed by the Mermin-Wagner theo-
rem (Mermin and Wagner, 1966). A related consequence
is that phase transitions in one-dimensional (1-D) sys-
tems only take place at zero Kelvin. Furthermore, cor-
relations are enhanced at 1-D. As a consequence, many-
body physics is ubiquitous in 1-D system.
While the initial interest in spin chains was primarily
from a theoretical viewpoint, various ways exist to cre-
ate physical realizations of spin chains in either solids,
trapped atoms or molecules. Particularly the develop-
ment of the scanning tunneling microscope (STM) has
furthered permitted us to create spin chains on solid sur-
faces with atomic precision.
The first experimental realizations of spin chains date
from the early 1960s. It was found that some transition-
metal salts had their magnetic centers arranged in a
chain-like fashion and showed exchange interactions be-
tween these centers (Flippen and Friedberg, 1963; Haseda
and Miedema, 1961; Wagner and Friedberg, 1964; Watan-
abe and Haseda, 1958). An interesting family of 1-
D spin systems are based on Cu ions (Sahling et al.,
2015). Recent activity is moving instead into the cre-
ation of extraordinary spin chains using molecular sys-
tems (Caneschi et al., 2001; Zhang et al., 2013a).
A great deal of progress in the experimental investiga-
tion of the physics of spin chains has been achieved in
developing quantum simulators based on atomic traps.
Spin interactions can be simulated by the close-ranged
interactions between atoms held in an optical trap (Si-
mon et al., 2011). When strongly interacting multicom-
ponent gases are arranged in one dimension, effective
Heisenberg spin chains can be modelled (Deuretzbacher
et al., 2014). Short-ranged strong interactions between
alkali atoms have also been used to simulate the Heisen-
berg XXZ models (Volosniev et al., 2015; Yang and Cui,
2016). More recently, simulations of antiferromagnetic
Heisenberg spin chains have been performed using four
fermionic atoms (Murmann et al., 2015). Also Yang et
al. (Yang et al., 2016) have shown that these floating
atoms can lead to other interesting examples of Heisen-
berg chains.
The present Colloquium is devoted to the study of
spin chains on solid surfaces as studied with the STM.
The STM allows us to interrogate matter on the atomic
scale with unprecedented precision. Besides studying
spin chains built by self-assembling techniques, the STM
can actively displace, transfer and position atoms on a
solid surface (Eigler and Schweizer, 1990). In this way,
spin chains can be built with atomic precision of both
the chain itself as well as its environment. Further-
more, recent progress has permitted to greatly enhance
the applications of STM by conferring it with the ability
of measuring single-atom magnetic excitations (Heinrich
et al., 2004), single-atom magnetisation curves (Meier
et al., 2008), single-atom fast time-resolved spin dynam-
ics (Loth et al., 2010a), and single-atom electron param-
agnetic resonances (Baumann et al., 2015b). With these
new capabilities, the spin chains can be assembled and
characterized atom-by-atom with unique combination of
control and accuracy. As a consequence a new world of
data is booming in the field of spin chains.
The recent years have seen a great deal of activity in
the field of spin chains on solids. We review this activ-
ity classifying the STM-based research by the substrate
system. This allows us to review processes as interest-
ing as Kondo physics in heterogeneous spin chains (Choi
et al., 2017a) or as ground-breaking as the observation of
indications for Majorana edge states in condensed mat-
ter (Kim et al., 2018; Nadj-Perge et al., 2014).
II. CONCEPTS OF SPIN CHAIN PHYSICS
The extraordinary interest in spin chains stems from
their complex quantum nature. In this section, we re-
view the properties of spin chains by first deriving simpli-
fied Hamiltonians that only consider effective interactions
among magnetic moments. Next, we study the excitation
3spectra of these effective Hamiltonians, first by consider-
ing the Heisenberg model and then the effect of magnetic
anisotropy. Finally, we analyse the complexity of these
solutions by revealing the role of entanglement, compar-
ing it with many-body correlations and explaining the
effect of decoherence of spin chains on solid surfaces.
A. Spin Hamiltonians
The Hamiltonian of a non-relativistic atomic system
representing, for instance, a condensed-matter realization
of a chain of spins, does not contain any spin operator
because the spin is contained in the electronic states. As
a consequence, the total spin operator (Sˆ2) and one of
the components of the spin (say Sˆz) will commute with
the Hamiltonian. When relativistic effects are included,
the spin operator fully appears in the spin-orbit coupling
terms, and both S and Sz can cease to be good quantum
numbers.
Heisenberg Hamiltonian. — Spin operators naturally
appear in a Hamiltonian if we simplify matters to only in-
clude the low-energy excitations of the full system. Gen-
erally, magnetic excitations are of low energy and a spin
Hamiltonian will explicitly consider them.
Open-shell atoms have two sources of magnetic mo-
ment, ~ˆL and ~ˆS that add to give the magnetic moment
~ˆM = −µB(~ˆL+ 2 ~ˆS).
Here, we will restrict ourselves to spins in a vague way,
but they can be any of the above operators that con-
tribute to the magnetic moment of the system. The aim
of the spin Hamiltonian is to simplify the description of
the magnetic structure of the system by using effective
interactions among spins. The Heisenberg Hamiltonian
is a clear case of a spin Hamiltonian. It is a simple model
for the interaction between two magnetic moments. The
actual interaction behind electrons giving rise to the ef-
fective interaction can be quite intricate. Take for exam-
ple the superexchange interaction between two localized
orbitals, 1 and 2 (see (Yosida, 2001) for more details).
The original Hamiltonian only includes a nearest neigh-
bor hopping term, t, that leads to chemical hybridiza-
tion, and an on-site Coulomb repulsion term, U , that
adds a penalty to double occupations of some local or-
bitals. The low-energy excitations can be represented by
the solutions of a Heisenberg Hamiltonian with an anti-
ferromagnetic interaction given by
HˆHeisenberg = J ~ˆS1 · ~ˆS2. (1)
The coupling term is given by (Yosida, 2001)
J =
2t2
U
. (2)
In order to take into account the varying nature of
different localized magnetic moments, we can generalize
the Heisenberg Hamiltonian to:
Hˆ =
1
2
∑
ij
~ˆSi · Jij · ~ˆSj (3)
with a full magnetic exchange tensor, Jij , that takes into
acount all couplings between different pairs of effective
spins ~ˆSi, ~ˆSj of localized magnetic moments i and j.
This operator can be separated into three contribu-
tions (Hermenau et al., 2018):
Hˆ =
1
2
∑
i 6=j
Jij ~ˆSi · ~ˆSj︸ ︷︷ ︸
isotropic exchange
+
1
2
∑
i 6=j
~Dij ·
(
~ˆSi × ~ˆSj
)
︸ ︷︷ ︸
Dzyaloshinskii-Moriya interaction
+
1
2
∑
i 6=j
~ˆSi · Janisoij · ~ˆSj︸ ︷︷ ︸
anisotropic exchange
(4)
The above tensor of exchange interactions, Jij , was split
into its constituents: the isotropic exchange interac-
tion Jij , the Dzyaloshinskii-Moriya interaction (DMI)
~Dij , and the symmetric anisotropic exchange interaction
Janisoij = (Jij + (Jij)
T)/2− Jij .
The DMI can arise when the inversion symmetry of
a system with sizeable spin-orbit coupling is broken,
becoming one source of non-collinear arrangements of
spins (Dzyaloshinsky, 1958; Fert and Levy, 1980; Levy
and Fert, 1981; Moriya, 1960). The DM vector, ~Dij , gives
the strength and orientation of the interaction and is sub-
ject to symmetry selection rules; this interaction mini-
mizes the energy for an orthogonal orientation of adjacent
spins and dictates the rotational sense of the spin vec-
tors. In competition with the isotropic and anisotropic
Heisenberg exchange, it can lead to ground states that are
spin spirals exhibiting a unique rotational sense (Menzel
et al., 2012; Schweflinghaus et al., 2016). The DMI is
also an important ingredient for the formation of mag-
netic skyrmions in two dimensions (Heinze et al., 2011).
All the different parts of the exchange interactions
in equation 4 can in principle not only result from the
super exchange discuss above, but also from direct ex-
change, for close distance between the two localized spin-
carrying orbitals, or from conduction electron mediated
indirect exchange interaction for a further separation of
the localized orbitals. The isotropic part of the latter
type of interaction is known as the Ruderman-Kittel-
Kasuya-Yosida (RKKY) interaction (Kasuya, 1956; Rud-
erman and Kittel, 1954; Yosida, 1957). It typically has a
damped oscillatory dependence, i.e. it changes between
ferromagnetic and antiferromagnetic coupling as a func-
tion of the distance between two atomic spins and their
orientation with respect to the substrate lattice. The lat-
ter behavior results from the shape of the Fermi surface
of the conductance electrons that can be rather complex
and anisotropic (Zhou et al., 2010). Because of the inver-
sion symmetry breaking due to the presence of a surface,
4the conduction electron mediated exchange interaction
also has a Dzyaloshinskii-Moriya contribution that can
be as large as the isotropic contribution if the substrate
electrons are subject to considerable spin-orbit interac-
tion (Fert and Levy, 1980; Khajetoorians et al., 2016;
Smith, 1976). As a result, chains of indirect conduction
electron exchange coupled atoms on high atomic num-
ber metallic substrates can also have spin-spiral ground
states (Steinbrecher et al., 2018).
Finally, there can be higher-order terms of the ex-
change interaction. The next higher order involves hop-
ping between four-spins, located on two, three, or four
sites (Blu¨gel and Bihlmayer, 2007; Hoffmann and Blu¨gel,
2018; Kurz et al., 2001).
Magnetic anisotropy. — So far, only the interactions
between localized magnetic moments have been consid-
ered in Eq. (4). However, the orbitals of the local moment
also interact with the surrounding ligands via Coulomb
interactions. Together with spin-orbit coupling, this
leads to a dependence of the system’s energy on the ori-
entation of the magnetic moment, the so-called on-site
magnetic anisotropy. In order to take this into account,
an additional contribution is added to the Hamiltonian
where the orbital degrees of freedom of the electronic
wavefunction are implicit and only the spin degrees of
freedom are actively considered. For the sake of under-
standing we first consider a low-symmetry binding site
which leads to sufficient splitting of the orbital degrees
of freedom.
In the absence of spin-orbit interaction, if the value
of the orbital angular momentum contribution to the
magnetic moment is negligible, a particularly simple case
takes place. This is often the case when the symmetry
is strongly broken by the substrate holding the magnetic
atoms. Due to this quenching of the orbital magnetic
moment, the low-energy excitations of the effective spin
Hamiltonian are free of active orbital transitions when
the spin-orbit interaction is connected. However, despite
the quenching of the orbital moment, there will be a final
non-zero value of the orbital moment due to the efficient
mixing of spin and orbital degrees of freedom by the spin-
orbit interaction.
The lowest-order terms in the additional magnetic
anisotropy contribution to the effective spin Hamiltonian
correspond to uniaxial symmetry of the ligand field and,
allowing for some non-trivial symmetry transversal to the
main axis (such as Ci, Cs, C2ν , etc), have the form
Hˆ = DSˆ2z + E(Sˆ
2
x − Sˆ2y). (5)
This Hamiltonian is found very often, as for example in
the case of magnetic impurities on Cu2N surfaces as will
be described in section IV.A. Other ligand or crystal sym-
metries lead to the survival or cancelling of higher powers
of the spin operators. The Stevens operators are a sys-
tematic way to include contributions to the spin Hamilto-
nian taking into account the symmetry of the atomic en-
vironment (Rudowicz and Chung, 2004; Stevens, 1952).
Stevens generalized the spin Hamiltonian to read:
Hˆ =
∑
k=2,4,6
k∑
q=−k
BqkOˆ
q
k(
~S). (6)
Each of the Oˆqk(
~S) operators is Hermitian and the co-
efficients Bqk are real such that the spin Hamiltonian is
Hermitian. A rank k of 6 is sufficient to describe the
effects of crystal-field symmetry on spins on surfaces.
The above axial anisotropy can be expressed using the
Stevens coefficients, Bqk, for the above zero-field splitting
parameters, such that,
D = 3B02 E = B
2
2
where k = 2 implies that they refer to axial symmetry
and q = 0, 2 refer to the longitudinal and transversal
components respectively. The corresponding Stevens op-
erators are:
Oˆ02 = 3Sˆ
2
z − S(S + 1)
where S is the spin eigenvalue and Sˆz is the z component
of the spin operator. And,
Oˆ22 = Sˆ
2
x − Sˆ2y .
The Stevens operators are widely tabulated and can be
found in many references, for example (Rudowicz and
Chung, 2004) and references therein.
Many substrates possess a C3ν symmetry. An example
are the substrates of Section IV.A. In many instances, we
will see that higher order terms can be often neglected,
such that using DSˆ2z is already good enough for those
systems.
Writing such an effective spin Hamiltonian is not al-
ways possible. In the absence of quenching of the orbital
degrees of freedom, the spatial dependence of the elec-
tronic wavefunction has to be explicitly allowed in the
Hamiltonian. This case has been considered in a number
of recent works about magnetic impurities on a MgO thin
film on a Ag (100) substrate (Baumann et al., 2015a,b;
Ferro´n et al., 2015; Rau et al., 2014). These articles study
3d transition metals on MgO layers. Generally, adsorp-
tion on one of the surface’s oxygen atoms is preferred,
leading to an axial symmetry given by the normal to
the surface, plus a four-fold symmetry by the four neigh-
boring Mg2+ ions. The axial crystal field is not strong
enough to sufficiently quench the orbital moment and a
full multiplet calculation must be undertaken. Figure 1
shows the typical procedure to obtain the low-energy
terms of a Co2+ ion on MgO. The calculations proceed
by first considering the axial field effect on the electronic
states of the studied 3d ion. Next, the four-fold crystal
field is added. Once that the electronic states reflect the
correct orbital structure under the environment’s fields,
the spin-orbit interaction is added. Finally the Zeeman
splitting due to an external magnetic field is considered.
5Figure 1 The effect of different perturbations on the elec-
tronic states of a Co2+ ion on MgO is incrementally shown
in this figure. First the axial field due to the presence of the
surface plane is included, shifting the ten low-energy spheri-
cal levels (one eight-fold and one two-fold degenerate), second
the crystal field of the four neigboring Mg2+ ions is consid-
ered. Next, the spin-orbit coupling is adiabatically switched
on. And finally a magnetic field is included. The lowest en-
ergy transitions induced by tunneling electrons from an STM
are depicted by arrows. Reproduced from (Rau et al., 2014).
This approach incrementally considers each effect per-
mitting us to gain insight as well as control on the actual
electronic configuration of the ion in its environment. By
this procedure, a spin Hamiltonian enhanced by orbital
terms, similar to the above spin terms, can be obtained
that reproduces the low-energy states of the system.
Classical magnetic moments. — If the quantum prop-
erties of the spin chain system are not dominating, e.g.
because of very large spin values, it is often sufficient to
consider the classical limit. Within this limit, the vec-
tor spin operator ~ˆS is replaced by a classical magnetic
moment, via ~m = gµB ~S, and the parameters within the
Stevens operator treatment are related to classical mag-
netic anisotropy constants.
B. Excitations in spin chains
The ground state of a ferromagnetic Heisenberg chain
in the presence of an arbitrarily small magnetic field cor-
responds to all spins being aligned along the magnetic
field. Flipping a spin does not result in an eigenstate of
the Hamiltonian; instead, it forms a linear combination of
eigenstates (Auerbach, 1994; Mattis, 2006; Yosida, 2001).
Since the complete reversal of a single spin requires a lot
of energy due to the exchange interaction, the lowest-
energy excitations of chains are spin waves, where the
spin flip is delocalized with a phase shift along the entire
chain. For an infinite chain of S = 1/2 spins, a spin-wave
excitation has the following dispersion relation:
(~q) = 2J sin2(
~a · ~q
2
) (7)
where ~q is the dispersion momentum vector along the
infinite spin chain and ~a the lattice vector of the spin
chain. Spin waves are also referred to as magnons.
If the Heisenberg coupling between spins is instead an-
tiferromagnetic, the spin states are far from simple due to
the multiconfigurational character of the antiferromag-
netic solutions. For chains of atoms with S=1/2, the
flipping of one spin leads to either a spin wave or a two-
spinon excitation. Either of these excitation changes the
total magnetization by ∆S = ±1. The spin wave is the
lowest-energy excitation of the antiferromagnetic chain
and its dispersion relation is given by (des Cloizeaux and
Pearson, 1962)
(~q) =
pi
2
J | sin(~a · ~q)|, (8)
with the same notation as before.
Calculations on the probability and spectra of fi-
nite ferro- and antiferromagnetic spin chains show that
spin waves are efficiently excited by tunneling elec-
trons (Gauyacq and Lorente, 2011).
Right beyond the spin wave excitation two-spinon
excitations set in, until they reach the upper bound-
ary (Bougourzi et al., 1998; Karbach et al., 1998, 1997;
Mu¨ller et al., 1981; Yamada, 1969).
U (~q) = piJ | sin(~a · ~q/2)|. (9)
Figure 2 (a) shows the continuum of two-spinon excita-
tions bounded by the spin-wave excitation, Eq. (8), and
the upper branch, Eq. (9). All these excitations corre-
spond to encountering one spin flip in an antiferromag-
netic spin chain. Half an excitation is a spinon, which
is a consequence of the tendency to the fragmentation of
spin (and charge) in 1-D systems (Mourigal et al., 2013).
This type of spectrum has been recently revealed in 1-
D spin chains formed by CuO (Mourigal et al., 2013).
The fragmentation of spin in the excited state is easily
understood when the time evolution of the two spinons
is followed. Figure 2 (b) shows a simple scheme of the
creation of a two-spinon excitation and its time evolu-
tion into single spinons. The two-spinon continuum is
followed by four-spinon excitations and so forth at even
higher energies, but (Caux and Hagemans, 2006; Mu¨ller
et al., 1981) most of the spectral weight is carried by
the two-spinon excitations (Karbach et al., 1997; Mu¨ller
et al., 1981).
C. Haldane phase
For a while, it was believed that the above depicted
excitation spectra for spin 1/2 systems was general to
all antiferromagnetic Heisenberg spin chains. However,
Haldane (Haldane, 1983) predicted that the spectra for
chains made out of integer spins (S ≥ 1) should be
gapped, meaning that there are no zero-energy excita-
tions contrary to the spectra shown in Fig. 2 (a).
Haldane conjectured that the Heisenberg antiferro-
magnetic spin chain for integer spins has a singlet ground
state separated by an energy gap from the first excited
state (Haldane, 1983), see also (Affleck, 1989; Tasaki,
6(b) 
(a) 
Figure 2 (a) Two-spinon continuum corresponding to single
spin-flip excitations of an inifinite Heisenberg antiferromag-
netic chain of atoms with S = 1/2 (spin 1/2 chain). The con-
tinuum is bounded by spinwave excitations as the low-energy
branch, Eq. (8), and the higher branch, Eq. (9). (b) Scheme
of a spin 1/2 chain showing the propagation of a two-spinon
becoming two domain-wall excitations for an Ising antiferro-
magnetic chain.
1991). This apparently minor difference has important
implications. The appearance of the gap leads to spin-
spin correlations that decay exponentially with distance
while for the half-integer the spin-spin correlations de-
cay following a power law (Renard et al., 2002; Tasaki,
1991). But moreover, it leads to the possibility of non-
trivial ground states for the integer case with a corre-
sponding topological quantum phase transition between
the different solutions (Gu and Wen, 2009; Pollmann,
2018; Pollmann et al., 2010; Turner et al., 2011). For a
chain of S = 1 spins, the Heisenberg antiferromagnetic
spin chain with uniaxial anisotropy (E = 0 in Eq. (5))
presents a phase transition for D = J (J and D de-
fined in Eqs. (1) and (5)). Both states on either side of
the phase transition preserve all the symmetries of the
Hamiltonian, hence the phase transition does not take
place by breaking symmetries, but it is rather of topo-
logical nature (Chen et al., 2012). The low D-phase is
the Haldane phase that is a strongly entangled state that
cannot be smoothly connected to a product state. How-
ever, the large D phase can be connected to a simple
product state. This last phase is the topologically trivial
one (Pollmann, 2018).
The confirmations of the integer spin system being
gapped are quite limited, despite all the existing exper-
imental work on 1-D spin systems (Renard et al., 2002,
1987). Indeed, the requirements to obtain the Haldane
phase are somewhat difficult to find in a physical system.
The individual spins must be integers, the interaction
antiferromagnetic, arranged in 1-D periodical structures
with uniform interactions, but weak interchain interac-
tions and weak anisotropy. (Renard et al., 2002) give
a complete list of Ni-based compounds with quasi 1-D
spin-one chains that present the Haldane phase.
An extension of Heisenberg spin chains is given by the
AKLT model (Affleck et al., 1987). The AKLT model
consists of a chain of sites that are connected by a bond.
This valence bond contains two spins 1/2. Then each site
is effectively a spin 1 system, but due to the valence bond
that is singlet, the sites are antiferromagnetically cou-
pled. This model can be written into a spin Hamiltonian
by using projectors, arriving at the following expression:
Hˆ =
∑
j
( ~ˆSj · ~ˆSj+1 + 1
3
ˆ
(~Sj · ~ˆSj+1)2) (10)
which is a spin 1 Heisenberg Hamiltonian plus an extra
biquadratic term. This model is exactly solvable, and
its ground state can be expressed as a matrix product
state which still stirs a lot of theoretical attention. Fur-
thermore, the model has been used to study valence-bond
order and symmetry-protected topological order (Gu and
Wen, 2009; Pollmann et al., 2012).
D. Decoherence of spin chains
In the following, we will discuss decoherence effects
that arise by the interaction of the spin chain with the
environment, which in this work is the holding substrate.
Let us first assume we have two S = 1/2 spins interact-
ing via an exchange interaction, J ~S1 · ~S2. We can diago-
nalize this Hamiltonian and obtain three S = 1 states and
one S = 0 state. If we measure one of the spins, we will
find equal probabilities for spins up and down. Thus, we
cannot obtain any information on the state of an individ-
ual spin. However, we know the total spin of the two-spin
system. It is perfectly determined. The total states are
canonical maximally entangled states (Horodecki et al.,
2009). Once we know the state of the full system, and
the state of one of the spins, we will know the outcome
of a possible measurement on the other spin.
This is true while the spins keep their respective rela-
tive phases. In the events of collisions or perturbations
that simply produce a change of phase on one of the com-
ponents, the wavefunction changes and the previous en-
tangled wavefunction does not represent the system any-
more. Indeed, for long enough times, the accumulation of
dephasing events leads to the collapse of the singlet wave-
function in either | ↑↓〉 or | ↓↑〉 also known as Ne´el states.
When the spin chain is in contact with a substrate, statis-
tical interactions with the substrate (phonon or electron
collisions) lead to dephasing and hence decoherence.
In the case of spin chains on surfaces, the effect of deco-
herence has been shown to lead to Ne´el-like solutions of
antiferromagnetic spin chains (Delgado and Ferna´ndez-
Rossier, 2017; Gauyacq and Lorente, 2015). It is instruc-
tive to compare the cases of Fex(Loth et al., 2012) and
7Mnx(Choi et al., 2016a; Hirjibehedin et al., 2006) spin
chains. The main difference of these two systems is the
magnetic anisotropy, Eq. (5). The spin on Fe atoms on
Cu2N show a large anisotropy, while Mn displays a very
small one. As a consequence, the atomic spin of Fe has a
preferential direction where it can easily align, and create
Ne´el-like states with aid from the environmental decoher-
ence. Even for similar decoherence rates, the absence of a
preferential axis for Mn makes it more difficult to collapse
into a classical Ne´el state.
The time evolution of the density matrix can be ob-
tained from the time evolution of the system state. The
density matrix is an operator given by the projector on
the state of the full system, |Ψ〉, then the density matrix
is ρˆ = |Ψ〉〈Ψ|. The time evolution leads to
dρˆ
dt
= − i
~
[Hˆ, ρˆ]. (11)
Let us assume that we can express the total-system
Hilbert space as the direct product of the two subsystem
Hilbert space: H = HA⊗HB , where, for example, A can
stand for the spin chain and B for the holding substrate.
Once we have determined HB , we can use an eigenstate
basis,
HˆB |φB〉 = B |φB〉, (12)
to project out the B subsystem, leading to the reduced
density matrix:
ρˆA =
∑
B
〈φB |Ψ〉〈Ψ|φB〉. (13)
When the reduced density matrix is used, new terms ex-
plicitly appear in the time-evolution equation, this can
be written in terms of the dissipative part of the Li-
ouvillian L(Cohen-Tannoudji et al., 1998). The actual
way of doing this is very involved and many works treat
this problem (Cohen-Tannoudji et al., 1998; Delgado and
Ferna´ndez-Rossier, 2017).
dρˆA
dt
= − i
~
[HˆA, ρˆA] + L(ρˆA) (14)
The effect of the environment amounts to a source of
random interactions between the many degrees of free-
dom of the environment (subsystem B) and the degrees
of freedom of subsystem A. The Liouvillian can then be
approximated by a linear term on the differential equa-
tion for the coherences with a decay constant 1T∗2
. Here,
1
T∗2
is the pure decoherence or pure dephasing rate. Let
us assume that we only have two states (1 and 2), then
the dissipative part of the Liouvillian, L, is simply:
L(ρˆA) = − 1
T ∗2
{ ρˆ12 + ρˆ21 }. (15)
Here, we have assumed no direct transition between
states such that 1T1 = 0. For more states, matrices have
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Figure 3 A Fe6 chain is initially in state 1 of the two clas-
sical Ne´el states of this antiferromagnetic spin chain. In the
presence of decoherence, the population of state 1 (ρ11) is ex-
ponentially reduced to 0.5, populating both states, (1), while
the coherences become zero (ρ12 = ρ21 → 0). Here, a mea-
surement at ∼ 0.02 s is assumed to find the system in state
1, then the population is suddenly 100% for state 1. After-
wards the exponential decay leads to 50% populations. In
the absence of decoherence, the population is given by Rabi
oscillations of very fast frequency for the Fe6 chain on Cu2N.
Figure reproduced from (Gauyacq and Lorente, 2015) with
permission from the Institute of Physics.
to be defined for the dephasing rates and the equations
become considerably more difficult without changing the
physics. A complete account of the quantum dynamics
of a magnetic subsystem can be found in (Delgado and
Ferna´ndez-Rossier, 2017).
The above equations find direct application in the
problem of the quantum dynamics of a spin chain. The
experiment by Loth et al. consisted in assembling an
antiferromagnetic Fe chain on Cu2N (Loth et al., 2012).
The spin-polarized STM image allowed them to measure
the dwelling times in each of the two Ne´el state of the
spin chain. They found that at very low temperatures
the switching rate between the two states was a constant
with temperature.
Calculations based on the above formalism showed
that the spin-chain dynamics was a competition between
quantum tunneling, which leads to Rabi oscillations be-
tween the two Ne´el states, and the decaying effect of de-
coherence (Gauyacq and Lorente, 2015). Pure quantum
tunneling dynamics leads to fast oscillations of the state
populations. However, due to decoherence, the popula-
tion evolution becomes exponential. Figure 3 shows the
difference between the spin-chain dynamics under deco-
herence, (a), or quantum tunneling alone, (b). A factor
of 104 can be rapidly gleaned from the time axis when
comparing the time dependence of the two curves.
8III. EXPERIMENTAL METHODS AND SAMPLE
SYSTEMS
There are several experimental techniques typically
used for the preparation and investigation of spin chains
on solid state substrates depending on the nature of the
spin chain and the properties to study. Traditional meth-
ods are measurements over ensembles of many spin chains
and are thus averaging techniques such as, e.g., angle-
resolved photoemission spectroscopy, magnetic suscepti-
bility, calorimetry, electron spin resonance, and neutron
scattering. The advent of scanning probe techniques has
permitted us to access to each individual atom in a sin-
gle spin chain. This gives rise to new possibilities such
as studying local properties by carefully positioning the
scanning tunneling tip within the spin chain, or study-
ing chains as a function of number of atoms, their nature
and other parameters. This section is devoted to a brief
description of the methods that can be used to study in-
dividual chains regarding their magnetic properties, their
preparation and the nature of the holding substrate.
A. Experimental Methods
Here, we review the methods based on scanning probe
methods, particularly the STM. There are different STM
measuring modes. The scanning modes typically give
information on the topography of the studied objects.
For spin chains they reveal important data on the atomic
geometry and disposition with respect to the substrate.
The typical imaging mode is the constant current mode
where the set of tip heights over the sample are recorded
while keeping the tunneling current constant. This very
early measuring mode was shown to largely reproduce
the spatial distribution of the constant local density of
states (LDOS) of the substrate, at its Fermi energy, EF ,
and at the tip’s position (Tersoff and Hamann, 1985).
It was quickly realized that a second operation mode of
the STM was to measure the differential conductance at a
given tip location. Extending the interpretation of (Ter-
soff and Hamann, 1985) to finite bias, V , this would yield
precious information on the density of states at a given
position, again the LDOS at the tip’s location. Further-
more, advanced transport theory shows that in the pres-
ence of one conductance channel or under some simplify-
ing assumptions about the tip-substrate electronic cou-
pling (Meir and Wingreen, 1992), the differential con-
ductance is proportional to the many-body LDOS of the
substrate, at EF+eV . Measuring the differential conduc-
tance is tantamount to measuring the many-body spec-
tral properties of the substrate, ranging from any type of
excitation, to the Kondo effect and to the general orbital
structure of the system. In summary, the differential con-
ductance contains information about all degrees of free-
dom of the substrate that can interact with an injected
electron.
The different ways to measure the differential conduc-
tance give rise to different experimental techniques that
we briefly review now:
Scanning tunneling spectroscopy.— In general, measur-
ing the differential conductance at a given bias V and tip
position is the spectroscopic mode named scanning tun-
nel spectroscopy (STS). As we have just seen, it provides
information about the spin-averaged electronic properties
of a sample, and using a magnetic tip also spin-resolution
is achieved (see below). Using the scanning capabilities
of the STM, maps of differential conductance can be pro-
duced at different bias. When an interesting energy E is
identified spatially resolved dI/dV maps at only the ac-
cording bias voltage V = E/e can be performed to reduce
the measurement time.
Inelastic electron tunneling spectroscopy.— The main
experimental difference with the previous spectroscopic
mode, the STS, is the bias resolution that permits us
to obtain a direct measurement of inelastic excitations.
In order to increase the signal-to-noise ratio compared
to numerically derived dI/dV spectra lock-in techniques
are applied. The modulation should be high enough to
significantly reduce the 1/f noise, but low enough to be
still in the bandwidth of the amplifier. The modulation
bias also reduces the noise, at the expense of broadening
the spectral features.
These measuring mode is usually known as inelas-
tic electron tunneling spectroscopy (IETS). Vibrational
modes ranging from a few to hundreds of meV, have been
detected with IETS (Gawronski et al., 2008; Ho, 2002;
Komeda, 2005; Morgenstern et al., 2013; Stipe et al.,
1998). This was a very exciting development because
IETS permitted a chemical identification of adsorbed
species that is generally absent in the large-energy scale
of STS.
Figure 4 (a) and (b) shows typical IETS measure-
ments. When the bias matches an excitation energy,
Vexc = Eexc/e, the tunneling electron can yield part of
its energy and end up in a different state. The effective
number of final states for tunneling suddenly increases
at the threshold Vexc = Eexc/e. As a consequence, the
tunneling current changes its slope, Fig. 4 (a), which is
more clearly seen in its derivative, dI/dV , or differential
conductance, Fig. 4 (b). The steep increase at threshold
and the electron-hole symmetry of the IETS signal are
the hallmarks that the spectral features in the differen-
tial conductance correspond to an excitation.
The above properties are common to any kind of ex-
citation that can be induced by tunneling electrons.
Spin can flip under a tunneling electron, giving rise to
magnetic excitations that can be detected in the same
way (Heinrich et al., 2004). This is of great value in the
study of spin chains because it furnishes a characteriza-
tion of the spin chain. Typical spin-flip excitations are
in the meV range, where they can coexist with acoustic
phonons that are difficult to excite by tunneling elec-
trons (Gawronski et al., 2008). Contrary to phonons,
spin-flip excitations are very easy to excite. A simple pic-
ture relates the change in conductance over the excitation
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Figure 4 (a) Current versus voltage spectrum with an ad-
ditional tunnel channel at a threshold voltage |Vexc| due to
an inelastic excitation. (b) Inelastic excitations are typically
studied measuring the differential conductance and then ap-
pear as symmetric steps at −Vexc and Vexc around the Fermi-
energy.
threshold with the fraction of tunneling electrons that ac-
tually induce the excitation (Lorente et al., 2005). While
vibrational excitation yields excitations in the range of
10%, magnetic excitations easily exceed 100% (Lorente
and Gauyacq, 2009).
Recently, it has been shown that IETS can also detect
orbital excitations. In this case, the symmetric signature
of excitations in the IETS is also lifted because it depends
on the occupancy of the orbitals (Ku¨gel et al., 2018).
Spin-dependent tunnel processes.— When a magnetic
tip is used, the tunneling current can be spin-polarized
(SP). This has implications both for the elastic as well
as the inelastic contribution to the tunnel current (Bode,
2003; Loth et al., 2010a,c; Wiesendanger, 2009). For a
static magnetization of a sample the spin polarization
of the tunnel current and the differential conductance
scales with the projection of sample onto tip magneti-
zation, i.e. a tip magnetized along its axis is sensitive
to the out-of-plane component of the sample magnetiza-
tion, whereas a tip magnetization parallel to the surface
plane detects in-plane magnetization components of the
sample. These so called spin-resolved STM (SP-STM)
and spin-resolved STS (SP-STS) modes allow access to
the spatially resolved magnetic properties of magnetic
atoms, nano-structures, or surfaces down to the atomic
scale (von Bergmann et al., 2014; Bode, 2003; Wiebe
et al., 2011; Wiesendanger, 2009).
As we saw for IETS, when the tunneling electron can
induce a spin flip excitation in the tunnel junction the
spin polarization of a tunnel current leads to a preferred
direction of excitation, i.e. the minority spin channel of
the tip can flip a spin in one direction and the major-
ity electrons flip it in the opposite direction. This leads
to the above lifting of electron-hole symmetry by having
different amplitudes of the inelastic excitation steps at
positive and negative bias in the differential conductance.
The asymmetry scales with the spin-polarization of the
tunnel current for low tunneling rates. An additional
source of bias asymmetry comes from the spin-conserving
potential scattering that leads to interference with the
spin-flip contribution. At higher tunneling rates, spin
pumping can occur, because multiple subsequent excita-
tions survive before de-excitation. This drives the system
out of equilibrium with sizable bias asymmetries (Loth
et al., 2010a,c).
Pump-probe techniques.— The dynamical evolution of
spin excitations can be observed by using the previous
pumping process. This has grown to become an STM-
based electronic pump-probe technique. One of the first
applications was to measure the spin relaxation time of
a Fe-Cu coupled dimer on Cu2N surface (Loth et al.,
2010b).
The technique uses a series of electronic pump and
probe pulses that are generated and sent to the STM
(see Fig. 5 (a)). Once the electronic pump-pulse is sent
to the adsorbates on the surface, the spins of the system
excite and relax over time. The voltage of the pump pulse
has to be larger than the excitation energy to excite the
spin from the ground state to an excited state by inelas-
tic scattering of tunnelling electrons. A probe pulse of
smaller voltage is sent to measure the state of the spin.
This is achieved by magnetically polarizing the STM tip.
By sending the probe pulse at different time delays (∆t),
information on the time dependence of the population of
the levels can be obtained by measuring the evolution of
conductance with ∆t (Fig. 5 (b)). The conductance be-
haves exponential with ∆t, a characteristic time constant
given by the spin relaxation time (T1). The working prin-
ciple of this technique is tunnelling magneto-resistance.
After the spin is excited by a pump pulse, the spin relaxes
and goes to the ground state. Using a spin-polarised tip,
depending on the orientation of the adsorbed spin at cer-
tain time delay, the conductance will change with the
characteristic T1 time constant.
Using this technique, the spin relaxation time of Fe
spin chains have been measured as a magnetic tip was
being approached (Yan et al., 2015). The exchange field
of the tip changed the state mixing of the spin chain, and
this had a measurable effect on the lifetime of the spin
chain excitations.
B. Preparation of chains on surfaces
There are two possibilities to obtain well defined chains
on surfaces: self-organization or atom manipulation. A
spontaneous formation of spin chains can be realized on
uniaxial surfaces, taking advantage of surface thermody-
namics (Gambardella et al., 2000, 2002; Himpsel et al.,
1998). In particular metallic substrates allow for the re-
quired atom diffusion for self-organized growth and it
was shown that tens of nanometer-long one-dimensional
spin chains can be reproducibly achieved. Atom manip-
ulation with the tip of an STM was first demonstrated
for Xe atoms on a Ni(110) surface (Eigler and Schweizer,
1990). In both lateral and vertical manipulation mode
the force between the tip and a single atom adsorbed on
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Figure 5 Simplified diagram of the electronic pump-probe
technique (adapted from (Loth et al., 2010b)). (a) First, the
pump pulse excites the spin states of the adsorbed magnetic
atom and second, the probe pulse at certain time delay (∆t1)
detects the status of the spin by spin polarized tunnelling.
By varying the time delay (∆t) and sending repeated sets of
pump-probe pulses, (b) the conductance as a function of a
time is obtained, which gives information of the spin relax-
ation time (T1). In the present example the initial number of
collected electrons is −20 and the relaxation time is 120 ns.
a surface is exploited to reproducibly displace the single
atom (Bartels et al., 1997), making it possible to build
nano-structures atom by atom (Lorente et al., 2005; Mor-
genstern et al., 2013). Typically the potential landscape
for diffusion on metal surfaces is smooth enough to al-
low for lateral manipulation of adatoms, whereas sur-
faces that form covalent bonds with the adatom such
as a Cu2N layer grown on Cu(100), that has been the
substrate for various magnetic chains as discussed below,
requires the pick-up and drop-off of single atoms with the
tip, i.e. vertical manipulation.
C. Spin chains and their holding substrates
In this Colloquium, we focus on atomic spin chains on a
surface. In this scenario, the influences of the substrate
on the (magnetic) properties of the spin chain become
an important consideration, and one of the main factors
is the coupling strength to the substrates electron bath.
When a spin chain is only weakly coupled to an electron
bath, as for lightly-doped semiconductor substrates, the
low electron concentration impedes electronic excitations
of the low-energy magnetic states of a spin chain. Only
phonons are available for damping and they are not very
efficient because (i) they need a large spin-orbit interac-
tion to couple spin and atomic-position degrees of free-
dom and (ii) the number of available phonons is very
limited at low temperatures. However, in lightly-doped
semiconductors spin excitations are difficult to detect ex-
perimentally, due to practicalities related to detecting
changes in conductance when the applied bias is large
enough to overcome the electronic band-gap (Khajetoo-
rians et al., 2010). To circumvent this, a metal substrate
passivated with a semiconducting or insulating film can
be used as substrate for magnetic chains. In such a sam-
ple, the passivation of the metal substrate reduces the
coupling with the electron bath, hence increasing the
lifetime of the intrinsic spin-chain excitations while per-
mitting good conductance conditions to resolve the elec-
tronic current from the STM tip. A particularly success-
ful substrate for the construction of extended spin struc-
tures has been the case of a monolayer of Cu2N grown
on Cu (100) (Bryant et al., 2015; Choi et al., 2016a,b;
Hirjibehedin et al., 2007, 2006; Loth et al., 2010a; Otte
et al., 2008; Spinelli et al., 2014) (see Sec. IV).
On the other hand, in order to strongly couple the mag-
netic chain to an electron bath, the chain atoms can be
adsorbed directly to a metal substrate, which efficiently
couples their orbitals to the delocalized electrons of the
substrate. In this case, any excitation of the system
is damped relatively quickly due to the enhanced cou-
pling. The damping occurs via efficient electron-hole ex-
citations, which dominate over other de-excitation chan-
nels even at very low temperatures. When an atomic
system of spins is in contact with a metal surface, the
magnetic spectra become broadened by the above mech-
anism. This leads to broad features in the differential
conductance spectra which, nevertheless, can be still de-
tected with the STM (Balashov et al., 2009; Chilian et al.,
2011; Khajetoorians et al., 2011a, 2013b; Schuh et al.,
2010). At the same time the strong hybridization with
the substrate can lead to induced magnetic moments in
the substrate atoms, and often the magnetic properties
can be understood within the classical limit. In addi-
tion to the investigation of dense and dilute chains on
such normal metal surfaces, there has recently been in-
creased interest in the properties of magnetic chains on
superconductors (see Sec. V.B).
IV. SPIN CHAINS DECOUPLED FROM THE
SUBSTRATE’S ELECTRON BATH
A. Passivated metal substrates
The first demonstration of spin excitations on a pas-
sivated metal substrate was performed by Heinrich and
coworkers in 2004 (Heinrich et al., 2004). The authors
used Al2O3 islands grown on NiAl to deposit a small
number of Mn atoms where they performed conductance
measurements as a function of bias at low temperature
(0.6 K) and with magnetic fields as high as 7 T. Other,
more recent experiments involve single atoms and small
multi-atom structures on MgO on Ag(100) (Baumann
et al., 2015a,b; Natterer et al., 2017; Rau et al., 2014),
providing the opportunity to tune the coupling strength
to the substrate by varying the number of MgO layers.
A particularly successful substrate for the construction
of extended spin structures has been the case of a mono-
layer of Cu2N grown on Cu (100) (Bryant et al., 2015;
Choi et al., 2016a,b; Hirjibehedin et al., 2007, 2006; Loth
et al., 2010a; Otte et al., 2008; Spinelli et al., 2014), which
will be the main focus of this section.
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Bulk copper-nitride is an insulator with a gap of above
4 eV. A single atomic layer does not form a complete
insulator and only partially decouples the spin from the
copper metal substrate. These conditions turn out to
be ideal for inelastic tunnelling spectroscopy (IETS) ex-
periments. In addition to acting as a decoupling layer,
the Cu2N surface forms a good template grid for assem-
bling spin chains. The N atoms are bonded covalently
to the Cu atoms, making the Cu2N layer essentially a
two-dimensional molecule with square symmetry (Hir-
jibehedin et al., 2007). When a transition metal atom,
such as Co, Fe or Mn, is positioned on top of the layer,
it is incorporated into that molecule. As such, manipula-
tion of adatoms on top of Cu2N can be seen as the con-
struction of a two-dimensional magnetic molecule with
spin centers at predeterminable locations.
Density functional theory (DFT) calculations (Choi
et al., 2016a; Rudenko et al., 2009; Urdaniz et al., 2012)
show that the Cu2N monolayer is profoundly modified
when a magnetic atom is placed directly over a Cu atom
– the typical binding site for transition metal atoms. The
Cu atom underneath the magnetic atom is pushed into
the substrate while the two neighbouring N atoms are
pulled upwards into the chain. As a consequence, we
can view a spin chain built on Cu2N as an ensemble of
alternating transition metal (TM) atoms and N atoms.
The crystal field due to the nitrogen network can
provide an anisotropic environment with clear preferred
magnetization axes for the spins (Hirjibehedin et al.,
2007). For the magnetocrystalline anisotropy encoun-
tered on the Cu2N surface, typically the second order
form of Eq. (5) involving a uniaxial parameter D and
a transverse term E suffices. A study by Bryant et al.
(Bryant et al., 2013) showed that these phenomenolog-
ical parameters can be understood readily in terms of
the angle between the two nitrogen bonds pointing away
from the magnetic atom. The closer this angle is to 180◦,
the larger the ratio D/E. The exact geometry of atoms
incorporated into the network will be discussed further
down.
The molecular nitrogen network is also responsible, at
least in part, for mediating spin-spin coupling over dis-
tances spanning several unit cells (Otte et al., 2008). By
placing pairs of magnetic atoms near each other on the
network, depending on their relative positioning different
coupling signs and strengths are found with values of the
Heisenberg parameter J ranging from J ∼ +2 meV (anti-
ferromagnetic) to J ∼ −1 meV (ferromagnetic) (Spinelli
et al., 2015). While the exact physical mechanism un-
derlying the spin-spin coupling remains to be studied
further, it is believed to be a combination of superex-
change mediated by the nitrogen network and Ruderman-
Kittel-Kasuya-Yosida (RKKY) coupling (Yosida, 2001)
mediated through the metal underneath. In general, it is
found that the coupling strength decreases rapidly with
the number of nitrogen bonds separating the atoms.
The first spin chains on Cu2N were built by Hir-
jibehedin and coworkers. They showed that Mnn chains
(a)
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Figure 6 Constant current images, (a), of the created Mnn
chains with n = 2 · · · 9 on Cu2N/Cu(100). Differential con-
ductance over atomically manipulated Mnn chains with n =
1 · · · 10, (b). Depending on the number of Mn atoms, the be-
havior is different. For odd number, it shows a small bias
feature with the spin changing excitation energy steps while
for even number, it only gives the spin excitation energy steps.
The lowest spin changing excitations are marked in blue ar-
row. Figure adapted from (Hirjibehedin et al., 2006).
could be built with n = 2 · · · 10 by using a vertical
atom manipulation technique (Hirjibehedin et al., 2006)
(Fig. 6(a)). The atoms were placed one unit cell apart,
being separated by a single N atom (Fig. 6(b)). IETS
showed clear and distinct behaviour depending on the
parity of n. For chains with an even number of Mn atoms,
clear excitation thresholds appeared at several meV, that
reduced in energy as the number of Mn atoms increased.
Odd-numbered chains, on the other hand, displayed a
small-bias featured reminiscent of the small magnetic
anisotropy of a single Mn atom (Fig. 6(c)). These spectra
were readily explained in terms of an isotropic Heisen-
berg Hamiltonian with antiferromagnetic coupling be-
tween the spins in the chains. In contrast to other spin
chains discussed below, in the case of these close-spaced
Mn chains spectroscopy was found to be the same re-
gardless of the position of the tip on the chain. As
such, the chains could be viewed as a single magnetic
entity, using the giant spin approximation. For even-
numbered chains, having zero total spin in the ground
state, the observed excitation corresponds to a singlet-
triplet excitation. Odd-numbered chains, on the other
hand, have a net spin of 5/2. Similar to the single Mn
atom, their spectra display only a small-bias dip. Indeed,
the exchange interaction obtained in this way matched
the computed exchange interactions for the same sys-
tem (Rudenko et al., 2009; Urdaniz et al., 2012).
Follow-up work focused predominantly on Fe chains.
Loth et al. (Loth et al., 2012) showed that for chains with
an interatomic spacing of two unit cells (which can es-
sentially be seen as repetitions of a Fe-N-Cu-N unit cell),
the magnetic ordering was still antiferromagnetic. But
in contrast to the earlier closed-spaced Mn chains, spec-
troscopy performed on each of the atoms in the double-
12
spaced Fe chains showed different excitation intensity,
justifying a description in terms of weakly coupled local
magnetic moments. Spin-polarized measurements indi-
cated that the two lowest-energy states of the Fe spin
chains are Ne´el states that correspond to a classical ar-
rangement of opposing spins. Under influence of either
tunneling current or temperature, switching between the
two possible Ne´el states could be induced. The study of
the efficiency of the switching as a function of applied
bias permitted the authors to determine a threshold and
hence identify an indirect mechanism for switching. An
impinging electron would excite the spin chain into an ex-
cited state followed by a decay into the other Ne´el state.
Calculations proved that collective excitations were at
play (Gauyacq et al., 2013). The threshold was deter-
mined by the excitation of the lowest-energy spin wave
of the chain. As the energy of the tunneling electron in-
creased, more excitations of the chain could be excited
improving the switching mechanism to the point that a
50%-50% de-excitation probability into either of the two
Ne´el states was reached (Gauyacq et al., 2013).
Advanced measurements on these spin chains showed
that the combination of IETS and the sudden variation
in spin-polarized current due to the change in state pop-
ulation near the excitation threshold could lead to pecu-
liar spectroscopic features including negative differential
conductance (Rolf-Pissarczyk et al., 2017). In addition,
it was shown that the chains could be flipped as well due
to the effect of exchange bias with the magnetized STM
tip, provided that the tip was brought in sufficiently close
proximity to the structure (Yan et al., 2015).
An experimental study focused on the collective ex-
citations that are populated during the switching pro-
cess was provided by Spinelli et al. (Spinelli et al., 2014).
Here, the authors studied chains of Fe atoms that, due
to a different orientation of the chains on Cu2N, were
coupled ferromagnetically (Fig. 7(a)). The resulting two
metastable states were states where all the spins were
parallel to each other and pointing in one of the two
opposing directions along the easy axis. Also here, tele-
graphic switching between the two metastable states was
observed (Fig. 7(b)). In particular, the switching was
found to be current-induced and dependent on the loca-
tion of the STM tip over the chain. IETS measurements
performed on each of the atoms in the chain revealed that
the lowest energy excitations were of spin wave nature:
a clear nodal structure was observed, with the number
of nodes increasing for higher energy modes (Fig. 7(c)).
Rate equation calculations indicated that the lowest en-
ergy transitions from one metastable state to the other
passed through a sequence of these spin waves states, fol-
lowed by domain wall states sweeping the domain from
one end of the chain to the other (Spinelli et al., 2014).
Spin chains made of Co atoms have shown a very dif-
ferent behavior (Bryant et al., 2015). Intriguingly, clear
IETS measurements could be performed on only the
edges of the spin chains, while no signal was recorded over
the bulk sites. The explanation of this peculiar behaviour
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Figure 7 Detection of spin waves in a ferromagnetic chain.
(a) STM topography of a ferromagnetic 6-atom Fe chain on
Cu2N/Cu(100). (b) Telegraph noise measured using spin-
polarized STM on the first three atoms of the chain. Switch-
ing is observed between two metastable states. The switching
rate decreases as the tip is moved towards the center of the
chain. (c) Left: IETS spectra taken on each of the atoms
in the chain. Spin wave states are observed with recognis-
able nodal structure at ∼ 3.5 mV, ∼ 4.0 mV and ∼ 5.5 mV.
Right: corresponding theory obtained from diagonalization
of the spin Hamiltonian. Figure reproduced from ((Spinelli
et al., 2014)).
lies in the actual geometry of the chain: the edge atoms
have a finite N-Co-N angle, whereas for the atoms away
from the edges the N-Co bonds were almost collinear.
This leads to an electronic structure where there is no
overlap between the tip apex and the d-orbitals of the
bulk Co atoms. As a result, interaction of the tunnel-
ing electrons with the local spins of the chain is avoided,
preventing spin excitations from occurring (Bryant et al.,
2015).
Recently, Co chains of a different configuration were
shown to be a useful platform for making experimental
realisations of model spin Hamiltonians (Toskovic et al.,
2016). While Co atoms in principle have a spin magni-
tude S = 32 , here the authors demonstrate that an ef-
fective spin- 12 chain can be engineered by making use
of magneto-crystalline anisotropy. Co atoms on Cu2N
are found to experience hard axis anisotropy, as a re-
sult of which the m = ± 12 Kramers doublet is split off
approximately 6 meV below the m = ± 32 doublet (Fig.
8(a)). By designing the antiferromagnetically coupled
chain such that the coupling strength J between the
spins is much smaller than 6 meV, an effective spin- 12
chain with anisotropic XXZ coupling is formed (Toskovic
et al., 2016) (Fig. 8(b)). The model XXZ Heisenberg
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Figure 8 Using an atomic spin chain for quantum simu-
lation. (a) IETS spectrum taken on a single Co atom on
Cu2N/Cu(100), indicating a split between the ±1/2 and ±3/2
doublets. (b) Atomic design of an XXZ Heisenberg chain in
transverse field using Co atoms. (c) Top: IETS performed on
the first atom of chains up to length 6 for transverse magnetic
fields up to 9 T. Transitions in the ground state are observed
leading up to the critical point near 6 T, which coincide with
theoretically predicted ground state changes (bottom). Fig-
ure reproduced from ((Toskovic et al., 2016)).
Hamiltonian is known for a critical point at a certain
value of the transverse magnetic field, beyond which the
chain becomes paramagnetic. Before reaching this criti-
cal point, the system is characterised by a ground state
doublet which is topologically separated by an excitation
gap from the continuum of states (Dmitriev et al., 2002).
Local spectroscopy measurements on the Co chains as a
function of the transverse magnetic field revealed these
two states and their interplay in the region leading up to
the critical point (Fig. 8(c)).
B. The impurity problem and its extension to spin chains
An interesting twist to the above results comes when
heterogeneous spin chains are used. Indeed, if we can
consider a spin chain as a single magnetic object in con-
tact with a reservoir of electrons (the substrate), a Kondo
effect due to the collective behavior of the spin chain can
take place. The Kondo effect (Hewson, 1993) is due to
the electronic correlations caused by spin-flip scattering
off a magnetic impurity. The magnetic impurity has to
present a two-fold degenerate ground state in the absence
of spin flips that can be switched one into the other by
zero-energy spin flips (Choi and Lorente, 2018). In or-
der to achieve this in a spin chain, all spins need to be
strongly entangled.
In the previous section, we showed the case of Mn
chains (Choi et al., 2016a; Hirjibehedin et al., 2006).
Chains with an odd number of Mn atoms have a 5/2
ground states that cannot be connected via ∆Sz = ±1
spin flip. Hence, no Kondo effect takes place. Even-
numbered antiferromagnetic chains are singlets so they
have no degeneracy. As a consequence, no Kondo effect
is revealed in the dI/dV spectra of these chains. Other
antiferromagnetically coupled chains such as Fen (Loth
et al., 2012; Spinelli et al., 2015) and Con (Bryant et al.,
2015) show no degenerate ground state either prevent-
ing the formation of Kondo correlations. It seems diffi-
cult to have a spin chain with a degenerate ground state
that can be connected via spin flips. The solution was
found in (Choi et al., 2017a) by building heterogeneous
chains with two ingredients: (i) a two-fold degenerate
spin ground state in the absence of spin flips, and (ii)
strong entanglement such that a single spin-flip from a
substrate electron can reverse the ground state.
In (Choi et al., 2017a) the authors built Mnn chains
where they added a terminal Fe atom. The newly cre-
ated FeMnn chains were in principle S = 1/2 systems
for an odd number of Mn atoms (odd n) since all atoms
couple antiferromagnetically along the nitrogen rows of
the Cu2N / Cu (100) substrate. The same could also
be said of FenMn chains, since again, for odd n the sum
of antiferromagnetically aligned magnetic moments leads
to 1/2. However, the experiment showed that these two
systems behave very differently. In the case of n = 3,
the FeMn3 chain displayed a zero-bias anomaly that was
shown to be a Kondo peak while the Fe3Mn chain dis-
played no Kondo peak (Choi et al., 2017a). The authors
realized that besides the exchange interaction control-
ling the spin-spin coupling along the chain, the magnetic
anisotropy of each atomic spin was important. Indeed,
Fe presents a large axial magnetic anisotropy as com-
pared to Mn. Assuming similar exchange couplings, the
Fe-rich chains will tend to align their spins more than the
Mn-rich chains. Thus, a FenMn chain will have a larger
number of spins that prefer to align along the atomic spin
axis, leading to an Ising-like spin system, and hence to a
system with reduced entanglement. Flipping the full spin
of the FenMn chain via a substrate spin flip becomes very
difficult. However, the magnetic anisotropy of FeMnn is
very reduced and the ground state strongly resembles the
one of an antiferromagnetic Heisenberg chain, strongly
entangled. As a consequence a single spin flip from the
substrate has a larger probability of flipping the full spin
of the chain leading to the Kondo phenomenon.
Figure 9 summarizes the behavior of FeMnn spin
chains (n = 1 − 9) on Cu2N / Cu (100). Similarly to
the Mnn spin chain, the atomic structure of the chain
includes strong relaxation of the surface as shown in the
results of DFT calculations plotted in Fig. 9 (a). There
the incorporation of N atoms into the chain is evident
as well as the reorganization of the nearest Cu atoms.
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Figure 9 Heterogeneous FeMnn spin chains (n = 1 − 9),
on Cu2N / Cu (100). (a) Density difference between spin-up
(blue) and spin-down (red) states over a Mn9Fe chain. Cop-
per atoms (yellow) and Nitrogen atoms (cyan). (b) Differ-
ential conductance (dI/dV) map along Mn9Fe chain. dI/dV
signals plotted as a function of sample bias (V) and displace-
ment (nm). Mn(green ball) and Fe(red) atoms are visualized
to show where they sit. (c) Half width at half maximum
(HWHM) (meV) of the zero-bias anomaly for MnFe dimer
plotted as a function of temperature. The black line is a fit
to the Kondo peak as a function of temperature. (d) The
differential conductance as a function of applied bias for two
different magnetic fields in MnFe dimer. The green curve cor-
responds to no magnetic field and the blue one to a B = 5T
field applied perpendicular to the surface. The measuring
temperature is 0.5 K. The green line is vertically shifted by
5 nS for clarity. Figure adapted with permission from (Choi
et al., 2017a). Copyright (2017) American Chemical Society.
Despite the chain being mostly a Mnn spin chain, the
addition of an extra Fe changes the spectral features. In
Fig. 9 (b) a clear Kondo feature is localized on the edge
of the chain that does not contain the Fe atom despite
the fact that without Fe, there is no Kondo peak. This
behavior can only be explained if indeed the chain is re-
acting like a single object allowed by the entanglement
of spins. That the peak at zero bias is indeed a Kondo
peak is shown in Figure 9 (c) where the behavior of the
zero-bias peak with temperature, follows the trend of a
Kondo peak. The data are fitted by a function, ΓK(T ),
that takes into account the thermal broadening of the res-
onance and of the tip’s Fermi function (Nagaoka et al.,
2002; Ternes et al., 2009):
ΓK(T ) =
1
2
√
(2Γ0K)
2 + (3.5kBT )2 + (αkBT )2. (16)
The coefficient α reflects how close to a Fermi-liquid so-
lution the Kondo system is (Nagaoka et al., 2002; Ternes,
2015; Ternes et al., 2009). The fit of Fig. 9 (c) re-
veals a T = 0K Kondo width, Γ0K , of 1.68 meV and
a α value of 11.1. These values agree with the behav-
ior of a Kondo system. Moreover, the large value for α
points at the behavior of a Kondo system in the weak
coupling regime (Zhang et al., 2013b). Further evidence
can be found in Fig. 9(d) where the effect of the magnetic
field splits the Kondo peak as expected. When a mag-
netic field of 5 Tesla is perpendicular to the sample, the
S = 1/2-like ground state splits and the elastic spin flips
giving rise to the Kondo peak cannot be produced any-
more. The Kondo peak disappears and instead a clear
inelastic spin-flip signal develops as can be seen in the
blue line of the graph.
C. Semiconductor substrates
Semiconducting substrates principally offer a huge flex-
ibility for the tuning of the properties of spin chains.
The substrate electron density, and thereby the coupling
of the chain spins to the electron bath, can be largely
adjusted by the doping of the used semiconductor ma-
terials. Thereby, it is essentially possible to investigate
the continuous transition from the decoupled spin case
of the passivated surfaces to the strongly coupled case
of the metallic substrate (Section V). The (110) surfaces
of narrow gap III-V semiconductors, e.g. InAs and InSb,
additionally feature the possibility to change the dimen-
sionality of the electron bath between 3-D, 2-D, 1-D, and
even 0-D, by surface doping, polar step edges or using
the STM tip induced quantum dot (Hashimoto et al.,
2008; Meyer et al., 2003; Morgenstern, 2003; Wiebe et al.,
2003). Despite all these advantages, studies of spin chains
on semiconductors are yet relatively sparse due to prepa-
ration and measurement difficulties.
For (110) surfaces, STM-tip based manipulation is
rather uncontrolled because they form strong cova-
lent bonds with metal adsorbates (Gohlke et al., 2013;
Kitchen et al., 2006; Kitchen, 2006; Richardella et al.,
2009). Fo¨lsch and co-workers (Fo¨lsch et al., 2014; Fo¨lsch
et al., 2009; Pan et al., 2015; Yang et al., 2012) have suc-
ceeded in the creation of individual chains of metal atoms
on the (111) surface of MBE grown InAs by STM-based
atom manipulation. STS of their electronic properties
demonstrates the fascinating possibility to control the
chain’s and substrate’s electronic properties down to the
single atom limit. However, the spin properties of such
chains have not yet been studied.
Self-organized growth of metal chains is limited to few
substrates (van Houselt et al., 2013; Matsui et al., 2007;
Snijders and Weitering, 2010). STS investigations of the
electronic properties of individual gold chains grown by
self-assembly on stepped (Crain and Pierce, 2005) and
flat (Do and Yeom, 2015) Si substrates have been per-
formed. The authors conclusively show the 1-D charac-
ter of confined electron states in gold chains. Although
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the states in such chains have been predicted to be spin
polarized (Erwin and Himpsel, 2010) investigations us-
ing SP-STS or IETS are, so far, lacking. Matsui and
collaborators (Matsui et al., 2007) describe room tem-
perature deposition of Fe on the (110) surface of InAs
prepared by cleavage in UHV. This procedure results in
the self assembly of sparse short chains with a maximum
length of four to five atoms. The chain’s electronic struc-
ture studied by STS revealed a strong dependence on the
orientation of the chain with respect to the substrate ori-
entation. But, also for this system, local investigations
of the spin-related properties are, so far, lacking.
Finally, obtaining electrical signals of spin excitations
of atoms on semiconductors is hampered by the gap in the
density of states of the substrate that necessitates a rel-
atively large stabilization bias for STS. Notwithstanding
this difficulty, it has been possible to detect spin excita-
tions of individual Fe atoms adsorbed to the (110) surface
of InSb using IETS (Khajetoorians et al., 2010). In this
work, the dilute surface electron doping via the Fe atoms
acting as donors induces a 2-D electron system at the sur-
face which circumvents the problem opposed by the band
gap. Most remarkably, the 2-D electron system interacts
with the spins of the Fe atoms in an interesting fashion.
Namely, it has been shown that, in an applied magnetic
field, the S = 1 Fe spins acts as spin filters for the sub-
strate electrons that tunnel between the spin-polarized
Landau levels of the 2-D electron system and the metal
STM tip. This indicates a considerable exchange inter-
action between the electrons of the 2-D system and the
Fe spins. Unfortunately, so far, also for this promising
sample system no chains were prepared and studied using
IETS or SP-STS.
V. SPIN CHAINS STRONGLY COUPLED TO THE
SUBSTRATE’S ELECTRON BATH
At low temperature, electronic excitations are the pri-
mary source of spin de-excitation and decoherence. We
saw in the previous chapter how quantum properties of
spin chains can be singled out and preserved by decou-
pling the atomic spins from the electronic degrees of free-
dom of the substrate. On the other hand, spin chains
that are strongly coupled to substrates with ubiquitous
electronic states are also of fundamental interest. In this
case, the delocalized electronic states can efficiently me-
diate spin-spin long-range interactions (RKKY) includ-
ing a considerable Dzyaloshinskii-Moriya contribution.
This permits us to tailor the spin states by choosing
the substrate material and the interatomic distances in
the chain. Using heavy-element and/or superconducting
metals as substrates, intriguing emergent properties like
spin spirals or 1-D topological superconductors can be
realized, as we will review in the following.
A. Spin Chains on Metallic Substrates
Chains by Self-Organization.— An early prominent ex-
ample of the preparation and investigation of magnetic
chains on metallic surfaces was Co chains grown by self-
organization on a Pt surface (Gambardella et al., 2002).
The substrate was a vicinal Pt(997) surface obtained by
cutting a Pt crystal with a misalignment of 6.45◦ rel-
ative to the (111) plane. In this case, rather narrow
terraces with (111) orientation are formed and the de-
posited Co atoms tend to bind at the step edges, forming
long 1-dimensional Co chains (Fig. 10(a)). Using X-ray
magnetic circular dichroism (XMCD) the experiments
showed that, at low enough temperatures, these chains
form a long-range-ordered ferromagnetic state due to a
rather large magnetic anisotropy. Interestingly the easy
axis is canted by 43◦ with respect to the (111) surface
normal towards the steps. Further physical insight can
be obtained by studying the properties of single chains
using SP-STM.
In addition to substrates with large miscut angles
as for Pt(997), also uniaxial surfaces can be used as
templates for the self-organized growth of chains. The
growth of chains consisting of magnetic atoms has been
demonstrated for the reconstructed (5 × 1)-Ir(001) sur-
face (Heinz and Hammer, 2009) (see atomically resolved
STM image in Fig. 10(b)), and different kinds of bi-
atomic chains have been studied regarding their mag-
netic properties (Dupe´ et al., 2015; Menzel et al., 2012).
The magnetic atoms can adsorb on different adsorption
sites leading to biatomic chains with different symmetry
(Fig. 10(c)): the atoms can sit in adjacent hollow sites
preserving the symmetry of the underlying substrate, or
zigzag chains can be formed that break the mirror plane
within the chain axis (see sketches of the two resulting
zigzag chains in Fig. 10(d)). Such zigzag chains are re-
alized when Co is deposited and they were studied using
SP-STM. Similar to the case of the Co chain attached
to the step edge of Pt(997), the Co biatomic chains on
(5×1)-Ir(001) are ferromagnetic with an easy magnetiza-
tion axis canted with respect to the surface normal (Dupe´
et al., 2015).
Biatomic Fe chains on the (5 × 1)-Ir(001) conserve
the symmetry of the substrate, i.e. two orthogonal mir-
ror planes, and the easy axis is restricted to the high-
symmetry directions. In contrast to the Co chains, where
at 8 K the magnetic anisotropy energy is sufficiently large
to suppress a thermally induced magnetization switching,
the magnetic state of the Fe chain switches on a time-
scale that is much shorter than the typical SP-STM sig-
nal detection time resolution of ms/pixel. Consequently,
at zero magnetic field, the spin-polarized contribution to
the tunnel current is averaged and vanishes, leading to
a homogeneous signal along the chain (see left chain in
Fig. 10(e)), posing a challenge to the experimental inves-
tigation of such one-dimensional magnetic chains.
In SP-STM measurements on biatomic Fe chains on
(5× 1)-Ir(001) at 8 K a magnetic signal is only detected
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Figure 10 Self-organized magnetic chains on metallic sub-
strates. (a) Sketch of monatomic Co chains attached to the
step edges of a Pt(997) single crystal as reported in (Gam-
bardella et al., 2002). (b) STM topography with atomic res-
olution of the (5 × 1)-Ir(001) surface and (c) top view ball
model of this reconstructed surface and characteristic adsorp-
tion sites (both adopted from (Menzel et al., 2012)). (d) Sym-
metry equivalent biatomic zigzag chains on the (5×1)-Ir(001)
surface as realized by Co (taken from (Dupe´ et al., 2015)).
(e) SP-STM topography colorized with the simultaneously ob-
tained differential conductance signal of biatomic Fe and Co
chains grown on (5× 1)-Ir(001); whereas the Fe chain on the
left switches its magnetization frequently the magnetic spin
spiral ground state of the right Fe chain (see sketch) is fixed
by direct exchange coupling to the adjacent ferromagnetic Co
chain (adapted from (Menzel et al., 2012)).
when the thermal fluctuations of the magnetic state are
suppressed by either direct exchange coupling to a stable
magnet, as demonstrated in Fig. 10(e) with a ferromag-
netic Co chain, or by application of an external mag-
netic field (Menzel et al., 2012) (see below in Fig. 12(c)).
The observed magnetic superstructure of about three
atomic distances originates from a spin-spiral ground
state. As revealed by DFT, this magnetic state results
from a competition of direct (nearest-neighbor), indirect
(more distant neighbors via substrate), and antisymmet-
ric exchange interactions (Dzyaloshinskii-Moriya). The
direct exchange interaction is strongly ferromagnetic for
the pairs perpendicular to the chains axis, but only very
small along the chains with a similar order of magni-
tude as exchange between more distant spins and the
Dzyaloshinskii-Moriya interaction (Menzel et al., 2012).
Chains by Atom Manipulation.— The self-organization
technique has the advantage of using thermodynamics to
achieve a reproducible way of creating a large number of
quasi infinitely long chains. However, it is also totally
dependent on the patterning of the substrate. Therefore,
the distance between the atoms in the chain is rather
fixed by the substrate properties. The mutual exchange
interactions between the atoms in the chain cannot be
varied easily from the dense, direct-exchange dominated
regime into the dilute, indirect itinerant-electron ex-
change mediated, or so-called RKKY dominated regime.
Finally, it cannot be used to create individual spin chains
of an absolutely well defined number of atoms. A differ-
ent approach is the creation of spin chains by STM-tip in-
duced atom manipulation which is illustrated in Fig. 11.
Using SP-STS (Khajetoorians et al., 2012; Zhou et al.,
2010) or IETS (Khajetoorians et al., 2016), the magne-
tizations or excitations, respectively, of two atoms of the
desired chain material in an RKKY-coupled pair can be
measured as a function of an external magnetic field. By
fitting the data to models using effective spin Hamilto-
nians (Sec. II.A) it is possible to extract the isotropic
(Jij) and Dzyaloshinskii-Moriya ( ~Dij) components of this
pair-wise RKKY interaction. An example is shown in
Fig. 11(a-c) for an Fe atom and an Fe-hydrogen complex
on Pt(111) with increasing separation between them in
comparison to DFT. These maps of distance dependent
exchange interactions can then be used in order to tailor
and build artificial dilute chains of magnetic atoms on
different substrates (Fig. 11(d-g)).
For the example of Fe atoms on Cu(111) (Fig. 11(d)),
it was found that the longitudinal magnetic anisotropy D
of the atoms is the dominant energy scale and about an
order of magnitude larger than Jij (Khajetoorians et al.,
2012), while ~Dij is negligible because of the relatively
light substrate and consequently weak spin-orbit interac-
tion. Therefore, this system behaves like an Ising system.
By choosing an appropriate interatomic distance, it was
possible to stabilize the Ne´el state in artificial chains with
different number of atoms. A detection by SP-STM was
possible by either coupling the first atom to a ferromag-
netic island via RKKY interactions (Khajetoorians et al.,
2011b) (Fig. 11(d)) or, for odd-numbered chains, by sta-
bilizing one state in a weak external magnetic field (Kha-
jetoorians et al., 2012) (see below, Fig. 12(a)).
For the heavier substrate Pt(111) with stronger
spin-orbit coupling (Fig. 11(a-c)), the two RKKY-
contributions Jij and ~Dij are of similar strength and
comparable to the strength of the longitudinal magnetic
anisotropy D (Khajetoorians et al., 2015). Due to sym-
metry reasons, the main component D⊥ of ~Dij lies in
the surface plane and is perpendicular to the displace-
ment vector between the two atoms. Therefore, for weak
magnetic field, the pair is in a non-collinear spin state,
and by adjusting the distance d, the sign and strength
of D⊥, and thereby the sense and angle of rotation of
the spin from one to the other atom can be tailored. By
RKKY-coupling the first atoms of an artificial dilute 16-
Fe atom chain of appropriate atomic distance to a ferro-
magnetic Co layer (Fig. 11(e)), it was indeed possible to
stabilize a spin-spiral state (Fig. 11(g)) as proven by the
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Figure 11 STM-tip crafted magnetic chains on metallic substrates. (a,b) Experimentally measured and DFT calculated Heisen-
berg (a) and Dzyaloshinskii-Moriya (b) components of the RKKY interaction between an Fe atom and an Fe-hydrogen complex
on Pt(111) (see inset) as a function of their separation d. (c) DFT calculated in-plane component D⊥ of the Dzyaloshinskii-
Moriya vector which determines the indicated rotational sense of the magnetization in the pair ((a-c) are adapted from (Kha-
jetoorians et al., 2016)). (d) Spin-resolved image of a chain of 4 antiferromagnetically RKKY-coupled Fe atoms on Cu(111)
which are stabilized by RKKY interaction to a magnetic Co island (adapted from (Khajetoorians et al., 2011b)). The color
reflects the spin-orientation of each atom in the chain, as indicated by the symbols. (e,f) Spin-resolved images of a chain of 16
antiferromagnetically RKKY-coupled Fe atoms on Pt(111) which are stabilized by RKKY interaction to a magnetic Co layer
(adapted from (Steinbrecher et al., 2018)). In (f) the magnetization of the Co layer is magnetized up (top) and down (bottom)
resulting in the alignment of the spin of the first chain atom (up and down). (g) Sketch of the approximate spin orientations
of the Fe chain atoms.
change in the spin-resolved apparent height of the chain
atoms when reversing the Co layer (Fig. 11(f)). These
results demonstrate that the knowledge of the distance-
dependent RKKY-interaction in combination with STM-
tip induced manipulation allows for a high level of ver-
satility and tunability of spin chains of various elements
on various substrates.
Parity Effects.— Using self-assembled as well as ma-
nipulated antiferromagnetic or non-collinear chains, in-
teresting effects on the number of the atoms in the chain,
so called parity effects, have been studied. Such par-
ity effects are generally based on the dependence of the
strength or orientation of the net magnetic moment of
the chain on the parity of the number of the chain
atoms. For example, an antiferromagnetic Ising chain
of an odd number of atoms has a nonzero net mag-
netic moment. In a weak homogeneous magnetic field
which is small enough such that the Zeeman energy
cannot break the nearest neighbour exchange interac-
tions (B < 2 |JNN| /m with the nearest neighbor inter-
action JNN and the modulus of the magnetic moment of
each atom, m), the stabilization of the Ne´el state is ex-
pected. This state was indeed observed in odd-numbered
Fe chains on Cu(111) using SP-STS in a weak external
magnetic field (Fig. 12(a)) (Khajetoorians et al., 2012).
In contrast, for the even-numbered Ising chains, the net
magnetic moment is zero, such that a homogeneous mag-
netic field cannot stabilize the Ne´el state. Depending on
whether the system is in the classical or quantum me-
chanical limit, the resulting state either fluctuates be-
tween two degenerate classical states, or, respectively, is
a quantum superposition. In the former case, the fluc-
tuation is typically much faster than the time resolution
of conventional SP-STS, resulting in a loss of the mag-
netic contrast on chains with even number of atoms, as
indeed observed for Fe chains on Cu(111) (Fig. 12(a)).
In this case, the Ne´el state can still be stabilized by a lo-
cal RKKY-exchange field acting on the end of the chain,
e.g. by RKKY-coupling the chain end to a stable fer-
romagnetic island (Fig. 11(d)). For the quantum me-
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Figure 12 Parity effects in STM-tip assembled and self-
organized spin chains on metallic substrates. (a,b) Spin-
resolved differential conductance images of several odd- (a)
and even- (b) numbered artificially constructed Fe chains on
Cu(111) in the indicated magnetic field (adapted from (Kha-
jetoorians et al., 2012)). The resulting Ne´el states (odd case)
and the two states between which the chain fluctuates (even
case) are given on the right side of each image. (c) Self-
assembled biatomic Fe chains on (5× 1)-Ir(001) as a function
of external out-of-plane magnetic field. (d) Results from mi-
cromagnetic simulations showing the chain-length dependent
variation of the mean angle and the net magnetic moment
((c) and (d) taken from (Menzel et al., 2014)).
chanical limit, i.e. spin chains largely decoupled from the
substrates electron bath (see section IV) even-odd effects
have also been studied. For Mn chains on Cu2N (see
Fig. 6) they manifest in the presence or absence of the
singlet-triplet excitation for the even- and odd-numbered
chains, respectively. For Co chains on Cu2N they are vis-
ible as a qualitative difference between the magnetic field
dependent IETS data of even- and odd-numbered chains
as shown in Fig. 8(c).
An even-odd effect has also been proposed for short
Mn chains that have been manipulated on a ferromag-
netic Ni(110) substrate (Holzberger et al., 2013). Again,
there is antiferromagnetic coupling between the chain
atoms. However, in this case, the chain atoms are addi-
tionally ferromagnetically exchange coupled to the sub-
strate which is magnetized along the chain axis, result-
ing in a homogeneous exchange field along the chain.
Here, DFT predicts a Ne´el state (collinear) oriented along
the chain axis for the odd-numbered chains. For the
even-numbered chains, the calculations predict a fluctua-
tion between two degenerate non-collinear ground states
which are generated by the exchange field from the sub-
strate and the magnetic anisotropy. When the mag-
netic atoms of a chain on a magnetic substrate are po-
sitioned at larger distances the exchange coupling along
the chain can be reduced and the magnetic moments of
the chain mimic the magnetic structure of the underlying
substrate. In the case of Co atoms on a Mn monolayer
on W(110) this structure is a spin spiral (Serrate et al.,
2010).
When the magnetic state of the chain itself is non-
collinear, the even-odd effects generally become more
complex. In the case of biatomic Fe chains on (5 × 1)-
Ir(001) the differences between the magnetism of chains
with varying lengths manifest in the magnetic field de-
pendence of the amplitude of the spin contrast (see the
chains in Fig. 12(c)) (Menzel et al., 2014). Because the
period of the spin spiral is nearly 3 atoms, micromag-
netic simulations using the DFT parameters have iden-
tified three different types of chains that alternate: they
can be classified according to the size and direction of
the net magnetic moment of the chain. Depending on
the number of atomic pairs of the chain, the net mag-
netic moment is either large and perfectly out-of-plane
or perfectly in-plane, or it is small and has no character-
istic direction (see graph in Fig. 12(d)). Even though the
magnetic period is given by the competition of the mag-
netic interactions this parity effect becomes also evident
in the mean angle between the Fe atom pairs (Fig. 12(d)).
However, the distortions are very small; note that due to
the small deviation from 120◦ between adjacent magnetic
moments there is a long-range pitch in the succession of
the three chain types.
B. Spin Chains on Superconducting Substrates
1-D Topological Superconductivity.— Recently, chains
of magnetic atoms on superconducting substrates are in-
vestigated regarding the possibility to achieve the so-
called topological superconductivity in one dimension
that goes along with the emergence of Majorana bound
states (MBS) at the chain’s ends. The realization of
MBS in solid state systems is strongly desired because
of their peculiar statistical properties. If two MBS are
exchanged, they produce a non-trivial phase that is re-
lated with the topology of the crossing trajectories. Ki-
taev showed that operations with MBS could be used to
develop new schemes of quantum computation, reducing
operational errors (Kitaev, 2003). Additionally, fermion-
parity conservation of the topological superconductor re-
moves problems of decoherence that usually limit quan-
tum computations (Kitaev, 2003; Rainis and Loss, 2012).
Moreover, the formation of the MBS is a strongly non-
local effect, as they always come in pairs, one on each end
of the chain. Therefore, MBS are expected to be largely
immune against local perturbations. These findings have
inspired many theoretical works (for a small sample of
review topics in this subject please consult (Alicea, 2012;
Beenakker, 2013; Nayak et al., 2008; Stern, 2010; Stern
and Lindner, 2013; Tokura et al., 2017)).
In an instructive toy model, Kitaev showed that MBS
will appear at the ends of a one-dimensional and ef-
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fectively spin-less p-wave superconductor (Kitaev, 2001)
that is adiabatically connected to a 1-D topological su-
perconductor (Pientka et al., 2015). Usually, in elemen-
tal superconductors, the orbital part of the wave func-
tion of the Cooper pairs is described by an s-wave that
is even under particle interchange, and the spin part by
the odd singlet state that warrants an odd wave func-
tion. In p-wave superconductors, the orbital part of the
wave function is a p-wave that is odd under particle inter-
change, and the spin part is then even (the Cooper-pair
spin is S = 1). The latter enables pairing of effectively
spin-less electrons, i.e. electrons of the same spin-type,
such that all low-energy excitations are spin-less and the
electronic spin can be effectively left out. Unfortunately,
the realization of p-wave superconductivity is still contro-
versially discussed for the only proposed bulk candidate
(Sr2RuO4).
There are two present experimental approaches to re-
alize a 1-D topological superconductor. In the first ap-
proach, semiconductor nanowires with Rashba-type spin-
orbit interaction are coupled to an s-wave superconductor
and a magnetic field is applied in a direction perpendicu-
lar to the spin-orbit effective field (Albrecht et al., 2016;
Lutchyn et al., 2018; Mourik et al., 2012). The rational
behind these experiments is to combine the three fol-
lowing ingredients (Pientka et al., 2015): (i) Proximity
coupling of a 1-D electron system to a bulk s-wave su-
perconductor in order to transfer superconductivity to
the nanowire, circumventing the Mermin-Wagner theo-
rem that implies the impossibility of superconductivity
in one dimension (Mermin and Wagner, 1966). (ii) A
Zeeman field needed to spin-polarize the electron system
such that it is essentially spin-less. (iii) Strong spin-orbit
coupling and/or the impressing of helical spin states in
order to enable Cooper pairing of electrons. Different sig-
natures of MBS have been observed in such structures. In
April 2018, the Delft group announced that the zero bias
conductance in their wires reached the predicted limit of
the quantum of conductance (Zhang et al., 2018), strong
evidence for the existence of MBS at the ends of their
nanowires.
A second approach is to couple chains of magnetic
atoms to s-wave superconductors. Here, the above in-
gredient (ii) can be circumvented by using ferromagnetic
spin chains. Also, ingredient (iii) can be achieved ei-
ther by using materials (chain or superconductor) that
have an intrinsically large spin-orbit interaction (Li et al.,
2014), or by inducing non-collinear, e.g. spin-spiral
states, in the chain (Braunecker and Simon, 2013; Choy
et al., 2011; Klinovaja et al., 2013; Martin and Mor-
purgo, 2012; Nadj-Perge et al., 2013; Pientka et al., 2013;
Schecter et al., 2016; Vazifeh and Franz, 2013) that also
overrides ingredient (ii). The constituents of such spin
chains, i.e. the individual magnetic atoms coupled to the
surface of the superconductor, already induce states in
the energy gap. These states are usually named Yu-
Shiba-Rusinov (YSR) states after their discoverers (Rusi-
nov, 1969; Shiba, 1968; Yu, 1965). In view of their rela-
tion and importance for MBS, the properties of the YSR
states have been studied in detail. Let us review them
briefly before we turn to the description of the few exper-
imental realizations of spin-chain on superconductor sys-
tems in the so-called Shiba chain and wire limits (Pientka
et al., 2015) where the latter have revealed strong indi-
cations for MBS.
YSR states.— YSR states originate from the weaken-
ing of the binding of Cooper pairs induced by the mag-
netic atom on an s-wave superconductor. In order to
inject or extract a single electron from the superconduc-
tor, the electron energy has to be larger than ∆, which
can be interpreted as the binding energy of the Cooper
pair (de Gennes, 1989; Tinkham, 2004). A magnetic
atom in a superconductor can scatter electrons if their
energy is larger than ∆, but it can also scatter Cooper
pairs. If we assume that ∆ is large enough, spin-flips by
the magnetic impurity can be safely ignored, and, in first
approximation, the effect of the impurity on the conduc-
tion electrons can be regarded as that of an exchange
field. The exchange field will act on the two electrons
of the s-wave Cooper pair in a different way, depending
on their spin, hence weakening the binding energy of the
Cooper pair. As a consequence, it can be easier to break
this Cooper pair and the energy to inject or extract an
electron will be less than ∆. This can create a state in
the energy gap of the superconductor, the YSR state.
After the first experimental verification of YSR states
of individual atoms using STS (Yazdani et al., 1997),
numerous experimental studies have been performed,
revealing effects due to the orbital structure of the
atoms (Choi et al., 2017b; Ji et al., 2008; Ruby, 2016),
due to the magnetic anisotropy of the atom (Hatter et al.,
2015), due to a reduced dimensionality of some super-
conductors (Me´nard et al., 2015), due to the competi-
tion between Kondo screening and Cooper pairing (Bauer
et al., 2013; Franke et al., 2011), and due to the spin-
polarization of the YSR state (Cornils et al., 2017). Be-
cause of the orbital structure of the magnetic atom, there
are spatial variations of the exchange field produced by
the atom, which induce a marked shape of the spatial
distribution of the YSR state. This has been recently
revealed in STM measurements of Cr and Mn impurities
on Pb surfaces (Choi et al., 2017b; Ruby, 2016). Fig. 13
(a) shows the multiple YSR states originating from the
hybridization of the orbitals of the Cr atom with those
of the surrounding Pb atoms.
Using SP-STS, the theoretically predicted spin-
polarization of the YSR states of individual magnetic
atoms on a superconductor has been experimentally de-
tected (Cornils et al., 2017). To this end single Fe atoms
on the (3×3) oxygen reconstruction on Ta(100) have
been magnetized in a small external magnetic field which
was weaker than the critical field of the superconduct-
ing substrate. The SP-STS data, taken with a magnetic
tip that was thoroughly characterized regarding its spin-
polarization on a reference system, showed the expected
sign change in the spin-polarization between the electron
20
and hole parts of the YSR state (Cornils et al., 2017).
Shiba chain limit.— When dilute arrays, e.g. chains,
of transition metal magnetic atoms are assembled on a
superconductor, the YSR states start to overlap, and
can eventually form so-called Shiba bands. Here, it is
assumed that the atoms are sufficiently separated, such
that direct hopping between the atom’s d-levels can be
neglected, which is the so-called Shiba chain limit. If
the Shiba band is close to the Fermi level and broad
enough to overlap with it, topological superconductivity
can evolve (Pientka et al., 2015). Some recent works,
therefore, probe and characterize the interactions be-
tween YSR states with respect to the formation of such
a Shiba band (Choi et al., 2018; Kezilebieke et al., 2017;
Ruby et al., 2018). The investigation of pairs of Mn
atoms on Pb(001) reveals the formation of symmetric
and antisymmetric combinations of YSR states which is
studied as a function of the orientation of the pairs with
respect to the orbital shape of the individual YSR states
(Ruby et al., 2018). In the work of (Kezilebieke et al.,
2017), the interaction of the YSR states of magnetic
molecules on a NbSe2 substrate is investigated. Here,
the formation of coupled YSR states is visible for rela-
tively distant molecules. This is facilitated by the large
spatial extent of the YSR states due to the 2D charac-
ter of superconductivity in this material (Frindt, 1972;
Gerbold et al., 2015; Ugeda et al., 2016; Xi et al., 2015).
Choi et al. (Choi et al., 2018) studied pairs of Cr
atoms on β-Bi2Pd, a type-II superconductor with critical
temperature of 5.4 K (Imai et al., 2012) that has been
shown to contain topological surface states (Sakano et al.,
2015) characterized by a unique superconducting gap de-
spite its multiband structure (Herrera et al., 2015) (see
Fig.13 (b)). A single Cr atom on β-Bi2Pd produces YSR
states (Choi et al., 2018). When a second Cr atom was
approached along the [100] direction of the surface, the
YSR states shifted and broadened. As the distance was
shortened, there was a clear shift to higher energy, driv-
ing the YSR state towards the quasi-particle continuum
edge. At very short distances, leading to the formation of
a Cr2 dimer, the YSR peak disappeared into the contin-
uum. These data were interpreted as the disappearance
of the localized magnetic moment over the Cr–Cr system,
which implies an antiferromagnetic interaction between
the two magnetic moments. For pairs oriented along the
[1-10] direction, the YSR states splitted, indicating a hy-
bridization of the YSR states consistent with a ferromag-
netic coupling of the Cr magnetic moments (Choi et al.,
2018; Flatte´, 2000).
Along these lines, artificial chains of magnetic atoms
with YSR states were assembled on a superconducting
substrate using STM-tip induced atom manipulation.
Kamlapure et al. (Kamlapure et al., 2018) investigated
the coupling of the YSR states in artificial chains of Fe
atoms assembled on the (3×3) oxygen reconstruction of
Ta(100) (see Fig. 14). While pairs of Fe adatoms showed
a negligible interaction of the YSR states due to a rela-
tively large Fe–Fe distance, the interaction was increased
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Figure 13 YSR states in single Cr atoms on Pb(111) and
Cr dimers on a β-Bi2Pd superconductor. (a) Multiple YSR
states are shown over a single Cr atom on Pb(111), origi-
nating from a hybridized orbital structure of Cr with nearest
neighbor Pb atoms. Differential conductance maps at the
peak positions of the YSR states show the hybridized orbital
features (reproduced from (Choi et al., 2017b)). (b) Depen-
dence of YSR states on the spacing of Cr atoms in dimers
on β-Bi2Pd. Separations from left to right:
√
5, 2, 1, and√
2 by unit cell distances. All dimers were formed by STM-
tip induced atomic manipulation. The top panels show the
topographic images of the dimers, the bottom panels the cor-
responding differential conductances measured on one of the
two atoms in the dimer (red lines) and on a single atom for
comparison (grey lines) (reproduced from (Choi et al., 2018)).
by the manipulation of subsurface interstitial Fe atoms in
the center between the two Fe adatoms, as proven by the
shift of the YSR states. Motivated by this effect, chains of
Fe adatoms and subsurface interstitial Fe atoms were as-
sembled (Fig. 14a,b) and investigated concerning the for-
mation of a YSR band (Fig. 14c,d). Even though there
is a considerable interaction between the YSR states as
visible from the change in the YSR state energy when one
of the chain atoms is switched into a nonmagnetic state
(b to d), the YSR state energies are distributed inhomo-
geneously along the chain (Fig. 14d) indicating consid-
erable electronic disorder, which prevents the formation
of a YSR band. So far, an experimental realization of a
clean YSR band in a chain of dilute magnetic atoms on a
superconductor, i.e. within the Shiba band limit, is still
missing.
Wire Limit.— When the transition metal atoms in a
chain are more densely packed, direct hopping between
the d-levels of the atoms can no longer be neglected. If
the resulting d-band crosses the Fermi level, it has to be
considered in the description of the low-energy phenom-
ena. This limit is called the wire limit (Pientka et al.,
2015). Two systems reported in the literature so far
show evidence for MBS at the ends of spin chains in this
limit. Nadj-Perge et al. investigated Fe chains attached
to clusters on the Pb (110) surface. These spin chains are
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Figure 14 STM-tip assembled chain of weakly coupled Fe
atoms on Ta(100)-(3×3)O. (a) Assembled chain of subsurface
interstitial Fe atoms. (b) 13 Fe atoms have been assembled
on the surface along the subsurface atoms, such that each Fe
atom is linked by a subsurface Fe atom. (c) The sixth atom
from the top has been switched into a non-magnetic state. (d)
Comparison of differential conductance spectra taken with a
superconducting tip on every Fe adatom and on the substrate,
with all atoms in the magnetic state (solid lines) and the sixth
atom in the nonmagnetic state (dashed lines). The dashed
(dotted) vertical lines indicate the sample Fermi level (sample
coherence peak) (adapted from (Kamlapure et al., 2018)).
formed after room-temperature deposition of Fe, followed
by annealing (Nadj-Perge et al., 2014). With the help of
DFT, the most probable structure of the chain was found
to be a three-layer Fe zigzag chain partially submerged
in the Pb. Spin-resolved STS revealed a contrast consis-
tent with a ferromagnetic alignment of the topmost Fe
atoms in the chain, and it was concluded with the help
of DFT, that the chain is in a ferromagnetic state. STS
revealed a zero bias peak within a length of 1 to 2 nm
from the end of the chains which was interpreted as the
signature of a MBS. The zero bias peak in this system
was reproduced by two other groups (Pawlak et al., 2016;
Ruby et al., 2015). Ruby et al. pointed out that it is only
present for some of the chains, and moreover, as revealed
by higher resolution studies, that the zero bias peak over-
laps with a low-energy resonance that was tentatively at-
tributed to the coherence peak of the induced topological
gap (Ruby et al., 2015). A study performed at even lower
temperatures (Feldman et al., 2017) on the same system
showed that the zero bias peak has no detectable split-
ting, is particle-hole symmetric for some of the chains
and asymmetric for others, and has a significant spectral
weight in the substrate. Finally, spin-resolved STS of the
zero bias peak (Jeon et al., 2017) reveals signals that are
symmetric with respect to bias reversal, in contrast to
the antisymmetric signals observed for YSR bands. The
absence of splitting and particle-hole symmetry strongly
support the MBS interpretation of the zero bias peak.
Experiments of Co chains on Pb (110) with a simi-
lar morphology and signature of ferromagnetic order as
for the case of Fe chains, yielded a zero-bias signal delo-
calized along the chain. The lack of localization at the
edges precludes the presence of MBS (Ruby et al., 2017).
Tight-binding calculations for this system indicated an
even number of Fermi level crossings of the spin-orbit-
split bands, in contrast to an odd number found for the
Fe chain system (Ruby et al., 2017), which would explain
the absence and presence of a topological phase for the
Co and Fe systems, respectively.
The experimental difficulty in finding a consistent sig-
nature of MBS for some of the chains of the Fe/Pb(110)
system which have been investigated (Feldman et al.,
2017; Ruby et al., 2015), most probably originates in
an imperfect atomic structure, as evident from the vari-
ance in topographic features found at the ends of the
chains. This problem can be circumvented by the in-
vestigation of artificial chains that are built by STM-
tip induced manipulation. Unfortunately, for the system
Pb(110), this procedure turned out impossible. However,
Kim et al. were able to manipulate virtually atomically
perfect chains of several tens of Fe atoms on the (0001)
surface of the strong-spin-orbit coupling superconductor
Re (Kim et al., 2018). Spin-resolved STS of chains of
different numbers of Fe atoms positioned on the close-
packed hcp hollow sites of the Re(0001) surface reveals
a non-collinear magnetic state. STS furthermore shows
zero bias conductivity localized in a region of half a nm
width at both chain ends, which disappears for chains
with less than 9 Fe atoms. With the help of tight-binding
model calculations based on parameters obtained from
ab-initio calculations, which predict that the chains are
in the topologically superconducting state, the zero bias
conductivity was interpreted as an indication for MBS
at the chain ends. Manipulation of a single-atom de-
fect to the end of a short Fe chain interestingly revealed
that zero-bias peaks can be generated by such defects,
stressing that a full control of the chain composition is
essential in order to rule out trivial effects inducing zero
bias peaks, that can potentially be mistaken for MBS.
VI. OUTLOOK
Spin chains are the paradigm of quantum phenom-
ena. Entanglement, correlation, decoherence are prop-
erties inherent to spin chains. In this Colloquium, we
have shown an overview of these phenomena in differ-
ent contexts. We specifically focused on scanning probes
that, besides atomic manipulation, permit us to obtain
detailed spectroscopic information on individual chains
of precise length and composition.
Complementary to other techniques such as atom traps
or molecular crystals, the STM manipulation of atoms on
surfaces offers an extremely controlled way of creating
structures with tailored properties. The substrate is the
big constraint in these systems, which on the one hand,
gives to environmental perturbations on the properties
of the spin chain. On the other hand, the use of sub-
strates makes it possible to eventually encapsulate and
create devices, giving us ideas on how to create a useful
22
technology out of the quantum properties of entangled
spins.
The approaches presented in this Colloquium are re-
lated to many exciting research areas such as quantum
information science. Let us briefly mention some of the
interesting connections.
Spintronics.- The studies we have presented here bear
direct relation to the possibility of using spin instead of
charge in solid-state devices. Atom manipulation grants
new capabilities to creating devices with atomic precis-
sion. The rich spectra of spin chains and the different
ways to access them via electronic currents that we have
presented in this Colloquium show that indeed operation
can be performed at the atomic level in spins conveniently
coupled to other spins and decoupled from the degrees of
freedom of the substrate. Spin chains have been used
to realize all-spin based logic operations (Khajetoorians
et al., 2011b), to serve as tiny storage units of memory
when conveniently arranged using antiferromagnetic cou-
plings (Loth et al., 2012), and inelastic effects have been
shown to be an effective way of inducing spin torque (Del-
gado et al., 2010; Khajetoorians et al., 2013a; Loth et al.,
2010a). We can easily envisage new applications of spin
chains in spintronic devices by using resonant excitation
of spin in time-dependent approaches (Baumann et al.,
2015b), or combining them with the rich world of semi-
conductors (see section IV.C) to produce new devices.
Indeed, a new type of spin-based transistor has been sug-
gested (Marchukov et al., 2016). These authors show that
by switching on and off the entanglement with parts of
the spin chain using local spin excitations, a spin-based
transistor can be achieved.
Quantum communication.- Using quantum mechanics
to encode information and process it is a tantalizing field
with enormous possibilities. Recent suggestions show
that information can be indeed transmitted with high
fidelity in spin chains. In (Khaneja and Glaser, 2002)
an Ising spin chain serves as transmitting line of radio-
frequency pulses that drive single-spin information. In
(Bose, 2003) a Heisenberg spin chain is used by putting
to work its excitation spectrum. There, it is shown that
an excitation in one extreme of the chain is partially
transmitted to the other edge of the chain. These re-
sults are regardless of the sign of the Heisenberg coupling
because they are a consequence of the full spectrum of
excitations. Perfect transmission has been proved to take
place in customized spin chains. (Christandl et al., 2004)
prove that perfect fidelity over long distance is obtained
when using an XY-coupled spin chain and also a Heisen-
berg spin chain where the couplings are modulated by
an external magnetic field. Karbach and Stolze (Kar-
bach and Stolze, 2005) show, that, by tuning the param-
eters of the spin chain one can actually obtain perfect
transmission. Contrary to intuition, there is a full class
of inhomogeneously coupled chains that even allows for
small variations along the chain, permitting the trans-
mission of information with perfect fidelity. Karbach
and Stolze (Karbach and Stolze, 2005) further shows that
transmission over considerable distances can be achieved
at arbitrary temperatures for genuinely entangled states,
giving rise to many technological options. Quantum fluc-
tuations can be put to work in transmitting information
in an effective way (Banchi et al., 2017). Indeed, a new
proposal uses a small external magnetic field to tune a
given quantum phase of the connecting spin chain and in
this way control the transmission of information (Banchi
et al., 2017).
Quantum computing.- Qubits and operations on qubits
need to be performed within the quantum coherence
time. Using a solid device is probably a difficult strat-
egy due to the large number of degrees of freedom and of
interactions that will necessary perturb the acting spins.
Decoupling the spins is a strategy that seems to be work-
ing to have access to these quantities with the STM, thus
opening the door to applications of solid-supported spin
chains in quantum computing. We have seen in the cases
studied so far, that the solid and more generally, the en-
vironment, becomes part of the quantum system. Typ-
ically this is not beneficial because it can lead to faster
decoherences and other effects that destroy the superpo-
sition states needed for quantum computation. However,
the substrate can be beneficial. This is clearly seen in
the case of a superconducting substrate where it is the
substrate that develops extraordinary topological prop-
erties leading to Majorana edge states that can be poten-
tially used for topological quantum computing. Further-
more, superconductors have gaps that partially decouple
the spin chain, reducing excitation and other undesirable
phenomena. Choosing the substrate is an important as-
pect of the future developments of spin chains. (Bruss
and Leuchs, 2019; Mermin, 2007)
Quantum simulations.- This is a fascinating field where
atom traps are making big progress as we have briefly
mentioned in the Introduction. Spins on surfaces can
also be used by experimentally revealing the solutions to
model Hamiltonians that represent the behavior of mat-
ter on the very-low-temperature scale. Indeed, the rich
world of spin-based Hamiltonians that have seen the light
since the introduction of the Bethe ansatz and integrable
models based on spin chains gives us new methods to un-
dertake the exploration of quantum matter. The study
of these systems with the new tools offered by the STM
is an intriguing field with a huge perspective for future
research. (Georgescu et al., 2014; Gross and Bloch, 2017)
Quantum sensors.- The limits of metrology have been
further extended by the use of quantum measurements.
Smaller quantities are accessible using quantum effects
thanks to the interference aspects of superposition states.
A recent experiment using electron-spin resonance with
an STM (ESR-STM), shows that atomic spins can be
used as extremely precised and sensitive sensors (Nat-
terer et al., 2017). The experiment uses the shift in the
electronic current resonance peak when the STM tip is
ontop of an Fe atom, as a detector of the magnetic dipo-
lar interaction with a nearby Ho atom. By fitting the
known 1/r law of the dipolar interaction at different Fe-
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Ho distance, the authors are able to measure the intrinsic
magnetic moment of a single Ho atom. This experiment
shows that using quantum effects, energy scale is in the
sub µ-eV range (Choi et al., 2017c). From measuring
minute magnetic fields to having access to the very-low
energy scale of superconducting gaps, quantum metrol-
ogy can have strong impact in biosensors, industry and
creating new standards of measurements, as is already
the case with the redefinition of the SI unit system in
2018.
In summary, spin chains on solid surfaces have be-
come accessible and are very interesting objects of re-
search. This new research field is rich and lively due to
the extraordinary prospects of the scanning tunnelling
microscope. New developments are further advancing
the field. These developments include the possibility to
measure forces and currents concurrently, permitting the
analysis of magnetic structures with unprecedented accu-
racy. Furthermore, the newly time-resolved technics are
expanding our insight into the basic understanding and
ability to manipulate spins on the atomic scale. These ad-
vances have enabled researchers to measure lifetimes and
coherence times of spins on surfaces with unprecedented
accuracy. We are gathering new insight into the dynam-
ics of superposition states and interactions at play. We
can now explore new phases of matter, particularly the
newly discovered topological phases. Spin chain research
will be a fundamental rich field for future exploration in
all of these topics.
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