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POSSIBLE GENERALIZED ENTROPY CONVERGENCE RATES
FRYDERYK FALNIOWSKI
Abstract. We consider an isomorphism invariant for measure-preserving
systems– types of generalized entropy convergence rates. We show the con-
nections of this invariant with the types of Shannon entropy convergence rates.
In the case when they differ we show several facts for aperiodic, completely er-
godic and rank one systems. We use this concept to distinguish some measure-
preserving systems with zero entropy.
1. Introduction
The question whether two measure-preservng dynamical systems are isomorphic
is one of the fundamental questions of the theory of dynamical systems. Therefore,
the search for isomorphism invariants, which would establish that two systems
are non-isomorphic is of the main interest. One of the most useful isomorphism
invariants is Kolmogorov-Sinai entropy. Unfotunately, in general, systems with
equal entropy may be non-isomorphic. In particular, in the case of the huge class
of zero entropy systems we need to use other tools.
Zero entropy systems are much less complex than those with positive entropy,
but their complexity and dynamics may vary considerably. Such systems have been
studied for many years. At the turn of the century many tools for distinguish them
were introduced. It is worth to mention the concept of measure-theoretic [14],
topological [2] metric [17] and symbolic [13] complexity, generalized topological
entropy [10, 16], measure-theoretic and topological entropy dimension [9, 10, 11,
15], a slow entropy type invariant proposed by Katok and Thouvenot [18, 20], and
types of entropy convergence rates [3, 4, 5, 6, 7, 8].
Dynamical and Kolmogorov-Sinai entropies are basic tools for investigating dy-
namical systems. As a dynamical counterpart of Shannon entropy, the entropy of
transformation T with respect to a given partition P (called also the dynamical
entropy of P) is defined as the limit of the sequence
(
1
n
H(Pn)
)
, where
H(Pn) =
∑
A∈Pn
η (µ(A)) ,
with η being the Shannon function given by η(x) = −x log x for x > 0 with
η(0) := 0 and Pn is the join partition of partitions T
−iP for i = 0, ..., n− 1. The
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most common interpretation of this quantity is the average (over time and the
phase space) one-step gain of information about the initial state.
In 1997, Frank Blume proposed [6] to analyze zero entropy dynamical systems by
observing convergence rate of H(Pn)/n to the dynamical entropy of P for certain
classes of finite partitions of X . In subsequent works [3, 4, 5, 7, 8] he obtained
several results characterizing the rate of convergence for completely ergodic and
rank one systems. In particular, he showed how this concept might be used to
distinguish non-isomorphic rank one systems.
He suggested (in [6]) that one searching for new isomorphism invariants should
use entropy functions different than η. The analysis of convergence rates of partial
g-entropies (H(g,Pn)/n), where
H(g,Pn) =
∑
A∈Pn
g(µ(A)),
to the limit (for g which behaves differently than η in the neighbourhood of zero),
gives a chance to capture the differences in behaviour, which we are not able to
observe analyzing the convergence rates of the Shannon partial entropies. In this
note, following Blume’s suggestion, we generalize his proposal to the case of any
entropy function. From [12, Thm 3.4, Cor. 3.5] it follows that the Kolmogorov-
Sinai entropy type invariant being the supremum over all finite partititions of the
dynamical g-entropy will not, in general help us to differ systems of equal metric
entropy. We will show that the analysis of the g-entropy convergence rates allows
us to obtain an isomorphism invariant, so called types of g-entropy convergence,
which may be useful in some nontrivial cases when the entropy fails. For simplicity
we assume that the limit lim
x→0+
g(x)/η(x) exists, therefore, considered functions
belong to G00 , G
Sh
0 or G
∞
0 and the limit, which we call the dynamical g-entropy of
P,
hµ(g, T,P) = lim
n→∞
1
n
H(g,Pn)
exists.
We begin by introducing the relevant concepts and basic facts. Then we compare
types of g-entropy and η-entropy convergence rates. Then, we show how this
invariant can be used e.g. for completely ergodic systems. Searching for a new
invariant isomorphism we will thoroughly discuss the extreme case – g ∈ G00 .
Finally, we construct a class of weakly mixing, rank one systems in which types
of g-entropy convergence rates are useful.
2. Basic facts and definitions
Let (X,Σ, µ) be a Lebesgue space and let g : [0, 1] 7→ R be a concave function
with g(0) = lim
x→0+
g(x) = 0. By G0 we will denote the set of all such functions, and
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each g ∈ G0 will be called an entropy function. Every g ∈ G0 is subadditive, i.e.
g(x+y) ≤ g(x)+g(y) for every x, y ∈ [0, 1], and quasihomogenic, i.e. ϕg : (0, 1]→
R defined by ϕg(x) := g(x)/x is decreasing (see [21]).
1 Any finite family of pairwise
disjoint subsets of X such that
⋃
Ai∈P
Ai = X is called a partition. The set of all
finite partitions of X will be denoted by B and by P (X) we will denote the set
of all nontrivial binary partitions of X :
P (X) := {P | P = {E,X\E} for some E ∈ Σ, such that 0 < µ(E) < 1} .
We say that a partition Q is a refinement of P (and write P 4 Q) if every set from
P is an algebraic sum of sets from Q. The join partition of P and Q (denoted by
P∨Q) is a partition, which consists of the subsets of the form B∩C where B ∈ P
and C ∈ Q. The join partition of more than two partitions is defined similarly.
For a given finite partition P we define the g-entropy of the partition P as
(1) H(g,P) :=
∑
A∈P
g (µ(A)) .
If g = η the latter is equal to the Shannon entropy of the partition P. For an
automorphism T : X 7→ X and a partition P = {E1, ..., Ek} we put
T−jP := {T−jE1, ..., T
−jEk}
and
Pn = P ∨ T
−1P ∨ ... ∨ T−n+1P.
Now for a given g ∈ G0 and a finite partition P we can define the dynamical
g-entropy of the transformation T with respect to P as
(2) hµ(g, T,P) = lim sup
n→∞
1
n
H (g,Pn) .
If the dynamical system (X,Σ, T, µ) is fixed then we omit T , writing just h(g,P).
As in the case of Shannon dynamical entropies we are interested in the existence
of the limit of (H(g,Pn)/n). If g = η, we obtain the Shannon dynamical entropy
h(T,P). However, in the general case we can not replace an upper limit in (2)
by the limit, since it might not exist (see [12]). Existence of the limit in the
case of the Shannon function follows from the subadditivity of the static Shannon
entropy. This property has every subderivative function, i.e. a function for which
the inequality g(xy) ≤ xg(y) + yg(x) holds for any x, y ∈ [0, 1] (the subclass of
G0 of functions, which fulfill this condition will be denoted by G
′
0), but this is not
true in general It exists [12], if g belongs to one of the following classes:
G00 :=
{
g ∈ G0
∣∣∣∣ limx→0+ g(x)η(x) = 0
}
or GSh0 :=
{
g ∈ G0
∣∣∣∣ 0 < limx→0+ g(x)η(x) <∞
}
.
1If g is fixed we will omit the index, writing just ϕ.
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It is easy to show that if g is subderivative then the limit lim
x→0+
g(x)/η(x) is finite,
so G ′0 ⊂ G
0
0 ∪ G
Sh
0 . We will also consider functions from the following class
G∞0 :=
{
g ∈ G0
∣∣∣∣ limx→0+ g(x)η(x) =∞
}
.
In this note we will consider functions from G0, for which the limit
lim
x→0+
g(x)/η(x) exists, so g will belong to one of three classes defined above.
We say that (X,Σ, µ, T ) is aperiodic, if
µ ({x ∈ X : ∃n ∈ N T nx = x}) = 0.
If M0, . . . ,Mn−1 ⊂ X are pairwise disjoint sets of equal measure, then τ =
(M0,M1, . . . ,Mn−1) is called a tower. If additionallyMk = T
kM0 for k = 1, . . . , n−
1, then τ is called a Rokhlin tower.2 By the same bold letter τ we will denote the
set
n−1⋃
k=0
Mk. Obviously µ(τ ) = nµ(Mn−1). Integer n is called the height of tower
τ . Moreover for i < j we define a subtower
τ ji := (Mi, . . . ,Mj) and τ
j
i =
j⋃
k=i
Mk.
By the Rokhlin Lemma in aperiodic systems there exist Rokhlin towers of a given
length, covering sufficiently large part of X .
Our goal is to find a lower bound for the dynamical g-entropy of a given parti-
tion. For this purpose we will use Rokhlin towers and we will calculate dynamical
g-entropy with respect to a given Rokhlin tower. This leads us to the following
definition: Let P be a finite partition of X and F ∈ Σ, then we define the (static)
g-entropy of P restricted to F as
HF (g,P) :=
∑
B∈P
g(µ(B ∩ F )).
The following lemma [12, Lemma 2.11] gives us the estimation for H(g,P) from
below by the value of g-entropy restricted to a subset of X .
Lemma 2.1. Let g ∈ G0. Let P ∈ B be such that there exists a set E ∈ P with
0 < µ(E) < 1. If F ∈ Σ, then
H(g,P) ≥ HF (g,P)−
∣∣g′− (1/2)∣∣− dmax,
where dmax := max
x,y∈[0,1]
|g(x)− g(y)|.
Definition of the g-entropy of a partition and concavity of g implies that
2It is also known as Rokhlin-Halmos or Rokhlin-Kakutani tower.
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Lemma 2.2. Let P ∈ B, F ∈ Σ and λ > 0 be such that µ(B ∩ F ) ≤ λ for every
B ∈ P. Then
HF (g,P) ≥ ϕ(λ)µ(F ).
Lemma 2.3. If g ∈ G ′0 and xi ≥ 0 (i = 1, . . . , n) are such that
n∑
i=1
xi ≤ 1, then
n∑
i=1
g(xi) ≤ max
x∈[0,1]
g(x) + ng
(
1
n
) n∑
i=1
xi
Proof. It follows from the fact that
n∑
i=1
g(xi) ≤ ng
(
1
n
n∑
i=1
xi
)
≤ g
(
n∑
i=1
xi
)
+ ng
(
1
n
) n∑
i=1
xi,
which completes the proof of lemma. 
We say that (X,Σ, µ, T ) is ergodic if for every A ∈ Σ with T−1A = A either
µ(A) = 0 or µ(A) = 1 and is completely ergodic if and only if T n is ergodic for
every positive integer n.
2.1. Generalized entropy convergence rates. Let g ∈ G0. We introduce types
of g-entropy convergence rates. Let (X,Σ, µ, T ) be a measure-preserving system,
(an) a (strictly) increasing sequence with lim
n→∞
an = ∞ and c ∈ [0,∞). If P is
a class of finite partitions of X , then we say that (X, T ) is of type (LS(g) ≥ c) for
((an), P ) if
lim sup
n→∞
H(g,Pn)
an
≥ c for all P ∈ P,
and (X, T ) is of type (LI(g) ≥ c) for ((an), P ) if
lim inf
n→∞
H(g,Pn)
an
≥ c for all P ∈ P.
Analogously we define types (LS(g) ≤ c), (LI(g) ≤ c) and (LS(g) <∞), (LS(g) =
∞), (LI(g) < ∞), (LI(g) = ∞), (LS(g) > 0) and (LI(g) > 0). From now on, we
always assume that the limit lim
x→0+
g(x)/η(x) exists, so g ∈ G00 ∪ G
Sh
0 ∪ G
∞
0 .
If for a given (an) and any P ∈ P there exists the limit (finite or not)
lim
n→∞
H(g,Pn)/an, then (X, T ) is of sufficient type L(g). The g-entropy conver-
gence rate was introduced by Blume [6] (however no strict results were given) and
is a natural generalization of entropy convergence rates, since we obtain them for
g = η.
If (X, T ) is a measure-preserving system and g ∈ G00 ∪ G
Sh
0 , then the limit
lim
n→∞
H(g,Pn)/n exists and is finite for every finite partition of X [12, Cor. 2.7.3].
Therefore every measure-preserving system is of type (LS(g) < ∞) (and of type
(LI(g) <∞)) for ((n), P ).
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Through the main part of this text we will consider the class P (X) and we will
concentrate our attention on the choice of (an) and g. The reason for choosing
P (X) as our standard class is twofold: on the one hand P (X) is simple enough
to reduce the complexity of many proofs, and on the other, it is large enough for
generalized entropy convergence types to become isomorphism invariants. More
precisely if (X, T ) and (Y, S) are isomorphic, then (X, T ) is of type (LS(g) ≥ c)
for ((an), P (X)), if and only if, (Y, S) is of type (LS(g) ≥ c) for ((an), P (Y )). It
follows from the observation that if ψ : X 7→ Y is an isomorphism, then
H(g,Pn) = H(g, ψPn) for P ∈ P (X) (n ∈ N),
where ψP := {ψ(A) | A ∈ P}. Similar statements are obviously true for all the
others convergence types. Therefore we may use g-entropy convergence types to
investigate dynamical systems with the same g-entropy (and standard dynamical
entropy).
In the case when (X, T ) has zero entropy and g ∈ G00 ∪ G
Sh
0 , we have
lim
n→∞
H(g,Pn)/n = 0 for P ∈ B. Therefore, it is reasonable to consider for systems
with zero entropy only such (an), for which lim
n→∞
an = ∞ and lim
n→∞
an/n = 0. We
will call each such sequence a sequence with sublinear growth.
2.1.1. Symbolic representation of atoms. We will introduce a notation, which we
will use throughout the rest of our discussion. In order to show that (X, T ) is of
a certain convergence type, we need to find estimates for H(g,Pn), P ∈ P (X) and
this requires finding ways to analyze join partitions Pn. Our most important tool
will be a symbolic representation of atoms in Pn by their 01-names. For a given
E ∈ Σ, x ∈ X , n ∈ N and P = PE = {E,X\E} we set
sEn (x) :=
(
1E(x), 1E(Tx), . . . , 1E(T
n−1x)
)
,
and if s ∈ {0, 1}n, we define
(3) AEn (s) := (s
E
n )
−1({s}).
Then we have
(4) Pn = {A
E
n (s
E
n (x)) | x ∈ X} = {A
E
n (s) | s ∈ {0, 1}
n}.
For a given word s = (s0, ..., sn−1) ∈ {0, 1}
n the period of s is
pn(s) := min{k ∈ {0, . . . , n− 1} | si = si+k for all i ∈ {0, . . . , n− k − 1}} ∪ {n}.
This symbolic representation will be combined with the use of Rokhlin towers
τ = (M,TM, ..., T n−1M) which will cover a sufficiently large portion of X . In
particular, we will be interested only in the entropy of Pn with respect to the set
τ =
n−1⋃
k=0
T iM . We will use the following lemma [6, Lemma 1.6] :
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Lemma 2.4. If E ∈ Σ and s ∈ {0, 1}2
n
, then µ(AEn (s)) ≤ 1/pn(s).
3. Connections between (LS(g) ≥ c/LI(g) ≥ c) and (LS ≥ c/LI ≥ c)
convergence types
We analyze the connections between g-entropy and η-entropy convergence rates.
Since the considerations for lower and upper limits are similar we discuss only the
case of LS types. Let c > 0.
3.1. g ∈ GSh0 . In this case [12, Corollary 2.7.3] implies that lim
n→∞
H(g,Pn)/H(Pn)
is positive. The equality
H(g,Pn)
an
=
H(g,Pn)
H(Pn)
·
H(Pn)
an
(n ∈ N),
guarantees that for a given pair ((an), P (X)) a system (X, T ) is
of type (LS ≤ c) if and only if it is of type (LS(g) ≤ C(g) · c),
of type (LS ≥ c) if and only if it is of type (LS(g) ≥ C(g) · c),
and
of type (LS <∞) if and only if it is of type (LS(g) <∞),
of type (LS =∞) if and only if it is of type (LS(g) =∞).
Therefore, if g behaves like η in the neighbourhood of zero, then studying LS(g)
convergence types will not attain any new information about the system (in ad-
dition to the attained from the Shannon entropy convergence types). We obtain
natural generalizations of theorems for the Shannon convergence entropy rates [6,
Thm 2.8, 3.9, Cor. 3.10, 3.11]:
Corollary 3.1. Let g ∈ GSh0 . If (X, T ) is aperiodic and (an) is a sequence with
sublinear growth, then there exists a partition PE = {E,X\E} ∈ B, such that
lim
n→∞
H(g,PEn )
an
=∞.
In other words (X, T ) is not of type (LI(g) <∞) for ((an), P (X)).
Corollary 3.2. Let g and (X, T ) be as in Corollary 3.1 and φ : [0,∞) 7→ (0,∞)
is an increasing function with
∞∫
1
φ(x)
x2
dx <∞.
Let
(5) R(X) :=
{
P ∈ P (X), such that lim
n→∞
max{µ(A)|A ∈ Pn} = 0
}
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Then for every P ∈ R(X)
lim sup
n→∞
H(g,Pn)
φ(log2 n)
=∞.
Equivalently, (X, T ) is of type (LS(g) =∞) for ((φ(log2 n)), R(X)).
Corollary 3.3. Let (X, T ) be ergodic and φ given as in Corollary 3.2. If E ∈ B
is such that PEn−1 6= P
E
n for every n ∈ N, then
lim sup
n→∞
H(g,PEn )
φ(log2 n)
=∞.
Corollary 3.4. Let (X, T ) be completely ergodic and φ be as in Corollary 3.2. If
P ∈ P (X), then
lim sup
n→∞
H(g,Pn)
φ(log2 n)
=∞.
3.2. g ∈ G00 . In this case the diversity is greater. Of course, each system of type
(LS ≤ c) for some ((an), P (X)) is of type (LS(g) = 0) for ((an), P (X)) and
hence of type (L(g) = 0). Therefore we concentrate our attention on the case
when the system is of type (LS ≥ c) for ((an), P (X)). It is also easy to see
that if g ∈ G00 and the system is of type (LS(g) ≥ 0), then there exists a partition
P ∈ P (X) such that the upper limit of H(Pn)/an is infinity and if (X, T ) is of type
(LS(g) > 0) for ((an), P (X)), then it is of type (LS =∞) for the considered pair.
To understand how g-entropy convergence rates differ from the classical entropy
convergence rates, consider the following example: Let (X, σ) be a subshift of
the fullshift over an alphabet A = {0, 1} and g is given by (6). Then for every
P ∈ P (X) we have
lim sup
n→∞
H(g,Pn)
logn
≤ lim sup
n→∞
ϕ(1/ cardPn)
log n
≤ lim sup
n→∞
log(1 + n)
log n
= 1.
Therefore every subshift over two symbols is of type (LS(g) ≤ 1) for
((logn) , P (X)) and of type (LS(g) = 0) for ((an) , P (X)), for any (an), for which
lim
n→∞
(logn)/an = 0. Moreover for every subshift, g ∈ G
0
0 and P ∈ P (X), we have
H(g,Pn)
an
≤
ϕ(1/ cardPn)
an
≤
ϕ(2−n)
an
.
Thus, every subshift over two symbols is of type (LS(g) ≤ 1) for ((ϕ(2−n)) , P (X)).
It implies that there is no result similar to Corollary 3.1 for functions from G00
– there exist aperiodic systems of type (LS(g) < ∞) for ((an), P (X)), where
g ∈ G00 and (an) has sublinear growth. Thus, the systems of type (LS = ∞) for
((an), P (X)) can be distinguished by the g-entropy convergence types.
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Table 1. Connections between entropy and g-entropy types of
convergence
g ∈ G00 g ∈ G
Sh
0 g ∈ G
∞
0
LS ≤ c LS(g) = 0 LS(g) ≤ C(g) · c LS(g) ≤ ∞,
LS(g) =∞
LS ≥ c LS(g) = 0,
LS(g) ≥ 0
LS(g) ≥ C(g) · c LS(g) =∞
LS <∞ LS(g) = 0 LS(g) <∞ LS(g) ≤ ∞,
LS(g) =∞
LS =∞ LS(g) <∞,
LS(g) ≤ ∞,
LS(g) =∞
LS(g) =∞ LS(g) =∞
Choice of the sequence. If (X, T ) has finite entropy and g ∈ G00 , then for
every finite partition P of X we have
lim
n→∞
H(g,Pn)
n
= 0.
Thus, we will assume sublinear growth of the sequence (an).
Choice of the function. It is easy to see that if g′(0) <∞, then every system
is of type (L(g) = 0). Therefore we assume that g′(0) =∞. Natural examples of
such functions are the following
(6) g0(x) =
{
x loga(1− loga x), for x ∈ (0, 1],
0, for x = 0,
or
(7) g˜0(x) =
{
x(− loga x)
α, for x ∈ (0, 1]
0 for x = 0,
with a > 1 and α ∈ (0, 1).3
3.3. g ∈ G∞0 . In this case the analogues of Corollaries 3.1, 3.2, 3.3 and 3.4 (where
instead of GSh0 we consider G
∞
0 ) hold. Every system of type (LS ≥ c), c ∈ (0,∞] is
of type (LS(g) =∞) for a given pair ((an), P ). On the other hand from Corollary
3.1 we know that every ergodic system is not of type (LS <∞) for ((an), P (X)),
(an) with sublinear growth. Moreover systems of type (LS ≤ c) are not frequent,
e.g. for invertible measure-preserving interval maps the set of such systems (for
(an) with sublinear growth) is I Baire category [7, Thm 4.8].
3Moreover these functions are subderivative. In fact, if we want to obtain g ∈ G0
0
∩G′
0
with g′(0) =
∞, it is sufficient to check whether h(x) = axg(a−x) is concave, subadditive and increasing with
sublinear growth. In this case for g0 we have h(x) = loga(1 + x), and for g˜0 it is h(x) = x
α
(α ∈ (0, 1)), and both of them fullfill necessary conditions.
10 FRYDERYK FALNIOWSKI
3.4. Summary. We summarize our considerations in Tab. 1 (types LS, LS(g) can
be replaced by LI and LI(g) respectively). From these considerations it follows
that the concept of generalized entropy convergence types is of use for systems
of type (LS ≥ c) for g ∈ G00 , and of type (LS ≤ c), when g ∈ G
∞
0 . We will
consentrate on the first case, since the second, by the reasoning from Section 3.3,
is less important.
4. Case of g ∈ G00
According to the discussion from the previous section the case of g ∈ G00 needs
more attention. We assume that g′(0) = ∞. In this section we will show few
results obtained using g-entropy convergence types for g ∈ G00 .
Let g be given by (6). For simplicity of computations we use logarithm of base 2:
(8) g0(x) := x log2(1− log2 x),
We know that g0 ∈ G
0
0 ∩ G
′
0 and g
′
0(0) = ∞ and h(x) = 2
xg0(2
−x), x ∈ [0,∞) is
subadditive. This fact plays a crucial rule in proofs performed in this note.
4.1. Results for completely ergodic systems. First, recall that every aperi-
odic transformation is isomorphic to some interval exchange map [1]. Since every
completely ergodic system is aperiodic, we may assume that the considered proba-
bility space is ([0, 1],ΣL, µL), where µL is a Lebesgue measure and ΣL is a σ-algebra
which consists of all Lebegue measurable subsets of the unit interval. We show
the analog of [3, Thm 4.1] for g-entropy convergence rates. The proof is similar
to one presented by Blume, but for the consistency of the note we give its proof.
Theorem 4.1. If ([0, 1], T ) is completely ergodic, then there exists a sequence (an)
with sublinear growth, such that for every P ∈ P ([0, 1]) we have
lim inf
n→∞
H(g0,Pn)
an
≥ 1.
For p, q ∈ N, p ≤ q let us define
P qp (n,E) := {x ∈ X | p ≤ pn
(
sEn (x)
)
≤ q}.
The crucial rule in the proof of Theorem 4.1 will play the following lemma:
Lemma 4.1. Let ([0, 1], T ) be completely ergodic. If ε > 0, then there exists such
a (strictly) increasing sequence (Nn) ⊂ N, that for every E ∈ Σ with 0 < µ(E) < 1,
there exists K, such that
µ
(
P 2
2n
1 (Nn, E)
)
< ε
for every n ≥ K.
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Proof. Let us define
κn :=
{[
k − 1
22n
,
k
22n
)
| k ∈ {1, . . . , 22
n
}
}
for n ∈ N. For a given n ∈ N, Ergodic Theorem and complete ergodicity of
([0, 1], T ) imply that there exist Mn ∈ N, Sn ∈ Σ such that for every m ≥ Mn,
x ∈ Sn and I ∈ κn we have
(9)
∣∣∣∣∣ 1m
m−1∑
k=0
1I
((
T 2
2n !
)k
(x)
)
− µ(I)
∣∣∣∣∣ < 1n22n
and
(10) µ(Sn) > 1−
1
n
.
Let
Nn :=
⌊
log2
(
Mn
(
22
n
!
))⌋
+ 1.
Fix ε > 0 and E ∈ Σ is such that µ(E) ∈ (0, 1). For a given n ∈ N we define set
Fn as:
Fn :=
⋃
{I ∈ κn | 2
2nµ(I ∩ E) > 1/2}.
We set α := min{ε/2, (1 − µ(E))/3, µ(E)/3}. Lebesgue Theorem implies that
there exists such K > α, that for every n ≥ K occurs
(11) µ(E△Fn) < α
2
Inequality (9) implies that
(12)
∣∣∣∣∣ 1m
m−1∑
k=0
1Fn
((
T 2
2n !
)k
(x)
)
− µ(Fn)
∣∣∣∣∣ < 1n for m ≥Mn and x ∈ Sn.
For n > 0 we define
Rn :=
{
x ∈ [0, 1]
∣∣∣∣∣ 1Mn
m−1∑
k=0
∣∣∣∣1E
((
T 2
2n !
)k
(x)
)
− 1Fn
((
T 2
2n !
)k
(x)
)∣∣∣∣ > α
}
.
Then
αµ(Rn) ≤
∫ 1
0
1
Mn
Mn−1∑
k=0
∣∣∣∣1E
((
T 2
2n !
)k
(x)
)
− 1Fn
((
T 2
2n !
)k
(x)
)∣∣∣∣ dµ
=
1
Mn
Mn−1∑
k=0
∫ 1
0
|1E(x)− 1Fn(x)| dµ = µ(E△Fn).
Thus, for n ≥ K we have
(13) µ(Rn) < α.
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Suppose now that x ∈ Sn\Rn and n ≥ K. Then from (11), (12), definition of Rn
and the choice of K we obtain∣∣∣∣∣ 1Mn
Mn−1∑
k=0
1E
((
T 2
2n !
)k
(x)
)
− µ(E)
∣∣∣∣∣ ≤
∣∣∣∣∣ 1Mn
Mn−1∑
k=0
1Fn
((
T 2
2n !
)k
(x)
)
− µ(Fn)
∣∣∣∣∣+
+
1
Mn
Mn−1∑
k=0
∣∣∣∣1E
((
T 2
2n !
)k
(x)
)
− 1Fn
((
T 2
2n !
)k
(x)
)∣∣∣∣+|µ(Fn)−µ(E)| < 1n+2α < 3α.
If x ∈ P 2
2n
1 (2
Nn , E), then 22
n
! is divisible by p2Nn (x), and becauseMn(2
2n !) < 22
Nn
it is easy to see that
1
Mn
Mn−1∑
k=0
1E
((
T 2
2n !
)k
(x)
)
=
{
0, for x ∈ [0, 1]\E,
1, for x ∈ E.
Therefore∣∣∣∣∣ 1Mn
Mn−1∑
k=0
1E
((
T 2
2n !
)k
(x)
)
− µ(E)
∣∣∣∣∣ ≥ min{µ(E), 1− µ(E)} ≥ 3α
and for n ≥ K we have P 2
2n
1 (2
Nn, E) ⊂ [0, 1]\(Sn\Rn). Hence
µ(P 2
2n
1 (2
Nn, E)) ≤ 1− µ(Sn\Rn) < 2α ≤ ε.
We may choose such (Nn), that it is strictly increasing. This completes the proof.

Proof of Theorem 4.1. Lemma 4.1 applied to ε = 1/2 implies that there exists
a sequence (Nn) as in the statement of Lemma 4.1. Define (ak) as follows: if
1 ≤ k ≤ 22
N1 , then ak := 1 and if k ∈ {2
2Nn , . . . , 22
Nn+1−1}, then ak := n. The
definition implies clearly that (ak) is increasing to the infinity. Let E ∈ P (X). If
s ∈ {0, 1}2
2n
is such that p2Nn (s) ≥ 2
2n, then by Lemma 2.4 we have
µ(AE2Nn (s)) < 2
−2n.
Thus, PE
22Nn
induces a partition on Pn := P
22
Nn
22n+1
(Nn, E) such that for A ∈ P
E
22Nn
we have
µ(A ∩ Pn) < 2
−2n.
Hence, applying Lemmas 2.1, 2.2, we obtain
H(g0,P
E
22Nn
) ≥ HPn(g0,P
E
22Nn
)− 2 ≥ µ(Pn) log2(2
n + 1)− 2.
From the definition of (ak) we get for all k ∈ {2
2Nn , . . . , 22
Nn+1 − 1} that
H(g0,P
E
k )
ak
≥
H(g0,P
E
22Nn
)
n
≥
µ(Pn) log2(2
n + 1)− 2
n
.
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Lemma 4.1 assures that lim inf
n→∞
µ(Pn) ≥ 1/2 and
lim inf
k→∞
H(g0,P
E
k )
ak
≥ lim inf
n→∞
µ(Pn) ·
log2(2
n + 1)
n
−
2
n
≥
1
2
.
Replacing ak by ak/2 gives us the desired conclusion. 
Theorem 4.1 implies the following corollary
Corollary 4.1. Under the assumptions of Theorem 4.1 for every P ∈ P ([0, 1]) we
have
lim
n→∞
H(Pn) =∞.
In other words, for every completely ergodic system (X, T ) there exists (an) with
sublinear growth, such that (X, T ) is of type (L =∞) for ((an), P (X)).
Proof. Let (an) be the sequence from the proof of Theorem 4.1. Then
lim inf
n→∞
H(Pn)
an
= lim inf
n→∞
H(Pn)
H(g0,Pn)
·
H(g0,Pn)
an
=∞,
which completes the proof. 
Note that every weakly mixing system is completely ergodic so the above state-
ment is true, for example, for any weakly mixing system. On the other hand, the
claim is not true without the assumption of complete ergodicity of (X, T ), because
then the system ([0, 1], T ) can have e.g. a periodic factor (see [3, Remark 4.2]).
4.2. Results for aperiodic systems. In this subsection instead of the class
P (X) we consider the class R(X) defined as in (5). If (X, T ) is a measure-
preserving system with R(X) 6= ∅, then it is aperiodic [6]. R(X) is still “suf-
ficiently large” in a sense that each type of convergence considered on R(X) is an
isomorphism invariant. On the other hand we choose this class because we want
to exclude aperiodic systems for which there are P ∈ P (X), such that there exists
N ∈ N with Pn = PN for n ≥ N . Consider
gm(x) = xh
(m+1)(− log2 x), with h(x) = log2(1 + x),
where m ∈ N, and
h(m) = h ◦ · · · ◦ h︸ ︷︷ ︸
m times
.
Repeating the reasoning from [6, Sec. 3] replacing (2i) by
(
22
·
·
·2i
)
(where we
iterate i 7→ 2i, m + 1 times) we obtain the following theorem which is an anolog
of [6, Thm 3.9] for gm:
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Theorem 4.2. If (X, T ) is aperiodic and measure-preserving and φ : [0,∞) 7→
(0,∞) is an increasing function with
∞∫
1
φ(x)
x2
dx <∞,
then for every P ∈ R(X) we have
lim sup
n→∞
H(gm,Pn)
φ(log
(m+2)
2 n)
=∞.
Blume pointed out the existence of this theorem for g0. This claim is essentially
the application of his observation. Therefore, we do not present the proof of this
fact.
5. Type (LI(g) ≥ 0) as an isomoprhism invariant for weakly mixing
rank one transformations
In this section we will show how we can use generalized entropy convergence
rates to prove that two systems are non-isomorphic. At this purpose we remind
the class of weakly mixing, rank one systems introduced by Blume in [5]. The
dynamics of these systems may be (due to weakly mixing property) quite compli-
cated. At the same time, they are generated by the cutting and stacking process,
which allows us to control the growth rate of (H(g,Pn)) for every partition P.
It appears that if we use other functions than the Shannon function η we will
be able to expand Blume’s results. We show that if one chooses the appropriate
function g ∈ G00 , one can obtain theorem similar to [5, Thm 4.22], which allows
us to distinguish systems that do not meet the assumptions of Blume’s theorem.
Additionally we will fill the gap in the original proof.
Remark 5.1. The constructed class of weakly mixing rank one systems will be pa-
rameterized by sequences of prime numbers ψ = (pn), for which
∞∑
n=0
p2n/pn+1 <∞.
To each such a sequence ψ we assign a weakly mixing, rank one transformation T
and the interval J ⊂ R. Since
∞∑
n=0
p2n/pn+1 is finite, for simplicity of computations
we will always assume that (6p2n + 1)/pn+1 < 1 for n ∈ N.
5.1. Construction of Γ. Let ξ = (pn) be such a sequence of primary numbers
that
(14)
∞∑
n=0
p2n
pn+1
<∞ and
6p2n + 1
pn+1
< 1 for n ∈ N.
We will use ξ to define a sequence of towers (τn) of height 2p
2
n and an increasing
sequence of positive numbers (xn), which we will use to define Jξ. The construction
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will be given recursively. Let τ0 := ([0, 1), [1, 2), . . . , [2p
2
0 − 1, 2p
2
0)), x0 := 2p
2
0 and
let Tτ0 : [0, 2p
2
0 − 1) 7→ [1, 2p
2
0) assign points from a given level of the tower τ0
to the points from the next level of the tower (it is defined everywhere except
the highest level of the tower – I
(0)
2p20−1
). Assume that τn−1 and xn−1 are defined
and τn−1 = (I
(n−1)
0 , . . . , I
(n−1)
2p2n−1−1
) is a tower (consisting of intervals), for which
τn−1 = [0, xn−1) and Tτn−1 is a transformation, which assigns points from a given
level of the tower τn−1 to the points from the next level of the tower (it is defined
everywhere except the highest level of the tower – I
(n−1)
2p2n−1−1
).
Step 1. Let
yn := xn−1 +
1
3
µL(I
n−1
0 ),
kn :=
⌊
pn
6p2n−1 + 1
⌋
, jn := pn − kn · (6p
2
n−1 + 1) and xn := yn + jn ·
µL(I
(n−1)
0 )
3kn
where µL is a Lebesgue measure.
Figure 1. Step 2. – cutting and stacking of the tower τn−1 with
the spacer [xn−1, yn) (red line)
Step 2. Consider a tower τn−1, it has 2p
2
n−1 levels, of measure µL
(
I
(n−1)
0
)
each. Over the highest level we put a spacer [xn−1, yn) (of measure
µL
(
I
(n−1)
0
)
/3). Then we cut the tower into three subtowers and stack
them (the first at the bottom, the second (with a spacer) over it, and the
third one at the top). We obtain a tower of height 6p2n−1 + 1, which every
level has measure µL
(
I
(n−1)
0
)
/3 (see Fig. 1).
Step 3. We cut the tower obtained in the previous step vertically into kn subtowers,
each of measure µL
(
I
(n−1)
0
)
/3kn.
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Step 4. We cut an interval [yn, xn) into jn subintervals of measure µL
(
I
(n−1)
0
)
/3kn
and stack them (as in Step 2.). Then we put this tower over the tower
obtained in Step 3. and get a tower of height pn, where each level is of
measure µL
(
I
(n−1)
0
)
/3kn (see Fig. 2).
Figure 2. Steps 3. and 4. of construction of τn
Step 5. We cut the tower obtained in Step 4. into pn subtowers of the same length
and stack them. This tower has p2n levels.
Step 6. We cut the tower from the previous step into two subtowers and we stack
them.
We denote the obtained tower by τn, and its levels by I
(n)
j for j ∈ {0, . . . , 2p
2
n−1}.
Moreover τn = [0, xn) and the transformation Tτn is an expansion of Tτn−1 onto
the highest level of τn−1 and all spacers but the last subinterval of [yn, xn), i.e.
[xn −
xn−yn
jn
, xn), which is the highest level of τn. Since
∞∑
n=0
p2n/pn+1 < ∞, there
exists a finite limit of (xn) [5]. Let Jξ := [0, lim
n→∞
xn). We know that
∞⋃
n=0
τn = Jξ.
We define Tξ : Jξ → Jξ by
Tξ(x) := lim
n→∞
Tτn(x) for x ∈ Jξ.
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Considering a σ-algebra of Lebesgue measurable subsets of Jξ with a measure
µξ :=
µL
µL(Jξ)
we obtain the dynamical system (Jξ,Σξ, µξ, Tξ). With this system we associate
a class P (Jξ). The transformation Tξ is rank one, therefore it has zero Kolmogorov-
Sinai entropy. Moreover it is weakly mixing.4 We define a class of systems
Γ :=
{
(Jξ, Tξ)
∣∣∣∣∣ ξ = (pn), where pn ∈ P,
∞∑
n=1
p2n−1
pn
<∞ and
6p2n−1 + 1
pn
< 1
}
.
Our goal is to use the LI(g) ≥ c convergence type in order to decide whether
two systems in Γ are non-isomorphic. The fact that all systems in Γ are weakly
mixing shows that they cannot easily be distinguished according to their spectral
properties. This suggests that the rate of entropy convergence might be a useful
isomorphism invariant. Otherwise the weak mixing property is irrelevant for our
discussion.
5.2. Choice of (an). To understand how we can show that a given system (X, T )
is of type (LI(g) ≥ c), assume that (an) is an increasing sequence of positive
numbers converging to the infinity, such that (X, T ) is of type (LS(g) ≥ c) for
((an), P (X)). Then for every P ∈ P (X) there exists a strictly increasing sequence
ν = (nk) ⊂ N such that
lim inf
k→∞
H(g,Pnk)
ank
≥ c.
In general, ν is dependent on a partition P, but if ν is independent of the choice of
P, then (X, T ) is of type (LI(g) ≥ c) for ((ν(an)), P (X)) (see Lemma 5.1), where
ν(an) := ank for nk ≤ n < nk+1.
Properties of (an) imply that (ν(an)) is increasing and lim
n→∞
ν(an) =∞.
Lemma 5.1. Let (X, T ) be a measure-preserving system, c > 0, ν = (nk) ⊂ N be
strictly increasing and (an) ⊂ N. If
lim inf
k→∞
H(g,Pnk)
ank
≥ c for every P ∈ P (X),
then
lim inf
n→∞
H(g,Pn)
ν(an)
≥ c for every P ∈ P (X).
In other words, (X, T ) is of type (LI(g) ≥ c) for ((ν(an)), P (X)).
4The proof of weakly mixing follows the same argument as the proof of weakly mixing of Chacon
transformation [22, Ch. 6.5].
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Proof. This fact follows from the monotonicity of (H(g,Pn)) for a given P ∈ P (X).
Let k = k(n). Then
H(g,Pn)
ν(an)
=
H(g,Pn)
ank(n)
≥
H
(
g,Pnk(n)
)
ank(n)
.
Converging with n (and hence with k(n)) to infinity we obtain the assertion. 
5.3. Choice of g ∈ G0. We want to use the introduced invariant to check whether
two systems are isomorphic. Our aim will be to find an analogue of [5, Thm 4.22]
which may by used in the case, when the Blume’s theorem fails. We will use a con-
cave, increasing (to plus infinity) function h : [0,∞) 7→ R with sublinear growth,
for which there exist sequences (an), (bn), (cn), (dn), each of them converging to
the infinity (with n→∞), with
(15) 0 < lim
n→∞
an
bn
= lim
n→∞
cn
dn
<∞, and lim
n→∞
h(an)
h(bn)
6= lim
n→∞
h(cn)
h(dn)
.
Functions, which fullfill this condition are called not regularly varying. We choose
such a function, since for systems from Γ we should have a significantly different
condition than the one in [5, Thm 4.22]. The function which we will use in this
section was proposed by Iksanow and Ro¨sler [19]:
h(x) :=
{
x, for x ∈ [0, 1)
2−kx+ 2k+1 − 2, for x ∈ [4k, 4k+1), k = 0, 1, . . .
It is a concave, subadditive function with sublinear growth. Defining
g(x) := x · h(− log2 x)
we obtain a function from the set G00 ∩G
′
0 with infinite derivative at zero, given by
g(x) =


0, for x = 0,
−2−kx log2 x+ x(2
k+1 − 2), for x ∈
(
2−4
k+1
, 2−4
k
]
, k = 0, 1, . . .
−x log2 x, for x ∈
(
1
2
, 1
]
.
5.4. Auxiliary theorems. Types LI(g) fulfill the following theorem for systems
from Γ:
Theorem 5.1. If (Jξ, Tξ) ∈ Γ and E ∈ Σξ is such that 0 < µξ(E) < 1, then
(16) lim inf
n→∞
H
(
g,P2p2n
)
h (log2 2p
2
n)
≥
1
4
.
To prove this theorem we will need estimations of values of the sequence
(H(g,Pn)) for an arbitrary P ∈ P (X). We will use the symbolic representa-
tion of atoms from Pn. We state the following fact, which comes from the proof
of [5, Thm 4.18]:
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Fact 5.1. Let ψ : [0, 1] 7→ R be given as ψ(x) := 2x · (1 − x) and E ∈ Σξ is such
that PE ∈ P (Jξ). Define λE := ψ(µξ(E))/8 and Qn := P
⌊λEpn⌋
1 (2p
2
n, E). Then
lim sup
n→∞
µξ (Qn ∩ τn)
µξ(τn)
≤
1
2
.
Proof of Theorem 5.1. Let ψ, λE and Qn be given as in Fact 5.1. Let Rn := τn\Qn.
Fact 5.1 implies that
lim inf
n→∞
µξ(Rn) = lim inf
n→∞
µξ(Rn)
µξ(τn)
≥
1
2
.
From the definition of Rn, we know that
p2p2n(s
E
2p2n
(x)) > ⌊λEpn⌋ for all x ∈ Rn.
Therefore, Lemma 2.4 implies that for x ∈ Rn we have
µξ
(
AE2p2n(s
E
2p2n
(x)) ∩Rn
)
≤ µξ
(
AE2p2n(s
E
2p2n
(x)) ∩ τn
)
<
2
⌊λEpn⌋
µξ(τn) <
2
⌊λEpn⌋
.
Applying Lemmas 2.1 and 2.2 we obtain that
H(g,P2p2n) ≥ µξ(Rn)h (log2 (⌊λEpn⌋/2))− 2.
Thus,
lim inf
n→∞
H(g,P2p2n)
h(log2 2p
2
n)
≥
1
2
lim inf
n→∞
h(log2(⌊λEpn⌋/2))
h(log2 2p
2
n)
=
1
2
lim inf
n→∞
h(log2(λEpn))
h(2 log2 pn)
≥
1
4
lim inf
n→∞
h(log2(λEpn))
h(log2 pn)
.
It is sufficient to show that
(17) lim inf
n→∞
h(log2(λEpn))
h(log2 pn)
≥ 1.
Let mn be such that λEpn ∈
[
24
mn
, 24
mn+1
)
. Then for sufficiently large n we have
pn ∈
[
24
mn
, 24
mn+2
)
. Thus, if we want to find the lower limit of the quotient
H
(
g,P2p2n
)
/h(log2 2p
2
n), we have to consider the following cases:
Case 1. If pn ∈
[
24
mn
, 24
mn+1
)
, then
lim inf
n→∞
h(log2(λEpn))
h(log2 pn)
= lim inf
n→∞
h(log2 pn)
h(log2 pn)
= 1.
Case 2. If pn ∈
[
24
mn+1
, 24
mn+2
)
, then
lim inf
n→∞
h(log2(λEpn))
h(log2 pn)
= lim inf
n→∞
2−mn log2(λEpn) + 2
mn+1 − 2
2−mn−1 log2 pn + 2
mn+2 − 2
= lim inf
n→∞
2−mn log2 pn + 2
mn+1
2−mn−1 log2 pn + 2
mn+2
≥ 1,
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where the last inequality comes from the fact that f : (0,∞) 7→ R given as
(18) f(x) :=
2−mnx+ 2mn+1
2−mn−1x+ 2mn+2
is increasing in
[
24
mn+1
, 24
mn+2
)
for any mn and f(2
4mn+1) = 1. This implies (17)
and completes the proof. 
Corollary 5.1. Every (Jξ, Tξ) ∈ Γ is of type (LS(g) ≥ 1/4) for
((h(log2 n)), P (Jξ)).
Proof. For every E ∈ Σξ such that 0 < µξ(E) < 1 we have
lim sup
n→∞
H(g,PEn )
h(log2 n)
≥ lim inf
n→∞
H
(
g,P2p2n
)
h (log2 2p
2
n)
≥
1
4
,
which completes the proof. 
Theorem 5.1 and Lemma 5.1 imply the following corollary:
Corollary 5.2. If (Jξ, Tξ) ∈ Γ and ζ := (2p
2
n), then (Jξ, Tξ) is of type (LI(g) ≥
1
4
)
for ((ζ (h(log2 n))) , P (Jξ)).
We will use this corollary to distinguish systems from Γ.
5.5. Main theorem. Let us define a family of systems
Γ0 :=
{
(Jξ, Tξ) ∈ Γ
∣∣∣∣ ξ = (pn) such that
(
p3n−1
pn
)
is bounded
}
.
Let (Jξ0 , Tξ0) ∈ Γ0 and (Jξ, Tξ) ∈ Γ for ξ0 = (pn), ξ = (qn) and ζ = (2q
2
n). Corol-
lary 5.2 implies that (Jξ, Tξ) is of type (LI(g) ≥ 1/4) for ((ζ (h(log2 n))) , P (Jξ)).
Under some additional conditions on (Jξ, Tξ) and (Jξ0 , Tξ0), we will show that
(Jξ0, Tξ0) is not of type (LI(g) ≥ 1/4) for ((ζ (h(log2 n))) , P (Jξ)), which im-
plies that ξ and ξ0 are not isomorphic. To show that (Jξ0 , Tξ0) is not of type
(LI(g) ≥ 1/4) for ((ζ (h(log2 n))) , P (Jξ)) it is sufficient to find such E ∈ Σξ0 , that
lim inf
n→∞
H(g,PEn )
ζ(h(log2 n))
<
1
4
.
The following theorem allows us to distinguish systems from Γ and Γ0:
Theorem 5.2. Let (Jξ0 , Tξ0) ∈ Γ0, where ξ0 = (pn) is such that there exists r ∈ N,
for which for sufficiently large n we have
(19) pn < p
2r
n−1.
Let (Jξ, Tξ) ∈ Γ, where ξ = (qn). Let a, b > 0, a+ b < 1/4 and define aξ0 := (apn),
ζ := (2q2n). If
(20) lim inf
n→∞
aξ0 (h(log2 n))
ζ (h(log2 n))
<
b
2r
,
POSSIBLE g-ENTROPY CONVERGENCE RATES 21
then (Jξ0 , Tξ0) ∈ Γ0 and (Jξ, Tξ) ∈ Γ are not isomorphic.
It is an analogue of [5, Thm 4.22] for types of Shannon entropy convergence
rates, where instead of (20) it is assumed that
(21) lim inf
n→∞
aξ0 (log2 n)
ζ (log2 n)
<
b
2
and the assumption (19) is missing.5 The proof in general follows steps of the
proof of [5, Thm 4.22]. Moreover due to the fact that h is not regularly varying,
we might expect that there exist systems indistinguishable by [5, Thm 4.22] but
distinguishable by Theorem 5.2 (and vice versa).
Before we prove this theorem we state the following technical lemma, which will
allow us to estimate g-entropy of a partition P [0,1)k .
Lemma 5.2. Let (Jξ0 , Tξ0) ∈ Γ0 fulfill the assumptions of Theorem 5.2. Let ε > 0,
0 < a < 1/4 and
dξ0 :=
(
6 sup
n≥0
p3n−1
pn
+ 2
)(
1 +
∞∑
n=1
p2n−1
pn
)
+ 10, where ξ0 = (pn).
Then there exists N ∈ N such that for every n ≥ N , we have apn > (6p
2
n−1+1)
5/4,
and
H
(
g,P
[0,1)
k
)
≤ r
(
2−mn,1 log2 6p
2
n−1 + 2
mn,1+1
)
+ dξ0 + 2
+
k
pn
(1 + ε)
[
2−mn,2 log2 k + 2
−mn,2 + 2mn,2+1
]
for every k ∈
[
(6p2n−1 + 1)
5/4, apn
]
∩ N, where mn,1, mn,2 are such that
6p2n−1 ∈
[
24
mn,1
, 24
mn,1+1
)
and 12p2n−1 + k ∈
[
24
mn,2
, 24
mn,2+1
)
.
We can interprete the above lemma as follows: if 6p2n−1 + 1 < k ≪ pn, then
ζ(h(log2 k)) = h(log2 2p
2
n−1), thus, Lemma 5.2 implies that
H
(
g,P
[0,1)
k
)
≈ ζ(h(log2 k)).
5In fact in the Blume’s proof there is a gap. More specifically the control of the growth of (pn) is
needed, since g-entropies should not grow to fast. However, repeating the proof presented below
for η one can obtain the following revised version of [5, Thm 4.22]:
Theorem 5.3. Let (Jξ0 , Tξ0) ∈ Γ0, where ξ0 = (pn) is such that there exists r ∈ N for which for
sufficiently large n we have pn < p
2r
n−1. Let (Jξ, Tξ) ∈ Γ, ξ = (qn). Let a, b > 0, a+ b < 1/4 and
ζ := (2q2n). If
(22) lim inf
n→∞
aξ0 (log2 n)
ζ (log
2
n)
<
b
2r
,
then (Jξ0 , Tξ0) ∈ Γ0 and (Jξ, Tξ) ∈ Γ are not isomorphic.
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First we will use this lemma in the proof of Theorem 5.2 and then we will complete
the proof showing Lemma 5.2.
Proof of Theorem 5.2. Corollary 5.2 implies that (Jξ, Tξ) is of type (LI(g) ≥ 1/4)
for ((ζ (h(log2 n))) , P (Jξ)). It is sufficient to show that (Jξ0, Tξ0) is not of type
(LI(g) ≥ 1/4) for ((ζ (h(log2 n))) , P (Jξ0)).
The condition (20) implies that there exist δ > 0 and strictly increasing se-
quences (li), (mi), (ni) such that for every i ∈ N we have
(23) apni−1 ≤ li < apni,
(24) 2q2mi−1 ≤ li < 2q
2
mi
,
(25)
aξ0 (h (log2 li))
ζ (h(log2 li))
<
b
2r
(1− δ).
Therefore (23) and (24) imply that for every i ≥ 1 we have
(26) aξ0 (h(log2 li)) = h (log2 apni−1) = 2
−ti log2 apni−1 + 2
ti+1 − 2
for ti, such that apni−1 ∈
[
24
ti , 24
ti+1
)
and
(27) ζ (h(log2 li))) = h
(
log2 2q
2
mi−1
)
= 2−si log2 2q
2
mi−1
+ 2si+1 − 2
for si, such that 2q
2
mi−1
∈
[
24
si , 24
si+1
)
. Thus, the condition (25) and the upper
estimation of b imply that
log2 ap
2r/b(1−δ)
ni−1
< 2ti−si log2 2q
2
mi−1
+2ti+si+1−
2r
b(1 − δ)
(
2si+1 − 22si+1
)
≤ log2 2q
2
mi−1
for sufficiently large i. Therefore (from (25)) we have
(28) apni ≥ li > 2q
2
mi−1
> (apni−1)
2/b(1−δ) > (apni−1)
8 .
For sufficiently large i we have also, that (apni−1)
8 >
(
6p2ni−1 + 1
)5/4
and
(29) 2q2mi−1 ∈
[(
6p2ni−1 + 1
)5/4
, apni
]
Fix ε < bδ/(1/4 − b) and define ki := 2q
2
mi−1
. Lemma 5.2 implies that for
sufficiently large i we have that ki ∈
[
(6p2ni−1 + 1)
5/4, apni
]
∩ N, where 6p2ni−1 ∈[
24
si,1
, 24
si,1+1
)
and 12p2ni−1 + ki ∈
[
24
si,2
, 24
si,2+1
)
. Thus, we obtain
lim inf
n→∞
H
(
g,P
[0,1)
n
)
ζ (h(log2 n))
≤ lim inf
i→∞
H
(
g,P
[0,1)
ki
)
h(log2 ki)
≤ lim inf
i→∞
(
2−si log2 ki + 2
si+1
)−1 [
r
(
2−si,1 log2 6p
2
ni−1
+
+ 2si,1+1
)
+ (ki/pni)(1 + ε)
[
2−si,2 log2 ki + 2
−si,2 + 2si,2+1
]
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+ dξ0 + max
x∈[0,1]
g(x)]
≤ lim inf
i→∞
(ki/pni)(1 + ε) [2
−si,2 log2 ki + 2
−si,2 + 2si,2+1]
2−si log2 ki + 2
si+1
+
+ r · lim inf
i→∞
2−si,1 log2 6p
2
ni−1
+ 2si,1+1
2−si log2 ki + 2
si+1
To estimate the first of the lower limits in the above inequality, we have to consider
two cases:
Case 1. ki, ki + 12p
2
ni−1
∈
[
24
si , 24
si+1
)
, i.e. si,2 = si. Then we have
lim inf
i→∞
2−si,2 log2 ki + 2
−si,2 + 2si,2+1
2−si log2 ki + 2
si+1
≤ lim inf
i→∞
2−si log2 ki + 2
si+1
2−si log2 ki + 2
si+1
= 1.
Case 2. ki ∈
[
24
si , 24
si+1
)
and ki + 12p
2
ni−1
∈
[
24
si+1, 24
si+1+1
)
. Then by the
monotonicity of the function given by (18) in the considered interval, we have
lim inf
i→∞
2−si,2 log2 ki + 2
−si,2 + 2si,2+1
2−si log2 ki + 2
si+1
≤ lim inf
i→∞
1
2
2−si log2 ki + 2 · 2
si+1
2−si log2 ki + 2
si+1
≤ 1.
Therefore we obtain the following estimation:
lim inf
i→∞
(ki/pni)(1 + ε) [2
−si,2 log2 ki + 2
−si,2 + 2si,2+1]
2−si log2 ki + 2
si+1
≤ lim inf
i→∞
ki
pni
(1+ε) ≤ a(1+ε).
Estimation of the second lower limit is a consequence of the subadditivity of h:
lim inf
i→∞
h(log2 6p
2
ni−1
)
h(log2 ki)
= lim inf
i→∞
h(2 log2 apni−1 + log2(6/a
2))
h(log2 ki)
≤ lim inf
i→∞
h(2 log2 apni−1) + h(log2(6/a
2))
h(log2 ki)
= lim inf
i→∞
h(2 log2 apni−1)
h(log2 ki)
≤ 2 lim inf
i→∞
h(log2 apni−1)
h(log2 ki)
≤ 2 lim inf
i→∞
aξ (h(log2 li))
ζ (h(log2 li))
.
Eventually, we obtain
lim inf
n→∞
H
(
g,P
[0,1)
n−1
)
ζ (h(log2 n))
≤ a(1 + ε) + 2β lim inf
i→∞
aξ (h(log2 li))
ζ (h(log2 li))
≤ a(1 + ε) + b(1− δ)
<
(
1
4
− b
)(
1 +
bδ
1/4− b
)
+ b(1− δ) =
1
4
.
Therefore (Jξ0 , Tξ0) is not of type
(
LI(g) ≥ 1
4
)
for ((ζ (h(log2 n))) , P (Jξ0)). 
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It remains to show Lemma 5.2. We begin stating the estimation from the proof
of [5, Lemma 4.21].
Fact 5.2. Under the assumptions of Lemma 5.2 for every k ∈[
(6p2n−1 + 1)
5/4, apn
]
∩ N we have
kµξ0(B) + 1 < dξ0 .
Proof of Lemma 5.2. We will repeat steps of the proof of [5, Lemma 4.21] for
g, with few (needed) modifications. Fix ε ∈ (0, 1). Boundedness of p3n−1/pn
implies that
lim
n→∞
(6p2n−1 + 1)
5/4
apn
= 0.
Fom the construction of Γ we obtain that lim
n→∞
µξ(τn) = 1. Therefore there exists
N > 0, such that for every n ≥ N we have
(30) µξ0(τn) >
1
2
,
(31) apn > (6p
2
n−1 + 1)
5/4,
(32)
2
(6p2n−1 + 1)
1/4
< ε,
and
(33)
6p2n−1 + 1
pn
< a.
Let n ≥ N , q := 6p2n−1 + 1 and k ∈ [q
5/4, apn] ∩ N. Denote by ρn the tower
obtained in Step 4. and by σn tower from Step 5. Then the tower ρn is of height
pn = kq + jn, where
(34) kn =
⌊
pn
q
⌋
with jn < q,
and σn is of height p
2
n. We divide Jξ0 into three sets and calculate g-entropy of
P
[0,1)
k with respect to each of these sets separately. Let l ∈ N be such that
(35) lq ≤ knq − k ≤ (l + 1)q
Since k < apn < pn/4 and pn < (kn + 1)q we have knq − k > pn/2. Thus, l > 1.
Let us define sets
A := (ρn)
lq−1
0 , B := (σn)
p2n−1
p2n−pn+lq
∪ (Jξ0\σn),
C := Jξ0\(A ∪ B) =
pn−1⋃
i=lq
pn−2⋃
j=0
T i+jpnξ0 Jn,
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where Jn is a base of σn. We define a partition Q = {A,B,C}. Then, since g is
concave, we have
H(g,P
[0,1)
k ) ≤ H(g,P
[0,1)
k ∨Q)
= HA(g,P
[0,1)
k ) +HB(g,P
[0,1)
k ) +HC(g,P
[0,1)
k ).
Let us estimate HA
(
g,P
[0,1)
k
)
. Denote by Kn the base of the tower ρn and
by s([0, 1), ρn) the symbolic representation of an arbitrary point from Kn with
respect to [0, 1). From the construction of ρn we know that first knq coordinates
of s([0, 1), ρn) consists of kn repetitions of the word of length q. Since knq− lq ≥ k
we obtain that on the first lq levels of ρn, i.e. in A, we will find no more than
q different words of length k. Thus, subwords of length k of s([0, 1), ρn) satisfy the
equation
s([0, 1), ρn)
i+k−1
i = s([0, 1), ρn)
i+jq+k−1
i=jq
for i ∈ {0, . . . , q − 1} and j ∈ {1, . . . , l − 1}.Therefore
A ∩ P
[0,1)
k 4 A ∩
{
l−1⋃
j=0
T i+jqξ0 Kn
}q−1
i=0
.
Hence, from the monotonicity of h, equality µξ0(ρn) = µξ0(τn) and the condition
(30) we obtain
HA
(
g,P
[0,1)
k
)
≤ HA

g,
{
l−1⋃
j=0
T i+jqξ0 Kn
}q−1
i=0

 = q · g(µξ0(A)
q
)
= q · g(lµξ0(Kn))
= q · g
(
lµξ0(ρn)
pn
)
=
lqµξ0(ρn)
pn
· h
(
− log2
lµξ0(ρn)
pn
)
< h
(
log2
pn
lµξ0(ρn)
)
< h(log2 2pn)
The assumption (19) and subadditivity of h imply
h(log2 2pn) ≤ h
(
log2 2p
2r
n−1
)
= h(1 + r log2 p
2
n−1)
≤ h(1) + rh(log2 p
2
n−1) ≤ 1 + rh(log2 6p
2
n−1).
Therefore
(36) HA
(
g,P
[0,1)
k
)
≤ 1 + r
(
2−mn,1 log2 6p
2
n−1 + 2
mn,1+1
)
where mn,1 is such that 6p
2
n−1 ∈
[
24
mn,1
, 24
mn,1+1
)
.
Let’s estimate HB(g,P
[0,1)
k ). We know that µξ0(B) is small since B is an alge-
braic sum of the complement of the tower σn and few highest levels of the tower
σn. Therefore application of Lemma 2.3 and Corollary 5.2 gives us the following
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estimation
(37) HB
(
g,P
[0,1)
k
)
=
∑
s∈{0,1}k
g
(
µξ0
(
A
[0,1)
k (s) ∩ B
))
< kµξ0(B) + 1 ≤ dξ − 8,
where A
[0,1)
k (s) is given by (3).
It remains to estimate HC(g,P
[0,1)
k ). Let us denote by s([0, 1), σn) a symbolic
representation of a point from Jn with respect to [0, 1). It follows from the def-
inition of σn, that s([0, 1), σn) consists of pn repetitions of s([0, 1), ρn). Thus,
subwords of length k of s([0, 1), σn) fulfill the equation
s([0, 1), σn)
i+k−1
i = s([0, 1), ρn)
i+jq+k−1
i=jq
for i ∈ {0, . . . , pn − 1} and j ∈ {1, . . . , pn − 2}. Therefore
C ∩ P
[0,1)
k 4 C ∩
{
pn−2⋃
j=0
T i+jqξ Jn
}pn−q
i=0
.
Using this fact, monotonicity of h and properties (32), (34) and (35), we obtain
HC
(
g,P
[0,1)
k
)
≤ HC

g,
{
pn−2⋃
j=0
T i+jqξ0 Jn
}pn−q
i=0

 ≤ (pn − q)g(µξ0(C)
pn − q
)
≤ g(µξ0(C)) + µξ(C)h (log2(pn − q))
≤ (pn − lq)(pn − 1)µξ0(Jn)h(log2(pn − q)) + max
x∈[0,1]
g(x)
≤
pn − lq
pn
h(log2(pn − q)) + 1
<
pn − (kn − 1)q + k
pn
h(log2(pn − (kn − 1)q + k)) + 1
<
2q + k
pn
h(log2(2q + k)) + 1
=
k
pn
(
2q
k
+ 1
)
h(log2(2q + k)) + 1
≤
k
pn
(
2q
q5/4
+ 1
)
h(log2(2q + k)) + 1
<
k
pn
(1 + ε)h(log2(2q + k)) + 1
Therefore
HC
(
g,P
[0,1)
k
)
<
k
pn
(1 + ε)
[
2−mn,2
(
log2 k + log2
(
2q
k
+ 1
))
+ 2mn,2+1 − 2
]
+ 1
<
k
pn
(1 + ε)
[
2−mn,2 (log2 k + log2 (1 + ε)) + 2
mn,2+1
]
+ 1
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where mn,2 is such that 2q + k ∈ [2
4mn,2 , 24
mn,2+1
). Hence
(38) HC
(
g,P
[0,1)
k
)
<
k
pn
(1 + ε)
[
2−mn,2 (log2 k + 1) + 2
mn,2+1
]
+ 1,
Putting together (36), (37) and (38) we obtain the assertion. 
It is worth noting that the crucial property in this note was subadditivity of h.
It implies subderivativity of g and hence subadditivity of (H(g,Pn)) with respect
to the partition Pn. It can be expected that (modulo some necessary estimates)
similar results can be obtained for other subderivative functions. It is possible for
example, for g0 (from the previous section). But in this case we would obtain just
a special case of [5, Thm 4.22], since then the condition (20) for h(x) = log2(1+x)
is
lim inf
n→∞
aξ0 (log2(1 + log2 n))
ζ (log2(1 + log2 n))
<
b
2r
and it implies (22). The choice of not regularly varying function h comes from the
fact, that there should exist systems (Jξ, Tξ), (Jξ0, Tξ0) ∈ Γ such that the condition
(22) doesn’t hold, while (20) does.
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