The Flexible Job Shop scheduling Problem (FJSP) is a generalization of the classical Job Shop Problem in which each operation must be processed on a given machine chosen among a finite subset of candidate machines. The aim is to find an allocation for each operation and to define the sequence of operations on each machine so that the resulting schedule has a minimal completion time. We propose a variant of the Climbing Discrepancy Search approach for solving this problem. We also present various neighborhood structures related to assignment and sequencing problems. We report the results of extensive computational experiments carried out on well-known benchmarks for flexible job shop scheduling. The results demonstrate that the proposed approach outperforms the best-known algorithms for the FJSP on some types of benchmarks and remains comparable with them on other ones.
Introduction
The Flexible Job Shop Problem (FJSP) is a generalization of the traditional Job Shop scheduling Problem (JSP), in which it is desired to process operations on a machine chosen among a set of available ones. Therefore, the FJSP is more computationally difficult than the JSP, since it presents a further decision level besides the sequencing one, i.e., the job assignment. Determining the job assignment requires assigning each operation on a specific machine chosen among a set of machines. This problem is known to be strongly NP-Hard even if each job has at most three operations and there are two machines [1] .
The complexity of the FJSP suggests the adoption of heuristic methods producing reasonably good schedules in an acceptable execution time, instead of seeking for an exact solution. In recent years, the use of metaheuristics such as Tabu Search (TS) and Genetic Algorithms (GAs) has led to better results than classical dispatching or greedy heuristic algorithms [2, 3, 4] .
In this paper, we present a new discrepancy-based method, called Climbing Depth-bound Discrepancy Search (CDDS), used initially for solving the hybrid flow shop problem [5] .
Adapted to the problem under study, CDDS mixes, in an original way, some already known concepts and strategies. In particular, we use the block concept of Jurisch [6] to find the neighborhood structure. Computational experiments show that our algorithm outperforms the GA of Pezzella et al. [3] for all instances, and the TS of Mastrolilli and Gambardella [2] and the GA of Gao et al. [4] for some instances. Moreover, our algorithm proves that space exploration using the concept of discrepancy is suitable to develop efficient algorithms for the FJSP.
The remainder of the paper is organized as follows. In Section 2, we introduce the problem formulation and we provide a relevant-literature review. In Section 3, we present the considered method by detailing: the initial solution, the adapted discrepancy concept, the neighborhood structures, and the proposed algorithm. In Section 4, we present an extensive computational study comparing the results of different neighborhood structures and with the best-known approaches. Some conclusions are given in Section 5.
is the completion time of job  J i . Moreover, we shall assume that: -All machines are available at time 0; -All jobs are released at time 0; -The order of operations for each job is predefined and cannot be modified.
Brucker and Schlie [7] propose a polynomial algorithm for solving the FJSP with two jobs, in which the processing times are identical whatever the machine chosen to perform an operation. Based on the observation that the FJSP turns into the classical job-shop scheduling problem when a routing is chosen, Brandimarte [8] was the first to use a decomposition approach for the FJSP. He solved the assignment problem using some dispatching rules and then solved the resulting job shop subproblems using a tabu search (TS) heuristic. Jurisch [6] considered the routing and scheduling decisions simultaneously and proposed a TS algorithm to solve it. Hurink et al. [9] and Barnes and Chambers [10] developed TS algorithms to solve the FJSP. Dauzère-Pérès and Paulli [11] defined a new neighborhood structure for the problem where there was no distinction between reassigning and resequencing an operation, and proposed a TS algorithm. Mastrolilli and Gambardella [2] improved the previous work and presented two neighborhood functions. Their TS is the well-known efficient approach for solving FJSPs. In [12] , a genetic algorithm (GA) based on a discrete dynamic programming approach was proposed. In [13] , Kacem et al. proposed a localization approach to solve the resource assignment problem, and an evolutionary approach controlled by the assignment model for the problem. Zhang and Gen [14] proposed a multistage operation-based GA to deal with the problem based on a dynamic programming model. In [15] , the authors treated this problem with a hybrid of particle swarm optimization and simulated annealing as a local search algorithm. Fattahi et al. [16] proposed a mathematical model and hybridizing of two methods, TS and simulated annealing. They developed six different algorithms for the FJSP.
Pezzella et al. [3] presented a GA in which a mix of different strategies for generating the initial population, selecting individuals for reproduction, and reproducing new individuals is presented. Tay and Ho [17] proposed dispatching rules obtained by the genetic programming framework to solve the multiobjective FJSP with respect to minimum makespan, mean tardiness, and mean flow time objectives. Gao et al. [4] studied the FJSP with three objectives: minimization of the makespan, minimization of the maximum machine workload, and minimization of the total workload. They developed a hybrid genetic algorithm (hGA) based on the integrated approach for this problem. Their algorithm is the well-known competitive GA for solving the FJSP.
It is noteworthy that, to the best of our knowledge, the use of a discrepancy-based method had not been previously used for the flexible job shop problem.
Discrepancy-based search methods
Discrepancy-based methods are tree search methods developed for solving hard combinatorial problems. These methods consider a branching scheme based on the concept of discrepancy to expand the search tree. This can be viewed as an alternative to the branching scheme used in a Chronological Backtracking method. The basic method, Limited Discrepancy Search (LDS), is instantiated to generate several variants, among them, Depth-bounded Discrepancy Search (DDS) and Climbing Discrepancy Search (CDS).
Limited Discrepancy Search
The objective of LDS, proposed by Harvey [18] , is to provide a tree search method for supervising the application of some ordering heuristics (variable and value ordering). It starts from initial variable instantiations suggested by a given heuristic and successively explores branches with increasing discrepancies from it, i.e., by changing the instantiation of some variables. Basically, a discrepancy occurs if the choice of a variable does not follow the rank of the ordering heuristic (the initial instantiation). The method stops when a solution is found (if such a solution does exist) or when an inconsistency is detected (the tree is entirely expanded).
The concept of discrepancy was first introduced for binary variables. In this case, exploring the branch corresponding to the best Boolean value (according a value ordering) involves no discrepancy while exploring the remaining branch implies just one discrepancy. It was then adapted to suit to non-binary variables in two ways ( Figure 1 ). The first one considers that choosing the first ranked value (rank 1, denoted by the instantiation of X by V 0 in the figure) leads to 0 discrepancy, while choosing all other ranked values implies 1 discrepancy. In the second way, choosing value with rank r implies r -1 discrepancies.
Figure 1. Counting discrepancies
We choose to adapt the first discrepancy definition to our work; this choice has been experimentally chosen (see [19] for more details). To more deeply understand the adopted discrepancy mechanism, see below and illustration in Figure 2 .
Dealing with a problem defined over N binary variables, an LDS strategy can be described as shown in Algorithm 1. In this algorithm, Initial_Instantiation() exhaustively instantiates all variables following a given heuristic, while the function No_Solution() decides whether an instantiation has to be rejected as part of a solution (a solution corresponds to a feasible assignment for all the variables). Compute_Leaves() generates leaves at discrepancy k from the initial instantiation (by changing the instantiation of k variables), and stops when a solution is found and returns it. 
Algorithm 1. Limited Discrepancy Search
In such a basic implementation, the main drawback of LDS is to be highly redundant: during the search for solutions with k discrepancies, solutions with 0 to k -1 discrepancies are revisited. To avoid this, Improved LDS method (ILDS) was proposed in [20] . Another improvement of LDS consists in applying discrepancy first at the top of the tree to correct early mistakes in the instantiation heuristic; this yields the Depth-bounded Discrepancy Search method (DDS) proposed in [21] . In the DDS algorithm, a given depth limits the generation of leaves with k discrepancies.
All these methods (LDS, ILDS, DDS) lead to a feasible solution, if it exists, and are closely connected to an efficient instantiation heuristic.
Climbing Discrepancy Search
Climbing Discrepancy Search (CDS) is a local search method that adapts the concept of discrepancy to find a good solution for combinatorial optimization problems [22] . It starts from an initial solution delivered by a given heuristic. Then, a sequence of neighborhoods including nodes with discrepancy equal to 1, 2,…, k max , respectively, are consecutively explored (that is, we start with a neighborhood including nodes having a discrepancy equal to 1, then those equal to 2, and so on). When a leaf with an improved value of the objective function is found, the reference solution is updated, the number of discrepancies is reset to 0, and the process for exploring the neighborhoods is restarted. A pseudo-code of CDS is displayed in Algorithm 2. In this algorithm, Initial_Solution() provides a feasible instantiation for all variables following a given heuristic and then returns the first reference solution. Moreover, Compute_Leaves() generates leaves at discrepancy k from it, and stops when an improved solution is reached or when its neighborhood is entirely explored. 
Algorithm 2. Climbing Discrepancy Search
The aim of CDS strategy is to find a feasible solution of high-quality in terms of criterion value. As mentioned by their authors, the CDS method is close to Variable Neighborhood Search (VNS) [23] . Roughly speaking, both approaches explore the solution space using similar strategies. Indeed, VNS starts with an initial solution and iteratively explores neighborhoods that are more and more distant from this solution. The exploration of each neighborhood terminates by returning the best solution it contains. If this solution improves the current one, it becomes the reference solution and the process is restarted.
It is important to stress the fact that by using a tree search to explore leaves in the same order as done by VNS, we can remember, in a sense, which leaves have been explored, contrarily to VNS method which moves from a solution to a better one, without storing information about the visited search space regions. Therefore it cannot know whether it is revisiting solutions or it has entirely explored the search space [22] . The interest of CDS is that the principle of discrepancy defines neighborhoods as branches in a search tree. This leads to structure the local search method by restricting redundancies following discrepancy principle.
As an example to illustrate the above exploration processes, let us consider a decision problem (in minimization form of an objective function f()) consisting of four binary variables
The value ordering heuristic orders nodes left to right and, by convention, we consider that we descend the search tree to the left with x i = 0, to the right with x i = 1, x 2 Figure 2 . LDS, DDS, and CDS search principles 3.3. The proposed approach
Problem variables and constraints
To solve the FJSP under study, we have to select an operation, to allocate a resource for the selected operation, to set its start time, and so on until scheduling all operations. To reduce the makespan, we only consider two kinds of variables: operation selection and resource allocation. (The start time of each operation will be set at the earliest possible value.) The values of these two types of variables are ordered following a given instantiation heuristic presented below.
We denote by X the operation selection variables vector and by A the resource allocation variables vector. Thus, X j corresponds to the j th operation in the sequence and A j is its
N } which corresponds to the choice of the operation to be scheduled. The values taken by the X j variables have to be all different.
The A j domains are {M 1 ,…, M m }. Moreover, we consider precedence constraints between two consecutive operations of the same job and precedence constraints that may join each operation with other jobs operations. The exploration strategy first considers an operation selection variable to choose an operation, secondly considers a resource allocation variable to assign the selected operation to a resource.
Initial solution
We have two types of value ordering heuristics: the first one ranks operations whilst the second one ranks resources.
-Type 1: Operation selection. A sensible choice of the operations order seems to be of main interest for obtaining good quality solutions. It has been experimentally proved that it is a good policy to give the priority to the operation having the Earliest Starting Time (EST). The starting time of each operation O i,j is calculated as follows:
In case of ties, we suggest selecting the operation having the Earliest Due Date (EDD).
The due date of each operation O i,j (hereafter denoted by d i,j ) is calculated as follows:
where UB is an approximate value of the makespan and Av(p i,j+1 ) is the average
-Type 2: Assignment of operations to machines. The operation of the job chosen by the heuristic of Type 1 is assigned to the machine such that the operation completes as soon as possible; hence, following an Earliest Completion Time (ECT) rule. This latter rule is dynamic, that is, the machine with the highest priority depends on the machines previously loaded. According to discrepancy principle, a rank of machine assignments is specified for each operation, ordering by the ECT on each machine.
After each instantiation of Type 2, we use a simple calculation to update the finishing time of the selected operation as well as the starting time of the successor operation. We also maintain the availability date of the chosen resource. Moreover, as said before, Type 2 assignment is interleaved with Type 1 selection, that is, a machine is assigned after each operation selection.
Discrepancy for flexible job shop problems
Because of the existence of two types of variables, we consider here two types of discrepancies: discrepancy on operation selection variables and discrepancy on resource allocation variables. Indeed, our goal is to improve the makespan of our solutions, and since resources are not identical, discrepancy on allocation variables can improve it. Also, the sequence of jobs to be scheduled has an impact on the total completion time.
Therefore, achieving a discrepancy consists in:
-Selecting another operation to be scheduled than the operation given uppermost by a value ordering heuristic. Operation selection variables are N-ary variables. The number of discrepancy is computed as follows: the first value given by the heuristic corresponds to 0 discrepancy, all the other values correspond to 1 discrepancy. Let consider 3 operations and let consider that the first selected operation is O 1 , O 2 the second, and O 3 the third one (this order is given by a value ordering heuristic).
Selecting another operation than O 1 in the first position (X 1 ) consists in making one discrepancy in this level, and so on (see Figure 3 ). -Assigning the operation to another resource than the resource suggested by a value ordering heuristic. The number of discrepancy is computed as follows: the first value given by the heuristic corresponds to 0 discrepancy, all the other values correspond to 1 discrepancy. In this case, let consider that O 1 can be processed by one machine among the set {R 2 , R 1 , R 3 } (this order is given by a value ordering heuristic), O 2 by one machine among {R 1 , R 4 }, and O 3 by only R 1 . Selecting another machine than R 2 for the first operation O 1 consists in making a discrepancy in this level, and so on (see Figure 4 ). Figure 4 . Discrepancies only on the three first resource allocation variables
To obtain solutions of k + 1 discrepancies directly from a set of solutions with k discrepancies (without revisiting solutions with 0,…, k -1 discrepancies), we consider for each solution the latest instantiated variable having the k th discrepancy value and we just have to choose a remaining variable for the k + 1 th discrepancy value. This strategy allows us to generate the solutions without redundancy, given that choices already made at the level of a given node will be inhibited during the following choice.
Proposed discrepancy-based method
In our problem, the initial leaf (with 0 discrepancy) is a solution since we do not constrain the makespan value. Nevertheless, we may use the discrepancy principle to expand the search tree for visiting the neighborhood of this initial solution. Two casual ways to stop this exploration are to set a limit for the CPU time or to reach a given lower bound on the makespan. To limit the search tree, one can also use the idea of DDS method that gives priority to variables at the top of the tree (job selection at the initial stages).
To improve the search, we have to consider the CDS method that goes from an initial solution to a better one, and so on. The idea of applying discrepancies only at the top of the search tree can be also joined with CDS algorithm to limit the search tree expansion. Therefore, we use Climbing Depth-bounded Discrepancy Search (CDDS) [5] which combines both the CDS and the DDS methods. With this method, one can restrict neighborhoods to be visited by only using discrepancies on variables at the top of the tree (see Algorithm 3) . Note that DDS algorithm has not been implemented in this paper. 
Algorithm 3. Climbing Depth-bounded Discrepancy Search
In CDDS algorithm, the function Compute_Leaves() generates leaves at discrepancy k from the reference solution and at d-depth value from the top of the tree, and stops when a better solution than the reference one is reached or when its neighborhood is entirely expanded.
Note that the CDDS method that is discussed in this paper shares the same general framework with the method implemented in [5] for solving a hybrid flow shop problem. However, we have tailored the different search and discrepancy heuristics to capture the specific features of the FJSP.
Proposed neighborhood structures
To diversify solutions, we propose four different types of neighborhood structures that are both based on the block concept [6] . A block (denoted by B) is a succession of at least two critical operations processed on the same resource. A critical operation is an operation belonging to the critical path in the constraint network, which can be defined as the longest schedule. The critical path's operations are connected by a precedence constraint or by a disjunctive precedence (being able to be realized by the same resource). We cannot obtain an infeasible solution since we respect the precedence and disjunctive constraints.
An interesting property proposed by Jurisch [6] is that if we have two solutions y and y' with C max (y') < C max (y), then we necessarily get at least one of these properties:
-In y', there is at least one operation of a block B of y having been processed on a different resource than in y.
-In y', there is at least one operation of a block B of y, different from the first operation, processed before the first one of B.
-In y', there is at least one operation of a block B of y, different from the last operation, processed after the last one of B.
Based on these all Jurisch's properties, we can obtain two types of neighborhoods N1 and N2
presented as follows.
-The first neighborhood N1 consists in:  Sequencing an operation of B, different from the first (resp. the last) one, before (resp. after) the first (resp. the last) operation of B. Only an adjustment of the starting time of operations will be considered.
-The second neighborhood N2 consists in: If R is occupied by O j at r i , then we assign O j on another machine given by ECT.
 Sequencing an operation of B, different from the first (resp. the last) one, before (resp. after) each operation of B. An adjustment of successor's operations assignment and starting time will be done using ECT.
We note that N3 dominates These neighborhood structures imply that discrepancies are not applied to all problem variables. Only some relevant ones, chosen by using the block notion, will be considered. Therefore, using neighborhood structures defined above prunes the process of discrepancies by focusing on promising chosen variables with regard to the considered evaluation criterion.
Indeed, it has been experimentally selected that using a complete-swap neighborhood leads to a lesser efficiency both in terms of quality and of CPU time (see Section 4.2). Note that a complete-swap neighborhood structure implies that discrepancies are applied to all problem variables. Hence, two neighborhood structures are developed and defined as follows: -The first complete-swap neighborhood  CS  N1 consists in:
 Assigning each considered operation O i , on another machine R available at r i . If R is occupied by O j at r i , then we give priority to O i
 Sequencing a considered operation, different from the first (resp. the last) one, before (resp. after) each operation in the sequence respecting the precedence and disjunctive constraints. Only an adjustment of the starting time of operations will be considered.
-The second complete-swap neighborhood  CS  N 2 consists in:
 Sequencing a considered operation, different from the first (resp. the last) one, before (resp. after) each operation in the sequence respecting the precedence and disjunctive constraints. An adjustment of successor's operations assignment and starting time will be done using ECT.
The next section is devoted to the evaluation of CDDS method via the four developed neighborhoods for the flexible job-shop scheduling problem.
Computational experiments 4.1. Test beds
We propose to compare four different strategies ( -The second data set (BCdata) is a set of 21 problems from [10] . As a job shop can be extended to a flexible job shop by simply adding some machines that already exist in the job shop, the data were constructed from three of the most challenging classical job shop scheduling problems [24, 25] -The third test sample (DPdata) is a set of 18 problems from [11] . The flexibility per operation varies between 1.13 and 5.02. Machines are identical for 50% of instances, and unrelated for the others.
-The fourth test sample (HUdata) is a set of 129 problems from [9] . The problems were obtained from three problems by Fisher and Thompson [24] and 40 problems by Lawrence [25] (la01 -la40). Hurink et al. [9] generated three sets of test problems:
Edata, Rdata and Vdata. The first set contains the problems with the least amount of flexibility (1.15), whereas the average flexibility is equal to 2 in Rdata and to m/2 in Vdata (ranges between 2.50 and 7.50). Machines are identical.
The proposed CDDS algorithm was coded in C and implemented on an Intel Core 2 Duo 2.9
GHz Personal Computer with 2GB of RAM. We set the maximum CPU time to 15 s for all test instances except for DPdata instances. For such DPdata instances, we set this maximum CPU time to 200 s because of the huge values of operation processing times that imply significant additional CPU time to find solutions. If no optimal solution was found within time limit, then the search is stopped and the best solution is output as the final schedule. The depth of discrepancy in our method is fixed at 7 from the top of the tree; this number has been experimentally chosen.
Computational results
The results of the computational study on BRdata are summarized in Table 1 . Results given by each algorithm are compared with LBs proposed in [2] . The first and second columns symbolize the name and size of the problem, respectively. In the third column, the average number of available machines per operation (flex.) is shown for each problem. In the fourth column, (LB,UB) denotes the best lower and upper bounds that have ever been found (a unique value means that LB=UB; the optimum value is known). The bold values indicate that the corresponding algorithm found the best among the four approaches. The total number of the best solutions given by each algorithm is summarized in the line #Best. The values underlined in bold indicate optimal solutions (  C max  LB ). The makespan associated with an asterisk is the best-known upper bound so far. The Mean Relative Error (MRE) is calculated as follows:
As shown in Table 1 ,  CDDS  N 4 produces the best gap which is equal to 15.03% and generates 90% of best found solutions, followed by  CDDS  N 2, which presents 15.27% as a gap and 90% of best found solutions. In the third place comes  CDDS  N 3 which presents an average gap equal to 15.33% and provides 80% of best found solutions, and finally comes  CDDS  N1 with 15.76% as a gap from LBs and 70% of best found solutions. We can conclude on the contribution of the use of the dynamic heuristic ECT which allows pushing the search in a more effective way. We also note that 
A comparison in terms of CPU time between the four strategies is not significant considering this class of problems, since 80% of the problems required the maximum CPU time (15 s), and for the two other instances (MK03 and MK08), we obtain the optimal solutions at the initial solutions (≈ 0 s). Table 2 we compare our method CDDS in terms of MRE and time with the genetic algorithm (GA) of Pezzella et al. [3] , the Tabu Search method (TS) of Mastrolilli and Gambardella [2] , and the genetic algorithm (hGA) of Gao et al. [4] . Contrarily to CDDS method that is deterministic by nature, TS and hGA algorithms are carried out five runs on the same problem instance in order to obtain meaningful results. CDDS results are obtained through the four above-described different deterministic neighborhood structures. Thus, a comparison of the respective CPU times is irrelevant. For all next instances, Pezzella et al. [3] have reported only the MRE of the best-obtained schedules without the CPU time used and without details of each instance. Based on the results given in Table 4 on DPdata, we note that CDDS outperforms all other best-known strategies in terms of mean relative error which is equal to 1.94% faced to 7.63% for GA, 2.01% for TS, and 2.12% for hGA. Moreover, it provides 89% of best-known solutions (16 among 18 test instances), while TS provides 72% and only 61% of solutions are given by hGA algorithm. We note that our algorithm is stronger with a higher degree of flexibility. Indeed, on Hurink
Next, in
Vdata, it presents a tiny gap (equal to 0.12%).
If we considered all types of problems (Table 6 ), we note that Table 7 displays computational results of the several groups of problems in terms of MRE.
The first column reports the data set, the second column reports the number of instances for each class, and the next four columns report the MRE of the best solution obtained by CDDS among the four strategies, GA, TS, and by hGA, respectively, with respect to the best-known lower bound. The last three columns report the deviation between CDDS, GA, TS, and hGA respectively (denoted by dev.). Results of Table 7 show that CDDS method outperforms GA of Pezzella et al. [3] for the optimization of all types, TS of Mastrolilli and Gambardella [2] on BRdata and DPdata, and hGA of Gao et al. [4] on BCdata and DPdata. But hGA and TS algorithms both worked better than the proposed CDDS algorithm on the HUdata.
Relating to the results obtained from the computational study, it seems that the proposed algorithm can be an effective approach for the flexible job-shop scheduling problem.
Conclusion
In this paper, a Climbing Depth-bounded Discrepancy Search (CDDS) method is presented to solve a Flexible Job Shop Scheduling Problem with the objective of minimizing makespan.
Our CDDS approach is based on ordering heuristics, involves two types of discrepancies, operation selection and resource allocation, and uses the block notion to build neighborhood structures that define relevant variables on which discrepancies are applied. 
