This paper presents a simple and distributed clustering algorithm suitable for large-scale wireless sensor networks (WSNs) consisting of several thousands of sensor nodes and few sink nodes. A two-tiered hierarchical architecture is used to increase scalability and ensure performances and durability of such a system: Level 1 called sensor network is partitioned into several equilibrate clusters with one leader or sink by cluster; Level 2 also called sink network is composed by N sink nodes placed in planned manner into monitored region and is connected through IEEE 802.11 radio interfaces. A multi-channel system is used to create a cellular structure by assigning one frequency channel per cluster. We use simulation technique to evaluate and compare the impact of two distributed schemes (a single channel one and a multi-channel one) on network capacity like traffic load, energy consumption, medium access delay, end-to-end delay and data delivery ratio.
INTRODUCTION
Wireless Sensor Networks (WSNs) typically have little or no fixed infrastructure as compared with wired network. Their deployment is often random and could be done into large monitoring region. Assuming for example that a chemical or nuclear plant explodes and that civil security Department want to quickly and accurately monitor the area. A spreading of sensor nodes with an average density of one per 100 m2 leads to deploy 10000 nodes in a monitoring area of one square kilometer but one million nodes if this area is 10 square kilometers. In such an application case where the network density is high, the whole network traffic must remain limited to be able to ensure a high availability of such large-scale networks. Moreover, the lifetime duration, the connectivity and the scalability of the network are important design goals to ensure network performance over time and provide services at every part of the deployment area [1] , [2] . Hierarchical architectures or clustering techniques are used to solve the scalability problem. Moreover, the use of multiple sink nodes in large-scale WSNs have been advocated as one possible way to facilitate the manageability of the network, to shorten the communication path in number of hops and to scale the network capacity and its lifetime duration. So, a WSN with multiple sinks could be partitioned into several groups or clusters with one leader (a sink node) per cluster. Also, a lot of works focus on the number and/or positions of sinks according to the application's needs in order to maximize the network capacity and its lifetime [3] , [4] .
For significantly optimizing energy and communication efficiency in the clusters, the multi-channel system can be used because it reduces the radio interferences, the contention to access the wireless channel and the bandwidth occupation [5] . So, we can use the cellular network approach that assigns one frequency channel per cluster while respecting the spatial channel reuse. So, all radio transceivers within a cluster operate on the same channel.
The main contribution of this paper is to propose a simple and distributed clustering algorithm which use multiple sinks and frequency channels to improve the performance and ensure a high availability of large-scale WSNs (in order of ten thousands of nodes). It creates a cellular structure by assigning one sink and one frequency channel per cluster. Then, we show that this algorithm by using multiple channels provides better network performances (like traffic load, energy consumption, medium access delay, end-to-end delay and packet delivery ratio) compared to the single channel scheme.
The rest of the paper is organized as follows: Section 2 gives an overview of the related work and specifies our objectives. Section 3 defines the network model. Section 4 describes our clustering algorithm using multiple sink nodes and multiple channels. Section 5 evaluates the performance of our algorithm. Conclusion and future work are given in Section 6.
RELATED WORK AND OBJECTIVES
In this section, we summarize the related work regarding the problem of heterogeneous WSNs and distinguish our approach from other works.
Some works focus on a multi-sink WSN, consisting of sensor and sink nodes. In a multi-sink WSN, the number of sinks represents the number of clusters. Authors discuss the optimal number and the sink nodes' location for maximizing the coverage and the lifetime of the network. Reference [4] proposes an off-line and centralized solution for calculating the sinks' optimal number and their location while having a prior knowledge on the network's lifetime constraint and all sensors' locations. Another solution based on a linear programming formulation is proposed in [6] . By using a centralized graph partitioning algorithm, the reference [7] proposes to partition the network into clusters of size relatively equal in number of nodes while having also a prior knowledge of all sensors' positions. Then, they randomly define one sink per cluster and each sink can move in the area of its cluster.
For maximizing the network lifetime too, another type of heterogeneous WSN called "Wireless Sensor and Actor Network" is used in [8] . Actor nodes collect the data of sensor nodes and have two radio transceivers like sinks. Unlike sink nodes, actor nodes can perform other actions (such as mechanical actions) and can move. They propose to determine the number of cluster-heads (actor nodes) and their location through a mechanism based on the k-hop Independent Dominating Set (k-IDS). They suppose that all sensor and actor nodes know their location (with a mechanism like GPS). After having constructed a k-IDS, each actor must move in order to be relocated close to a dominator node. This process is highly expensive in terms of message exchanges.
We remark that the main objectives of these above proposals are to find the locations and/or the number of sink/actor nodes which maximize the network's lifetime. Moreover, their approach is centralized and the location system of all sensor nodes is a strong assumption. Such a location system integrated on each node is highly expensive for large-scale WSNs. Note that most of these proposals are tested for hundreds of nodes and that no paper describes a test bed for larger WSNs (our target is 10000 nodes).
Our approach is different from previous ones because our goal is to improve the performance of large-scale networks and also extend its lifetime duration but in a distributed manner and regardless of the location of sensor and sink nodes. In addition, data traffic is generated over network to address the network operation issue. We propose a distributed clustering algorithm which considerably reduces the traffic in large-scale WSNs. Then, we combine a multi-channel system to our approach because it has been advocated as one way of significantly scaling capacity and lifetime of the network [9] . Indeed, if the node density is very high, the level of interference is also very high, and the overall network capacity is compromised [10] . Thus, a cellular structure can be created by assigning one frequency channel per cluster while respecting the spatial channel reuse [11] . Note that a single radio transceiver might suffice for using dynamic channel switching [12] and a radio transceiver switching delay has no impact on the network performance [13] . For instance, the latency of CC2420 radio transceiver to switch channel is about 200 μs.
NETWORK MODEL / ASSUMPTIONS
We consider a two-tiered heterogeneous WSN as illustrated in Figure 1 . The level 1 called sensor network operates on 802.15.4 channels and the level 2 called sink network on a single 802.11 channel. All radio transceivers of network of level 1 have the same radio range. Unlike sensor nodes, we assume that sink nodes have less energy-constrained and have two radio transceivers: one for level 1 and the other for level 2. We suppose that the sensor nodes are randomly deployed to detect, track and transmit/relay some physical events to an end-user through the sink network. The sink nodes are assumed to be placed in planned manner on the area while forming a connected sink network. We assume that the sink network uses a MANET routing protocol such as OLSR to route the physical events to an end-user. We also assumed that all nodes in overall network are stationary, which is typical for WSNs. Each sink can construct a cluster at most k hops. For combining the multi-channel system to our clustering protocol, we suppose only sinks know their frequency channel Cx which will be assigned to their cluster. This will enable sensors of a same cluster to switch their radio transceiver on the channel dedicated to cluster in order to have different intra-clusters communications ( Figure 1 ). Note that four 802.15.4 frequency channels (Cx) suffice to create a pattern and facilitate the spatial channel reuse. 
PROPOSED ALGORITHM 4.1 Definition of Parent Rules
Let us consider Id(v) defining the identifier of node v. We use the MAC address as identifier because it is unique. Parent(v) represents the current parent of node v in a cluster-tree. It value is -1 when a node does not belong to a cluster-tree. Hops(v) denotes the current distance in number of hops between the node v and its clusterhead (a sink); Hops(v) = -1 if node v does not belong to a cluster-tree; Energy(v) represents the energy consumed rate of node v, i.e., the ratio between the consumed amount of energy and the initial amount of energy. The parameter λ ∈ ] 0; 1[ defines the predefined threshold for the energy consumed rate of nodes. The 1-Density(v) (also noted Density(v) defining the link density of node v, i.e., the ratio between the number of links between v and its 1-neigbors, the number of links between v's 1-neighbors and the number of node inside v's 1-neighborhood. We choose the link density criteria because, in [14] , the authors showed that it provides a better stability of the virtual topology than other metrics (degree, identity) facing the topological changes (i.e., a slight evolution in the neighborhood of a node). 
Cluster-tree Construction
We propose a clustering algorithm suitable for large-scale WSNs exploiting the capabilities of multiple sinks and channels to enhance the network performances. To construct a cluster-tree of the network, we define four states for a node (see Figure 2 ):
• Ordinary: the initial state of any node (except sink node) or a node does not belong to a cluster-tree.
• Leader: the state of a sink. It is the root node or the chief of a cluster.
• Member: node belonging to a cluster-tree.
• Border: node belonging to a cluster-tree and intermediate between clusters. The proposed clustering algorithm constructs k-cluster-tree where each sensor node within a cluster can reach the Leader of this cluster within at most k hops. The cluster-tree construction proceeds by waves and is message-triggered. We use only four broadcast messages types namely: CLUSTER_INITIATE, CLUSTER_ACCEPT, CLUSTER_FINISH and HELLO. Our heuristic proceeds as follows. First, each node performs the neighborhood discovery process by periodically sending a packet HELLO to signal its presence to close nodes, construct and maintain its neighborhood table. Thus, each node will be able to compute its own metric (as the link density) and update the information (identifier, weight, etc.) of its close neighbors. After a delay, each leader (i.e., sink node) passes through transition 1 ( Figure 2 ) and initiates the construction of its cluster-tree by inviting (through a broadcast of a message CLUSTER_INITIATE) its close neighbors to join the cluster to which it is the chief. Then, it triggers a timer to retransmit this message if it has received no messages CLUSTER_ACCEPT during this time. The message CLUSTER_INITIATE contains the information about the sink node (its identifier that is also the identifier of its cluster, state, channel assigned to its cluster).
Upon receiving a CLUSTER_INITIATE message from a neighbor leader, sensor records the information about leader, selects it as its parent, passes through the transition 2 ( Figure 2 ) and becomes member node. Then, it broadcasts a message CLUSTER_ACCEPT in order to advertise to the leader its membership to the cluster and also invite other close nodes to join this cluster. Then, it triggers a timer to retransmit its message CLUSTER_ACCEPT if during this time, it has received no messages CLUSTER_ACCEPT coming from nodes which are farther (in number of hops) of leader of this cluster than it. CLUSTER_ACCEPT message contains the information about the source (identifier, state, density, identifier of cluster, channel assigned to cluster, parent, number of hops from clusterhead and consumed energy rate). Based on the received information of CLUSTER_ACCEPT message, any node (sink or sensor) executes a procedure according its state and passes through any transition of figure 2:
• If it is a leader (or sink) then it updates the node's information which has sent this message. It stops the retransmission of message CLUSTER_INITIATE. Finally, it passes through transition 4 and switches the current channel of its radio transceiver on the frequency channel assigned to its cluster if it had not yet changed.
• If it is a sensor node and is member or border then: -It updates the node's information which has sent this message. Then, it will select as parent, the node having the highest weight between its current parent and the node which has sent this message. -It stops the retransmission of CLUSTER_ACCEPT message and pass through transition (transition 5 if it is member or through transition 6 if it is border) if and only if it is closer (in number of hops) of leader of this cluster than the node which has sent this message. After passing through transitions 5 or 6, it switches the current channel of its radio transceiver on the frequency channel assigned to the cluster if it had not yet changed.
• If it is sensor node and is a node Ordinary then : -It updates the node's information which has sent this message. Then, it selects as parent, during a timeout, the node having the highest weight between its close members neighbors. -If during this timeout, it had received of messages CLUSTER_ACCEPT of at least two member nodes belonging to distinct clusters then it passes through transition 3, becomes a border node after this time and sends a message CLUSTER_FINISH. Otherwise, it passes through transition 2, becomes a member and sends a message CLUSTER_ACCEPT to notify its membership to the cluster and also invite its close ordinaries neighbors to join the cluster.
CLUSTER_FINISH message contains the same information as the CLUSTER_ACCEPT message except that it is only transmitted by a border node in order to notify its membership to a cluster and the end to this cluster-tree. Upon receiving the message CLUSTER_FINISH, any node executes a procedure according its state and passes through any transition. For example:
• If it is a leader node then it updates the information of the node which has sent this message.
• If it is a sensor node and is member or border then:
-It updates the node's information which has sent this message. Then, it stops, according its state, the retransmission of messages CLUSTER_ACCEPT or CLUSTER_FINISH. -It passes through transition (transition 5 if it is member or through transition 6 if it is border). Then, it switches the current channel of its radio transceiver on the frequency channel assigned to the cluster if it had not still changed.
Note that some nodes (member or border) cannot switch their radio transceivers on the channels assigned to the clusters owning them. Thus, these nodes will disconnect of the clusters over time and will become Ordinaries. As these nodes know the frequency channels assigned to their clusters, they must switch their radio transceivers on these channels before their disconnection. Then, they can reconnect to a cluster upon receiving of HELLO messages and thereafter can become member or border nodes.
PERFORMANCE EVALUATION OF THE SINGLE AND MULTI-CHANNEL SCHEMES 5.1 Simulation Parameters
We assess the performance of our approach on the test bed developed using OPNET Modeler 15.0 [15] . In the network of level 1, we use the physical layer defined in the IEEE 802.15.4-2003 standard which operates at the 2.4 GHz frequency bands with a data rate of 250 Kb/s, a radio range of 50 meters. The Mac sub-layer does not implement the 802.15.4 MAC protocol but a non-slotted CSMA/CA in non-beacon mode that performs better in such configuration. We use the power consumption model from the Open-ZB web page [16] . This model is based on the Crossbow MICAz motes' specifications [17] . The network of level 2 implements the IEEE 802.11g-2003 standard with a data rate of 1Mb/s, a radio range of 500 m, in DCF mode and OLSR as routing protocol. The network consists of one end-user, 9 sinks uniformly placed and several static sensors (between 1000 and 10000 to address the scalability issue) randomly distributed over a same area of 1000 m by 1000 m. Each sink must construct a cluster at most 5 hops. All simulations are run during 7200s and over the same area. HELLO packets are sent periodically within a time interval [f HELLO -5, f HELLO + 5]s with f HELLO = 60s. For reducing network congestion, we use a crossing time of packets within the queue of the MAC layer of sensors to remove the packets delayed. Its value is 2s. The timeout for a sensor to switch from a state to another is 5s. In order to estimate the end-to-end delay and the packets delivery ratio of both schemes, we only consider the network consisting of 10000 sensors, 9 sinks and one end-user. Among the 10000 sensors, we randomly pick sources (between 200 and 1000 to address the network operation issue) which perform independent event readings. The packet generation process performed independently on each source follows an exponential distribution of average 300s, where an event-driven monitoring application is assumed. Application packet payload is 5 bytes. The results obtained are within 95% confidence interval. We study the performance of our algorithm on both schemes (single channel one and multi-channel one). Figure 3 depicts the control traffic in bits received per sensor per second versus the network density. The control traffic consists of messages HELLO, CLUSTER_INITIATE, CLUSTER_ACCEPT and CLUSTER_ FINISH. We remark that the control traffic received per each sensor remains acceptable in both schemes, even with an increase of the network density. However, the control traffic observed in both schemes rapidly grows when the number of sensors increases. This suggests saturation for larger network (100000 nodes) used in the same conditions. The network traffic must remain limited to be able to ensure a high availability of such large-scale networks (low losses of packets and low delays). So, if the network density increases, the radio range of sensors or the number of clusters (sinks) should be adjust to reduce the network traffic. On the same figure, we notice that the control traffic received per each sensor is significantly lower (~18% less) in the multi-channel scheme compared to the single-channel scheme. In fact, after having switched on another frequency channel, a node has fewer neighbors (~12% less of neighbors than a node in a single channel network in our simulation results) and therefore receives fewer packets. So, the multi-channel scheme minimizes better than the single-channel scheme the bandwidth consumption, the energy consumption ( Figure 4 ) and the medium access delay ( Figure 5 ), since these above properties depend of the network load and the node degree (number of neighbors) over time. On the Figure 5 , we remark that during 1 hour, a node in a multi-channel network consumes on average 7% less energy than a node in a single channel network. On the Figure 5 , the media access delay is approximately similar in both schemes for the networks with low density. But, we also observe a difference of media access delay when the network density is high. The media access delay varies very little in the multi-channel scheme even with an increase of the network density, whilst it rapidly grows in the single channel scheme. Thus, it is appropriate to implement a multi-channel system unlike a single channel when the network density is high. Figure 6 illustrates the average end-to-end delay of data traffic from some sensors to an end-user. This delay in the multi-channel network is better (at almost 2 ms whatever the number of source nodes) than in the single-channel network because the multichannel scheme assures a low media access delay compared to the single channel scheme ( Figure 5 ). This shows that multi-channel scheme performs better than the single channel one. However, the overall performances observed on both schemes are good for such a WSN (10000 nodes) since they guarantee a small overall system delay (under 12 ms) and a good delivery packets ratio over 93%.
Simulation results and analysis

CONLUSION AND PERSPECTIVES
In this paper, we used multiple sinks and channels to ensure the performance of the large-scale WSN (our target was 10000 sensor nodes). We propose a simple and distributed clustering algorithm which creates a cellular system by assigning one sink and one frequency channel per cluster. Then, we discuss the performance of both schemes (a single channel one and a multi-channel one) based on this algorithm. Simulation results have shown that the multi-channel scheme performs generally better than the single channel scheme. The multi-channel scheme has a considerable influence on the energy consumption of the overall network. Moreover, it assures a low media access delay compared to the single channel scheme, even with a high network density. It also guarantees a smaller overall network delay than the single channel scheme. Thus, the multi-channel approach contributes in enhancing the performance and the lifetime duration of network.
As future works, we plan to evaluate the performance of our algorithm on a largest network topology (100000 sensor nodes). A theoretical study should be done to determine the upper working limit of such large networks. We also intend to propose a distributed algorithm which dynamically assigns one frequency channel per cluster when the sinks are assumed randomly deployed into a monitoring region.
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