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ABSTRACT
We present the design and experimental evaluation of pop-up depth
views, a novel interaction technique for aiding in the placement or
positioning of a 3D cursor or object. Previous work found that in
a 3D placement task, a 2D mouse used with multiple orthographic
views outperformed a 3D input device used with a perspective view
with stereo. This was the case, even though the mouse required
two clicks to complete the task instead of only the single click re-
quired with the 3D input device. We improve performance with 3D
input devices with pop-up depth views, small inset views in a per-
spective display of the scene. These provide top- and side-views of
the immediate 3D neighborhood of the cursor, thereby allowing the
user to see more easily along the depth dimension, improving the
user’s effective depth acuity. In turn, positioning with the 3D in-
put device is also improved. Furthermore, because the depth views
are displayed near the 3D cursor, only tiny eye movements are re-
quired for the user to perceive the 3D cursor’s depth with respect to
nearby objects. Pop-up depth views are a kind of depth view, only
displayed when the user’s cursor slows down. In this manner, they
do not occlude the 3D scene when the user is moving quickly. Our
experimental evaluation shows that the combination of a 3D input
device used with a perspective view, stereo projection, and pop-up
depth views, outperforms a 2D mouse in a 3D target acquisition
task, in terms of both movement time and throughput, but at the
cost of a slightly higher error rate.
Keywords: 3D target acquisition, 3D input device, popup view,
pointing facilitation, Fitts’ law, empirical evaluation, interaction de-
sign
Index Terms: H.5.2 [Information Interfaces and Presentation]:
User Interfaces—Graphical user interfaces (GUI); H.5.2 [Informa-
tion Interfaces and Presentation]: User Interfaces—Input devices
and strategies, prototyping;
1 INTRODUCTION
After more than two decades of research on interacting with 3D vir-
tual spaces using 3-or-more degree-of-freedom (DoF) input [30],
the status quo input device in this area remains the largely un-
evolved 2D mouse. A variety of other input devices are employed
under certain conditions, e.g., a wand or data glove in immersive
VR environments or for mobile interaction with large displays.
Nevertheless, the mouse remains the dominant input device for
practitioners involved in 3D tasks for extended periods, e.g., 3D





medical data analysts. Whether this is due to some inherent superi-
ority of the mouse for 3D tasks, or simply to user familiarity and the
inconvenience of switching input devices [2], remains the source of
some speculation.
In the physical world, humans routinely demonstrate their capac-
ity to position objects in space in a coordinated manner, controlling
three (or more) DoF simultaneously. One might expect, then, that
being forced to use a 2D mouse to interact with a virtual 3D world
would handicap the user. In practice, however, the 2 DoF of the
mouse are sufficient for many tasks: ray-casting can be used to se-
lect discrete objects [31] and to position objects on a ground plane
or on the face of another object. Ray-casting selection can also be
improved by exploiting the empty space between discrete targets,
e.g., with a bubble cursor [12] or semantic pointing [8].
However, there are cases in 3D virtual worlds where the user
must perform truly unconstrained 3D placement tasks. One exam-
ple is if the user is positioning a 3D object within a 3D scene to
“float” in midair. Another is selecting a 3D location within volu-
metric medical data, perhaps to specify a point along the boundary
of a tumor or tissue. In such cases, a mouse cannot enable simulta-
neous manipulation of all 3 DoF, and techniques such as snapping,
the bubble cursor, or semantic pointing may be of no help, because
only the user may be able to judge when they have pointed with
sufficient precision at the target they have in mind. In such un-
constrained 3D placement, a 2D mouse requires that the task be
decoupled into at least two separate 2D sub-tasks. A reasonable as-
sumption would be that input devices affording three or more DoF
would support a more natural transfer of our manual manipulation
skills from the physical world to the virtual world.
Somewhat surprisingly, a recent study found evidence of the op-
posite: in a 3D placement task, the mouse, combined with ortho-
graphic views (similar to Figure 1(a)), was more efficient and less
error prone than 3D devices [3], regardless of whether orthographic
or perspective (similar to Figure 1(b)) views were used with the
3D devices. This was despite the fact that the 2D input device re-
quired 2 clicks to complete the task versus the 1 click necessary
with the 3D input devices, and despite the use of stereo projection
with the perspective views with 3D input devices. We suspect this
previous result may have been due to the mouse benefiting from a
high precision and stability provided by the surface on which it was
manipulated, and that three orthographic projections used with the
mouse provided a better visualization of the depth dimension than
does a stereoscopic perspective display. In other words, the top- and
side-views included in the orthographic views provide depth maps,
making it easier to position the cursor along the depth dimension.
We were unconvinced, however, that a 2D input device is neces-
sarily the best mechanism for 3D placement. We hypothesized that
performance of a 3D input device could be improved if its preci-
sion and stability approached that of the mouse, and it were used
in conjunction with a visualisation technique that provides good
depth perception, while still supporting the ability to perform 3D
placement in a coordinated manner. In the current work, we used
a Phantom R© as our 3 DoF input device because its mechanical
(a) 4-view mode
(b) Perspective mode
Figure 1: Graphical displays used in our study. (a) Four-view mode,
with 1 perspective view, and 3 orthographic views (right, bottom, and
back). (b) Fullscreen perspective mode. In all views, the white 3D
crosshair is the controlled cursor and the opaque red sphere is the
target.
arm provides some amount of self-stabilization. For the visualiza-
tion technique, we designed pop-up depth views (Figure 2), a novel
technique that involves displaying magnified projections of the xz-
and yz-planes in the vicinity of the cursor position when the user’s
motion slows down below a certain threshold. This compensates for
the difficulties of assessing depth in a perspective display, thereby
allowing 3D input devices to be used more effectively in 3D en-
vironments. In this manner, the user may perform a coordinated
initial ballistic motion toward the target, and then use the pop-up
depth views for a final, precise, corrective closed-loop motion along
all three dimensions. Our experimental evaluation showed that the
combination of 3D input with the Phantom, perspective and stereo
viewing, and pop-up depth views, allows users to perform 3D place-
ment tasks significantly faster than with a 2D mouse, and with a
slightly higher throughput, though at the cost of a slightly higher
error rate.
The contributions of this paper are the introduction of pop-up
depth views, as well as an experimental evaluation of them in a 3D
placement task. The experiment was designed to establish the rel-
ative contributions of both input device and viewing condition to
3D placement task performance. The experiment fully crossed the
two input devices (mouse and Phantom) with three viewing con-
ditions: orthographic, normal stereo perspective, and stereo per-
(a) Opaque depth view
(b) Semi-transparent depth view
Figure 2: Two types of depth views, displaying the neighborhood of
the cursor in Figure 1, providing magnified top- and side-views in the
vicinity of the cursor.
spective with pop-up depth views. The results indicate that there
is hope for 3D interaction without the mouse, and indeed, that 3D
input devices are capable of supporting greater task efficiency even
for targets with a high index of difficulty (ID).
2 RELATED WORK
The literature contains many studies of devices with higher DoF
than the mouse for interacting in 3D virtual spaces ([2, 11, 20, 26,
29, 23]). However, most of these studies failed to include a regular
mouse for comparison, which we believe was due to a common as-
sumption that 3 DoF devices must be more efficient than the mouse
for 3D tasks.
An exception in this regard was Balakrishnan et al. [2], who
demonstrated the superiority of their 3D device, the Rockin’ Mouse,
over a regular 2D mouse for 3D placement. However, their exper-
iment may have been biased against the mouse for two reasons.
First, their study involved a single perspective view for both de-
vices, which, as noted below, is suboptimal for the mouse. Second,
Balakrishnan et al. performed selection of the translational operator
with the mouse by clicking on a face of the object’s bounding box.
These faces could sometimes be seen at a glancing angle with re-
spect to the camera, making them small targets, resulting in a high
ID for the sub-task of specifying movement direction. In contrast,
for the Rockin’ Mouse condition, clicking anywhere selected the
entire object. Finally, we note that the task in their study did not re-
quire the user to position the object with high precision (i.e., target
regions were relatively large). In contrast, our current study indi-
cates that the mouse has a greater advantage over 3D input when it
comes to placement tasks requiring high precision in the final posi-
tion.
In previous work [3], we showed that a regular 2D mouse, used
in conjunction with front, side, and top 2D orthographic projec-
tions, is more efficient than each of three different 3D input de-
vices in a 3D placement task. This result was a central motiva-
tion for the work reported here. The 3D devices tested were a
SpaceNavigatorTM(elastic, rate control), a free-space device (iso-
tonic, position control) and the DepthSlider (a 2D mouse aug-
mented with a physical slider for depth control, in position con-
trol). The 2D mouse was always used with the conventional four-
views display (similar to Figure 1(a)). In a first experiment, the
mouse outperformed the 3D devices in completion time and error
rate when all devices were used with the four-views display. Our
interpretation was that participants were compelled by the ortho-
graphic projections to decompose the 3D placement into (at least)
two 2D placement sub-tasks, even with 3D input devices that could
execute the task in an integrated manner. In a second experiment,
the 3D devices were used with a more natural 3D stereo perspec-
tive rendering (similar to Figure 1(b)). This resulted in task com-
pletion times with the free-space 3D device that were on par with
the mouse, but with an error rate at least three times higher. As
we discuss later, this high error rate can be associated with the in-
creased difficulty of perceiving depth in a frontal perspective pro-
jection, compared with a top- or side-view othographic projection.
This motivated the design of our pop-up depth views visualization
strategy.
The superiority of the mouse over 3D devices that we demon-
strated [3] contradicts the findings of Jacob et al. [15]. The work
of the latter on the integrality and separability of tasks and input
devices found that the task structure should be matched to the de-
vice structure. A 3D placement is an integral task par excellence:
in the real world, we do not move an object by decomposing the
placement in three translations aligned with some axis. Instead, we
conceive the action as a single gesture. According to Jacob et al.,
performance should improve with a device allowing control of the
three dimensions in an integral manner. The mouse, however, sep-
arates the 3D placement into two 2D placements. The fact that its
performance nevertheless remains superior to an integral 3D input
device led us to believe that other factors may have a stronger effect.
This motivated us to identify these factors, such as the stability of
the device and the quality of depth perception offered by feedback,
and attempt to improve these for the integral device.
Depth perception in the context of augmented or virtual real-
ity has been well studied in the literature [13, 16]. The consensus
is that depth perception is improved when additional cues beyond
stereopsis, such as motion parallax, or shadows, are incorporated
in the rendering. However, these studies are restricted to immer-
sive rendering, e.g., a first-person perspective projection, and none
have included orthographic top- or side-views. In another study,
Hubona et al. [14] investigated the effects of natural shadows, cast
by a single light source above the scene. Although such shadows
offer additional depth cues, we suspect these are less valuable than
artificial shadows cast orthographically on each of the sides of the
workspace, to provide relative 2D position information, as shown
in Figure 1(a). Note that shadows shown on a ground plane and/or
side plane, whether computed to simulate reality or cast orthograph-
ically, can be thought of as showing information similar to that
shown in our pop-up depth views. However, our depth views have
the advantage that they are displayed near the cursor, and so require
only tiny eye movements to be seen.
Ramos et al. [21] employed a strategy of pop-up “lenses”, which
are comparable to our pop-up depth views. However, their focus
was on the input (motor problem) of pointing to small 2D targets by
reducing the control-display gain, whereas our study is concerned
with the performance improvements possible from an enhancement
of the output (display) for 3D placement. Perhaps more similar to
our approach, various authors have proposed the use of a small pop-
up window, which may provide additional information in the user
interface. For example, the multitouch virtual mouse introduced
by Vlaming et al. [27] acts not only as a 2D mouse but also as a
magnifying lens. Similarly, virtual pads [1] utilized pop-up menus
and pop-up windows to decouple the control and visual spaces, so
that users can customize the working volume whose location and
size are completely independent from the visual representation of
the application.
3 EXPERIMENTAL DESIGN
3.1 Why 3D Placement?
One of the most frequent tasks in 2D graphical interaction is the
selection of objects through spatial acquisition. However, when the
same task is performed in a 3D scene, it is frequently simplified
to a 2D task, selecting the projection of the object on the screen,
otherwise known as picking or ray-casting. There is little incentive,
then, to use a high DoF device when the mouse is available and
has been highly optimized for this task, especially when combined
with smart selection techniques such as the bubble cursor [12], or
semantic pointing [8]. Another frequent task is the placement of
objects at arbitrary locations. This may involve changing the posi-
tion of some object in a 3D modeling application, or positioning a
marker within volumetric medical data. In either case, the system is
unable to provide the assistance it can with picking tasks, because it
has no clue as to where the user wants to place the object. The user
is thus required to specify all three coordinates in some manner: in
other words, this is a true 3D task. Indeed, there is presently no
way to perform this task directly with a regular mouse. Instead, the
standard solution is to decompose the task into two 2D placements,
e.g., one in the x-y plane, and a second in the x-z plane. This sug-
gests that 3 DoF devices should prove superior in performance by
supporting task completion in a single action.
3D placement can be reduced to a 2 DoF task by the clever use
of constraints: objects are, most of the time, placed next to each
other. They are not left floating in the air. Hence, placement can be
performed by sliding the moving object on top of the other (static)
objects in the scene [25, 19]: a 2 DoF task. While this kind of
clever interaction technique illustrates the possibilities of perform-
ing 3D tasks with a 2D mouse, we want to compare the efficiency
of the mouse with higher DoF devices in a true 3D task. For this
reason, we chose the unconstrained placement task in our experi-
ment. Other candidate tasks involving three or more DoF include
object rotation, docking (a 6 DoF object placement including both
a translation and a rotation), and navigation, which is equivalent to
docking the camera that is viewing the scene. Our rationale for se-
lecting placement as the benchmark task is as follows: if a number
of 3D input operations are required by the application, we believe
that users will choose the best suited device for the most fundamen-
tal and frequent of these, i.e., placement. Furthermore, previous
studies [18] have shown that coordinating 6 DoF is too difficult to
perform in a single action, and thus, 6 DoF tasks such as docking
are actually performed by a sequence of 3 DoF translations (place-
ments) and rotations even on 6 DoF devices.
3.2 Display Modes
Figure 1 shows two of the display conditions in our experiment:
a four-view condition (perspective, right, bottom, and rear ortho-
graphic projections1) and a single perspective view. The scene con-
sists of a 3D crosshair cursor and a spherical target, placed inside
a 3D cube. Both the 3D crosshair cursor and target cast shadows
orthographically on the sides of the cube. The scene is rendered
with standard OpenGL (version 1.4) anti-aliasing.
3.3 The Depth View
Several design dimensions and tradeoffs can be considered when
deciding how and when to display depth views:
Size How large should the depth views be? Larger views occlude
more of the surrounding perspective view, but smaller ones
are more difficult to perceive.
Tilt angle To reinforce the user’s mental model of the depth views
as planes that are perpendicular to the camera plane, we dis-
play the depth views as trapezoids, whose converging sides
recede toward the more distant edge of the view. How in-
clined should the planes of the depth views be? As the tilt
angle becomes more glancing, the visual cue that this is a per-
pendicular plane becomes stronger, but at the cost of making
it harder to see content within the trapezoid.
Magnification factor We were inspired by previous magnification
techniques [4, 10] that replace the original contents under the
cursor with a magnified view of the corresponding region.
During placement tasks, we expect users to perform an ini-
tial coarse movement toward a target using their natural depth
acuity, and only later use the depth views when fine position-
ing is necessary to “home in” on the target. If this is the case,
depth views that show magnified views of their planes could
be even more helpful in the fine positioning phase of the task.
What magnification factor is best?
Transparency Should the depth views be rendered semi-
transparently, or opaque? What alpha value should be used?
Persistence Should the depth views always be displayed, or
only displayed (“popped up”) automatically when the system
thinks the user would want them, or popped up manually?
Criterion for popping up If popped up automatically, under what
conditions should the the depth views appear?
For some of the above dimensions, we simply chose what
seemed reasonable. We set the size of the depth views to 1/3 the
size of the cube containing the 3D scene, the tilt angle to 45 de-
grees, and the magnification factor to 15×.
We then compared two designs: one where the depth views were
always displayed, and rendered semi-transparently with an alpha of
0.5 (Figure 2(b)), and another where the depth views were opaque
(alpha=1.0, Figure 2(a)) but only popped up when the user slowed
down to a speed below 35 units/s for at least 0.4 seconds. (“Units”
are defined below.) The first design has the potential disadvantage
of occluding the 3D scene when the user is not interested in seeing
the content of the depth views, and the second design has the po-
tential disadvantage of forcing the user to wait for the depth views
to appear when they are desired.
We performed a pilot experiment to compare both designs, and
found that performance with the pop-up opaque depth views was
superior. In may be, however, that with different kinds of 3D con-
tent (such as 3D volumetric medical images), a non-opaque design
1The choice of these views, in contrast with the conventional choice of
top, left, and front, was motivated by a desire for consistency with the for-
mat of the pop-up depth view, described below. However, this distinction is
more conceptual than practical, since the user perceives the same informa-
tion regardless.
Figure 3: The implementation of depth views.
would be better. Another option that could be considered in future
work is to adopt the Shift technique [28] when underlying content is
occluded. Elmqvist and Tsigas [9] defined a taxonomy of occlusion
management of 3D interaction techniques, intended to increase the
benefit of pop-up views in augmenting the visual information pro-
vided to users.
Our implementation utilizes OpenGL’s stencil buffer.2 We first
draw the 3D scene, then specify a trapezoid-shaped stencil within a
mini-frustrum, as seen in Figure 3, in which the magnified depth
view is displayed. The use of a mini-frustrum for this purpose
avoids deformation of the trapezoid as the cursor position changes
in the main frustrum. The area outside of the stencil is masked, and
thus, not affected by the depth view rendering.
3.4 Task and Conditions
A basic goal of our study is to compare the mouse with a 3D input
device for the task of 3D placement. For the 3D input device, we
chose the Phantom, a device which senses the 3D position and 3D
orientation of a stylus attached to an articulated arm. This device
was selected because of its benefit of inertial stability, which helps
reduce the impact of hand tremor that is experienced in free-space
movement, making it a reasonable candidate for surpassing the per-
formance of the mouse.
Each trial in our experiment required the user to move the 3D
crosshair cursor in Figures 1 and 2 so as to intersect the red spher-
ical target, and confirm the placement by pressing a button. Our
study crossed two input devices with three display modes, for a to-
tal of six conditions, each denoted by a 3-letter acronym:
Condition Device Display Pop-up Depth-View
MON Mouse Orthographic (4-views) No pop-up
MPN Mouse Perspective with stereo No pop-up
MPP Mouse Perspective with stereo Pop-up
PON Phantom Orthographic (4-views) No pop-up
PPN Phantom Perspective with stereo No pop-up
PPP Phantom Perspective with stereo Pop-up
As indicated in the table above, perspective mode was always
displayed stereoscopically.
In all three mouse conditions (MON, MPN, MPP), in addition
to the 3D crosshair cursor seen in Figures 1 and 2, the normal
system mouse cursor was also displayed. In the MON condition
(mouse with 4-views and no pop-up depth views), the user moved
the mouse cursor into any of the four views to translate the 3D
crosshair cursor within the plane of that view. Note that the user
did not have to move the mouse cursor on top of the 3D crosshair
cursor to move it: simply moving the mouse cursor into one of the
four views, then clicking (with the left mouse button) and dragging
2http://www.opengl.org/resources/faq/technical/clipping.htm
Figure 4: In the experimental conditions that combine mouse input
with perspective viewing (the MPN and MPP conditions), trapezoids
were displayed beside the 3D crosshair cursor. Dragging within these
trapezoids allowed the user to move the 3D crosshair cursor within
the plane of the trapezoid.
would cause the 3D crosshair cursor to be dragged by the same rel-
ative displacement. Thus, switching views to translate within a dif-
ferent plane had a very low cost, since the user only had to move the
mouse cursor into a different quadrant of the screen to start drag-
ging within the plane of that view, and each quadrant is a relatively
large target.
Note that, in general, multiple orthographic views have the dis-
advantage of requiring mental effort to integrate their content into
an internal 3D representation. However, for the simple 3D place-
ment task in our study, such a mental integration of multiple views
is in fact not necessary. The user simply positions the 3D crosshair
cursor in one orthographic view to be over the target, and then re-
peats this operation within another orthographic view, and is fin-
ished. There is no need to return to the first view, or to position the
crosshair within more than two views, so long as the positioning
within each of the two planes is done correctly. This makes it easy
to break down the placement task into two steps, as is necessary
anyway with a 2D input device.
In the other mouse conditions (MPN and MPP), the scene was
displayed within a perspective view (Figure 1(b)), and trapezoids
were displayed beside the 3D crosshair cursor (Figure 4). The user
moved the 3D crosshair cursor by positioning the mouse cursor
within one of the trapezoids and dragging (with the left mouse but-
ton) to move within the plane of that trapezoid (either the xz- or
yz-plane). In the MPN condition, these trapezoids, displayed with
full transparency, were provided only as affordances for dragging
the 3D crosshair cursor within different planes. However, in the
MPP condition, the area within the trapezoids was used for display
of depth views whenever the mouse cursor slowed down.
Note that the mouse interactions used in our experiment avoid
one of the potential biases with the Rockin’ Mouse study mentioned
in Section 2: the view quadrants in MON, and the trapezoids in
MPN and MPP, are relatively large targets that never appear ori-
ented at a glancing angle, hence there is a low cost in switching
between translation planes. The other potential biases mentioned
earlier are also avoided in our study, since we fully cross display
conditions with input devices, and also tested small targets, as we
describe later.
In all mouse conditions (MON, MPN, MPP), the user confirmed
their placement of the 3D crosshair cursor and completed the trial
by clicking with the right mouse button.
In all three Phantom conditions (PON, PPN, PPP), the normal
system mouse cursor was not displayed. Only the 3D crosshair
cursor was visible, which was manipulated in absolute mode, “at-
tached” to the position of the Phantom’s stylus. In the PPP condi-
tion, the trapezoids were also displayed.
Regardless of the display mode used, no switching of planes was
necessary with the Phantom, and the user was free to perform fully
3-dimensional coordinated movements. To complete each trial, we
could have required users to press a button on the Phantom sty-
lus, however this would have disturbed the position of the stylus at
the moment the button is pressed. Therefore, we instead had users
use their non-dominant hand to click the right mouse button. to
complete the trial, without moving their dominant hand from the
Phantom.
At first glance, it might seem strange that our experiment re-
quired users to position a cursor on a discrete target, when real-
world discrete targets could probably be selected faster with 2D
ray casting and/or pointing facilitation techniques such as snapping,
or a bubble cursor [12] or semantic pointing [8]. However, as al-
ready explained in the introduction, the anticipated application of
our pop-up depth views is in unconstrained 3D placement tasks,
such as positioning a 3D crosshair within a 3D volumetric medical
image. In such situations, only the user knows what their target is
and how precisely they must acquire it. Our experiment, therefore,
simply simulates the situation where the user has some imagined
3D target that they wish to acquire, and this is displayed in the form
of a 3D sphere.
3.5 Apparatus
The experiment was conducted on an HP xw9300 workstation.
Stereoscopic display was achieved by polarized projection using
two Mitsubishi XD490U DLP projectors, vertically aligned. Mono-
scopic display was achieved using a single projector, with the po-
larizing filter left in place. To ensure that participants experienced
the same luminance in all conditions, we removed their polarized
glasses during monoscopic viewing. The projected graphics on the
non-depolarized silver screen was approximately 170×130 cm at
a resolution of 1024×768 pixels. Subjects were seated approxi-
mately 250 cm in front of the screen, and manipulated the input
devices at a comfortable position.
A SensAble Phantom Omni and a Logitech Gaming Mouse
G500 were used as the input devices. Both the mouse and Phan-
tom were sampled at high update rates and read by the computer at
a minimum of 200 Hz. The graphic rendering achieved a refresh
rate of at least 1250 fps (in stereo mode). The bottleneck was thus
the projector refresh rate of 60 Hz. At this value, there was no ef-
fect of input device latency, which was well studied by Teather et
al. [24]. For both input devices, we assumed that any difference in
latencies at the application level was relatively minor.
3.5.1 Input Device Mapping
The Phantom input device has a physically constrained working
volume, so a fixed amount of physical motion must correspond to
a movement through the full range of any of the axes of our exper-
imental working volume, e.g., a translation of 6.35 cm moves the
cursor from the left to the right wall of the virtual 3D space. For the
mouse, however, there are no such hard constraints. We therefore
considered what mouse mapping parameters to use for the experi-
ment. Our first pilot investigated task performance with the mouse,
comparing performance at its default control-display ratio at a res-
olution of 800 dpi and at the lower resolution of 183 dpi, equalized
in software to that of the Phantom. In the latter case, the mouse
requires a physical displacement identical to that of the Phantom
to achieve the equivalent cursor movement. The results indicated
faster performance with the default mouse mapping, most evident
with larger targets, although with a slightly higher error rate. Since
our focus was on performance time, we opted to use the normal
mouse at 800 dpi, in conjunction with its default mapping.
We also decided to leave the default acceleration for the mouse
turned on for the experiment. Although this arguably biases results
in favor of the mouse, this is how mice are almost always used
in the real world. Furthermore, the literature indicates that mouse
performance benefits only modestly from acceleration [5]. Future
work could study enhancing 3D input with analogous acceleration
techniques.
3.6 Subject Pool
Twelve participants (11 male and one female) took part in the study,
ranging between 23 and 39 years in age. All participants were
right-handed and had an average, normal stereo acuity of 41.25 (SD
13.16) seconds of arc at 40.64 cm (16 inches), evaluated with the
Randot R© SO-002 test.3
3.7 Design and Procedure
In order for a trial to succeed, the center of the 3D crosshair cur-
sor had to be inside the target when the user clicked on the right
mouse button. Otherwise, when the button was pressed, a beep
was sounded to indicate the error and the subject was forced to at-
tempt again, from the current position, up to a maximum of three
attempts. This discouraged participants from simply clicking any-
where to bypass a difficult target, as the forced re-attempts would
slow them down considerably. Targets were positioned pseudo-
randomly throughout the volume, one at a time, requiring move-
ment across all three axes between successfully acquired targets.
Each trial required movement along all three axes, but not equal
distances: for each trial, the required movement involved four times
as much motion along one of the x-, y-, or z-axes as along the other
two axes. The straight-line distance to the target was always 320
units.4 The diameter of the spherical target was either 6, 12, or 18
units, corresponding to indices of difficulty ID of 5.76, 4.79, and
4.23 bits, respectively5.
Each of the 12 participants performed six blocks of trials (one for
each of the MON, MPN, MPP, PON, PPN, PPP conditions). Each
block consisted of 144 trials: three target sizes (6, 12, 18) crossed
with 6 movement directions (±x, ±y, ±z) repeated 8 times each.
In total, there were
12 participants ×
6 conditions (MON, MPN, MPP, PON, PPN, PPP) ×
3 target widths (6, 12, 18) ×
6 directions (±x, ±y, ±z) ×
8 repetitions = 10368 trials
Within each block, the target sizes were pseudorandomly or-
dered, with the same random seeds used for each participant to
reproduce the same pseudorandom sequence. Furthermore, the or-
dering of blocks was varied so that half the participants used the
mouse first, and the other half used the Phantom first. In addition,
the ordering of the three blocks for each device was counterbal-
anced using a factorial design. The ordering of the six blocks for
each participant is given by the following table:
Participant Ordering
1 MON MPN MPP PON PPN PPP
2 MON MPP MPN PON PPP PPN
3 MPN MON MPP PPN PON PPP
4 MPN MPP MON PPN PPP PON
5 MPP MPN MON PPP PPN PON
6 MPP MON MPN PPP PON PPN
7 PON PPN PPP MON MPN MPP
8 PON PPP PPN MON MPP MPN
9 PPN PON PPP MPN MON MPP
10 PPN PPP PON MPN MPP MON
11 PPP PPN PON MPP MPN MON
12 PPP PON PPN MPP MON MPN
Participants took short breaks after each sequence of 24 trials to
rest, and took a longer break at the half-way point of the experiment
3http://www.stereooptical.com/html/stereo-test.
html
4Thus, the required movement was approximately 302 units along one
axis, and 75 units along each of the other two axes, since 3022 + 752 +
752 ≈ 3202.
5Based on the Shannon formulation [7, 17] of ID = log2(320/W+1),
where W is the target width.
before testing the second device. For most participants, this meant
testing on two separate days, and for the remaining subjects, testing
was split between a morning and afternoon session.
4 RESULTS AND ANALYSIS
We removed error trials, i.e., those in which users had not success-
fully acquired the target on the first click, and then computed the
mean and standard deviation of movement time for each of the 18
(condition, target size) combinations. Any trials whose movement
time was more than three standard deviations away from the mean
were removed as outliers.6
No significant learning effects were seen across the data, likely
because of the simplicity of the task and the ease of use of the two
input devices.
Figure 5: Movement times by condition. Boxes extend from the 1st
to the 3rd quartile, and whiskers are located at the minimum or maxi-
mum value, or at 1.5 times the interquartile range, whichever is closer
to the median.
Figure 5 shows the movement times for each condition. The fol-
lowing table breaks down the data in further detail, listing average
movement times in seconds (with error rates in parentheses). Error
rates above 6% are in bold.
target MON MPN MPP PON PPN PPPsize
6 4.41 6.59 6.13 7.63 4.96 4.25(2.3%) (17%) (2.1%) (20%) (20%) (2.4%)
12 3.31 4.94 4.74 5.39 3.76 3.12(0.9%) (2.1%) (0.9%) (5.6%) (4.0%) (1.4%)
18 2.95 4.25 4.39 4.16 2.96 2.51(0.7%) (1.4%) (1.6%) (2.1%) (3.6%) (1.7%)
A 2×3 Analysis of Variance (ANOVA) found that device
(F1,11 = 154.12) and display technique (F2,11 = 53.73) both
had a significant effect on time (p < 0.0001). We also performed
a multi-factor ANOVA treating the six conditions as a single six-
level factor, to make it easier to compare the six (device,display
technique) combinations. This analysis found that participant, con-
dition, and target size each had a significant effect on movement
time (all p < 0.0001), and furthermore there was a significant con-
dition × target size interaction (F10,11 = 30.14, p < 0.0001). A
Tukey HSD test found that all three target sizes had significantly
different movement times, and also found that all six conditions
6These accounted for between 0.7% and 1.9% of our data.
had significantly different movement times, except for the (MPN,
MPP) pair.
The results show that the three worst conditions in terms of
movement time are MPN, MPP, and PON. It is not surprising to us
that MPN and PON did poorly, as our previous experience indicated
that the mouse is best matched to orthographic output, whereas a
3D input device such as the Phantom is best suited to perspective
output. Notice in particular the high error rates for MPN and PON
at the smallest target size of 6. Interestingly, although MPP was
also slow, it had a much lower error rate than MPN at the smallest
target size, demonstrating the pop-up depth view helped users cor-
rectly acquire the target before clicking the first time. We suspect
that the high error rates in PON (and PPN) were partially due to the
difficulty of holding the Phantom still while checking two differ-
ent views or shadows. Checking depth views, in contrast, requires
much smaller eye movements.
The three best conditions, in increasing order of movement time,
were PPP, MON, and PPN, which were significantly different from
each other and significantly faster than the other conditions. PPP
also had lower error rates than PPN, again demonstrating the pop-
up depth view helped users correctly acquire the target before click-
ing the first time. PPP significantly outperformed MON in terms
of movement time, however this came at the cost of a slightly in-
creased error rate.
Although the task in our experiment was not exactly a traditional
Fitts’ Law pointing task [22], it can be thought of as pointing in 3D.
Thus, a throughput analysis seems appropriate as a way to compare
different techniques that involve a tradeoff between time and accu-
racy. We note, as well, that the MON condition involved at least two
targeting actions in each trial whereas the PPP condition involved
only one. However, we argue that these deviations from a pure
Fitts’ Law task do not detract from the value of our analysis, since
we are, in any case, concerned with how long it takes the user to ex-
press ID bits with each technique. To compare MON and PPP in a
way that takes into account both their average movement times and
error rates, we computed the effective width of each target based on
its error rate, and then computed the index of performance for each
technique. We used the definition in §3.4 by Crossman [7] to find
the effective width We for a given error rate ER:









Next, we used the effective widths to compute effective indices
of difficulty IDe, and then computed the index of performance of
each technique as IP = IDe/MT , where IDe and MT are the
average effective index of difficulty and average movement time,
respectively. The results: for MON: 1.46 bits/s; and for PPP: 1.55
bits/s. Thus, PPP appears to enable slightly more efficient expres-
sion of information.
After the participants finished all six conditions, we let them sub-
jectively rate each condition, on a 5-1 Likert scale, 5 being the best.
They rated the conditions according to three aspects: personal pref-
erence, efficiency and comfort. Results are illustrated in Figure 6.
The MON and PPP condition where preferred to the other ones, but
there was not significant differences between the two.
5 CONCLUSIONS AND FUTURE WORK
Motivated by the suspicion that a higher-degree-of-freedom input
device should offer some advantage over the 2D mouse for a 3D
acquisition task, we developed the pop-up depth view as a dis-
play augmentation that compensates for the limits of depth cues
in stereoscopic perspective displays. We then conducted an experi-
ment to evaluate the performance benefits of this approach. The re-








































Figure 6: Subjective ratings of six conditions by the participants. 1 is
the worst, 5 is best.
and pop-up depth views (PPP) was significantly faster than the other
tested conditions. In particular, this proved to be significantly faster
than the condition of mouse with an orthographic view (MON), and
had a higher effective index of performance than MON, despite the
facts that (1) users have much more experience with 2D mice than
with 3D input devices, (2) the Phantom did not offer any form of
cursor acceleration, whereas the mouse in the experiment had its
default cursor acceleration enabled, and (3) unlike the case of more
real-world tasks, in the MON condition of our experiment, the 3D
acquisition could be decoupled trivially into two separate pointing
tasks, with no cognitive effort required to integrate the multiple
views or otherwise spend time trying to understand which element
in one orthographic view corresponds to a desired element in an-
other orthographic view. Thus, in a real-world system, we could
expect an interface based on PPP (3D input, perspective with stereo,
and popup depth views), perhaps combined with a pointing acceler-
ation technique, to exhibit an even greater performance advantage
over an interface based on MON.
In future work, it may be interesting to perform another exper-
iment involving a variant of the MON condition (mouse with or-
thographic views) crossed with multiple alternative methods for
switching between planes. The switching methods might include
hotkeys, a foot pedal, a 3D widget [6], or clicking on different faces
of an object [2]. Also of interest would be to test 3D input condi-
tions without stereo, and/or with head tracking, and/or acceleration
techniques for the 3D input that are analogous to standard mouse
acceleration. It could also be worthwhile to conduct a longitudinal
study to allow users to acquire greater expertise with the 3D in-
put device, to investigate the effects of long-term learning on their
ability to exploit the pop-up depth views.
Finally, pop-up depth views might also be applied to discrete
selection tasks where targets are discrete objects but densely fill
the 3D space, precluding the use of standard 2D ray casting. In
such situations, depth views might also be combined with a bubble
cursor [12] or other related techniques.
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