IP address lookup is a critical operation for high-bandwidth routers in packet-switching networks, such as Internet. The lookup is a nontrivial operation, since it requires searching for the longest prefix, among those stored in a (large) given table, matching the IP address. Ever increasing routing table size, traffic volume, and links speed demand new and more efficient algorithms. Moreover, the imminent move to IPv6 128-bit addresses will soon require a rethinking of previous technical choices. This article describes a the new data structure for solving the IP table lookup problem christened the adaptive stratified tree (AST). The proposed solution is based on casting the problem in geometric terms and on repeated application of efficient local geometric optimization routines. Experiments with this approach have shown that in terms of storage, query time, and update time the AST is at a par with state of the art algorithms based on data compression or string manipulations (and often it is better on some of the measured quantities). 
INTRODUCTION

Motivation for the Problem
The Internet is surely one of the great scientific, technological, and social successes of the last decade and an ever-growing range of services rely on the • M. Pellegrini and G. Fusco efficiency of the underlying switching infrastructure. Thus, improvements in the throughput of Internet routers are likely to have a major impact. The IP address-lookup mechanism is a critical component of an Internet packet switch (see McKeown [1999] for an overview). Briefly, a router within the network holds a lookup table with n entries, where each entry specifies a prefix (the maximum length w of a prefix is 32 bits in the IPv4 protocol, 128 bits in the soon-to-be-deployed IPv6 protocol) and a next-hop exit line. When a packet comes to the router, the destination address in the header of the packet is read, the longest prefix in the table matching the destination is sought, and the packet is sent to the corresponding next-hop exit line. How to solve this problem so to be able to handle millions of packets per second has been the topic of a large number of research papers in the last 10-15 years. A steady increase in the size of the lookup tables and relentless demand of traffic performance put pressure on the research community to come up with faster schemes.
Our Contribution
In the IP protocol, the address lookup operation is equivalent to the searching for the longest prefix match (lpm) of a fixed-length string among a stored set of prefixes. It is well known that the longest prefix match problem can also be mapped into the problem of finding the shortest segment on a line containing a query point. This is called the geometric (or locus) view as opposed to the previous string view. The geometric approach has been proposed in Warkhede et al. [2004] and Lampson et al. [1999] ; it has been extended in Feldmann and Muthukrishnan [2000] and in several recent papers [Thorup 2003; Kaplan et al. 2003 ]. It has been used in Buchsbaum et al. [2003] to formally prove the equivalence among several different problems. Important asymptotic worst-case bounds have been found following the geometric point of view, but, currently, the algorithms for IP lookup with the best empirical performance, including the one in Buchsbaum et al. [2003] , are based on the string view and use either optimized tries or data-compression techniques, or both. The question that we raise is whether the geometric view is valuable for the IP lookup problem only as a theoretical tool or it is also a viable tool from a practical point of view. We notice that for the multidimensional packet filtering problem, the multidimensional FIS tree [Feldmann and Muthukrishnan 2000] , which follows the geometric view, has already established itself as a benchmark, not only for the asymptotic bounds, but also for empirical performance. Since our objective is practical, we chose for the moment not to rely on the sophisticated techniques that have lead to the recent improvements in worst-case bounds (e.g., those in Feldmann and Muthukrishnan [2000] , Thorup [2003] , and Kaplan et al. [2003] ).
2 Instead, we ask ourselves whether simpler search trees built with the help of local optimization routines could lead to the stated goal.
The experiments with the AST method lead us to give a strong positive hint on both accounts: (1) it is, indeed, possible to gain state of the art performance in IP lookup using the geometric view and (2) local adaptive optimization is a key ingredient for attaining this goal.
Since this is an experimental paper and the evaluation of the experimental data is critical, we stress the experimental methodology beforehand in Section 2. In Section 3, we discuss previous work with the intent of highlighting the key ideas and key differences with the AST, which is introduced in Section 4.1. In Section 4.2, we introduce some notation and preliminary storage reduction techniques, while in Section 5 the local optimization routines are described. Experiments and results for storage and query time are presented in Section 6, while dynamic operations are discussed in Section 7. In Sections 8 and 9, we extend the review of related work to more recent results and compare them with the AST.
METHODOLOGY
Performance is established by means of experiments, which are described in detail in Section 6. The experimental methodology we adopted follows quite closely the standards adopted in the papers describing the methods we compare to. Given the economic relevance of Internet technologies, such state of the art methods have been patented or are in the process of being patented, and, to the best of our knowledge, the corresponding codes (either as source or as executables) are not in the public domain. We refrained from reimplementing these methods, using as guidance the published algorithms, since we are aware that at this level of performance (few dozens of nanoseconds) overlooking seemingly simple implementation details could result in an grossly unfair comparisons. Given the above-mentioned difficulties, we settled for an admittedly weaker, but still instructive, comparison based on the fact that those papers present, either an explicit formula for mapping their performance onto different machines, 3 or such formulas could be derived almost mechanically from the description in words. A second issue was deciding the data sets to be used. Papers from the late 1990s used table snapshots usually dating from the mid 1990s, when a table of 40,000 entries was considered large. Although recovering such old data is probably feasible and using them certainly interesting, the evolution of Internet in recent years has been so rapid that the outcome of comparisons based on outdated test cases is certainly open to the criticism of not being relevant for the present (and the future) Internet. Therefore, the comparisons shown in Tables IV and V, (see later) , where we use data sets of comparable size and the mapping onto a common architecture given by the formulas, should be considered just in a broad qualitative sense. The main general conclusion we feel we can safely draw is that the geometric view is as useful as insight drawn from string manipulation and data compression.
• M. Pellegrini and G. Fusco a Tests on a 700 MHz Pentium III (T = 1.4 ns) with 1024 KB L2 cache. L2 delay is D = 15 ns; L1 latency m = 4 ns. The parameters used are: B = 16, C = 10 −7 , and D = 61 for all tables except (*) where C = 1.
We remark that the extensive testing with 12 lookup tables of size ranging from 17,000 to 142,000 (reported in Tables I, and II) confirms the reliability and robustness of AST.
PREVIOUS WORK
The literature on the IP-lookup problem and its higher dimensional extension 4 is rather rich and a complete survey is beyond the scope of this article. Here we mention briefly the principles underlying some of the methods. At a high level we can distinguish three main approaches: (i) data structures and software searching techniques, (ii) design of specialized hardware aiming at exploiting machine-level parallelism and (iii) avoiding the lookup process altogether by exploiting additional header information. Here we comment only on approach (i).
The classical data structure to solve the longest matching prefix problem is the binary trie [Knuth 1973 ]. Patricia tries [Morrison 1968 ] take advantage of common subsequences to compress certain paths in a binary trie, thus saving both in search time and storage. The first IP-Lookup algorithm in Sklower [1991] is based on the patricia trie idea. Nilsson and Karlsson [1999] add the concept of level compression by increasing the out-degree of each node of the trie as long, as at least a large fraction (called the filling factor) of the subtrees of a node are nonempty. Waldvogel et al. [1997] organize the prefixes in groups of same length and each group is stored in a hash table for fast membership testing. The search is essentially a binary search by prefix length over the hash tables (a quite similar technique is found in Willard [1983] ). The number of hash tables can be reduced by padding some of the prefixes . Good hashing strategies are studied in Broder and Mitzenmacher [2001a] .
In Srinivasan and Varghese [1999] , a method called variable-stride trie is described. Here a trie is built, but the number of bits (stride) used for the branching at a node is chosen separately for each trie node. The choices that optimize the memory occupation are found via dynamic programming. In Buchsbaum et al. [2003] , the trie is augmented by compressing all leaves and internal nodes via shortest common superstring compression [Blum et al. 1994] . It should be noted that while in Srinivasan and Varghese [1999] the model states a 1 MB cap on storage and tries to attain the best worst-case time within the cap (which is also our model), the emphasis in Buchsbaum et al. [2003] is different: the target is a good average time for random traffic with no limit on storage; thus, up to 3 MB are used to store a table of 118 K entries. Degemark et al. [1997] use data compression techniques to compactly store parts of the prefix tree representing the set of prefixes. At present, this technique achieves, in practice, the lowest use of storage. Crescenzi et al. [1999] instead start from a full table representation of the lookup function then applying a data-compression technique that reduces the storage to acceptable levels, in practice, while requiring only three memory accesses to answer a query.
The multiway range tree [Warkhede et al. 2004] and the multiway search tree [Lampson et al. 1999] are the two early geometric-based methods. The first one is akin to a classical segment tree with a root-to-leaf visit. The second one is akin to a fixed-stride k-ways trie with a very large branching factor at the root. The branching degree is uniform and is decided beforehand; no optimization, local or global, is done.
Ergun et al. and ] use the fast reconfiguration capabilities of skip lists [Pugh 1990 ] to adapt on-line the search data structure to the modifications of traffic patterns.
A number of recent papers have addressed the IP lookup problem with the aim of improving the worst-case asymptotic performance. Dynamic 1-D fat inverted segment trees [Feldmann and Muthukrishnan 2000] is an elaboration of traditional segment trees and, for a small constant l , achieves query • M. Pellegrini and G. Fusco time O(log w + l ) uses storage O(n + ln 1+1/l ) and has amortized update cost O(ln 1/l log n) over a sequence of O(n 1/l ) updates. Thorup [2003] improves the dynamic FIS tree: the storage becomes linear in n and any sequence of dynamic operations is supported efficiently (a detailed discussion of the FIS tree approach is postponed to Section 8). Kaplan et al. [2003] give new algorithms for maintaining sets of intervals on a line that can be used for solving the IP lookup problem efficiently in the pointer model.
THE AST
AST in a Nutshell
The AST construction algorithm is described in Section 5. Here we summarize the main new ideas. The best way to explain the gist of the algorithm is to visualize it geometrically. We first map the lookup problem into a predecessor search problem (see Section 4.2 for details). The equivalent input for the predecessor problem is a set of labeled points on the real line. We want to split this line into a grid of equal size buckets and then proceed recursively and separately on the points contained in each grid bucket. A uniform grid is completely specified by giving an anchor point a and the step s of the grid. During the query, finding the bucket containing the query point p is done easily in time O(1) by evaluating the expression ( p−a)/s , which gives the offset from the special bucket containing the anchor. We will take care of choosing s as a power of 2 so to reduce integer division to a right shift. If we choose the step s too short, we might end up with too many empty buckets, which implies a waste of storage. Thus, we choose s as follows: choose the smallest s for which the ratio of empty to occupied buckets is no more than a user-defined constant threshold. On the other hand, shifting the grid (i.e., moving its anchor) can have dramatic effects on the number of empty buckets, occupied buckets, and the maximum number of keys in a bucket. Thus, the search for the optimal step size includes an inner optimization loop on the choice of the anchor to minimize the maximum bucket occupancy. The construction of the (locally) optimal step and anchor can be done efficiently in time close to linear, up to polylog terms (see Section 5). The algorithm works in two main phases. In the first phase, we build a tree that aims at using small space at the expense of exhibiting a few long paths. In the second phase, the long paths are shortened by compressing them, increasing the storage used.
During the construction, a basic subtask is finding a grid optimizing a local objective function. This approach has to be contrasted with several techniques in literature where a global optimality criterion is sought usually via much more expensive dynamic programming techniques, such as in Cheung and McCanne [1999] , Gupta et al. [2000] , Srinivasan and Varghese [1999] , and Buchsbaum et al. [2003] . Ioannidis et al. [2005] recently proposed a global reconstruction method for tries that rely on a reduction to the knapsack problem and, therefore, suggests the use of knapsack approximation methods. In Ioannidis et al. [2005] , the target is to reduce the average query time, based on traffic statistics, not the worst-case query time.
A simple theoretical analysis of the asymptotic worst-case query time/storage for the AST gives asymptotic worst-case bounds O(n) for storage and O(log n) for query time at the end of the first phase. We are not able to quantify asymptotically the improvements introduced in the second phase, since the computation is essentially data adaptive. However the query-time bound does not explain the observed performance and we leave it as an open problem to produce a more refined asymptotic analysis.
The Problem
The longest prefix match problem has an input that consists of a set T of 0/1 strings of length up to an integer w and a function mapping each prefix to a label indicating the next-hop. For any destination address q, we return the label associated with the longest among the strings in T that are prefixes of q. We can turn this problem into the shortest stabbing segment problem as follows. Each entry in a routing table has the form netbase/netmask → nexthop where netbase is an 32-bits IP address, netmask denote the number of bits used for prefix, and next-hop is the destination rout of the packets whose destination address matches the prefix specified in this entry. From each table entry, we build a pair of values denoting the begin and the end of interval. The rule is:
where ∧ ∨ ¬ are the bitwise operators AND, OR, and NOT. Moreover, we associate to begin and end values a label
of previous matching prefix
Thus, we can turn the set T of labeled prefixes into a set S of labeled points (see Figure 1 ). For any query point q, its predecessor point in S is labeled correctly with the next-hop of the longest matching prefix for q. For a prefix p ∈ T , denote with M ( p) its corresponding segment (seen as a contiguous subset of the set [0, . . , 2 w − 1]). [b + 1, c + 1]. Thus, only three distinct points need to be recorded 5 instead of four. The left end-point of the second interval is called a duplicate point.
Phantom Points.
If two consecutive points in S have the same label, then the right-most such point can be safely deleted from S for the purpose of solving for static predecessor queries. As seen in Table I , both duplicates and phantom represent a sizable portion of the points in actual tables.
CONSTRUCTION OF THE AST
Main Ideas
Generic Recursive Bucketing Tree.
Here we describe the AST data structure by iteratively refining a general framework with specific choices. For simplicity, we describe in detail the data structure that solves the predecessor problem in a set of points on the line. Afterward, we will comment on the small modifications needed to solve the dynamic IP lookup problem.
We start by describing a generic recursive bucketing tree T (U, S). Consider, initially, the set U = [0, . . , 2 w −1] of all possible points and the input set S ⊂ U of points. We recursively build a tree by levels. Each node x of the tree has an associated connected subset of the universe U x ⊆ U (i.e., an interval) and a point data set S x ⊂ S, which is S x = S ∩ U x . Initially at the root of the tree r, we have U r = U and S r = S. Let x be a node of the tree and let k(x) be the number of children on x.
, each associated to a child of x, then, as a consequence, we associate to each child of x the set of points S y [i] = U i ∩ S x . The recursive construction stops for a node y when |S y | ≤ c for a constant c. At each leaf y, we associate to y the set S y and, moreover, the point in S \ S y that is the unique predecessor of any point in U y .
How to Query a Generic Recursive Bucketing
Tree. When a query point q is given, the generic recursive bucketing tree T (U, S) is used to solve the predecessor problem, as follows. Trace a path from root to leaf as follows: when node x has been reached, visit the child y of x such that q ∈ U y . When we reach a leaf l at the end of this path, the answer is computed by direct comparison of q with the |S l | + 1 points stored at leaf l .
From a Generic Recursive Bucketing Tree to an Adaptive Stratified
Tree. The only step that need to be specified is: how do we compute the partition of U x into a number k(x) of disjoint intervals? We use as split points the points of the infinite uniform grid G(a, s) = {a + ks : k ∈ N } of anchor a and step s that fall in U x (that is, U x ∩ G(a, s)). Note that by using these split points all the induced intervals (buckets) are of equal length (that is s), except maybe the first and the last interval. Note also that finding the index of the bucket containing a query point q amounts to just computing
, that is, an O(1) operation, independent of the number of children of a node. Thus, we just need to specify rules for choosing the anchor a and the step s for a node x. To do so, we introduce two objective functions that we would like to simultaneously minimize. Since a multiobjective optimization is problematic, we will instead minimize one function subject to an upper bound on the other.
Let E(a, s) be the number of buckets of the above construction containing no point in S x and F (a, s) the number of buckets containing at least one point of
. Define also the minimum of such ratio over all possible choices of the anchor a: R min (s) = min a R(a, s). The ratio R min (s) is the first objective function we are interested in. Such function has been defined with the purpose of controlling the number of empty buckets, since a proliferation of empty buckets is bad for memory consumption. Full buckets instead contain input points. Therefore, their number can be charged to the size of the input.
Let G (a, s) be the set of intervals partitioning U x induced by G(a, s) ∩ U x . Consider g (a, s), the maximum number of points of S in any such interval, formally:
Consider then the choice of anchor a that minimizes this maximum number, thus leading to the following function: g min (s) = min a g (a, s). The function g min (s) is the second objective function we are interested in. Such function has been introduced with the purpose of controlling the maximum depth of the search tree.
5.1.4 Phase I: Saving Space. In order to control memory consumption, we adopt the following action recursively and separately at each node: find smallest value s such that R min (s ) ≤ C, for a predefined constant threshold C. Then take an anchor a that realizes the value of g min (s ), i.e., gives us the min-max occupancy (this shifting does not change the number of nodes at the level).
• M. Pellegrini and G. Fusco 5.1.5 Phase II: Selective Reconstruction. The tree built in Phase I uses linear space (see proof below), but can have some root-to-leaf path of high length. The purpose of the second phase is to reduce the length of the long paths, without paying too much in storage. In order to do so, we visit the longest paths and we decrease the value s used in the split so to increase the number of children and decrease the min-max bucket occupancy. This operation trades off storage against tree depth.
Further Details of the Construction
How to Compute Efficiently R min (s) and g min (s).
In previous paragraphs, we have introduced two functionals that we want to minimize and have explained how they are used in the AST construction. Here we will show that such functions can be computed efficiently. Preprocessing time for data structures devoted to IP lookup is not one of the most important parameters. However, since occasionally one has to (partially) rebuild the data structures to maintain its properties, it is important that such operations are performed as efficiently as possible.
First of all we notice that by shifting the anchor by s to the right, the grid remains unchanged:
LEMMA 5.1. The number of events is, at most, n.
PROOF. Take a single fixed interval I of G(a, s).
We have an event when the moving left extreme meets a point in I . This can happen only once for each point in I . Therefore, overall, there are, at most, n events.
Since we study bucket occupancy, extending the shift for α > 1 is useless, since every distribution of points in the bucket has already been considered, given the periodic nature of the grid. Consider point p ∈ S and the bucket I p containing p. Point p produces an event when α p = ( p − left(I p ))/s, that is, when the shift is equal to the distance from the left extreme of the interval containing p. Thus, we can generate the order of events by constructing a minpriority queue Q(S, α p ) on the set S using as priority the value of α p . We can extract iteratively the minimum for the queue and update the counters c(I ) for the shifting interval I . Note that for our counters, an event consists in decreasing the counter for a bucket and increasing it for the neighbor bucket. Moreover, we keep the current maximum of the counters. To do so, we keep a second max-priority queue Q(I, c(I )). When a counter increases, we apply, the operation increase key; when it decreases, we apply the operation decrease key. Finally, we record changes in the root of the priority queue, recording the minimum value found during the lifetime of the algorithm. This value is the g min (s) = min α∈ [0, 1] max I ∈G(αs,s) |S ∩ I | that is, we find the shift that for a given step s minimizes the maximal occupancy. Using standard priority queue implementations, the whole algorithm for computing g min (s) takes time O(n log n). Similarly, we can compute R min (s) within the same time bound. Next we show monotonicity properties of the functions R min (s) and g min (s) that will allow us to use binary search schemes in finding the value s .
LEMMA 5.2. For any two step values s and t, if t = 2s, then we have g min (t) ≥ g min (s).
PROOF. Consider the grid G min (t) that attains min-max occupancy K = g min (t). Thus, every bucket in G min (t) has, at most, K elements. Now we consider the grid G(s) that splits exactly in two every bucket in G min (t) . In this grid G(s), the maximum occupancy is, at most, K , so the value g (s) that minimizes the maximum occupancy for a translate of G(s) cannot attain a larger value than K , i.e., g min (s) ≤ K = g min (t).
LEMMA 5.3. For any two-step values s and t, if t = 2s, then we have R min
PROOF. Take the grid G min (s), the grid of step s minimizing the ratio R min (s) = E s /F s . Now make the grid G(t) by pairing adjacent buckets. Call N s , F s , E s the number of buckets, full buckets, and empty buckets in G min (s) . Call N t , F t , E t the number of buckets, full buckets, and empty buckets in G(t). We have the relations:
This is an arc of hyperbola (in the variable F t ) having maximum value for abscissa F t = F s /2. The value of the maximum is E s /F s = R min (s). Thus, we have shown that R(t) ≤ R min (s). Naturally, also, R min (t) ≤ R(t), so we have proved R min (t) ≤ R min (s).
Thus the minimum ratio is monotonic increasing as grids get finer and finer and we can use binary search to find the largest step value satisfying the criterion of Phase I.
Details of the Selective Reconstruction.
In current technology, access to the RAM memory is about ten times slower than one to L2 cache. Thus, it is fundamental to fit all the relevant data into the L2 cache. It is reasonable to suppose that the target machine has, say, 1 or 2 Mb of L2 cache and that it is completely devoted to the IP table lookup. With this hypothesis, the size of the routing table does not make a difference up to the L2 cache size. When the routing table is built, we can perform a selective reconstruction of the longest paths to flatten the AST in order to reduce the worst query time maintaining the total memory consumption below the L2 cache size. The following steps are repeated while the size of the routing table is below the L2 cache size and there are other reconstructions to perform:
1. Create a max-priority queue of internal nodes based on the maximum cost of their children (see below).
• M. Pellegrini and G. Fusco 2. Visit the AST and consider only internal nodes having only leaves as children; determine the cost of these nodes and insert them in the max-priority queue. 3. Extract from the queue the nodes with the same maximum cost and flatten them in the following way: if the maximum number of points in a child full leaf is greater than 1, split the step until the maximum number of points in a bucket becomes smaller than the current maximum; otherwise go to the parent and split its step until the maximum number of points in a bucket becomes smaller than maximum number of points a full leaf can contain (in this way, the level below is eliminated).
A few exceptions to the above rules: the root is not rebuilt, and, for simplicity, when a level is eliminated other reconstructions of the same cost are performed only after recomputing the priority queue.
5.2.3
The Cost of a Node. Each node of the AST has associated a cost, which represents the time of the slowest query among all the queries that visit that node. The cost of a full leaf is the time to reach the last point stored inside it (i.e., the time to visit all the points from the median to the farthest extreme). The cost of an internal node is the maximum of the costs of all its children. See Table III later for the costs in our experimental setting.
The leaves can be subdivided into classes (Lev, Pts, Base) depending on: their level Lev in the AST, the number of points Pts from the median to the farthest extreme, and the number of bits Base used to stored the points in the leaf (8, 16, or 32). 6 To guide the selective reconstruction a clock-ticks table is build once for each CPU architecture. For all the possible classes of leaves, the table stores the corresponding query time. The query time of a particular class is measured in the following way: a simple AST containing nodes of the chosen class is built, several queries reaching nodes of that class are performed, the minimum time is taken, and it is normalized to L2 cache. The rationale is that a machine dedicated to the IP table lookup is capable of performing a query in the minimum time measured in the test machine, because the processor is not disturbed by other running processes. The measurements have been done using Pentiumspecific low-level primitives to attain higher precision; nothing forbids to use operating system primitives for better portability.
Modifications for Solving the IP-Lookup Problem.
In order to solve the static IP-lookup method, we just have to store labeled active points instead of all points. For the dynamic IP-lookup problem, we need to store all labeled points (active, phantom, and duplicates). Notice, however, that in all computations involving point/bucket occupancy only the active points will be considered, since duplicated and phantom points are relevant only for the update procedure. The root of the tree is treated in a special way, since we use 2 B buckets. The maximum number of active points in a leaf is set to a parameter D. Finally, the bound on the ratio R min (s) is a constant C. The three parameters B, C, D are specified by the user of the code at build time.
Asymptotic Bounds for Storage and Worst-Case Query Time.
Since at each node, the number of empty buckets is bounded by the number of full buckets multiplied by a constant factor, it sufficed to analyze the number of full buckets. Since each full leaf has at least one point and each point is in, at most, one set S l for some leaf l , the number of full leaves is O(n). Since by positioning the anchor at the median point of the set S x for a node x we obtain at least two full children from any internal node, we have that the brunching factor of the tree restricted to the full nodes is always at least two. Therefore, the number of internal full nodes is linear in the number of full leaves. Thus the overall memory consumption is O(n). Since, at each level, a bucket receives, at most, one-half of the points of its father, the depth is, at most, O(log n).
EXPERIMENTS WITH AST
Fat-AST versus Slim-AST
We consider two variants of the basic AST data structure. The Fat-AST is built on all input points (active, duplicates, and phantom) in the data set. Thus, it can correctly answer any query and directly supports updates . However, all occupancy counts are done with respect to the active points only. The Slim-AST is built only on the active points in a data set. Thus, it can correctly answer any query but is unable to directly support updates . Updates on the Slim-AST can be done either (1) by a partial execution of the building algorithm, starting from the input data and portions of the data structure, or (2) by requiring a version of the Fat-AST for the input data on a different (usually slower and less expensive) memory bank and copying the portions of the tree that are changed back onto the Slim-Tree. For fairness, we compare the Slim-AST against data structures that do not support fast updates like Degermark et al. [1997] and Crescenzi et al. [1999] (see later Table IV) , and we compare the Fat-AST against data structures also supporting fast updates like the variable-stride tries in Srinivasan and Varghese [1999] (see later Table V) . 
Worst-Case Query Time
The testing of the (empirical) worst-case query time is done statically on the structure of the tree by finding out the longest (most expensive) path from root to leaf. The worst-case query time gives valuable information that is relevant for, but independent from, any actual query data stream. Table I gives a synthetic view of the IP-lookup tables used for testing the AST data structure. For each table, we report a progressive number, the name of the organization or router holding the table, the date when the table was downloaded, and the number of prefixes in the tables. Each prefix generates two points. We next classify the points into active, phantom, and duplicate points, giving the count for each category. Table II gives the relevant measure of storage, worst-case memory access, and worst-case time (in clock ticks) for the Slim-AST and the Fat-AST.
Normalization in L2
To test the AST data structure, we adopt the methodology in Degermark et al. [1997] . For completeness we describe the methodology. We visit each node of AST twice so to force data for the second invocation in L1 cache (This is known as the hot cache model). We measure number of clock ticks by reading the appropriate internal CPU registers relative to the second invocation. As in Degermark et al. [1997] , we exclude from measurement the function invocation overhead and consider the search completed when we retrieve the index of the next-hop. We also record the number of L1 memory accesses of each query. This is important because, knowing the L1 latency, we decompose the measured time in CPU operation cost and memory access cost. Afterward, we scale the memory access cost to the cost of accessing data in L2 cache, unless by locality we can argue that the data must be in L1 cache, also on the target machine. We call this measurement model the L2-normalized model. Since the root is accessed in each query, after unrolling the search loop, we store step, anchor, and pointer to the first child at the root in registers so the access to the root is separately treated from accessing any other level of the AST. The results of the L2-normalized measures are shown in Table III for 8-bit keys. Access times for 16 and 32 bit keys are almost identical.
Target Architecture
Here we derive a formula we will use to scale our results to other architectures. The target architecture is made of one processor and two caches: one L1 cache and one L2 cache. P ↔ CL1 ↔ CL2. We suppose every memory access is an L1 miss, except when we access consecutive cells. We need to determine by fitting the experimental measurements the constants a, b, and c in the formula for accessing a point at level k and distance s in the list stored at a leaf:
where M is the time to access L2 cache and m the time to access T 1 cache.
Since, in Table II , we have only results for classes from (2, 1) to (2, 4), in Table III we need accuracy of interpolation only in this range. Via easy calculations, the final interpolation formula for any (2, s) class is: 3(M + m) + (s − 1)m. We denote with D = M + m the L2 latency.
Derivation of Formulas in Tables IV and V
From Crescenzi et al. [1999, p. 68] : "According to these measurements, on a Pentium II processor, each lookup requires 3 · clk + 3 · M D nanoseconds, where clk denotes the clock cycle time and M D is the memory access delay." Thus, in our notation, this time formula becomes 3T + 3D, assuming the data structure fits completely in L2 memory.
From Srinivasan and Varghese [1999, pp. 27-29] , several variants of the fixed and variable stride methods are compared on the 38,816 prefixes Mae East table for different sizes of the L2 memory (512 KB and 1 MB). Taking the data for the 1 MB L2 cache size in Srinivasan and Varghese [1999, Table X, p. 29] , the authors comment: "Now we consider the same database using a machine with 1 MB of L2 cache (Table X) . Here we see the minimum time is 148 nsec.; however this does not meet the worst-case deletion time requirements. In practice it might work quite well because the average insertion/deletion times are a few microseconds, compared to the worst case requirement of 2.5 msec." Since we are interested in comparing, at this stage, only time versus storage, we do not consider the worst case update time as a drawback and we concentrate on the method attaining the smallest query time while keeping the overall memory consumption below 1 MB. The entry that satisfies these requirements is attained for the algorithm "leaf-pushed variable stride" with k = 3 levels. In Srinivasan and Varghese [1999, table VIII, p. 27] this algorithm is characterized by the formula (8k + 2) · clk + k · M D , which, for k = 3, in our notation gives the formula 26T + 3D.
From Degermark et al. [1997, p. 11 ]: "The difference in access time between the primary and the secondary caches is 20 ns (4 cycles). The lookup time on the Pentium Pro when two levels need to be examined is then at worst 69 + 8 · 4 = 101 cycles." Table II in Degermark et al. [1997, p. 10] for the measurements. Since visiting each level of the data structure requires 4 memory accesses, two levels are accessed, and the latency of L2 access is 6 cycles, we can derive x = 101 − 6 · 8 = 53 cycles for nonmemory access operations and 8D memory accesses, yielding formula 53T + 8D. However, from Table I Degermark et al. [1997, p. 10 ] we see that a third level is often needed to handle all the queries in sufficiently large tables. Thus, a worst-case estimate on the 32,732 prefixes Mae East is given by adding 4 more memory access, yielding 53T + 12D. In any case, the qualitative conclusion we draw from the comparison do not change when either formula is used.
Discussion of AST Performance
In Tables IV and V , we compare the Slim-AST and the Fat-AST methods with three other methods for which analogous formulas have been derived by the respective authors (explicitly or implicitly), mapped onto a common architecture. The method in Degermark et al. [1997] is, by far, the most storage efficient, using roughly four bytes per entry; it is based on tree compression techniques, which make updates difficult. The query time is much higher than that of the AST. The expansion/compression method [Crescenzi et al. 1999 ] is very fast (requires only three memory access) using a fair amount of memory and requiring extensive reconstructions of the data structure at each update.
7 The Slim-AST is as fast, but requires much less memory and thus, has better scaling properties.
The method of Srinivasan and Varghese [1999] balances query time, storage, and update time well. Its storage performance, for tables of roughly 40,000 entries, is not far form the one of the Fat-AST, however, the Fat-AST is remarkably faster on a similar data set. Recent improvements of the scheme in Srinivasan and Varghese [1999] are described and compared to the AST in Section 8.
DYNAMIC OPERATIONS
Relative Importance of Performance Measures
In this paper, we designed the AST experiments so to give highest importance to the worst case query time, second in importance comes storage consumption, and finally comes update times. In this section, we describe the dynamic operations on a Fat-AST. We describe some measurements on update time and make a comparison with those of a variable-stride tries in Srinivasan and Varghese [1999] . Other dynamic IP lookup results are mentioned in Section 8 and compared to the AST.
Description of the Dynamic Operations
We give a brief sketch of the dynamic operations. Inserting a new prefix p involves two phases: (1) inserting the end points of the corresponding segment M ( p); (2) updating the next-hop index for all the leaves that are covered by the segment M ( p). While phase (1) involves only two searches and local restructuring, phase (2) involves a DFS of the portion of the AST tree dominated by the inserted/deleted segment. Such a DFS is potentially an expensive operation, requiring, in the worst case, the visit of the whole tree. However, we can trim the search by observing that it is not necessary to visit subtrees with a span included into a segment that is included in M ( p), since these nodes do not change the next-hop. There are n prefixes and O(n) leaves and the span of each leaf is intersected without being enclosed by, at most, 2D + 1 segments. Therefore, only O(1) leaves need to be visited, on average, and eventually updated.
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Deleting prefix p from the AST involves phases similar to insertion. However, we need to determine first the segment in the AST including M ( p) in order to perform the leaf relabeling. This is done by performing, at most, w searches, one for each prefix of p, and selecting the longest such prefix present in the AST. In practice, fewer than w searches are necessary, in most cases. Although it is possible to check and enforce the other AST invariants at each update, we have noticed that the query performance remains stable over long sequences of random updates. Therefore, enforcing the AST invariant is best left to an off-line periodic restructuring process.
Experimental Data
We perform experiments on updating the AST using as update data stream the full content of each table. For deletions, this is natural, since we can delete only prefixes present in the table. For insertions, we argue that entries in the table have been inserted in the past; thus, it is reasonable to use them as representative also for the future updates.
• M. Pellegrini and G. Fusco (insertions and deletions) for the Fat-AST data structures built for the lookup tests. Note that experiments for deletions and insertion give very similar counts. During the update, we count the number of memory cells accessed distinguishing access in L2 and those in L1, assuming the data structure is stored completely in L2 cache. Since, in the counting, we adopt a conservative policy, i.e., we upper bound the number of cells accessed at each node visited during the update, the final count represents an upper bound on the actual number of memory access.
Tables VIII and IX show the insert and delete times (upper estimates) for a typical large table (West AT&T Canada), with results separated by prefix length. For the same prefix length in both tables, we obtain very similar counts. Note that the worst update time is attained by a few quite short prefixes (length from 8 to 12). Srinivasan and Varghese [1999] In Srinivasan and Varghese [1999] an estimate of 2500 μs for worst-case updates is given, counting the dominant cost of the memory accesses. The cost is incurred when a node in the trie with a large out degree (2 17 ) needs to be rebuilt and an access cost of 20 ns per entry is assumed. Since 24-bit prefixes are very frequent (about 50% of the entries), the variable-stride tries are forced so that updating for such length is faster, requiring roughly 3 μs. Although our machine is faster than that used in Srinivasan and Varghese [1999] , the L2 access time is quite similar. Therefore, the timings in Srinivasan and Varghese [1999] can be compared (although only on a qualitative basis) with results in Table VI . We believe that the 2500 μs worst-case estimate for Srinivasan and Varghese [1999] is overly pessimistic: in our experiments (deletion and insertion of every entry of every table), except for the Oregon data sets, up to 95% of the updates are completed in about 4 μs. Thus, it is very close to the average update time in Srinivasan and Varghese [1999] . Globally the update performance of AST and variable-stride tries comparable. Finally, we remark that updates in Degermark et al. [1997] and Crescenzi et al. [1999] are handled by rebuilding the data structure from scratch, thus requiring time of the order of several milliseconds for every update.
Comparison of Update Time with
MORE RELATED WORK AND COMPARISONS WITH AST
Comparing the AST and the FIS Tree
Let S be the set of end points of the input intervals and q a query point. We want to report the shortest segment in the input set containing q. If q ∈ S then the answer for q is the same as the answer for the predecessor of q in S, which is a point of S. If q ∈ S we just have to recognize this fact. Thus, a dynamic dictionary is needed and an auxiliary data structure is used for a restricted form of the problem in which the query set coincides with S. Usually a data structure for the predecessor problem is able to act as a dictionary. Thus, we can solve the stabbing problem by using two data structures: 1. A Data structure for dynamic predecessor problem (in Thorup [2003] also called dynamic searching problem).
• M. Pellegrini and G. Fusco 2. A data structure for dynamic list stabbing, with the restriction that the set of possible queries coincide with the set of end points of the input segment.
The FIS tree (fat inverted segment tree) is an elaboration of the segment tree and is used to implement the data structure specified in (2). Since the FIS-tree has a tree structure and each end point of the input segments is stored at a leaf of the FIS tree, we can couple data structures (1) and (2) using an inverse mapping that maps the points returned by the data structure (1) to the corresponding leaves of the data structure (2). This mapping operation is essential, since the FIS tree can be visited efficiently at query time only when the visit follows a leaf-to-root path (for this reason the adjective "Inverted" is part of the acronym). Data structure (1) can be implemented using a variety of solutions in literature. In Feldmann and Muthukrishnan [2000] , it is suggested to use a dynamic van Emde Boas tree augmented with dynamic hashing so to keep the query time at O(log log U ) and reduce the storage to O(n). A more practical solution also mentioned in Feldmann and Muthukrishnan [2000] is that of using B trees.
The coupling of the data structures (1) and (2) (e.g., van Emde Boas tree + FIS tree) is traversed as follows. First the data structure (1) is traversed in a root-to-leaf fashion so to identify the proper starting leaf in the data structure (2). Afterward the FIS tree is traversed from leaf-to-root and candidate answers are collected at the nodes on the path; among these the final answer is selected. If one were interested in a static solution, all this construction is useless and a data structure (1) with labeled points would be sufficient. Thus, the coupling of the data structures (1) and (2) is needed in order to have dynamic update procedures with provable asymptotic performance.
The AST is not a FIS tree. In particular, the AST is a tree that is traversed in a root-to-leaf fashion and finds the correct output as a label of the reached leaf. Thus, the AST sacrifices provable update performance bounds (and relies on empirically assessed measurements for this measure of quality), but gains in the fact that a single shallow tree has to be traversed. Even if a depth parameter t = 2 is chosen for the FIS tree, the twin data structure (1) when implemented as a van Emde Boas tree would visit log log U nodes. Thus, for U = 2 32 , an additional five nodes are visited, giving a total of seven visited nodes to answer any query. In our experiments with AST, we would solve IP lookup queries by visiting only two nodes of an AST tree and a total of three memory accesses. Since visiting a path in a tree would require at least a memory access per node, even without further experimental evidence, it is safe to conclude that any standard implementation of a FIS tree-based data structure for IP lookup would result in a slower query time than the AST (or other specialized methods, such as Srinivasan and Varghese [1999] ).
Improved Construction of Fixed-and Variable-Stride Tries
Sahni and Kim [2001, 2002, 2003 ] in a series of papers propose new formulations of the dynamic programming underlying the construction of the fixed stride and variable stride tries in Srinivasan and Varghese [1999] . The emphasis is on improving the preprocessing time. Both in the fixed-and variable-stride cases, the user defines an input parameter k that is the depth of the tree. For a a given value of k, the searching algorithm and the searching performance is identical to that in Srinivasan and Varghese [1999] . Thus, the other quality measure that needs to be measured is the memory consumption. For k = 3 and variable-stride trie, for a table of 35 K prefixes, the reported storage is 677 KB [Sahni and Kim 2003, Table IV, p. 676] , which is reasonably close to the storage bound reported in Srinivasan and Varghese [1999] . With the same data set, a value k = 2 would lower the search time, but push up the storage to 1.8 MB. Thus, we can conclude that the storage and search time tradeoffs are analogous to those in Srinivasan and Varghese [1999] . Sahni and Kim [2004] give a data structure that improves the update time with respect to the variable-stride tries in Srinivasan and Varghese [1999] and Sahni and Kim [2003] , but has slower search time and larger storage requirements. In our setting, we compare data structures by giving higher priority to search • M. Pellegrini and G. Fusco time (within reasonable storage), next in importance is storage and only the last criterion in update time. Thus, the AST and the result in Sahni and Kim [2004] are not comparable, because they imply a different ranking of relevant performance measures. Similarly, propose a variant of the B tree to efficiently handle updates. Experimental data reported cannot be compared directly with ours, since the raw timing reported in comprises accesses in RAM memory, while in our analysis we fit all data in L2-level cache. However, we can make use of a cache-miss analysis in Lu and Sahni [2005, p. 17 ] that estimates a worst-case number of cache misses for look up search at 0.5 log 2 n. This number would correspond to memory accesses if the data structure were completely in L2 cache. For n = 32 K prefixes this would imply a number of about seven memory accesses. This is far from the AST count of three for similar input sizes. This discrepancy is obviously as a result of the emphasis in improving dynamic operations at expenses of lookup efficiency. Lu and Sahni [2004b] explore the use of red-black trees and prioritysearch trees for solving the longest-prefix mach problem (as well as other related problems). Since these are trees with branching factor two, they put stress on low memory consumption and fast updates at the cost of having to visit paths of length O(log n) in order to solve IP-lookup queries. Sun et al. [2004] propose a general technique for exploiting independent sets in the input data on a multiprocessor parallel architecture to speed up update operations.
Data Structures Stressing Dynamic Operations
A Very Recent Data Structure
Sundström and Larzon [2005] give a data structure whose main feature is to be able to store large data sets requiring just four memory accesses to handle a lookup query. More precisely, a data set of 131,227 prefixes is stored in 950 KB and a search requires four memory access. The update operations on this data set have a worst-case cost of 752 memory accesses. The data sets 8, 9, 10, and 11 in our Table I get close to that used in Sundström and Larzon [2005] in terms of sheer size. We see that we can achieve for those data seta only three memory accesses. The Slim-AST also achieves similar storage bounds, but cannot handle updates directly. The Fat-AST would support dynamic operations, but uses roughly 50% more memory on such input data. propose several schemes for an initial partition of the data set into disjoint subsets. The rationale is to be able to apply, for each subset, a more traditional data structure (e.g., variable-stride tries) whose parameters are optimized on the local input subset. This operation leads in experiments to improvement in storage and average search time. Note that this technique is "generic" and, as such, could also be applied directly to AST's.
Partitioning Schemes
Data Structures Stressing Storage Requirements
Elaborating on ideas in Degermark et al. [1997] , Eatherton et al. [2004] propose the tree bitmap data structure that can be adapted to several memory models. For the memory model adopted in this paper (L2 and L1 cache levels), they are able to remap the tables in Degermark et al. [1997] so that each tree node access requires only one memory access (while in Degermark et al. [1997] ) four memory access per node are needed. However, the requirement of small memory occupancy results in a tree with higher depth. In experiments, a data set of 40,902 prefixes is stored in 312 KB, but requires seven memory accesses in worst case. Moreover, the technique in Eatherton et al. [2004] allows for fast average update time.
Different Matching Rules
Lu and Sahni [2004a] explore a slightly different problem matching rule. Here it is supposed each prefix that has an associated priority unrelated to the length and the problem is to return the highest priority prefix matching the destination address of a packet. The emphasis is on good worst-case asymptotic bounds on storage and update time. The number of memory accesses is equivalent to the height of the tree, which is O(log n). For n = 32 K this would imply about 15 memory accesses.
Hashing Based Schemes
The basic scheme of Waldvogel et al. [1997] (binary search on levels) is to expand certain prefixes so to obtain a small number of surviving prefix lengths and store all prefixes of the same length and markers for longer prefixes in a hash table. The IP-lookup problem is then solved by a binary search by prefix length. Kim and Sahni improve the basic approach in Waldvogel et al. [1997] by providing a new dynamic programming formulation, whose aim is to reduce storage consumption as well as reducing the number of prefix lengths. Broder and Mitzenmacher [2001b] give a technique for improving the performance of a single hash tables. The use of randomized schemes, based on hashing, can lead to good average case performance. However, this is paid for in the difficulty of controlling worst-case lookup time (which basically corresponds to the maximum bucket occupancy of one of the hash tables used). Moreover, dynamic updates becomes problematic, since the event of exceeding the maximum allowed bucket occupancy (for speed each bucket can occupy a single cache-line) requires the complete recomputation hash of functions and hash tables. In order to give a feeling of what can be accomplished with this technique, we report an experiment in Broder and Mitzenmacher [2001b] with a table of 38,816 prefixes showing that the scheme in Waldvogel et al. [1997] is able to solve queries with two memory accesses, using 4 MB, under the assumption that six prefixes can be stored in a single cache line. The scheme in Broder and Mitzenmacher [2001b] reduces the maximum bucket occupancy to four, uses one-half of the storage, but requires to visit two buckets in each hash table, thus, requiring, in total, four memory accesses. In contrast, the Fat-AST requires three memory accesses, thus is better than Broder and Mitzenmacher [2001b] , for a much smaller memory occupancy.
Hw-Based Methods
There is a quite large portion of the recent research on the IP-lookup problem that uses specialized hw architectures different from the hw model adopted in this paper (e.g., Hasan and Vijaykumar [2005] , Dharmapurikar et al. [2003] , Taylor et al. [2003] , Liu and Lea [2001] , and Wuu and Pin [2001] ). For this reason, we do not comment further on these results.
ON THE STATIC AND DYNAMIC PREDECESSOR PROBLEM
On the Predecessor Problem
Consider the following rather general formulation. Let U = [0, 2 w − 1] be the set of positive integers expressible in binary notation with words of w bits 10 and let S ⊂ U be a finite subset of cardinality n. The complement set U \ S is composed of a collection I S of disjoint open intervals. The universe U is thus partitioned into a collection of intervals I S and points S. Let f be a function defined on U , with range values in a set H, such that f is invariant within each interval of I S . The problem is to build, at preprocessing time, a data structure D(U, S) so to efficiently retrieve f (q) for a query q ∈ U given on-line. For the static setting, the exact nature of the range set H and of the function f is immaterial and we concentrate on the task of searching, given a query q ∈ U , the node in the data structure D(U, S) holding the associated value f (q). Since we can associate the value for points in each interval I S to the left end point of the interval, this query problem is equivalent to the predecessor problem: given U and S as above, for any x ∈ U find max{ y ∈ S| y ≤ x}.
Solutions to the (static) predecessor problem have performance bounds that are very sensitive to two conditions. The first is the relative size of n with respect to U ; the second is the maximum amount of storage allowed. We may insist in having just linear storage O(n), or storage polynomial in n or we may allow storage superpolynomial in n (i.e., polynomial in n and U ). Note that, if n is not too small with respect to U , technically n > U 1/C for some constant C > 1. Then, also, U < n C and, therefore, a polynomial in n and U is automatically a polynomial also in n only.
By using a k-ary tree with k = U , the resulting tree uses storage O(nU ) and the query time is constant. The height of the tree is log U log U = 1 = O(1), while the storage is bounded by O(nk) = O(nU ) (see e.g., Eppstein and Muthukrishnan [2001] ). Naturally, with the observation above, when n > U 1/C , the storage is O(n 1+ ) and the query remains O(1). The results we will survey try to reduce the storage requirement without increasing the query time too much. The methods we survey are, in general, dynamic, or can made so with some extra machinery. However, since we are interested in the query time versus storage performance, we will not dwell on such dynamic features.
Willard [1983, 1984] gives data structures (fast y-tries and fast q-tries) using storage O(n) achieving query time O(min{log log U, log U }). Stratified trees of van Emde Boas achieve query time O(log log U ) using storage O(U ) in the original paper . Storage was reduced afterward to O(nU ) in Johnson [1982] and to O(n) in van Emde Boas [1977] when n > |U |/ log c |U |. Willard [2000] lowers the lower limit for attaining linear storage to n > |U |/(log U ) c·log log |U | ). Beame and Fich [1999] have shown that the predecessor problem among n input data from an integer universe U can be found using O(n) storage and query time O min (log log U )(log log n) log log log U , log n log log n and, even more interestingly, they show that with storage limited to polynomial this is essentially the best that can be done for a certain range of relative sizes of n and U . They obtain the following static lower bounds: for every n such that (log U ) ω(1) < n < U o(1) , using a number polynomial in n of memory cells of roughly 2 (log U ) c bits each for c < 1, a query must use in the worst case ( log log U log log log U ) operations, while with cells of O(log U ) C bits each, ( log n/ log log n) operations are needed.
There are several results not as strong as those of Beame and Fich, but worth recalling. Raman [1995] gives a data structure using storage O(n) and performing queries in time O(min{log log U, 1+log n/ log log U }). A randomized method of Andersson [1995] uses storage O(n) and has expected query time O( log n). Subsequently, in Andersson [1996] , still using linear storage, the method has been made deterministic and the query time improved to O min log n, log log U log log n, log log n + log n log log U The problem of the optimality of the known bounds on the query time for the predecessor search problem is studied in Patrascu and Thorup [2006] . Knuth [1973] surveys several bucketing schemes (tries, Patricia trees, and digital search tree), which are all variants of the basic k-ary tree approach. All these schemes produce search trees of height log k n, while the expected size of the tree is O(nk/ ln k). A variant discussed in Knuth [1973] uses an hybrid approach, when a bucket holds less than s data items, a standard binary search tree is used. The expected height is reduced to (1 + 1/s) log k n + log s, while the storage is O(nk/s ln k + n).
Previous Results with Distribution-Dependent Guarantees
N-trees defined by Ehrlich [1981] capture, in a formal way, the probably older idea of recursive bucketing, where the number of buckets depends on the number of data items in each bucket. Results in Ehrlich [1981] show that the expected construction time is O(n), when the data are drawn uniformly at random from the universe. Later, Tamminen [1983] showed that for any data set drawn from a distribution with a bounded and Lebesgue integrable probability density function, the height of the N-tree is bounded by a small constant. This result is interesting since it introduces distribution-dependent guarantees • M. Pellegrini and G. Fusco beyond the standard uniform distribution. Willard [1985] gives an O(log log n) expected time algorithm to search on data drawn from a smooth distribution.
Comparison of AST and Predecessor Search Data Structures
The AST does not have provable worst-case bounds that are competitive with the above-mentioned structures for predecessor search. However, experiments in Pellegrini and Vecchiocattivi [2001] have shown that the AST trees have storage and depth tradeoffs (measured in number of nodes of the tree and in the longest path) that are significantly superior to k, n, and van Emde Boas trees.
CONCLUSIONS AND OPEN PROBLEMS
Preliminary experiments with AST give encouraging results when compared with published results for state of the art methods. However, fine tuning of the AST requires properly choosing some user-defined parameters and we do not have, at the moment, general rules for this choice. How to find a theoretical underpinning to explain the AST good empirical performance is still an open issue for further research.
