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Abstract
An approximate martingale estimating function with an eigenfunction is proposed for an estimation
problem about an unknown drift parameter for a one-dimensional diffusion process with small perturbed
parameter ε from discrete time observations at n regularly spaced time points k/n, k = 0, 1, . . . , n. We
show asymptotic efficiency of an M-estimator derived from the approximate martingale estimating function
as ε→ 0 and n →∞ simultaneously.
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1. Introduction
Consider a family of one-dimensional diffusion processes defined by the following stochastic
differential equations
dX t = b(X t , θ)dt + εσ (X t )dwt , t ∈ [0, 1], ε ∈ (0, 1], (1)
X0 = x0,
wherew is a one-dimensional standardWiener process, the diffusion coefficient σ :R → R and ε
are known and the drift b: R× Θ¯ → R is known apart from the parameter θ . Here Θ¯ denotes the
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closure ofΘ andΘ is an open bounded convex subset of Rp. We treat discrete time observations
of X at equidistant time points tk = k/n, that is, X t0 , X t1 , . . . , X tn . The asymptotics is when ε
tends to 0 and n tends to∞ simultaneously.
Needless to say, a family of diffusion processes with small dispersion parameters defined
by (1) are an important class of dynamical systems with small perturbations. For dynamical
systems with small perturbations, see [1,6]. For applications of dynamical systems with
small perturbations to mathematical finance, see [29,14,22,26] and the references therein.
Asymptotically statistical inference for dynamical systems with small perturbations from
continuous time observations is well-developed by Kutoyants [15,16], Yoshida [28,31], Uchida
and Yoshida [25] and the references therein. Moreover, there are a number of works on
asymptotically parametric estimation based on discrete observations, see [7,17,20,21,23,24,9].
As for estimation of a drift parameter for a diffusion process with a small noise, the following
three papers treated asymptotically efficient estimators in a general setting. Genon-Catalot [7]
proposed two kinds of estimators for an unknown drift parameter. One is derived from a contrast
function based on the discretization of the log likelihood function of the continuously observed
sample path. The estimator has asymptotic efficiency under (εn)−1 → 0 as ε→ 0 and n →∞.
The other is obtained from the contrast function based on the first-order stochastic expansion
of X with respect to ε. The second estimator is asymptotically efficient under ε
√
n = O(1)
as ε → 0 and n → ∞. For multi-dimensional diffusion processes with small perturbations,
Laredo [17] studied asymptotically efficient estimators of drift parameters under (εn2)−1 → 0
as ε → 0 and n → ∞. Uchida [23] investigated approximate martingale estimating functions
for multi-dimensional diffusion processes with small perturbations. For the diffusion process (1),
the approximate martingale estimating function Gε,n,`(θ) = (G(i)ε,n,`(θ))i=1,2,...,p is as follows: for
` ≥ 1 and i = 1, . . . , p,
G(i)ε,n,`(θ) =
n∑
k=1
(
∂b
∂θi
)
(X tk−1 , θ)σ
−2(X tk−1)Pk,`(θ), (2)
where Pk,`(θ) = X tk −
∑`
j=0 1j !n j L˜
j
θg(X tk−1), g(x) = x and L˜θg(x) = b(x, θ) ∂∂x g(x). He also
showed that an estimator obtained from the approximate martingale estimating function Gε,n,`(θ)
is asymptotically efficient under (εn`)−1 → 0 as ε→ 0 and n →∞.
In this paper, we are interested in an estimating function with an asymptotically efficient
estimator under a general condition that ε → 0 and n → ∞. For discretely observed ergodic
diffusion processes, various types of estimating functions have been studied; see [30,2,3,11,
19,12,4] and the references therein. Kessler and Sørensen [12] investigated a new type of
martingale estimating function based on an eigenfunction for the infinitesimal generator of a
diffusion process. They also showed asymptotic normality of an estimator obtained from the
martingale estimating function for a discretely observed ergodic diffusion process. Uchida [24]
applied the martingale estimating function proposed by Kessler and Sørensen [12] to a diffusion
process with a small perturbation given by (1). However, there is a disadvantage that it is not
generally easy to find out an eigenfunction φ(x, θ, ε) with an eigenvalue Λ(θ, ε) such that
Lθφ(x, θ, ε) = −Λ(θ, ε)φ(x, θ, ε), where Lθ is the infinitesimal generator of the diffusion (1):
Lθ = b(x, θ) ∂
∂x
+ 1
2
ε2σ 2(x)
∂2
∂x2
.
In order to overcome the difficulty, in this paper, we consider an estimating function based on
an eigenfunction ϕ(x, θ) with an eigenvalue λ(θ) such that L˜θϕ(x, θ) = −λ(θ)ϕ(x, θ), where
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L˜θ is the differential operator:
L˜θ = b(x, θ) ∂
∂x
.
We notice that Lθ is the second-order differential operator while L˜θ is the first-order differential
operator. Compared with the infinitesimal generator Lθ , it is easy to obtain an eigenfunction
with an eigenvalue for the differential operator L˜θ . Unfortunately, an estimating function based
on an eigenfunction with an eigenvalue for L˜θ does not have a martingale property, but it is
asymptotically equivalent to a martingale estimating function. That is why in this paper, an
estimating function based on an eigenfunction with an eigenvalue for L˜θ is called an approximate
martingale estimating function. The details are given in Section 2. Under the condition that
ε → 0 and n → ∞, consistency, asymptotic normality and asymptotic efficiency of an M-
estimator obtained from an approximate martingale estimating function are proved. We also
mention that for a special model, an estimator can be asymptotically efficient as ε → 0 and
n = 1. The situation where n = 1 means that the initial value X0 = x0 and the terminal value
X1 = x1 are only observed.
This paper is organized as follows. In Section 2, we propose an approximate martingale
estimating function based on an eigenfunction and state asymptotic results of consistency,
asymptotic normality and asymptotic efficiency of an M-estimator obtained from the estimating
function. Section 3 gives two examples of nonlinear diffusion models and simulation studies of
the estimators for each model. A discussion on an extension of this paper to a d-dimensional
diffusion process is given in Section 4. In Section 5, the asymptotic results presented in Section 2
are proved.
2. Approximate martingale estimating functions
Let θ0 be the true value of θ and θ0 ∈ Θ . Suppose that the Eq. (1) admits a unique strong
solution for all ε ∈ (0, 1]. Let X0t be the solution of the differential equation corresponding to
ε = 0, i.e., dX0t = b(X0t , θ0)dt , X00 = x0. A∗ denotes the transpose of a matrix A. Let Pθ be the
law of the solution of (1). For the first-order differential operator L˜θ = b(x, θ)(∂/∂x), we define
the domain D(L˜θ ) of L˜θ as a family of functions ϕ ∈ L2(Pθ ) for which L˜θϕ is well-defined.
For example, D(L˜θ ) = {ϕ ∈ L2(Pθ ) |ϕ is absolutely continuous and b(·, θ)∂·ϕ ∈ L2(Pθ )}. For
ϕ(x, θ) ∈ D(L˜θ ), we call ϕ(x, θ) an eigenfunction for L˜θ associated with eigenvalue λ(θ) if
L˜θϕ(x, θ) = −λ(θ)ϕ(x, θ) for all x in the state space of X under Pθ . Moreover, we introduce
the following notation.
1. C∞,k↑ (R × Θ;R) is the space of all functions f satisfying the following two conditions:
(i) f (x, θ) is an R-valued function on R×Θ that is infinitely differentiable with respect to x
and continuously differentiable with respect to θ up to order k, (ii) for n ≥ 0 and 0 ≤ |ν| ≤ k,
there exists C > 0 such that supθ∈Θ |δν∂nx f | ≤ C(1 + |x |)C for all x . Here ∂x = ∂/∂x
and ν = (ν1, . . . , νp) is a multi-index, |ν| = ν1 + · · · + νp, δν = δν11 · · · δ
νp
p , δ j = ∂/∂θ j ,
j = 1, . . . , p.
2. C∞↑ (R;R) is the set of all functions f of class C∞(R;R) such that f and all of its derivatives
have polynomial growth.
3. Ckb (Θ;R) is the space of all functions f satisfying the following two conditions:
(i) f (θ) is an R-valued function on Θ that is continuously differentiable with respect to θ
up to order k, (ii) for 0 ≤ |ν| ≤ k, there exists C > 0 such that |δν f | ≤ C for all θ .
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4. R is a function Θ¯ × (0, 1] × R → R for which there exists a constant C > 0 such that
|R(θ, a, x)| ≤ aC(1+ |x |)C for all θ, a, x .
We make the assumptions as follows.
A1. For every θ ∈ Θ¯ , there exists a constant Kθ > 0 such that b2(x, θ)+ σ 2(x) ≤ Kθ (1+ x2).
A2. b(x, θ) ∈ C∞,3↑ (R× Θ¯;R) and b is Lipschitz on R× Θ¯ .
A3. infx σ 2(x) > 0 and σ(x) ∈ C∞↑ (R;R).
A4. There exists an explicit eigenfunction ϕ(x, θ) ∈ C∞,2↑ (R × Θ¯;R) with eigenvalue λ(θ) ∈
C2b(Θ¯;R) such that L˜θϕ(x, θ) = −λ(θ)ϕ(x, θ) for all x in the state space of X under Pθ .
A5. δib(x,θ)
(∂xϕ)(x,θ)σ 2(x)
∈ C∞,2↑ (R× Θ¯;R).
Remark 1. (i) A1 implies that supt E[|X t |m] < ∞ for all m > 0. (ii) It follows from A1–A3
that supt∈[0,1] |X t − X0t | = op(1) as ε → 0. (iii) In order to obtain Theorem 1, we can relax
the assumptions A2–A5. By a well-known localization argument, A2–A5 can be replaced with
milder regularity conditions about b, σ and ϕ in the neighborhood of the path of X0t .
In the same way as Bibby and Sørensen [2], we obtain a martingale estimating function
Mε,n(θ) = (M (i)ε,n(θ))1≤i≤p, where for i = 1, 2, . . . , p,
M (i)ε,n(θ) =
n∑
k=1
(δib)(X tk−1 , θ)
(∂xϕ)(X tk−1 , θ)σ
2(X tk−1)
(
ϕ(X tk , θ)− Eθ [ϕ(X tk , θ)|X tk−1 ]
)
. (3)
However, the conditional expectation Eθ [ϕ(X tk , θ)|X tk−1 ] does not generally have an explicit
form except for several special cases. For special cases, see [12] and [24]. We therefore consider
an approximation of the conditional expectation. It follows from Ito’s formula that
eλ(θ)tkϕ(X tk , θ)− eλ(θ)tk−1ϕ(X tk−1 , θ)
=
∫ tk
tk−1
eλ(θ)s(λ(θ)ϕ(Xs, θ)+ L˜θϕ(Xs, θ))ds + ε
∫ tk
tk−1
eλ(θ)s(∂xϕ)(Xs, θ)σ (Xs)dws
+ 1
2
ε2
∫ tk
tk−1
eλ(θ)s(∂2xϕ)(Xs, θ)σ
2(Xs)ds
= ε
∫ tk
tk−1
eλ(θ)s(∂xϕ)(Xs, θ)σ (Xs)dws + 12ε
2
∫ tk
tk−1
eλ(θ)s(∂2xϕ)(Xs, θ)σ
2(Xs)ds. (4)
By Lemma 6 in [11], we can show that
Eθ [ϕ(X tk , θ)|X tk−1 ] = e−λ(θ)/nϕ(X tk−1 , θ)+
1
2
ε2
∫ 1/n
0
Eθ [e−λ(θ)(1/n−u)(∂2xϕ)
× (X tk−1+u, θ)σ 2(X tk−1+u)|X tk−1 ]du
= e−λ(θ)/nϕ(X tk−1 , θ)+ R
(
θ,
ε2
n
, X tk−1
)
. (5)
It follows from (5) that Eθ [ϕ(X tk , θ)|X tk−1 ] can be approximated to e−λ(θ)/nϕ(X tk−1 , θ) when
ε is small. Thus, we consider an estimating function Gε,n(θ) = (G(i)ε,n(θ))1≤i≤p: for i =
1, 2, . . . , p,
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G(i)ε,n(θ) =
n∑
k=1
(δib)(X tk−1 , θ)
(∂xϕ)(X tk−1 , θ)σ
2(X tk−1)
[
ϕ(X tk , θ)− e−λ(θ)/nϕ(X tk−1 , θ)
]
. (6)
Note that the estimating function Gε,n(θ) defined by (6) is asymptotically equivalent to the
martingale estimating function Mε,n(θ) defined by (3), see the proof of Lemma 2. Because of
this, the estimating function Gε,n(θ) is called an approximate martingale estimating function in
this paper.
Let Kε,n(θ) = (K (i j)ε,n (θ))1≤i, j≤p with K (i j)ε,n (θ) = δ jG(i)ε,n(θ). In order to prove that an
M-estimator, which is a solution of the estimating equation Gε,n(θ) = 0, has consistency,
asymptotic normality and asymptotic efficiency, it is essential to show both the convergence
of Kε,n(θ) in probability uniformly in θ and the convergence of Gε,n(θ0) in distribution, see
Lemmas 1 and 2. Let
p−→ and d−→ denote the convergence in probability and the convergence
in distribution, respectively. In Lemma 1, we define that K (θ) = (K (i j)(θ))1≤i, j≤p with
K (i j)(θ) =
∫ 1
0
(δ jδib)(X0s , θ)
(∂xϕ)(X0s , θ)σ 2(X0s )
{b(X0s , θ0)(∂xϕ)(X0s , θ)+ λ(θ)ϕ(X0s , θ)}ds
+
∫ 1
0
(δib)(X0s , θ)
(∂xϕ)(X0s , θ)σ 2(X0s )
{b(X0s , θ0)∂xδ jϕ(X0s , θ)
+ λ(θ)δ jϕ(X0s , θ)+ (δ jλ)(θ)ϕ(X0s , θ)}ds
−
∫ 1
0
(δib)(X0s , θ)(δ j∂xϕ)(X
0
s , θ)
(∂xϕ)2(X0s , θ)σ 2(X0s )
{b(X0s , θ0)(∂xϕ)(X0s , θ)+ λ(θ)ϕ(X0s , θ)}ds.
In Lemma 2, we set I (θ0) = (I (i j)(θ0))1≤i, j≤p, where
I (i j)(θ0) =
∫ 1
0
(δib)(X0s , θ0)(δ jb)(X
0
s , θ0)
σ 2(X0s )
ds.
Lemma 1. Assume A1–A5. Then, as ε→ 0 and n →∞,
sup
θ∈Θ¯
∣∣Kε,n(θ)− K (θ)∣∣ p−→ 0.
Lemma 2. Assume A1–A5. Then, as ε→ 0 and n →∞,
ε−1Gε,n(θ0)
d−→ N (0, I (θ0)) .
Let θˆε,n be an M-estimator defined as a solution of the estimating equation that Gε,n(θ) = 0.
We then have the following asymptotic result of the M-estimator θˆε,n .
Theorem 1. Let γ ∈ (0, 1). Suppose that A1–A5 hold true. Moreover, suppose that there exists
an open set Θ˜ including θ0 such that
inf
θ1,θ2∈Θ˜,|x |=1
∣∣∣∣∣
(∫ 1
0
K (θ1 + s(θ2 − θ1))ds
)∗
x
∣∣∣∣∣ > 0.
Then, as ε→ 0 and n →∞,
Pθ0 [(∃1θˆε,n ∈ Θ˜ such that Gε,n(θˆε,n) = 0) and (|θˆε,n − θ0| ≤ εγ )] → 1
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and
ε−1(θˆε,n − θ0) d−→ N (0, I (θ0)−1).
Note that K (θ) used in the additional assumption of Theorem 1 is the same as in Lemma 1.
Moreover, it follows from A4 that K (θ0) = −I (θ0). In order to obtain the estimating function
Gε,n(θ) in (6), it is crucial how to choose an eigenfunction ϕ(x, θ) with an eigenvalue λ(θ). It
suffices to find a nontrivial eigenfunction ϕ(x, θ) associated with an eigenvalue λ(θ) such that
A4 holds. It follows from A4 that
ϕ(x, θ)
ϕ(x0, θ)
= exp
{
−λ(θ)
∫ x
x0
1
b(y, θ)
dy
}
provided the integral exists and is finite for all x . In the case that b(x, θ) = θg(x) for a function
g, in order to get a simple estimating function, it is natural to set that λ(θ) = −θ . We then have
that
ϕ(x)
ϕ(x0)
= exp
{∫ x
x0
1
g(y)
dy
}
.
For example, if g(x) = sin x√
1+sin2 x
, one has that
ϕ(x) = sin x
cos x +
√
1+ sin2 x
exp
{
cos−1
(
cos x√
2
)}
.
As another illustration with one parameter, we will consider a nonlinear model with g(x) =√
x2 + 1 in Section 3.1. An example of a model with two unknown parameters is the case that
b(x, θ) = θ1(θ2 − x). Since
ϕ(x, θ)
ϕ(x0, θ)
= exp
{
−λ(θ)
∫ x
x0
1
θ1(θ2 − y)dy
}
,
one has that λ(θ) = θ1 and ϕ(x, θ) = θ2 − x . As another example with two parameters, a
nonlinear model with b(x, θ) = −θ1 x3+3x−θ21+x2 is treated in Section 3.2.
Theorem 1 ensures the asymptotic efficiency of the M-estimator θˆε,n as ε → 0 and n → ∞,
while as for somewhat special cases, it is possible to obtain an asymptotically efficient estimator
as ε → 0. It means that we can obtain an asymptotically efficient estimator when ε is small but
n is not large. We will spend the rest of this section on a contribution of this direction.
Consider the model (1) where θ ∈ Θ ⊂ R and b(x, θ) = θg(x). In this case, set that
λ(θ) = −θ, ϕ(x) = exp
{∫ x
x0
1
g(y)
dy
}
.
If n = 1, that is, we get only the initial value X0 = x0 and the terminal value X1 = x1, it follows
from (6) that the estimator is
θˆε,1 = logϕ(X1)− logϕ(X0).
Let I (θ0) =
∫ 1
0 g
2(X0s )/σ
2(X0s )ds and J (θ0) =
∫ 1
0 σ
2(X0s )/g
2(X0s )ds, where I (θ0) is the
asymptotic Fisher information of the diffusion process from the continuous time observations.
Suppose that I (θ0) 6= 0 and that J (θ0) <∞. Note that J (θ0) ≥ I (θ0)−1.
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Under the assumption that
∫ 1
0 (∂xg)(X
0
s )σ
2(X0s )/g
2(X0s )ds <∞, Ito’s formula yields that
logϕ(X1)− logϕ(X0) =
∫ 1
0
L˜θ0ϕ(Xs)
ϕ(Xs)
ds + ε
∫ 1
0
(∂x logϕ)(Xs)σ (Xs)dws
+ 1
2
ε2
∫ 1
0
(∂2x logϕ)(Xs)σ
2(Xs)ds
= θ0 + ε
∫ 1
0
(∂x logϕ)(Xs)σ (Xs)dws + Op(ε2).
It is easy to show that in distribution under Pθ0 , as ε→ 0,
ε−1(θˆε,1 − θ0)→ N (0, J (θ0)).
Moreover, if g2(x) = tσ 2(x) for some t > 0, then
ε−1(θˆε,1 − θ0)→ N
(
0, I (θ0)−1
)
in distribution under Pθ0 as ε→ 0.
For example, if we treat a small random perturbation of the geometric Brownian motion,
which is the case that b(x, θ) = θx and σ(x) = x , we can derive the asymptotically efficient
estimator by only two observations, X0 = x0 and X1 = x1. Although this result can be applied to
only the restricted models, it seems attractive to be able to construct an asymptotically efficient
estimator even if n = 1. For the estimator proposed by Laredo [17], we observe a similar
phenomenon.
3. Examples and simulation studies
Through simulations, we examine the asymptotic behaviour of the estimator θˆε,n stated in
Section 2. For two nonlinear models, the simulations were done for each ε = 0.1, 0.05, 0.01 and
n = 5, 10, 50. For a true parameter value θ0 and an initial value x0, 100 000 independent sample
paths were generated by the Euler–Maruyama scheme, see [13]. In order to evaluate the estimator
θˆε,n , we also examine the estimator θˆ
(S)
ε,n defined as a solution of the following estimating equation
n∑
k=1
δθb(X tk−1 , θ)
σ 2(X tk−1)
(
X tk − X tk−1 −
1
n
b(X tk−1 , θ)
)
= 0.
θˆ
(S)
ε,n is based on the Euler–Maruyama approximation and it is called the simple estimator. Under
the regularity conditions, θˆ (S)ε,n is the asymptotically efficient estimator when (εn)−1 → 0 as
ε → 0 and n → ∞. For details, see [7] and [21]. For each of two estimators θˆ (S)ε,n and θˆε,n , its
mean and its standard deviation are computed.
3.1. Nonlinear model 1
Consider a one-dimensional diffusion process defined by the stochastic differential equation
dX t = θ
√
X2t + 1dt + εdwt , t ∈ [0, 1], ε ∈ (0, 1], X0 = x0,
where x0 and ε are known constants and θ is an unknown parameter, where θ > 0.
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Table 1
(Nonlinear model 1) The mean and standard deviation (s.d.) of the two estimators for 100 000 independent simulated
sample paths with θ0 = 0.5 and x0 = 1
ε n θˆ (S)ε,n θˆε,n
Mean s.d. Mean s.d.
0.10 5 0.51798 0.06248 0.49733 0.05740
0.10 10 0.50724 0.05984 0.49719 0.05734
0.10 50 0.49882 0.05786 0.49708 0.05735
0.05 5 0.52003 0.03124 0.49925 0.02868
0.05 10 0.50946 0.02991 0.49921 0.02866
0.05 50 0.50116 0.02890 0.49919 0.02866
0.01 5 0.52070 0.00625 0.49987 0.00574
0.01 10 0.51018 0.00599 0.49987 0.00574
0.01 50 0.50191 0.00578 0.49987 0.00574
Solving the differential equation L˜θϕ(x, θ) = −λ(θ)ϕ(x, θ), where L˜θ = θ
√
x2 + 1∂x , one
has for x 6= 0,
ϕ(x, θ) = exp
{−λ(θ)
θ
(
log |2x + 2
√
x2 + 1|
)}
.
Therefore, by taking λ(θ) = −θ , a nontrivial eigenfunction defined for all x ∈ R is
ϕ(x) = 2x + 2
√
x2 + 1.
The approximate martingale estimating function is given by
Gε,n(θ) =
n∑
k=1
(X2tk−1 + 1)
[
ϕ(X tk )
ϕ(X tk−1)
− eθ/n
]
.
By the estimating equation Gε,n(θ) = 0, one has the estimator
θˆε,n = n
{
log
(
n∑
k=1
(X2tk−1 + 1)
ϕ(X tk )
ϕ(X tk−1)
)
− log
(
n∑
k=1
(X2tk−1 + 1)
)}
.
It follows from Theorem 1 that the asymptotic variance of ε−1(θˆε,n − θ0) is
I−1(θ0) =
(∫ 1
0
((X0s )
2 + 1)ds
)−1
,
where X0t is a solution of the differential equation: dX
0
t = θ0
√
(X0t )2 + 1dt , X00 = x0.
Table 1 below shows the means and the standard deviations of the two estimators θˆ (S)ε,n and
θˆε,n for θ0 = 0.5 and x0 = 1. The theoretical standard deviation of ε−1(θˆε,n − θ0) is that
1/
√
I (θ0) ≈ 0.574. For the case that n ≤ 10, θˆ (S)ε,n has a small bias when ε is small. On the other
hand, θˆε,n is unbiased even if n is small. In particular, θˆε,n works well with a small variance in
all cases. If n = 50, there is no difference between the two estimators θˆ (S)ε,n and θˆε,n .
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3.2. Nonlinear model 2
Consider another nonlinear model defined by the SDE
dX t = −θ1
(
X t + 2X t − θ2
1+ X2t
)
dt + εdwt , t ∈ [0, 1], ε ∈ (0, 1], X0 = x0,
where x0 and ε are known constants and θ1 and θ2 are unknown parameters, where θ1 > 0 and
θ2 > 0. Let θ = (θ1, θ2).
In this case, L˜θ = −θ1 x3+3x−θ21+x2 ∂x . By solving the differential equation L˜θϕ(x, θ) =−λ(θ)ϕ(x, θ), an eigenfunction is given by
ϕ(x, θ) = exp
{−λ(θ)
−3θ1 log
∣∣∣x3 + 3x − θ2∣∣∣} .
Therefore, it is natural to set that λ(θ) = 3θ1 because a nontrivial eigenfunction is given by
ϕ(x, θ) = x3 + 3x − θ2 =: ϕ(x, θ2),
and the eigenfunction is independent of θ1.
The approximate martingale estimating functions with respect to θ1 and θ2 are
G(1)ε,n(θ) =
n∑
k=1
X3tk−1 + 3X tk−1 − θ2
(1+ X2tk−1)2
(
ϕ(X tk , θ2)− e−3θ1/nϕ(X tk−1 , θ2)
)
,
G(2)ε,n(θ) =
n∑
k=1
θ1
(1+ X2tk−1)2
(
ϕ(X tk , θ2)− e−3θ1/nϕ(X tk−1 , θ2)
)
,
respectively. It then follows that
θˆ1,ε,n = −n3
[
log
n∑
k=1
ϕ(X tk , θˆ2,ε,n)
(1+ X2tk−1)2
− log
n∑
k=1
ϕ(X tk−1 , θˆ2,ε,n)
(1+ X2tk−1)2
]
,
θˆ2,ε,n = Ξ1Ξ2 − Ξ3Ξ5Ξ4(Ξ1 − Ξ5)+ Ξ2(Ξ2 − Ξ3) ,
where
Ξ1 =
n∑
k=1
(X3tk−1 + 3X tk−1)(X3tk + 3X tk )
(1+ X2tk−1)2
, Ξ2 =
n∑
k=1
X3tk−1 + 3X tk−1
(1+ X2tk−1)2
,
Ξ3 =
X3tk + 3X tk
(1+ X2tk−1)2
, Ξ4 = 1
(1+ X2tk−1)2
, Ξ5 =
n∑
k=1
(X3tk−1 + 3X tk−1)2
(1+ X2tk−1)2
.
An easy computation yields that I (θ0), which is concerned with the asymptotic variance of
ε−1(θˆε,n − θ0), is given by
I (11)(θ0) =
∫ 1
0
(
(X0s )
3 + 3X0s − θ2,0
1+ (X0s )2
)2
ds, I (22)(θ0) = θ21,0
∫ 1
0
1
(1+ (X0s )2)2
ds,
I (12)(θ0) = I (21)(θ0) = −θ21,0
∫ 1
0
(X0s )
3 + 3X0s − θ2,0
(1+ (X0s )2)2
ds,
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Table 2
(Nonlinear model 2) The mean and standard deviation (s.d.) of the two estimators for 100 000 independent simulated
sample paths with θ1,0 = 1, θ2,0 = 5 and x0 = 0.5
ε n θˆ1
(S)
ε,n θˆ1ε,n θˆ2
(S)
ε,n θˆ2ε,n
Mean s.d. Mean s.d. Mean s.d. Mean s.d.
0.10 5 0.63060 0.09962 1.03077 0.23692 5.17669 0.42509 5.05152 0.38069
0.10 10 0.79857 0.13181 1.03106 0.20755 5.08856 0.36961 5.03633 0.35419
0.10 50 0.98655 0.18092 1.03814 0.19869 5.02320 0.34479 5.02405 0.34500
0.05 5 0.62514 0.04985 1.00960 0.11464 5.14383 0.19865 5.01172 0.17821
0.05 10 0.78613 0.06574 1.00985 0.10177 5.06979 0.17712 5.00812 0.16899
0.05 50 0.96159 0.08938 1.01172 0.09770 5.01356 0.16708 5.00507 0.16604
0.01 5 0.62327 0.00998 1.00280 0.02268 5.13443 0.03903 4.99995 0.03499
0.01 10 0.78198 0.01313 1.00288 0.02019 5.06443 0.03501 4.99973 0.03334
0.01 50 0.95332 0.01778 1.00299 0.01939 5.01102 0.03311 4.99958 0.03281
where X0t is a solution of the differential equation: dX
0
t = −θ1,0 (X
0
t )
3+3X0t −θ2,0
1+(X0t )2
dt , X00 = x0.
Under the situation where θ1,0 = 1, θ2,0 = 5 and x0 = 0.5, the simulation results of the two
estimators for θ1 and θ2 are given in Table 2. In this case, the theoretical standard deviations of
ε−1(θˆ1,ε,n − θ1,0) and ε−1(θˆ2,ε,n − θ2,0) are approximately 1.88 and 3.24, respectively. Even if
n ≤ 10, θˆ1,ε,n is unbiased, while θˆ (S)1,ε,n has a considerable bias in all cases. We see that θˆ1,ε,n has
a reasonable standard deviation even if ε = 0.1 or n = 5. For estimation of θ2, θˆ2,ε,n is unbiased
in all cases, while θˆ (S)2,ε,n has a small bias when n = 5. Furthermore, it is worth mentioning that
the standard deviation of θˆ2,ε,n is smaller than that of θˆ
(S)
2,ε,n in most cases. In the case that n = 50,
it seems that there is no difference between θˆ (S)2,ε,n and θˆ2,ε,n . On the whole, both θˆ1,ε,n and θˆ2,ε,n
work well for this model.
4. Discussion
In this section, we discuss an extension of this paper to the following d-dimensional diffusion
process.
dX t = b(X t , θ)dt + εσ (X t )dwt , t ∈ [0, 1], ε ∈ (0, 1], X0 = x0,
wherew is an r -dimensional standardWiener process, the diffusion coefficient σ :Rd → Rd⊗Rr
and ε are known and the drift b: Rd × Θ¯ → Rd is known apart from the parameter θ .
From the theoretical point of view, it is possible to extend the result of this paper to the
d-dimensional diffusion process. In practice, however, we need to find an Rd -valued function
ϕ(x, θ) and a d × d-matrix of constants Ψ(θ) such that L˜θϕ(x, θ) = Ψ(θ)ϕ(x, θ), where
L˜θ =
d∑
j=1
b j (x, θ)
∂
∂x j
.
For details of ϕ(x, θ) andΨ(θ) for the generator Lθ of a d-dimensional diffusion process, we can
refer [4]. If we explicitly get the function ϕ(x, θ), the matrix Ψ(θ) and the exponential matrix
eΨ (θ)/n defined as
etψ(θ) =
∞∑
m=0
tm
m!ψ
m(θ),
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then we have an approximate martingale estimating function
Gε,n(θ) =
n∑
k=1
δθb
∗(X tk−1 , θ)[σσ ∗]−1(X tk−1)(∂xϕ)−1
× (X tk−1 , θ)(ϕ(X tk , θ)− eΨ (θ)/nϕ(X tk−1 , θ)).
As an example, we consider a two-dimensional diffusion process with
b(x, θ) =
(
b1(x, θ)
b2(x, θ)
)
=
(
θ1x2
θ2x1
)
.
Setting
ϕ(x, θ) =
(
ϕ1(x)
ϕ2(x)
)
=
(
x1
x2
)
,
one has L˜θϕ1(x) = θ1x2 and L˜θϕ2(x) = θ2x1, so that L˜θϕ(x) = Ψ(θ)ϕ(x) and
Ψ(θ) =
(
0 θ1
θ2 0
)
.
Thus, we have
eΨ (θ)/n =

1
2
(e
√
θ1θ2/n + e−
√
θ1θ2/n)
1
2
√
θ1√
θ2
(e
√
θ1θ2/n − e−
√
θ1θ2/n)
1
2
√
θ2√
θ1
(e
√
θ1θ2/n − e−
√
θ1θ2/n)
1
2
(e
√
θ1θ2/n + e−
√
θ1θ2/n)
 .
As seen above, compared with a one-dimensional diffusion process, in general it is not easy
for a d-dimensional diffusion process to find ϕ(x, θ), Ψ(θ) and eΨ (θ)/n explicitly. However, it
seems that getting our estimating function is less difficult than getting the martingale estimating
function based on eigenfunction for the generator of the diffusion process, see [4]. In order to
get our estimating function, as the first step, we will try to get ϕ(x, θ) and Ψ(θ). It is obviously
difficult, but even if they are obtained explicitly, it will be also difficult to find an explicit form of
eΨ (θ)/n for a d-dimensional diffusion process. For that reason, there might not be so many cases
such that the approximate martingale estimating function is given explicitly. Therefore, we will
need to consider the more convenient procedure as a future work.
5. Proofs
For proofs of the results, we introduce some notation and functions. Let U (x, θ) = ϕ(x, θ)−
ϕ(X tk−1 , θ). Define that C
1,1
↑ (R × Θ;R) is the space of all functions f : R × Θ → R such
that (i) f is continuously differentiable with respect to x and θ , (ii) f and its derivatives are of
polynomial growth in x uniformly in θ .
In order to show Lemmas 1 and 2, we need the following lemma.
Lemma 3. Let f ∈ C1,1↑ (R× Θ¯;R). Assume A1–A3. Then, as ε→ 0 and n →∞,
(i)
sup
θ∈Θ¯
∣∣∣∣∣1n
n∑
k=1
f (X tk−1 , θ)−
∫ 1
0
f (X0s , θ)ds
∣∣∣∣∣ p−→ 0,
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(ii)
sup
θ∈Θ¯
∣∣∣∣∣ n∑
k=1
f (X tk−1 , θ)U (X tk , θ)−
∫ 1
0
f (X0s , θ)b(X
0
s , θ0)∂xϕ(X
0
s , θ)ds
∣∣∣∣∣ p−→ 0,
(iii) for i = 1, . . . , p,
sup
θ∈Θ¯
∣∣∣∣∣ n∑
k=1
f (X tk−1 , θ)(δiU )(X tk , θ)−
∫ 1
0
f (X0s , θ)b(X
0
s , θ0)∂xδiϕ(X
0
s , θ)ds
∣∣∣∣∣ p−→ 0.
Proof of Lemma 3. (i) Along the same lines as the proof of Theorem 1.2 in [6], it follows from
A1–A3 that sup0≤t≤1 |X t−X0t | = op(1) as ε→ 0. Therefore, sup0≤t≤1 | f (X t , θ)− f (X0t , θ)| =
op(1) for all θ . Consequently, one has
1
n
n∑
k=1
f (X tk−1 , θ)
p−→
∫ 1
0
f (X0s , θ)ds
as ε→ 0 and n →∞. Next, we will prove the uniformness of the convergence in the same way
as the proof of (4.3) in [27] or Lemma 8 in [11]. It follows from the assumption on f and A1 that
sup
ε,n
Eθ0
[
sup
θ
∣∣∣∣∣ ∂∂θ
(
1
n
n∑
k=1
f (X tk−1 , θ)
)∣∣∣∣∣
]
<∞,
which implies the tightness of the family of distributions of n−1
∑n
k=1 f (X tk−1 , ·) on the Banach
space C(Θ¯) with sup-norm.
(ii) By noting that
Lθ0U (x, θ) = b(x, θ0)∂xϕ(x, θ)+
1
2
ε2σ 2(x)∂2xϕ(x, θ),
Lemma 1 in [5] yields that
Eθ0 [U (X tk , θ)|Gnk−1] =
1
n
b(X tk−1 , θ0)∂xϕ(X tk−1 , θ)
+ R
(
θ,
ε2
n
, X tk−1
)
+ R
(
θ,
1
n2
, X tk−1
)
. (7)
Similarly, we see that
Eθ0 [(U (X tk , θ))2|Gnk−1] =
ε2
n
σ 2(X tk−1)(∂xϕ(X tk−1 , θ))
2 + R
(
θ,
1
n2
, X tk−1
)
. (8)
Let ξk(θ) = f (X tk−1 , θ){U (X tk , θ) − b(X tk−1 , θ0)∂xϕ(X tk−1 , θ)/n}. By (7), (8) and
Lemma 3(i), we see that as ε→ 0 and n →∞,
n∑
k=1
E[ξk(θ)|Gnk−1] =
n∑
k=1
{
R
(
θ,
ε2
n
, X tk−1
)
+ R
(
θ,
1
n2
, X tk−1
)}
p−→ 0,
n∑
k=1
E[(ξk(θ))2|Gnk−1] =
n∑
k=1
{
R
(
θ,
ε2
n
, X tk−1
)
+ R
(
θ,
1
n2
, X tk−1
)}
p−→ 0.
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Lemma 9 in [8] yields that
∑n
k=1 ξk(θ)
p−→ 0 as ε → 0 and n → ∞. For the tightness of∑n
k=1 ξk(·), it suffices to show the following two inequalities, see for instance Theorem 20 in
Appendix I in [10] or Lemma 3.1 of [27]:
Eθ0
( n∑
k=1
ξk(θ)
)2m ≤ C, (9)
Eθ0
( n∑
k=1
ξk(θ2)−
n∑
k=1
ξk(θ1)
)2m ≤ C |θ2 − θ1|2m, (10)
for θ, θ1, θ2 ∈ Θ¯ , where m > p/2.
Ito’s formula yields that ξk(θ) = Ak,1(θ)+ Ak,2(θ)− Ak,3(θ), where
Ak,1(θ) = f (X tk−1 , θ)
∫ tk
tk−1
Lθ0ϕ(X tk , θ)ds,
Ak,2(θ) = ε f (X tk−1 , θ)
∫ tk
tk−1
(∂xϕ)(Xs, θ)σ (Xs)dws,
Ak,3(θ) = 1n f (X tk−1 , θ)b(X tk−1 , θ0)∂xϕ(X tk−1 , θ).
It follows from the Burkholder–Davis–Gundy inequality that Eθ0 [|
∑n
k=1 Ak,2(θ)|2m] ≤ C.
By Lemma 6 in [11], we have that Eθ0 [|
∑n
k=1 Ak, j (θ)|2m] ≤ C for j = 1, 3. From these
inequalities, we obtain the inequality (9) and similarly it is possible to prove the inequality (10).
This completes the proof of (ii). By a similar way, (iii) can be shown. 
Proof of Lemma 1. By an easy computation concerned with K (i j)ε,n (θ) and Lemma 3, we can
show the result. 
Proof of Lemma 2. By (5),
Eθ0 [ϕ(X tk , θ0)|X tk−1 ] − e−λ(θ0)/nϕ(X tk−1 , θ0) = R
(
θ0,
ε2
n
, X tk−1
)
. (11)
Lemma 3(i) implies that as ε→ 0 and n →∞,
ε−1M (i)ε,n(θ0)− ε−1G(i)ε,n(θ0) =
n∑
k=1
R
(
θ0,
ε
n
, X tk−1
)
p−→ 0.
As ε−1Gε,n(θ0) is asymptotic equivalent to ε−1Mε,n(θ0) in the sense as above, it suffices to
show asymptotic normality of ε−1Mε,n(θ0). The predictable quadratic variation of the martingale
ε−1Mε,n(θ0) is as follows.
ε−2 < M (i)(θ0),M ( j)(θ0)>n = ε−2
n∑
k=1
(δib)(X tk−1 , θ0)v(X tk−1 , θ0)(δ jb)(X tk−1 , θ0)
(∂xϕ)2(X tk−1 , θ0)σ
4(X tk−1)
,
where v(X tk−1 , θ0) = Eθ0 [(ϕ(X tk , θ0) − Eθ0 [ϕ(X tk , θ0)|X tk−1 ])2|X tk−1 ]. Using (4) and (5), one
has that
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ϕ(X tk , θ0)− Eθ0 [ϕ(X tk , θ0)|X tk−1 ] = ε
∫ tk
tk−1
e−λ(θ0)(tk−s)(∂xϕ)(Xs, θ0)σ (Xs)dws
+ 1
2
ε2
∫ tk
tk−1
e−λ(θ0)(tk−s)(∂2xϕ)(Xs, θ0)σ 2(Xs)ds + R
(
θ0,
ε2
n
, X tk−1
)
.
Therefore, it follows that
v(X tk−1 , θ0)
= ε2Eθ0
[∫ tk
tk−1
e−2λ(θ0)(tk−s)(∂xϕ)2(Xs, θ0)σ 2(Xs)ds
∣∣∣∣ X tk−1]+ R (θ0, ε4n2 , X tk−1
)
= ε2Eθ0
[∫ tk
tk−1
e−2λ(θ0)(tk−s)
(
(∂xϕ)
2(Xs, θ0)σ
2(Xs)
− (∂xϕ)2(X tk−1 , θ0)σ 2(X tk−1)
)
ds
∣∣∣ X tk−1]
+ ε2Eθ0
[∫ tk
tk−1
(
e−2λ(θ0)(tk−s) − 1
)
(∂xϕ)
2(X tk−1 , θ0)σ
2(X tk−1)ds
∣∣∣∣ X tk−1]
+ ε
2
n
σ 2(X tk−1)(∂xϕ)
2(X tk−1 , θ0)+ R
(
θ0,
ε4
n2
, X tk−1
)
= ε
2
n
σ 2(X tk−1)(∂xϕ)
2(X tk−1 , θ0)+ R
(
θ0,
ε2
n2
, X tk−1
)
.
It then follows that ε−2 < M (i),M ( j)>n
p−→ I (i j)(θ0) as ε → 0 and n → ∞. The central limit
theorem for martingales yields that ε−1Gε,n(θ0)
d−→ N (0, I (θ0)) as ε → 0 and n → ∞. This
completes the proof. 
Proof of Theorem 1. In the same way as the proof of Theorem 6.1 in [18], we prove the
existence, the uniqueness and the consistency of θˆε,n . By the additional assumption on K (θ)
in Theorem 1, there exist a constant C > 0 and an open set Θ˜ including θ0 such that
inf
θ1,θ2∈Θ˜,|x |=1
∣∣∣∣∣
(∫ 1
0
K (θ1 + s(θ2 − θ1))ds
)∗
x
∣∣∣∣∣ > 2C.
For such a C > 0, let Xε,n,0 denote the subset of the sample space Xε,n defined by
Xε,n,0 =
{
X ∈ Xε,n
∣∣∣∣∣sup
θ∈Θ˜
|Kε,n(θ)− K (θ)| < C2 , |ε
−γGε,n(θ0)| < C,
inf
θ1,θ2∈Θ˜,|x |=1
∣∣∣∣∣−
(∫ 1
0
Kε,n(θ1 + s(θ2 − θ1))ds
)∗
x
∣∣∣∣∣ > C
}
.
By Lemma 2, we see that as ε→ 0 and n →∞,
Pθ0
[|ε−γGε,n(θ0)| ≥ C]→ 0. (12)
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Lemma 1 yields that as ε→ 0 and n →∞,
Pθ0
[
inf
θ1,θ2∈Θ˜,|x |=1
∣∣∣∣∣−
(∫ 1
0
Kε,n(θ1 + s(θ2 − θ1))ds
)∗
x
∣∣∣∣∣ ≤ C
]
→ 0. (13)
For C > 0, there exists N0(C) ∈ (0, 1] such that for any ε ∈ (0, N0(C)) and |δ| ≤ 1,
{θ : |θ−θ0| ≤ εγ } ⊂ Θ˜ and |K (θ0+δεγ )−K (θ0)| < C/2. For X ∈ Xε,n,0, let Iˆ (u) be a function
Iˆ : {u ∈ Rp : |u| ≤ 1} → Rp ⊗Rp defined by Iˆ (u) = − ∫ 10 Kε,n(θ0 + εγ uξ)dξ. It then follows
that for x ∈ Rp satisfying |x | = 1, |( Iˆ (u)+K (θ0))∗x | ≤ supθ∈Θ˜ |Kε,n(θ)−K (θ)|+ C2 < C. As
we see that inf|x |=1 |( Iˆ (u))∗x | ≥ inf|x |=1(| − (K (θ0))∗x | − |( Iˆ (u))∗x + (K (θ0))∗x |) > C, Iˆ (u)
is invertible on Xε,n,0. For X ∈ Xε,n,0, let H be a function on {u ∈ Rp : |u| ≤ 1}
defined by H(u) = ε−γ Iˇ (u)Gε,n(θ0), where Iˇ (u) = Iˆ−1(u). It then follows that |H(u)| ≤
C sup|x |≤1 |( Iˇ (u))∗x | ≤ 1. Thus, Brouwer’s fixed-point theorem yields that for X ∈ Xε,n,0,
there exists a uˆ ∈ {u : |u| ≤ 1} such that H(uˆ) = uˆ. Moreover, setting θˆε,n = θ0 + εγ uˆ
and using Taylor’s theorem, one has Gε,n(θˆε,n) = εγ Iˆ (uˆ)(H(uˆ) − uˆ) = 0. As we see that∫ 1
0 Kε,n(θ1 + s(θ2 − θ1))ds is nonsingular uniformly in θ1, θ2 ∈ Θ˜ on Xε,n,0, for X ∈ Xε,n,0,
there exists a unique θˆε,n ∈ Θ˜ such that Gε,n(θˆε,n) = 0 and θˆε,n lies in the εγ -neighborhood of
θ0. Moreover, by Lemma 1, (12) and (13), Pθ0 [X cε,n,0] → 0 as ε → 0 and n → ∞. Therefore,
we have that as ε→ 0 and n →∞,
Pθ0 [(∃1θˆε,n ∈ Θ˜ such that Gε,n(θˆε,n) = 0) and (|θˆε,n − θ0| ≤ εγ )] ≥ Pθ0 [Xε,n,0] → 1.
This completes the proof of the existence, the uniqueness and the consistency.
Next, we prove the asymptotic normality of θˆε,n . Taylor’s formula yields that
Dε,nSε,n = ε−1Gε,n(θˆε,n)− ε−1Gε,n(θ0),
where Dε,n =
∫ 1
0 Kε,n(θ0+u(θˆε,n−θ0))du and Sε,n = ε−1(θˆε,n−θ0). Now that we have already
obtained Lemmas 1 and 2, there is no difficulty in proving the asymptotic normality of θˆε,n . It
can be shown in the same way as the proof of the asymptotic normality of Theorem 1 in [23].
This completes the proof. 
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