In this article, we give a geometric description for any invertible operator on a finite dimensional inner-product space. With the aid of such a description, we are able to decompose any given conformal transformation as a product of planar rotations, a planar rotation or reflection and a scalar transformation. Also, we are able to conclude that an orthogonal transformation is a product of planar rotations and a planar rotation or a reflection.
Introduction
A classical theorem on orthogonal operators on a finite dimensional inner-product space decomposes the given operator into planar rotations and possibly a planar reflection [1, 2] . The standard proof of this theorem relies on the fundamental theorem of algebra applied to the characteristic polynomial of the complexified operator. Such a proof lacks geometric intuition regarding these planar rotations or reflections which arise in the decomposition of an orthogonal operator. One of the aims of this article is to provide a more geometrically inclined proof of this theorem. In Section 2 we fix notation and recall a few elementary definitions. Section 3 introduces elementary but novel concepts such as an axial-vector and the axis of a basis of a finite dimensional real inner-product space. In Section 4 we identify a class termed axonal operators. Theorem 4.1 gives a geometric description of invertible operators using axonal operators. Finally, in Section 5, Theorem 5.1 gives a decomposition of conformal operators into planar rotations followed possibly by a reflection and a scalar transformation. A similar theorem for orthogonal operators is noted in Theorem 5.2.
Preliminaries
Throughout this article, V denotes a finite dimensional inner-product space of dimension n ∈ N over the field of real numbers R. The set of all invertible operators on V shall be denoted by GL(V ). 
we say that α is an axial-vector of the given basis
Remark 3.1. Let α be an axial-vector of a basis {u i } n i=1 of an inner-product space V .
Clearly, the ratio
is independent of the choice of i ∈ {1, 2, . . . , n}. Thus, the axial-vector α makes the same angle with each of the basis vectors u i for i ∈ {1, 2, . . . , n}.
2. When n = 1,
3. However, when n ≥ 2, if 
is an equimodular basis of V . Given a non-zero real ω, we prove the existence of a non-zero α ∈ V such that u i , α = ω for all i ∈ {1, 2, . . . , n}. Such an α would be an axial-vector of the given equimodular basis.
Let A be the n × n matrix with
where Ω is the column vector (ω, ω, . . . , ω)
T . Existence of a solution X to the latter system suffices to prove the existence of α. In fact, we show that for each Ω there is a unique solution X by proving that A is invertible.
Suppose to the contrary that A is not invertible. Then, there exists a non-zero column vector Y = (y 1 , y 2 , . . . , y n )
If ω is non-zero, it is evident from X = A −1 Ω that X = 0 and hence α is non-zero. This proves the existence of an axial vector for the given basis.
Suppose that α andα are two axial-vectors of a given equimodular basis
T . Corresponding to the axial vectors α andα, there are two non-zero real numbers ω andω such that u i , α = ω and u i ,α =ω for all i ∈ {1, 2, . . . , n}. These two sets of n equations are the two systems AX = Ω and AX =Ω where Ω = (ω, ω, . . . , ω)
T andΩ = (ω,ω, . . . ,ω) T . Clearly the column vectors Ω and Ω are linearly dependent. Hence the corresponding solutions X = A −1 Ω and X = A −1Ω are linearly dependent. We can now conclude that the axial-vectors α andα are linearly dependent. We denote the set of all axonal operators on V by AX(V ). The latter is a subset of GL(V ). 
We note that if either h or k equals 0, angle φ ∈ {0, 1 2 π, π}, contradicting hypothesis.
Next, assume a linear relation of the form
. Using Eq. (2) from above, we get
The summands are in orthogonal complements S and S ⊥ while h, k = 0. Hence we conclude
Adding the two equalities, we get 
is a unimodular basis of V . Let L 1 be the axis of the basis {u i } n i=1 and L 2 be the common axis of the bases
. There exists a rotational operator R of V which maps L 1 to L 2 . Clearly, every rotational operator is invertible and norm-preserving and hence {R(u i )} n i=1 is a unimodular basis whose axis is L 2 . Further the linear operator A which maps R(u i ) to w i for all i ∈ {1, 2, . . . , n} is axonal. Let D be the diagonal operator on V which maps w i to v i . Since both T and 
Remark 5.2. A linear function is conformal if and only if it is angle preserving.
Theorem 5.1. Given any conformal T ∈ GL(V ), we can write
where R k is a rotational operator on V for each k ∈ {1, 2, . . . , n − 2}, R is either a rotational or a reflectional operator on V and D is a scalar operator on V .
Proof. We induct on n -the dimension of V . For unidimensional V , every T is a scalar operator. When dimension of V is two, it is easily verified that every conformal T is of the form D • R where D is a scalar operator on V and R is either a rotation or a reflection of V . to be orthonormal, then
is an orthonormal basis. We conclude that A 1 is orthogonal.
Now that A 1 and R 1 are conformal and T is given to be conformal, we con-
1 is conformal. Hence, D is a scalar operator. Suppose α is an axial-vector of the basis
. If the common angle between α and each of these basis vectors is θ, then A 1 (α) makes the same angle θ with each of the vectors from the basis {v i } n i=1 as A 1 is orthogonal. Hence A 1 (α) is an axial-vector for the basis {v i } n i=1 . However, these two bases share a common axis, say, W . Since W = Span{α} = Span{A 1 (α)} and A 1 is orthogonal, A 1 (α) = ±α. By replacing D by −D if necessary, we assume A 1 (α) = α and hence A 1 is the identity on W . Since A 1 is orthogonal, W ⊥ is an invariant subspace of A 1 . Thus we may write A 1 = id ⊕ T 2 where id is the identity operator on W and T 2 is an orthogonal operator on W ⊥ of dimension n − 1. We apply induction hypothesis to the orthogonal T 2 to realize this as a composition
whereD 2 is scalar whileR is either reflectional or rotational andR 2 ,R 3 , . . . ,R n−2 are rotational operators on W ⊥ . Since T 2 is orthogonal,D 2 is the identity on W ⊥ . We extendR,R 2 ,R 3 , . . .R n−2 respectively to R, R 2 , R 3 , . . . R n−2 by declaring the latter operators to be identity on W . We now have
Theorem 5.2. Given any orthogonal T ∈ GL(V ), we can write
where R k is a rotational operator on V for each k ∈ {1, 2, . . . , n − 2} and R is either a rotational or a reflectional operator on V .
Proof. T being orthogonal is conformal. From Theorem 5.1, we may write
where R k is a rotational operator on V for each k ∈ {1, 2, . . . , n − 2}, R is either a rotational or a reflectional operator on V and D is a scalar operator on V . Since T is orthogonal, the scalar operator D has to be the identity and hence T = R • R n−2 • R n−3 • · · · • R 2 • R 1 .
