Immediately following September 11, 2001, the District of Columbia Department of Health and other health departments across the United States began using Emergency Room Syndromic Surveillance Systems. In these systems, data are received from a number of local hospital emergency rooms and analyzed daily using a variety of statistical detection algorithms. This paper characterizes the performance of these statistical detection algorithms in practical yet rigorous terms, and helps identify the optimal parameters for each of three algorithms considered using data from DC's syndromic surveillance system between September 11, 2001 and June 19, 2006. A two-pronged fine-tuning approach was used to improve the sensitivity of each algorithm to detecting simulated outbreaks and to identifying previously known outbreaks that occurred in DC data including the 2002 and 2004 flu outbreaks. Additionally, the fine-tuned versions of the algorithms were compared to determine which algorithm was the most effective.
INTRODUCTION
Immediately following September 11, 2001, a number of Departments of Health around the United States began using Emergency Room Syndromic Surveillance Systems (ERSSS). In these systems, data are received from a number of local hospital emergency departments and analyzed daily using a variety of statistical detection algorithms. When a syndromic category shows an unusually high occurrence, the detection algorithms flag, and a patient chart review is initiated to determine if the irregularity is a real threat. Statistical detection algorithms play a critical role in any syndromic surveillance system, yet at times they are applied without careful considerations of their statistical properties and performance.
For example, many syndromic surveillance systems utilize "packaged" statistical detection algorithms such as the Center for Disease Control's Early Aberrations Reporting System [1] with little control over the parameters values used in those algorithms. However, selection of parameter values for an algorithm has a large impact on the statistical performance of the algorithm. In general, the performance of a statistical detection algorithm is characterized by a tradeoff among three factors: sensitivity, false positive rate, and timeliness. Sensitivity represents an algorithm's ability to flag when an outbreak is really happening. The false positive rate represents the likelihood it alarms incorrectly, when an outbreak is not occurring, and timeliness refers to an algorithm's ability to flag as early as possible when an outbreak is occurring.
In this paper, we studied the performance of three commonly used statistical detection algorithms against detecting simulated outbreaks and previously "known" outbreaks detected in data from the District of Columbia's (DC) Department of Health's ERSSS [2] . The three algorithms included a standard CUSUM, a version of the CUSUM based on deviations from an 3 exponentially weighted moving average, and the multivariate CUSUM, as in [3] . Our primary aim was to fine-tune the key parameters in each detection algorithm to ensure optimal performance in terms of reasonable trade-offs between sensitivity, timeliness, and the false positive rate of the algorithms. Second, we compared the three fine-tuned versions of the algorithms to determine which algorithm offered optimal performance for public health practice.
Section 2 describes the data and statistical detection algorithms study in this analysis as well as the two-pronged fine-tuning approach utilized. Section 3 discusses the results of the finetuning analysis and the comparison of the optimal versions of each algorithm. Section 4 discusses the implications of our findings.
METHODS
Since one of the goals of our analysis was to identify flu outbreaks, we chose to fine-tune the algorithms using a part of the data in which there were no flu outbreaks. We regard a flu outbreak as a period characterized by a sudden increase in the number of people with flu-like symptoms in a given location. Since flu outbreaks in the United States usually occur from December through April, we defined the "flu season" to be December 1 through April 30 of the subsequent calendar year and the "non-flu season" to be the remainder of the year.
Data
Data for this analysis came from DC's ERSSS. In DC, emergency department logs from nine hospitals are sent on a daily basis to the health department, where health department staff code them on the basis of chief complaint, recording the number of patients in each of the following mutually exclusive syndromic categories: death, sepsis, rash, respiratory illness, gastrointestinal illness, unspecified infection, neurological illness, and other complaints [4] .
Coding is done hierarchically, in the order given, so patients with two or more complaints will be assigned the first one on the list. The data span the calendar dates of September 11, 2001 to June 19, 2006, i.e. 1,743 days. We used only part of the data, representing the time between September 11, 2001 and May 17, 2004 (the period covered by our previous research) as a test sample to determine the parameter values in our fine-tuning analysis. The remainder was set aside until this was accomplished and the complete data set used to validate our choices, as described in more detail below.
With the exception of some of the first days of the program, daily counts that were missing were imputed using the imputation strategy described in the appendix. After imputing the missing counts in the data, we standardized the daily counts for each condition and hospital by dividing the daily count by the mean number of cases in the non-flu seasons.
Statistical detection algorithms
The CUSUM algorithm monitors the daily statistic S i which is defined by the recursive formula ) ) ( , 0 max(
where Xi denotes the observed daily count on day i, µ denotes the overall mean daily count estimated from the data, and k is an off-set parameter set by the user [5] [6] . This statistic cumulates positive deviations from the average in order to detect small but persistent increase in cases. The CUSUM algorithm alarms or flags at time
where h is computed empirically to guarantee a fixed false positive rate (specified by the user) in the non-flu seasons.
In our analysis, we focus on fine-tuning the user-specified value of k. The parameter k is a result 5 of the theoretical derivation of the univariate CUSUM as a sequential likelihood ratio test for a shift δ in the mean parameter of a normal distribution. Under standard assumptions, k is usually set to δ/2, for a shift that must be detected quickly. In syndromic surveillance however, we typically expect outbreaks that increase in size over time, so the standard theory does not determine an optimal k. Instead, k must be determined empirically using methods such as those described below. The theory does,however, suggest that choice of k matters a great deal. If k is too small, the algorithm will detect every fluctuation in the data while if it is too large, the algorithm will not detect anything at all.
The CUSUM based on deviations from an exponentially weighted moving average, which we refer to throughout as EXPO, adds one additional step to the CUSUM algorithm described above [7] . First, the EXPO algorithm predicts the daily counts, X i , using an exponentially weighted moving average. Specifically, it defines 1 ) 1 (
where 0 ≤ λ ≤ 1 is a user-specified parameter and represents the degree of smoothing that is to be done in the data (i.e. smaller values correspond to more smoothing). The algorithm then monitors the differences between the actual and predicted counts using the statistic S i which is defined by the following recursive formula
As with CUSUM, the EXPO algorithm flags at time
where h is computed empirically to guarantee a fixed false positive rate (user-specified) in the non-flu seasons. In contrast to CUSUM, EXPO should allow for more powerful detection when outbreaks appear against a linearly increasing background pattern. With EXPO, two parameters must be fine-6 tuned: k and λ. Both parameters are supplied by users in this algorithm and their selected values will have a large impact on the statistical performance of the algorithm.
Lastly, we worked to fine-tune the multivariate CUSUM algorithm, which we refer to as MV CUSUM. The MV CUSUM was developed for monitoring multiple streams of data on a daily basis (e.g., streams of data from more than one hospital or streams of data from more than one condition within a hospital) [3] and can offer greater utility when an outbreak is likely to influence the daily counts of more than one symptom group. It follows the same logic as the standard CUSUM except that now daily counts are represented by a vector X i whose dimension is p x 1 where p represents the number of streams being analyzed together. We define
and Σ -1 is the estimated variance-covariance matrix for the p streams of data being analyzed using only daily counts from the non-flu seasons. The MV CUSUM algorithm flags at
For the MV CUSUM algorithm, k is the parameter of interest for finetuning purposes. It is user-specified and its value will impact the statistical performance of the algorithm.
Fine-tuning approach
To fine tune the three algorithms defined above, we used a two-pronged approach that aims to characterize the performance of the algorithms in rigorous, yet practical terms. First, we utilized a simulation study to estimate receiver operating characteristic (ROC) curves and determine which parameter values provided an optimal trade-off between false positive rates and 7 sensitivity of an algorithm [8] . Second, we used "known" outbreaks in the DC Department of Health data to assess the timeliness and sensitivity of an algorithm when faced with detecting actual (non-simulated) outbreaks. Data available for the initial fine-tuning analysis spanned the calendar dates from September 12, 2001 to May 17, 2004, i.e. 980 days.
To perform the simulation study, we first created 970 datasets from the DC data with simulated outbreaks as follows. Linearly increasing outbreaks were inserted into each dataset such that x extra cases were inserted on day one of the outbreak, 2x on day two, and 3x on day 8 Finally, we plotted the sensitivity of the algorithm to flag by day three in the non-flu seasons by the false positive rate and computed the area under the sensitivity curve (see below).
The set of parameters of the algorithm that gave the curve with the maximum area was consider to be the optimal set of parameter values in the simulation study since it gave the best balance between sensitivity and false positive rates [8] .
After selecting a small number of candidate values that performed well under the ROC curve approach, we proceeded to the second part of our fine-tuning analysis. In the second part of our analysis, we assessed how well the selected candidate values did at detecting previously We selected data from three hospitals for our fine-tuning analysis. The hospitals represented small, medium, and large sized hospitals. Throughout this paper, we refer to these hospitals as hospitals H, A, and I, respectively. For each, we used data for two conditions:
unspecified infection and gastrointestinal.
Graphical presentation
The results of our analysis are presented primarily in two different graphical formats.
The results of the simulation studies are presented in terms of ROC curves, as in 
RESULTS

Fine-tuning the CUSUM algorithm
As described above, we began our study by fine-tuning the k parameter found in the standard, univariate CUSUM algorithm. We studied the performance of a large range of k values beginning with the performance of the univariate CUSUM for k = 2, 2.5, 3, …, 6. However, these values performed very poorly. Thus, we closely examined the performance of values of k 10 between 0.25 and 2. In general, we found that the following rule of thumb worked well for applying the univariate CUSUM: If a hospital has a mean non-flu season daily rate of less than five cases per day, k = 1.5 is optimal for standardized data. If a hospital has a mean non-flu season daily rate of greater than five cases per day, k = 0.5 is optimal. Thus, according to Table   1 which shows the mean daily number of cases in the non-flu seasons for each hospital and condition, k = 1.5 was optimal for hospitals A and H for unspecified infection and k = 0.5 was optimal for all other cases. Fine-tuning the EXPO algorithm 14 Repeating the steps above, we began fine-tuning the k and λ parameters of the EXPO algorithm using the ROC curve approach. Searching for optimal values of (k,λ) involved an iterative process of first fine-tuning λ for k = 0.5 and 1.5 and then fixing λ between 0.1 and 0.5 and varying k. This process was repeated until optimal performance was detected for values of k between 0.25 and 0.5 and values of λ between 0.2 and 0.4. Interestingly, we found that the same set of values for (k, λ) did well for all hospitals and conditions. However, we also found that there was far less of a distinction between the groups of selected candidate values for the EXPO algorithm than we found for the selected candidate values in the CUSUM algorithm. Figure 5 shows the results from the ROC curve analysis for hospital A and unspecified infection. Here, 
Fine-tuning MV CUSUM algorithm
Finally, we applied our two-pronged fine-tuning approach to the k parameter in the MV CUSUM algorithm. We found that k is sensitive to the number of data streams on which the algorithm is applied. For example, when applied to three streams of data (daily standardized counts from hospitals A, H and I for unspecified infection or gastrointestinal), k = 7 was an optimal value (see Figure 7 for results from unspecified infection). On the other hand, when applied to six streams of data (daily standardized counts from hospitals A, H and I for BOTH unspecified infection and gastrointestinal), k = 9 was optimal (see Figure 8 ).
17 the ROC approach (Figure 7) , we selected k = 7 as the value for the MV CUSUM when applied to three streams of data in this data set. We further studied the robustness of our results by rerunning the analyses above on three different hospitals (Hospitals B, C, and D) for unspecified infection and respiratory daily counts.
Again, the fine-tuned results for CUSUM and EXPO remained the same while the MV CUSUM optimal values for k changed. For three streams of unspecified infection, k = 5 was optimal and for three streams of respiratory, k = 6 was optimal.
Comparing fine-tuned algorithms
Other studies have found a slight advantage to the MV CUSUM algorithm when applied to multiple streams of data [3] . We investigated whether this advantage continued after the algorithms' parameters had been fine-tuned. In order to assess this, we compared the fine-tuned versions of the CUSUM, EXPO, and MV CUSUM algorithms on three and six streams of data.
When extending the univariate CUSUM and EXPO algorithms to three or six streams of data, the false positive rate of the algorithms applied to any one stream must be decreased to maintain a consistent daily false positive rate over multiple streams, i.e. the probability that one or more data streams will flag on a given day. Thus, using rules for multiple testing, we decrease the individual stream false positive rates to Although we explored only a limited set of detection algorithms and parameter values, our results suggest that simply using "canned" statistical detection algorithms with preset parameters may not give the optimal results for a given algorithm or data set. Rather, data need to be examined regularly using approaches similar to those above to fine-tune the parameters in the statistical detection algorithms to the data upon which they are being applied. Thus, it would be fruitful for systems such as the Center for Disease Control's Early Aberrations Reporting
System which was originally developed for analysis of newly collected and sparse data sets to add an automated fine-tuning step to ensure optimal performance of the detection algorithms when applied to any given data set.
The second conclusion is that, comparing the three detection algorithms applied to three or six data streams simultaneously in simulation studies, the multivariate CUSUM algorithm outperformed the two univariate methods in two of three settings examined in the simulation study, and in the detection of the beginning of the flu outbreak when applied to real data. The EXPO algorithm performed the best in one setting, namely detecting linearly increasing outbreaks in unspecified infection data from three hospitals. These results were also found in [3] . The results
show that it is difficult to identify any particular characteristics of the data that would suggest that one algorithm is uniformly better than another.
The optimal parameters and detection algorithms that we found in this analysis, of course, apply only to the particular data sets analyzed and the types of outbreaks studied (namely, linearly increasing outbreaks). The results cannot be generalized to other data streams and especially to other health departments. However, the conclusion that the parameters need to 26 be tuned to the data does apply in general. Fine-tuning parameters on an annual or biannual basis would be prudent for any Emergency Room Syndromic Surveillance System.
These results are subject to limitations. The cut-off value of five cases for the mean standardized daily counts in the non-flu seasons for the univariate CUSUM was developed after observing that 0.5 worked well for hospital C (used in the sensitivity analysis) which had a mean standardized count of 5.3 cases for respiratory infection while for hospital A with a mean standardized count of 4.8 for unspecified infection, 1.5 was superior. While not exact, this rule of thumb worked very well in the DC data and should only be used as a starting point for other data sets. We also acknowledge that we cannot generalize our results for the univariate CUSUM beyond a mean standardized count of 28.1 cases (e.g. the largest stream of daily counts available to us in the DC data. Similar caution must be taken when trying to extrapolate our results for the EXPO and MVCUSUM algorithms.
In addition, the detection algorithms we used do not account for day of the week effects.
According to our previous analyses [2], these do exist in the data but are smaller than in many other data sources. Adding day of the week terms to a prediction model or pre-filtering the data to remove day of the week effect would presumably result in a greater signal to noise ratio in the data, but not fundamentally change its nature. Thus increasing the sophistication of the detection algorithms by accounting for day of the week effects might improve their performance, but it is unlikely to alter the conclusions of this paper about the need for tuning the parameters.
Furthermore, our simulation studies use a relatively simple linear pattern to describe the simulated outbreak. While actual outbreaks may have a very different pattern, the outbreaks of most public health concern, including seasonal and pandemic influenza, will grow in size over time, the general pattern that our simulations represent. More complex patterns might vary the 27 specific results but again will not the key finding concerning the need to fine tune parameters in statistical detection algorithms.
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