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Abstract: In view of recent results on the asymptotic behavior of the pre-
diction error covariance for a state variable system, see Ref. 1, an identification
scheme for AutoRegressive Moving Average (ARMA) processes is proposed. The
coefficients of the d-step predictor determine asymptotically the system moments
Uo,..., Ud-l. These moments are also nonlinear functions of the coefficients of
the successive 1-step predictor. Here, we estimate the state variable parameters
by the following scheme. First, we use the Burg technique, see Ref. 2, to find the
estimates of the coefficients of the successive 1-step predictors. Second, we com-
pute the moments by substitution of the estimates provided by the Burg technique
for the coefficients in the nonlinear functions relating the moments with the 1-step
predictor coefficients. Finally, the Hankel matrix of moment estimates is used to
determine the coefficients of the characteristic polynomial of the state transition
matrix, see Refs. 3 and 4.
A number of examples for the state variable systems corresponding to
ARMA(2,1) processes are given which show the efficiency of this technique when
the zeros and poles are separated. Some of these examples are also studied with
an alternative technique, see Ref. 5, which exploits the linear dependence between
successive 1-step predictors and the coefficients of the transfer function numerator
and denominator polynomials.
In this paper, the problems of order determination are not considered; we
assumed the order of the underlying system. We remark that the Burg algorithm
is a robust statistical procedure. With the notable exception of Ref. 6 that uses
canonical correlation methods, most identification procedures 'in control" are based
on a deterministic analysis and consequently are quite sensitive to errors. In general,
spectral identification based on the windowing of data lacks the resolving power of
the Burg technique, which is a super resolution method.
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31. Introduction
We will be concerned with determining a state variable description of a
linear system which produces as output a random s-vector valued process
[y:], n<O. This process is stationary Gaussian and identical in law to the
s-vector valued stationary Gaussian stochastic process Lyn] , n > 0 which is
available as input to be processed for identification.
We assume that lyn , n > 0 is the output of a linear autonomous system.
We consider all triplets (H,O,G) where H, 0 and G are sxp, pxp, pxr matrices
with real number entries. With each triple, we associate the following
dynamical system
x 0 n x + G w (la)
n+l n n
7 = H x (lb)
n n
where wn is an r-vector valued Gaussian white noise sequence, xo is Gaussian
of zero mean and covariance -, independent of wn. We assume that
-0 0' + G G'. (2)
If R(t) denotes the covariance matrix of Cyn], n > 0
R(t) = E yt+j yj > o . (3)
Define the following equivalence relation between (H,0,G) and (C,A,B).
Definition 1.1: (H,0,G) - (C,A,B) iff
H 0k 1 H' = C Ak 7 2 B k > 0
where
i = 0 E1 0' + G G' (4a)
E =A A' + B B' . (4b)Z 2
4We are only concerned with the equivalence class containing (H,0,G) with
H ~0 f1 H' = R) , I > .
Remark 1.1: We assume that Y n ], n > 0 is generated by sistem (la) and (lb).
To avoid trivial complications, E is taken positive definite.
Since our problem consists simply on the determination of the above
equivalence class, we will select a canonical element to represent the
class, with the following properties;
1) (H,O,G) is completely controllable and completely observable,
2) det (zI-0) is a strictly Hurwitz polynomial, i.e., all roots lie
within the unit disk,
3) r = s, the number of inputs is equal to the number of outputs,
see Refs. 7 - 9.
The following assumption serves as a regularity conditioh:
Assumption 1.1: The canonical element (H,O,G) of the equivalence classes of
[Yn], n > 0 is such that UO = H G is invertible.
Note that all the assumptions of Ref. 1 are valid. Consequently, there
exists a matrix P, positive semi - definite, (it is the prediction error
covariance), so that the following is true: the conditional distribution of
xn+1 given yt,...,y n is normal, with mean
A
XnUlIn = E(xn+ lyn,...,yt)
and covariance P Furthermore,
Pn P = G G',
t-- -o
n ---- -----
5the limit being attained by a monotone non- increasing sequence in the
natural ordering of the cone of positive semi - definite matrices, see Ref.
1.
Of course, "the' representative of the equivalence class of [y 3, n > 0
is in fact a set of system moments,
Uo Ul,...
and coefficients
ai, i = it...,p
where U= H 0 G and det (sI - 0) = s p - f .
Each equivalence class is the set of systems with the same z transform.
2. Representation of the d-Step Predictor.
We define the d-step predictor as
m k
Yklm E(Yik y m...lyt) = -5 bk (j)y (5)kkj=t
where k = d + m, d > 0. Further, the i-step predictor coefficients am+1 j)
are
m+1 m+la (j) = b (j) (6)
m
bk (k) = 1 and b (j) = 0 for j > k.
m a
The following theorem relates the d-step predictor to the 1-step
predictor.
6Theorem 2.1:
A m A
Ym+dlm = E(ym+d Ij); =j=t
and, for t - -co,
_ .m+d-1 _ ^
Ym+dlm = Ym+dlm+d-l + d- (Yj - (Ba)m+ -j o a y Y j-)
where
A
Yalb = Ya -Yalb' (8b)
Proof: The first result is an immediate consequence of the independence of
the innovations sequence, see Ref. 9.
The second relation is a consequence of the innovation expansion
A A m+d-I
7m+dlm+d-1 =Ym+dm + I EYm+d Ij)(E II.) Ij. (9)
Now, as t---oo, using results of Ref. 1,
E(y~+d I;) = H 0mdj pj H ; Um+d-j U'
and, also,
E(IjI:) = H Pj H' -UU U'
so that equations (Ba) and (8b) are a consequence of equation (9).
Corollary 2.1:
As t - -oo
bm+d() =am+dj) m+d- -1 m+d-ibm (j)U U a (j) + U a (. (10)
7Proof: This follows by expanding both sides of equations (8a) and (8b) as a
series in the y's and equating coefficients. Notice that bd(j)=O for
j=d+l,...,k-1.
In matrix form
m+d m+d m+d[l BI...Bd 1] a (m+d-1) a (m+d-2) ... a (m+l) = 0 (11)
I a +dl(m+d-2) a +d (m+l)
I
m+2
a (m+1)
UA_~ ~~~ I~~ J
-1mwhere Bj =U. Uo , or succintly,
[I B1...Bd-13 K (a(.)) =0. f(2)
Notice that equations (11) and (12) are consequences of equations (Sa) and
m+d(8b) and the fact that bm-(j) = 0, j = m,...,m+d-1.
0
In order to complete the description of the representative system, the
following theorem due to Pad& when s = 1, see Ref. 3, and to Ho and Kalman
in the general case, see Ref. 4, determines the transfer matrix dencminator
polynomial.
Theorem 2.2:
Let H(U) =Uo U1 Un-1 Un
U U UI n n+1
U U
n-l n
U U +1 . UznL n
The system (H,0,G) has state dimension p iff
det Hk 0 k = 1,2,...,p-1
det Hk = 0 k > p
Proof: see Refs. 3 and 4.
C0
Corollary 2.2:
H (U) E-a -ac1. -L 1] =. (13)p p p-i ... iJ =0. (3)
3. Identification
In general, we require a numerical procedure pass from the sequence
[yu3 to a 1-step predictor sequence
Ynln-l ]
n nor, more precisely, to a (j), n=0,1,... j(n. The coefficients a (j) satisfy
n-1
a (j) yj . (14)
j=t
Notice that Ynln and a (j) are estimates of the i-step predictor and its
coefficients.
In the case s=r=l, the Burg technique, see Ref. 2, provides the
estimates [an(j)], n>O. Our method then proceeds as follows: we estimate B.
as the solution of
A A A At I B1 B2 . Bj K (a'(.)) = 0, (15)1 ~ n
and finally determine the estimates of the coefficients of the
characteristic equation of 0 as
A A A A
H (B)C -a -a - 1 =0. (16)
9The choice of n depends on the settling time of the estimates, which in
turn depends on the zero locations, see Ref. 1. Hence, an increasing
sequence of n should be used with equations (15) and (16), n being large
enough when the estimates settle down. A similar method can be used to
determine the number of samples necessary to fing 'good' estimates of a'(.).
In the next section, we will outline our experience using this scheme in the
case s=r=l and where the process to be identified is an Autoregressive
Moving Average with 2 poles and 1 zero, i.e., an ARMA(2,1).
4. Examples
For an ARMA(2,1) process, the spectrum of tyn is
F(s).F(1/s) (17)
where
UOS + Ca U i
F(s) = (18)
S2_ a I 5 - a 2
In this case, if an(j) are the predictor coefficients,
B1 = - an(n-I) (19a
A An A An-aB2 = - a (n-2) + a (n-l) a (n-2) (19b)
An ^A ? n-Z A - An32
B3 - a(n3) a (n-) a a (n-2) a (n-3) -
An An-l ^n-2
- a (n-l) a (n-2) a (n-3) (19c)
a = ( 1 B2 B3 ) / ( B1 - B2 (20a)
AA A A A A A
02 =l B B3 - B2 B2 ) B1 B1 -B 2 ). (20b)
The examples displayed in Table 1 were investigated using simulation. A
program was written which had as input the zeros and the poles and as output
the sequence yn], n>0 via equation (1) and (2), with the white noise
""~s"l-~-- ---- ~-an r --
10
generated by the random number generator described in Ref. 10. This sequence
was input to a program which found the approximate i-step predictors based
on finite sequences of EYn]. Using the relations (15) and (16), estimates of
the zeros and poles were obtained.
Real and Estimated ParametersT
number UUC U1 U2 U3 1 c2 1.U*~~~r 01 02 03 ~ ~ a x y z
1.8 1.55 1.1 1 -0.25 .0.5 a.5 -0.8 Real
1000 1.760722 1.443739 0.947579 0.962593 -0.251121 0.481297±j0.139551 -0.798129
4.1 5000 1.757674 1.481965 0.987818 1.005 -0.286141 0.5025 !j0.183398 -0.752674 Estimated
20000 1.757207 1.479813 1.001 0.9944 -0.2675 0.4972 -jO.14245 -0.762807
1. .43 .239 0.3 0.1 .5 -0.2 -0.7 Real
1000 1.079234 0.394736 0.199674 0.293943 0.077503 0.318292 -0.024349 -0.785291
4.2 5000 1.078453 0.42504 0.217540 0.326341 0.073097 0.478958 -0.152616 -0.752112 Estimated
20000 1.076895 0.422296 0.230920 0.303568 0.095389 0.495507 -0.192507 -0.773895
0.1 0.29 0.001 -0.1 0.3 -0.6 0.5 -0.2 Real
1000 0.114946 0.265280 -8.1539 -0.153320 0.282903 -0.614042 0.468726 -0.268266
4.3 5000 0,105657 0.291954 -8.2857 E -0.139366 0.306679 -0.627836 0.48847 -0.245022 Estimated
20000 0.101993 0.292406 3.5151 -: -0.093291 0.301921 -0.598095 0.504804 -0.195284
-0.2 0.05 -0.014 -0.4 - -0.03 -0.3 -0.1 -0.2 Real
900 -0.183405 0.0259 -0.0150131 0.8615 0.17861 1.0342 -0.172703 1.04491
4.4 5000 -0.194165 0.0504 -0.025 -1.205 -0.1836 -1.02606 -0.178936 -1.01083 Estimated
20000 -0.197951 0.0518 -0.012 -0.149 0.002 0.012392 !-0.161392 0.048951
0. -0.02 0.006 -0.3 -0.02 -0,2 -0.1 -0.3 Real
1000 4.836 ,-3 -0.04218 -0.000049 -0.003 -0.04 -0.0015 ,j0.199994 -0.008
4.5 5000 5.69 E-3 -0.0183 -0.005 -0.2834 -0.0199 -0.1550751-0.128325 -0.28909 Estimated
8000 1.305 Z-3 -0.025 0.00609 -0.2359 -0.025657 -0.11795 -j0.108373 -0.2377205
0.5 0 -0.25 1. -0.5 0.5 -- 0.5 0.5 zal
1000 0.506 -0.0015 -0.255 0.912. -0.476 0.4516 -+0.517749 0.406
4.6 2000 0.517 0.0017 -0.25032 0.947 -0.488 0.4735 -jO.51361 0.43 Estimated
5000 0.506 0.0071 -0.2536 1.033 -0.51625 0.5165 -j0O.499478 0.527
0.5 0.14 -0.04 1. -0.36 0.5 -J 0.33 0.5 Real
1000 0.504481 0.120918 -0.052077 0.846499 -0.306125 0.42325 ±jO.356349 0.342018
4.7 5000 0.505500 0.144487 -0.048293 1.092651 -0.407848 0.546326--0.330721 0.587151 Estimated
10000 0.498139 0.132096 -0.041679 0.926183 -0.329272 0.463091_-j0.33885 0.428044
Table 1
In Table 1, T stands for the number of sample data points, z for the
zero location and x and y either for the two real pole locations or for its
real and imaginary part if those poles are complex conjugates. The value of
U0=1 in all examples.
..
5. Alternative Procedure
We briefly discuss an alternative method of identification, see Ref. 5,
based again on the statistics provided by the Burg technique. We take here
tyn3 to be a scalar process.
We note that by the innovations expansion, theorem 2.1 of Ref. 1,
Yo I0 2 WN I
N N
EN ... O -ap-ap l .-al WN =K (2a)so that if, y O .... N thenb)
HPH 
Ey yN =R= WN HP1 H Q WN·
HP NH
Now, with det (sI - 0) = sp- a is R ,
+-N-p---+
[O .... 0 -a a. -a(a 1] Wm K {21a)
K = C0 ... 0 bN bNN (21b)q q-1 '" b0
12
and,
b0 = 1 (22a)
b =-a WN (22b)1 N-i
bN N- + WN (22c)
b~2 N-2 N-2
N -a - -t + WN- (22d)
where we assume the process is a scalar Autoregressive Moving Average
ARMA(p,q), i.e., H(sI-0) G = l(s)/p(s), degree V(s)=q, degree j(s)= p and
L(s) is a monic polynomial, H and G are vectors. In fact, the first N-p
zeros of the right hand side vector of equation (21b) arise as
WN=HON-kP H'(HP H')- 1 and in view of the Cayley-Hamilton theorem. The
subsequent zeros in positions N-p+l,..., N-q are zero in view of the theory
of the invariant directions of the Riccati equation. In fact, since degree
of q(s)=q, the vectors ' lH',...0' (P)H' are invariant directions. This
in turn implies that U 1,...,U (p q) are zero. Because by assumption U00O,
equation (21) follows. Under the assumptions in force in this paper, this
result implies
Theorem 5.1 (Moura and Ribeiro, see Ref. 5):
As N - co
where
q p-1
i - / 1- ai s P = H(sI-0)- G.
0
For details and the vector ARMA process case, see Ref. 5.
Now, equations (21) can be used to identify the poles and zeros of the
process, as the elements of (WN) by rows are just the successive 1-step
predictors and can be approximated by the Burg predictors.
13
Table 2 summarizes the results obtained with the present scheme.
Examples 4.1, 4.4 and 4.6 displayed in table 1 above are repeated for the
case of 1000 samples; the examples in Table 2 have the same system
parameters as the corresponding numbered examples in Table 1.
A A A
Example T x y z x y z
Number
5.1 1000 0.5 0.5 -0.8 .50098+j0.13136 -0.80162
5.4 1000 -0.3 -0.1 -0.2 -0.0415+jO.2131 -0.0605
5.6 1000 0.5'j0.5 0.5 0.4701+jO.5112 0.4073
Table 2
The parameters T, x, y, and z, have the same meaning as those in Table
1.
Example 5.1 shows the behavior of the algorithm when there is a
significant separation between the zero and the poles. The poles are a
double pole. The algorithm solves efficiently for the zero, the estimates
for the poles being split into two complex ones about the true pole. Example
5.4 shows the difficulties experienced when a pole-zero cancellation is
assumed. Finally, example 5.6 is an intermediate situation, where a real
zero is placed between two complex poles. Due to the separation between the
zero and the poles, that is larger than in example 5.4, no cancelation
occurs, the algorithm separating the zero and the poles. For a larger class
of simulation examples, see Ref. 11.
6. Conclusions
The Ho-Kalman method proceeds from assumed exact knowledge of the Ui
sequence. It became clear that estimation of U. was a major problem as ad
hoc techniques were unstable. The Yule Walker methods proposed in Ref.12
14
lead to numerical problems as the Hankel system has estimated covariance
entries. Our results can be thought of an extension of the Burg technique to
processes with numerator zeros. The method we propose is numerically more
stable, except when the zero approaches a pole. Example 4.4 shows that
certain problems are intrinsically difficult, as they are almost
structurally unstable, since pole zero cancellation is a *catastrophy' in
the sense of Thom. Example 4.4 is an ARMA (2,1) which is hard to distinguish
from an ARMA (1,0). Of course, we have assumed we know the state space
dimension, but it seems that canonical correlation techniques as in Ref. 6
are applicable to the K and H matrices we develop (see equation (12) and
theorem 2.2). The technique proposed is quite general in that the multi-
output case is essentially identical to the cases examined here, except one
must find a replacement for the scalar Burg technique.
Presently, we are investigating a scheme where the zeros are
identified, removed, and the resultant Auto Regressive (AR) process is
analysed using the Burg method. In certain cases, this is more accurate as
the estimation errors for the poles and zeros are less coupled. This
research will be reported later.
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