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Abstract
The finite-difference time-domain (FDTD) method is a flexible and powerful technique
for rigorously solving Maxwell’s equations. However, three-dimensional optical nonlin-
earity in current commercial and research FDTD softwares requires solving iteratively
an implicit form of Maxwell’s equations over the entire numerical space and at each time
step. Reaching numerical convergence demands significant computational resources and
practical implementation often requires major modifications to the core FDTD engine.
In this paper, we present an explicit method to include second and third order optical
nonlinearity in the FDTD framework based on a nonlinear generalization of the Lorentz
dispersion model. A formal derivation of the nonlinear Lorentz dispersion equation is
equally provided, starting from the quantum mechanical equations describing nonlinear
optics in the two-level approximation. With the proposed approach, numerical integra-
tion of optical nonlinearity and dispersion in FDTD is intuitive, transparent, and fully
explicit. A strong-field formulation is also proposed, which opens an interesting avenue
for FDTD-based modelling of the extreme nonlinear optics phenomena involved in laser
filamentation and femtosecond micromachining of dielectrics.
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1. Introduction
The finite-difference time-domain (FDTD) method is a powerful and flexible tech-
nique for the numerical integration of Maxwell’s equations. It enables the rigorous study
of optical, nanophotonic, and nanoplasmonic phenomena [1, 2]. It uses centered finite
differences applied to all electric and magnetic components of the electromagnetic field
to achieve second-order integration accuracy. The algorithm originally proposed in 1966
by Yee [3] solves the resulting set of coupled equations on three-dimensional numeri-
cal meshes, staggered in both space and time. Yee’s approach remains today the most
prominent numerical method for time-domain solutions of Maxwell’s equations in com-
plex settings. It is effectively used in commercial and research FDTD softwares [1, 2] and
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is a key component of the particle-in-cell [4] and microscopic particle-in-cell [5, 6, 7, 8]
plasma simulation techniques.
As surprising as it seems, the inclusion of optical nonlinearity in the Yee-FDTD
framework is not straightforward. It is easily demonstrated with the Ampe`re’s circuital
law
∇×H− 0 ∂E
∂t
=
∂P
∂t
, (1)
where the source term depends on a nonlinear susceptibility of the form
P = 0(χ
(1)E+ χ(2)E2 + χ(3)E3 + . . .). (2)
This leads in Eq. (1) to a set of coupled nonlinear equations that are implicit in the electric
field vector and whose solution is nontrivial [1, 9]. A formal solving approach, proposed
by Greene and Taflove [2, 10], uses a recursive Newton method to obtain an approximate
solution for E. To ensure numerical convergence, it has to be performed over the entire
numerical space at least a few times per time step. The Greene-Taflove iterative method
is a rigorous way to include optical nonlinearity into the FDTD framework, but efficient
implementation for solving three-dimensional problems is inherently complex. Typically,
FDTD developers rely instead on explicit tricks whose implementation is simpler and
computationally more efficient (see, e.g, [11]). But beyond the respective merits of the
different implicit and explicit schemes, there is actually a need for transparent, physics-
centric, nonlinear FDTD models that can provide a direct link between continuum optics
and the quantum theory of optical polarizability. In this paper, we develop such a model
based on the quantum two-level description of nonlinear optics.
As an alternative to the Greene-Taflove iterative technique, Gordon et al. proposed
the use of nonlinear oscillators whose integration in the Yee-FDTD framework is fully
explicit and intuitive [12]. Its connection to the Lorentz dispersion model—widely used
to fit spectroscopic data—makes it a very appealing approach. However, time-domain
integration of Gordon et al.’s equations is unstable and should be used with care in time
domain simulations like FDTD [13]. Nevertheless, we demonstrated previously that the
inherent numerical instability of Gordon et al.’s method is circumvented by introducing
saturation to the nonlinearity term to mimic the dynamics of an atomic transition in the
under-resonant limit [13]. However, the nonlinear oscillator equation presented in [13]
was introduced ad hoc, without a formal mathematical proof. Moreover, in both [12] and
[13] the authors considered instantaneous nonlinearities only, while a rigorous treatment
of nonlinear optics in dielectrics must include delayed contributions, in particular that
associated with stimulated Raman scattering.
In this paper, we develop an approach for including optical nonlinearity in FDTD
based on a nonlinear generalization of the Lorentz oscillator equation, commonly used to
model linear optical dispersion (see, e.g., [14]). It improves upon [12, 13] by providing a
formal derivation of the underlying oscillator equation, starting from the quantum me-
chanical equations for nonlinear optics in the two-level approximation, and by including
a thorough discussion on how to deal with both the instantaneous (Kerr) and delayed
(Raman) third-order nonlinearities. In particular, the proposed methodology is applied
to the examples of second harmonic generation in periodic and plasmonic structures and
to the propagation of intense femtosecond optical pulses in dielectrics.
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This paper is divided as follows. First in Sec. 2, we present the nonlinear Lorentz
model and its explicit integration in the Yee-FDTD framework. A formal derivation
from the quantum mechanical two-level model equations is given in Appendix A. Next,
in Sec. 3 we apply the nonlinear Lorentz model to the modelling of second harmonic
generation (SHG) in periodically poled Lithium Niobate (PPLN). In Sec. 4, we look
at the SHG enhancement in a dielectric by a split-ring resonator nano-antenna. In
Sec. 5, we present the nonlinear Lorentz model methodology to deal with short laser
pulse propagation in centrosymmetric dielectrics and apply it to the particular case of
optical solitons. In Sec. 6, we discuss a particular form of the nonlinear Lorentz model
for strong field applications and use it to model self-focusing in a Kerr medium. We
finally conclude in Sec. 7.
2. The nonlinear Lorentz model
Optical dispersion is typically modeled with the following ordinary differential equa-
tion [14, 15, 16]
d2P
dτ2
+
γ
ω0
dP
dτ
+P = 0χ¯
(1)E, (3)
also known as the Lorentz oscillator equation, where γ and ω0 are respectively the col-
lision and resonance frequencies, τ = ω0t is the oscillator proper time, 0 is the vacuum
permittivity, and χ¯(1) is the static linear electric susceptibility. Eq. (3) is known to have
the following solution in the Fourier domain
P˜(ω) = 0
(
ω20
ω20 − ω2 − iγω
)
χ¯(1)E˜(ω). (4)
Going from Eq. (3) to Eq. (4), harmonic oscillation of the electric field E and polarization
density P at the angular frequency ω was assumed to be as e−iωt. Eq. (4) is used
extensively to fit spectroscopic data, where multiple equations are combined to obtain
satisfying dispersion curves over a certain spectral range, e.g.,
n2(ω) = 1 +
∑
k
(
ω2k
ω2k − ω2 − iγkω
)
χ¯
(1)
k , (5)
where the subscript k refers to the parameters of the kth oscillator. In the particular
case of dielectrics where conductivity can be neglected (i.e., all γk ' 0), Eq. (5) takes a
particular form known as the Sellmeier formula [15, 17].
The use of the oscillator proper time τ in Eq. (3) emphasizes the direct relationship
between the static polarization density (i.e., P in the limit where dP/dτ ∼ 0) and the
linear driving term on the right-hand side (0χ¯
(1)E). Intuitively, nonlinear contributions
to the polarization density are introduced by adding nonlinear source terms, e.g.,
d2P
dτ2
+
γ
ω0
dP
dτ
+P = 0
(
χ¯(1)E+ χ¯(2)E2 + χ¯(3)E3 + . . .
)
. (6)
A benefit of this formulation compared with, e.g., the anharmonic oscillator model [12, 18,
16], is a direct correspondence between the different numerical susceptibility parameters
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χ¯(n) and those commonly used in perturbative nonlinear optics, generally obtained by
measurements or ab initio calculations [16]. The formal derivation of Eq. (6) from the
quantum mechanical two-level atom model in the under-resonant, adiabatic-following,
weak-field limit is given in Appendix A.
In Eq. (6), the right-hand side is associated with linear and nonlinear scattering, as
well as harmonic generation, self-modulation, and wave-mixing processes, whereas the
left-hand side defines how strongly the medium gets polarized by the different driving
frequencies (dispersion). We stress that E is the total electric field vector, i.e., E =
E0 +E1e
−iωt +E2e−i2ωt + . . . It thus represents not only the incident signal oscillating
at the dominant angular frequency ωL of the laser spectrum, but also contributions
coming from linear scattering (∼ e−iωLt) as well as nonlinear scattering and wave mixing
(∼ e−i0ωLt, e−iωLte−i2ωLt, e−i3ωLt, . . .).
For simplicity, in this paper the optical susceptibilities and oscillator parameters
in Eq. (6) are represented by scalars. However, a general formulation of the nonlinear
Lorentz model must use tensors to account for the polarization-dependent nature of light-
matter interactions and allow for proper modelling of the anisotropic optical response of
a particular medium (see, e.g., Sec. 4). Similarly to the Sellmeier’s approach [see, e.g.,
Eq. (5)], multiple nonlinear Lorentz oscillators can be used to model optical materials, to
fit both the linear and nonlinear dispersion (see Appendix C). The use of the nonlinear
Lorentz dispersion model Eq. (6) in FDTD simulations is demonstrated with examples
in Secs. 3-6.
2.1. Explicit numerical integration in the FDTD framework
We now demonstrate that integration of the nonlinear Lorentz model in the FDTD
framework can be made fully explicit. Following the standard Yee procedure to express
Maxwell’s equations in terms of finite differences [1], one gets the following discretized
equations for the electric and magnetic field vectors:
Hn+1/2 = Hn−1/2 − ∆t
µ0
(∇×E)n , (7a)
En+1 = En +
∆t
0
[
(∇×H)n+1/2 − Jn+1/2
]
, (7b)
where n is the time index of the discretized time t = n∆t, with ∆t being the numerical
time step. We omitted the spatial indices voluntarily for simplicity (for details see,
e.g., [1]). In this “free space fields” formulation, all material properties are contained in
the current density Jn+1/2.
Using dP/dt = J, Eq. (6) is written in terms of two first-order ordinary differential
equations whose discretization is done to match Yee’s staggering scheme. This results
in the following leapfrog integration equations for the material polarization and current
densities:
Jn+1/2 =
(1− Γ)
(1 + Γ)
Jn−1/2 +
ω20∆t
(1 + Γ)
(
P¯n −Pn) (8a)
Pn+1 = Pn + ∆tJn+1/2 (8b)
where Γ = γ∆t/2 and P¯n = 0[χ¯
(1)En + χ¯(2)(En)2 + χ¯(3)(En)3 + . . .]. It is seen immedi-
ately that in this form solving for Hn+1/2 and En+1, i.e., finding the electromagnetic field
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in the future, depends only on values in the past. Numerical integration of Eqs. (7a)-(8b)
is thus fully explicit and does not require the Greene-Taflove iterative method [10].
In the next sections 3, 4, 5, and 6, we elaborate more on coupling the nonlinear
Lorentz model to the FDTD technique by solving specific problems associated with light
propagation in second and third order nonlinear media.
3. Example 1: second-harmonic generation in a periodically poled material
As a first example, we consider quasi-phase-matched second harmonic generation
(QPM SHG) in a periodic structure, more specifically in periodically poled lithium nio-
bate (PPLN) [19, 20, 16]. Technically, PPLN QPM SHG crystals are engineered by
depositing metal electrodes directly on the crystal surface to which a strong voltage is
applied to align the molecules and break the natural crystal symmetry [20]. By switching
periodically the polarity of the strong voltage, it is possible to create a periodic array
of domains with alternating positive and negative second order susceptibilities (±χ(2)).
The reversal period is chosen to optimize the conversion efficiency of an input laser beam
into its second harmonic. The modulation of the linear index is usually assumed to have
a negligible impact [19]. Below, we show how FDTD modelling of QPM SHG can be
performed with the help of the nonlinear Lorentz equation presented above.
For the demonstration, we considered a plane wave moving along the axis of an infinite
PPLN crystal (see Fig. 1). For simplicity, we solved the corresponding 1D problem. To
include both the linear and nonlinear responses of the periodically poled domains, we
used polarization equations like the following:
1
ω2k
d2Pk
dt2
+ Pk = 0
(
χ¯
(1)
k E ± χ¯(2)k E2
)
, (9)
where the sign of χ¯
(2)
k of the kth oscillator is chosen to account for the direction of the
local average molecular alignment and associated average permanent dipole moment (see
again Fig. 1). The linear refractive index is assumed to be constant throughout the
medium.
Effective modelling of optical dispersion in lithium niobate (LN) is achieved by using
three oscillator equations like Eq. (9). We chose the linear part to match the Sellmeier
Table 1: Oscillator parameters used to model QPM SHG in periodically poled MgO:LN with a second-
order nonlinear Lorentz equation [see Eq. (9)]. Typical effective second order nonlinearity deff of com-
mercial QPM crystals is in the 14− 17 pm/V range, corresponding to χ¯(2) ' 30 pm/V.
k χ¯
(1)
k χ¯
(2)
k (pm/V) ωk (rad/s)
1 2.4272 30 1.5494× 1016
2 1.4617 0 7.9514× 1015
3 9.6536 0 9.7766× 1013
5
Figure 1: Schematic representation of an electromagnetic plane wave impinging on an infinite PPLN crys-
tal. Parameters L and Λ represent the distance away from the input face and the molecular orientation
reversal period, respectively. The large-head black arrows indicate regions where the average permanent
dipole moment is pointing up and down. With respect to the electric field Ex, this is associated with
positive (+χ¯
(2)
k for ↑) and negative (−χ¯
(2)
k for ↓) second-order susceptibilities.
formula for MgO doped LN (MgO:LN) [21]:
n2(ω) = 1 +
3∑
k=1
(
ω2k
ω2k − ω2
)
χ¯
(1)
k . (10)
Values for the different parameters are given in Table 1. A typical value for the nonlin-
ear susceptibility of commercial QPM crystals was added to one of the band equations
according to Eq. (9). The effective strength of the model second-order polarization de-
pends on the relative position of the driving frequency with respect to the resonance of
the band. The choice of a particular band was defined by numerical tests (see Fig. 2).
In principle, the nonlinearity can be added to any of the bands, and even split between
them, as long as the static parameters are scaled accordingly to give a correct, total
second-order polarization (see also Appendix C).
In Fig. 3, we compared the nonlinear-Lorentz/FDTD analysis to a conventional the-
oretical model for QPM SHG (see Appendix D.1). For FDTD modelling, we performed
simulations of a 40-µm-thick medium slab in a 80-µm domain (ended by absorbing bound-
aries) discretized with a 4-nm resolution. A Gaussian laser pulse was initially outside the
numerical domain and propagated through it for 0.8 ps with ∆t ' 13 as. We sampled
the electric field at 500 positions regularly spaced in the medium and took the absolute
value of the Fourier transform of each of the 500 time traces [E(t)] to find the spectral
amplitude of the second harmonic (|E(2ωL)|). These SH amplitudes were ultimately
normalized by the amplitude of the incident electric field (E0 =
√
2η0I, with I being
the laser intensity and η0 the characteristic impedance of vacuum) and mapped to the
corresponding position in the medium. Results are shown in Fig. 3. Using higher spatial
and temporal resolution did not change the results significantly.
For a medium without a periodic structure (monolithic), the amplitude of the second-
harmonic signal (2ωL) oscillates due to the wave vector mismatch with respect to the
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Figure 2: Spectral response of the three-band model used for FDTD calculations of SHG in PPLN. Here
we assumed a Gaussian pulse with central wavelength λ0 = 1.064µm, laser intensity 108 W/cm
2, and
pulse duration 20 fs. The dashed curve labeled “model” refers to the explicit integration (Sec. 2.1) of the
three-band model described in the main text. The full “theoretical” curve refers to a polarization given
by P (ω) = 0TF{χ¯(1)E(t)+χ¯(2)E2(t)}, where TF{} is the Fourier transform and χ¯(1) ≡ n2(2pic/λ0)−1,
as from Eq. (10). The other parameters, including χ¯(2), are defined in Table 1.
input signal (ωL). The oscillation period Λ depends effectively on the mismatch parame-
ter ∆k = (2ωL/c)[n(ωL)−n(2ωL)], while the amplitude of the oscillation is proportional
to χ¯(2)I [16]. The excellent agreement between theory and FDTD in Fig. 3 demonstrates
that the nonlinear-Lorentz/FDTD analysis succeeds in reproducing quantitatively the
dispersion, scattering, and wave mixing processes in SHG, as well as their interplay.
Quasi phase matching (QPM) consists in bypassing the wave vector mismatch by
inverting the sign of χ(2) periodically to make the SH signal grow continuously. With
the parameters presented in Table 1, the optimal sign reversal period is ΛQPM, opt =
2pi/∆k ' 5.9 µm. Periodic poling was implemented in both the theoretical model and
FDTD by setting the sign of χ¯(2) with the spatial function sign[sin(2piz/ΛQPM, opt)], with
z = 0 corresponding to the input face of the crystal. The agreement between FDTD and
theory for the QPM curves in Fig. 3 demonstrates in addition the ability of the nonlinear-
Lorentz/FDTD analysis to model linear and nonlinear optical processes correctly in the
presence of a spatial modulation of the refractive index.
Summing up, in this section we have shown that quantitative insight into subwave-
length nonlinear scattering and wave-mixing processes is possible with the nonlinear-
Lorentz/FDTD approach. A three-dimensional generalization of the one-dimensional
analysis we have provided is straightforward. Finite transverse beam profile and medium
response anisotropy (birefringence) are easy to include as well. The flexibility and reliabil-
ity of the nonlinear-Lorentz/FDTD method offer an exceptional potential for modelling
SHG and other nonlinear phenomena in complex settings, e.g., for the analysis of SHG
in metametarial devices [22, 23]. In the next section, we develop further on this topic by
modelling in three dimensions the enhancement of SHG in the vicinity of a nanometric
plasmonic structure.
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Figure 3: Nonlinear-Lorentz/FDTD analysis of SHG in a QPM PPLN crystal. The field amplitude
of the second harmonic signal as a function of the distance L is compared with theory (see Appendix
D.1). Laser pulse parameters were: intensity 5 × 108 W/cm2, duration 10 fs, and central wavelength
λ0 = 1.064µm. To account for optical reflection at the input crystal face and different definitions of the
field amplitude in both models, the intensity used in the theoretical model was rescaled to match the
SH growth rate predicted by FDTD. The difference between the two models is barely noticeable.
4. Example 2: SHG enhancement by a split-ring resonator
In the previous section, we demonstrated the potential of the nonlinear-Lorentz/FDTD
approach to model second-order optical processes in monolithic and periodic structures.
To solve a one-dimensional formulation of the quasi-phase-matching problem, we used
an effective, scalar nonlinear parameter deff to characterize the interaction between the
incoming and scattered light with the nonlinear medium. However, for rigorous mod-
elling of three-dimensional (3D) optics in solids, it is often necessary to consider the
tensorial nature of both the linear and nonlinear susceptibilities. Below, we use the
nonlinear-Lorentz dispersion model to perform 3D vectorial FDTD simulations of the
SHG enhancement by a split-ring resonator (SRR) nano-antenna.
The nonlinear conversion of radiation into its second harmonic (SH) from a peri-
odic array of SRRs (see, e.g., [24, 23, 25]) is a representative application of plasmonic
metamaterials. SRR arrays typically consist in gold nano-SRRs with thickness in the few-
tens-of-nm range deposited on an optically transparent substrate (see, e.g., [26, 27, 24]).
The origin of the enhanced SHG emission has been much debated, and effectively de-
pends on the specific alignment of the host (substrate) crystal planes with the gap of the
SRR nano-antenna. Electromagnetic FDTD modelling is widely used for the design and
optimization of SRR nano-antennas and to analyze experimental measurements.
FDTD modelling of SRR arrays is typically done by simulating a single SRR nano-
antenna in a numerical domain surrounded by periodic boundaries in the directions
parallel to the substrate surface to mimic an SRR array extending to infinity (see, in
particular, [24]). The 3D geometry of the computer model used here closely follows that
found in [26] and is shown in Fig. 4. To define the linear dielectric constants of the nano-
antenna (gold, Au) and the substrate (gallium arsenide, GaAs), we fit experimental data
with oscillator equations in order to obtain reasonable refractive indexes and extinction
coefficients at both the wavelength of the impinging laser pulse (λL = 1.5µm) and its
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Figure 4: Schematic representation of the 3D FDTD SRR simulation. To model the 2D array of gold
(Au) SRRs nano-antennas deposited on a gallium arsenide substrate (GaAs) shown in (a), a single SRR
unit cell in (b) is modelled with periodic boundary conditions in the x and y directions, and absorbing
boundaries in z (the direction of light propagation). The 3D simulation layout is given in (c), with
the axis system showing the direction of the impinging plane wave (kz) whose electric field is linearly
polarized along the x direction. All measures are in nanometers (nm). For the simulations we performed,
the thickness of the gold SRR and the GaAs substrate is 30 nm [24]. The particular SRR shown in (b)
has a resonance around 1.5 µm [28].
.
second harmonic (750 nm). Details are given in Fig. 5 and below.
For simplicity, we model here the gold optical response with a linear Drude polariza-
tion model, expressed below as a second-order, damped-oscillator equation:
d2PAu
dt2
+ γp
dPAu
dt
= 0ω
2
pE, (11)
where ωp and γp are the plasma and collision frequencies, respectively. Fit values for gold
are given in Fig. 5(b) (see also [29]). It is readily observed that Eq. (11) has the same
structure as Eq. (6) and that it integrates also explicitly in FDTD using the method
presented in Sec. 2.1.
Gallium arsenide (GaAs) is an interesting medium for the current demonstration. Its
zincblende crystal structure possesses a cubic lattice that does not display linear birefrin-
gence and has a fairly simple second-order nonlinear dielectric susceptibility tensor (see,
e.g., [16]). Assuming the same crystal-SRR orientation as in [26], the static second-order
polarization components in the transverse x− y plane read:
P (2)x = 0χ¯
(2) (EzEz − EyEy) , (12a)
P (2)y = −20χ¯(2)ExEy. (12b)
Combining these two with the oscillator equation obtained from the fit of the experimen-
tal data for the linear dispersion [see Fig. 5(a)], we can write a second-order nonlinear-
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Figure 5: Linear optical dispersion in (a) gallium arsenide (GaAs) and (b) gold (Au). Both the refractive
index (n = Re{√}) and extinction coefficient (κ = Im{√}) are shown as solid lines and compared
with the simplified numerical model (red dashed lines). Experimental data in (a) come from [30, 31] (for
photon energy above the band gap energy Eg ' 1.4 eV) and [32] (below Eg). In (b), experimental data
come from [33]. Numerical model fit in (a) corresponds to GaAs = 1 + χ¯
(1)ω20/(ω
2
0 − ω2 − iγ0ω) with
χ¯(1) = 9.85, ω0 = 5.18× 1015 rad/s, and γ0 = 6× 1014 rad/s. Model fit in (b) corresponds to the Drude
contribution given in [29], more specifically to Au = 1−ω2p/(ω2+iγpω), with ωp = 1.317×1016 rad/s and
γp = 1.3 × 1014 rad/s. For integration in FDTD, both GaAs and Au are converted into time-domain
equations by taking the inverse Fourier transform of the corresponding spectral-domain polarization
density P(ω) = [(ω) − 1]E(ω) (for further detail, see main text). In both cases, discretization of the
resulting second-order differential equation is done as in Sec. 2.1.
.
Lorentz equation as follows:
1
ω20
d2PGaAs
dt2
+
γ0
ω20
dPGaAs
dt
+PGaAs =0χ¯
(1)E
+ 0χ¯
(2) [(EzEz − EyEy) i− 2ExEy j] , (13)
where i and j are unit vectors along the x and y coordinate axes, respectively. Values
for the linear parameters are found in the caption of Fig. 5. The second-order parameter
was set to the accepted value of χ¯(2) = 7.4× 10−10 m/V [16].
For the sake of simplicity, we have modeled here linear and nonlinear dispersion in
one equation. In a more realistic scenario, different oscillator equations should be used to
model accurately the frequency dependence of both the linear and nonlinear responses.
More information is provided in Appendix C.
Inspection of the material models given above indicate that second harmonic should
not be generated in either the gold SRR nano-antenna or the GaAs substrate alone
by a plane wave with its electric field polarized along x. This is confirmed in FDTD
simulations with each of the materials considered separately [see Fig. 6(a)]. However,
when both media are present, SHG emerges [see, again, Fig. 6(a)]. This is in agreement
with the results reported in [26]. Inspection of Eq. (13) suggests that the presence of the
second harmonic in x arises from the y and z components of the electric field around the
nano-antenna.
The spectral analysis of the average polarization density of gold and GaAs shows
that even and odd harmonics are present in both media [see, again, Fig. 6(b)], although
the gold polarization model is linear (and cannot produce harmonics on its own). This
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Figure 6: Spectral analysis of the 3D FDTD model described in Fig. 4. In (a), the spectrum of the x
component of the radiated electric field recorded after the device indicates that SHG arises only when
both media are present. With the current model, SHG from the GaAs substrate is triggered by the
inhomogeneous field around the nano-antenna. The graph in (b) reveals the interplay between the two
media that results in a complex wave-mixing process that is naturally accounted for by the nonlinear-
Lorentz/FDTD model.
.
reveals a wave mixing effect that we interpret as follows. 1) The laser field at ω induces
a linear plasmonic field around the gold SRR that drives SHG in GaAs. 2) The SH
radiation from GaAs goes into the gold SRR and creates a second-order nanoplasmonic
field. 3) That second-order nanoplasmonic field acts back onto the GaAs substrate, where
it can induce a linear polarization at 2ω and mix with other frequencies through χ(2).
4) The radiation field from that first interaction loop can propagate into the SRR to
induce various orders of nanoplasmonic fields, and the loop continues. Such complex
coupling effects are hard to account for in a purely analytical treatment, but is fully
embedded in FDTD simulations.
With this second example, we have shown that the nonlinear Lorentz model allows
intuitive and flexible 3D FDTD modelling of nanophotonics and nanoplasmonics devices
composed of several materials, including dielectrics with an anisotropic susceptibility
tensor. We emphasize that current approaches to model the nonlinearity from metal
nano-antennas are based on the classical Maxwell-Vlasov theory [34, 35], that gives a
more detailed account of the metal plasma response.
5. Example 3: short pulse propagation in centrosymmetric dielectrics
In centrosymmetric dielectrics, the third order nonlinearity is responsible for third
harmonic generation and the intensity-dependent modification of the refractive index
(the optical Kerr effect). For laser pulses with a finite duration, an accurate descrip-
tion of these processes must include both the nearly-instantaneous electronic response
(instantaneous Kerr) and a delayed component associated with stimulated molecular Ra-
man scattering (Raman) [16]. This is suitably represented by the following equation for
the third-order polarization density [36]:
P(3)(t) = 0χ
(3)E
∫ t
−∞
g(t− t′) |E(t′)|2 dt′, (14)
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where g(t) = αδ(t) + (1− α)hR(t). Good approximate forms for the instantaneous Kerr
and Raman response functions are, respectively, a Dirac delta function δ(t) and
hR(t) =
(
τ21 + τ
2
2
τ1τ22
)
e−t/τ2 sin(t/τ1), (15)
with parameters τ1 and τ2 chosen to fit the Raman-gain spectrum [36]. The balance
between the instantaneous and delayed contributions is parametrized by α. Eq. (14) is
often written in terms of a time-dependent rotation/vibration coordinate Q as
P(3)(t) = 0χ
(3)αE3︸ ︷︷ ︸
instantaneous Kerr
+ 0χ
(3)(1− α)QE︸ ︷︷ ︸
Raman
, (16)
where
Q(t) =
∫ t
−∞
hR(t− t′) |E(t′)|2 dt′. (17)
Effectively, Eq. (15) is the retarded Green’s function of a damped harmonic oscillator
with resonance angular frequency ωR =
√
(τ21 + τ
2
2 )/τ
2
1 τ
2
2 and damping constant γR =
1/τ2. Then, an alternative equation to Eq. (17) for the generalized rotation/vibration
coordinate Q is (see also [10, 37, 38])
d2Q
dt2
+ 2γR
dQ
dt
+ ω2RQ = ω
2
R |E|2 . (18)
Below, we use this differential form to avoid to compute the convolution.
For the integration of Eqs. (16) and (18) in FDTD, Greene and Taflove [10, 2] proposed
to define a current density from two consecutive polarization densities, e.g.,
J
n+1/2
Raman ∝
Qn+1En+1 −QnEn
∆t
, (19)
which leads to implicit FDTD equations that need to be solved iteratively to obtain an
approximate solution for En+1 [2, 10]. Instead, explicit FDTD integration with delayed
third-order nonlinearity can be done by replacing 0χ¯
(3)E3 in Eq. (6) by the right-hand
side of equation Eq. (16) to give the following nonlinear Lorentz equation:
d2P
dτ2
+
γ
ω0
dP
dτ
+P = 0χ¯
(1)E+ 0χ¯
(3)
[
αE3 + (1− α)QE] , (20)
where the evolution of Q is given by Eq. (18).
With G = dQ/dt, expressing Eqs. (18) and (20) in terms of finite differences leads to
the fully-explicit 4-step FDTD update sequence that follows:
1. Evaluate P¯n = 0χ¯
(1)En + 0χ¯
(3)
[
α(En)3 + (1− α)QnEn].
2. Update the current and polarization densities with Eqs. (8a) and (8b).
3. Update Q with
Gn+1/2 =
(1− ΓR)
(1 + ΓR)
Gn−1/2 +
ω2R∆t
(1 + ΓR)
[
(En)2 −Qn] (21a)
Qn+1 = Qn + ∆tGn+1/2, (21b)
where ΓR = ∆tγR.
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4. Update the electromagnetic field with Eqs. (7a) and (7b).
As a practical example, we considered the 1D propagation of a short optical pulse in
fused silica and used a moving numerical window to track the pulse (the window moves
with the pulse at the group velocity) [39]. Medium parameters are summarized in Table 2
(see table caption for other definitions used below).
Table 2: Parameters used to model optical pulse propagation in fused silica [36, 40]. The third order
susceptibility parameter χ¯
(3)
k was obtained from the third order nonlinear index n2 = 2.59×10−20 m2/W
measured at a reference wavelength of 1.5 µm [36]. The corresponding nonlinear length is LNL =
(n2Iω0/c)−1 ' 9.22× 1012 m/I, where I is the laser intensity expressed in W/m2. The group velocity
dispersion (GVD) parameter β2 ' −22.2 fs2/mm is readily obtained from the Sellmeier equation, which
allows to define the dispersion length LD = T
2/|β2| ' 45 µm×(T [fs])2, where T [fs] is the pulse duration
in femtosecond.
k χ¯
(1)
k ωk (rad/s) χ¯
(3)
k (m
2/V2) α ωR (rad/s) γR (1/s)
1 0.69617 2.7537× 1016 1.94× 10−22 0.7 8.7722× 1013 3.1250× 1013
2 0.40794 1.6205× 1016 0 0 0 0
3 0.89748 1.9034× 1014 0 0 0 0
We recall that the propagation of intense and short light pulses in dielectrics is directly
influenced by both the linear and nonlinear responses of the medium. We have shown
in the previous examples that these effects are correctly accounted for by the nonlinear
Lorentz model. In 1D and in the presence of anomalous dispersion (β2 < 0), the interplay
between group velocity dispersion (GVD) and self-phase modulation (SPM) can manifest
itself in a spectacular way by the formation of temporal optical solitons [36]. In the case
of a fundamental soliton (N2 = LD/LNL ∼ 1), GVD and SPM are perfectly balanced
and the pulse shape and spectrum remain constant during propagation. This particular
optical effect was used by several authors to test nonlinear models in FDTD [10, 41, 42].
For a 10-fs pulse at a 1.5-µm wavelength in fused silica, the fundamental soliton condition
is fulfilled when the laser intensity is on the order of 1011 W/cm
2
. Results shown in Fig. 7
are in good agreement with this prediction and similar tests found in [10, 41, 42]. This
demonstrates, again, the capability of the nonlinear-Lorentz/FDTD approach to model
quantitatively linear and nonlinear optical processes and their interplay.
We emphasize that in previous works [10, 41, 42], simulations were done with scaled
parameters to ensure that optical solitons were observable within short propagation dis-
tances (< 200 µm) with reasonable computational resources. In particular in [41], au-
thors used χ(3) = 7 × 10−2 m2/V2 with a 1 V/m pulse peak electric field amplitude.
With physically relevant material parameters like in the current work, this is equiva-
lent to a laser intensity of ∼ 4.8 × 1013 W/cm2, which is typically the light intensity
inside a laser filament [43, 44]. In this extreme regime the nonlinear material response is
non-perturbative and accurate modelling of light-matter interaction must take material
ionization and breakdown into account. Proper coverage of this complex topic is far
beyond the scope of this paper. Nevertheless, in the next section we propose a particular
form of the nonlinear Lorentz model suitable for strong-field applications, and test it in
the context of self-focusing of a femtosecond laser pulse in a gas.
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Figure 7: Nonlinear-Lorentz/FDTD analysis of soliton propagation in fused silica. Color-coded are the
pulse envelopes obtained by taking the absolute value of the Hilbert transform of the pulse snapshots at
different propagation distances z0 (see legend). In (a) where I = 108 W/cm
2, group velocity dispersion
dominates and the initial pulse [∝ sech(t/t0), with t0 = 10 fs] spreads as it propagates. In (b) where
I = 3.25× 1011 W/cm2, the pulse propagates with nearly-constant width and amplitude over a distance
greater than the soliton period piLD/2 ' 7 mm, suggesting that it is effectively a fundamental soliton [36].
The shift of the peak toward the left [(z − z0) < 0] indicates that this soliton propagates at a slower
group velocity than the pulse in (a). In (c) where I = 1012 W/cm2, nonlinearity dominates and the
pulse self-phase modulates temporally before breaking up due to modulation instability. We stress that
the origin of the z axis, i.e., z = z0, corresponds to a reference point moving at the linear group velocity.
6. Example 4: self-focusing in a dielectric
For this last example, we consider self-focusing of an intense optical pulse in a di-
electric due to the intensity-dependent modification of the refractive index associated
with the third order nonlinearity. This phenomenon, where an optical pulse collapses
onto itself, is typically associated with strong electric fields, with peak amplitudes be-
yond material breakdown thresholds. For both solids and gases, it is accepted that Kerr
self-focusing is usually counter-acted by a rapid plasma build-up associated with a self-
defocusing effect. In turn, laser filaments emerge when Kerr self-focusing and plasma
defocusing balance each other [43, 44].
A rigorous study of laser filamentation is beyond the scope of this paper. However,
there are still open questions related to laser filament dynamics and how to efficiently
control the self-organization process [43, 44]. Some of these questions are directly related
to general optical phenomena like dispersion, third and fifth harmonic generation, the
vectorial nature of light, and light propagation beyond the paraxial and slowly-varying-
envelope approximations. All of which can be only fully accounted for by solving self-
consistently Maxwell’s equations. With the example provided below, we introduce a
strong field version of the nonlinear-Lorentz/FDTD approach that can be used to explore
this extreme phenomenon, provided that it would be complemented with proper models
for field ionization and free-carrier dynamics.
In Table 3, we compiled different oscillator equations to integrate explicitly the opti-
cal Kerr nonlinearity in FDTD via Eqs. (8a) and (8b). In the under-resonant (ωL  ω0)
weak-field (χ¯(3)|E|2  χ¯(1)) limit, they all trivially converge to the Lorentz dispersion
model of Eq. (4). But we will see that their respective strong-field behaviour is sig-
nificantly different. Their behaviour with respect to the driving frequency is addressed
in Appendix B.
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Table 3: Comparison between different nonlinear harmonic oscillator models that follow an equation
like d
2P
dτ2
+ γ
ω0
dP
dτ
+P = P¯, where P¯ is a static polarization density that contains the nonlinearity and
τ = ω0t is the oscillator proper time. The parameter b below is the anharmonic constant, proportional
to an effective χ(3) (see [18, 16, 12] and Appendix A). All these oscillator models can be integrated
explicitly in FDTD via Eqs. (8a) and (8b), with the appropriate form for P¯. A numerical comparison is
given in Figs. 8 and 9 (see also Appendix B for further analysis).
Name P¯ Refs.
Lorentz 0χ¯
(1)E [15]
Nonlinear
Lorentz
0
(
χ¯(1) + χ¯(3)|E|2)E Eq. (6)
Anharmonic 0χ¯
(1)E+ bP3 [12, 16, 18], Eq. (A.7)
Strong-field see Eqs. (22) and (25) see also [13]
A rigorous treatment of strong-field optical phenomena requires quantum mechan-
ics (see, e.g., [45]). Nevertheless, in a previous work [13] we have shown that the driving
force of an oscillator can be chosen in a way to reproduce the polarization of a quan-
tum mechanical two-level atom in the under-resonant limit. In terms of the formalism
developed in the current paper, the strong-field oscillator of [13] reads
d2P
dτ2
+
γ
ω0
dP
dτ
+P = 0χ¯
(1)
(
1
1 + χ¯(3)|E|2/χ¯(1)
)
E. (22)
In the weak-field limit, it expands to
d2P
dτ2
+
γ
ω0
dP
dτ
+P = 0
(
χ¯(1) − χ¯(3)|E|2 + . . .
)
E. (23)
Comparing Eq. (23) with Eq. (6), it appears that Eq. (22) effectively models the polar-
izability of a centrosymmetric material (χ¯(2) = 0) with a negative Kerr nonlinearity. It
is straightforward to deduce from the expected weak-field expansion for a positive Kerr
effect, i.e.,
d2P
dτ2
+
γ
ω0
dP
dτ
+P = 0
(
χ¯(1) + χ¯(3)|E|2 − . . .
)
E, (24)
that the corresponding strong-field oscillator equation should be
d2P
dτ2
+
γ
ω0
dP
dτ
+P = 0χ¯
(1)
(
2− 1
1 + χ¯(3)|E|2/χ¯(1)
)
E. (25)
The specific form of Eq. (25) is here obtained ad hoc, however it is in agreement with
the formal solution presented in Appendix A where it is assumed that the population
of the two-level atom is entirely in the ground state in the absence of a driving electric
field [see, e.g., Eq. (A.5)].
Although Eqs. (22) and (25) are characterized by identical linear and nonlinear po-
larization spectral amplitudes |P˜(ω)|, they differ by the relative phase between the linear
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Figure 8: Comparison between the nonlinear oscillator models summarized in Table 3. While in
(a) their weak-field (I = 106 W/cm2) solutions match perfectly, in (b) their strong-field behaviors
(I = 5 × 1013 W/cm2) differ significantly. In (b), the strong-field Lorentz model characterized by
Eqs. (22) and (25) can effectively reproduce the polarization of the quantum mechanical two-level model
(see Appendix D.2), whereas the nonlinear Lorentz model [see Eq. (6)] follows the instantaneous Kerr
polarization P = 0
(
χ¯(1)E + χ¯(3)E3
)
. For strong fields, the integration of the anharmonic oscillator is
unstable and fails at reproducing any of the two-level or instantaneous Kerr polarizations. For these
tests, we used fictitious values for the oscillator parameters (γ = 0 and ω0 = 3× 1016 rad/s) and suscep-
tibilities (χ¯(1) = 5×10−4 and χ¯(3) = 1.6×10−25 m2/V2) similar to those for air at ambient temperature
and pressure. The two-level model and the anaharmonic b parameters were set so that all results agree
in the weak-field limit shown in (a). The driving electric field was that of a 10-fs Gaussian pulse with
λL = 800 nm.
and the third harmonic signals. This difference is such that a laser beam propagating in
a medium modelled with Eq. (22) will experience self-defocusing (−χ¯(3)), whereas in a
medium modelled with Eq. (25) it will experience self-focusing (χ¯(3)).
We compared the numerical behaviour of the models given in Table 3 against the
quantum mechanical two-level model given in Appendix D.2. In the strong-field limit,
the results in Fig. 8 clearly show that only the strong-field Lorentz model character-
ized by Eqs. (22) and (25) can effectively reproduce the response associated with the
quantum mechanical two-level equation, whereas the nonlinear Lorentz model follows an
instantaneous Kerr polarization of the form P = 0
(
χ¯(1)E + χ¯(3)E3
)
.
Deeper insight was gained by plotting the amplitude of the third-harmonic polariza-
tion |P (3ωL)| as a function of the laser intensity I = E20/2η0, where ωL = 2pic/λL is
the laser central laser frequency. In particular, we compared the numerically integrated
models with the I-scaling behaviour expected from an instantaneous Kerr polarization,
i.e., P (3ωL) = 0χ¯
(3)E30 = 0χ¯
(3)(2η0)
3/2I3/2, which is linear if plotted as a function of
I3/2. The results given in Fig. 9 further emphasize the two observations of Fig. 8 as fol-
lows. 1. The nonlinear Lorentz model reproduces the instantaneous Kerr behaviour over
the entire range of intensity considered with a relative error in the 10−5 range. 2. The
strong-field model offers a reasonable approximation to the quantum two-level model.
We recall that there is here an exceptional agreement between the dynamic nonlinear
Lorentz and instantaneous Kerr models because simulations are performed in the under-
resonant limit. The range of validity of the nonlinear Lorentz model with respect to the
driving (laser) frequency is addressed in Appendix B.
From both Figs. 8 and 9 it appears that the anharmonic oscillator model is numerically
unstable and it is not recommended for strong-field simulations. We stress that this
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Figure 9: Intensity-scaling analysis of the third-harmonic polarization amplitude obtained with the non-
linear harmonic oscillator models given in Table 3 (see also caption of Fig. 8 for details). In (a), plotting
|P (3ω)| as a function of I3/2 emphasizes the three following things : 1. the perfect agreement between
the nonlinear Lorentz and the instantaneous Kerr models, 2. the appearance of optical saturation in both
the strong-field and quantum two-level models, and 3. the numerical instability of the anharmonic model.
In (b), we plotted the relative error to the Kerr model for each of the other models. The relative error
is defined as 100× |P3,model − P3,Kerr|/P3,Kerr, where P3,Kerr = 0χ¯(3)E30 = 0χ¯(3)(2η0)3/2I3/2, and
P3,model is given by the amplitude of the third-harmonic polarization P (3ωL) for each of the numerical
models (nonlinear, anharmonic, strong-field, and quantum).
numerical instability was also pointed out by independent authors (see, in particular, [12,
18]). We emphasize that in the strong-field regime, it effectively fails at reproducing any
of the two-level or instantaneous Kerr polarizations and their respective intensity-scaling
behaviour. It is shown in Appendix A that the anharmonic oscillator can also be
derived from the two-level atom model equations. However, it stands on three important
approximations: 1. the electric field is weak enough so that the nonlinearity can be
treated as a small perturbation, 2. there is no population dynamics (w ' −1 and
dw/dt ' 0), and 3. the nonlinear terms proportional to Pn with n > 3 are neglected
(quadratic restoring force approximation). We identify that in the strong field limit the
first and second approximations lead to inaccurate predictions of the optical nonlinearity
even for moderate field strengths (see, e.g., [13]), while the third one leads to numerical
instability, in agreement with observations reported in [12]. Our analysis thus suggests
that the anharmonic (Duffing) oscillator [Eq. (A.7)] should not be used for modeling
nonlinear optical effects in moderate to intense fields with time-domain techniques like
FDTD (see also [13]).
Ultimately, we modelled self-focusing of an optical pulse in a fictitious gas with
Eq. (25). Two-dimensional FDTD simulations were compared against numerical re-
sults obtained with the nonlinear paraxial wave equation given in Appendix D.3. In
Fig. 10, it is effectively observed that at the beginning of the self-focusing process both
the strong-field-Lorentz/FDTD and paraxial models agree perfectly. But as the beam
collapses onto itself, significant differences arise. Effectively, it is shown that the paraxial
equation predicts self-focusing of the pulse, followed almost immediately by defocusing.
This is led by diffraction that then overcomes the self-focusing effect (which will even-
tually take over again to refocus, and so on). However, the 2D-FDTD results suggest a
different scenario, where both the peak intensity and beam diameter level off and stay
constant, at least for the propagation distance we covered. The smallest spot size ob-
served in Fig. 10 is approximately 16 µm (∼ 20λL). It is thus safe to assume that the
17
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Propagation distance (cm)
0
50
100
150
200
250
300
B
ea
m
di
am
et
er
(µ
m
)
0
1
2
3
4
Pe
ak
in
te
ns
ity
(1
01
4
W
/
cm
2 )
fdtd paraxial
Figure 10: Beam diameter and peak intensity of an 25-fs 800-nm laser pulse propagating in a fictitious
gas medium modelled with a single strong-field oscillator equation like Eq. (25). Parameters are ω0 =
2.9×1016 rad/s, γ = 0, χ¯(1) = 6×10−4, and χ¯(3) = 1.602×10−25 m2/W, which gives an optical response
comparable to that of air at standard ambient temperature and pressure. Initial laser intensity was set
to a high value for self-focusing to occur within a short distance to reduce the computation time.
−40
−20
0
20
40
Ti
m
e
(f
s)
(a)
0 cm
−4 −2 0 2 40.0
0.5
1.0
I
(a
.u
.) (f)
(b)
1 cm
−4 −2 0 2 4
(g)
(c)
2 cm
−4 −2 0 2 4
Transverse coordinate (×10−1 mm)
(h)
(d)
3 cm
−4 −2 0 2 4
(i)
(e)
4 cm
−4 −2 0 2 4
(j)
0.0
0.2
0.4
0.6
0.8
1.0
I
(a
.u
.)
fdtd
par.
Figure 11: Normalized electric field intensity (∝ |E|2) snapshots of self-focusing of the optical pulse of
Fig. 10. Top row are FDTD results at different propagation distances. Bottom are transverse cuts of
the top images along the plane of the peak intensity compared with results obtained with the paraxial
equation given in Appendix D.3 (referred to as “par.” in the legend). All intensities are normalized
to be directly comparable (corresponding values are found in Fig. 10). We see that at the early stage
of the self-focusing process [(a),(b),(f), and (g)], the pulse remains symmetric and that the FDTD and
paraxial models are in perfect agreement. But as the pulse collapses, it starts splitting longitudinally
[see (d) and (e)], which stops prematurely the increase of the peak intensity, as observed in Fig. 10. In
(i) and (j), it is also observed that the longitudinal splitting is coupled with important changes of the
transverse profile, as compared with the paraxial model.
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paraxial approximation is not at the origin of the difference between the two models.
Effectively, the sample snapshots of the self-focusing optical pulse given in Fig. 11 show
that the finite duration of the pulse, although not so short (initially ≈ 25 fs), plays a
key role. The disagreement is thus better explained by longitudinal effects that are not
considered in the nonlinear paraxial model.
We emphasize that it is well known that time dependence has to be included when
dealing with optical pulses, in particular in the context of self-focusing and laser fila-
mentation [43, 44]. In that respect, the time-independent paraxial model is not ideal.
We stress that we used it here for validation purposes. This is fully justified, as in
Figs. 10 and 11 there is a near-perfect agreement between the paraxial and nonlinear-
Lorentz/FDTD models up to the collapse (∼ 2.75 cm). This demonstrates unambiguously
the validity of the strong-field oscillator model of Eq. (25) and its numerical stability in
situations where the numerical integration of the anharmonic (Duffing) oscillator does
not converge.
With this last example, we have shown again that the nonlinear-Lorentz method is
a rigorous and transparent approach to the modelling of linear and nonlinear optical
phenomena in the FDTD framework. Moreover, it provides both qualitative and quanti-
tative insight in situations where simpler, approximate models miss important physical
contributions. Complexity could have certainly been added to the paraxial equation, e.g.,
finite pulse duration and spectral shape, dispersion, vectorial treatment, non-paraxiality,
... but all these contribution are intrinsic to the nonlinear-Lorentz/FDTD model, in
particular here in its strong-field formulation.
7. Conclusions
In this paper, we have presented an extension of the Lorentz dispersion model to
include nonlinear optics in the FDTD framework. Compared with the current iterative
techniques, its numerical integration is simple, intuitive, fully explicit, and flexible. A
complete methodology was elaborated, supported by full-scale FDTD tests that were
compared with known and accepted theoretical models and calculations. We have shown
that three-dimensional FDTD implementation is straightforward due to the inherent
vectorial nature of the model, with the possibility to include damping, restoring, and
light-matter coupling in a tensorial form to allow effective modeling of anisotropic non-
linear response. Finally, we proposed and analyzed a formulation of the nonlinear Lorentz
model suitable for strong field applications. The current work suggests that it should
be used in replacement of the anharmonic (Duffing) oscillator that tends to be unstable
and inaccurate for moderate to intense fields. Ultimately, the use of the strong-field
nonlinear-Lorentz model in FDTD-based plasma simulation approaches like PIC and
MicPIC promises insight into the light-matter interaction processes involved in situa-
tions where both the dielectric polarization and plasma dynamics are important, e.g.,
during laser filamentation and femtosecond micromachining of dielectrics.
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Appendix A. Formal derivation of the nonlinear Lorentz dispersion model
Atomic optical response in the weak-field, under-resonant limit can be approximated
as the summation over individual, uncorrelated two-level transitions. This provides a
good approximation to a more complete theory of the optical polarizability of atoms (see,
e.g., [46]). The optical response of a single transition is then conveniently modelled by
the quantum mechanical two-level atom model whose harmonic oscillator formulation is
characterized by the following coupled equations [16, 47]:
d2p
dt2
+
2
T2
dp
dt
+ ω20p = −κwE (A.1)
dw
dt
+
w − weq
T1
=
(
2
~ω0
)
E · dp
dt
. (A.2)
E is the electric field vector of the driving signal, p is the expectation value of the induced
dipole moment, w is the population inversion parameter with equilibrium value weq, κ =
2ω0µ
2
0/~ is an atom-field coupling parameter, µ0 is the atomic dipole transition constant,
~ω0 is the transition energy between the two levels, T1 is the population relaxation time,
and T2 is the atomic dephasing time.
In the linear limit where w ' −1, Eqs. (A.1) and (A.2) simplify to the Lorentz
dispersion model given at Eq. (3). Below, we look at the perturbative nonlinear regime to
find an approximate solution for the population parameter w(t). When this approximate
solution is reintroduced in Eq. (A.1) and Taylor expanded in powers of E around E = 0,
the nonlinear Lorentz model equation [Eq. (6)] is found.
We now consider an electromagnetic pulse whose electric field is defined by E(t) =
E0 sin (ωLt) exp(−t2/t2p), with amplitude E0, angular frequency ωL, and duration tp.
Then, we assume that the atom-light interaction is under-resonant (ωL  ω0). Next,
we consider the adiabatic-following approximation by assuming that the duration of the
pulse is short enough so that we can neglect the two relaxation constants (tp  T1, T2)
by taking T2 → ∞ and T1 → ∞ in Eqs. (A.1) and (A.2), respectively. Under these
approximations, p ' −κwE/ω20 and
dw
dt
' −
(
2κ
~ω30
)[
|E|2 dw
dt
+
w
2
d|E|2
dt
]
, (A.3)
where |E|2 = E ·E is a quantity oscillating at twice the laser frequency ω, in comparison
with the envelope (associated with E ·E∗). Eq. (A.3) has the exact solution that follows:
w =
1√
1 +
(
2κ
~ω30
)
|E|2
+ C, (A.4)
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in agreement with [16]. In the limit t → −∞, E = 0 and w = −1 (the population is in
the ground state), leading to C = −2. Replacing w in Eq. (A.1) by Eq. (A.4) then gives:
d2p
dt2
+
2
T2
dp
dt
+ ω20p = κ
2− 1√
1 +
(
2κ
~ω30
)
|E|2
E. (A.5)
This is a quantum-mechanically valid form of the two-level atom model in the under-
resonant, adiabatic-following limit. The validity conditions of this equation are typically
met for moderately intense femtosecond pulses in dielectrics, where T1 and T2 have typical
values in the 1-100 ns and 1-100 ps range, respectively.
Expanding the square root in powers of
(
2κ/~ω30
) |E|2 around |E| = 0 further gives:
d2p
dt2
+
2
T2
dp
dt
+ ω20p = κE+
κ
2
(
2κ
~ω30
)
E3 − 3κ
8
(
2κ
~ω30
)2
E5 + . . . (A.6)
It is then interesting to develop Eq. (A.6) by inserting the linearized (w ' −1) under-
resonant adiabatic-following relationship p ' −κwE/ω20 ' κE/ω20 into the nonlinear
source terms. After simplifying and rearranging terms:
d2p
dt2
+
2
T2
dp
dt
+ ω20p−
1
2
(
ω0
µ0
)2
p3 +O(p5)− . . . = κE. (A.7)
Eq. (A.7) is identified as the anharmonic (Duffing) oscillator equation with a third-order
nonlinear parameter b = ω20/2µ
2
0 (see also [12, 18]). It is then straightforward to show
that Eq. (A.7) reduces to the linear, Lorentz dispersion equation when |p|  √2µ0,
where, again, µ0 is the atomic dipole moment constant associated with the strength of
the atomic transition.
We stress that the right-hand side of Eq. (A.6) displays odd powers of E, providing
modelling capabilities only for centrosymmetric material. In certain dielectrics, the unit
crystal cell is associated with constant crystal fields that break the centrosymmetry of
the wave function and give rise to even-order contributions. To apply the two-level
atom model to the modelling of non-centrosymmetric media, we extend the derivation
provided above to the situation where both the ground state and the excited state have
a permanent dipole moment. Starting from the density matrix formulation of the two-
level atom, this is done by assigning non-zero values to the diagonal elements of the
dipole moment operator matrix. Following the procedure found in Sec. 6.4.1 in [16], it
is possible to show that the polarization and population equations are then
d2p
dt2
+
2
T2
dp
dt
+ ω20
(
1 +
∆µ
~ω0
E
)
p = ω20
(
1 +
∆µ
~ω0
E
)(
µ¯− w
2
∆µ
)
− κEw (A.8)
dw
dt
+
w − w(eq)
T1
=
(
2
~ω0
)
E
dp
dt
(A.9)
where ∆µ = µg − µe is the difference between the permanent dipole moments of the
ground (µg) and excited (µe) states, and µ¯ = (µg + µe)/2. The other parameters are as
defined in the text below Eqs. (A.1) and (A.2).
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In the adiabatic-following, under-resonant limit (ωL  ω0 and T2 →∞):
p '
(
µ¯− w
2
∆µ
)
− κwE
ω20
(
1 + ∆µ~ω0E
) . (A.10)
Inserting Eq. (A.10) into Eq. (A.9) (with T1 →∞) leads to
dw
w
= − bE
[(1 + aE)2 + bE2] (1 + aE)
dE, (A.11)
where a = ∆µ/~ω0 and b = 2κ/~ω30 . The exact analytical solution to Eq. (A.11) is
w =
1 + aE
[(1 + aE)2 + bE2]
1/2
+ C. (A.12)
We know from the previous solution given in Eq. (A.4) that C = −2, such that w = −1
when E = 0. Moreover, we emphasize that Eq. (A.4) is recovered with Eq. (A.12) when
a = 0, i.e., when there are no permanent dipole moments associated with the ground
state and excited state.
By expanding Eq. (A.12) in a Taylor series around E = 0, it is shown that the
weak-field form of Eq. (A.8) is
d2p
dt2
+
2
T2
dp
dt
+ ω20p = ω
2
0
{
µg + (c+ aµ¯)E +
bd
2
E2 +
(bc− 2abd)
2
E3 + . . .
}
, (A.13)
where a and b are defined below Eq. (A.11), c = a∆µ/2+b, and d = ∆µ/2. We emphasize
that the first term on the right-hand side of Eq. (A.13) is the permanent dipole moment
of the ground state. Since it is constant, it is usually neglected in an FDTD treatment.
Then Eq. (A.13) takes the following form:
d2p
dt2
+
2
T2
dp
dt
+ ω20p = ω
2
00
{
χ¯(1)E + χ¯(2)E2 + χ¯(3)E3 + . . .
}
, (A.14)
where χ¯(1) = (c+ aµ¯) /0, χ¯
(2) = bd/20, χ¯
(3) = (bc− 2abd) /20, . . . This demonstrates
formally that Eq. (6) presented in Sec. 2 is a legitimate, macroscopic generalization
of the quantum mechanical two-level atom model for both centrosymmetric and non-
centrosymmetric media in the weak-field (|E| → 0) under-resonant (ωL  ω0) adiabatic-
following (tp  T1, T2) limit.
Deeper insight into the weak-field condition (|E| → 0) used above is gained if we
compare the proper light-matter interaction timescale (say T ) with the Rabi frequency
2µ0|E|/~. Effectively, a laser field will be considered weak if the Rabi oscillations are
slow compared with T , i.e., if the Rabi phase is nearly constant over the timescale T .
This happens when 2pi/T  2µ0|E|/~ (see also Sec. 6.4.2 in [16]). This allows to define
an upper limit for the laser intensity as I∗ = |E|2/2η0 = (pi~/Tµ0)2/2η0. Typically,
µ0 is on the order of one atomic unit (µ0 ' 8.478 × 10−30 Cm). For the interaction of
short pulses with dielectrics, the relevant timescale T is the pulse duration. For a 15-fs
pulse, I∗ ∼ 1012 W/cm2. This shows that a typical upper laser intensity limit to respect
the “weak-field” condition of the nonlinear Lorentz model is actually quite high: above
the typical values encountered in perturbative nonlinear optics and in a range where
avalanche breakdown can be triggered in dielectrics.
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Appendix B. Range of validity of the nonlinear Lorentz dispersion model
with respect to the laser frequency
In Appendix A, we have shown how the nonlinear Lorentz dispersion model is ob-
tained from the quantum-mechanical two-level atom model in the weak-field adiabatic-
following under-resonant limit. To test the validity range with respect to the laser fre-
quency ωL, we performed a series of simulations identical to that of Figs. 8 and 9 and
scanned ωL from the under-resonant limit (ωL < ω0) to the over-resonant limit (ωL > ω0),
where ω0 is the oscillator natural frequency. Dispersion curves for both the first-order
(|P (ωL)|) and third-harmonic (|P (3ωL)|) polarization densities were then obtained. We
used the numerical solution of the quantum-mechanical two-level atom equations as a
reference (see Appendix D.2 for details).
To support the analysis that follows, we recall that the anharmonic oscillator Eq. (A.7)
has a perturbative solution (see, e.g., [16, 18]) that we write in the following form (note
the neglect of damping, for simplicity):
P (ωL) =
0χ¯
(1)(
1− ω2L
ω20
)E0 (B.1a)
P (3ωL) =
0χ¯
(3)(
1− ω2L
ω20
)3 (
1− 9ω2L
ω20
)E30 , (B.1b)
where E0 is the amplitude of the driving electric field (monochromatic) and χ¯
(1) and
χ¯(3) are the first-order and third-order static susceptibility parameters, respectively. The
dispersion curve for the third harmonic is thus expected to show two distinct resonance
peaks: one at ωL = ω0 and another at a lower frequency ωL = ω0/3. For a second-
order material, the second peak appears effectively at ωL = ω0/2, whereas the first peak
position at ωL = ω0 is unchanged.
Results shown in Fig. B.12 confirm that linear dispersion is correctly modelled by
the different polarization equations presented above in Table 3. Effectively, curves in
Fig. B.12(a) are barely distinguishable over the entire frequency range we considered
(0.065 ≤ ωL/ω0 ≤ 2.2). For third-harmonic dispersion, agreement is good up to the first
resonance of Eq. (B.1b) (ωL = ω0/3), which marks a tangible upper limit to the laser
angular frequency. Beyond that mark and through the main resonance (ωL = ω0), none
of the approximate solutions match the quantum mechanical prediction. This emphasizes
that all three models (nonlinear Lorentz, anharmonic oscillator, and strong-field Lorentz)
are in fact special-case equations that are valid in the under-resonant frequency limit
only. The current analysis shows that the turning point is ωL ' ω0/3 (again, ω0/2 for a
second-order material).
Better insight is gained by plotting the relative error of the different model predictions
with respect to the quantum solution (see Fig. B.13). At low intensity (106 W/cm
2
), the
three models match the quantum solution within a 10% error up to ωL ' 0.25ω0. With
increasing laser intensity, the error associated with the nonlinear and strong-field Lorentz
models stays in the same range, whereas that associated with the anharmonic oscillator
model increased steadily [see also Fig. 9(a) for details about the intensity scaling of the
different models]. In particular, it is seen in Fig. B.13(b) that for high laser intensity
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Figure B.12: Dispersion curves for (a) linear and (b) third-harmonic scattering as predicted by the
different nonlinear oscillator equations presented in Sec. 6 (see, in particular, Table 3 and caption of
Fig. 8 for details). While the difference between all models in (a) is barely distinguishable, agreement
in (b) is limited to the under-resonant range (ωL . ω0/3). Further analysis is provided in Fig. B.13.
(1013 W/cm
2
) the error for the nonlinear Lorentz model is kept within 10% over the
range 0.065 ≤ ωL/ω0 ≤ 0.33, while in the same range the anharmonic solution error is
systematically greater than 10%. Finally, we observed that laser intensity has a minor
influence on the error associated with the strong-field Lorentz model.
In Secs. 3 and 4, we presented examples involving second-order materials. The os-
cillator frequencies we used for the underlying nonlinear Lorentz equation were ω0 =
1.55×1016 rad/s and ω0 = 5.18×1015 rad/s, for laser wavelengths of λL = 1.064 µm and
λL = 1.5 µm, respectively. Frequency ratios are then found to be ωL/ω0 ' 0.114 and
0.251, comfortably within the validity range for second-order material (ωL . ω0/2). For
the examples with third-order dielectrics in Secs. 5 (λL = 1.5 µm, ω0 = 2.75×1016 rad/s)
and 6 (λL = 800 nm, ω0 = 3 × 1016 rad/s), frequency ratios where 0.0457 and 0.0785.
Comparison of these ratios with Fig. B.13 suggests that modelling the medium with the
nonlinear and strong-field Lorentz equations introduced an error below 10% relative to
modelling with the quantum-mechanical two-level atom model.
Appendix C. Nonlinear-Lorentz modelling of optical dispersion
Direct access to the spectral contributions associated with the static susceptibility pa-
rameters χ¯(ξ) of the nonlinear Lorentz model is obtained by taking the Fourier transform
FT{ } of Eq. (6), which gives:
P˜(ω) = 0
(
ω20
ω20 − ω2 − iγω
)∑
ξ
χ¯(ξ) FT{Eξ}. (C.1)
It is seen immediately that P˜(ω) is the sum over all the ξth-order terms that obey:
P˜(ξ)(ω) = 0
(
ω20
ω20 − ω2 − iγω
)
χ¯(ξ) FT{Eξ}. (C.2)
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Figure B.13: Error analysis of the third-harmonic dispersion curves presented in Fig. B.12. The relative
error is defined as 100×|model−quantum|/quantum, where model and quantum are the predictions from
a specific model (see legend) and that of the quantum-mechanical two-level atom model, respectively
(see caption of Fig. 8 for details). The grey areas are regions where the error is under 10%. In (a),
for a weak laser intensity (106 W/cm2), the error is effectively confined within a 10% margin for ωL .
0.25ω0, which is slightly narrower than what was inferred from Eq. (B.1b) and Fig. B.12(b) (ωL ≤
ω0/3). With increasing laser intensity, the error associated with the anharmonic oscillator model steadily
moved away from the grey region, while that associated with the strong-field Lorentz model did not
change significantly. In particular for the nonlinear Lorentz model, the below-10% range got wider with
increasing laser intensity. In (b), it is seen that at a 1013 W/cm2 laser intensity it extends all the way
up to the ωL = ω0/3 turning point.
This natural spectral decomposition is equivalent to defining an independent oscillator
equation for every order ξ as
d2P(ξ)
dt2
+ γ
dP(ξ)
dt
+ ω20P
(ξ) = ω200χ¯
(ξ)Eξ. (C.3)
We emphasize that P(ξ) above does not oscillate only at the harmonic frequency ξωL,
where ωL is the laser frequency, as one would expect from a regular perturbative decom-
position of P (see, e.g., [16]). We recall that E is here a real quantity that corresponds to
the total electric field. Its ξth power, i.e., Eξ, thus potentially contains several harmonic
contributions that might overlap with those from the other terms, but uniquely scaled
by the corresponding χ¯(ξ). For example, for a laser signal of the form E = E0 cosωLt,
we can develop the first three orders according to Eq. (C.2) to get:
P˜ (1)(ω) = 0
(
ω20
ω20 − ω2 − iγω
)
χ¯(1)
√
pi
2
[δ(ω − ωL) + δ(ω + ωL)]E0. (C.4)
P˜ (2)(ω) = 0
(
ω20
ω20 − ω2 − iγω
)
χ¯(2)
√
pi
2
[
δ(ω) +
δ(ω − 2ωL) + δ(ω + 2ωL)
2
]
E20 (C.5)
P˜ (3)(ω) = 0
(
ω20
ω20 − ω2 − iγω
)
χ¯(3)
√
2pi
8
× [3δ(ω − ωL) + 3δ(ω + ωL) + δ(ω − 3ωL) + δ(ω + 3ωL)]E30 . (C.6)
It is thus observed that the linear polarization term P˜ (1)(ω) peaks at ±ωL, whereas
the third order term has contributions at both ±ωL and ±3ωL, associated with self-
phase modulation and third harmonic generation, respectively. Also, P˜ (2)(ω) clearly
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exhibits the contributions associated with optical rectification [δ(ω)] and second harmonic
generation [δ(ω± 2ωL)]. The strength of these linear and nonlinear effects are effectively
weighted by the dispersion of the harmonic oscillator ω20/(ω
2
0 − ω2 − iγω) and by the
corresponding susceptibility parameters χ¯(1), χ¯(2), and χ¯(3).
In real materials, the spectral response of the various polarization orders is usually
different. It is possible to account for this fact phenomenologically by using different
oscillator parameters for the various polarizations orders. Also, by summing up the
contributions from an ensemble of oscillators—labeled by the subscript k—it is possible
to get an effective ξth-order dispersion equation as
χ(ξ)(ω) =
∑
k
χ¯
(ξ)
k (ω) =
∑
k
(
ω2k
ω2k − ω2 − iγkω
)
χ¯
(ξ)
k , (C.7)
that can be used to obtain complex dispersion curves over an extended spectral range.
We emphasize that the particular case where ξ = 1 and γk = 0, Eq. (C.7) leads to the
Sellmeier dispersion formula for the linear refractive index n(ω) =
√
1 +
∑
k χ
(1)
k (ω) [17],
already widely used to fit spectroscopic measurement data. The nonlinear Lorentz model
provides a natural and intuitive extension of this approach to the nonlinear domain.
In practical situations where dispersion modelling does not need high accuracy over
a large spectral bandwidth, it is advantageous to reduce the number of model oscillators
as much as possible to improve the computational efficiency. In fact, in many situations
there is no need for proper modelling of the nonlinear dispersion. This is the case for
the examples we presented in Secs. 3-6, where we assumed that the nonlinear effects
associated with χ(2) and χ(3) share the same dispersion as one of the oscillators of the
(linear) Sellmeier formula. When there is no significant overlap between the laser pulse
spectrum and the oscillator resonance, it is observed that ω2k/(ω
2
k−ω2) ' 1 and the static
nonlinear susceptibility parameters χ¯(ξ) can be used as-is (see, in particular, Fig. 2).
However, in general cases, χ¯(ξ) might have to be rescaled to get the desired nonlinear
effects.
Appendix D. Complementary equations
The nonlinear-Lorentz/FDTD modelling examples we provided in this paper were
compared with accepted models whose underlying equations are reproduced below.
Appendix D.1. Coupled amplitude equations for second-harmonic generation
Accepted models for second-harmonic generation (SHG) in quasi-phase-matched (QPM)
crystals can be found in [19, 20, 16]. In particular, we integrated numerically Eqs. (2.7.10)
and (2.7.11) in [16], i.e.,
dA1
dz
=
2iω21deff
k1c2
A2A
∗
1e
−i∆kz (D.1)
dA2
dz
=
iω22deff
k2c2
A21e
i∆kz. (D.2)
Parameters are: z the distance inside the crystal, A1 the complex amplitude of the driving
signal oscillating at ω1, A2 the complex amplitude of the second harmonic oscillating at
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ω2 = 2ω1, ki = n(ωi)ωi/c are the corresponding wave-vectors that define the wave-
vector mismatch parameter ∆k = 2k1 − k2, and, finally, deff = χ¯(2)/2. More details and
derivations can be found in [16].
Appendix D.2. Two-level nonlinear optics in the Schro¨dinger picture
In the Schro¨dinger picture, the dynamics of a two-level atom is studied in terms of
the level probability amplitudes Ca and Cb whose temporal evolution is given by
dCa
dt
=
1
i~
CbµabE(t)e
−iωbat (D.3)
dCb
dt
=
1
i~
CaµbaE(t)e
iωbat, (D.4)
where ~ωba is the transition energy and µij are the transition matrix elements. These
equations are essentially Eqs. (6.5.6) and (6.5.8) found in [16]. For the numerical inte-
gration we assumed a real electric field E(t) and real matrix elements µab = µba = µ0.
Then we evaluated the induced dipole moment as of Eq. (6.5.31) in [16], i.e.,
〈µˆ〉 = µ0
(
C∗aCbe
−iωbat + CaC∗b e
iωbat
)
. (D.5)
Details and derivations are found in [16].
Appendix D.3. Paraxial wave equation with Kerr nonlinearity
In the lowest-order approximation, Kerr self-focusing is typically studied with the
following nonlinear scalar paraxial wave equation, Eq. (48) in [43], reproduced here:
∂U
∂z
=
i
2k0
∇2⊥U + i
ω0
c
n2|U |2U. (D.6)
U is the complex envelope, k0 = n0ω0/c is the wave-vector associated with the linear
index n0 and angular frequency ω0, and n2 is the third-order nonlinear index.
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