University of Massachusetts Amherst

ScholarWorks@UMass Amherst
Masters Theses

Dissertations and Theses

October 2021

Modeling and Characterization of Optical Metasurfaces
Mahsa Torfeh
University of Massachusetts Amherst

Follow this and additional works at: https://scholarworks.umass.edu/masters_theses_2
Part of the Electromagnetics and Photonics Commons, Electronic Devices and Semiconductor
Manufacturing Commons, Nanotechnology Fabrication Commons, and the Optics Commons

Recommended Citation
Torfeh, Mahsa, "Modeling and Characterization of Optical Metasurfaces" (2021). Masters Theses. 1141.
https://doi.org/10.7275/24590103.0 https://scholarworks.umass.edu/masters_theses_2/1141

This Open Access Thesis is brought to you for free and open access by the Dissertations and Theses at
ScholarWorks@UMass Amherst. It has been accepted for inclusion in Masters Theses by an authorized
administrator of ScholarWorks@UMass Amherst. For more information, please contact
scholarworks@library.umass.edu.

MODELING AND CHARACTERIZATION OF OPTICAL
METASURFACES

A Thesis Presented
by
MAHSA TORFEH

Submitted to the Graduate School of the
University of Massachusetts Amherst in partial fulfillment
of the requirements for the degree of
MASTER OF SCIENCE IN ELECTRICAL AND COMPUTER ENGINEERING
September 2021
Electrical and Computer Engineering

© Copyright by Mahsa Torfeh 2021
All Rights Reserved

MODELING AND CHARACTERIZATION OF OPTICAL
METASURFACES

A Thesis Presented
by
MAHSA TORFEH

Approved as to style and content by:

Amir Arbabi, Chair

Do-Hoon Kwon, Member

Ramakrishna Janaswamy, Member

Christopher V. Hollot, Department Chair
Electrical and Computer Engineering

DEDICATION

To my parents, my sisters and my best friend.

ACKNOWLEDGMENTS

First and foremost, I would like to thank my family, who always supported me in my
life and my studies. I would like to thank my sister Maryam, without your understanding
and encouragements since my childhood, buying all those books for me, taking me to
all those places we went together and talking to me about how you perceive the world, I
would not be the person I am now. I would like to express my special thanks to Mahdad
Mansouree, my lab mate and my best friend in Amherst. We definitely had a long way
together at UMass Amherst and without your calming presence, insightful conversations
and tremendous supports, passing the difficulties was not possible. I would also like to
thank Jezabel Vilardell, my office mate and friend, thank you for being the best office mate
ever and lightening the dark days of our office.
I would also like to thank my advisor, Prof. Amir Arbabi, my lab mates Andrew McClung and Babak Mirzapour and our collaborator, Vince Einck. Thanks A. McClung for
fabrication of the slab lenses and thanks to V. Einck for development and fabrication of our
nano-imprint lithography (NIL) metasurfaces.
Finally, I would like to thank the UMass PhD women association at ECE department,
thanks for the supporting environment during last years.

v

ABSTRACT

MODELING AND CHARACTERIZATION OF OPTICAL
METASURFACES
SEPTEMBER 2021
MAHSA TORFEH
B.Sc., UNIVERSITY OF TEHRAN
M.S.E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Amir Arbabi

Metasurfaces are arrays of subwavelength meta-atoms that shape waves in a compact
and planar form factor. During recent years, metasurfaces have gained a lot of attention due
to their compact form factor, easy integration with other devices, multi functionality and
straightforward fabrication using conventional CMOS techniques. To provide and evaluate an efficient metasurface, an optimized design, high resolution fabrication and accurate
measurement is required. Analysis and design of metasurfaces require accurate methods
for modeling their interactions with waves. Conventional modeling techniques assume that
metasurfaces are locally periodic structures excited by plane waves, restricting their applicability to gradually varying metasurfaces that are illuminated with plane waves. In this
work, we will first provide a novel technique that enables the development of accurate and
general models for 1D metasurfaces. This approach can be easily extended to 2D metasurfaces. Due to the remarkable importance of accurate characterization of metasurfaces, we
will provide a rigorous method to characterize 1D metasurfaces. Finally, we will provide
an accurate approach to fabricate and characterize 2D metasrufaces.
vi
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CHAPTER 1
INTRODUCTION

Optical metasurfaces are arrays of nano-scatterers that can control the phase, polarization and amplitude of the incoming light. During recent years, metasurfaces have gained a
lot of attention due to their potential platform to provide miniaturized and compact devices
and substitute conventional refractive optical devices, which suffer from several disadvantages despite their relatively high efficiencies.

Bulky and Heavy

Lens

Waveplate

Filter

Diﬃcult/Expensive/One by One
Fabrica�on

Cascaded systems

Challenging Alignment

Figure 1.1: Limitation of refractive optical devices. They suffer from large form factors,
expensive and demanding fabrication processes and challenging cascade and integration to
other optical devices.
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As Fig. 1.1 illustrates, refractive optical devices are usually bulky and heavy in order to
support the propagation of light and phase accumulation inside them. Moreover, the fabrication of refractive optical devices is remarkably expensive and difficult process as creating
accurate curvatures can be a demanding process. Furthermore, cascading refractive optical
devices is a considerably challenging process due to the curved and bulky form factors of
each element.
The compact and planar form factor of metasurfaces has enabled design of elements
with less than 1mm thickness, providing a promising platform to create compact optical
devices. Moreover, metasurfaces can be fabricated with conventional CMOS fabrication
technologies and tools with 𝜇m-size accuracy at relatively lower costs. Furthermore, the
planar form factor of metasurfaces provides accurate and straightforward cascading and integration process of the optical elements to other devices to provide compact meta-systems
(Fig. 1.2).

Refrac�ve op�cal
devices

Metasurface

Figure 1.2: Comparison of the size and form factor of metasurfaces and conventional refractive optical devices and their integration to other devices. Planar form factor of metasurfaces provides a promising platform for having compact optical devices with straightforward integration.

To provide and evaluate an efficient metasurface, an optimized design, high resolution
fabrication and accurate measurement technique is required.
2

Analysis and design of metasurfaces require methods for modeling their interactions
with waves. High resolution full-wave simulations based on FDTD or FEM techniques are
not practical for studying metasurfaces as they require impractically long time to determine
such interactions accurately. On the other hand, conventional modeling techniques assume
that metasurfaces are locally periodic structures excited by plane waves, restricting their applicability to gradually varying metasurfaces that are illuminated with plane waves. In this
proposal, we will introduce the discrete-space impulse response concept that enables the
development of accurate and general models for metasurfaces. According to the proposed
model, discrete impulse responses are assigned to metasurface unit cells and are used to
determine the metasurface response to any arbitrary incident waves. The proposed concept
and modeling technique is applicable to linear metasurfaces with arbitrary meta-atoms, and
the resulting system-level models can be used to accurately incorporate metasurfaces into
simulation and design tools that use wave or ray optics.
Metasurfaces can be designed to have rods as nano-structures to direct the light along
one surface or to have nano-particles for direction in three dimensions. In this work, we
will refer the first group as 1D metasurfaces, and the latter one as 2D metasurfaces due to
the shapes of their nano-structures (Fig. 1.3).

(a)

(b)

Figure 1.3: Skecmatic illustration of metasurfaces. (a) 1D metasurfaces, (b) 2D metasurfaces.

In chapter 2, we will provide a background of the conventional modeling technique and
introduce the concept of our proposed technique for 1D metasurfaces, which can be easily
extended to 2D structures.
3

Both 1D and 2D metasurfaces can have several applications such as imaging, spectroscopy and signal processing. 1D metasurefaces have the advantage of straightforward
integration to other devices as all the elements can be fabricated on a single substrate. One
important factor in the functionality of the metasurfaces is their loss. In chapter 3, we will
provide a 1D metalens incorporated into an optical ring resonators to enable us to determine
the loss of such metalenses.
To fabricate metasurfaces with accurate sizes and aspect ratios, a high resolution fabrication technique is required. Such high resolution can be achieved with electron beam
lithogrophy (EBL) technique. However, EBL is a remarkably expensive approach and requires several time-consuming steps, which makes the commercial manufacturing unfeasible. Nano-imprint lithogrophy (NIL) is a promising alternative for fabricating metasurfaces
due to its low cost and fast process. In chapter 4, we will provide a novel NIL technique
which can reach unprecedented aspect ratio of meta-atoms of a structure. In this chapter, we
will briefly discuss our technique and measurement setup to evaluate the efficiency of the
fabricated metasurfaces. Although the employed measurement setup provides a complete
evaluation of the efficiency of the metasurfaces, it does not provide intuitive information
about the reasons behind the inefficiency of some of the fabricated structures. In chapter
4, we will provide a measurement setup based on diffraction phase microscopy (DPM) to
enable us to evaluate the fabricated structures in more depth.
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CHAPTER 2
MODELING METASURFACES USING DISCRETE-SPACE
IMPULSE RESPONSE TECHNIQUE

2.1

Introduction

Metasurfaces are rationally designed subwavelength arrays of meta-atoms that perform
various transformations on incident waves. In contrast to conventional optical components
that operate based on reflection and refraction, metasurface components utilize scattering
from subwavelength meta-atoms and achieve unprecedented control over the phase, amplitude, and polarization of transmitted or reflected waves [3–9] . Accurate full-wave modeling of metasurfaces is challenging and, in most cases, unfeasible because typical metasurfaces are significantly larger than their operation wavelength and have subwavelength
features. Therefore, approximate methods are commonly used for their design and analysis. Aperiodic metasurfaces with periodic lattices are a significant category of metasurfaces
because of the ease of their designs, and a large number of components based on such metasurfaces have been demonstrated at microwave and optical frequencies [3, 4, 10–15].
Figure 2.1a shows a schematic illustration of an aperiodic metasurface with a periodic lattice. The conventional approach for modeling such metasurfaces relies on the local
periodicity assumption. If the meta-atoms’ geometries vary slowly enough from one unit
cell of a metasurface to the next, then the metasurface may be considered approximately

The work presented in this chapter was published in [1] and presented in [2].
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Figure 2.1: Conventional technique for modeling metasurfaces. (a) An illustration of a
metasurface composed of an aperiodic array of meta-atoms arranged on a periodic lattice.
(b) In the conventional modeling technique, the transmitted field at each unit cell is assumed to be proportional to the incident field at the same unit cell. The local transmission
coefficient for each meta-atom is obtained by assuming that the structure is locally periodic
and is illuminated with a a plane wave. (c) The conventional modeling method is not accurate when the meta-atoms vary rapidly or in cases that the incident wave is not a plane
wave.

periodic in the neighborhood of each meta-atom. Thus, the interaction of an incident plane
wave with the metasurface may be modeled by gradually varying transmission or reflection
coefficients whose values at each unit cell depend only on the meta-atom inside that unit
cell. The local complex-valued transmission coefficient corresponding to each meta-atom
is then approximated by the transmission coefficient of a periodic array composed of the
same meta-atom at normal incidence (Fig. 2.1b). Because the transmission coefficients of
periodic arrays of meta-atoms can be computed quickly using Fourier modal techniques or
by full-wave simulations of one of their unit cells, the computational cost of the conventional method is low. Thus the approach is suitable for analyzing large structures and has
been extensively used in the design and modeling of metasurfaces [16–19].
The conventional approach suffers from several shortcomings and limitations. First, the
level of approximation involved in assigning local transmission coefficients to individual
unit cells (or meta-atoms) is unclear. As a result, it is unclear if the lattice constant of a
metasurface can be considered as the resolution of wavefront shaping, and if it cannot, what
is the actual wavefront shaping resolution when using a metasurface? In fact, this method is
only valid for slowly varying structures and it is known to lead to inaccurate estimations of
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efficiencies when the meta-atom geometry changes rapidly from one cell to the next [16].
Second, the local transmission coefficients, which are assigned to individual meta-atoms,
are obtained for the normal incidence and cannot be used to accurately model the metasurface response to arbitrary incident waves. When the incident wave is a known oblique
incident plane wave, this issue can be alleviated by finding the transmission coefficients of
the periodic arrays for the known incident angle instead of the normal incidence [20, 21],
but this workaround is not applicable for more general incident waves (Fig. 2.1c). Third, the
conventional metasurface model reduces metasurfaces to simple phase masks (i.e., transparencies) that essentially offer the same features as phase masks implemented using other
approaches (e.g., effective medium or kinoform). Compared to other implementations of
phase masks, metasurfaces provide several advantages such as simpler fabrication, better performance when implementing rapidly varying phase profiles, and the possibility of
controlling chromatic dispersion [22–24] and polarization [17, 25–27]. Nevertheless, the
phase mask model misses a wide range of conceptually interesting and practically important features of metasurfaces that are due to the non-locality of the scattering phenomenon.
As we will demonstrate in section 3 using an example, the waves transmitted through a
metasurface are not local and the phase mask model, which is a local model, cannot be
used to exploit the rich opportunities offered by the non-local response of metasurfaces
in designing novel optical components. To address this issue, here we introduce the concept of discrete-space impulse response (DSIR) for metasurfaces and employ it to model
nonlocality in metasurfaces.
DSIR is a novel technique for modeling metasurfaces that overcomes the shortcomings
of the conventional approach and offers insights into the interaction of waves with metasurfaces. We introduce the DSIR concept in section 2 and present a couple of examples of
its application in section 3 that also serve as a confirmation for the validity and accuracy
of the DSIR technique. In section 4, we introduce two approximations that significantly
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reduce the computational cost of the DSIR technique while achieving better accuracy than
the conventional approach.

2.2

Discrete-space impulse response concept

In this section, we explain DSIR concept for modeling non-diffractive metasurfaces
with periodic lattices. For simplicity, we explain the concept using a 1D transmissive metasurface but the idea and approach are general and can be readily extended to model more
general metasurfaces (i.e., 2D or reflective metasurfaces). Consider the 1D metasurface
schematically shown in Fig. 2.2a. The metasurface is composed of an array of potentially
different meta-atoms that are positioned at the lattice sites of a periodic lattice with the
lattice constant of Λ. The metasurface is surrounded by materials with refractive indices of
𝑛1 and 𝑛2 at the bottom and on the top, respectively, which can represent the cladding and
the substrate.
(a)
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Figure 2.2: DSIR concept. (a) Illustration of a metasurface illuminated with an incident
wave with the field 𝐹in . Incident and outgoing waves on the input and output reference
planes, which are at 𝑧in and 𝑧out , respectively, are sampled at the lattice sites of the metasurface. The sampled incident and outgoing fields can be considered as discrete signals
𝑓in (𝑛) and 𝑓out (𝑛). (b) A metasurface may be considered as a discrete linear system with
an impulse response 𝑡 (𝑛, 𝑚) that maps 𝑓in (𝑛) to 𝑓out (𝑛). The impulse response is the system’s output to a discrete delta input. (c) The procedure for obtaining the impulse response
of a metasurface. The metasurface is excited with a reconstruction function 𝑊 (𝑥), which is
shown as a sinc function, that is centered at the 𝑚 th unit cell of the metasurface and 𝑡 (𝑛, 𝑚)
is obtained by sampling the outgoing field at the 𝑛th metasurface unit cell.
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Assume that an incident wave with an arbitrary wavefront is propagating in the material
with a refractive index of 𝑛1 and is incident on this metasurface from the bottom side. We
choose a plane parallel to the plane of the metasurface at 𝑧 = 𝑧in and refer to it as the “input
reference plane”. The input reference plane can be chosen arbitrarily. According to the
surface equivalence theorem [28], the tangential components of either the electric field or
the magnetic field of the incident wave on the input reference plane uniquely characterize
the incident wave. Let 𝐹 depict the transverse components (with respect to 𝑧) of either the
electric or the magnetic field. For example, for the 1D metasurface shown in Fig. 2.2a, 𝐹
may depict 𝐸 𝑦 for transverse electric waves and 𝐻 𝑦 for transverse magnetic waves. The
spatial Fourier transform of the field of the incident wave (𝐹in ) on the input reference plan
is given by
∫
ein (𝑘 𝑥 , 𝑧in ) =
𝐹

∞

𝐹in (𝑥, 𝑧 in )e 𝑗 𝑘 𝑥 𝑥 d𝑥.

(2.1)

−∞

If the incident wave is emitted by a source that is at least a few wavelengths away from the
metasurface, which is a valid assumption in many practical cases, then the wave on the input
reference plane is composed of only traveling waves and has no evanescent components.
As a result, the transverse components of the electric (or magnetic) field of the incident
wave on the input reference plane (i.e., 𝐹in ) are bandlimited in the spatial Fourier plane of
ein (𝑘 𝑥 , 𝑧in ) is zero for |𝑘 𝑥 | > 𝑛1 𝑘 0 . The limited spatial width of the
𝑘 𝑥 . In other words, 𝐹
incident field is because it is a propagating wave and can be considered as a superposition
of fields of propagating plane waves (no contributions from evanescent plane waves exist
in its expansion). The maximum spatial bandwidth of 𝐹in (𝑥) is 𝑛1 𝑘 0 ; therefore, it can be
uniquely reconstructed from its samples if it is sampled at least at the Nyquist rate with
a maximum sampling period of Δ𝑥 =

2𝜋
2𝑛 1 𝑘 0

= 𝜆 1 /2, where 𝜆 1 is the wavelength of the

incident wave in the substrate. Because the metasurface lattice is non-diffractive in the
substrate Λ < 𝜆1 /2 we can use the lattice sites as the sampling locations. Therefore, the
incident wave on the input reference plane can be represented by its samples at the lattice
sites of the metasurface.
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Similar to the input reference plane, we can choose an “output reference plane” above
the metasurface plane at 𝑧 = 𝑧out (as schematically shown in Fig. 2.2a). For example, the
output reference plane can be selected slightly above the plane right on top of the metaatoms. The field of the transmitted waves on the output reference plane 𝐹t (𝑥) = 𝐹 (𝑥, 𝑧 out )
might not be bandlimited to 𝑛2 𝑘 0 if the output reference plane is selected close to the
meta-atoms where the evanescent waves have not yet decayed significantly. However, the
frequency components of 𝐹t (𝑥) with |𝑘 𝑥 | > 𝑛2 𝑘 0 do not propagate away from the metasurface and do not contribute to the transmitted waves measured at any locations which are at
least a few wavelengths away from the metasurface plane. As a result, we can sample 𝐹t (𝑥)
at a high enough sampling rate to avoid aliasing, and then filter it using an ideal low-pass
filter which is equal to 1 for spatial frequencies of |𝑘 𝑥 | ≤ 𝑛2 𝑘 0 , and 0 otherwise. The result
of this filtering procedure (which we refer to as the outgoing wave 𝐹out (𝑥)) has the same
propagating spatial components as 𝐹t (𝑥), thus it leads to the same transmitted wave after
propagating a few wavelengths away from the metasurface. Because 𝐹out (𝑥) is bandlimited to 𝑛2 𝑘 0 it can be sampled with the period of Λ < 𝜆2 /2. Also, the knowledge of the
tangential components of 𝐹 on any plane above the metasurface is sufficient to determine
the transmitted fields uniquely in the region above that plane. As a result, the samples
of 𝐹out (𝑥) obtained at the metasurface lattice sites will completely characterize the transmitted wave at any location that is at least a few wavelengths away from the metasurface
plane.
The sampled input and output fields are schematically shown in Fig. 2.2a as discrete
signals 𝑓in (𝑛) = 𝐹in (𝑛Λ) and 𝑓out (𝑛) = 𝐹out (𝑛Λ) (i.e., sequences of complex numbers, 𝑛:
integer). As Fig. 2.2b shows, the metasurface transforms input discrete signals to output
discrete signals. For linear metasurfaces (i.e., at low incident power levels where nonlinear
effects are negligible), the transformation is linear and we can define its discrete-space
impulse response (DSIR) 𝑡 (𝑛, 𝑚) as the output signal 𝑓out (𝑛) corresponding to 𝑓in (𝑛) =
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𝛿𝑛−𝑚 , where 𝛿𝑖 is the Kronecker delta function that is equal to 1 for 𝑖 = 0 and zero otherwise.
(Fig. 2.2b).
According to the Nyquist sampling theorem, the continuous fields 𝐹in/out (𝑥) can be
exactly reconstructed from their sampled values (i.e., the discrete signals) by interpolating
the discrete signals using a specific interpolation function 𝑊 (𝑥) that is the impulse response
of a low-pass reconstruction filter. In the 1D case, the interpolation function 𝑊 can be
selected as a sinc function (𝑊 (𝑥) = sinc(𝑥/Λ) = sin(𝜋𝑥/Λ)/(𝜋𝑥/Λ)) and the fields can be
written as [29]

𝐹in/out (𝑥) =

∞
Õ

𝑓in/out (𝑛)𝑊 (𝑥 − 𝑛Λ) =

𝑛=−∞

∞
Õ

𝑓in/out (𝑛)sinc(

𝑛=−∞

𝑥 − 𝑛Λ
).
Λ

(2.2)

According to (2), the impulse response 𝑡 (𝑛, 𝑚) can be interpreted as the samples of the
outgoing field 𝐹out (𝑥) when the incident field is 𝐹in (𝑥) = 𝑊 (𝑥 − 𝑚Λ). For the selection
of 𝑊 (𝑥) = sinc(𝑥/Λ), the incidence field 𝐹in = sinc( Λ𝑥 − 𝑚) is the field of a wave focused with a numerical aperture of (𝜆 1 /2)/Λ at the location of the 𝑚 th meta-atom. This
is schematically shown in Fig. 2.2c. Also, for this selection, the incident wave amplitude
for the impulse response (𝐹in (𝑥)) passes through zero at all lattice sites except for the 𝑚 th
one and decreases away from the 𝑚 th lattice site. As a result, the main contributions to
𝑡 (𝑛, 𝑚) are expected to be from the 𝑚 th meta-atom and its close neighbors. For local metasurfaces, we expect impulse responses similar to the one shown in Fig. 2.2c where |𝑡 (𝑛, 𝑚)|
decreases with increasing |𝑛 − 𝑚|. The discrete-space impulse response 𝑡 (𝑛, 𝑚) completely
characterizes the metasurface response. The samples of the outgoing wave for any arbitrary
incident wave with a field 𝐹in (𝑥) can be obtained according to

𝑓out (𝑛) =

∞
Õ

𝑓in (𝑚)𝑡 (𝑛, 𝑚),

(2.3)

𝑚=−∞

where 𝑓in (𝑛) = 𝐹in (𝑛Λ), and 𝐹out (𝑥) can be reconstructed from 𝑓out (𝑛) according to (2).
Equation (3) can be written in a matrix form as
11

𝑓out = 𝒕 𝑓in

(2.4)

where 𝑓in and 𝑓out are vectors whose 𝑛th elements are equal to 𝑓in (𝑛) and 𝑓out (𝑛), respectively, and 𝒕 is a matrix with elements 𝑡 𝑛𝑚 = 𝑡 (𝑛, 𝑚). The assumption of locality used in the
conventional metasurface analysis and design is equivalent to assuming that 𝒕 is diagonal.
The off-diagonal elements of 𝒕 are nonzero for typical metasurfaces. For metasurfaces with
small coupling between meta-atoms, the amplitudes of the off-diagonal elements should
decrease as their distances to the diagonal increase.
The metasurface matrix 𝒕 can be expressed in any basis, but the basis used in the DSIR
approach (i.e., 𝑊 (𝑥 − 𝑚Λ)) leads to a compact and intuitive representation of wave transformations offered by local metasurfaces. For example, the fields on the input and output
reference planes (𝐹in and 𝐹out ) may be expanded in terms of a continuous basis of plane
waves propagating along different directions. However, the matrix 𝒕 of a typical aperiodic
metasurface (e.g., a metalens) in the plane wave basis is not sparse because the metasurface transforms an incident plane wave into a continuous superposition of outgoing plane
waves. Also, no approximation is involved in the derivation of (3) and transmitted waves
reconstructed from 𝑓out are accurate in regions that are at least a few wavelengths away
from the metasurface where the evanescent waves have significantly decayed. In practice,
the impulse responses should be truncated which introduces an error that can be adjusted
by selecting the truncation range.

2.3

Computation and applications of DSIR

In this section, we describe the computation procedure of DSIR using a couple of examples and illustrate its applications in determining the response of metasurfaces to arbitrary
incident waves. For these demonstrations, we use the simple 1D transmissive metasurface
platform shown in Fig. 2.3a. The metasurface operates at 𝜆 = 1 μm and is composed of
0.8-μm-tall rectangular silicon bars with a refractive index of 3.46 that are arranged on
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a periodic lattice with a lattice constant of Λ = 0.5 μm. The substrate and top cladding
are assumed to be air. The transmission of periodic metasurfaces implemented using this
platform for a normally-incident TM-polarized plane wave (with magnetic field along the
𝑦 direction) is also shown in Fig. 2.3a and is used for designing different components discussed in this section and section 4.

3.1 DSIR of non-diffractive periodic metasurfaces
Consider the periodic metasurface shown in Fig. 2.3b where all the meta-atoms have
equal width of 𝑤 = 150 nm and the input and output reference planes are selected at the
bottom and top of the meta-atoms, respectively. Because of the periodicity, the DSIR of
such a periodic metasurface 𝑡 (𝑛, 𝑚) is only a function of the difference between 𝑛 and 𝑚,
thus it suffices to find 𝑡 (𝑛) = 𝑡 (𝑛, 0) and DSIR can be computed using a single simulation.
As we discussed in section 2, the DSIR is determined by finding samples of the outgoing
field for the incident field 𝐹in (𝑥) = sinc( Λ𝑥 − 𝑚) = sinc( Λ𝑥 ). Therefore, to obtain 𝑡 (𝑛)
for the periodic metasurface shown in Fig. 2.3b, the metasurface was illuminated by a
TM-polarized wave propagating along the +𝑧 direction whose magnetic field at the input
reference plane is given by 𝐻® = sinc( Λ𝑥 ) 𝑦ˆ. The incident wave was generated by an electric
𝑥 placed on the input reference plane.
surface current density 𝐽®s = −2sinc( Λ𝑥 )ˆ
The response of the metasurface to 𝐹in was found using a finite element method simulation using a commercial software and a snapshot of the magnetic field is shown in Fig. 2.3b.
The transmitted fields on the output reference plane have significant evanescent components because the plane is chosen close to the meta-atoms. To reduce numerical errors and
the required sampling frequency, the transmitted field was sampled at a plane 0.5 μm above
the output reference plane, low-pass filtered to remove any remaining evanescent components, backpropagated to the 𝑧 = 𝑧out plane, and was sampled at 𝑥 = 𝑛Λ. For forward and
backward propagation through homogenous materials, we used the plane wave expansion
technique [30]. The modulus and phase of DSIR of the periodic metasurface (Fig. 2.3b)
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Figure 2.3: DSIR of a periodic metasurface. (a) Schematic illustration of a 1D metasurface
used for the demonstration of DSIR computation and applications. The metasurface is
composed of silicon bars with different width (𝑤) and its transmission as a function of 𝑤 is
shown. (b) Schematic of a periodic metasurface based on the design shown in (a). Input and
output reference planes are selected at the bottom and top of the meta-atoms, respectively.
The metasurface is excited by an incident field whose magnetic field at the input reference
plane is given by 𝐻® = sinc( Λ𝑥 ) 𝑦ˆ, and a snapshot of the transmitted magnetic field is shown
on the right. (c) Amplitude and phase of the DSIR of the metasurface shown in (b).

were obtained using this procedure and are shown in Fig. 2.3c. The DSIR data shown in
Fig. 2.3c completely characterizes the periodic metasurface and the outgoing waves for any
arbitrary incident waves can be obtained from (3) which reduces to a discrete convolution
operation for non-diffractive periodic metasurfaces. The DSIR shown in Fig. 2.3c is localized around 𝑥 = 0, meaning the the majority of the power is localized around the meta-atom
that is illuminated. However, the DSIR shown in Fig. 2.3c has a finite width and is not a
discrete delta function. Therefore, while the interaction of the metasurface with an incident
wave can be considered relatively local, the interaction length is a few unit cells and the
conventional technique, which assumes interactions are limited to a single unit cell, does
not accurately model wave interactions with metasurfaces.
The DSIR of a non-diffractive periodic metasurface can also be obtained from its transmission coefficients for plane waves incident on the metasurface at different angles. As it is
shown in Appendix Note 1, the complex-valued transmission coefficient of the metasurface
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𝑇 (𝜃) for a plane wave incident at an angle 𝜃 is equal to e
𝑡 (2𝜋sin(𝜃)Λ/𝜆1 ) where e
𝑡 (𝜔) is the
Fourier transform of 𝑡 (𝑛). In other words, the DSIR of a non-diffractive periodic metasurface is the inverse Fourier transform of the angular spectrum of its transmission coefficient.
We verified this relation for the metasurface shown in Fig. 2.3b by finding its transmission
coefficient for plane waves incident at different angles, taking its Fourier transform, and
comparing the result with the DSIR shown in Fig. 2.3c which was obtained using a finite
element simulation.
The Fourier transform relation between DSIR and transmission coefficient offers several benefits. First, the transmission coefficient of plane waves incident on periodic structures can be computed using periodic boundary conditions or Fourier modal techniques
such as the rigorous coupled-wave analysis (RCWA) technique, thus reducing the DSIR
computational cost. Second, the Fourier transform provides an intuitive relation between
the transmission coefficient and DSIR. For example, the transmission coefficient of an ideal
local metasurface, whose DSIR is a discrete delta function, should be independent of the
incident angle, or a resonant feature in the angular spectrum of a metasurface indicates a
slow decay of its DSIR. Third, it clarifies the relation of the DSIR and the approximation
used in the conventional technique. The normal-incidence transmission coefficient that is
used in the conventional method is equal to e
𝑡 (0), which via the Fourier transform relation,
Í
is equal to the sum of all DSIR elements 𝑇 (0) = 𝑛 𝑡 (𝑛). Fourth, as we have shown using the Fourier transform relation in Appendix Note 2, the Euclidean norm of the DSIR is
Í
bounded by 1 (i.e., 𝑛 |𝑡 (𝑛)| 2 ≤ 1), hence the DSIR has a finite width.

3.2 Analysis of metasurface beam deflectors using the DSIR technique
To demonstrate the accuracy of the DSIR technique and to illustrate its application in
full characterization of a more general metasurface, we consider a wave interaction with a
metasurface beam deflector. Consider the beam deflector schematically shown in Fig. 2.4a
that is designed using the metasurface design presented in Fig. 2.3a. The metasurface de-

15

0.9

m=1 (126 nm)
m=3 (177 nm)

-4

(d) 1.3

8

Full-wave
DSIR

0
-25

25

-20

0
x (µm)

-20

DSIR

10

-20

0

0.5

0
x (µm)

-20

Difference (|HyDSIR-Hyfull-wave|)

10

-1.3

1.3

5 µm

0.5

0
x (µm)

0

-1.3

0.12

5 µm
-20

0
x (µm)

-20

0

Hy (A/m)

Gaussian beam
waist diameter: 4 µm

4

|Hy| (A/m)

x

0
n

1.3

5 µm

0.5

z (µm)

-8

Full-wave

10

Hy (A/m)

z

m=2 (147 nm)

|t(n,m)|
0

(c)

z (µm)

30°
x

(e)

m=0 (50 nm)

Hy (A/m)

z

(b)

z (µm)

(a)

Figure 2.4: DSIR of a metasurface beam deflector. (a) Schematic of a 30◦ metasurface
beam deflector. The beam deflector is implemented using the platform shown in Fig. 3a
and is composed of meta-atoms with widths of 50 nm, 126 nm, 147 nm, and 177 nm.
(b) Modulus of DSIR for incident waves centered at the four meta-atoms. The meta-atom’s
width at the excitation center for different values of 𝑚 are listed in the legend. (c) Schematic
of the beam deflector illuminated by a Gaussian beam with a waist diameter of 4 μm. (d)
Modulus of the magnetic field of the outgoing wave on a plane 0.5 μm above the top
of the meta-atoms for the metasurface shown in (c). The results obtained using full-wave
simulation and the DSIR technique are shown. (e) Snapshots of the magnetic field in 𝑧 >0.5
μm computed using a full-wave simulation and the DSIR technique and their difference.

flects normally incident TM-polarized plane waves by 30◦ and is composed of four different
meta-atoms with widths of 50 nm, 126 nm, 147 nm, and 177 nm, corresponding to relative
phase shifts of 0, 𝜋/2, 𝜋, and 3𝜋/2, respectively. Because the beam deflector is periodic
with a period of 4Λ, its DSIR (i.e., 𝑡 (𝑛, 𝑚)) can be computed using four simulations with
incident fields centered at four different unit cells (𝐹in = sinc(𝑥/Λ − 𝑚) for 𝑚 = 0, 1, 2, 3).
A larger number of simulations are required for determining the DSIR of general aperiodic
metasurfaces, and we discuss techniques for reducing the DSIR computational cost in section 4; however, the four meta-atom beam deflector serves as a proof-of-concept example
for demonstrating the DSIR technique. We chose the input reference plane at the bottom of
the meta-atoms at 𝑧 in = −0.8 μm and the output reference plane at 𝑧out = 0 which is the top
surface of the meta-atoms. The DSIR was computed by finite element simulations using a
procedure similar to the one detailed in section 3, and the results are presented in Fig. 2.4b.
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By shifting the computed DSIRs to the location of similar meta-atoms of the beam deflector, we can form the matrix 𝒕 and find the outgoing waves for any arbitrary incident
waves. As an example, we assumed the beam deflector is illuminated by a normallyincident TM-polarized Gaussian beam with a beam diameter of 4 μm whose waist is at
the 𝑧in plane (Fig. 2.4c). Fig. 2.4d shows the outgoing magnetic field (i.e., the propagating component of the transmitted field) at the output reference plane obtained using the
DSIR technique (Eq. (4)) and a full-wave simulation with the Gaussian incident beam.
The two results shown in Fig. 2.4d are in good agreement, thus confirming the accuracy of
the DSIR technique. Fig. 2.4e shows snapshots of the magnetic field in the region above
the meta-atoms computed using a full-wave simulation and by propagating the DSIR field
on the output reference plane using the plane wave expansion method. The difference between the two fields is also shown in Fig. 2.4e, and represents the evanescent fields that are
large only close to the metasurface. Figure 2.5a shows the magnetic field at the top of the
meta-atoms. As this figure shows, the field contains resonances with periodicity smaller
than wavelength (1𝜇m). This indicates that the field contains non-propagating modes. The
Fourier transform of the field has been presented in Fig.2.5b. By Computing the power of
non-propagating modes and the whole power, we can find 6.67 % of the whole power is
not propagating, which is guided along the surface of the structure.
The DSIR technique accurately predicts metasurface response to any arbitrary incident
fields. However, for more general metasurfaces where all meta-atoms are different, the
computation of DSIR involves a large number of simulations. Because the amplitude of
the DSIR excitation (i.e., the sinc function) drops away from the excitation’s center, the
DSIR is expected to be localized and only depend on the meta-atom at the excitation center
and a few of its neighbors. The localized feature of the DSIR allows for its estimation from
the knowledge of the meta-atoms in a neighborhood of the excitation center and introduces
a pathway for improving the accuracy of the conventional technique. In the following
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Figure 2.5: Illustration of the evanescent modes in the beam deflector presented in Fig.
2.4. The field is recorded at the top of the meta-atoms. (a) Magnetic field at the top of the
meta-atoms. (b) The Fourier transform of the field shown in (a).

section, we discuss two methods for the estimation of DSIR using a limited number of
meta-atoms that reduce its computational cost significantly.

2.4

Approximate techniques for computing DSIR

4.1 Approximate DSIR of slowly varying metasurfaces
Meta-atom geometries vary slowly in metasurfaces such as beam deflectors with small
deflection angles and low numerical aperture metalenses. In such metasurfaces, meta-atoms
are approximately the same in the DSIR excitation region, thus the metasurface can be
locally approximated by a periodic metasurface. Using this approximation, DSIRs are assigned to meta-atoms instead of unit cells, thus reducing the number of simulations required
for a general metasurface to the number of distinct meta-atoms. The conventional technique
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also uses the local periodicity approximation; however, in contrast to a single transmission
coefficient that is used in the conventional approach, the DSIR contains incident-angledependent information of the meta-atom and leads to more accurate results for incident
waves with arbitrary wavefronts. As discussed in section 3, the DSIR of non-diffractive
periodic structures can be obtained from the angular spectrum of their transmission coefficients which by itself can be computed at a low computational cost using a Fourier modal
method [31].
To evaluate the performance of this approximation, we designed a number of low numerical aperture metalenses that focus light incident at different angles to a point 400 μm
away from their surfaces. Fig. 2.6a shows one of the metalenses designed for normal incidence that is illuminated by a normally incident TM-polarized Gaussian beam with a waist
diameter of 32 μm. The intensity distributions of light transmitted through this metalens
were obtained using the conventional technique, the DSIR technique with the local periodicity approximation, and a full-wave simulation are presented in Fig. 2.6b. As Fig. 2.6b
shows, all three approaches predict similar focal point intensities. Fig. 2.6c displays another metalens that is designed for an incident angle of 40◦ and is illuminated with a similar
Gaussian beam incident at 40◦ . Fig. 2.6d shows the intensity distributions of the transmitted light of this metalens computed using different approaches. As the results presented in
Fig. 2.6d show, the DSIR with local periodicity approximation provides a more accurate
estimation of the focused light’s intensity than the conventional approach.
Similar metalenses with incident angles of 10◦ , 20◦ , and 30◦ were also designed and
simulated and their focusing efficiencies computed using the three different approaches are
shown in Fig. 2.6e. The focusing efficiency represents the fraction of transmitted light that
is focused to a 10-μm-wide area around the focal point when the metalens is illuminated
by a Gaussian beam with a waist diameter of 32 μm that is incident at the metalens design
angle. As the results shown in Fig. 2.6e indicate, the local periodicity approximation of
DSIR leads to more accurate estimations of the focusing efficiency of metalenses than
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Figure 2.6: DSIR with the local periodicity approximation. (a) Schematic of a lownumerical-aperture metalens with a focal length of 400 μm focusing a normally incident
Gaussian beam with a waist diameter of 32 μm. (b) Intensity distributions of the light
transmitted through the metalens shown in (a) computed using the conventional technique,
DSIR with local periodicity approximation, and a full-wave simulation. (c) Schematic of
an off-axis metalens with a focal length of 400 μm that is designed to focus light incident
at 40◦ . The metalens is illuminated with a Gaussian beam with a waist diameter of 32
μm that is incident at 40◦ . (d) Intensity distributions of the light transmitted through the
metalens shown in c computed using the conventional technique, DSIR with local periodicity approximation, and a full-wave simulation. (e) Estimated focusing efficiencies of five
different metalenses designed for different incident angles (0◦ to 40◦ , 10◦ steps) obtained
using the conventional and DSIR with local periodicity approximations. Accurate focusing
efficiency values computed using full-wave simulations are also shown. The metalenses
are similar to the ones shown in (a) and (c) and are illuminated by a Gaussian beam with a
waist diameter of 32 μm that is incident at the metalens’s design angle.
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the conventional modeling approach. The result is expected because the DSIR with local
periodicity approximation reduces to the conventional technique by further approximating
the DSIR by a discrete delta function equal to the sum of its elements.

4.2 Locality approximation of DSIR
The periodic approximation provides an accurate result for slowly varying metasurfaces, but its accuracy is reduced for metasurfaces with rapid variations. Direct calculation
of the DSIR by exciting a metasurface with sinc functions centered at different unit cells
can be used but this approach involves a large number of simulations of the entire metasurface. The excitation amplitude (i.e., the sinc function) is only significant over a finite
number of unit cells close the excitation center, thus we can expect that the meta-atoms
faraway from the excitation center to have a negligible effect on the metasurface response
and its DSIR. By ignoring the effect of faraway meta-atoms, which we refer to as the locality approximation, we can find an approximate DSIR of a metasurface. As it is shown
schematically in Fig. 2.7a, only a finite number of meta-atoms (𝑁) close to the excitation
center are considered (i.e., windowing the metasurface structure).
Windowing reduces the computational cost of each simulation and the number of simulations required for computing the DSIR matrix. An illustration of a simulation for computing DSIR with 𝑁 = 7 is shown in Fig. 2.7b. The small size of the simulation domain
significantly reduces the simulation’s computational cost. Furthermore, most metasurfaces
are composed of a limited number of different meta-atoms, hence a lookup table for the
DSIR can be constructed allowing for the computation of the response of any metasurface
to any arbitrary incident waves using a single matrix multiplication (i.e., using Eq. (4)).
To study the performance of the locality approximation, we considered the beam deflector shown in Fig. 2.4. The DSIR for this beam deflector obtained using the locality
approximation with 𝑁 = 7 is shown in Fig. 2.7c, which is comparable with the exact results shown in Fig. 2.4b. The beam deflector’s response to a normally incident Gaussian
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beam was computed using the approximate DSIR shown in Fig. 2.7c, and the result is
shown in Fig. 2.7d along with the results obtained using the conventional approach and
a full-wave simulation. As the intensity distributions in Fig. 2.7d show, the DSIR with
locality approximation is more accurate than the conventional approach.
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Figure 2.7: Locality approximation of DSIR. (a) Illustration of the windowing idea used in
the locality approximation. A finite number of meta-atoms (𝑁) close to the excitation center
are considered for the DSIR computation. The meta-atom at the excitation center is shown
by a different color. (b) Schematic of the structure simulated for the DSIR estimation using
the locality approximation. The simulation domain is surrounded by a perfectly matched
layer (PML) to prevent reflections from its boundaries. (c) Modulus of the approximate
DSIR of the beam deflector shown in Fig. 4 obtained using the locality approximation with
𝑁 = 7. The width of the meta-atom at the excitation center for different values of 𝑚 are
listed in the legend. (d) Schematic and the intensity distribution of the transmitted light for
the beam deflector of Fig. 4 whose approximate DSIR is shown in (c). The beam deflector
is illuminated by a normally incident Gaussian beam with a beam diameter of 4 μm, and the
intensity distribution computed using the DSIR with the locality approximation and 𝑁 = 7
is shown. Intensity distributions obtained using the conventional approach and a full-wave
simulation are also shown for comparison. (e) Error of the locality approximation as a
function of the number of meta-atoms in each window for the beam deflector shown in (d).
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To quantify the approximation’s accuracy, we compared the estimated magnetic field
of the outgoing field on a plane 0.5μm above the meta-atoms with the full-wave result.
We defined the error as the square of the ratio of the norm of the difference between the
estimate and the full-wave fields to the norm of the full-wave field. Fig. 2.7e shows the
error of the locality approximation of DSIR as a function of the number of the meta-atoms
in each window (𝑁) for the beam deflector. As expected, the error decreases by increasing
𝑁. For comparison, the conventional approach’s error for this structure is ~30%. As the
results shown in Fig. 2.7e display, considering the effect of the nearest neighbors (i.e.,
𝑁 = 3) reduces the error to less than 12%.

2.5

Modeling multi-layer metasurfaces using DSIR

Metasurfaces are compact planar structures that can control the incoming light for various applications such as multi-wavelength lenses. However, metasurfaces are limited in
arbitrary control of the incoming light. In order to provide additional degree of freedom
to increase the efficiency of metasurfaces, exploring multi-later structures is essential. In
recent years, multi-layer metasurfaces have been designed and applied for various applications such as multi-focal lenses and compact cameras [20]. In this section, we will discuss
how to extend DSIR method to enable us to model and design multi-layer metasurfaces.
The main difference between single and multi-layered structures arises from the multiple internal reflections of light between the layers of the structure (Fig. 2.8a). If we can
fully characterize each layer of such metasurfaces individually, we can accurately model
the response of the whole cascaded system. This can be especially helpful to be used as
a black-box system-level model for incorporating metasurface into ray and physical optics
simulation and design tools (Fig. 2.8a).
Full characterization of a metasurface layer requires to find not only the transmission
coefficients of each scatterer, but also the reflection coefficients. For this aim, at each
simulation with the sinc excitation of the meta-atoms, both the transmission and reflection
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fields need to be recorded. As Fig. 2.8b presents, the fields are recorded on reference planes
in the vicinity of top and bottom the structure (similar to section 3.1). Same as before, the
recorded fields are sampled at the location of center of each meta-atom, filtered and back
propagated to the top and bottom the meta-atoms.
Having the sampled reflection and transmission fields from all the scatteres in each
layer, a scattering matrix can be constructed for each layer of the structure:
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Where 𝑆𝑖 is the scattering matrix and 𝑟𝑖 and 𝑡𝑖 are reflection and transmission DSIR matrices
for the i𝑡ℎ layer of the structure. The scattering matrix of each layer can be easily converted
to a transfer matrix:
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Thus, by finding the transfer matrix of each layer, including the bulk spaces between layers,
the transfer matrix of the whole structure can be easily found:

𝑇𝑡𝑜𝑡𝑎𝑙 = 𝑇1𝑇2 ...𝑇𝑛

(2.7)

From the transfer matrix of the whole structure, the scattering matrix of it can be obtained:
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(2.8)

where the reflection and the transmission coefficients can be discovered from each element
of 𝑆𝑡𝑜𝑡𝑎𝑙 (Equation 2.5).
To prove the accuracy of the extension of DSIR method on multi-layer metasurfaces,
we test this method on a bi-layer structure as an example. Figure 2.8c shows such bi-layer
structure, which has two identical layers of the beam deflector studied and presented in
Fig. 2.4.Both the reflections and the transmissions of the bream deflector were recorded
and filtered as described above. Figure 2.8d shows the COMSOL full-wave simulation
of the whole bi-layer structure. The magnetic field has been recorded and filtered on the
dashed line in the full-wave simulation. Figure 2.8e shows the real and imaginary part of
the magnetic fields achieved using full-wave simulations and the extended DSIR method.
As this figure shows, DSIR can predict the accurate outcoming light from the bi-layer
structure.
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Figure 2.8: Extending DSIR method to multi-layer metasurfaces. (a) Schematic of internal
reflections between layers of a multi-layer metasurface. The aim is to fully characterize
each layer to to be used as a black-box system-level model for incorporating metasurface
into ray and physical optics simulation and design tools. (b) DSIR reflection and transmission of a metasurface excited with a sinc function centered at the intended meta-atom. (c)
Schematic illustration of a bi-layer structure including two identical layers of the beam deflector shown in Fig. 2.4. (d) COMSOL simulation of the structure shown at (c). (e) Comparison of full-wave simulations and DSIR modeling of the outcoming wavefront from the
structure illustrated at (c).

Although DSIR can provide accurate modeling of multi-layer metasurfaces, it has limitation for the distance between the layers. This limitation arises from the evanescent waves
close to the meta-atoms. As we discussed in previous sections, DSIR can only find the
accurate results using far-field propagation from the structures. If the layers become too
close to each other, the effect of evanescent fields in the vicinity of the meta-atoms be-
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come remarkable. To approximate the effect of the distance between layers on the error
of DSIR method, a periodic bi-layer structure has been studied. Figure 2.9a and (b) show
the schematic and the full-wave simulation of such structure. As Fig. 2.9c, the DSIR
method can provide accurate modeling of the results with less than 4% error with distance
of minimum 1𝜆 between meta-atoms, which is an acceptable distance between layers for
fabricated optical devices.
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Figure 2.9: Study of error of DSIR method on multi-layer metasurfaces. (a) Schematic
of a periodic bi-layer metasurface. (b) Full-wave simulation of the bi-layer structure on
COMSOL. (c) Error between full-wave simulation and DSIR method with respect to the
distance between layers.
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CHAPTER 3
CHARACTERIZATION OF 1D METASURFACES

3.1

Introduction

As discussed in the previous chapter, metasurfaces provide compact and integratable
platform to control phase, polarization and amplitude of light beams. Due to their unique
capabilities, metasurfaces have become promising elements in various applications such as
imaging and spectroscopy. While 2D metasurfaces have several applications in free space
wavefront shaping, 1D metasurfaces, also known as waveguide lenses, are extremely important elements in the integrated optics. Waveguide lenses have the advantage of straightforward integration with other optical planar devices as all the elements can be fabricated
on the same substrate and provide highly efficient devices. Waveguide lenses can perform
various functionalities such as collimating, focusing and imaging and are essential element
of optical ICs for signal processing [32, 33]. To provide an efficient multifunctional optical
system, several devices are required to be integrated behind each other. Thus, to fabricate
an optimized system, each device is required to be accurately characterized. Here, we propose a design and measurement technique that enables us to accurately characterize 1D
metalenses.
In this work, we designed and fabricated 1D metalenses that can be incorporated into
any optical integrated system. To ensure a high efficiency, the lenses are required to be
accurately characterized. To accurately characterize such lenses, an accurate measurement
method is required. In theory, the lenses can be characterized by iluminateing them using two portal waveguides that can couple the light from outside to the lenses and vice
versa. Providing an efficient coupling requires smooth and polished end facets of the portal
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waveguides. The portal waveguides are diced using ADT dicing saw. Although this saw
reduces the end facets roughness, the facets still suffer from remarkable roughness which
causes additional random loss to the whole device (Fig. 3.1). As the loss of the device and
this additional loss are indistinguishable, the final measured efficiency will be inaccurate.
To overcome this issue, we developed a new method to characterize the 1D metalenses. In this method, we incorporated the metalenses in a ring resonator system (Fig. 3.1).
As we will discuss in following sections, ring resonators provide wavelength dependant
resonances on the output which enable us to extract the loss of the device. Hence, the
characterization will be insensitive to the roughness of the waveguides facet roughness.

Figure 3.1: Image of the fabricated metalenses incorporated into a ring resonator system.
The portal waveguides’ facets suffer from remarkable roughness despite polishing with
dicing saw.

In this chapter, we will first provide a background of optical resonators in section 3.2
and elaborate on the theories behind the ring resonators in section 3.3. Then we will elaborate on the employed design and fabrication approach in sections 3.4 and 3.5. At section
3.6, we will discuss our approach to measure the efficiency and loss of the lenses.

3.2

Optical resonators

Silicon photonics consists of fabrication of photonic integrated circuits on silicon using available CMOS fabrication techniques [34, 35]. Silicon photonics has become one of
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the most promising platforms for integrated photonic structures due to its several advantages. Fabrication of such structures using conventional CMOS techniques enables creating
structures with high resolution, high throughput and low cost. Also, the planar formfactor of such structures has made them easy for integration. However, the main advantage
of silicon photonic structures is the high refractive index (RI) contrast that they provide.
High RI contrast provides waveguides that can confine the light with minimum leakage.
Due to the well confinement of the light, waveguides can have small bending radius which
provides more compact photonic structures. Although silicon photonic structures have several advantages, they suffer from some disadvantages as well. Due to high RI contrast,
the waveguide core size needs to decrease to maintain a single mode guidance. Also, silicon has relatively high loss for optical resonators, limiting their quality factors. Hence,
Silicon Nitride (Si3 N4 ) has become a promising alternative for structures such as ring resonators [36].
Optical resonators have become an essential element of optical structures for various
applications such as laser interferometers and optical spectrum analyzers. These resonators
are mainly consisting of two mirrors which can provide a resonating cavity by multiple reflections of the incident light back and forth and building up the incident beams’ intensity.
Fabry–Pérot resonator is one the most well-known types of such structures where the light
is trapped between two highly reflective mirrors consisting of periodic thin layers made
of two materials with different RIs [37]. Despite the various applications of such optical
resonators, they suffer from several disadvantages. Such resonators are usually bulky and
reducing their mirror sizes to micro/nano-scales is difficult and expensive. Also, the bulky
form factor of such structures makes their integration with other optical systems challenging. Hence, resonators with a different formfactor were required. Optical ring resonators
have gained a lot of attractions due to their planar formfactor and exceptional optical qualities. Ring resonators can be easily fabricated in compact sizes using conventional microfabrication techniques. Due to their planar formfactor, they can easily be integrated with
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other systems. Furthermore, they can provide high quality factors which has made them a
building block for various devices such as highly sensitive sensors, filters, delay lines and
electro-optic modulators [38].

3.3

Ring resonator

Ring resonators are basically consisting of one or two waveguides serving as input/output bus ports coupled to a closed loop waveguide, which serves as the resonator cavity.
The input/output light is guided through the waveguide buses with total internal reflections
(TIR). Ring resonators work based on whispering gallery modes (WGM). WGMs were
first discovered in 1878 by Lord Rayleigh in St. Paul’s Cathedral (London, UK) [39]. He
discovered that a whisper can be traveled along the inside part of a curved wall in a closed
space with small loss and can be heard 40 m away. Same concept applies to electromagnetic waves inside a confined cavity travelling with TIR. The optical rays can travel inside
the ring only by reflecting off the outer surface of the ring, known as whispering gallery
modes [40]. To enable the light to be guided properly by TIR, the waveguides must have
high reflectivity. Such high reflectivity can be acquired by having a high RI contrast between the waveguides and the medium. Thus, ring resonators are usually fabricated from
Si (𝑛 ≈ 3.5) or Si3 N4 (𝑛 ≈ 2), in a medium of air (𝑛 ≈ 1) or SiO2 (𝑛 ≈ 1.45) providing a
high RI contrast. When light reflects off a waveguide’s surface, the extends of the guided
field penetrates in the medium around the waveguide which is known as evanescent wave.
The evanescent wave only propagates along the interface and exponentially decades with
distance from the waveguide. If the waveguide are the ring place in the vicinity of each
other, some power cab be coupled between them due to the existence of the evanescent
waves. This coupling can be controlled by using three parameters: the distance between
the waveguides, coupling length and the RI of the medium around the waveguides. Coupled waves will be circulated in the ring resonator and in case of constructive interference,
they can reach a round trip phase shift which is integer times of 2𝜋. Such phase shift
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is achieved when the guided wavelength of the light is integer times of the perimeter of
the loop waveguide, indicating that resonances occur periodically in the frequency scales.
Constructive interference builds up the circulating optical intensity to a higher value than
the initially injected beam inside the ring resonator [35, 38, 41].
Figure 3.2 shows a single mode and single polarization ring resonator. As the coupling
losses are negligible, we can approximately consider this system as a lossless 4-port network. Such reciprocal and lossless network can be represented by a unitary symmetric
matrix:
α

Et2

Ei2

κt

Ei1

Et1

Figure 3.2: Schematic of a ring resonator with single waveguide.
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, |𝜅| 2 + |𝑡| 2 = 1

(3.1)

Here, 𝑡 and 𝜅 are transmission and coupling efficiencies and are assumed to be frequencyindependent. All the losses including absorption, bending and coupling losses can be incorporated into an attenuation factor 𝛼, which represents the loss of the system in one round
trip [41, 42]:
𝐸𝑖2 = 𝛼e 𝑗 𝜃 𝐸 𝑡 2

(3.2)

𝜃 = 𝜔𝐿/𝑐

(3.3)

Where 𝜃 is the single-pass shift:

Where 𝐿 is the perimeter of the ring. Using equations (3.1) and (3.2), we can determine the
ratio of the circulating to incident intensity (build up factor) and the transmitted to incident
intensity (transmission ratio).
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𝛼2 + |𝑡| 2 − 2𝛼|𝑡| cos (𝜃 + 𝜙𝑡 )
1 + 𝛼2 |𝑡| 2 − 2𝛼|𝑡| cos (𝜃 + 𝜙𝑡 )

(3.4)

𝛼2 (1 − |𝑡| 2 )
|𝐸𝑖1 | =
1 + 𝛼2 |𝑡| 2 − 2𝛼|𝑡| cos (𝜃 + 𝜙𝑡 )

(3.5)

|𝐸 𝑡 1 | 2 =

2

Resonances happen when 𝜃 + 𝜙𝑡 = 2𝜋𝑚, resulting in the following transmission ratio:

|𝐸 𝑡 1 | 2 =

(𝛼 − |𝑡|) 2
(1 − 𝛼|𝑡|) 2

(3.6)

Where, if |𝑡| = 𝛼, the transmission power becomes zero at the resonances due to the destructive interferences, which is known as the critical coupling [43].

3.4

Design

As we described, our aim is to design a waveguide lens and incorporate it into a ring
resonator to determine the loss of the lens. As we have designed the waveguides and lenses
based on slab waveguides; we refer to the lenses as slab lenses. Figure 3.3 shows the
design of our structure. The device consists of five parts: the input/output waveguides, the
bending waveguides to provide a closed loop cavity, couplers, the launchers to propagate
the incoming light to the lenses, and two identical slab lenses to collimate and re-focus the
incoming light. Here, we briefly demonstrate the role of each of these parts.
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Figure 3.3: Design of the slab lens incorporated in a ring resonator. (a) Schematic of the
fabrication of the structure. (b) Schematic of the whole structure. The structures consists
of five parts: 1- slab lenses 2- input/output waveguides 3- bending waveguides 4- couplers
5- launchers.

3.4.1

Slab lenses

Figure 3.4a shows the schematic of unit cells of the designed slab lens. The slab lens
consists of periodic waveguides with similar lengths and widths at the ending ports. By
changing the waist width of the waveguides, we achieved different phase shifts at the output. For slowly varying structures, we can approximate the response of each waveguide
by finding its corresponding phase shift, assuming it is placed in a periodic structure. By
simulating the periodic waveguides in COMSOL, their corresponding phase shift map can
be determined. Figure 3.4b and c show the simulated structure and the field propagation
inside, where the elliptical part is the SiO2 space between the waveguides.
The side curvatures are designed to have an elliptical shape to provide a high transmission efficiency. The high transmission of the elliptical shape compared to a rectangular
shape with same length and depth has been studied in COMSOL and is presented in Fig.
3.4d and e. As this figure shows, providing 2𝜋 phase shift with rectangular waveguides
requires lower transmission coefficient compared with the elliptical ones.
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Figure 3.4: Slab lens. (a) Schematic of unit-cells of the slab lenses. The length and the
portal width of all unit-cells are similar. The desired phase shift is achieved by changing the
waist width (𝑤). (b) The unit-cell simulated in COMSOL. The red part is the elliptical space
between the waveguides. (c) The field propagation inside the unit-cell of the slab-lens. (d)
Schematic of elliptical and rectangular space between the waveguides. (e) Amplitude and
phase map of the unit-cells including elliptical and rectangular spaces. The effect of the RI
of the cladding (n) has also been studied.
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Figure 3.4(e) also shows our study of the effect of the RI of the cladding (n) on the
transmission of the unit-cells. As Fig. 3.4e shows, the highest transmission will be provided
if the RI of the cladding and the substrate of the unit-cells are similar. Using the phase
map shown in Fig. 3.4e, a slab lens with diameter of 400 𝜇m and NA=0.64 has been
designed. At the end, two identical designed slab lenses have been placed next to each
other to collimate and refocus the incoming beam into the output bus.

3.4.2

Input/output waveguides

Input/output waveguide ports are key elements of the device to enable coupling the incoming light from free space and vice versa. As the coupled mode of the incident beam
is circular, the waveguide at the ports have narrow width of 0.5 𝜇m to provide a matched
mode with the incoming light beam. However, narrow waveguides cannot confine the
guided fields properly as some portion of the light can leak through the sides of the waveguides (Fig. 3.5a). Hence, they are remarkably sensitive to bending and roughness, causing
remarkable loss. Thus, the port waveguides are gradually tapered to wider waveguides with
width of 12 𝜇m, supporting a single elliptical mode with lower loss (Fig. 3.5b).
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Figure 3.5: Comparison of loss in straight waveguides. (a) The circular mode guided by a
narrow straight waveguide. (b) The elliptical mode guided by a wide straight waveguide,
resulting in lower loss.
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3.4.3

Bending waveguides

Bending waveguides are required to provide a closed loop resonator. Due to the asymmetric shape of a bending waveguide, the mode inside has an asymmetric shape, in contrast
to the straight waveguides 3.6. This difference in the modes causes radiation loss and as
the radius of the curvature decreases, the amount of the radiation loss increases. To minimize such radiation loss, waveguides need to have gradual curvatures. For this aim, the
curvatures are designed using Eulers spirals [44]. Euler spiral is a specific curve whose
curvature linearly changes with its length and is used as transition curves for various applications such as railroading engineering. Here, the bending waveguides are designed as
Euler spirals starting from 0 to 45 degrees and back from 45 to 0 degrees. To discover the
minimum possible radius of the bending waveguides, a ring resonator with circular ring
was simulated in COMSOL and its corresponding quality factor was determined.
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Figure 3.6: Linear and logarithmic illustration of the asymmetrical mode in a circular
waveguide.

3.4.4

Couplers

Coupler is an essential part of the structure to provide high quality factor for the resonator. As we discussed, three parameters can control the coupling: the distance between
the waveguides, the length of the coupling part and the RI of the medium. Here, SiO2 has
been selected for the medium due to its low RI. Using COMSOL simulations, the optimal
distance between the waveguides have been designed.
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Figure 3.7: Illustration of mode coupling between two straight waveguides.

3.4.5

Launchers

Launchers provide free space propagation (confined in one dimension) of incoming
light inside the oxide towards the slab lenses. In principle, launchers are three dimensional
waveguides tapered to radiate out the wave. The efficiency of the launchers has a remarkable importance as they complete the closed loop of the resonator and their efficiency can
impact the quality factor of the resonator. As the structure does not have variations along
the z direction (Fig. 3.8), the propagation towards z can be considered to be decoupled from
other directions. Hence, we can provide a 2D simulation of the launcher to approximate its
required length and width (NA) to properly illuminate the slab lenses.
1

Ey

y
x

0

Figure 3.8: Illustration of wave propagation from the launchers.
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3.4.6

Final design

As discussed in section 3.3, critical coupling happens when the transmitted power becomes zero at the resonances; hence, the signal is completely filtered. To ensure the critical
coupling in the fabricated samples, two different gap sizes of 1.2 and 1.3 𝜇m between the
waveguide buses and the ring loop were considered. Different gap sizes provide different
coupling coefficients (𝜅) and hence, different transmission coefficients (𝑡). As will be discussed in section 3.6.2, due the symmetry of 𝛼 and 𝑡 in equation 3.4, having variant 𝑡 in
different samples helps to distinguish 𝑡 from 𝛼 and provides a more accurate characterization of the metalenses.

3.5

Fabrication

The structure was fabricated on a commercially available Si substrate with 5 𝜇m of SiO2
and 300 nm of LPCVD Si3 N4 grown on top. A 500 nm thick layer of electron-beam resist
(ZEP520A-7, Zeon) was spin cast on the nitride layer. A conductive polymer layer (ARPC5090, Allresist) was additionally spin cast to avoid charging effects during patterning. The
structure was patterned using electron beam lithography (ELS-F125, Elionix) at 125 kV.
The samples were written at three different writing doses: 350, 370 and 390 𝜇C/cm2 . The
conductive layer was removed with DI water, and the resist developed in developer (ZEDN50, Zeon). Then, the structure was etched using an inductively-coupled plasma reactive
ion etching tool (STS ICP RIE) in an SF6 /C4 F8 gas mixture, and the resist was stripped in a
solvent (Remover PG, Kayaku). Finally, the structures were encapsulated in a 2.5-𝜇m-thick
layer of PECVD SiO2 (STS PECVD).1
1 The

fabrication of the samples was done by A. McClung.
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3.6

Characterization

As we discussed in the previous sections, incorporating metalenses in a ring resonator
system provides us an accurate characterization method that is insensitive to the roughness
of the waveguides’ ends (Fig. 3.1). Here, we will discuss our measurement setup in section
3.6.1 and our analysis of the results in section 3.6.2.

3.6.1

Measurement Setup

Figure 3.9 provides a schematic and picture of the developed setup for characterization
of the devices. An AQ4321A laser source is provided which has wavelength range of
1480 to 1580nm. Due to the polarization sensitivity of the samples, a polarizer (Pol) is
provided in front of the source. To measure the input power for normalizing the output
results, a power detector (PD1) is placed after the Pol. A beam deflector (BD1) is adjusted
to partially transmit the input beam and partially reflect it to PD1. BD1 also transmits
part of the incoming beam to CCD1, which enables us to align the sample properly so
that no stigmatisation is observed. The polarized light is coupled to the device using X100
objective lens (Obj1). To align the device properly, IR Cam1 is adjusted. Using the tube
lens1, the coupling light from input to the output waveguide of the sample is observed (Fig.
3.9c). The coupled light is relayed using Obj2 and tube lenses (lens3 and lens4) to IR Cam2
and the output power detector (PD2). The focal spot is found using IR Cam2 (Fig. 3.9d)
and is measured using PD2.
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Figure 3.9: Characterization setup. (a) Schematic of the characterization setup. (b) Picture
of the provided characterization setup. (c) The coupled light from input to output waveguide observed on IR camera1. (d) The focal spot observed on IR camera2.

3.6.2

Results

In this section we will discuss the measurement results and their analysis. Fig. 3.10
presents the measurement results recorded using the two power detectors in the measurement setup. As we discussed in section 3.3, the resonances in the output signal happen
when 𝜃+𝜙𝑡 =2𝜋m. The critical coupling happens when the transmission power becomes
zero at the resonances, which here is very close to the critical coupling. Figure 3.10 shows
the output results for the sample written with 370𝜇C/cm2 dose with E-beam lithography.
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Figure 3.10: The output intensity recorded on PD2. The resonances happen due to the ring
resonator system.

To characterize the metalenses and find their loss and efficiencies, we need to find the
coefficients in the Equation 3.4. This can be done by performing a Lorentzian fitting (Eq.
3.4) on the results. As Fig. 3.11 shows, the results are plotted in separate wavelength ranges
and fitted to the following equation in MATLAB:
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Figure 3.11: Dividing the output intensities recorded on PD2 to narrower bandwidths to
perform a Lorentzian fitting on each portion.

𝑇=𝑠

𝛼2 + |𝑡| 2 − 2𝛼|𝑡| cos (𝜃 + 𝜙𝑡 )
+𝑐
1 + 𝛼2 |𝑡| 2 − 2𝛼|𝑡| cos (𝜃 + 𝜙𝑡 )

(3.7)

Where 𝑠 and 𝑐 represent the potential scaling and shifting parameters of the signal.
Using this fit, 𝑡 and 𝛼 are discovered. However, due to symmetry of the equation, 𝑡 and 𝛼
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need to be distinguished from each other. To solve this uncertainty, at each writing dose,
two different gap sizes between the waveguide bus and the ring loop (coupler distance) was
designed and fabricated. Such different gap size provides different coupling coefficients
(𝜅) and hence, different transmission coefficients (𝑡). While due to the same designed size
and shape of the ring loop, 𝛼 does not change for different samples. Figure 3.12 shows the
calculated 𝛼 and 𝑡 two structures with same writing dose of 350 𝜇C/cm2 but different gap
sizes of 1.2 𝜇m and 1.3 𝜇m. As this figure shows, loss of the two structures are relatively
same, while their transmission coefficients are remarkably different. Hence, 𝛼 and 𝑡 are
distinguished from each other.
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Figure 3.12: Identifying 𝛼 and 𝑡 using different gap sizes between the bus waveguide and
the ring resonator (coupler size). (a) The couplers’ gap size. (b) Computed 𝛼 and 𝑡 for two
structures with same E-beam writing dose of 350 𝜇C/cm2 but two different gap sizes of 1.2
𝜇m and 1.3 𝜇m. 𝑡 can be identified from this plot.

Finally, the waveguide lenses can be fully characterized. Figure 3.13 shows the transmission coefficient and loss of the best lenses which have gap size of 1.3𝜇m and writing
dose of 350, 370 and 390 𝜇C/cm2 .
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Figure 3.13: Loss and transmission coefficients (𝛼 and 𝑡) computed for three different
structures with E-beam writing dose of 350, 370 and 390 𝜇C/cm2 but same gap size of 1.3
𝜇m.

Hence, we have successfully developed a design and measurement method to accurately
characterize 1D metalenses.
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CHAPTER 4
CHARACTERIZATION OF 2D OPTICAL METASURFACES OPTICAL HOLOGRAPHY

4.1

Introduction

As discussed in previous chapters, 1D and 2D metasurfaces have both several applications in miniaturized structures. While 1D metasurfaces can be utilized for integrated
optics, 2D metasrufcas can be used for free space propagation which has several applications such as imaging and spectroscopy. 2D metasurfaces are 2D arrays of subwavelength
meta-atoms which can control phase, amplitude and polarization of the incoming light.
To achieve a high efficiency, the size and aspect ratio of the subwavelength meta-atoms
are required to be accurate. Such accuracy can be obtained by fabricating metasurfaces
using electron beam lithogrophy (EBL). However, EBL writing is considerably expensive
and time-consuming process, making the commercial manufacturing impractical. Nanoimprint lithogrophy (NIL) is a promising alternative for the fabrication of matesurfaces due
to its low cost, high yield and less material requirement.
NIL is usually employed using polymer, sol-gen or composite resist to provide efficient
replicas of master, known as stamps [47]. Polymerics materials have the disadvantage of
low RIs; thus, providing sufficient phase shift is challenging. To overcome this issue, polymetric resins are usually loaded with materials with high refractive index such as titanium

Part of the work presented in this chapter was published in [45] and presented in [46].
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Figure 4.1: Schematic of the process flow of NIL. The pattern is written on a silicon wafer
using EBL to provide the master. A thin film of hPDMS is spin cast and cured on the master
to form the stamp. The stamp is used to form the pattern of the metalenses on TiO2. After
curing, the metalens is formed and ready to use.

oxide [48, 49]. A recent work [50] provided a new NIL method to fabricate metalenses
using a nanoparticle-enhanced resin with TiO2 . However, TiO2 can react with the polymer
matrix and degrade the efficiency of metalenses over time. To overcome this issue, in collaboration with UMass Amherst PSE - Watkins Group 1 , we developed a new method to
use TiO2 based nanoparticle inks for the fabrication of the metalenses. Using this method,
we have provided high aspect ratio metalenses with stable high efficiencies [45].
Figure 4.1 shows the process flow of NIL. In this process, instead of pattering each
sample with EBL, a silicon wafer is patterned and etched to be utilized as a master. Then, a
hPDMS film is spin cast on the master and thermally cured to provide a stamp. The master
is fluorinated to minimize adhesion to the stamp. After curing, the stamp is removed from
the master and can be used to fabricate tens of metasurfaces by casting it on titanium
dioxide nanocrystal film and curing it to form the metasurfaces.
Using this developed NIL technique, we have fabricated two sets of 2D metalenses with
diameters of 400 𝜇m and 4mm working at wavelength of 550 nm. In order to evaluate the
efficiency of the fabricated metalenses, the measurement setup shown in Fig. 4.2(a) was
prepared. The metalenses were illuminated with a collimated laser beam with wavelegnth
of 543 nm. Relaying the incoming beam by a X50 objective and tube lens, magnified 2D
images of the focal spots of the lenses can be obtained (Fig. 4.2(b)). The efficiency of
the 400 𝜇m metalenses can be measured using an iris and a power detector. The focusing
1 The

fabrication of the samples was done by V. Einck and A. McClung.
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efficiency is defined as the ratio of the incident power passing through a 10-µm-diameter
aperture at the focal plane, which is equivalent to a 100-µm-diameter pinhole at the image
plane (Fig. 4.2(c)). Due to the large area of the 4 mm-diameter lens, a laser beam expander
was adjusted instead of the tube lens behind the device to provide a large collimated beam
(Fig. 4.2(d)). As the efficiency is measured in the focal image, a 10-µm-diameter pinhole
has been adjusted in front of the power detector.
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Figure 4.2: Illustration of the measurement setup. (a) Picture of the characterization setup.
(b) Illustration of the measurement setup for characterizing metalenses’ focal spots. (c) Illustration of the measurement setup for characterization of 400𝜇m metalenses’ efficiencies.
(d) Illustration of the measurement setup for characterization of the large-scale metalens’
efficiency.
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Figure 4.3: Characterization of the metalenses. (a) Schematic of the fabricated metalenses.
(b) Optical micrographs of imprints 1, 5 and 10. Scale bar, 100 µm. (c) The image of
the fabricated 4mm-diameter lens and its corresponding focal spot when the device is illuminated with source at a far distance (plane wave incidence). (d) Focal spot images for
imprints 1, 5 and 10 and the 4-mm diameter lens. Scale bar, 2 µm. (e) Line cuts of centers
of focal spots shown in (d). The focal spot of an ideal metalens (Airy function) is also presented. (f) On-axis modulation transfer functions (MTF) for different imprints. The ideal
MTF is also shown for comparison.

Figure 4.3 shows the images of the fabricated lenses and their corresponding measurement results. Figure 4.3(b) shows the images of the 400 𝜇m lenses after 1, 5 and 10 imprints
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of the master. Figure 4.3(c) shows the image of the 4mm lens and its far-field focal image.
Figure 4.3(d) present the focal images of the fabricated lenses. The cut line of the focal
images are shown in Fig. 4.3(e). Figure 4.3(f) presents the modulation transfer function
(MTF) of the proposed metalenses. As the measured focal plane intensities and MTFs
show, the imprinted metalenses are nearly diffraction limited.
The measurement setup shown in Fig 4.2 provides valuable information to evaluate the
functionality of the metalenses. However, investigation of the reasons behind the inefficient metalenses is not possible. Diffused center of the lenses, deformed meta-atoms and
phase zones of the metalenses can cause inefficient metalenese. To enable investigation of
such deformations, both amplitude and phase information of the outcoming beam from the
structure are required. As photodetectors are only sensitive to the intensity, obtaining phase
information is not possible with such setup. Holographic imaging enables us to achieve a
complete information of both amplitude and phase of a light beam. In section 4.2, we will
provide a background of holography and optical microscopy. In section 4.3, we will discuss diffractive phase microscopy, which is an insensitive phase measurement approach to
noises arising from mechanical vibrations. Finally, in section 4.4, we will present our work
to employ a diffractive phase microscopy setup to evaluate the fabrication and functionality
of our metalenses.

4.2

Holography and optical microscopy

Microscopy has been the essential tool for analyzing topology and dynamics of micro
and nano scale samples such as biological specimens, nano-fabricated structures including
metasurfaces and optical waveguides, and semiconductor defects. Generally, microscopy
has three main factors: 1- magnification to provide visible structural details of the sample.
2- resolution to provide sharp edges of different particles in the sample. 3- contrast to
provide information of variations in the thickness of sample. Several techniques have been
proposed to provide higher resolution and contrast in microscopy imaging.
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Initially, microscopic imaging was performed by obtaining 2D images of the specimen
(similar to conventional photography). This is because photo detectors are only sensitive
to the intensity of the incoming light. Thus, the information of the phase of the image was
lost, which made obtaining high contrast images challenging.
In 1933, F. Zernik [51] proposed phase contrast microscopy (PCM) to provide high
contrast images from transparent specimens. Figure 4.4a presents the schematic of PCM
[52, 53]. In this approach, an annular ring is placed between the source light and a lens
condenser to provide a hollow cone of light focusing on the sample plane. Some portion of
the incoming light is slightly retarded due to the different RI and thickness of the sample,
while the rest is transmitted without any diffraction. Using the second lens, the diffracted
and undiffracted light will be focused on a phase ring which has two different RIs to provide further retardation only on the diffracted light. Hence, the contrast of the imaging is
remarkably increased. Based on PCM, D. Gabor [54,55] invented the first holography setup
in 1947 to enable capturing both amplitude and phase information of an image. Figure 4.4b
shows Gabor’s holographic technique, which is known as in-line holography. In this technique, a small sample is placed between the source and a hologram, which can record the
intensity of the light. Using the inteference of the scattered light with the unscattered light,
the phase information of the sample can be extracted from the recorded intensity. The main
disadvantage of in-line holography was formation of a twin image of the sample. The twin
image is a real image created on the opposite side of the hologram, which is observable as
an unfocused image in the inline holography. In 1962, Leith and Upatnieks [56, 57] solved
this issue by introducing off-axis holography (Fig. 4.4c). In this approach, the reference
light is illuminated from an oblique angle. Hence, the twin image forms on a different
angle from the observation direction.
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Figure 4.4: History of holography and phase microscopy. (a) Illustration of a phase contrast microscopy. The structure is composed of an annular ring and a phase ring which
consists of two parts with different RI to impose different retardation on the incoming light
beams. (b) In-line holography. The interference of the reference beam and the scattered
light is recorded on the hologram. (c) Off-axis holography. The reference beam is separated
from beam illuminated on the sample to provide clear interference on the hologram. (d)
Schematic of diffractive phase microscopy. The grating provides two copies of the image.
Lens L1 takes the Fourier transform of the images and the spatial filter (SF) filters one the
beams to provide a reference beam. Lens L2 imposes another Fourier transform and the
interfered light is captured on the image sensor.

The invention of off-axis holography became a breakthrough for phase imaging and
several techniques have been proposed to obtain the complete information of an image
based on off-axis holography. Quantitative phase imaging (QPI) refers to some of such
techniques where the variations in the wavefront of the light propagating though the sample is quantified to provide an image with high contrast [58, 59]. The main challenge in
QPI techniques is the high sensitivity of the obtained phase due to the mechanical vibrations. thDiffraction phase microscopy (DPM) is a proposed technique by G. Popescu that
overcomes this issue [60]. In this approach, the noise level of the output is alleviated by
empolying a compact Mach-Zenhder interferometer in the measurement setup. In section
4.3 we will provide a background on the theories of DPM. In section 4.4 we will discuss
our proposed setup and technique for imaging and analyzing our fabricated optical metasurfaces.
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4.3

Diffractive phase microscopy (DPM)

Here we discuss the theory of the diffraction phase microscopy based on [60] and [61].
Figure 4.4d demonstrates a DPM setup which can be placed after any imaging system such
as a microscope [62]. The image by the imaging system is focused on a diffraction grating.
The diffraction grating makes several copies of the image at different diffraction angles
which can be adjusted by the groove size of the grating. Equation (4.1) represent the field
after the grating.

𝐹𝐺 (𝑥,𝑦) = 𝐹0 (𝑥,𝑦) + 𝐹1 (𝑥,𝑦) e 𝑗 𝛽𝑥 +

Õ

𝐹𝑛(𝑥,𝑦) e 𝑗𝑛𝛽𝑥

(4.1)

𝑛≠0,1

To employ a Mach-Zehnder interferometry, we only need two diffraction orders to be interfered. Here we select orders 0 and 1. The first lens of the holographic setup (L1), which
is a 2f system, takes the Fourier transform of the incoming light.
Õ

e𝐿 1 (𝑘 𝑥 ,𝑘 𝑦 ) = 𝐹
e0 (𝑘 𝑥 ,𝑘 𝑦 ) + 𝐹
e1 (𝑘 𝑥 −𝛽,𝑘 𝑦 ) +
𝐹

e𝑛(𝑘 𝑥 −𝑛𝛽,𝑘 𝑦 )
𝐹

(4.2)

𝑛≠0,1

To remove any unwanted diffraction orders, a spatial filter is placed after L1. The filter has
a large hole at center to pass the 0th order without any filters. To provide a DC signal as a
reference beam, a small hole is placed on the filter where the first order strikes, resulting in
a filtered signal as
e𝐹 (𝑘 𝑥 ,𝑘 𝑦 ) = 𝐹
e0 (𝑘 𝑥 ,𝑘 𝑦 ) + 𝐹
e1 (0,0) 𝛿 (𝑘 𝑥 −𝛽,𝑘 𝑦 )
𝐹

(4.3)

e1 (0,0) 𝛿 (𝑘 𝑥 −𝛽,𝑘 𝑦 ) represents a DC signal in the spatial scale. Finally, the second 2f
where 𝐹
system, takes another Fourier transform of the signal ( [61]):

𝐹𝐶 (𝑥,𝑦) =

1
[𝐹 −𝑥
𝛼 0 ( 𝑀4 𝑓

𝑗𝛽𝑥

, 𝑀−𝑦
4𝑓

)

+ 𝐹1 (0,0) e 𝑀4 𝑓 ]

(4.4)

Where:
𝑀4 𝑓 =

− 𝑓2
2𝜋
,𝛼 =
𝑓1
𝜆 𝑓1
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(4.5)

As the CCD can only sense the intensity of the incoming beam, we can read the intensity
of the final beam. Thus, by rewriting 𝐹0 and 𝐹1 in phasor form , we can easily find the
intensity on the camera.

𝐹0 = 𝐴0 (𝑥,𝑦) e 𝑗 𝜙0 ( 𝑥,𝑦) , 𝐹1 = 𝐴1 (𝑥,𝑦) e 𝑗 𝜙1 ( 𝑥,𝑦)

𝐼𝐶 = |𝐹𝐶 | 2 = 𝐹𝐶 (𝑥,𝑦) 𝐹𝐶∗ (𝑥,𝑦)

(4.6)

(4.7)

= | 𝐴0 (𝑥,𝑦) | 2 + | 𝐴1 (𝑥,𝑦) | 2 + 2𝐴0 (𝑥,𝑦) 𝐴1 (𝑥,𝑦) cos (𝛽𝑥 + Δ𝜙)
Where Δ𝜙 = 𝜙0 (𝑥,𝑦) − 𝜙1 (𝑥,𝑦) . Hence, the phase corresponding to the sample can be
easily extracted from the intensity.

4.4

Results

In this chapter, we will provide a measurement setup that enables us to have careful
investigation of the fabrication defects of the metasurfaces based on DPM.

4.4.1

Measurement Setup

Figure 4.5 presents the schematic and the picture of our proposed characterization setup.
The focal spot of the lens is relayed and magnified on the CCD1, similar to our initial setup.
As discussed in previous section, the two copies of the magnified image that are provided
by the grating and the spatial filter will be interfered, providing a compact Mach-Zehnder
interferometer. Finally, the intensity of the interfered beams will be captured on the IR
Cam1, which enables us to extract the phase information of the fabricated metasurfaces
using our provided MATLAB codes.
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Figure 4.5: Illustration of our provided characterization setup using DPM. (a) Schematic
of the characterization setup. (b) A DPM (Fig. 4.4d) incorporated into the initial characterization setup presented in Fig 4.2 (dashed area). (c) Picture of the provided setup.

4.4.2

Results and Analysis

In this section we will discuss the post-process of the recorded data from the holography measurement. To provide an example, the measurements have been performed on a
100𝜇m wide metalens with NA=0.2. Figure 4.6(b) shows the recorded image on the camera without placing any samples in the setup. As the grating is in the image plane, the grids
on the grating are observable in the final image. Figure 4.6(b) shows the recorded image of
a metalens with 100 𝜇m diameter fabricated with our developed NIL method (𝐼𝑖𝑚𝑎𝑔𝑒 ). This
figure needs to be calibrated so the the image of the grating grids will be filtered. For this
calibration, an image from the substrate of the samples (which is 0.5mm Fused Si) is also
recorded (𝐼𝑐𝑎𝑙 ).
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Figure 4.6: Recorded images from holography measurements on IR cam3. The grids of the
grating are observable as the grating is placed in the image plane of the system.(a) Recorded
image with no sample in the setup. (b) Recorded image of a metalens with 100𝜇m diameter.

Figure 4.7(a) and (b) show the Fourier transform of the image and calibration recorded
data ( 𝐼˜𝑖𝑚𝑎𝑔𝑒 and 𝐼˜𝑐𝑎𝑙 ).
(a)
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1

1

Intensity (a.u.)

Intensity (a.u.)
0

0

Figure 4.7: Fourier transform of the recorded images from holography measurements on
IR cam3. (a) Fourier transform of the recorded image with no sample in the setup. (b)
Fourier transform of the recorded image of a metalens with 100𝜇m diameter.
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To reduce the noise of the images, the images are filtered by a band-pass filter F (Fig.
4.7) with radius of 𝑘 0 NA𝑜𝑏 𝑗 , which is the minimum radius of filtering without loss of data.
Finally, the filtered data is shifted to the base-band (𝐼𝑖𝑚𝑎𝑔𝑒 𝑓 and 𝐼𝑐𝑎𝑙 𝑓 shown in Fig. 4.8).
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Figure 4.8: Filtered images of the recorded images from holography measurements on IR
cam3. (a) Filtered image of the recorded image with no sample in the setup. (b) Filtered
image of the recorded image of a metalens with 100𝜇m diameter.

The filtered images enable us to extract the phase of the information of the data:

𝜙 = arg(

𝐼𝑖𝑚𝑎𝑔𝑒 𝑓

)

𝐼𝑐𝑎𝑙 𝑓
Figure 4.9 presents the final image of the metalens and its line cut of the image.
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Figure 4.9: Final phase information of the the recorded data. (a) 2D phase information of
the metalens. (b) The phase on the cut line over the 2D data in (a).

Figure 4.9 shows the wrapped phase of the surface of the metalens. To evaluate the
focal spot of the metalens, we have filtered the measured phase around the metalens and
unwrapped the obtained phase information, as it is presented in Fig. 4.10(a). The focal
image can be easily be achieved by free space propagation of the unwrapped phase, which
is shown at Fig.4.10(b). As is expected, the maximum power (focal spot) was found after
propagating the phase for 240 𝜇m, which is the designed focal length of the metalens:

𝑓 =

𝐷
2 tan(arcsin(𝑁 𝐴))

Where D is the diameter of the metalens (100𝜇m), and NA=0.2.
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Figure 4.10: Propagation of the phase of the surface of the lens to find the focal spot. (a)
Unwrapped phase information of the metalens. The surrounding phase information has
been removed. (b) The focal spot of the metalens obtained by propagation of the phase
information in (a). the focal length has found to be 240 𝜇m, which is consistent with the
design.

The achieved results prove that we have successfully designed and implemented a
holography setup which can enable us to investigate the deformations in the fabrication
to help to provide more efficient metasurfaces. For more evaluation of the results, an
ideal phase mask with the same aperture has been studied (Fig. 4.11a). The ideal mask
is achieved by considering an ideal lens with similar focal length of 240 𝜇m and aperture
diameter of 100𝜇m (NA=0.2). The achieved phase was unwrapped and propagated to focal
plane (Fig. 4.11a). As Fig. 4.11b presents, the focal spot has consistency with the measured focal spot at Fig. 4.10b. The differences between the two spots highlights how the
deformation in the structure can affect the final focal spot.
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Figure 4.11: Propagation of the phase of the surface of an ideal phase mask. (a) Unwrapped
phase information of the phase mask. (b) The focal spot of the metalens obtained by propagation of the phase information in (a).
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CHAPTER 5
SUMMARY

In this work, we have provided a novel technique to model metasurfaces. This technique can be used to design any linear metasurface with 1D or 2D structure. The proposed
concept and modeling technique is applicable to any linear metasurfaces with arbitrary
meta-atoms, and the resulting system-level models can be used to accurately incorporate
metasurfaces into simulation and design tools that use wave or ray optics. Due to the importance of accurate fabrication and measurement of meatsurfaces for efficient functionality,
we have also provided accurate techniques for fabrication and characterization of optical
metasurfaces that enables careful investigation of the functionality of metasurfaces.

60

CHAPTER 6
APPENDIX

Note 1: Relation between DSIR and angular transmission spectrum of
non-diffractive periodic metasurfaces
Here we show that there is a Fourier transform relation between the DSIR of a nondiffractive periodic metasurface and its transmission angular spectrum. The Fourier transform of a discrete signal 𝑡 (𝑛) is defined as [63]
∞
Õ

e
𝑡 (𝜔) =

𝑡 (𝑛)e 𝑗𝜔𝑛 ,

(6.1)

𝑛=−∞

and the inverse transform is given by
1
𝑡 (𝑛) =
2𝜋

∫

𝜋

−𝜋

e
𝑡 (𝜔)e− 𝑗𝜔𝑛 d𝜔.

(6.2)

To find the DSIR, the metasurface is excited by an incident wave whose field on the input
reference plane is given by 𝐹in (𝑥) = sinc(𝑥/Λ). The incident wave can be expressed as a
sum of plane waves. To find the outgoing wave we find the response of the metasurface
to these plane waves and superimpose them to form the outgoing wave. Using the Fourier
transform of a sinc function, we can write
Λ
𝑥
𝐹in (𝑥) = sinc( ) =
Λ
2𝜋

∫

𝜋/Λ

e− 𝑗 𝑘 𝑥 𝑥 d𝑘 𝑥 ,

(6.3)

−𝜋/Λ

which is a continuous sum over plane waves e− 𝑗 𝑘 𝑥 𝑥 that are incident at angle 𝜃 where
sin(𝜃) =

𝑘𝑥
𝑛1 𝑘 0 .

Let 𝑇 (𝜃) represents the complex-valued transmission coefficient of the
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metasurface for a plane wave incident at angle 𝜃 (i.e., the ratio of the tangential component
of the transmitted field on output reference plane to that of the incident one on the input reference plane). The outgoing field can be written as a sum of plane waves whose amplitudes
are modified by the transmission coefficient
Λ
𝐹out (𝑥) =
2𝜋

∫

𝜋/Λ

𝑇 (𝜃)e− 𝑗 𝑘 𝑥 𝑥 d𝑘 𝑥 .

(6.4)

−𝜋/Λ

The DSIR is obtained by sampling the outgoing wave
Λ
𝑡 (𝑛) = 𝐹out (𝑛Λ) =
2𝜋

∫

𝜋/Λ

𝑇 (𝜃)e

− 𝑗 𝑘 𝑥 𝑛Λ

−𝜋/Λ

1
d𝑘 𝑥 =
2𝜋

∫

𝜋

𝑇 (𝜃)e− 𝑗𝜔𝑛 d𝜔

(6.5)

−𝜋

where we have defined 𝜔 = 𝑘 𝑥 Λ. Comparing (5) and the inverse Fourier transform relation
(2), we obtain

𝑇 (𝜃) = e
𝑡 (𝜔) = e
𝑡 (𝑘 𝑥 Λ) = e
𝑡 (𝑛1 𝑘 0 sin(𝜃)Λ) = e
𝑡 (2𝜋sin(𝜃)

Λ
)
𝜆1

(6.6)

Note 2: Bound on the Euclidian norm of DSIR of non-diffractive periodic metasurfaces
Here we show that the Euclidean (L2 ) norm of the DSIR of a non-diffractive periodic
metasurface is bounded by one. According to the Parseval’s theorem
∞
Õ

1
|𝑡 (𝑛)| =
2𝜋
𝑛=−∞
2

∫

𝜋

−𝜋

|e
𝑡 (𝜔)| 2 d𝜔

(6.7)

According to (6) e
𝑡 (𝜔) = 𝑇 (𝜃), and for passive metasurfaces the transmission coefficient
modulus is smaller than unity, thus
∞
Õ

1
|𝑡 (𝑛)| =
2𝜋
𝑛=−∞
2

∫

𝜋

−𝜋

1
|e
𝑡 (𝜔)| d𝜔 <=
2𝜋
2
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∫

𝜋

d𝜔 = 1
−𝜋

(6.8)
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