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Abstract
Predicting variations in the near-Earth space environment that can lead to
spacecraft damage and failure is one example of “space weather” and a big
space physics challenge. A project recently funded through the Los Alamos Na-
tional Laboratory (LANL) Directed Research and Development (LDRD) pro-
gram aims at developing a new capability to understand, model, and predict
Space Hazards Induced near Earth by Large Dynamic Storms, the SHIELDS
framework. The project goals are to understand the dynamics of the surface
charging environment (SCE), the hot (keV) electrons representing the source
and seed populations for the radiation belts, on both macro- and micro-scale.
Important physics questions related to particle injection and acceleration as-
sociated with magnetospheric storms and substorms, as well as plasma waves,
are investigated. These challenging problems are addressed using a team of
world-class experts in the ﬁelds of space science and computational plasma
physics, and state-of-the-art models and computational facilities. A full two-
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way coupling of physics-based models across multiple scales, including a global
MHD (BATS-R-US) embedding a particle-in-cell (iPIC3D) and an inner mag-
netosphere (RAM-SCB) codes, is achieved. New data assimilation techniques
employing in situ satellite data are developed; these provide an order of mag-
nitude improvement in the accuracy in the simulation of the SCE. SHIELDS
also includes a post-processing tool designed to calculate the surface charging
for speciﬁc spacecraft geometry using the Curvilinear Particle-In-Cell (CPIC)
code that can be used for reanalysis of satellite failures or for satellite design.
Key words: geomagnetic storms and substorms, multiscale physics,
wave-particle interactions, space hazards, numerical modeling
1. Introduction
Our society is increasingly dependent on satellite-based technologies (broad-
cast TV/Radio, cell phones, GPS, internet, commercial/military/national secu-
rity assets) susceptible to harmful conditions in space, i.e. “space weather” [1].
The introduction of all-electric propulsion satellites in the quest for low-cost ac-5
cess to space raises new questions regarding the threat of adverse space weather
[2]. In addition, ground based technologies such as electric power grids, high
voltage transmission lines, and pipelines are aﬀected by space weather. Through
disruption of power grids, communications, and satellite operations, severe ge-
omagnetic storms may cause damage costing $1 to $2 trillion during the ﬁrst10
year alone and taking years for recovery [3]. Therefore, forecast of severe space
weather events would be very valuable to allow the communication/operation
centers to prepare in advance and to take protective actions [4, 5].
The near-Earth inner magnetosphere, where most of the nation’s civilian and
military space assets operate, is an extremely hazardous region of the space en-15
vironment which poses major risks to our space infrastructure. As one example,
Galaxy 15, a $250 million telecommunication satellite in geosynchronous orbit
(GEO), failed to operate in 2010 due to a space storm, and its recovery operation
cost about $3.5 million [6]. Failure of satellite subsystems or even total failure
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of a spacecraft can arise for a variety of reasons. Some of these are related to20
the space environment including space weather events like single-event-upsets
and deep dielectric charging caused by high energy particles, or surface charging
caused by low to medium energy particles. Other space hazards are collisions
with natural or man-made space debris, or intentional hostile acts. The ability
to reliably distinguish between these modes of failure is critically important in25
anomaly resolution and forensics.
Reliable modeling of the space environment and predicting space weather
hazards is, however, a longstanding challenge due to the complex multiscale
nature of the magnetosphere. The Earth’s magnetosphere covers a vast region
of space dominated by the Earth’s magnetic ﬁeld. It is a highly dynamic sys-30
tem that responds nonlinearly to driving by the time-varying solar wind, being
coupled through a variety of processes over a broad range of physical scales.
Conditions in space change quickly from quiet to harmful and geomagnetic dis-
turbances may last for days. Storms strengthen the ring current which consists
of magnetically trapped charged particles (∼1-100 keV); these particles drift35
around Earth between ∼2 to 5 Earth radii (RE). Substorms, wherein the night-
side magnetosphere reconﬁgures on a timescale of few minutes occur several
times per day, releasing fast plasma ﬂows and injecting hot (∼10’s keV) elec-
trons into the near-Earth region. The anisotropic particle injections lead to
the generation of plasma waves which transfer energy from the ﬁelds back to40
the particles. Charged particles can be pumped to high energies that damage
spacecraft, or can be precipitated into the Earth’s atmosphere. This extremely
complex feedback mechanism balances the source and loss processes and regu-
lates the distribution of particle populations in the near-Earth space.
An end-to-end model of the magnetosphere which addresses these fundamen-45
tal space physics problems and aims at specifying Space Hazards Induced near
Earth by Large Dynamic Storms, the SHIELDS framework, is being developed
at Los Alamos National Laboratory (LANL). SHIELDS is driven by the dy-
namic solar wind and simulates one of the most harmful space weather hazards
- the spacecraft surface charging environment (SCE) [7]. A thorough under-50
3
standing of the SCE is needed to strengthen spacecraft design and minimize
the susceptibility of satellites to space weather. As satellites orbit around the
planet, they are bombarded with charged particles, and surface charging results
from the collection of charged particles by the spacecraft. Surface charging can
lead to potential diﬀerences across spacecraft components and cause discharges55
that can damage electronics. The primary SCE source is the low-energy (10’s of
keV) hot electrons injected from the magnetotail into the inner magnetosphere
during storms and substorms. SHIELDS simulates the dynamics of the hot par-
ticles (the seed population for the radiation belts) including important physics
of magnetic reconnection, storm/substorm injection, and wave-particle interac-60
tions. The framework fully integrates several physics-based models across mul-
tiple scales, from macro-scale (global MHD, BATS-R-US), and meso-scale (in-
ner magnetosphere, RAM-SCB), to micro-scale (particle-in-cell, iPIC3D). New
data assimilation techniques employing data from LANL instruments on the
Van Allen Probes are applied for the ﬁrst time to the inner magnetosphere65
model, showing very promising results. For the past 50 years, LANL has built
and designed space-based sensors, many of which have been used to study space
weather, as understanding and predicting such phenomena are important to na-
tional security. SHIELDS makes use of these data to provide an accurate global
speciﬁcation of the SCE for the most heavily satellite-populated region of the70
Earth’s magnetosphere.
2. Description of the SHIELDS Framework and its Applications
SHIELDS uses numerical models as powerful tools to specify space weather
globally and to place sparsely available space measurements into global context.
Given the complex multiscale physics in the magnetosphere, analysis and under-75
standing SCE dynamics requires models that are targeted at key regions/physics
regimes. However, the coupling of these models across multiple spatial and
temporal scales remains an extreme challenge. SHIELDS leverages from the
University of Michigan Space Weather Modeling Framework (SWMF, [8]), that
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integrates interoperating models of physics domains into a high-performance80
coupled model. Major SHIELDS developments (Figure 1) are the addition to
the SWMF of new kinetic models - iPIC3D [9] and RAM-SCB [10] and data
assimilation tools [11]. Such additions provide crucial coupling to microphysics
responsible for the SCE, thereby obtaining an improved speciﬁcation of mag-
netic reconnection, storm/substorm injections, and plasma wave dynamics. The85
models are coupled together by the framework code including a control mod-
ule that determines the overall time-stepping and communication between the
models. The control module also determines when the coupling among models
should occur, the order in which it happens, and it takes care of grid interpola-
tion and synchronization of the model runs to allow for a physically meaningful90
coupling. Figure 1 shows a ﬂow chart of how the various macro- and micro-scale
models used in SHIELDS are inter-connected and how the information is ex-
changed among them. Further details on SHIELDS advancements are presented
below.
2.1. Reconnection physics95
In the SHIELDS project, the global magnetosphere is modeled with the
Block Adaptive Tree Solar wind Roe-type Upwind Scheme (BATS-R-US) [12, 13]
MHD code developed at the University of Michigan. Magnetohydrodynamic
(MHD) codes provide a realistic global context for the more process/region spe-
ciﬁc models. They can model the three-dimensional (3D) magnetosphere with100
reasonably ﬁne grid resolution faster than real time on a small cluster (i.e., to
simulate 1 day of magnetospheric activity requires less than a day in compu-
tational time). BATS-R-US is driven by solar wind data applied as upstream
boundary conditions (at ∼30 RE); the other boundaries (at ∼100 to 300 RE)
let the plasma ﬂow out of the domain. The inner boundary conditions are pro-105
vided by the Ridley Ionosphere Model (RIM) [14] driven by ﬁeld aligned currents
(FAC) from BATS-R-US. A non-trivial challenge for global MHD models due
to the missing microphysics, however, is that typically they cannot reproduce
the fast reconnection rates observed in kinetic simulations. On the other hand,
5
Pr
es
su
re

IonandElectronPSD
DynamicSpecificationofSpacecraftCharging
(CPIC)
FACurrents
Efield
Ionand
ElectronPSD
B
fie
ld

EandBfields
IonandElectronPSD
GlobalMHD
(BATSͲRͲUS)
WaveͲParticle
Interactions
Efield
Ionosphere
Dynamics
DataAssimilationMethod
InnerMagnetosphere
(RAMͲSCB)
ParticleTracings
Reconnection
Physics(iPIC3D)
Figure 1: Schematic ﬂow chart of the comprehensive SHIELDS framework showing how
this software connects macro- and micro-scale models and combines the results with data-
assimilation tools to capture the severity of the spacecraft charging environment.
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particle-in-cell (PIC) codes have been used with great success in studies of ki-110
netic phenomena like magnetic reconnection. PIC codes solve the full set of
Maxwell’s equations for the electromagnetic ﬁelds, coupled with the equations
of motion for electrons and ions. However, they are usually restricted to local
simulations due to their high computational cost.
To address this challenge, the BATS-R-US code [13] was two-way coupled115
with a regional PIC code [9], thus obtaining an exceptional capability, the MHD
with Embedded PIC (MHD-EPIC) algorithm [15]. The PIC code covers the
regions where kinetic eﬀects are important while the rest of the domain is han-
dled by the ﬂuid code. The implicit particle-in-cell code iPIC3D [9] was inte-
grated into the SWMF as the ﬁrst model representing the new Particle-in-Cell120
(PC) component. A general parallel coupler was implemented since the existing
SWMF couplers were not suitable for passing the large amount of data between
the two massively parallel models. The new coupler keeps the grid description
and interpolation methods private for the models. This eliminates the need to
describe the grid in an abstract manner and to pass this information to the125
SWMF or the coupled model. The coupling is very eﬃcient and takes less than
2% of the execution time in all simulations. The coupling between BATS-R-
US and iPIC3D works in 3D, and the two grids do not need to be aligned. In
addition, multiple PIC regions may be used. This new eﬃcient and ﬂexible cou-
pler was used to model Ganymede’s magnetosphere in 3D with 4 PIC regions.130
The results gave excellent agreement with Galileo measurements, much better
than with Hall MHD, showing that the MHD-EPIC algorithm provides a better
description of reconnection than the ﬂuid models [16].
Most recently we have applied MHD-EPIC to the Earth [17], which is the
main target for the SHIELDS project. This is a very challenging problem,135
because the ion inertial length, the spatial scale magnetic reconnection originates
at, is very small compared to the system size. In an initial study, we have put
the PIC box around the dayside reconnection site, as it is smaller than the
tail reconnection. Even this is very expensive unless we artiﬁcially increase the
kinetic scales by changing the ion mass per charge of particles. To check the140
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Figure 2: The FTEs from MHD-EPIC simulation of the Earth’s magnetosphere at t = 2550s.
The left panel shows the pressure (nPa) and the projected magnetic ﬁeld lines at the meridional
plane. The red box represents the region covered by the PIC code. The right panel is the 3D
view at the same time. The plasma pressure at the z = 0 plane, and the FTEs colored by
pressure are shown.
eﬀect of ion mass per charge on the global solution, we performed a series of 2D
MHD-EPIC simulations for an Earth-like system [18]. We found that the results
are insensitive, suggesting that we can increase the ion mass per charge and still
obtain physically correct solutions on the resolved scales. Using this idea, we
performed 3D MHD-EPIC simulations [17] with an ion mass per charge set to145
16. The simulation worked very robustly and eﬃciently. We thus simulated
an hour of real time with constant solar wind driving (with negative Bz) and
found several ﬂux ropes forming at the dayside reconnection site covered by
the PIC region. Figure 2 shows a three-dimensional example of this MHD-
EPIC simulation. The dayside magnetopause is covered by a PIC box, which is150
represented by the red box in the left panel of Figure 2. Magnetic reconnection
happens inside the PIC box and generates ﬂux transfer events (FTEs). The
right panel shows a 3D view of three FTEs. Several global and small scale
phenomena that are properly reproduced by the simulation are described in [17],
including virtual satellite observation of FTEs, signatures of the lower hybrid155
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drift instability (LHDI), and the crescent shape velocity distribution functions
observed by the MMS spacecraft.
Thanks to the MHD-EPIC algorithm and the increased ion mass per charge
we could perform this global simulation with a relatively small and coarse PIC
grid (about 1/30 RE) while still properly capturing the kinetic reconnection160
process. This simulation required only 2000 core hours per minute, about 65,000
times faster than what it would take to run with the proton mass per charge
ratio and another factor of 10,000 faster than what it would take to run with
a global PIC model. Further work using the MHD-EPIC model to study the
substorm process where the PIC region covers the Earth’s tail reconnection is165
ongoing.
2.2. Storm/substorm dynamics
The injection of hot (keV) particles into the inner magnetosphere is enhanced
during geomagnetic storms and substorms. Geomagnetic storms, one of the
most important space weather events, are usually triggered by plasma eruptions170
on the Sun that travel through interplanetary space, reaching Earth in 1 to 4
days and lasting several days [19]. By contrast, substorms are characterized by
a rapid (on time scales of minutes) reconﬁguration of the near-Earth magnetic
ﬁeld, releasing a huge amount of energy as a violent, Earthward-directed plasma
ﬂow [20]. Substorms typically recover within a few hours and occur, on average,175
every 5 hours [21]. An important step for the successful modeling of geomagnetic
storm dynamics was the two-way coupling of global MHD models with inner
magnetosphere “drift codes” [22, 23]. MHD simulations have great potential
for forecasting substorm eﬀects, since the magnetic ﬁeld perturbations due to
substorm-associated currents can be calculated directly from an MHD result.180
In addition, global MHD is already being used operationally at NOAA/SWPC
to forecast magnetic ﬁeld perturbations at the Earth’s surface. The ability of
MHD to produce realistic substorms has been tested for case studies [24, 25].
However, no MHD model has yet been validated with regard to its ability to
consistently reproduce observed substorms over a long period of simulation time,185
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as would likely be the case for operational applications.
We are evaluating the capabilities of MHD to reproduce the onset times
of observed substorms. We simulate the entire month of January 2005 using
the SWMF [8] in a conﬁguration very similar to that described in [26]. The
only inputs to the model are observed solar wind parameters obtained from190
NASA/GSFC’s 1-minute OMNI dataset and the Advanced Composition Ex-
plorer (ACE) spacecraft [27], and NOAA F10.7 ﬂux. We identify substorms in
the model output and in observational data from the same time period. To en-
sure correctness in the event identiﬁcation, we identify substorms using multiple
datasets and identiﬁcation techniques, and only events which are corroborated195
by multiple techniques are included in the ﬁnal analysis. Using Biot-Savart in-
tegrals over the MHD domain the model delivers predictions of magnetic ﬁeld
at the Earth’s surface, enabling us to calculate values of geomagnetic indices for
comparison with observations. The datasets used for identiﬁcation include the
auroral lower (AL) index, midlatitude postive bay (MPB) index [28], and in situ200
dipolarization signatures. We use the Supermag algorithm to identify AL onsets
in both the model and the observations, while in the case of the MPB index we
use the procedure given in [28]. In the model output we also include plasmoid
releases (identiﬁed by visual inspection of the model output). In the observa-
tions we additionally include IMAGE-FUV substorms (using the list provided205
by [29]), and dispersionless particle injections identiﬁed by inspection of data
from the LANL SOPA instrument [30]. An example of one of the substorms
is shown in Figure 3. The upper panel of Figure 3 shows a plasmoid release
from the model output, with closed ﬁeld lines (those that connect to the Earth
at two points in these 2-D traces) drawn in white and open ﬁeld lines (those210
that connect to the Earth at one end, or not at all) in black. The plasmoid is
identiﬁed by a region of spiraling ﬁeld lines in the tail region. The lower panel
of Figure 3 shows observed Bz at GOES 10 [31] along with model output for the
satellite location. The magnetic ﬁeld at GOES 10 shows a dipolarization whose
onset coincides with the plasmoid release, which is a typical geosynchronous215
signature of a substorm [32]. Analysis of model output and observational data
10
Figure 3: Substorm signatures for an event occurring around 0815 UT on January 2, 2005.
The top panel shows a plasmoid release in the model output. The red dot in the plot denotes
the location of GOES 10. Magnetic ﬁeld at GOES 10 is plotted in the bottom panel, showing
a dipolarization coincident with the plasmoid release.
was performed using the Spacepy software package [33].
We break the month into 30-minute bins, and categorize each bin as a “hit”
if a substorm occurred in both model and observations within the bin, a “miss”
if a substorm occurred only in the observations, a “false positive” if a substorm220
occurred only in the model and a “true negative” if a substorm occurred in
neither model nor observations. In total, we ﬁnd 118 substorms in the model
output, and 163 in the observations. Of these there were 29 hits, 134 misses,
89 false positives, plus 1236 true negatives. From this we calculate a Heidke
skill score [34] of 0.126. Positive values for the Heidke skill score (such as we225
have) indicate a predictive capability better than a random reference forecast,
while a Heidke skill score of 1 would indicate a perfect forecast. Determining
uncertainty bounds for the Heidke skill score is non-trivial [35] and there is no
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known analytical formula to do so. In future work, we plan to estimate the
uncertainty bounds using a bootstrapping procedure. There are preliminary230
indications that the model’s predictive skill is better under stronger driving
conditions. Work is ongoing to investigate the event timing in more detail as well
as assess the model’s ability to reproduce the strength of observed substorms.
We plan to further expand this study by exploring whether the predictive skill
can be improved by tuning the model, or by adding additional physical models235
such as Hall MHD, embedded particle-in-cell [15, 17], or improved ionospheric
outﬂow [36, 37].
To improve the representation of energetic particle transport from the mag-
netotail to the inner magnetosphere during storms/substorms, we have devel-
oped an approach that makes use of particle tracing techniques [38]. By follow-240
ing individual non-interacting particle trajectories in 3D time-dependent electro-
magnetic ﬁelds output from the global MHD simulation, we are able to specify
energy and pitch-angle resolved particle ﬂuxes at the boundary of RAM-SCB
(or any other location where such information is of interest). Our implemen-
tation of these techniques has resulted in the development of a particle tracing245
model (PTM) that switches dynamically between relativistic guiding center and
full orbit Lorentz equations (depending on the length scale of ﬁeld variations
with respect to the particle gyroradius) while using higher-order interpolation
techniques to ensure smoothness of the electromagnetic ﬁelds and their spatial
derivatives across grid cells [39].250
As a demonstration of the PTM code and its capabilities, we have applied
it to study an isolated substorm event that occurred on 18 July 2013. For this
simulation, an ensemble of particles (representing a range of energies and pitch
angles) were initialized on the nightside (near 0 magnetic local time, MLT) in the
equatorial plane at GEO. These test particles were then propagated backwards255
in time through the time-varying electromagnetic ﬁelds produced by BATS-R-
US coupled with RAM-SCB [40], until they reached a distance of -15 RE in
the tail. The distribution function at the tailward boundary was determined
by combining an analytical kappa distribution [41] with parameters determined
12
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Figure 4: (top) Spin-averaged electron and ion ﬂuxes measured at GEO with LANL MPA and
SOPA instruments during a substorm event that occurred around 15 UT on July 18, 2013.
(bottom) Simulations from the Particle Tracing Model (PTM) showing complex dispersive
injection activity between ∼12 and 15 UT. The simulated ﬂuxes are normalized to the initial
conditions indicated with dashed lines.
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from an empirical plasmasheet model [42]. The obtained distribution function260
was then mapped back to GEO using Liouville’s theorem. This tracing was
repeated every minute for several hours, resulting in the omnidirectional ﬂux
proﬁle compared to in situ LANL spacecraft observations in Figure 4. The time
scale for both observations and simulation are the same, however they are shifted
relative to one another since the simulation did not reproduce the injection time.265
Note that the timing diﬀerence is likely a result of the MHD simulation since
it’s a challenge for global MHD models to accurately describe when a substorm
is going to occur based only on solar wind inputs. As explained in section 2.1,
we are addressing this challenge by embedding a PIC module in BATS-R-US
to allow reconnection physics to develop more realistically in MHD-EPIC; this270
will be explored in future work. Nevertheless, some of the dynamic features
present in real particle injections, and speciﬁcally the rapid ﬂux increases at
lower energies, were qualitatively reproduced by the particle tracings. These
ﬂux enhancements are due to particle transport and acceleration caused by
the magnetic ﬁeld dipolarization and the associated electric ﬁeld [43]. Future275
work will investigate the formation of injection boundaries and their depth of
penetration toward the inner magnetosphere as a function of external driving
conditions.
2.3. Wave-particle interactions (WPI)
Storms/substorms drive plasma waves that redistribute energy throughout280
the collisionless magnetospheric environment and couple low-energy plasma with
high-energy particles. The addition of the eﬀects of these waves requires mod-
els that can couple micro-scale wave-particle interactions with macro-scale ring
current dynamics. Of prime interest to the SHIELDS investigations are whistler-
mode waves such as chorus and hiss that can eﬃciently scatter relativistic elec-285
trons in the inner magnetosphere [44]. Chorus waves are discrete emissions often
containing rising and falling tones, most frequently observed during geomagnet-
ically active times outside of the plasmasphere between ∼23 and 11 MLT from
about 4 to 7 RE [45]. On the other hand, hiss is a broadband whistler-mode
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emission mostly observed inside the plasmasphere and high-density plumes. Re-290
cent observations from the Van Allen Probes (previously known as the Radiation
Belt Storm Probes, RBSP) show that the statistical hiss peak frequencies are
typically between 100 and 300 Hz and that hiss wave power frequently extends
below 100 Hz, especially at larger radial distances on the dayside during en-
hanced levels of substorm activity [46].295
We investigated the combined eﬀects from time-dependent transport and
scattering by whistler-mode chorus and hiss on the SCE using our magnetically
self-consistent ring current-atmosphere interactions model (RAM-SCB) [10, 47].
This model solves the bounce-averaged kinetic equation for the hot (keV) ion
and electron populations in the inner magnetosphere, taking into account all300
key source and loss processes. The magnetic ﬁeld is calculated self-consistently
with the anisotropic ring current plasma pressure [48] and used subsequently
to propagate the particle distributions. At ﬁrst, we investigated the electron
precipitation to the atmosphere comparing two loss methods: (1) the “diﬀusion
coeﬃcient method” employing pitch angle diﬀusion coeﬃcients determined from305
quasi-linear theory, with wave characteristics obtained from statistical observa-
tions, and (2) the “lifetime method” employing electron lifetimes independent of
pitch angles inferred from the above diﬀusion coeﬃcients. We found that both
loss methods demonstrate similar temporal evolution of the trapped ring cur-
rent electrons, however, the lifetime method hardly captures any precipitation at310
larger radial distances (i.e., 4 < L < 6.5), while the diﬀusion coeﬃcient method
produces much better agreement with NOAA/POES and DMSP measurements
(see Figure 8 of [49]).
In our next study, of the October 2012 “double-dip” storm [50], we included
both pitch angle and energy scattering using quasi-linear theory and L and MLT315
dependent event-speciﬁc chorus wave models inferred from NOAA/POES and
Van Allen Probes observations (Figure 5, top). The spatial and temporal evo-
lution of peak chorus wave amplitudes was in reasonable agreement with linear
growth rate maxima calculated with RAM-SCB. For hiss waves inside the plas-
masphere we used the empirical wave distributions statistically derived from320
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the CRRES wave data [51, 52]. The dynamics of the source (∼10’s keV) and
seed (∼100’s keV) populations of the radiation belts were simulated with RAM-
SCB and compared with complementary data sets from the Van Allen Probes
in the morning sector and NOAA-15 satellite in the predawn and afternoon
MLT sectors. It was found that the simulated electron ﬂux at lower (E < 100325
keV) energies was in good agreement with observations of both trapped and
precipitating electron ﬂuxes. The ﬂux increased during both SYM-H dips and
decreased during the intermediate recovery phase due to time-dependent mag-
netospheric convection, showing the initial formation of an asymmetric ring
current that evolved into a more symmetric one with storm development. The330
injection of high-energy electrons, however, was underestimated by convective
transport throughout the storm. Local acceleration of freshly injected electrons
by chorus waves intensiﬁed the electron ﬂuxes at E≥50 keV considerably dur-
ing the ﬁrst SYM-H dip and the simulations overestimated the trapped ﬂuxes
observed with Van Allen Probes by more than an order of magnitude (Figure 5,335
bottom). The precipitating ﬂuxes simulated with RAM-SCB were weaker and
their temporal and spatial evolution agreed well with NOAA/POES data (see
Figures 3, 10 and 11 of [50]).
The signiﬁcant electron acceleration by plasma waves seen in RAM-SCB
simulations at energies as low as ∼50 keV was not expected initially since the340
energy diﬀusion coeﬃcients are much smaller than the pitch angle diﬀusion co-
eﬃcients in this energy range (Figure 5, top). The presence of a large energy
gradient that developed in the electron phase space distribution at the injection
boundary after particles were injected from the nightside, enhanced this ener-
gization eﬀect [50]. These results indicate that either: a) including additional345
loss mechanisms (such as enhanced losses through the dayside magnetopause or
Coulomb collisions), or b) an improved representation of plasma wave scatter-
ing and possibly taking into account nonlinear eﬀects [53] are needed to better
reproduce the relativistic electron populations of the near-Earth space environ-
ment.350
In order to develop a more self-consistent treatment of wave-particle interac-
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Figure 5: (top) Schematic representation of RAM-SCB model driven by event-speciﬁc plasma
wave models from POES and Van Allen Probes data. (bottom) Comparison of Van Allen
Probes ﬂux data (left) with RAM-SCB simulations (middle) without and (right) with local
acceleration by plasma waves. Bw - wave amplitude, Daa - quasi-linear pitch angle diﬀusion
coeﬃcient, Dpp - momentum diﬀusion coeﬃcient.
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tions, we investigated the coupling of the large-scale kinetic RAM-SCB model
with a very high resolution Particle-In-Cell (PIC) code. PIC simulations al-
low the study of the growth of kinetic plasma instabilities and the saturation
mechanisms via nonlinear eﬀects including wave-particle interactions, which are355
essential for inner magnetosphere dynamics. In an initial study, we identiﬁed re-
gions of enhanced plasma instability based on calculations of linear growth rate
of whistler-mode chorus with the RAM-SCB model during a storm that oc-
curred on 23-24 October 2002 [47]. Using unstable electron distributions from
RAM-SCB simulations as input to the iPIC3D code [9], we found that whistler-360
mode waves were excited and grew exponentially, propagating mainly along the
background magnetic ﬁeld. The high anisotropy of hot (10’s keV) electrons dis-
tinctly dropped when the waves were fully developed, and these whistler-mode
waves were subsequently damped by the cooler (few keV) electron population
[54]. Our simulations veriﬁed that the waves generated from RAM-SCB’s most365
anisotropic electron distributions are broadly consistent with the largest wave-
amplitudes that are observed during storms. Moreover, the locations and times
of these predicted, most unstable distributions are very consistent with satel-
lite observations. Future extensions of this work will consider incorporating the
feedback from these PIC simulations into the RAM-SCB model.370
2.4. Data assimilation
As part of SHIELDS, we have built a data assimilation scheme [11] to im-
prove the speciﬁcation of the SCE. Input parameters in physics-based models
(i.e., initial and boundary conditions) suﬀer from errors which eventually result
in inaccuracies in the model results. The assimilation procedure can correct for375
these errors and/or missing physics processes within the model. Data assimi-
lation has proven to be a robust method for reconstructing the radiation belt
environment [55, 56], but there have only been a few attempts to apply the
approach to the ring current environment [57, 58]. In SHIELDS, we use data
assimilation to combine the physics-based transport model RAM-SCB with in380
situ observational data obtained from near-Earth orbiting satellites. Our ap-
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Figure 6: Spin-averaged ﬂux spectrogram for observations from RBSP-B (green line), assimi-
lated RAM-SCB results using RBSP-A observations (blue line), and unassimilated RAM-SCB
(red line) during 18 July 2013 for an energy spectrum of 60 KeV (top plot) and 130 KeV (mid-
dle plot). Root-mean-square error of the ﬂux along the RBSP-B satellite (bottom plot). The
right plots show the trajectory of the Van Allen Probe B (solid black line) and its current
position (green dot) for a number of times.
proach is a variant of the ensemble Kalman ﬁlter (EnKF) [59]. We modify the
basic method by performing the assimilation on an orthonormal projection of
the RAM-SCB state space that captures the dominant modes of variation within
the model. This projection, which is similar to principal component analysis or385
empirical orthogonal functions, helps prevent the data from pushing the model
state into unstable regions. To ensure robustness, we also apply an adaptive
inﬂation technique [60] as well as a localization approach [61].
Figure 6 shows the results of our approach for the enhancement of the ring
current following the isolated substorm event on 18 July 2013. Here, we are390
correcting the state of the ring current using proton ﬂux data from Van Allen
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Probe A and comparing the assimilated results with data from Van Allen Probe
B. The top two panels show two energy bins of the Van Allen Probe B data in
green, the unassimilated RAM-SCB state in red, and the estimated state from
our approach in blue. It is clear that the assimilation provides a signiﬁcant395
improvement by moving the model state much closer to the data. The bottom
panel shows the normalized root mean squared (RMS) error or log-ﬂux for
the unassimilated and assimilated RAM-SCB estimates; this error provides a
percentage of how much the model deviates from the observations. Over the
bulk of this data, our approach reduces the error in ﬂux by at least an order of400
magnitude and often several orders of magnitude, depending on the time and
location. These results indicate that the data assimilation scheme is a promising
approach for capturing injection phenomena and improving estimates of the
SCE.
2.5. Surface charging405
SHIELDS can also calculate the surface charging of a spacecraft with any
geometry by means of an electrostatic particle-in-cell code known as Curvilinear
PIC (CPIC) [62, 63]. Problems involving the interaction of complex material
objects with plasmas are challenging computationally because of their multiscale
nature: the characteristic spatial (and possibly temporal) scales of the object410
must also be resolved in the simulation, thus requiring additional sophistication
compared to standard PIC methods. For instance, at geosynchronous orbit the
characteristic scales of the plasma like the electron Debye length or the electron
gyroradius are hundreds of meters while the spacecraft characteristic size is on
the order of meters, with features that could be even smaller. For these reasons,415
most tools developed for spacecraft charging calculations [64, 65, 62, 63] use
non-uniform, adaptive meshes which conform to the surface of the spacecraft.
Unlike other spacecraft-charging tools, CPIC uses multi-block structured
curvilinear meshes to maintain the ﬂexibility necessary to describe complex
geometries while guaranteeing the best computational performance. In addi-420
tion, CPIC uses advanced algorithms and runs eﬃciently on high-performance
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computing platforms. These algorithms include a mimetic discretization of Pois-
son’s equation suitable for full discontinuous metric tensors found in multi-block
meshes, and a scalable solver for the electrostatic ﬁeld based on the multigrid
technique that is critical for performance. Furthermore, CPIC features an asyn-425
chronous, hybrid particle mover to minimize the cost of particle tracking which
can be a signiﬁcant burden from PIC methods on unstructured meshes. Details
on the CPIC algorithm and the challenges associated with the development of
a PIC code on multi-block structured meshes can be found in [63]. CPIC has
been applied to several plasma-material interaction problems, including studies430
of the interaction between a magnetospheric spacecraft and a high-power elec-
tron beam [66] and the interaction of dust particles with magnetic fusion energy
plasmas [67].
Figure 7 shows an example of applying CPIC to study the surface charging
of a geometry representative of the Van Allen Probes. Here, the electrostatic435
potential is shown for a computational domain that conforms exactly to the sur-
face of the spacecraft. In this illustrative example, the background parameters
were taken from SHIELDS simulations for the March 17, 2013 storm. Per-
fectly conducting boundary conditions at the spacecraft surface were applied
for the electrostatic ﬁeld. This type of simulation provides the electric ﬁeld and440
particle ﬂux distribution around the spacecraft and enables us to investigate
the connections between the occurrence of anomalies and SCE dynamics. Note
that when applying any of the spacecraft-charging codes to anomaly resolu-
tion, the biggest uncertainties are in the spacecraft material properties (due to
exposure to the harsh space environment) and in the properties of the environ-445
ment. The SHIELDS framework provides a more accurate description of the
space environment, and one can assess whether this exceeds the speciﬁcations
of the pre-launch simulations when attempting to ﬁnd the most-probable cause
of an anomaly. The speciﬁcation of the material properties is a much harder
problem. An approach that is currently being pursued within SHIELDS is to450
estimate the material properties by using non-linear optimization to combine
Van Allen Probes spacecraft-potential data with spacecraft-charging calcula-
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Figure 7: These images show SHIELDS’ CPIC calculations of spacecraft charging. On the
left, the electrostatic potential (normalized to 5 eV) around the Van Allen Probes spacecraft
arising from the plasma environment obtained by SHIELDS on March 17th 2013. On the
right, part of the curvilinear multi-block mesh conforming to the surface of the Van Allen
Probes spacecraft.
tions. This approach can yield valuable information on how materials change in
space, but one can also envision using data sampled over a selected time period
to characterize material properties and then predict spacecraft charging over a455
later time period.
2.6. Configuration and testing
Because of the computational complexity of the multiscale, multiphysics
problem that SHIELDS solves, the SHIELDS framework is designed to run
at large scale on the world’s most powerful supercomputers. For such ad-460
vanced applications, the SHIELDS software can be built from source follow-
ing the instructions detailed in the user manual (visit SHIELDS public website
http://www.lanl.gov/projects/shields/ for details). However, a critical part of
the SHIELDS design philosophy is to allow both users and developers to get
working with SHIELDS on any system without having to deal with complicated465
software dependencies. As such, the SHIELDS framework has been packaged
in a Docker [68] image, allowing installation and deployment with a single com-
mand on any laptop, desktop, or high-performance computing (HPC) system
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with Docker installed. While the SHIELDS Docker image is not intended for
full scale productional simulations on a traditional HPC system, it can be used470
for rapid software prototyping and for input parameter studies. In addition, to
streamline the setup process and to reduce input errors, we have developed an
Easy-to-use Graphical Interface for SHIELDS (AEGIS). This tool allows users
to select their components of interest, set relevant parameters, and generate
various input ﬁles and execution scripts needed to achieve a desired model-475
ing result. A layout of SHIELDS installation, conﬁguration, and execution is
shown in Figure 8. The SHIELDS application is kept automatically up to date
with the latest SHIELDS developments. As changes are made to the SHIELDS
code-base, they are automatically built and tested using Travis Continuous In-
tegration [69]. If all tests pass, a new Docker image is built reﬂecting the code480
changes and pushed to Dockerhub. SHIELDS framework releases are automat-
ically tagged with the corresponding change to the source code. Examples of
how to use diﬀerent elements of the SHIELDS framework are provided in the
user manual.
We are developing a near real-time version of the SHIELDS framework that485
allows for the simulation of only the inner magnetosphere plasma environment
using RAM-SCB. An option exists to output spacecraft-charging environment
spectra and plot them along given satellite trajectory. This mode is best suited
for long term simulations with operational implications (e.g. monitoring Dst,
satellite-speciﬁc charging environments, etc.). In this initial version, SCB is490
deactivated and a simple dipole magnetic ﬁeld is used together with a Volland-
Stern electric ﬁeld. The external boundary conditions are provided by newly-
developed models [70, 71], capable of predicting electron and ion ﬂuxes at GEO
with about an hour of lead time using upstream solar wind data, and several
hours of lead time using a prediction of Kp to drive the model. Figure 9 shows495
an example output from a simulation run during February 2017 using Kp as a
model driver and providing a 3 hour SCE prediction along Van Allen Probe’s
orbit.
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Configure Run
Test Package Distribute
Figure 8: This ﬁgure demonstrates the automated workﬂow behind the compilation, testing
and deployment of SHIELDS. By packaging of SHIELDS with Docker and AEGIS we enable
rapid deployment and execution of SHIELDS on local machines, traditional clusters and cloud
infrastructure.
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Figure 9: Output of the SHIELDS near real-time model showing a 3 hour SCE prediction
along Van Allen Probe-A satellite trajectory during 01 Feb 2017. From top to bottom the
panels show solar wind velocity and IMF Bz , the Kp and Dst indices, simulated electron ﬂux
spectrogram, and omnidirectional electron ﬂux at 10 keV.
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3. Summary and Conclusions
The emerging research ﬁeld of space weather is rapidly gaining importance500
and public recognition due to its technological and societal impact. Government
agencies around the world have issued comprehensive reports and studies related
to the space environment and space weather [1, 5]. These urge to create a
response and recovery plan in the event of extreme space weather. Important
components of this plan include developing predictive models and transitioning505
space weather models from research to operations.
From the variety of space weather phenomena that can have impacts on op-
erating space systems, one of the major concerns is spacecraft surface charging.
The SHIELDS framework developed at LANL addresses this spacecraft hazard.
It employs multiscale modeling and assimilates in situ satellite data to achieve510
a realistic description of the inner magnetosphere, enabling a better prediction
of the surface charging environment (SCE). Magnetospheric disturbance events
like storms and substorms are a primary cause of SCE enhancement. During
such space weather events, low-energy (10’s of keV) hot particles are injected
from the Earth’s magnetotail into the inner magnetosphere. We have designed515
SHIELDS to simulate the dynamics of such hot particles using advanced sci-
entiﬁc and computational algorithms. Major improvements of the SHIELDS
framework are:
1) Successful coupling of a global MHD (BATS-R-US) code with a particle-
in-cell (iPIC3D) code; this coupling represents the most eﬃcient approach to520
resolving magnetic reconnection physics and substorm dynamics in a global
system.
2) Achieving the ﬁrst data assimilation for the inner magnetosphere model
RAM-SCB, demonstrating an order of magnitude improvement in the accuracy
in the simulation of the spacecraft surface charging environment.525
3) Developing a more self-consistent treatment of global transport and WPI
that helps unraveling the physics of cross-energy coupling in the Earth’s ra-
diation belts. It showed that the acceleration of freshly injected electrons by
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plasma waves at injection boundaries may be signiﬁcant at energies as low as
∼50 keV, thus aﬀecting the SCE.530
4) Including a post-processing tool designed to calculate the surface charging
for speciﬁc spacecraft geometry using the CPIC code and evaluate anomalies’
relation to SCE dynamics. Such diagnostics are critically important when per-
forming forensic analyses of space-system failures.
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