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MOTIVIC POINCARE´ SERIES OF CUSP SURFACE SINGULARITIES
JA´NOS NAGY AND ANDRA´S NE´METHI
Abstract. We target multivariable series associated with resolutions of complex analytic normal
surface singularities. In general, the equivariant multivariable analytical and topological Poincare´
series are well–defined and have good properties only if the link is a rational homology sphere. We
wish to create a model when this assumption is not valid: we analyse the case of cusps. For such
germs we define even the motivic versions of these two series, we prove that they are equal, and
we provide explicit combinatorial expression for them. This is done via a motivic multivariable
series associated with the space of effective Cartier divisors of the reduced exceptional curve.
1. Introduction
1.1. Let us consider a complex analytic normal surface singularity and fix one of its resolutions and
the divisorial filtration of the local algebra associated with the irreducible exceptional divisors. The
multivariable Poincare´ series P0(t) associated with this filtration is one of the strongest analytic
invariants of the germ. For definition, particular examples and several properties see e.g. [3, 5, 7,
23, 24, 26, 27, 28].
In several special cases (even if the germ is not taut, but the analytic structure is ‘nice’), P0(t)
can be recovered from the topology of the link. These cases include e.g. the rational or minimally
elliptic singularities (with rational homology sphere link) [26]. The most general case when such a
characterization was established is the family of splice quotient singularities [28]. (For such germs
the analytic type is defined canonically from the graph [32, 34].)
However, in all the cases when such a characterization was established the link of the corresponding
germs are rational homology spheres, QHS3, (that is, the dual graph is a tree of P1’s). In this note
we wish to step over this obstruction by analysing the case of cusps, when the dual graph consists of
a loop. (The rationality of the irreducible exceptional divisors, due to the complexity of the moduli
space of algebraic curves, presumably cannot be dropped in such topological comparison without
some other essential analytic assumption.)
In fact, there exists even a more general series, the equivariant multivariable Poincare´ series P(t)
associated with the divisorial filtration of the local algebra of the universal abelian covering of the
germ. It behaves in a more uniform and conceptual way in several geometric construction, e.g. in
the context of abelian coverings and associated bundles. However, its definition is also obstructed:
it is defined in terms of the universal abelian covering, which is well–defined only when the link is a
rational homology sphere. Again, we will step over this obstruction as well in the case of cusps.
For definition and certain properties of cusp surface singularities see [15, 23, 25, 38].
1.1.1. When the link is a rational homology sphere there is a concrete ‘topological candidate’ for
P(t), denoted by Z(t), a multivariable series defined from the combinatorics of the resolution graph
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2 A. Ne´methi
(well–defined in any case, even if P(t) 6= Z(t)). In the cases mentioned above (rational, splice
quotient) in fact one has P(t) = Z(t). This series Z(t) has several other pleasant properties, it
has deep connections with several topological invariants of the link (e.g. with the Seiberg–Witten
invariant, lattice cohomology, etc) [27, 29, 30]. In this way it created a bridge between analytic and
topological invariants.
However, usually (e.g. for a non-rational or non–elliptic topological types) for a ‘non–nice’ analytic
type (e.g., for a generic one) P(t) 6= Z(t)). In such cases the challenge is to find new topological
candidate series, which might recover P(t) for several ‘bad’ (but interesting) families of analytic
types. Hence different geometric realizability (equivalent definitions) even of ‘classical’ Z(t) is cru-
cial: they might suggets/impose different generalizations/versions, which might fit with different
analytic structures. (This partly motivated that in the body of the article we list several parallel
realizabilities.)
1.2. This article has several goals. Firstly, we wish to provide a model for the definition of P(t) (in
terms of analytic data) when the link is not a rational homology sphere (hence the universal abelian
covering does not exists). We will do this for the cusp normal surface singularities. (Maybe here
is appropriate to eliminate a possible confusion from the start: Though cusp singularities are taut
[14], hence there is no analytic moduli of their analytic structures, the construction of P(t) involves
— must involve — certain line bundles associated with fixed Chern classes; since the corresponding
Picard groups are non–trivial, these choices have an analytic moduli.)
Second, we wish to provide a good topological candidate Z(t) for P(t). (Note that the ‘old’
definition of Z(t), though well–defined, for cusps gives the meaningless constant series 1, which
definitely should be modified.)
In order to provide these two definitions we rely on two collections of linear subspace arrangements,
one of them defined analytically, the other one topologically. Both are indexed by the possible first
Chern classes of the resolution. Both series in the new situation are defined via these arrangements
by considering the topological Euler characteristic of the projectivised arrangement complements.
For details regarding these arrangements see [29, 30]. (Since the cusp singularities are minimally
elliptic, in the introductory part we emphasize more the known facts regarding the rational and
minimally elliptic cases, the second one under the QHS3–link assumption. This serves as a good
comparison for the newly established methods and formulae.)
Once the definitions are settled, we prove that in the case of cusps one has P(t) = Z(t) indeed.
Hence, Z(t) is a good topological candidate for P(t) even if the graph has 1–cycles.
In fact, the new definition (based on the complements of subspace arrangements) allows us to
extend both series to their motivic versions (with coefficient in the Grothendieck group), denoted by
P(L, t) and Z(L, t). For these extended versions we also establish the identity P(L, t) = Z(L, t).
Surprisingly, this new extensions direct us to an unexpected new territory. It turns out that these
objects can be related with a multivariable motivic series associated with the effective Cartier divisors
(supported by the reduced exceptional curve and indexed by the possible Chern classes), denoted by
ZECa(L, t). (Maybe is worth to mention that for minimal resolution of cusps the reduced exceptional
divisor equals the Artin fundamental cycle, the minial elliptic cyle and the anticanonical cycle as
well [15].) This connection was suggested and imposed by the recent manuscripts of the authors
regarding the Abel maps associated with a resolution of a normal surface singularity [19, 20, 21, 22].
The point is that the series ZECa(L, t) has a very natural form in terms of the graph (for notations
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see 2.1, V and E are the set of vertices and edges, while E∗v stay for the dual base elements):
ZECa(L, t) =
∏
(u,v)∈E (1− t
E∗u − tE
∗
v + LtE
∗
u+E
∗
v )∏
v∈V (1− t
E∗v )(1 − LtE∗v )
.
(This is valid for any singularity — not necessarily for a cusp —, whenever all the irreducible
exceptional curves are rational.) Then, in the case of cusp, the following phenomenon happens.
For relevant Chern classes l′, the motivic information of any fiber of the Abel map ECa−l
′
(E) →
Pic−l
′
(E) = C∗ can be related with P(t). It turns out that for a cusp and its minimal resolution
Z(L, t) = P(L, t) = 1 +
ZECa(L, t)− 1
L− 1
.
Furthermore (when the exceptional curve has at least two components) then
P(t) = Z(t) =
(
1 +
ZECa(L, t)− 1
L− 1
)∣∣∣
L=1
= 1 +
∑
v∈V
tE
∗
v
1− tE∗v
+
∑
(u,v)∈E
tE
∗
v
1− tE∗v
·
tE
∗
u
1− tE∗u
.
For the remaining case see Theorem 3.4.1.
2. Preliminaries regarding normal surface singularities
2.1. Definitions, notations. Let (X, o) be a complex normal surface singularity. Let π : X˜ → X
be a good resolution with dual graph Γ whose vertices are denoted by V and edges by E . Set
E := π−1(o). Let M be the link of (X, o).
Set L := H2(X˜,Z). It is freely generated by the classes of the irreducible exceptional curves. If L′
denotes H2(X˜,Z), then the intersection form ( , ) on L provides an embedding L →֒ L′ with factor
the torsion part of the first homology group H of the link. (In fact, L′ is the dual lattice of (L, ( , )),
it can also be identified with H2(X˜, ∂X˜,Z).) Moreover, ( , ) extends to L′. L′ is freely generated by
the duals E∗v , where (E
∗
v , Ew) = −1 for v = w and = 0 else.
Effective classes l =
∑
rvEv ∈ L′ with all rv ∈ Q≥0 are denoted by L′≥0 and L≥0 := L
′
≥0 ∩ L.
Denote by S ′ the (Lipman’s) anti-nef cone {l′ ∈ L′ : (l′, Ev) ≤ 0 for all v}. It is generated over Z≥0
by the base-elements E∗v . Since all the entries of E
∗
v are strict positive, S
′ is a sub-cone of L′≥0, and
for any fixed a ∈ L′ the set {l′ ∈ S ′ : l′  a} is finite. Set C := {
∑
l′vEv ∈ L
′, 0 ≤ l′v < 1}. For any
l′ ∈ L′ write its class in H by [l′]. Denote by θ : H → Ĥ the isomorphism [l′] 7→ e2pii(l
′,·) of H with
its Pontrjagin dual Ĥ .
Let K ∈ L′ be the canonical class satisfying (K + Ev, Ev) = −2 + 2gv for all v ∈ V , where gv is
the genus of Ev. Set χ(l
′) = −(l′, l′ +K)/2. By Riemann-Roch theorem χ(l) = χ(Ol) for l ∈ L>0.
In this preliminary section we will assume that M is a rational homology sphere. (This is exactly
that assumption what we wish to drop later.) This happens if and only if Γ is a tree and gv = 0 for
all v.
In subsections 2.2 and 2.3 we list certain analytic invariants, then we continue with the topological
ones. For more details regarding this part see e.g. [3, 5, 7, 23, 24, 26, 27, 28]. These results
are present in the literature (though slightly scattered), nevertheless here we collect the relevant
ones. The reason is that this list of constructions and results will serve as prototypes for further
generalizations, in some cases they already suggest the need of modifications as well.
4 A. Ne´methi
2.2. Natural line bundles. Natural line bundles are provided by the splitting of the cohomological
exponential exact sequence [24, §4.2]:
0→ H1(X˜,O
X˜
)→ Pic(X˜)
c1−→ L′ → 0.
The first Chern class c1 has an obvious section on the subgroup L, namely l 7→ OX˜(l). This section
has a unique extension O(·) to L′. We call a line bundle natural if it is in the image of this section.
By this definition, a line bundle L is natural if and only if there exists a positive integer n such that
L⊗n has the form O
X˜
(l) for some l ∈ L.
One can recover the natural line bundles via coverings as follows. Let c : (Xa, o) → (X, o) be
the universal abelian covering of (X, o). (Note that the existence of the universal abelian covering
is guaranteed by the fact that the link is a rational homology sphere. Indeed c is a finite regular
covering over X \ {o} and this regular covering has a unique non-regular extension to the level of
germs of normal surface singularities. The regular covering is associated with the representation
π1(M) → H1(M,Z) = Tors(H1(M,Z)) = H .) Furthermore, let πa : X˜a → Xa the normalized
pullback of π by c, and c˜ : X˜a → X˜ the morphism which covers c. Then the action of H on (Xa, o)
lifts to an action on X˜a and one has an H–eigensheaf decomposition ([24, 4.2.9] or [35, (3.5)]):
(2.2.1) c˜∗OX˜a =
⊕
l′∈C
O
X˜
(−l′) (O
X˜
(−l′) being the θ([l′])-eigenspace of c˜∗OX˜a).
Then write any l′ ∈ L′ as l′0 + l with l
′
0 ∈ C and l ∈ L, and set OX˜(−l
′) := O
X˜
(−l′0)⊗OX˜(−l).
2.3. Series associated with the divisorial filtration. Once a resolution π is fixed, OXa,o inherits
the divisorial multi-filtration (cf. [26, (4.1.1)]):
(2.3.1) F(l′) := {f ∈ OXa,o | div(f ◦ πa) ≥ c˜
∗(l′)}.
Let h(l′) be the dimension of the θ([l′])-eigenspace of OXa,o/F(l
′). Then, one defines the equivariant
divisorial Hilbert series by
(2.3.2) H(t) =
∑
l′∈L′
h(l′)t
l′1
1 · · · t
l′s
s =
∑
l′∈L′
h(l′)tl
′
∈ Z[[L′]] (l′ =
∑
i
l′iEi).
Notice that the terms of the sum reflect the H-eigenspace decomposition too: h(l′)tl
′
contributes
to the θ([l′])-eigenspace. For example,
∑
l∈L h(l)t
l corresponds to the H-invariants, hence it is the
Hilbert series of OX,o associated with the π−1(o)-divisorial multi-filtration.
The ‘graded version’ associated with the Hilbert series is defined (cf. [5, 7]) as
(2.3.3) P(t) = −H(t) ·
∏
v
(1− t−1v ) ∈ Z[[L
′]].
Usually this is called the equivarient multivariable analytic Poincare´ series of (X, o).
If we write the series P(t) as
∑
l′ p(l
′)tl
′
, then
(2.3.4) p(l′) =
∑
I⊆V
(−1)|I|+1 dim
H0(X˜,O
X˜
(−l′))
H0(X˜,O
X˜
(−l′ − EI))
and P is supported in the cone S ′.
Although the multiplication by
∏
v(1−t
−1
v ) in Z[[L
′]] is not injective, hence apparently P contains
less information then H, they, in fact, determine each other. Indeed, for any l′ ∈ L′ one has
(2.3.5) h(l′) =
∑
l∈L, l 6≥0
p(l′ + l).
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2.4. Linear subspace arrangements associated with the filtration. [30, 29, 31] Fix a normal
surface singularity, one of its resolutions and the filtration {F(l′)}l′∈L′ . For any l′ ∈ L′, the linear
space
(F(l′)/F(l′ + E))θ([l′]) = H
0(O
X˜
(−l′))/H0(O
X˜
(−l′ − E))
naturally embeds into
T (l′) := H0(OE(−l
′)).
Let its image be denoted by A(l′). Furthermore, for every v ∈ V , consider the linear subspace Tv(l′)
of T (l′) given by
Tv(l
′) := H0(OE−Ev (−l
′ − Ev)) = ker (H
0(OE(−l
′))→ H0(OEv(−l
′)) ) ⊂ T (l′).
Then the image Av(l
′) ofH0(O
X˜
(−l′−Ev)/H0(OX˜(−l
′−E)) in T (l′) satisfies Av(l′) = A(l′)∩Tv(l′).
Definition 2.4.1. The (finite dimensional) arrangement of linear subspaces Atop(l′) = {Tv(l′)}v
in T (l′) is called the ‘topological arrangement’ at l′ ∈ L′. The arrangement of linear subspaces
Aan(l′) = {Av(l′) = Tv(l′) ∩ A(l′)}v in A(l′) is called the ‘analytic arrangement’ at l′ ∈ L′. The
corresponding projectivized arrangement complements will be denoted by P(T (l′) \ ∪vTv(l′)) and
P(A(l′) \ ∪vAv(l′)) respectively.
If l′ 6∈ S ′ then there exists v such that (Ev, l′) > 0, that is h0(OEv (−l
′)) = 0, proving that
Tv(l
′) = T (l′). Hence Av(l
′) = A(l′) too. In particular, both arrangement complements are empty.
The inclusion–exclusion principle and dim VI = χtop(PVI) shows the following fact.
Lemma 2.4.2. Assume that {Vα}α∈Λ is a finite family of linear subspaces of a finite dimensional
linear space V . For I ⊂ Λ set VI := ∩α∈IVα (where V∅ = V ). Then
χtop(P(V \ ∪αVα)) =
∑
I⊂Λ
(−1)|I| dimVI .
If Λ 6= ∅, then this also equals
∑
I(−1)
|I|+1codim(VI ⊂ V ).
In particular, this lemma and identity (2.3.4) imply the following.
Corollary 2.4.3. For any l′ ∈ S ′ one has
p(l′) = χtop(P(A(l
′) \ ∪vAv(l
′)) ).
Then for any l′ ∈ L′ and I ⊂ V one has:
(2.4.4) dim A(l′) = h(l′ + E)− h(l′), dim ∩v∈IAv(l
′) = h(l′ + E)− h(l′ + EI).
Thus, we can expect that the analytic arrangement is rather sensitive to the modification of the
analytic structure, and in general, does not coincide with the topological arrangement.
In the next paragraphs we will show that whenever the link of the singularity is a rational
homology sphere the topological arrangement Atop is indeed topological, it depends only on the
combinatorics of the resolution graph. We will need the following technical definition.
Lemma 2.4.5. [26]
(1) For any l′ ∈ L′ and subset I ⊂ V there exists a unique minimal subset J(l′, I) ⊂ V which
contains I, and has the following property:
(2.4.6) there is no v ∈ V \ J(l′, I) with (Ev, l′ + EJ(l′,I)) > 0.
6 A. Ne´methi
(2) J(l′, I) can be found by the next algorithm: one constructs a sequence {Im}km=0 of subsets
of V, with I0 = I, Im+1 = Im ∪ {v(m)}, where the index v(m) is determined as follows.
Assume that Im is already constructed. If Im satisfies (2.4.6) we stop and m = k. Otherwise,
there exists at least one v with (Ev, l
′ +EIm) > 0. Take v(m) one of them and continue the
algorithm with Im+1. Then Ik = J(l
′, I).
Proposition 2.4.7. [26] Assume that the resolution graph is a tree of rational curves. For any
l′ ∈ L′ and I ⊂ V write J(I) := J(l′, I). Then the following facts hold.
(a) One has the following commutative diagram with exact rows
0 → H0(OE−EJ(I)(−l
′ − EJ(I))) → H
0(OE(−l
′))
k
։ H0(OEJ(I)(−l
′)) → 0
0 → H0(OE−EI (−l
′ − EI)) → H0(OE(−l′)) → H0(OEI (−l
′))
∩v∈I Tv(l′) →֒ T (l′)
↓ i↓ j≃
where j is an isomorphism (hence ∩v∈I Tv(l′) = ∩v∈J(I) Tv(l
′)), i is injective and k is
surjective.
(b) dim ∩v∈J(I)Tv(l
′) = χ(OE−EJ(I)(−l
′ − EJ(I))) = χ(l
′ + E)− χ(l′ + EJ(I)).
(c) In particular, if J(I1) = J(I2) then ∩v∈I1Tv(l
′) = ∩v∈I2Tv(l
′), and if J(I1)  J(I2) then
∩v∈I1Tv(l
′) ! ∩v∈I2Tv(l
′). Therefore, J(I) is the unique maximal subset Imax ⊂ V, such
that I ⊂ Imax, and ∩v∈ITv(l′) = ∩v∈ImaxTv(l
′).
(d) Part (b) for I = ∅ reads as follows: dim T (l′) = dim ∩v∈J(∅)Tv(l
′) = χ(l′+E)−χ(l′+EJ(∅)).
Hence, if l′ ∈ S ′ then dim T (l′) = −(l′, E) + 1.
(e) codim (∩v∈ITv(l′) →֒ T (l′) ) = χ(l′ + EJ(I))− χ(l
′ + EJ(∅)).
(f) In particular, the arrangement complement is non–empty if and only if J(∅) = ∅ (if and
only if l′ ∈ S ′).
Therefore, if the graph is a tree of rational curves then the isotopy type of the arrangement Atop
depends only on the combinatorial data of the graph. Note also that J(l′, I), and the topological
linear subspace arrangement Atop too, depend only on the E∗–coefficients of l′ and on the shape of
the graph Γ, that is, on the valencies {κv}v∈V but not on the Euler numbers {E2v}v.
At topological Euler characteristic level one has:
Corollary 2.4.8. If the graph is a tree of rational curves and l′ ∈ S ′ then
χtop(P(T (l
′) \ ∪vTv(l
′)) ) =
∑
I⊂V
(−1)|I|+1χ(l′ + EJ(l′,I)).
Proof. Use Lemma 2.4.2 and Proposition 2.4.7(b). 
Example 2.4.9. Using special vanishing theorems and computation sequences of rational and el-
liptic singularities (cf. [25, 23]) one can prove the following results as well (see e.g. [31, 30]).
(I) Assume the following situations:
(a) either (X, o) is rational, π is arbitrary resolution, and l′ ∈ S ′ is arbitrary,
(b) or (X, o) is minimally elliptic singularity with H1(X˜,Z) = 0, π is a resolution such that the
support of the elliptic cycle equals E, and we also assume that for the fixed l′ ∈ S ′ there
exists a computation sequence {xi}i for the fundamental cycle Zmin (in the sense of Laufer
[13]), which contains E as one of its terms, and it jumps (that is, (xi, E1) = 2) at some E1
with (E1, l
′) < 0.
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Then the topological and analytic arrangements at l′ agree, Atop(l′) = Aan(l′).
(II) For minimally elliptic singularities it can happen that Atop(l′) 6= Aan(l′), even for the minimal
resolution. E.g., in the case of the minimal good resolution of {x2 + y3 + z7 = 0}, or in the case of
minimal resolution of {x2 + y3 + z11 = 0} (which is good), for l = Zmin one has dim(T (Zmin)) = 2
and dim(A(Zmin)) = 1.
(III) For any l′ ∈ S ′ one has the exact sequence
0→ A(l′)→ T (l′)→ H1(O
X˜
(−l′ − E))→ H1(O
X˜
(−l′))
Hence, Aan(l′) = Atop(l′) whenever H1(OX˜(−l
′ −E)) = 0. This happens e.g. if l′ =
∑
v avE
∗
v with
av ≫ 0, in which case H1(OX˜(−l
′ − E)) = 0 by the Grauert–Riemenschneider Vanishing Theorem.
2.5. The topological series Z(t). [5, 7, 23, 30, 29, 31] The series Z(t) ∈ Z[[S ′]] is defined by the
rational function z(x) in variables xv = t
E∗v , or by its Taylor expansion at the origin, where
(2.5.1) z(x) :=
∏
v∈V
(1 − xv)
κv−2,
and κv is the valency of the vertex v. Hence it is the expansion of Z(t) =
∏
v(1− t
E∗v )κv−2.
We start to list some other appearances of Z(t).
If Σ is a topological space, let SaΣ (a ≥ 0) denote its symmetric product Σa/Sa. For a = 0, by
convention, S0Σ is a point. Then, by Macdonald formula [17],
(2.5.2)
∑
a≥0
χtop(S
aΣ)xa = (1− x)−χ(Σ).
Since Ev ≃ P1, and E◦v is the regular part of Ev, then χtop(E
◦
v ) = 2− κv.
The first formula of Z(t) [5, 7]. With the notation xa = xa11 · · ·x
as
s ,
z(x) =
∏
v
∑
av≥0
χtop(S
avE◦v )x
av
v =
∑
a≥0
∏
v
χtop(S
avE◦v )x
a
=
∑
a≥0
(∏
v
(−1)av
(
κv − 2
av
))
xa,
(2.5.3)
where, for any integer b,
(
b
0
)
= 1 and
(
b
a
)
= b(b− 1) · · · (b− a+ 1)/a! for a ∈ Z>0 as usual.
The next interpretation of Z(t) is in terms of J(l′, I), cf. 2.4.5.
The second formula of Z(t) [26].
(2.5.4) Z(t) =
∑
l′∈S′
∑
I⊂V
(−1)|I|+1χ(l′ + EJ(l′,I))t
l′ .
Remark 2.5.5. The above formula can be compared with
P(t) =
∑
l′∈S′
∑
I⊂V
(−1)|I|+1
(
χ(l′ + EJ(l′,I))− h
1(O
X˜
(−l′ − EJ(l′,I)))
)
tl
′
.
This combined with (2.5.4) gives
Z(t)− P(t) =
∑
l′∈S′
∑
I⊂V
(−1)|I|+1 h1(O
X˜
(−l′ − EJ(l′,I))) t
l′ .
The third formula of Z(t).
(2.5.6) Z(t) =
∑
l′∈S′
χtop(P(T (l
′) \ ∪vTv(l
′)) ) · tl
′
.
This follows from the combination of Corollary 2.4.8 and (2.5.4). Then, by 2.4.9 and Corollaries
2.4.3 and 2.5.6 one also has:
8 A. Ne´methi
Corollary 2.5.7. P(t) = Z(t) in the following cases:
(a) (X, o) is rational, and π is arbitrary resolution,
(b) or (X, o) is minimally elliptic singularity, and it satisfies the assumptions of 2.4.9(I).
In fact, under the condition of Corollary 2.5.7, in [26, p. 280-281] it is proved that
(2.5.8) P(t) = t0 +
∑
l′∈S′\{0}
∑
I
(−1)|I|+1χ(l′ + EJ(l′,I)) · t
l′ .
Remark 2.5.9. Part (b) can be improved by adding some additional cases when Aan(l′) 6= Atop(l′),
but the Euler characteristics of the two arrangement complements agree. E.g., if (X, o) is minimally
elliptic singularity whose minimal resolution is good, and if π is this minimal resolution, then P(t) =
Z(t). In general, P(t) = Z(t) if and only if (X, o) is a splice quotient singularity [28, 29].
2.6. P(T(l′) \ ∪vTv(l′)) as a space of effective Cartier divisors. [19, 31] For any cycle Z ∈ L,
Z ≥ E, let ECa(Z) be the set of effective Cartier divisors on Z. Their supports are zero–dimensional
in E. Taking the class of a Cartier divisor provides the Abel map ECa(Z)→ Pic(Z). Let ECal
′
(Z)
be the subset of ECa(Z), which consists of divisors whose associated line bundles have Chern class
l′ ∈ L′. Set cl
′
: ECal
′
(Z) → Picl
′
(Z) for the restricted Abel map. Regarding the existence of
ECal
′
(Z) as an algebraic variety we make the following comment. First, by a theorem of Artin [1,
3.8], there exists an affine algebraic variety Y and a point y ∈ Y such that (Y, y) and (X, o) have
isomorphic formal completions. Then, according to Hironaka [9], (Y, y) and (X, o) are analytically
isomorphic. In particular, we can regard Z as a projective algebraic scheme, in which case ECal
′
(Z)
together with the algebraic Abel map, as part of the general theory, was constructed by Grothendieck
[8], see also the article of Kleiman [11]. In particular, cl
′
: ECal
′
(Z)→ Picl
′
(Z) is algebraic. For an
explicit description and several properties see [19, 20, 21].
From definition, ECal
′
(Z) 6= ∅ if and only if there exists L ∈ Picl
′
(Z), which has a global section
vanishing somewhere, but it has no fixed components. If this happens then l′ 6= 0 and H0(L|Ev ) 6= 0
for any v, hence −l′ ∈ S ′ \ {0}. Conversely, if −l′ ∈ S ′ \ {0} then one constructs elements of
ECal
′
(Z) by some generic cuts of E enumerated by l′. Hence, it is natural to modify the definition,
and redefine formally ECa0(Z) as a point, the space of the ‘empty divisor’ {∅}. It is sent by the
Abel map to OZ . Hence, finally, ECa
l′(Z) 6= ∅ if and only if −l′ ∈ S ′.
In [19] is proved that for any −l′ ∈ S ′, ECal
′
(Z) is irreducible, quasiprojective, smooth and of
dimension −(l′, Z).
For any L ∈ Picl
′
(Z) define H0(Z,L)reg, the set of regular sections (or, section without fixed
components) by H0(Z,L) \ ∪vH0(Z − Ev,L(−Ev)). Then the preimage of L by the Abel map is
H0(Z,L)reg/H
0(O∗Z) [10, §3].
Next, assume that Z = E and l′ ∈ S ′. In this case h1(OE) = 0, Pic
−l′(E) consists of a point, say
{OE(−l′)}, and H0(O∗E) = C
∗. Hence, by the above discussion,
(2.6.1) ECa−l
′
(E) = H0(OE(−l
′))reg/C
∗ = P(T (l′) \ ∪vTv(l
′)).
The forth formula of Z(t). If the link is a rational homology sphere then
Z(t) =
∑
l′∈L′
χtop(ECa
−l′(E)) · tl
′
.
2.7. The extension of Z(t) to the Grothendieck ring. The information contained in Z(t) can
be improved if we modify the ‘third formula’ Z(t) =
∑
l′∈S′ χtop(P(T (l
′) \ ∪vTv(l′))tl
′
. Namely, we
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replace the topological Euler characteristic of P(T (l′) \ ∪vTv(l′)) with the class of this space in the
Grothendieck group of complex quasi–projective varieties.
(2.7.1) Z(L, t) =
∑
l′∈S′
[P(T (l′) \ ∪vTv(l
′))] tl
′
.
Let L be the class of the 1–dimensional affine space. Then, by inclusion–exclusion principle (as the
analogue of 2.4.2) one has the following. If {Vα}α∈Λ is a finite family of linear subspaces of a finite
dimensional linear space V , and for I ⊂ Λ one writes VI := ∩α∈IVα, then
[V \ ∪αVα] =
∑
I
(−1)|I|Ldim(VI), [P(V \ ∪αVα)] = (
∑
I
(−1)|I|Ldim(VI ))/(L− 1).
Hence, using 2.4.7, (2.7.1) reads as
Z(L, t) =
1
L− 1
·
∑
l′∈S′
∑
I⊂V
(−1)|I| Lχ(l
′+E)−χ(l′+EJ(l′,I)) tl
′
=
∑
l′∈S′
∑
I⊂V
(−1)|I| ·
Lχ(l
′+E)−χ(l′+EJ(l′,I)) − 1
L− 1
tl
′
.
(2.7.2)
Note that limL→1Z(L, t) = Z(t). The analogue of the topological/combinatorial identity (2.5.4) is:
Theorem 2.7.3. [18, 29, 30]
(2.7.4) Z(L, t) =
∏
(u,v)∈E (1− t
E∗u − tE
∗
v + LtE
∗
u+E
∗
v )∏
v∈V (1− t
E∗v )(1− LtE∗v )
.
One defines similarly the analytic version as well: P(L, t) =
∑
l′∈S′ [P(A(l
′)\∪vAv(l′))] tl
′
[6]. (This
will be improved in the next section, cf. Example 3.5.3.
3. The extension of the series to cusp singularities.
3.1. Notations and preliminaries regarding cusps. Assume that (X, o) is an arbitrary normal
surface singularity with b1(M) = dimH1(M,Q) not necessarily zero. Then the long exact sequence
of the pair (X˜, ∂X˜) with L = H2(X˜,Z) and L′ = H2(X˜, ∂X˜,Z) gives
0→ L→ L′ → H1(M,Z)→ H1(X˜,Z) = Z
b1(M) → 0,
where b1(M) = 2
∑
v gv + c(Γ), c(Γ) being the number of independent cycles in the dual graph Γ.
Hence, in this case H := L′/L is identified with the torsion part TorsH1(M,Z).
The point is that in general there exists no canonical splitting of the exact sequence 0 → H →
H1(M,Z) → Zb1(M) → 0. Different choices of splittings H1(M,Z) → H composed with π1(M) →
H1(M,Z) provide essentially different representations π1(M)→ H , hence different H–coverings. In
particular, via such representations the definition of the natural line bundles (following the method
of 2.2) is not well–defined. In fact, in general, any other definition of the natural line bundles fails
(either by this ambiguity, or by the fact that Pic0(X˜) = H1(X˜,O
X˜
)/H1(X˜, Z) is not torsion free).
On the other hand, all other combinatorial invariants, e.g. S ′, are defined similarly, see e.g.
[23, 25].
In the case of cusp singularities, gv = 0 for all v ∈ V , and b1(M) = c(Γ) = 1. Furthermore, since
pg = 1 we also have Pic
0(X˜) = C/Z.
In the previous section, in the definition of the series P(t), we used the assumption that the link is
rational homology sphere. This was really necessary, since the definition was based on the existence
of the natural line bundles (defined via the universal abelian covering). The point is that usually
the cohomological properties of a natural line bundle and of a line bundle with the same Chern class
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differ, hence the identification of the natural bundles is crucial. (On the other hand, if we wish to
define only the H–equivariant part of P(t), namely P0(t) :=
∑
l∈L p(l)t
l, then we do not need any
covering, and it can be defined as the Poincare´ series of the divisorial filtration of OX,o associated
with the irreducible components of π−1(0) = E. Nevertheless, in this way we loose essential part of
the theory, namely all the geometry related with not integral Chern classes.)
Let us look also at the ‘old’ definition of Z(t) too, cf. 2.5. E.g., for the minimal resolution of cusps
(when κv = 2 for all v), (2.5.1) gives Z(t) ≡ 1, an object which definitely carries no information.
Hence, in general, the possible extensions of the series P(t) and Z(t) are seriously obstructed.
However, in this section we explain that an extension can be done even if the link is not rational
homology sphere, at least in the case of cusps. This might serve as a model for further generalizations
(at least for the cases when all the exceptional curves are rational). In the case of cusps several
analytic vanishing statements are present, facts which make the definition and results work.
3.2. The series P(t) for cusps. Let us assume that (X, o) is a cusp singularity, and we fix its
minimal resolution X˜ . The definition of P(t) can be done in two different ways. The first one is a
‘naive’ one: one defines P(t) by the identity (2.3.4),
(3.2.1) p(l′) =
∑
I⊂V
(−1)|I| dim
H0(X˜,O
X˜
(−l′ − EI))
H0(X˜,O
X˜
(−l′ − E))
.
once we clarify the meaning of O
X˜
(−l′) ∈ Pic(X˜) for any l′ ∈ S ′.
Before we make the choice of O
X˜
(−l′) ∈ Pic(X˜) we make two remarks. Let us fix any line bundle
L ∈ Pic(X˜) with c1(L) = l
′. Then, for any effective l ∈ L, from the cohomological exact sequence
of 0→ L(−l)→ L→ L|l → 0, we have
dim H0(L)/H0(L(−l))− χ(l)− (l, l′) + h1(L(−l))− h1(L) = 0.
On the other hand, by a Laufer type algorithm, for any L ∈ Pic(X˜), there exists l ∈ L≥0 such that
c1(L⊗OX˜(−l)) ∈ −S
′ and h1(L)− h1(L⊗O
X˜
(−l)) is topological (see e.g. [24, Prop. 4.3.3]. Next,
for L ∈ Pic(X˜) with c1(L) ∈ −S ′ one has (cf. [15], [23, p. 333], [36, 1.7], [31])
(3.2.2) h1(X˜,L) = 0 unless L = O
X˜
, when h1(X˜,O
X˜
) = 1.
In particular, in all our relevant cases in the computation of the p(l′) in (3.2.1) for l′ ∈ S ′, the
expression from the right hand side is independent on the choice of O
X˜
(−l′) ∈ Pic(X˜), basically it
depends (topologically/combinatorially) only on l′.
The second definition identifies precisely the bundles O
X˜
(−l′) ∈ Pic(X˜), and even an H–covering,
which replaces the universal abelian covering. Once the covering is fixed, the analogues of the natural
line bundles are defined via an eigensheaf decomposition as in (2.2.1) (and the line after it), and all
the analytic filtrations {F(l′)}l′ can be defined as in (2.3.1), and all the basic statements of that
subsection can be reproved. Again, here in the case of cusps, such a natural covering exists, it is
called the ‘discriminant covering’ of the cusp. The point is that any two splittings H1(M,Z) → H
can be identified by an automorphism of π1(M) [39]. See also [33] for the definition of this covering
and several other properties of it. Summed up, in the special case of cusps, any splitting gives
basically the same covering, on which we can rely.
3.2.3. As we already said, in the case of cusps, the cohomology of line bundles are topological (in
the sense of (3.2.2)), hence P(t) also should be topological. Let us rewrite its coefficients in terms
of χ. Let us fix some l′ ∈ S ′ and write I := V \ I. Then from the exact sequence
(3.2.4) 0→ O
X˜
(−l′ − E)→ O
X˜
(−l′ − EI)→ OE
I
(−l′ − EI)→ 0,
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and from the vanishing h1(O
X˜
(−l′ − E)) = 0 (since ZK = E and l′ ∈ S ′, hence Grauert–
Riemenschneider vanishing holds), we get that p(l′) =
∑
I(−1)
|I|h0(OE
I
(−l′−EI)). Let J := J(l′, I)
be as in Lemma 2.4.5. Then h0(X˜,O
X˜
(−l′−EI)) = h0(X˜,OX˜(−l
′−EJ(l′,I)), hence again by (3.2.4)
we get that one also has
p(l′) =
∑
I
(−1)|I|h0(OE
J(l′,I)
(−l′ − EJ(l′,I))) =
∑
I
(−1)|I|h0(OE
J
(−l′ − EJ )).
We will separate the case l′ = 0. Note that p(0) = 1 for any singularity. Here this can be seen as
follows. For I = ∅ one has J = V hence h0(OE
J
(−EJ )) = 1. But for I 6= ∅, h0(OE
J
(−EJ )) = 0
(since J = V). Hence p(0) = 1.
If l′ 6= 0 then h1(OE
J
(−l′ − EJ )) = 0. This for I = ∅ reads as h1(OE(−l′)) = 0. But by
Grauert–Riemenschneider vanishing h1(OE(−l′)) = h1(OX˜(−l
′)), which vanishes by (3.2.2).
For I 6= ∅ it follows from the fact that each component of J is a string and all the Chern degrees
are ≥ 0. In particular, h0(OEJ (−l
′ − EJ )) = χ(OEJ (−l
′ − EJ)) = χ(l
′ + E)− χ(l′ + EJ ). Hence
(3.2.5) P(t) = t0 +
∑
l′∈S′\{0}
∑
I
(−1)|I|+1χ(l′ + EJ(l′,I)) · t
l′ .
This can be compared with the expression from (2.5.8), valid in the rational homology sphere link
case for certain minimally elliptic singularities (with rational homology sphere link).
3.3. The series Z(t) for cusps. The topological linear subspace arrangement can be defined analo-
gously as suggested by (2.5.6). Namely, one sets T (l′) := H0(OE(−l′)) and Tv(l′) := H0(OE−Ev (−l
′−
Ev)) for each v ∈ V . Then one defines
Z(t) =
∑
l′∈S′
χtop(P(T (l
′) \ ∪vTv(l
′)) ) · tl
′
.
Since we use the reduced structure of E, one can argue (similarly as in the rational homology sphere
case) that Z(t) depends only on the combinatorics of the graph. (This will follow from the next
lemma and its proof as well.)
Lemma 3.3.1. Z(t) = P(t), or,
(3.3.2) Z(t) = t0 +
∑
l′∈S′\{0}
∑
I
(−1)|I|+1χ(l′ + EJ(l′,I)) · t
l′ .
Proof. One can proceed in two different ways. The first version is that one notice thatH0(O
X˜
(−l′))→
H0(OE(−l′)) is onto (since h1(OX˜(−l
′ − E)) = 0). Hence, analytic and the topological linear sub-
space arrangements are the same. The analytic one can be connected with P(t) similarly as in
Corollary 2.4.3, hence P = Z follows.
In a different way, one can analyse the validity of Proposition 2.4.7 as well. One sees that for
l′ ∈ S ′ \ {0} (a)-(b)-(c) are valid. (d) should be modified as follows: dimT (l′) = h0(OE(−l′)) =
χ(OE(−l′)) = −(E, l′). Moreover, (e) remain valid as well. In particular, as in 2.4.8 one proves
(3.3.2). 
3.4. The computation of P(t) = Z(t). Assume first that |V| ≥ 3.
(a) Assume that l′ = E∗v for some v. Then J = ∅ for I = ∅ and J = V otherwise. Hence, by
(3.2.5) p(l′) = 1. Similarly, if l′ = kE∗v for some v ∈ V and k ≥ 2 then J = ∅ for I = ∅, and J = V if
v ∈ I, and J = V \ v if I 6= ∅ and v 6∈ I. Hence, again by (3.2.5) p(l′) = 1.
(b) Assume that v and v′ are adjacent vertices, and l′ = kE∗v + k
′E∗v′ with k, k
′ > 0. Let w 6= v′
adjacent vertex with v. Let Pv := {I ⊂ V , v ∈ I}. Then its elements can be put in pairs (I, I∪w) with
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w 6∈ I, and with J(l′, I) = J(l′, I ∪ w). Hence the contribution in (3.2.5) corresponding to the sum
over Pv is zero. The same is true, by similar argument, for the subset Pv,v′ := {I ⊂ V , v 6∈ I, v′ ∈ I}.
Hence we remain with subsets I with I ∩ {v, v′} = ∅. For them J = ∅ if I = ∅ (with contribution
χ(l′)), and J = V \ {v, v′} (with contribution χ(l′) + 1) else. Hence p(l′) = 1 again.
(c) We claim that p(l′) = 0 in all other cases. Write l′ as
∑
v∈S avE
∗
v with all av > 0. Assume
that the E∗ support S of l′ is not V . Fix a maximal connected string Γ1 in V \ S. Let v, v′ ∈ S
be the two adjacent vertices of Γ1. Then, by excluding the cases already discussed, we know that
v 6= v′ and Γ1 ∪ {v, v
′} 6= V . Then we compute p(l′) via (3.2.5). Similarly as in case (b), the
contribution in the sum corresponding to the subset I with I ∩ {v, v′} 6= ∅ is zero (choose the
adjacent w in Γ1). Hence, in the sequel we consider sets I with I ∩ {v, v′} = ∅. For each such
I, note that J˜ := J \ {v, v′} has the property that χ(l′ + EJ ) = χ(l′ + EJ˜ ) (†). Indeed, if at
some step of the algorithm from Lemma 2.4.5(2) we have Im = J˜ , and by the algorithm we have
to add v (or v′), then (Ev, l
′ + EIm) = 1, hence (†) holds. Write I as I1 ∪ I2 with I1 ⊂ Γ1,
while I2 ∩ Γ1 = ∅. Then J˜ also decomposes as J1 ∪ J2 with similar properties. Note also that
(l′+EJ2 , EJ1) = 0 Hence
∑
I1∪I2
(−1)|I1|+|I2|χ(l′+EJ˜) =
∑
I1∪I2
(−1)|I1|+|I2|(χ(l′+EJ2)+χ(EJ1)) =∑
I2
(−1)|I2|χ(l′ + EJ2)
∑
I1
(−1)|I1| +
∑
I1
(−1)|I1|χ(EJ1)
∑
I2
(−1)|I2| = 0.
Finally assume that S = V . Similarly as in (†) above, we have χ(l′ + EJ) = χ(l′ + EI), which
equals χ(l′ + E) − χ(OEI¯ (−l
′ − EI)). (This identity can be proved via h1(OEI¯ (−l
′ − EI)) = 0 as
well.) Now the vanishing
∑
I(−1)
|I|χ(OEI¯ (−l
′−EI)) =
∑
I(−1)
|I|(χ(EI¯)−(EI¯ , l
′+EI)) = 0 follows
from combinatorial arguments.
Hence we proved that whenever |V| ≥ 3 then the following holds.
Theorem 3.4.1.
P(t) = Z(t) = 1 +
∑
v∈V
tE
∗
v
1− tE∗v
+
∑
(u,v)∈E
tE
∗
v
1− tE∗v
·
tE
∗
u
1− tE∗u
.
By direct verification, the same formula holds for V = {v, u} as well. Namely
P(t) = Z(t) = 1 +
tE
∗
v
1− tE∗v
+
tE
∗
u
1− tE∗u
+ 2 ·
tE
∗
v
1− tE∗v
·
tE
∗
u
1− tE∗u
.
If V = {v} then
P(t) = Z(t) = 1 + tE
∗
/(1− tE
∗
)2.
3.5. The motivic series associated with {ECal
′
(E)}l′ (general (X, o)). Let us assume that X˜
is a good resolution of a normal surface singularity (X, o) such that each Ev is rational, however, we
allow cycles in the graph (hence in this subsection (X, o) is not necessarily a cusp). For any l′ ∈ S ′
let ECa−l
′
(E) be the space of effective Cartier divisors of E, cf. 2.6 or [19]. It is a quasiprojective
variety, cf. [8, 10, 11, 19], non–empty if and only if l′ ∈ S ′. (See also 2.6.) Let us define the
generating function of their classes in the Grothendieck group
(3.5.1) ZECa(L, t) :=
∑
l′∈S′
[ECa−l
′
(E)] · tl
′
.
Theorem 3.5.2. With the above notations
ZECa(L, t) =
∏
(u,v)∈E (1− t
E∗u − tE
∗
v + LtE
∗
u+E
∗
v )∏
v∈V (1− t
E∗v )(1 − LtE∗v )
.
Proof. Write l′ =
∑
v avE
∗
v with av ∈ Z≥0. Recall that effective Cartier divisors are local nonzero
sections of the sheaf OE up to local invertible elements of O∗E . At any intersection point p ∈ Ev∩Eu,
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(v, u) = e ∈ E , with local coordinates (x, y) ∈ U , {x = 0} = Ev ∩ U , {y = 0} = Eu ∩ U , an effective
Cartier divisor supported at p has the form Dkv ,ku = c
e
vx
kev + ceuy
keu (in C{x, y}/(xy), up to an
invertible element), where cev, c
e
u ∈ C
∗. It is nonempty if and only if kev ≥ 1 and k
e
u ≥ 1. ECa
−l′(E)
has a natural stratification according to the support of the divisors. The sum of the degrees of the
divisors with support on Ev should be av, out of this, say a
◦
v, is provided by those supported on
E◦v , and the others by divisors supported on intersection points of type Ev ∩ Eu. Such a divisor
contribute in the degree with keu. Hence av = a
◦
v +
∑
(v,u)=e∈E k
e
u (†v). Hence, with fixed {av}v,
we consider the stratification of ECal
′
(E) according to the system S(l′) := {{a◦v}v, (k
e
v, k
e
u)(v,u)∈E}
satisfying (†v) for any v and k
e
u, k
e
v ≥ 1 for any such edge e which has a contribution. For s =
{{a◦v}v, (k
e
v, k
e
u)(v,u)∈Es} ∈ S(l
′) (where Es is the set of edges which contributes in this stratum) the
corresponding stratum, ECal
′
s (E), satisfies
[ECal
′
s (E)] = (L− 1)
|Es| ·
∏
v
[Sa
◦
vE◦v ].
First we compute the class [Sa
◦
vE◦v ] for any v. Let E
c
v be a set consisting of κv − 1 distinct point,
and x a formal variable. Then
∑
i≥0 x
i[SiE◦v ] ·
∑
i≥0 x
i[SiEcv] =
∑
i≥0 x
i[SiC] =
∑
i≥0 x
iLi. Hence∑
i≥0
xi[SiE◦v ] = (1− x)
κv−1/(1− Lx).
Next, let S be the set of all the systems when we vary l′, that is, S = ∪l′∈S′S(l′). Then, in S, {av}v
is not fixed anymore, and the integers a◦v ≥ 0, k
e
v, k
e
u ≥ 1 run independently. Therefore, with the
usual substitution xv = t
E∗v ,
ZECa(L,x) =
∑
l′
∑
s∈S(l′)
(
(L− 1)|Es| ·
∏
v
[Sa
◦
vE◦v ] ·
∏
v
x
a◦v+
∑
(v,u)=e∈Es
keu
v
)
=
∑
s∈S
( ∏
v
x
a◦v
v [S
a◦vE◦v ] · (L − 1)
|Es| ·
∏
v
x
∑
(v,u)=e∈Es
keu
v
)
=
∏
v
(1− xv)κv−1
1− Lxv
·
∑
E′⊂E
∏
(v,u)=e∈E′
(L− 1) ·
xv
1− xv
·
xu
1− xu
=
∏
v
(1− xv)κv−1
1− Lxv
·
∏
(v,u)=e∈E
(
1 + (L− 1) ·
xv
1− xv
·
xu
1− xu
)
=
∏
v
(1− xv)κv−1
1− Lxv
·
∏
(v,u)=e∈E
1− xv − xu + Lxvxu
(1− xv)(1− xu)
,
which is equivalent with the needed expression. 
Example 3.5.3. If the graph is a tree then ECa−l
′
(E) = P(T (l′) \ ∪vTv(l′)) and ZECa(L, t) =
Z(L, t), hence we recover Theorem 2.7.3.
Remark 3.5.4. Since ZK − E =
∑
v(κv − 2)E
∗
v we have t
ZK−E · Z(1
t
) = Z(t). Similarly, the
motivic expression satisfies the functional equation
Lc(Γ)−1 · tZK−E · Z(L, t)
∣∣
tv 7→(Ltv)−1
= Z(L, t).
3.6. The motivic P(L, t) and Z(L, t) for a cusp singularity. Let us return to a cusp singularity
(X, o). Recall that the vanishing h1(O
X˜
(−l′−E)) = 0 guarantees that the analytic and topological
arrangements are the same. In particular, P(L, t) = Z(L, t). On the other hand, for a cusp
ZECa(L = 1, t) =
∏
v(1− t
E∗v )κv−2 ≡ 1. However, this ‘1’ is not the right substitute for Z(t)!
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Indeed, for any l′ ∈ S ′ we have to consider the Abel map c−l
′
: ECa−l
′
(E) → Pic−l
′
(E),
and for any/certain L ∈ Pic−l
′
(E) the class [P(H0(E,L)reg)] = [(c−l
′
)−1(L)] instead of the whole
[ECa−l
′
(E)]. Let us denote this dependence by L = OE(−l′) (though it can be an arbitrary choice
when l′ 6= 0 and OE(−l
′) = OE for l
′ = 0). Hence, we define
Z(L, t) :=
∑
l′∈S′
[P(H0(E,OE(−l
′))reg)] · t
l′ =
∑
l′∈S′
[P(T (l′) \ ∪vTv(l
′))] · tl
′
.
The second identity follows similarly as in (2.6.1).
The substitution L = 1 replaces the element [P(H0(E,OE(−l′))reg)] from the Grothendieck group
by χtop(P(H0(E,OE(−l′))reg)), hence Z(L = 1, t) is exactly Z(t) considered in 3.3.
Theorem 3.6.1. Z(L, 0) = 1. Furthermore, for l′ ∈ S \ {0} one has
[P(H0(E,OE(−l
′))reg)] = [ECa
−l′(E)]/(L − 1).
Proof. First we claim that Pic0(E), regarded as the kernel of c1 : H
1(O∗E)→ L
′ in H1(O∗E), is the
multiplicative groupC∗. Indeed, the exponential map exp(2πi ·) : OE 7→ O∗E induces an isomorphism
H1(OE)/H1(E,Z) = C/Z
exp(2pii ·)
−→ C∗.
Note that if f : X → Y is an algebraic locally trivial fibration with fiber F , then [X ] = [Y ][F ].
In the proof, instead of the algebraic locally triviality of the Abel map we will prove the locally
triviality of its restrictions on the strata of ECa−l
′
(E) consider in the proof of Theorem 3.5.2.
First, consider the Abel map c−E
∗
v : ECa−E
∗
v (E)→ Pic−E
∗
v (E) for a fixed v ∈ V (for more details
see also [19]). The source consists of divisors of degree one supported on E◦v , hence it can be identified
with E◦v . The Abel map can be described by Laufer integration. Recall that pg = 1 and (X, o) is
Gorenstein. Then we fix the Gorenstein differential form in X˜ \ E with pole E, and we apply the
Laufer integration procedure [13] [15, p. 1281], or [19, 7.1]. We obtain that c−E
∗
v : E◦v → C
∗ is a
tautological bijection.
Next, consider for any k ≥ 1 the Abel map c−kE
∗
v : ECa−kE
∗
v (E) → Pic−kE
∗
v (E). One has a
multiplicative structure
∏k
i=1 ECa
−E∗v (E) → ECa−kE
∗
v (E) given by union (sum) of divisors, while∏k
i=1 Pic
−E∗v (E) → Pic−kE
∗
v (E) given by the tensor product of line bundles, that is, multiplication
in C∗. These operators commute with the Abel maps. Hence c−kE
∗
v : SkE◦v = S
kC∗ → C∗ is given
by c−kE
∗
v (
∑k
i=1 pi) =
∏
i c
−E∗v (pi) (product in C∗). This is surjective and it is an algebraic fibration
over C∗.
Finally, consider a stratum corresponding to e = (v, u) ∈ E consisting of divisors of type Dkv ,ku .
As a space, it is isomorphic to C∗. We claim that the Abel map restricted to it is an isomorphism.
Indeed, if we blow up p = Eu ∩ Ev several times conveniently at its infinitesimal close points, this
strata can be identified with the divisors on some newly created exceptional divisor E◦new ≃ C
∗
given by xdv + a = 0, where a ∈ C∗ is the parameter of the stratum, and dv = gcd{kv, ku}. By
the discussion from the previous case, applied for SdvE◦new → C
∗, we get that the subset given by
{xdv + a = 0}a∈C∗ maps isomorphically to C∗.
Since the stratification is algebraic, and the Abel map is also algebraic, we are done. 
Corollary 3.6.2. For a cusp singularity Z(L, t) = P(L, t) is given by
Z(L, t) = 1 +
ZECa(L, t) − 1
L− 1
,
where ZECa(L, t) is given in Theorem 3.5.2.
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Remark 3.6.3. We invite the reader to verify that(
1 +
ZECa(L, t)− 1
L− 1
)∣∣∣
L=1
provides exactly the expressions from 3.4.1 for Z(t) determined by a direct verification. (For this,
one has to determine the first terms of the Taylor expansion of L 7→ ZECA at L = 1.) In this way
we provide a second independent alternative proof for the expression from Theorem 3.4.1.
Example 3.6.4. For a cusp with one vertex one has Z(L, t) = 1 +
∑
k≥1 [P
k−1] · tkE
∗
.
Remark 3.6.5. The expression from the right hand side of Theorem 3.4.1 is rather surprising: the
series
z(x) = 1 +
∑
v∈V
xv
1− xv
+
∑
(u,v)∈E
xv
1− xv
·
xu
1− xu
∈ Z[[x]]
appears in a natural way in a rather different context in the literature. Indeed, identify the minimal
good resolution graph Γ with a simplicial complex with vertex set V and having only 1–simplices,
namely the edges. Then the Hilbert series of the graded Stanley–Reisner ring associated with Γ is
exactly z(x) [2, 16]. This might provide some new starting point in the direction of the explicit
determination of the equation of the local ring of (X, o) as well (compare e.g. with [37]).
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