ABSTRACT Personalization plays an essential role in recommender systems, in which the key task is to predict personalized ratings of users on new items. Recently, a lot of work investigates deep learning-based collaborative filtering techniques to increase the accuracy of rating prediction. However, most exiting works focus on the recommendation task itself. Actually, the multi-task learning exploits an inductive transfer mechanism to enhance the generalization performance of the main task by using the domain information contained in other related tasks. Multi-task learning has shown effectiveness in various real-world problems, including regression and machine translation. To this end, this study proposes a new framework, called SEMAX that extends our previous model SEMA via multi-task learning for improving recommendations, in which the recommendation task gets the domain information from the other task. Specifically, in the recommendation task, SEMAX learns semantic meanings from texts and temporal dynamics from text sequences for both users and items based on our developed hierarchical and symmetrical recurrent neural networks (RNNs) with the long short-term memory. Furthermore, SEMAX exploits the related task that predicts the rating of a text written by a user for an item to reinforce the recommendation task that predicts the rating of the user on the item, because the text can be an important predictor of the rating given by the user to the item. Moreover, SEMAX predicts the rating of a text based on an attention mechanism to choose user-item-specific words so as to generalize the performance of learned word embeddings, user and item representations. Finally, we conduct a comprehensive evaluation for SEMAX using two large-scale realworld review datasets collected from Amazon and Yelp. The experimental results show that the SEMAX achieves significantly superior performance compared to other state-of-the-art recommendation techniques.
I. INTRODUCTION
Recommender systems play an important role in reducing information overload and are adopted by many Internet services, including portal websites, e-commerce websites, social media, and location-based social networks. Personalization is always one of the core features of recommender systems to match users with their preferred items. Various collaborative filtering (CF) techniques [1] - [4] have been successfully applied to infer the preference of users on items, i.e., predicting the rating of users on new items based on a user-item rating matrix extracted from their past interactions, including explicit feedback (e.g., ratings) and implicit feedback (e.g., click streams).
Recently, to improve the accuracy of rating prediction, a plenty of existing works [5] mine semantic meanings and/or temporal dynamics from various data sources (especially texts) through deep learning (DL) based CF techniques. The DL-based CF techniques can better understand user interests, item characteristics and historical interactions between them and have achieved high-quality recommendations. For example, some works apply multilayer perceptron [6] - [8] or autoencoder [9] to capture the non-linear user-item interactions from rating matrices, item features, images, and texts (e.g., news, articles, comments, tips, and reviews). Some studies apply convolutional neural networks (CNNs) [10] - [13] or recurrent neural networks (RNNs) [14] - [16] to capture semantic meanings from texts by embedding words into a latent semantic space, instead of using the bag-of-words method [9] that ignores word orders and fails to fully extract semantic information. A few studies [12] , [17] , [18] learn dynamic interests of users and characteristics of items over time with RNNs, rather than simply considering temporal dynamics based on the decay method on the time difference between the current time and the past time [15] , [19] .
Further, our previous work [20] devises a unified recommendation model called SEMA for deeply learning Semantic mEanings and teM poral dynAmics by designing hierarchical and symmetrical RNNs with the long short-term memory (LSTM). SEMA leverages RNNs to capture semantic meanings from texts and temporal dynamics from historical information. In particular, SEMA correlatively learns both semantic meanings and temporal dynamics in a hierarchical RNN to reinforce one another, instead of developing flat models for recommendations by employing single-source information, i.e., either semantic meanings or temporal dynamics [6] - [11] , [13] - [15] . For example, semantic meanings in the reviews should help capture temporal dynamics of users and items, while the evolution of user interests and item characteristics should be beneficial for learning their semantic meanings in texts. Moreover, SEMA constructs a hierarchical RNN for users and items respectively in a symmetrical manner, because users and items are essentially dual entities in recommender systems. This enables SEMA to learn semantic meanings and temporal dynamics for both users and items simultaneously, rather than model users and items in different ways [6] - [10] , [12] , [14] - [16] . Our previous work shows better recommendation performance in comparison to other state-of-the-art recommendation techniques.
To this end, this study proposes a new framework, called SEMAX that extends our SEMA [20] via multi-task learning for improving recommendations, in which the recommendation task takes full advantage of the domain information in the other task. Multi-task learning is an inductive transfer mechanism, the goal of which is to improve generalization performance by leveraging the domain-specific information contained in other related tasks and training all tasks using a shared representation space [21] . There are a few recommendation methods based on multi-task learning. For example, the method [14] integrates CF with the simple side task, i.e., predicting item tags, to regularize word embeddings. Another method [22] combines matrix factorization with image classification in order to obtain better user and item representations for point-of-interest recommendations. These two methods need extra item tags or images and have limited application scenarios. The recent method [23] extends the work [13] by adding a new task that predicts the rating of a text written by a user for an item to guide the rating prediction of the user on the item without any text at training time; note that the text written by a user for her recommended items is unavailable at the time of recommendation, because the user has never interacted with these new items and it is not meaningful to recommend old items for users.
In this study, SEMAX augments SEMA with the task of rating prediction on texts via multi-task learning to improve recommendations. SEMAX exploits the attention mechanism [24] to choose important words from the text for the associated user and item so as to enhance word embeddings, user and item representations, whereas the existing method [23] only uses a CNN text processor to regularize word embeddings. The main contributions of this study are summarized below:
• SEMAX proposes a multi-task learning framework for improving recommendations by adding a new task that predicts ratings of textual comments of users on items to reinforce the recommendation task predicting ratings of users on new items. The text written by a user for an item gives an insight into what the user thought about her experience on the item and could be an important predictor of the rating given by the user to the item.
• SEMAX leverages the attention mechanism to predict the rating of a text by choosing user-item-specific words, which generalizes the performance of word embeddings, user and item representations. To the best of our knowledge, this is the first study to apply the attention mechanism in multi-task learning for recommendations.
• We conduct extensive experiments to evaluate the recommendation accuracy of SEMAX using two large-scale real-world review datasets collected from Amazon [25] and Yelp [26] . Experimental results show that SEMAX significantly outperforms other state-ofthe-art recommendation techniques, including our previous model SEMA and the recent method with multi-task learning [23] . The rest of this paper is organized as follows. We briefly review related work in Section II and propose the multi-task learning framework SEMAX for improving recommendations in Section III. The experimental evaluations and results are presented in Section IV. Finally, Section V concludes this paper.
II. RELATED WORK
This section briefly reviews deep learning (DL) based collaborative filtering (CF) techniques, semantic meaning learning, temporal dynamic learning, and multi-task learning in recommender systems.
A. DEEP LEARNING (DL) BASED COLLABORATIVE FILTERING (CF)
In recent years, DL has been applied in recommender systems to better understand interests of users, characteristics of items, and historical users' interactions on items [5] . DL techniques are mainly used in extracting feature representations from raw data such as texts, visual images, and contextual information, and catching intricate relationships within the data, e.g., the non-linear and non-trivial user-item relationships. The literature [6] applies deep neural networks for video recommendations in YouTube by mapping a user's watch history to a dense vector representation and classifying the probability of the user watching each video. It is more popular to integrate DL into CF to take full advantage of both techniques for recommendations. The work [8] combines factorization machines with deep neural networks to model high-order feature interactions for click-through rate prediction. The work [9] enhances matrix factorization by learning representations of texts based on the stacked denoising autoencoder that is a feedforward neural network, but it directly employs the bag-of-words as input without mapping words into embeddings. More sophisticatedly, the recent study [7] achieves the state-of-the-art recommendation quality by fusing matrix factorization with multilayer perceptron to learn latent features of users and items from rating matrix without other information, in which the fusion method is implemented by another neural layer instead of using the simple sum rule [8] or product rule [27] .
B. SEMANTIC MEANING LEARNING
Texts, e.g., news, articles, comments, tips, and reviews, contain abundant semantic meanings and have been widely used to mine the preference of users on items. Most of previous works [28] - [31] utilize the bag-of-words method to represent texts as features of users or items and ignore word orders in the texts; as a result, their improvement for recommendation quality may be very limited. Thus, it is better to capture the real semantics implied in the word orders. For example, a few works [10] - [13] transform words into embeddings and extract embedded representations of users and items based on convolutional neural networks (CNNs) over words. However, it is not natural for CNNs to deal with variable lengths of data, e.g., the word sequences in texts. Other studies exploit recurrent neural networks (RNNs) to capture semantic meanings from texts with variable lengths. For instance, the work [15] employs RNNs to uncover the semantic embedding of videos from their textual features, while the study [16] develops a hierarchical RNN to learn embeddings of sentences at first and then embeddings of documents for content-aware item recommendations.
C. TEMPORAL DYNAMIC LEARNING
In reality, the interests of users or characteristics of items evolve as time goes on. To model these dynamics for recommendations, some works [15] , [19] use the temporal decay method to weigh the historical interactions, i.e., considering the more recent interactions as the more important ones is monotonous and too simple to catch complex dynamics. More comprehensively, other studies [12] , [17] , [18] , [32] apply RNNs to learn temporal dynamics of users or items. Specifically, the work [12] models a user's interests from the sequence of her past check-ins on venues, while the literatures [17] , [32] learn user representations from their browsing histories for news recommendations. The study [18] considers temporal dynamics for both users and items in the symmetrical manner for recommending movies. It is worth emphasizing that temporal dynamic learning is different from time-aware recommendations. The former aims to find changes of users or items over time, while the latter intends to suggest users with the interaction time on items [33] , [34] .
D. MULTI-TASK LEARNING
Multi-task learning is an important machine learning paradigm in which multiple tasks are learned at the same time, while exploiting commonalities and differences across tasks. This paradigm often results in improved learning efficiency and prediction accuracy for the task-specific models, when compared to training the models separately [21] . Multi-task learning has been widely studied in various research areas, including machine translation [35] , aspect term extraction [36] , document ranking and query suggestion [37] . There are mainly two categories of multitask learning techniques designed for recommendations. In the first category, multiple tasks are equally important and are optimized simultaneously. For example, the work [38] optimizes both tasks, namely generating recommendations and explaining recommendations by jointly decomposing three three-way tensors over users, items, features and opinionated phrases, in which user and item representations are used for generating recommendations while feature and opinion embeddings for explaining recommendations. Most of existing multi-task learning techniques fall in the second category, in which the recommendation task is optimized by improving its generalization performance using other related tasks. The work [14] enhances RNNs (that learn semantics from texts) by predicting item tags to capture word embeddings for text recommendations. Another work [22] improves matrix factorization based on image classification to learn better user and item representations for point-of-interest recommendations. The recent study [23] extends the work [13] by adding a target network that integrates a CNN text processor and a factorization machine to predict the rating of a review and using the latent representation of the target network to regularize the source network for recommendations at training time.
III. THE PROPOSED SEMAX
At first we define the problem in Section III-A and present the architecture of the proposed multi-task learning framework called SEMAX in Section III-B. Then, we describe the related task and recommendation task in Sections III-C and III-D, respectively.
A. PROBLEM STATEMENT
This section introduces the problem formulation. For the sake of clarity, we generally use lowercases for elements in sets, and uppercases for sets, bold lowercases for vectors, and bold uppercases for matrices.
Definition 1 (Interaction Records): An interaction record is a quadruple u, v, r u,v , y u,v that describes user u ∈ U writing text y u,v with rating r u,v for item v ∈ V , in which U and V are the sets of users and items in a recommender system, respectively.
Definition 2 (User and Item Latent Factors):
Each user u or item v is represented as a latent factor vector u ∈ R D 1 and v ∈ R D 1 respectively. The latent factor vectors are used to represent some stationary components that encode fixed features of users and items, e.g., the profile of users, the categories of items, or the long-term preference of a user on items. D 1 denotes the dimension of a vector, the same below.
Definition 3 (Embeddings and Sequences):
A text y is a sequence of L words (x 1 , . . . , x L ) coming from a fixed vocabulary X . Each word is embedded as a vector x ∈ R D 2 and accordingly the text y can be denoted as a embedding sequence X = (x 1 , . . . , x L ) ∈ R D 2 ×L . Moreover, the text y has a embedding vector y extracted from embedding matrix X, denoted as y ∈ R D 3 . Further, all historical texts (y 1 , . . . , y M ) written by user u are ordered chronologically and can be denoted as a embedding sequence This study aims to develop a multi-task learning framework for reinforcing the recommendation task that predicts the rating of users on new items (Definition 5), through leveraging the related task that predicts the rating of texts (Definition 4).
B. ARCHITECTURE
FIGURE 1 depicts the architecture of the multi-task learning framework SEMAX that consists of two tasks in each training step: the recommendation task (left) and the related task (right); without loss of generality we use a specific user u and item v in one training step. The recommendation task utilizes all historical texts of user u and item v except text y u,v based on RNNs to extract the feature representation which is used to predict the ratingr u,v of user u to new item v. The related task employs the text y u,v written by user u for item v based on an attention model to generate the feature representation that is used to predict the ratingr y of text y u,v . Our SEMAX aims to exploit the related task for improving the accuracy of the recommendation task. On the one hand, SEMAX leverages a regularization loss to lead the recommendation task to generate an approximation of the feature representation of the related task. On the other hand, both tasks share the same word embeddings to enable them to reinforce each other. Eventually, SEMAX enhances the generalization of the feature representation and word embeddings in the recommendation task.
C. RELATED TASK: PREDICTING RATINGS OF TEXTS
In this section, we develop the RNN with an attention model to predict the ratingr y of text y u,v written by user u for item v, as depicted in FIGURE 2.
1) LEARNING SEMANTIC MEANINGS FROM TEXTS
The RNN is inherently suitable for learning semantics from sequential texts and captures the real meaning of each word in the text and generates the hidden state for the word by taking its context into account. Moreover, the RNN is mounted with the long short-term memory (LSTM) [39] that utilizes forget gate, input gate, output gate and memory cell to control the passing of information at each position along the sequence and thus the long-range dependencies in the sequence can be caught.
Specifically, LSTM processes the word embedding sequence (x 1 , . . . , x L ) from x 1 to x L sequentially in a text y u,v of user u posting for item v. At each position, given current word embedding x t ∈ R D 2 , previous cell state c t−1 ∈ R D 3 and hidden state h t−1 ∈ R D 3 , the current hidden state h t ∈ R D 3 is generated by
where σ is the sigmoid function, stands for element-wise multiplication, all W ∈ R D 3 ×(D 2 +D 3 ) and b ∈ R D 3 are the model parameters, and [x t , h t−1 ] is the concatenation of two vectors x t and h t−1 .
2) USING ATTENTION MODEL FOR RATING PREDICTION
The average of all word hidden states (h 1 , . . . , h L ) is usually taken as the text embedding y ∈ R D 3 of y u,v for rating prediction. However, the average method views all words equally important and does not consider the intrinsic importance of words, e.g., verbs, adjectives and nouns are more meaningful than stop words. Moreover, it ignores the effect of the user who writes the text and the item which is evaluated in the text. In fact, users often express the same opinion with user-specific words that depend on their preferences, habits, and experiences, while each item has a set of item-specific evaluating words that rely on the item's characteristics. Therefore, this study applies an attention model to learn the importance or weight of each word of text y u,v by considering the attention of the user u and item v. Given the t-th word hidden states h t ∈ R D 3 and the latent factor vectors u ∈ R D 1 and v ∈ R D 1 in Definition 2, the word weight α t is defined by a two-layer neural network:
and then normalized by the softmax function:
in which W a ∈ R D 4 × (2D 1 +D 3 ) , b a ∈ R D 4 , and w a ∈ R D 4 are the model parameters, denotes transpose, and D 4 is the dimension of the attention model. Then, the text embedding y is defined as the weighted sum of these hidden states:
Further, text embedding y and latent factor vectors u and v in Definition 2 are fed into another two-layer neural network to predict the text ratingr y :
andr
where z y is the final feature representation, ReLU (x) = max(0, x) is the activation function (i.e., rectified linear unit),
, and w y ∈ R D 5 . 
D. RECOMMENDATION TASK: PREDICTING RATINGS OF USERS ON NEW ITEMS
In this section, we briefly describe our previous model SEMA [20] to predict the ratingr u,v of user u on new item v by learning semantic meanings and temporal dynamics from all historical texts of the user and item, as depicted in FIGURE 3. Note that the text y u,v cannot be used for VOLUME 7, 2019 predicting the ratingr u,v in the recommendation task at training time, because in reality it is unavailable at the time of recommendation.
1) SEMANTIC MEANING LEARNING
As the related task in Section III-C, LSTM is applied to learn the hidden state of each word in the word embedding sequence X = (x 1 , . . . , x L ) of a given text y. SEMA takes the last hidden state h L as the text embedding y, concisely written as (the same below)
Accordingly, the historical texts (y 1 , . . . , y M ) of user u are ordered chronologically and fed into LSTM to obtain the text embedding sequence Y u = (y 1 , . . . , y M ). Similarly, the historical texts (y 1 , . . . , y N ) of item v are embedded into the text embedding sequence Y v = (y 1 , . . . , y N ).
2) TEMPORAL DYNAMIC LEARNING
LSTM is also applied to learn the dynamical interests of users or characteristics of items that will change as time goes on. For example, young people often like to watch movies within the genres of action and comedy, but they may prefer to historical films while they get mature after several years; a restaurant (item) may change decoration styles or adjust menus seasonly to attract more clients. Our SEMA models the dynamical user representation h u and item representation h v over the text embedding sequences Y u = (y 1 , . . . , y M ) and Y v = (y 1 , . . . , y N ), respectively:
and
Further, the static factors (i.e., u and v in Definition 2) and dynamic representations (i.e., h u and h v ) are concatenated and fed into the two-layer neural network to predict the ratingr u,v of user u on new item v:
where z u,v is the final feature representation, W ∈ R D 5 × (2D 1 +2D 3 ) , b ∈ R D 5 , and w ∈ R D 5 .
E. MULTI-TASK LEARNING
In this section, we propose a multi-task learning framework to improve the performance of the recommendation task in Section III-D, using the related task in Section III-C. First, given the ground-truth rating r u,v of user u on item v, the loss of rating prediction is defined as the square error, namely
for the predicted ratingr u,v by Equation (16) in the recommendation task, and (18) for the predicted ratingr y by Equation (11) in the related task. Moreover, to teach the recommendation task to generate an approximation of the final feature representation of the related task, we add a regularization loss
which enables z u,v in Equation (15) to be close to z y in Equation (10) . Eventually, to optimize the model parameters, we minimize the weighted sum of the three loss terms:
where R is the training rating set, β ∈ [0, 1] controls the loss weight of the recommendation and related tasks, λ ≥ 0 is the regularization rate, and = {U, V, X, W, w, b} denotes all model parameters, including user latent factors U, item latent factors V, word embeddings X, weight matrices W, weight vector w, and bias vectors b. We apply the stochastic gradient descent algorithm [40] to learn these model parameters.
IV. EXPERIMENT
In this section, we conduct extensive experiments to evaluate the performance of SEMAX. We present experimental settings in Section IV-A and analyze experimental results in Section IV-B.
A. EXPERIMENTAL SETTINGS 1) DATASETS
We use two publicly available large-scale real-world datasets collected from Amazon [25] and Yelp [26] . TABLE 1 shows the statistics of the two datasets. In accordance with temporal dynamics in reality, each dataset was split into the training set and the testing set in terms of the review time instead of using a random partition method. The 80% of data with earlier review time are used as the training set and the remaining data are considered as the testing set. In the experiments, the training set is used to learn the recommendation models of the evaluated techniques described in Section IV-A2 to predict the testing data. In the preprocessing, for each rating we extract a pair of historical review sequences for the user and item associated with the rating. The review sequences are ordered chronologically and have the review time earlier than the current time of the rating. Note that the review sequence does not include the review attached with the rating, because it remains unknown in practice; this review is used for the related task only. We tokenize reviews into word sequences and count word frequencies. All words with the frequency less than 10 are replaced with ''<UNK>'' standing for the unknown word, because the data are insufficient to learn their semantic meanings.
2) EVALUATED TECHNIQUES
We compare the proposed SEMAX with the state-of-the-art recommendation techniques listed below.
• NCF: The Neural Collaborative Filtering model [7] fuses the linear matrix factorization and non-linear multilayer perceptron. This method replaces the inner product in matrix factorization with a neural architecture to learn an arbitrary function from data and achieves high recommendation quality.
• DeepCoNN: The Deep Cooperative Neural Networks framework is a deep learning model and learns item properties and user behaviors jointly from review text [13] . A shared layer is introduced on the top to couple the item and user networks together and enables users and items to interact with each other in a manner similar to factorization machine techniques.
• TransNets: This model extends DeepCoNN by introducing an additional latent layer representing the useritem pair and regularizing this layer to be similar to the latent representation of another related task based on multi-task learning [23] .
• TransNet-Ext: This model extends TransNets by adding the latent factors for the identities of users and items, similar to matrix factorization methods [23] , instead of learning the user and item representations from the review texts only as done in TransNets.
• SEMA: This is our previous recommendation model by catching semantics and dynamics and integrating them with the static latent factors of users and items for recommendations [20] .
• SEMAX: This is our proposed model that extends SEMA based on multi-task learning. It is worth noting that in this study we focus on comparing our proposed models with the state-of-the-art recommendation methods. We do not show the experimental results of some baselines [3] , [6] , [8] , [12] , [16] due to their average performance as reported in our previous work [20] .
3) PERFORMANCE METRICS
We adopt two standard performance metrics for rating prediction in recommendations, namely, Mean Absolute Error (MAE) and Root Mean Square Error (RMSE):
where T is the testing set of ratings, r u,v is the known rating, andr u,v is the predicted rating. Clearly, the lower MAE or RMSE indicates better prediction accuracy.
4) HYPERPARAMETER SETTINGS
We implemented all recommendation techniques based on Google's TensorFlow which is an open source software library for DL. TABLE 2 lists the hyperparameter settings of SEMAX in the experiments. We applied the same setting for the dimension of latent factor vectors, word and text embeddings, attention model and feature representations; the dimension is set to a smaller value than that in our previous paper [20] in order to reduce the time and space cost, with negligible accuracy decrease. We also did not intensively search the optimal hyperparameter in order to avoid overfitting. For other evaluated techniques, we followed the original works to set the initial hyperparameters and used the grid search method to find the best hyperparameter settings. 
B. EXPERIMENTAL RESULTS
In this section, we compare the performance of SEMAX against the state-of-the-art recommendation methods (Section IV-B1) and investigate the effect of the rating numbers (Section IV-B2) and loss weights (Section IV-B3). both the datasets and greatly improves our previous model SEMA based on the proposed multi-task learning framework; SEMAX exploits the related task that predicts the rating of texts to enhance the recommendation task by transferring the domain information contained in the related task to the recommendation task so as to improve recommendations. (2) SEMAX significantly outperforms the second best result given by TransNets-Ext and specifically lowers MAE and RMSE of TransNets-Ext about 10% on the two datasets. Although TransNets-Ext also applies the multitask learning mechanism, it only uses a CNN text processor to regularize word embeddings in all tasks. In contrast, SEMAX exploits the attention mechanism to choose important words from the text for the associated user and item so as to enhance word embeddings, user and item representations at the same time. (3) Both TransNets and TransNets-Ext based on multi-task learning show competitive performance as opposed to other recommendation techniques and especially decrease the MAE and RMSE of DeepCoNN from 2% to 7%. TransNets-Ext is better than TransNets by modeling the latent factors of users and items for recommendations. (4) NCF extends collaborative filtering based on neural networks over the user-item rating matrix and does not utilize the semantics in texts or the multi-task learning mechanism; as a result, NCF records the worst recommendation performance.
1) PERFORMANCE COMPARISON

2) EFFECT OF THE NUMBER OF RATINGS
FIGURE 4 and 5 depict the prediction error of all the evaluated methods with respect to the numbers of ratings of users and items, respectively. In general, the MAE and RMSE of all the methods decrease with the increase of the number of ratings, because these methods can learn more about the interests of users and the characteristics of items. In particular, DeepCoNN, TransNets and SEMA are competitive with each other, because they all takes full advantage of semantic minings implied in the texts written by users for items. TransNets-Ext also remains the second best performance at most cases by extending DeepCoNN with the multi-task learning mechanism and extending TransNets with the latent factors of users and items. More importantly, our SEMAX demonstrates consistent improvements over other methods and the improvement of SEMAX becomes larger as the number of ratings increases. This implies that SEMAX is able to discover the real interests of users and characteristics of items with abundant historical interactions. Further, by comparing FIGURE 4 and 5, we can see that the numbers of ratings of users and items have similar effect on prediction error; this verifies the symmetric property of users and items, as reported in our previous work [20] . 
3) EFFECT OF LOSS WEIGHTS
FIGURE 6 depicts the effect of varying loss weights β in Equation (20) from 0.1 to 0.9 on prediction error of SEMAX in multi-task learning. As β for the recommendation task increases (i.e., the loss weight for the related task decreases), both MAE and RMSE become better at first and then get worse on the two datasets. SEMAX maintains stable performance when the loss weight β lies between 0.3 and 0.5. Thus, it is easy to find a proper loss weight instead of taking a lot of time to tune the loss weight for the best performance, which is a good feature of SEMAX in practice. Interestingly, SEMAX achieves the lowest MAE and RMSE for the loss weights β around 0.4, which means the weight of the recommendation task is less than that of the related task. The reason is that more weight given for the related task can help the recommendation task obtain more domain information from the related task. These results prove the importance of multitask learning for improving recommendations, which is the focus of this study.
V. CONCLUSION
In this paper, we proposed a new framework SEMAX via multi-task learning for improving recommendations. In the recommendation task, SEMAX learns semantic meanings and temporal dynamics for both users and items through the hierarchical and symmetrical RNNs with LSTM. Further, to generalize the performance of the recommendation task, SEMAX employs the related task that predicts the rating of a text of a user posting for an item, due to the fact that the text is an important predictor of the rating given by the user to the item. In the related task, SEMAX predicts the rating of a text based on an attention mechanism that adaptively chooses user-item-specific words to capture the user and item representations. Finally, we conducted extensive experiments to evaluate the performance of SEMAX on the two largescale real-world review data sets collected from Amazon and Yelp. The experimental results show that SEMAX significantly outperforms other state-of-the-art recommendation techniques.
