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a b s t r a c t
Random Intersection Graphs, Gn,m,p, is a class of random graphs introduced in Karoński
(1999) [7] where each of the n vertices chooses independently a random subset of a
universal set ofm elements. Each element of the universal sets is chosen independently by
some vertex with probability p. Two vertices are joined by an edge iff their chosen element
sets intersect. Given n,m so thatm = dnαe, for any real α different than one, we establish
here, for the first time, a sharp threshold for the graph property ‘‘Contains a Hamilton cycle’’.
Our proof involves new, nontrivial, coupling techniques that allow us to circumvent the
edge dependencies in the random intersection graph model.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In [10] E. Marczewski proved that every graph G can be represented by a list of sets where each vertex corresponds to
a set and the edges to non-empty intersections of sets. Consider each vertex choosing independently and randomly each
member of a universal set of elements. The probability space that is created is the space of random intersection graphs,
Gn,m,p, where n is the number of vertices, m is the cardinality of the universal set of elements and p the probability that
each vertex chooses each of the elements of a universal set of elements. The random intersection graph model was first
introduced by Karoński et al. in [7].
Definition 1. Let n,m be positive integers and 0 ≤ p ≤ 1. The random intersection graph Gn,m,p is a probability space over
the set of graphs on the vertex set {1, . . . , n}where each vertex is assigned a random subset from a fixed set ofm elements.
An edge arises between two vertices when their sets have at least a common element. Each random subset assigned to a
vertex is determined by
Pr[vertex i chooses element j] = p
with these events being mutually independent.
Here, we focus on estimating the probability for an instance of Gn,m,p to have a Hamilton cycle, for given values of the
parameters n,m, p.
Definition 2. Consider an undirected graph G = (V , E). The graph G contains a Hamilton cycle if there is a simple cycle that
contains each vertex in V .
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We consider the parameter p of the model to be a function of n,m, i.e. p = p(n,m). We will show that the graph property
H =‘‘contains a Hamilton cycle’’ exhibits a sharp threshold. In essence, we derive a function PH = PH (n,m) such that
lim
n,m→∞ P
[
Gn,m,p ∈ H
] = {0 if p ≤ (1− η)PH
1 if p ≥ (1+ η)PH (1)
for any fixed real η > 0.
When we study the properties of Gn,m,p for large n, there are two ‘‘parameters’’ to adjust, namelym and p. As mentioned
in [17], when m is very small compared to n, the model is not particularly interesting and when m is exceedingly large
(compared to n) the behavior of Gn,m,p is essentially the same as the Erdös–Rényi model of random graphs (see [5]). If we
take m = dnαe, for fixed real α > 0, then there is some deviation from the standard models, while allowing for a natural
progression from sparse to dense graphs. Here, we derive the threshold function PH (n,m) form = dnαe, for fixedα different
than 1.
If some graph property holds forGn,m,pwith probability that tends to 1 as n tends to infinity, thenwe say that this property
holds ‘‘almost certainly’’, e.g. if p ≥ (1+ η)PH , then Gn,m,p is Hamiltonian ‘‘almost certainly’’.
Remark. Throughout this work we denote with ω(n) any function which tends to infinity with n.
1.1. Previous and related work
The model of random intersection graphs Gn,m,p was first introduced by Karoński et al. in [7] where they explored the
evolution of random intersection graphs by studying the thresholds for the appearance and disappearance of small induced
subgraphs. Also, Fill et al. in [5] proved an equivalence theorem relating the evolution of Gn,m,p and Gn,p. In particular they
proved that when m = nα where α > 6, the total variation distance between the graph random variables has limit 0.
Nikoletseas et al. in [12] studied the existence and the efficient algorithmic construction of close to optimal independent
sets in random intersection graphs. Stark in [18] studied the degree of the vertices of the random intersection graphs. No
work, previous to ours, [4], is known to us on the existence of Hamilton cycles in Gn,m,p.
After the work in [4], Raptopoulos and Spirakis in [15] provided efficient algorithms for finding Hamilton cycles in Gn,m,p.
Furthermore, Nikoletseas et al. in [13,14] study the expander properties and the cover time of Gn,m,p. For completeness, we
mention that in [3], it is shown that the hamiltonicity exhibits a sharp threshold in random geometric graphs, a closely
related model of random graphs.
1.2. Techniques and results
Towards establishing the threshold of the graph propertyH in Gn,m,p we use the well studied Erdös Rényi random graph
model Gn,p and the relevant results on whether Gn,p contains a Hamilton cycle, or not (see Theorem 2, later in this section).
Definition 3. Let n be a positive integer, 0 ≤ p ≤ 1. The random graph Gn,p is a probability space over the set of graphs on
the vertex set {1, . . . , n} determined by
Pr [{i, j}] = p
with these events mutually independent.
As a first step towards deriving PH , we establish a stochastic order relation between the random intersection graphmodel
Gn,m,p and the Erdös Rényi random graph model Gn,p in the sense that is specified by the following definitions.
Definition 4. For any two probability spaces GA(n), GB(n) over the set of graphs with n vertices we define the relation ≥ST
as follows: If GA(n) ≥ST GB(n), then for any increasing graph property1 A, it holds
Pr[GA ∈ A] ≥ Pr[GB ∈ A].
The relation ≥ST can be seen as an extension of the notion of ‘‘stochastic domination’’ to random graphs (see [16] for an
introduction to stochastic domination). We also use the following weaker stochastic order relation.
Definition 5. For any two probability spaces GA(n), GB(n) over the set of graphswith n vertices we define the relationST as
follows: IfGA(n) ST GB(n), then there are setsCA andCB such that Pr[GA(n) ∈ CA] ≥ 1−o(1) and Pr[GB(n) ∈ CB] ≥ 1−o(1)
while for any increasing graph propertyA it holds
Pr[GA(n) ∈ A|GA(n) ∈ CA] ≥ Pr[GB(n) ∈ A|GB(n) ∈ CB].
Here, we show the following theorem.
Theorem 1. Let m = dnαe, for fixed real α > 0, if either (a) or (b) holds
1 A graph propertyA is increasing iff given thatA holds for a graph G(V , E), thenA holds for any G(V , E ′): E ′ ⊇ E.
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(a) when 0 < α < 1, ω(n) log n
n2
≤ p/(n− 1) ≤ o(n−1/2) and pˆ = mpn
(b) when α > 1, ω(n) log n ≤ m(np)2 ≤ nt , 0 < t < 2, and pˆ = mp2,
then it holds that
Gn,m,p(1+(n)) ST Gn,pˆ(1−(n))
with limn→∞ (n) = 0 at a sufficiently small rate.
The above theorem implies that for n,m, p, pˆ, (n) as in either (a) or (b) and for any increasing graph propertyA, it holds
Pr[Gn,m,p(1+(n)) ∈ A] ≥ Pr[Gn,pˆ(1−(n)) ∈ A] − o(1).
As a second step, we derive a threshold PD = PD(n,m) for the graph propertyD =‘‘all vertices have degree greater than
1’’. In essence, we show that
lim
n,m→∞ P
[
Gn,m,p ∈ D
] = {0 if p ≤ (1− η)PD1 if p ≥ (1+ η)PD (2)
for any fixed real η > 0.
It is straightforward that if Gn,m,p /∈ D , then Gn,m,p /∈ H . The result of this paper follows by showing that if p ≥ (1+η)PD ,
for any fixed real η > 0, then Gn,m,p ST Gn,pˆ, where pˆ is so large that Gn,pˆ is almost certainly hamiltonian. Clearly, our result
implies that PH = PD .
When we argue on the hamiltonicity of Gn,p, we use the following theorem, which is proved by Komlós, Szeméredy in
[8] and independently by Korshunov in [9].
Theorem 2 (Komlós, Szeméredi, Korshunov). Let ω(n)→ ∞, p = (1/n)(log n + log log n + ω(n)). Then almost every Gn,p is
Hamiltonian.
We shouldmention the statement of the theorem above is from [2]. The actual statement of the result of Komlós, Szeméredi
in [8] and Korshunov is slightly different. The main result of this work is stated in the following theorem
Theorem 3. For Gn,m,p such that m = dnαe, where α is a fixed positive real, different than 1, the following holds:
PH (n,m) = log nm α ∈ (0, 1)
PH (n,m) =
√
log n
nm α > 1.
Theorem 3 follows by Corollary 4 in Section 3.1 and by Corollary 6 in Section 3.2.
From now on, for both Gn,m,p and Gn,p we assume that the vertex set is [n], i.e. the set {1, . . . , n}. Also, for themodel Gn,m,p
we assume that the universal set of elements is [m].
2. The lower bound for Hamiltonicity in Gn,m,p
In this section we derive the threshold PD = PD(n,m) for the appearance–disappearance of vertices with degree less
than 2 in Gn,m,p. It should be clear to the reader that if p ≤ (1−η)PD , for fixed real η > 0, then it is almost certain that Gn,m,p
is not hamiltonian. In the two following lemmas we derive two different thresholds for the graph propertyD depending on
whether α is greater than 1 or not.
Lemma 1. For Gn,m,p such that m = dnαe, with fixed α > 1, and PD =
√
log n
nm , it holds that
lim
n→∞ P
[
Gn,m,p ∈ D
] = {1 if p > (1+ η)PD0 if p < (1− η)PD
for any fixed η > 0.
Proof. Let Xi, i = 1, . . . , n be indicator random variables such that
Xi =
{
1 if vertex i has degree less than 2 in Gn,m,p,
0 otherwise
and let X = ∑ni=1 Xi. Let, also, p0 and p1 be the probabilities for some vertex to have degree 0 and 1, correspondingly. It
holds that E[Xi] = p0 + p1, i ∈ [n], and
E[X] = n(p0 + p1)
by linearity of expectation.
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Claim 1. It holds that
p0 =
(
1− p+ p(1− p)n−1)m ,
p1 = (n− 1)
(
1− p+ p(1− p)n−2)m (1− (1− p2(1− p)n−2
1− p+ p(1− p)n−2
)m)
.
The proof of Claim 1 appears in Section 4.
Taking p = C
√
log n
nm , where C is a fixed positive real, we get the following:
p0 = (1− p+ p(1− np+ O(n2p2)))m
= exp(−nmp2)(1+ o(1)).
The first equation follows by applying Bonferroni inequalities and using the fact that np→ 0. In the final equation we use
the Taylor expansion of the function ln(1− x) for some real |x| < 1 and the fact that np2 → 0. Similarly, we get
p1 = (n− 1)
(
1− p+ p(1− p)n−2)m (1− (1− p2(1− p)n−2
1− p+ p(1− p)n−2
)m)
= n (1− p+ p(1− np+ O(n2p2)))m mp2(1−p)n−2
1−p+p(1−p)n−2 (1+ o(1))
= nmp2 (1− np2 + O(n2p3))m 1−np+O(n2p4)
1−np2+O(n2p4) (1+ o(1))
= nmp2 exp(−nmp2)(1+ o(1)).
In the second line we used the facts mp2 → 0 and np → 0 so as to rewrite the last term of the first line. For the rest
derivations we use arguments which are similar to those used for p0. Since nmp2 →∞, for the range of pwe are interested,
it holds that p0 = o(p1). Thus, we get that
E[X] = n (p0 + p1)
= n2mp2 exp(−nmp2)(1+ o(1))
= C2 log n
nC−1 (1+ o(1)).
If we set C > 1, then limn→∞ E[X] = 0. Thus, taking C > 1 and applying the Markov inequality we get
Pr[X > 0] ≤ E[X] = o(1).
This proves the first part of the lemma, i.e. if α > 1 and p = C
√
log n
nm with C > 1, then it is almost certain that the graph
Gn,m,p has no vertex of degree less than 2.
On the other hand, if C < 1, then limn→∞ E[X] = ∞. However, this does not imply, directly, that it is almost certain that
there exist vertices of degree either 1, or 0. To show this, we derive an appropriate bound for the variance of X , in essence
we show that Var[X] = o(E2[X]) for p = C
√
log n
nm and 0 < C < 1. Then we get that the result by applying the following
inequality
Pr[X = 0] ≤ Var[X]
E2[X]
which can be derived by the Chebyshev inequality. Note that if Var[X] = o(E2[X]), then limn→∞ Pr[X = 0] = 0.
It holds that
Var[X] =
∑
i,j
Cov[Xi, Xj]
where Cov[Xi, Xj] = E[XiXj] − E[Xi]E[Xj]. Furthermore,
Cov[Xi, Xi] = E[XiXj] − E[Xi]E[Xj]
= Pr[Xi = 1, Xj = 1] − Pr[Xi = 1]Pr[Xj = 1]
= Pr[Xi = 1]Pr[Xj = 1]
(
Pr[Xi = 1|Xj = 1]
Pr[Xi = 1] − 1
)
.
Very easily we can get
Var[X] ≤ E[X] + E2[X]
(
Pr[Xi = 1|Xj = 1]
Pr[Xi = 1] − 1
)
for any pair i, j with i 6= j. Since E[X] = o(E2[X]), it suffices to show that the quantity in the parentheses tends to 0 as
n→∞.
Let pi,jl,k = Pr[deg(i) = l, deg(j) = k] for l, k ∈ {0, 1}. and i, j ∈ {1, . . . , n}with i 6= j.
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Claim 2. Let p = C
√
log n
nm , for C fixed positive real. For i, j any pair of vertices in Gn,m,p it holds that
pi,j11 = (nmp2)2 exp
(−2nmp2) (1+ o(1)).
The proof of Claim 2 is quite lengthy and it is presented in Section 4. It, also, holds that
Claim 3. Let p = C
√
log n
nm , for C fixed positive real. For i, j any pair of vertices in Gn,m,p it holds that
pi,j00 = exp
(−2nmp2) (1+ o(1)).
The proof of Claim 3 is presented in Section 4. Finally, we obtain
Claim 4. Let p = C
√
log n
nm , for C fixed positive real. For i, j any pair of vertices in Gn,m,p it holds that
pi,j0,1 = pi,j1,0 = nmp2 exp
(−2nmp2) (1+ o(1)).
The proof of Claim 4 is presented in Section 4. Using Claims 2–4 and noting that nmp2 →∞we get
Pr Xi = 1, Xj = 1 = pi,j0,0 + pi,j1,0 + pi,j0,1 + pi,j1,1
= (nmp2 exp(−nmp2))2 (1+ o(1)).
Thus
Pr Xi = 1|Xj = 1
Pr Xi = 1 =
Pr Xi = 1, Xj = 1
(Pr Xi = 1)2
= (nmp
2 exp
(−nmp2))2
(nmp2 exp
(−nmp2))2 (1+ o(1))
which implies that Var[X] = o(E2[X]), for p = C
√
log n
nm and 0 < C < 1. From all the above derivations, we get that
Pr X > 0 ≥ 1− Var(X)
E2[X] = 1− o(1)
for p = C
√
log n
nm and 0 < C < 1. This proves the second part of the lemma. 
Lemma 2. For Gn,m,p such that m = dnαe, with fixed 0 ≤ α ≤ 1, and PD = log nm it holds that
lim
n→∞ P
[
Gn,m,p ∈ D
] = {1 if p > (1+ η)PD0 if p < (1− η)PD
for fixed η > 0.
Proof. Let Xi, i = 1, . . . , n be indicator random variables such that
Xi =
{
1 if vertex i has degree less than 2 in Gn,m,p,
0 otherwise
and let X =∑ni=1 Xi. Let also p0 and p1 be the probabilities for some vertex to have degree 0 and 1, correspondingly. It holds
that E[Xi] = p0 + p1, for i ∈ [n], and
E[X] = n(p0 + p1)
by linearity of expectation. Furthermore, by Claim 1, that appears in the proof of Lemma 1 (the previous lemma), we have
that
p0 =
(
1− p+ p(1− p)n−1)m ,
p1 = (n− 1)
(
1− p+ p(1− p)n−2)m (1− (1− p2(1− p)n−2
1− p+ p(1− p)n−2
)m)
.
Plugging in p = C log nm we get that
p0 = (1− p(1− (1− p)n−1))m
≤ exp (−mp(1− (1− p)n−1))
≤ exp (−mp(1− e−np)) (1+ o(1)).
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The final equation uses the inequality 1− p < e−p for any real p. With similar reasoning we get for p1 that
p1 ≤ n exp
(−mp(1− e−np))mp2(1− p)n(1+ o(1)).
Note that for the range ofm, p of interest it holds that
nmp2(1− p)n < C2n1−α log n exp(−Cn1−α log n) = o(1).
The previous inequality implies that the upper boundwe have derived for p0 is of greater order ofmagnitude than the bound
we have derived for p1, w.r.t. n. Thus,
E[X] = n(p0 + p1)
≤ n exp (−mp(1− e−np)) (1+ o(1))
≤ n exp(−C log n)(1+ o(1))
= n1−C (1+ o(1)).
If C > 1, then E[X] → 0 as n→∞. Thus, setting C > 1 and applying the Markov inequality, we get that
Pr[X > 0] ≤ E[X] = o(1).
This proves the first part of the lemma, i.e. if 0 < α ≤ 1 and p = C log nm , with C > 1, then it is almost certain that the graph
Gn,m,p has no vertex of degree less than 2.
To show the second part of the lemma, it suffices to show that for p = C log nm , where C < 1, there are vertices which do
not choose any element.
Let Yi, i = 1, . . . , n be indicator random variables such that
Yi =
{
1 if vertex i does not choose any element,
0 otherwise
and Y =∑ni=1 Yi. Clearly, it holds that E[Xi] = (1− p)m and by linearity of expectation we get that
E[Y ] = nE[Yi] = n(1− p)m.
Using the standard inequality that (1− x) ≥ e−x/(1−x) for 0 < x < 1 and setting p = C log nm we get
E[Y ] ≥ n exp (−mp(1+ O(p)))
= n exp (−C log n) (1+ O(mp2))
= n1−C (1+ o(1)).
If C < 1, then limn→∞ E[Y ] → ∞. To prove the almost certain existence of vertices that do not choose any element we use
the second moment method, i.e. we use the following inequality
Pr Y = 0 ≤ Var[Y ]
E2[Y ] . (3)
Note that Yi, for i = 1, . . . , n are independent Bernoulli random variables with probability of ‘‘success’’ (1− p)m. Also, Y
is distributed as inB(n, (1− p)m). Clearly Var[Y ] = E[Y ](1− (1− p)m), substituting all the above in (3) we get
Pr Y = 0 ≤ nC−1(1+ o(1)).
Clearly, if C < 1, then Pr[Y > 0] = 1− o(1)which prove the lemma. 
By Lemmas 1 and 2 and the discussion that presents them, we get the following corollary:
Corollary 1. Gn,m,p almost certainly does not contain a Hamilton cycle when m = dnαe and
p ≤ (1− η) log nm when 0 < α ≤ 1
p ≤ (1− η)
√
log n
nm when α > 1
for any fixed real η > 0.
To prove Theorem 3, it remains to show the ‘‘existence of Hamilton cycle’’—part, i.e. if p ≥ (1 + η)PD , then Gn,m,p is
almost certainly Hamiltonian. This is done in the next section through Theorem 1.
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3. Proof of Theorem 1-coupling
In this section we establish the stochastic order relation between the random graph models Gn,m,p and Gn,pˆ, as stated in
Theorem 1. Essentially, it suffices to show that there is a probability space (Ω,F , P)whereΩ is the set of pairs of all graphs
with vertex set [n], F is a family of all subsets ofΩ and for every (G1,G2) ∈ Ω it should hold that
• The marginal distribution of the first graph in the pair is the same as in Gn,m,p(1+(n))
• The marginal distribution of the second graph in the pair is the same as in Gn,pˆ(1−(n))
• if S ⊂ F contains all the pairs (G1,G2) such that G1 is, strictly, subgraph of G2, then Pr[S] = o(1)
where n,m, p, pˆ, (n) are as defined in Theorem 1. Equivalently, we can just describe a stochastic process that generates a
pair of graphs with these properties.
The proof Theorem 1 is going to bemade by describing a process which has the above properties. To bemore specific, we
will need to describe two process different processes, one when 0 ≤ α < 1 and one when α > 1. We call these processes
C1(n,m, p) and C2(n,m, p), correspondingly. Typically we will refer to these processes with the term ‘‘coupling’’.
We start by giving some basic remarks and a high level description of the coupling of the two models of graphs. We
should keep in mind the following, simple consequence of the Coupling Lemma [1].
Corollary 2. For any two models of random graphs GA and GB, the following two statements are equivalent:
• GA ≥ST GB
• There is a coupling that allows us to generate the two instances GA and GB such that GB is a subgraph of GA.
By Definition 4, it is direct that the relation ≥ST is transitive, i.e. if GA ≥ST GB and GB ≥ST GC , then GA ≥ GC . Also, for the
models of random graphs GA, GB, GC and GD on the same set of vertices, Corollary 2 implies that if GA ≥ST GB and GC ≥ST GD,
then GA ∪ GC ≥ST GB ∪ GD.
Definition 6. We denote with Qi, for i ∈ [m], the clique with vertices that chose element i in Gn,m,p.
Consider the sequence of random experiments E1(n,m, p), E2(n,m, p), . . . , Em(n,m, p) such that Ei(n,m, p) generates
the pairs of graphs {G1i (V , E1i ),G2i (V , E2i )}, for i ∈ [m], with the following properties:
(q.1) G1i ≥ST G2i (or equivalently G2i is a subgraph of G1i .)
(q.2) Qi ≥ST G1i
(q.3)
⋃m
i G
2
i ST Gn,pˆ(1−(n)).
Let G1 = ⋃mi=1 G1i and G2 = ⋃mi=1 G2i . Given, (q.1), (q.2) and (q.3), it is direct that G1 ≥ST G2, Gn,m,p(1+(n)) ≥ST G1 and
G2 ST Gn,pˆ(1−(n)). Then, it is direct that Gn,mp ST Gnpˆ(1−(n)).
The couplings C1(n,m, p) and C2(n,m, p), define different sequences of the experiments Ei(n,m, p).
3.1. The process C1(n,m, p)
Here we analyse the coupling C1(n,m, p), that proves Theorem 1 for the case where α ∈ (0, 1). We start with some
definitions.
Consider a vector Ed ∈ In, where In = {0, 1, . . . , n− 1}n, definem(Ed) =∑ni=1 Ed(i) and En = {Ed ∈ In | m(Ed) is even}.
Definition 7 (Degree Sequence). For a graph G = (V , E), where V = [n], we call degree sequence of the graph G the vector
Ed ∈ En for which it holds ∀i ∈ V , Ed(i) = degG(i).
For a given vector Ed, we derive the graph GEd by selecting uniformly at random among the labeled graphs on n vertices
with the degree sequence Ed. Note that it is not always possible to create the graph Gd from a given vector Ed, e.g. this is the
case whenm(Ed) is odd. Here, we define random graphs that are generated by degree sequences which are vectors acquired
according to appropriate distributions.
Definition 8 (Model I∗p). Model I∗p has domain In. To generate a vector Ed in this model we first choose a value p′ from
the normal distribution with mean p and variance pq/(2N), where q = 1 − p, truncated to the unit interval (0, 1). Each
component Ed(i) is independently distributed according to B(n− 1, p′).
Definition 9 (Model I′p). Model I′p has domain En. To generate a vector Ed′ in this model we first generate a vector Ed′ in the
model I∗p . Ifm(Ed′) is even, then we take Ed = Ed′. Ifm(Ed) is odd, then Ed is equal to the vector that comes up from d′ where we
choose a component with probability proportional to its value and reduce it by one.
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We proceed with the definitions of C1(n,m, p). The random experiment Ei(n,m, p) consists in generating a pair of random
vectors (Edi, Eri) ∈ (In, En), i ∈ [m]where Edi is a variant of the model I∗p/(n−1) and Eri is a variant of I′p/(n−1). Furthermore, each
pair (Edi, Eri) is taken so as Edi(j) ≥ Eri(j). The restrictions for each pair (Edi, Eri) implies that the two vectors are not independent
with each other, while the marginal distribution of each vector is as specified by the model it belongs to. Note that by the
definition of the models I∗p/(n−1) and I
′
p/(n−1), it is straightforward to generate such a pair of vectors. Then the pair {G1i ,G2i } is
constructed as follows:
R1 : G1i is a clique which contains all the vertices j ∈ V such that Edi(j) > 0.
R2 : G2i is identical to Gdˆi .
LetG1 =⋃mi=1 G1i andG2 =⋃mi=1 G2i . A first, basic, remark is thatG2 is always a subgraph ofG1, which implies thatG1 ≥ST G2.
For the range that is specified for p when α ∈ (0, 1) in Theorem 1 we will show that Gn,m,p(1+(n)) ≥ST G1 and G2 ST
Gnpˆ(1−(n)). The validity of Theorem 1 for the case where α ∈ (0, 1), follows by the fact that G1 ≥ST G2.
We start with the case G2 ST Gnpˆ(1−(n)). We need further definitions and results from [11].
Definition 10 (Integrated Model Ip). Model Ip has domain En. To generate a vector Ed in this model we first choose a value
p′ from the normal distribution with mean p and variance pq/(2N), where q = 1− p is truncated to the unit interval (0, 1).
Each component Ed(i) is independently distributed according to B(n− 1, p′), with the restriction thatm(Ed) is even.
Definition 11 (Graph ModelDp). Model Dp has domain En. A variant Ed in this model is the degree sequence of a random
graph with n vertices and each edge is selected with probability p.
It is straightforward that the graph GEd, with Ed being a variant of the model Dp, is an instance of the Erdös Rényi random
graph model Gn,p.
Let P∗[A] denote the probability of the event A ∈ In (or A ∈ En) occurring in the model ∗ ∈ {Ip, I∗p, I′p,Dp}. Similarly, let
E∗[F ] denote the expectation of a function F in the model ∗ ∈ {Ip, I∗p, I′p,Dp}. For the model Ip the following lemma holds.
Lemma 3 (McKay and Wormald, [11]). Define N = (n2),
Kp(p′) =
√
N
pipq
exp
(
− (p
′ − p)N
pq
)
and
V (p) =
∫ 1
0
K(p′)dp′.
Then
PIp [Ed] =
2
V (p)
(
1− (q− p)2N)
n∏
i=1
(
n− 1
d(i)
)∫ 1
0
Kp(p′)(p′)m(1− p′)N−mdp′
for each Ed ∈ En.
According to the following theorem, byMcKay andWormald, themodels Ip andDp are closely related, for an appropriate
range of p.
Theorem 4 (McKay and Wormald, [11]). For n ≥ 1, let Xn : En → S be a random variable, where S is a linear space with norm
|| · ||. If for p = p(n) one of the following holds
1. ω(n) log n/n2 ≤ p(1− p) ≤ o(n−1/2)
2. p(1− p) ≥ c/ log n for some c > 2/3
then there exists a set Rn ⊂ En such that for every Ed ∈ Rn it holds
PDp [d] = PIp [d](1+ o(1))
while PDp [Rn], PIp [Rn] ≥ 1− n−ω(n).
Furthermore, the model I′p, that is used by the process C1(n,m, p), is closely related to Ip. More specifically, the following
lemma holds.
Lemma 4. If ω(n) log n/n2 ≤ pq ≤ o(n−1/2) and p < 1/2, then there is R′n ⊆ En such that
PIp [d] = PI′p [d](1+ o(1))
with PIp [R′n], PI′p [R′n] ≥ 1− n−ω(n).
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Proof. For both models Ip and I′p the randomness is w.r.t. to choosing p′ (see Definition 10) and the variant Ed. Lemma will
follow by showing that there is A ⊆ En × [0, 1] with probability measure, in both Ip and I′p, greater than 1 − n−ω(n) such
that
|PI′p [Ed] − PIp [Ed]| = o(1)PI′p [Ed] ∀Ed ∈ AEn . (4)
AEn ⊆ En contains the vector Ed ∈ En if there exists c ∈ [0, 1] such that (Ed, c) ∈ A. Note that for the random variable Y ∈ En
it holds that
|PI′p [Y = Ed] − PIp [Y = Ed]| ≤
∑
k
PI′p [Y = Ed|m(Y ) = k] · |PI′p [m(Y ) = k] − PIp [m(Y ) = k]|
since it holds that PI′p [Y = Ed|m(Y ) = k] = PIp [Y = Ed|m(Y ) = k]. It is direct to see that (4) follows by showing that
|PI′p [m(Ed) = k] − PIp [m(Ed) = k]| = o(1)PI′p [m(Ed) = k] ∀Ed ∈ AEn .
We are going to show that (Ed, p′) ∈ A if |p′ − p| > (2Np)1/3√pq/(2N) and m(Ed) is in the interval (1 ± (n))2Np′, with
(n) tending to zero with a sufficiently small rate. We start with a concentration result for p′.
Claim 5. If ω(n) log n/n2 ≤ pq ≤ o(n−1/2) and p < 1/2 then the following holds:
Pr
[
|p′ − p| > y√pq/(2N)] ≤ n−ω(n) (5)
where y = (2Np)1/3.
The proof of Claim 5 is given after the proof of this lemma. Unless otherwise specified, in the remainder of this proof we
consider that p′ is a fixed such that |p′ − p| ≤ y√pq/(2N)with y = (2Np)1/3. For k an even integer it holds that
PI′p [m(d) = k] = PI∗p [m(d) = k] + PI∗p [m(d) = k+ 1]
where
PI∗p [m(d) = t] =
(
2N
t
)
(p′)t(1− p′)2N−t .
For any integer t = (1+ a(n))2Np′, with a(n)→ 0, it holds that
S(2N, t) =
(
2N
t
)
p′t(1− p′)2N−t
= S(2N, t − 1) p
′
1− p′
2N − t
t
= S(2N, t − 1) 1
1+ a(n)
(
1− a(n)p
′
1− p′
)
= S(2N, t − 1) [1− a(n)(1+ o(1))] .
Thus for k any even integer in the interval (1+ a(n))2Np′ it holds that
PI′p [m(Ed) = k] = 2[1− a(n)(1+ o(1))]PI∗p [m(Ed) = k]. (6)
Furthermore, for any even integer k it can be shown (see [11]) that
PIp [m(Ed) = k] =
(
1
2
+ 1
2
(1− 2p′)2N
)−1
PI∗p [m(Ed) = k]. (7)
Using the Taylor expansion of the function log(1+x) for |x| < 1 and the fact that Np′ →∞, the quantity in the parentheses
above is equal to 2(1− n−ω(n)). Combining the Eqs. (6) and (7) we get that
PIp [m = k] = [1− a(n)− o(a(n))]PI′p [m = k]
where k is any even number in the interval (1+ a(n))2Np′. In the above equation we have assumed that n−ω(n) = o(a(n)).
The lemma follows by the following inequality, which is an application of Chernoff bounds to the random variablem(Ed)
in the model I′p.
PI′p
[|m(d)− Np′| > δ(n)Np′] ≤ 2 exp(−δ(n)2Np′/4)
for δ(n) > 0 and limn→∞ δ(n) = 0. 
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Proof of Claim 5. It holds that
P[p′ ≤ x] = 1
V (p)
√
N
pipq
∫ x
0
exp
(
− (x− p)
2N
pq
)
dx x ∈ (0, 1)
where V (p) is defined in the statement of Lemma 3. With standard derivations we get that
V (p) = Φ
(
q
√
2N
pq
)
+ Φ
(
p
√
2N
pq
)
− 1.
Also, it is a folklore result that
1− Φ(x) < φ(x)
x
(8)
where
φ(x) = 1√
2pi
e−
x2
2 .
Noting that p
√
2N
pq →∞ and q
√
2N
pq →∞ as n→∞ it holds that
V (p) ≥ 1− o
(
φ
(
p
√
2N
pq
))
− o
(
φ
(
q
√
2N
pq
))
.
This implies that
V (p) ≥ 1− o(n−ω(n)). (9)
Let p′M = p+ y
√
pq
2N and p
′
m = p− y
√
pq
2N . From (9) and the definition ofΦ(x), we get that
Pr[p′ > p′M ] = Pr[p′ ≤ p′m] ≤ (1− Φ(y))(1+ o(n−ω(n))).
Taking y = (2Np)1/3 and noting that limn→∞ Np = ∞we get that
1− Φ(y) < 1
(2Np)1/3
e−
(2Np)2/3
2 ≤ n−ω(n).
The claim follows. 
Combining Theorem 4 and Lemma 4 we get the following lemma for G2 = (V ,⋃i∈[m] E2i ).
Lemma 5. Consider the process C1(n,m, p), for m = dnαe, 0 < α < 1 and ω(n) log n/n2 ≤ pn−1
(
1− pn−1
) ≤ o(n−1/2) and
p < 1/2. For the graph G2 = (V ,⋃i∈[m] E2i ) it holds
G2 ST Gn,pˆ(1−(n))
where pˆ = mpn−1 and (n) tends to zero as n tends to infinity with a sufficiently small rate.
Proof. Let E2 and E be the set of all edges in the graphs G2 and Gn,pˆ, correspondingly.
To show the lemma it suffices to prove the following statement: Let Ωn be the family of all sets of edges among the
vertices in [n]. There is a set Jn ⊂ Ωn such that Pr[E2 ∈ Jn], Pr[E ∈ Jn] ≥ 1 − n−ω(n) and for every edge e in the set of n
vertices it holds that
max
A∈Jn
|Pr[e appears in G2|A] − Pr[e appears in Gnpˆ|A]] ≤ o(1) · Pr[e appears in G2|A] (10)
where A should not contain the edge e.
Note that if (10) holds then for any increasing graph propertyA it holds that
Pr[G2 ∈ A|E2 ∈ Jn] ≥ Pr[Gn,pˆ(1−(n)) ∈ A],
for an appropriate (n)→ 0, and the lemma follows trivially. In the rest of the proof we show (10).
Consider the random graph Gn,p′ where p′ = p/(n − 1) and let E ′ be the set of its edges. Consider also the graph
G2i (V , Ei), i ∈ [m], which has degree sequence Ed generated according to the model I′p/(n−1). Let Xe be an indicator random
variable such that Xe = 1 if the edge e appears and Xe = 0, otherwise. We show first that there is J in ⊂ Ωn with
Pr[E2i ∈ J in], Pr[E ′ ∈ J in] ≥ 1− n−ω(n) and
max
A′∈J in
|PI′p [Xe = 1|A′] − PDp′ [Xe = 1|A′]| = o(1) · PI′p [Xe = 1|A′] (11)
where A′ should not contain the edge e.
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Taking J in = Rn ∩ R′n and invoking Lemma 4 and Theorem 4 we get the following:
|PI′p [Xe = 1|A′] − PDp′ [Xe = 1|A′]| ≤ |PI′p [Xe = 1|A′] − PIp [Xe = 1|A′]| + |PIp [Xe = 1|A′] − PDp′ [Xe = 1|A′]|
≤ o(1) · PI′p [Xe = 1|A′]
for any A′ ∈ J in which does not contain the edge e. It is direct that PI′p [J in], PIp [J in], PDp [J in] ≥ 1 − n−ω(n), by Theorem 4 and
Lemma 4.
Conditional that G2 ∈ Jn, where Jn = ⋃mi=1 J in, the probability for some edge e to appear in any of the sets E2i , for i ∈ [m],
is given by the following quantity
1−
(
1− p
n− 1 (1+ o(1))
)m
.
Due to the assumption we have made for p and α, it is easy to see that mpn−1 → 0. We get that∣∣∣∣Pr[e appears in G2|A] − mpn− 1
∣∣∣∣ = o(1)Pr[e appears in G2|A]
for A is any set of edge-events in Jn that does not include the edge e. The lemma follows by noting that Pr[G2 ∈ Jn] ≥
1− n−ω(n). 
For the graph G1 = (V ,⋃i∈[m] E1i ) the following lemma holds.
Lemma 6. Consider the process C1(n,m, p), for m = dnαe, 0 < α < 1 and ω(n) log n/n2 ≤ p/(n − 1)(1 − p/(n − 1)) ≤
o(n−1/2) and p < 1/2. For the graph G1 =
(
V ,
⋃
i∈[m] E
1
i
)
it holds
Gn,m,p(1+(n)) ≥ST G1
where (n) tends to zero as n tends to infinity with a sufficiently small rate.
Proof. First, we consider the random variable p′ that is specified by the model I∗p˜ , where p˜ = p/(n− 1) and q˜ = 1− p˜. By
Claim 5 we have that
Pr
[
|p′ − p˜| > y
√
p˜q˜/(2N)
]
≤ n−ω(n) (12)
where y = (2Np˜)1/3. It holds that the probability for some vertex in v ∈ V to belong to Qi, for i ∈ [m] is equal to
p¯ = 1− (1− p′)n−1.
Condition, first, that |p′ − p˜| ≤ y√p˜q˜/(2N)|, i.e. |p′ − p| = o(1)pwe get that
|p¯− p| = o(1)p.
By (12) and the law of total probability we get that
|p¯− p| ≤ o(1)p+ n−ω(n).
The lemma follows by taking (n) > o(1)p+ n−ω(n) and (n)→ 0. 
Noting that G2 is always a subgraph of G1, i.e. G1 ≥ST G2, we get the following corollary.
Corollary 3. For m = dnαe with 0 < α < 1, ω(n) log n/n2 ≤ p/n(1− p/n) ≤ o(n−1/2) and p < 1/2, it holds that
Gn,m,p(1+(n)) ST Gn,pˆ(1−(n))
where pˆ = mpn and (n) tends to zero as n tends to infinity with a sufficiently small rate.
Combining Theorem 2 and Lemma 2 and Corollary 3 we get the following corollary
Corollary 4. For m = dnαe with 0 < α < 1 and p > (1+ η) log nm it holds that
lim
n→∞ P[Gn,m,p ∈ H] = 1
for any fixed real η > 0.
Proof. First we note that taking p = C log nm , with C a fixed positive real, we can apply Corollary 3 for m = dnαe with
α ∈ (0, 1). For such p it holds
Gn,m,p(1+(n)) ST Gn,pˆ(1−(n)) (13)
where pˆ = C log nn and (n) a function that tends to zero with a sufficiently small rate, as n tends to infinity.
It is clear that for C > 1 and sufficiently large n it holds that Gn,pˆ(1−(n)), is Hamiltonian, i.e. the graph in the r.h.s. of (13)
is almost certainly Hamiltonian. In turn, this implies that Gn,m,p(1+(n)) is almost certainly Hamiltonian. 
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3.2. The process C2(n,m, p)
The process C2(n,m, p) is a coupling that establishes Theorem 1 for the case where α > 1.
The random experiment Ei(n,m, p) is the generation of a random vector Edi ∈ {0, 1}n with the component Edi(j) = 1 with
probability p, independently of the other components of Edi. We construct the graphs {G1i ,G2i } from Ei using the following
two rules:
R1 : G1i is a clique which contains all the vertices j ∈ V such that Edi(j) > 0.
R2 : If∑j Edi(j) = 2, then G2i contains only the edge {s, t}with Edi(s), Edi(t) > 0. Otherwise, G2i is an empty graph.
Lemma 7. Consider the process C2(n,m, p), for m = dnαe, α > 1. For the graph G1 = (V ,⋃i∈[m] E1i ) it holds that
Gn,m,p(1+(n)) ≥ST G1
where (n) tends to zero as n tends to infinity with a sufficiently small rate.
Proof. Obvious. 
Lemma 8. Consider the process C2(n,m, p), for m = dnαe, α > 1 and assume that ω(n) log n ≤ m(np)2 ≤ nt with 0 < t < 2.
Then, for the graph G2 = (V ,⋃i∈[m] E2i ) it holds that
G2 ST Gnpˆ(1−(n))
where pˆ = mp2 and (n) tends to zero as n tends to infinity with a sufficiently small rate.
Proof. Conditioning that the number of edges in G2 is k, then G2 is distributed uniformly over all graphs on n vertices and k
edges. Clearly, the same holds for Gn,pˆ(1−(n)).
Let X , Y be the number of edges in G2 and Gn,pˆ(1−(n)), correspondingly. For any graph propertyA, it holds that
Pr[G2 ∈ A|X = k] = Pr[Gn,pˆ ∈ A|Y = k].
Also, it is direct that if the graph propertyA is increasing then
Pr[G2 ∈ A|X > k] ≥ Pr[Gn,pˆ ∈ A|Y = k]. (14)
Let Xe be the indicator random variable such that
Xe =
{
1 if the edge e appears in G2,
0 otherwise.
For any possible edge e in G2, it holds that E[Xe] = 1−
(
1− p2(1− p)n−2)m . By the linearity of expectation we get that
E[X] =
(
n
2
)(
1− (1− p2(1− p)n−2)m) .
We have to note here that the random variables Xes are negatively dependent with each other, i.e. for any two edges e, e′ it
holds that
Pr[Xe = 1|Xe′ = 1] ≤ Pr[Xe = 1].
To see this note that if Xe′ = 1, then there must be at least one vector di, for i ∈ [m] that creates the edge e′. In this case,
there are less thanm available vectors to create the edge e.
Since X is a sum of negatively dependent random variables, by [6], we can apply Chernoff bounds. More specifically, for
any δ ∈ [0, 1] it holds that
Pr[X ≤ (1− δ)E[X]] ≤ exp
(
−δ
2E[X]
4
)
.
For δ = o(1) such that δ2m(np)2 ≥ ω(n) log n, the above inequality implies that
Pr
[
X ≤ (1− δ)n
2mp2
2
]
≤ n−ω(n). (15)
Note that the expected number of edges in Gn,pˆ(1−(n)) is E[Y ] =
(n
2
)
mp2(1− (n)). Applying the Chernoff bounds for Y , we
get that
Pr[|Y − E[Y ]| ≥ rE[Y ]] ≤ 2 exp
(
− r
2E[Y ]
8
)
.
For r and (n) such that (1+ r)(1− (n)) ≤ (1− δ) it holds that
Pr
[
Y ≥ (1− δ)n
2mp2
2
]
≤ n−ω(n). (16)
For such δ and r it holds (1− δ)E[X] ≥ (1− r)E[Y ] and by (14) we get
Pr[G2 ∈ A|X ≥ (1− δ)E[X]] ≥ Pr[Gn,pˆ(1−(n)) ∈ A|Y ≤ (1− r)E[Y ]]. (17)
The lemma follows by (15)–(17). 
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Noting that G2 is always a subgraph of G1, i.e. G1 ≥ST G2, we get the following corollary.
Corollary 5. For ω(n) log n ≤ m(np)2 ≤ nt , for 0 < t < 2 and α > 1 it holds that
Gn,m,p(1+(n)) ST Gn,pˆ(1−(n))
where pˆ = mp2 and (n) tends to zero as n tends to infinity with a sufficiently small rate.
Combining Theorem 2, Lemma 1 and Corollary 5 we get the following corollary
Corollary 6. For m = dnαe with α > 1 and p ≥ (1+ η)
√
log n
nm it holds that
lim
n→∞ P[Gn,m,p ∈ H] = 1
for fixed real η > 0.
Proof. The proof is very similar to that of Corollary 4. 
4. Derivations
Proof of Claim 1. Let li be the number of elements that are chosen by the vertex i. By the law of total probability we get
p0 = Pr[deg(i) = 0] =
m∑
t=0
Pr[deg(i) = 0|li = t]Pr[li = t]
=
m∑
t=0
(1− p)(n−1)t
(
m
t
)
pt(1− p)m−t
= (1− p+ p(1− p)n−1)m .
p1 = Pr[deg(i) = 1] =
m∑
t=0
Pr[deg(i) = 1|li = t]Pr[li = t]
=
m∑
t=0
(n− 1) (1− (1− p)t) (1− p)(n−2)t(m
t
)
pt(1− p)m−t
= (n− 1) (1− p+ p(1− p)n−2)m (1− (1− p2(1− p)n−2
1− p+ p(1− p)n−2
)m)
. 
Proof of Claim 2. Let li,j be the number of elements that are chosen by both the vertices i, j. Let li be the number of elements
that vertex i chooses and the vertex j does not choose. Similarly, let lj be the number of vertices that vertex j chooses and
the vertex i does not choose.
By the law of total probability we get
pi,j1,1 =
∑
t1,t2,t3
Pr
[
deg(i) = 1
deg(j) = 1
∣∣∣∣∣lij = t1li = t2lj = t3
]
Pr
[
lj = t3
∣∣∣∣lij = t1li = t2
]
Pr[li = t2|lij = t1]Pr[lij = t1]
for 0 ≤ t1, t2, t3 ≤ m. It is straightforward that if t1 = 0, then
Pr
[
deg(i) = 1
deg(j) = 1
∣∣∣∣∣lij = t1li = t2lj = t3
]
= (n− 2)2(1− p)(n−3)(t2+t3)[1− (1− p)t2 ][1− (1− p)t3 ].
Also, if t1 > 0, then
Pr
[
deg(i) = 1
deg(j) = 1
∣∣∣∣∣lij = t1li = t2lj = t3
]
= (1− p)(n−2)(t1+t2+t3).
It is direct that
Pr
[
lj = t3
∣∣∣∣lij = t1li = t2
]
=
(
m− t1 − t2
t3
)
pt3(1− p)m−t1−t2−t3
and
Pr[li = t2|lij = t1] =
(
m− t1
t2
)
pt2(1− p)m−t1−t2
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while li,j is distributed as inB(m, p2). For t1 > 0, we define the following quantities.
A+3 =
m−t1−t2∑
t3=0
Pr
[
deg(i) = 1
deg(j) = 1
∣∣∣∣∣lij = t1li = t2lj = t3
]
Pr
[
lj = t3
∣∣∣∣lij = t1li = t2
]
= (1− p)(n−2)(t1+t2) (1− p+ p(1− p)n−2)m−t1−t2
in the second derivation we use the equality (t + s)x =∑xi=0 t isx−i, for a positive integer x and reals t, s. Let
A+2 =
m−t1∑
t2=0
A+3 · Pr[li = t2|lij = t1]
= (1− p)(n−2)t1 [(1− p)(1− p+ p(1− p)n−2)+ p(1− p)n−2]m−t1 .
Let, also,
A+1 =
m∑
t1=1
A+2 · Pr[lij = t1]
= [p2(1− p)n−2 + (1− p2)(1− (1− (1− p)n−2)(2p− p2))]m − [(1− p2)(1− (1− (1− p)n−2)(2p− p2))]m
= [p2(1− p)n−2 + (1− p2)(1− (1− (1− p)n−2)(2p− p2))]m
×
(
1−
(
1− p2(1−p)n−2
p2(1−p)n−2+(1−p2)(1−(1−(1−p)n−2)(2p−p2))
)m)
.
The quantity A+1 is equal to the probability Pr[deg(i) = deg(j) = 1, li,j > 0]. For p = C
√
log n
nm we get the following: Noting
that np → 0 the first term in the product is equal to exp(−2nmp2(1 − o(1))). The same holds for the denominator in
the second term. Noting, also, that mp2 → 0 and using Bonferroni inequalities we get that the second term is equal to
mp2(1− O(np)). Thus,
Pr[deg(i) = deg(j) = 1, li,j > 0] = mp2 exp(−nmp2)(1− o(1)).
Similarly, we define the following quantities: Let
A03 =
m−t2∑
t3=0
Pr
[
deg(i) = 1
deg(j) = 1
∣∣∣∣∣lij = 0li = t2lj = t3
]
Pr
[
lj = t3
∣∣∣∣lij = 0li = t2
]
= (n− 2)2 [1− (1− p)t2] (1− p)(n−3)t2 [1− p+ p(1− p)n−3]m−t2 (1− (1− p2 (1−p)n−3
1−p+p(1−p)n−3
)m−t2)
.
Let
A02 =
m∑
t2=0
A03 · Pr[li = t2|li,j = 0]
= (n− 2)2 [((1− p)(1− p+ p(1− p)n−3)+ p(1− p)n−3)m
− ((1− p)(1− p+ p(1− p)n−3)+ p(1− p)n−2)m
−
(
(1− p)(1− p+ p(1− p)n−3)
(
1− p2 (1−p)n−3
1−p+p(1−p)n−3
)
+ p(1− p)n−3
)m
+
(
(1− p)(1− p+ p(1− p)n−3)
(
1− p2 (1−p)n−3
1−p+p(1−p)n−3
)
+ p(1− p)n−2
)m]
.
For convenience, we set
A = (1− p)(1− p+ p(1− p)n−3)
B = p(1− p)n−3
C = (1−p)n−3
1−p+p(1−p)n−3 .
It is easy to see that
A02 = (n− 2)2
[
(A+B)m
(
1− (1− pB
A+B
)m)− (A(1− p2C)+B)m (1− (1− pB
A(1−p2C)+B
)m)]
= (n− 2)2(A+B)m
[(
1− (1− pB
A+B
)m)− (1− p2AC
A+B
)m (
1−
(
1− pB
A(1−p2C)+B
)m)]
.
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Setting p = C
√
log n
nm we have that np→ 0,mp2 → 0.
A = (1− p)(1− O(np2)) = (1− p)(1− o(1))
B = p(1− O(np))
C = 1− O(np)
A+B = 1− 2np2(1+ O(np2))
and we get that
A20 = n2(1− 2np2(1+ O(np2)))m
(
m
pB
A+B −
(
m
2
)(
pB
A+B
)2
(1+ o(1))
−
(
1−m p
2AC
A+B +
(
m
2
)(
p2AC
A+B
)2
(1+ o(1))
)
×
(
m
pB
A(1− p2C)+B −
(
m
2
)(
pB
A(1− p2C)+B
)2
(1+ o(1))
))
= n2 exp (−2nmp2 + o(1)) (mp2 ( B/p
A+B −
B/p
A(1− p2C)+B
)
+
(
m
2
)
p4
(
−
(
B/p
A+B
)2
+
(
B/p
A(1− p2C)+B
)2
+ 2 ABC/p
(A+B)(A(1− p2C)+B)
))
(1− o(1))
= n2 exp (−2nmp2) (−mp4 + 2(m
2
)
p4
)
(1− o(1))
= (nmp2)2 exp (−2nmp2) (1− o(1))
A01 = (1− p2)mA02 = (nmp2)2 exp
(−2nmp2) (1− o(1))
since mp2 → 0. First, it is straightforward that A01 is equal to Pr[deg(i) = deg(j) = 1, li,j = 0]. The claim follows by noting
that pi,j1,1 = A01 + A+1 and A+1 = o(A01). 
Proof of Claim 3. Let li,j be the number of elements that are chosen by both the vertices i, j. Let li be the number of elements
that vertex i chooses and the vertex j does not choose. Similarly, let lj be the number of vertices that the vertex j chooses
and the vertex i does not choose.
pi,j0,0 =
∑
t1,t2,t3
Pr
[
deg(i) = 0
deg(j) = 0
∣∣∣∣∣lij = t1li = t2lj = t3
]
Pr
[
lj = t3
∣∣∣∣lij = t1li = t2
]
Pr[li = t2|lij = t1]Pr[lij = t1]
where the 0 ≤ t1, t2, t3 ≤ m. Also, it is straightforward that if t1 = 0, then
Pr
[
deg(i) = 0
deg(j) = 0
∣∣∣∣∣lij = t1li = t2lj = t3
]
= (1− p)(n−2)(t2+t3).
Also, if t1 > 0, then
Pr
[
deg(i) = 0
deg(j) = 0
∣∣∣∣∣lij = t1li = t2lj = t3
]
= 0.
It is easy to see that
Pr
[
lj = t3
∣∣∣∣lij = t1li = t2
]
=
(
m− t1 − t2
t3
)
pt3(1− p)m−t3
also
Pr[li = t2|lij = t1] =
(
m− t1
t2
)
pt2(1− p)m−t1−t2
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and li,j is distributed as inB(m, p2). Let
A03 =
m−t2∑
t3=0
Pr
[
deg(i) = 0
deg(j) = 0
∣∣∣∣∣lij = 0li = t2lj = t3
]
Pr
[
lj = t3
∣∣∣∣lij = 0li = t2
]
= (1− p)(n−2)t2 (1− p+ p(1− p)n−2)m−t2 .
Also, let
A02 =
m∑
t2=0
A03 · Pr[li = t2|li,j = 0]
= (p(1− p)n−2 + (1− p)(1− p+ p(1− p)n−2))m
and
A01 = (1− p2)mA02.
Clearly, pij00 = A01. Setting p = C
√
log n
nm , we get:
A02 =
(
1− O(np2))m = exp (−nmp2) (1− o(1))
since np→ 0. The lemma follows by noting that (1− p2)m = 1− o(1), sincemp2 → 0. 
Proof of Claim 4. Let li,j be the number of elements that are chosen by both the vertices i, j. Let li be the number of elements
that vertex i chooses and the vertex j does not choose. Similarly, let lj be the number of vertices that the vertex j chooses
and the vertex i does not choose.
By the law of total probability we have
pi,j1,0 =
∑
t1,t2,t3
Pr
[
deg(i) = 1
deg(j) = 0
∣∣∣∣∣lij = t1li = t2lj = t3
]
Pr
[
lj = t3
∣∣∣∣lij = t1li = t2
]
Pr[li = t2|lij = t1]Pr[lij = t1]
where the 0 ≤ t1, t2, t3 ≤ m. Also, it is straightforward that if t1 = 0, then
Pr
[
deg(i) = 1
deg(j) = 0
∣∣∣∣∣lij = t1li = t2lj = t3
]
= (n− 2) [1− (1− p)t2] (1− p)(n−3)t2(1− p)(n−2)t3 .
Also, if t1 > 0, then
Pr
[
deg(i) = 1
deg(j) = 1
∣∣∣∣∣lij = t1li = t2lj = t3
]
= 0.
It is easy to see that
Pr
[
lj = t3
∣∣∣∣lij = t1li = t2
]
=
(
m− t1 − t2
t3
)
pt3(1− p)m−t3 .
Also,
Pr[li = t2|lij = t1] =
(
m− t1
t2
)
pt2(1− p)m−t1−t2
and li,j is distributed as inB(m, p2). Let
A03 =
m−t2∑
t3=0
Pr
[
deg(i) = 1
deg(j) = 0
∣∣∣∣∣lij = 0li = t2lj = t3
]
Pr
[
lj = t3
∣∣∣∣lij = 0li = t2
]
= (n− 2) [1− (1− p)t2] (1− p)(n−3)t2 [1− p+ p(1− p)n−2]m−t2 .
Let
A02 =
m∑
t2=0
A03 · Pr[li = t2|li,j = 0]
= (n− 2) [((1− p)(1− p+ p(1− p)n−2)+ p(1− p)n−3))m
− ((1− p)(1− p+ p(1− p)n−2)+ p(1− p)n−2))m] .
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Setting
A = (1− p)(1− p+ p(1− p)n−2)
B = p(1− p)n−3
we get that
A02 = (n− 2)(A+B)m
(
1−
(
1− pB
A+B
)m)
.
It is easy for one to see that
pi,j1,0 = (1− p2)mA02
Setting p = C
√
log n
nm for a fixed positive real C , we get
A = (1− p)(1+ o(1))
B = p(1+ o(1))
A+B = 1− 2np2(1+ o(1)).
Thus, we get
pi,j1,0 = nmp2 exp
(−2nmp2) (1+ o(1)).
The claim follows by noting that pi,j1,0 = pi,j0,1. 
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