Abstract. We define Jordan quadruple systems by the polynomial identities of degrees 4 and 7 satisfied by the Jordan tetrad {a, b, c, d} = abcd + dcba as a quadrilinear operation on associative algebras. We find further identities in degree 10 which are not consequences of the defining identities. We introduce four infinite families of finite dimensional Jordan quadruple systems, and construct the universal associative envelope for a small system in each family. We obtain analogous results for the anti-tetrad [a, b, c, d] = abcd − dcba. Our methods rely on computer algebra, especially linear algebra on large matrices, the LLL algorithm for lattice basis reduction, representation theory of the symmetric group, noncommutative Gröbner bases, and Wedderburn decompositions of associative algebras.
Introduction
In this paper we study the quadrilinear operations {a, b, c, d} = abcd + dcba and [a, b, c, d] = abcd − dcba in associative algebras. The first is the Jordan tetrad which plays an important role in the structure theory of Jordan algebras [28, 31] . The second is the anti-tetrad, which seems not to have been studied until now.
Motivation.
In an associative algebra for n ≥ 2 we define the n-tad to be this n-ary multilinear operation: {a 1 , . . . , a n } = a 1 · · · a n + a n · · · a 1 . For n = 2 we obtain the Jordan product {a, b} = ab+ba satisfying commutativity and the Jordan identity: {a, b} ≡ {b, a}, {{{a, a}, b}, a} ≡ {{a, a}, {b, a}}.
There are further "special" identities satisfied by the Jordan product in every associative algebra which do not follow from the defining identities; the simplest occur in degrees 8 and 9 and are called the Glennie identities [17, 18] . A Jordan algebra is "special" if it can be represented as a subspace of an associative algebra closed under the Jordan product; otherwise, it is "exceptional". If a special Jordan algebra is finite dimensional then its universal associative enveloping algebra is also finite dimensional. A survey of the role of identities in Jordan theory has been given by McCrimmon [26] . For the structure and representation theory of finite dimensional Jordan algebras, see Jacobson [21] . For the modern theory including infinite dimensional algebras, see McCrimmon [27] .
For n = 3 we obtain the Jordan triple product abc + cba; in every associative algebra, this operation satisfies identities which define Jordan triple systems (JTS): In contrast to the Jordan identity these identities are multilinear. There are special identities in higher degree: identities satisfied by the Jordan triple product in every associative algebra but which do not follow from the defining identities [24, 25] . For the classification of finite dimensional JTS, see [22, 29, 30] and for their universal associative envelopes, see [23] . Closely related to Jordan triple systems are the anti-Jordan triple systems (AJTS), see [16] . Finite dimensional simple AJTS have been classified [1] . These systems are defined by identities satisfied by the anti-Jordan triple product abc−cba in every associative algebra: Universal associative envelopes for one infinite family of simple AJTS have been constructed [15] . At the next step n = 4 we obtain the Jordan tetrad abcd + dcba, which arises in the study of symmetric elements of associative algebras. Let A n be the free unital associative algebra on generators x 1 , . . . , x n over a field F. The involution * : A n → A n defined on monomials by (
Conventions. Unless otherwise indicated, all computations are performed with the computer algebra system Maple using arithmetic over either the ring Z of integers or the field Q of rational numbers. To save computer memory, we often use arithmetic over the finite field F p for some prime p, followed by rational reconstruction to recover results over Z. We use the symbol ≡ to indicate that an equation holds for all values of the arguments.
Computational methods for polynomial identities
In this section we review rather informally the structure theory of the group algebra QS n from an algorithmic point of view, with a focus on applications to polynomial identities. For a more detailed exposition, see [9, §5] .
Representation matrices.
If F is a field of characteristic 0 or p > n, then the group algebra FS n is semisimple, and decomposes as the direct sum of simple two-sided ideals, each isomorphic to a full matrix algebra:
The sum is over all partitions λ of n, and we write R λ : FS n → M d λ (F) for the projection onto component λ. The dimension d λ of the irreducible representation [λ] can be computed from the Young diagram of λ using the hook formula. Given any permutation σ ∈ S n , the d λ × d λ representation matrix R λ (σ) in the natural representation has entries in {0, 1, −1} and can be efficiently computed using the methods of [11] and [9, Figure 1 ].
We study multilinear polynomial identities for nonassociative quadrilinear operations. Monomials in such an operation have degrees n ≡ 1 (mod 3). By an association type in degree n we mean a placement of operation symbols in a sequence of n arguments (without specifying the arguments). By the identity monomial for an association type in degree n we mean the monomial with the identity permutation a 1 · · · a n of the arguments. In general, a monomial in degree n consists of an association type applied to a permutation of the arguments. If there are t = t(n) distinct association types in degree n, totally ordered in some way, then any multilinear polynomial I of degree n can be written as a sum of t components I 1 + · · · + I t ; in each component, the terms differ only by the permutation of the arguments. We can therefore regard I as an element of the direct sum of t copies of the group algebra, (FS n ) t , on which S n acts by left multiplication. For each partition λ, we apply the projection R λ to each component I 1 , . . . , I t to obtain a sequence of t matrices of size d λ × d λ which we combine horizontally into a matrix of size d λ × td λ . This is the representation matrix for the component of I in partition λ. The row canonical form (RCF) of this matrix is the normal form of I for partition λ.
(We assume that zero rows have been removed from the RCF, so that a matrix in RCF always has full rank.) Each row of the RCF generates a submodule of (FS n ) t isomorphic to [λ] . Hence the rank of this matrix is the multiplicity of [λ] in the submodule of (FS n ) t generated by I. More generally, we consider a sequence I (1) , . . . , I (s) of s multilinear identities in degree n and the sd λ × td λ matrix in which the (i, j) block is the image under R λ of the terms of the i-th identity in the j-th association type. The rows of the RCF of this matrix provide a canonical set of generators for the isotypic component of type [λ] generated by I (1) , . . . ,
Polynomial identities.
The process of finding a complete set of generators for the S n -module of multilinear identities in degree n satisfied by the tetrad {a 1 , a 2 , a 3 , a 4 } consists of three steps. (For the anti-tetrad, the process is similar, but we must also keep track of sign changes resulting from reversal.) These computations take place in the multilinear subspaces Quad(n) of degree n in the free quaternary algebra with one operation satisfying {a 1 , a 2 , a 3 , a 4 } − {a 4 , a 3 , a 2 , a 1 } ≡ 0. Since Quad(n) is also a left S n -module (permutations act on the subscripts), we can regard it as the degree n component of the symmetric operad Quad generated by one quaternary operation for which the action of S 4 is given by the symmetry in degree 4; that is, the generating space Quad(4) is the quotient of the regular S 4 -module QS 4 by the left ideal generated by a 1 a 2 a 3 a 4 − a 4 a 3 a 2 a 1 .
Step 1. We distinguish two types of identities satisfied by the tetrad in degree n which are consequences of known identities in lower degrees.
• Type 1: Symmetries. Since the tetrad satisfies symmetry in degree 4, we use this to reduce the number of association types in degrees n > 4. For example, in degree 7 we reduce the number of association types from 4 to 2 as follows:
This does not eliminate all the identities in degree n which follow from symmetry in degree 4, since for each association type there remain identities of the form ι − τ ≡ 0 where ι is the identity monomial and τ is a monomial in the same association type obtained from ι by a single application of symmetry. For example, for one of the association types in degree 10 we have these identities: Symmetries of the association types generate a submodule Symm(n) ⊂ Quad(n).
• Type 2: Liftings. We assume by induction that we have already determined a set of S n−3 -module generators for the multilinear identities of degree n−3 satisfied by the tetrad. (We do not include the symmetry in degree 4 in this process, so n − 3 > 4.) Let I(a 1 , . . . , a n−3 ) ≡ 0 be such an identity. We consider n−3 substitutions of a tetrad for an argument of I, and two embeddings of I into a tetrad:
I({a 1 , a n−2 , a n−1 , a n }, a 2 , . . . , a n−3 ), . . . , I(a 1 , . . . , {a i , a n−2 , a n−1 , a n }, . . . , a n−3 ), . . . ,
. . , {a n−3 , a n−2 , a n−1 , a n }), {I(a 1 , a 2 , . . . , a n−3 ), a n−2 , a n−1 , a n }, {a n−2 , I(a 1 , a 2 , . . . , a n−3 ), a n−1 , a n }.
These multilinear polynomials clearly vanish, and form a set of S n -module generators for the multilinear identities in degree n which are consequences of I. We repeat this process for every generator in degree n−3. Iteration of this process produces a set of generators for the S n -module of identities for the tetrad in degree n which are consequences of the known identities of lower degree. The liftings of the identities of lower degree generate a submodule Lift(n) ⊂ Quad(n).
Definition 2.1. The submodule Old(n) = Symm(n) + Lift(n) ⊂ Quad(n) consists of identities in degree n which are consequences of known identities of lower degree.
We use the methods of §2.1 to find canonical generators for Old(n). For each λ, we obtain the matrix RCF λ (Old(n)) whose rows are a set of independent generators for the simple summands [λ] in the isotypic component of type λ in Old(n).
Step 2. We determine all the multilinear identities satisfied by the tetrad in degree n. By §2.1, these identities are elements of Quad(n) = (FS n ) t , where t = t(n) is the number of association types in degree n. Each monomial in degree n can be expanded by applying the definition {a, b, c, d} = abcd + dcba to each occurrence of the operation symbol; the result is a multilinear associative polynomial of degree n: an element of FS n . This process extends linearly to Quad(n), giving the expansion map E n : Quad(n) → FS n , which is an S n -module morphism. The kernel of E n is the submodule of Quad(n) consisting of those multilinear polynomials which vanish after expansion into the free associative algebra. Definition 2.2. The submodule All(n) ⊂ Quad(n) is the kernel of E n : Quad(n) → FS n : all the multilinear identities in degree n satisfied by the tetrad.
We use the methods of §2.1 to find canonical generators for All(n). For each λ, we calculate the matrix RCF λ (All(n)) whose rows are a set of independent generators for distinct simple summands of type [λ] in All(n). We restrict E n to the corresponding isotypic component of its domain and codomain, obtaining the map
The matrix representing E λ n has size d λ × td λ , and the i-th block consists of the representation matrix of the expansion of the i-th identity monomial. We compute a canonical basis for the nullspace of E λ n as follows:
• we calculate RCF(E λ n ), its rank q, and its nullity td λ − q;
• we set the free variables (columns without leading 1s) to the standard basis vectors in F td λ −q and solve for the leading variables; • we put the resulting basis vectors into a matrix of size (td λ − q) × td λ ;
• we compute the RCF of this matrix, which is RCF λ (All(n)).
Step 3. We compare the results of Steps 1 and 2 to determine whether there exist new multilinear identities satisfied by the tetrad in degree n. Definition 2.3. The quotient module New(n) = All(n)/Old(n) consists of the new identities for the tetrad in degree n: a complete set of representatives for the equivalence classes of all identities modulo old identities.
To obtain a canonical set of generators for New(n), for each λ we compare the matrices RCF λ (Old(n)) and RCF λ (All(n)). If these two matrices have the same rank, they must be equal; this indicates that every identity in the isotypic component λ follows from identities of lower degree. If the ranks are not equal, then oldrank(λ), the rank of RCF λ (Old(n)), must be strictly less than allrank(λ), the rank of RCF λ (All(n)); moreover, the row space of RCF λ (Old(n)) must be a subspace of the row space of RCF λ (All(n)). The difference allrank(λ) − oldrank(λ) is the multiplicity of [λ] in New(n). To find S n -module generators for the isotypic component λ in New(n), we identify the positions (i 1 , j 1 ), . . . , (i oldrank , j oldrank ) of the leading 1s in RCF λ (Old(n)), and the analogous positions (i
Comparing these two sets of positions, we obtain
of RCF λ (All(n)) are the canonical generators of New(n). In general, rational reconstruction is extremely ill-defined: we want to compute an inverse for a partially-defined infinity-to-one map. Therefore it is only effective when we have a good theoretical understanding of the arithmetical nature of the expected results. In our computations, we may assume that the correct rational coefficients have a common highly composite denominator. The reason is that the vector spaces we study are all modules over the symmetric group S n , and in the Wedderburn decomposition of the group algebra QS n into a direct sum of full matrix algebras, the matrix units are linear combinations of permutations in which the coefficients have n! as their common denominator. Moreover, FS n is semisimple whenever F has characteristic 0 or p > n, so formulas giving the Wedderburn decomposition in rational arithmetic also apply to modular arithmetic with a prime larger than the degree of the multilinear polynomial identities. For a more precise statement of this fact, see [8, Lemma 8] .
If we use a large enough prime, say p > n! rather than p > n, then we can recognize the common denominator d of the rational coefficients from the distribution of the congruence classes modulo p: the modular coefficients are clustered near the congruence classes representing i/d for 1 ≤ i ≤ d − 1. This allows us to recover the rational coefficients; we then multiply by the LCM of the denominators to get integer coefficients, and finally divide by the GCD of the coefficients to get the integer vector with least Euclidean length which is a scalar multiple of the original coefficient vector. Once we have a realistic conjecture for the correct integer coefficients, we can perform a much simpler computation using rational arithmetic to verify the results.
Most of our computations involve finding a basis of integer vectors for the nullspace of a matrix with integer entries. In some cases, the modular methods described in the previous paragraphs give good results, meaning that the basis vectors have small Euclidean lengths. In other cases, we obtain much better results using the Hermite normal form (HNF) of an integer matrix (the analogue over Z of the RCF) together with the LLL algorithm for lattice basis reduction. If A is an s × t matrix over Z then computing the HNF of the transpose produces two matrices over Z: a t × s matrix H and a t × t matrix U with det(U) = ±1 such that UA t = H. If rank(A) = r then the bottom t − r rows of U form a lattice basis for the left integer nullspace of A t , which is the right integer nullspace of A. We then apply the LLL algorithm with increasing values of the parameter to this basis in order to obtain shorter basis vectors. We define a precise measure of the size of a lattice basis consisting of integer vectors v 1 , . . . , v k by the number of decimal digits in the product of the Euclidean lengths of the vectors:
For a more detailed discussion of the application of HNF and LLL to polynomial identities, including algorithms in pseudocode, see [6, §3] and the monograph [3] .
Defining identities for Jordan quadruple systems
In this section we determine a complete set of S n -module generators for the multilinear polynomial identities satisfied by the tetrad in degrees 4 and 7. Proof. Consider two copies of the group algebra QS 4 ; the first, denoted Q, is the multilinear subspace of degree 4 in the free quaternary algebra with one operation {−, −, −, −}; the second, denoted A, is the multilinear subspace of degree 4 in the free associative algebra. Bases of Q and A are the sets { {a
We initialize the 24 × 24 expansion matrix E in which the (i, j) entry is the coefficient of the i-th associative monomial in the expansion of the j-th quaternary monomial, and compute its RCF, which has rank 12, and hence nullity 12. We obtain a basis for the nullspace by setting the free variables equal to the standard basis vectors in Q 12 and solving for the leading variables. We put these basis vectors into a 12 × 24 matrix and compute its RCF; every row represents a permutation of the stated symmetry.
Theorem 3.2. Every multilinear identity in degree 7 satisfied by the tetrad in every associative algebra is a consequence of the symmetry and these three identities in degree 7:
+ {{e,c,b,d},a,g, f } + {a,{b,c,g, f },e,d} + {c,{b,a, f ,g},e,d} − { f ,{b,c,e,g},a,d} − {g,{b,a,e, f },c,d} + {e,{a,g, f ,c},b,d} ≡ 0.
Proof. By symmetry, we need to consider only two association types in degree 7,
each having 7!/2 = 2520 distinct multilinear monomials, for a total of 5040. A basis of Quad (7) consists of these monomials ordered by association type and then by lex order of the permutation. A basis of the group algebra QS 7 , the multilinear subspace in the free associative algebra, consists of the permutations in lex order. We record the expansion of the identity monomial in each association type:
The other expansions are obtained by permutation of the arguments, since the expansion map E : Quad(7) → QS 7 is an S 7 -module homomorphism. Using modular arithmetic (p = 101) we initialize a 5040 × 5040 matrix in which the (i, j) entry is the coefficient of the i-th associative monomial in the expansion of the j-th quaternary monomial. We compute the RCF and find that the rank is 2520, and hence the nullity is 2520. As in the proof of Lemma 3.1, we find a basis of the nullspace; every coefficient belongs to {0, 1, 2, 50, 51, 99, 100}. For each vector, we multiply by 2 if 50 or 51 is a coefficient, and do nothing otherwise. Since the rows are coefficient vectors of polynomial identities, we can multiply by nonzero scalars to obtain equivalent identities with simpler coefficients. Reducing modulo p using symmetric representatives, the coefficients belong to {−4, −2, −1, 0, 1, 2, 4}. We regard these as integers, and sort the vectors by increasing Euclidean length.
The next step is to extract from the linear basis of 2520 vectors a much smaller set of generators for the nullspace as an S 7 -module. Using modular arithmetic, we initialize a zero matrix consisting of upper and lower 5040 × 5040 blocks. For each vector, regarded as the coefficients of a polynomial identity, we:
• check to see if the identity belongs to the row space of the matrix;
• if not, apply all permutations of the arguments to the identity, and store the results in the rows of the lower block; • compute the RCF of the matrix; if the rank increases, record the identity as a generator (at this point, the lower block is again zero). Only four identities increase the rank, and one belongs to the submodule generated by the others, which are independent (none is a consequence of the other two). These are the three identities in the statement of this theorem. Remark 3.3. The identities of Theorem 3.2 can be checked by hand. For example, the expansion of the first identity into the free associative algebra produces abcde f g + g f eabcd + dcbae f g + g f edcba + ab f edcg + gcdab f e + e f badcg + gcde f ba + dc f eabg + gbadc f e + e f cdabg + gbae f cd
We need computer algebra to prove that these identities are a complete set of S 7 -module generators for the tetrad identities in degree 7. Table 1 gives the multiplicity of the S 7 -module [λ] in the kernel of the expansion map for each partition λ.
Proof. of the association types, since there are no liftings of identities from lower degrees. There are two association types each with one symmetry:
Under "symmetries", columns 3 and 4 (rows, cols) give the size of the representation matrix for the symmetries, and column 5 (symm) gives its rank. Under "expansions", columns 6 and 7 give the size of the expansion matrix, column 8 gives its rank, and column 9 gives the nullity of its transpose. (For an explanation of using the transpose, see [5, pp. 446-447] .) Column "new" is the multiplicity of the module [λ] (null minus symm) in the kernel of the expansion map.
Remark 3.6. The data in Table 1 show that there is no point in searching for possibly simpler nonlinear identities whose linearizations are equivalent to the identities of Theorem 3.2. If I ≡ 0 is a nonlinear identity of degree 7, then every monomial of I contains k ≥ 2 occurrences of some variable, say a. In L(I), the linearization of I, the variable a is replaced by k distinct variables a 1 , . . . , a k and L(I) is invariant under all permutations of these variables. To obtain the consequences of L(I) in partition 1 7 , we evaluate the alternating sum over all permutations of the variables in L(I), but this is clearly 0, contradicting the multiplicity 2 for the module [1 7 ].
Special identities in degree 10 for the tetrad
In this section we show that there are identities for the tetrad which do not follow from the defining identities for JQS. (We have not included these identities in Definition 3.4, so that the operad for JQS is quadratic and admits a Koszul dual.) Definition 4.1. Let A be an associative algebra and let JQS(A) be the underlying vector space of A with the tetrad as the operation. If Q is a JQS, we call Q special if there is an embedding Q ֒→ JQS(A) for some A; otherwise we call Q exceptional. If I ≡ 0 is a polynomial identity which is satisfied by the tetrad in every associative algebra but which does not follow from the defining identities for JQS, then we call I a special identity for the tetrad.
Open Problem 4.2. Do there exist exceptional JQS?
Theorem 4.3. For the tetrad, and for each partition λ of 10, columns "symm", "symmlift", "null" and "new" in the corresponding row of Table 2 contain respectively the multiplicity of [λ] in the modules Symm(10), Old(10), All(10) and New(10).
Proof. The symmetry in degree 4 implies that every association type for a quadrilinear operation in degree 10 is equivalent to one of the following: These 8 types have respectively 1, 1, 1, 1, 2, 2, 3, 3 symmetries ι − τ ≡ 0 where ι is the identity monomial and τ is a monomial with a permutation of order 2 of the variables. We list the corresponding monomials τ for each type:
For each association type, each symmetry reduces the number of multilinear monomials by a factor of 2, so the total number of monomials is 10! = 9979200. This number is so large that we must decompose the computation into smaller pieces using the representation theory of S 10 . (To do the following computation without representation theory would require a 3628800 × 9979200 matrix.)
The symmetry implies that each identity I(a, b, c, d, e, f, g) from Theorem 3.2 produces 9 liftings in degree 10:
For each partition λ with module [λ] of dimension d λ , we construct a matrix M of size 9d λ × 8d λ ("rows" and "cols" under "symmetries and liftings") consisting of d λ × d λ blocks. To process an identity, we compute the representation matrices of its terms in each association type [9] , store these matrices in the last row of blocks, and compute the RCF of M, so the last row of blocks becomes zero. In this way, we process the symmetries of the association types and compute the rank of M (column "symm"). We retain these results in M and process the liftings; the rank of M increases (column "symmlift") to reach the multiplicity of [λ] in the module Old(10). When we are done, the rows of RCF(M) form a canonical set of generators for the isotypic component of [λ] Table 2 . S 10 -module multiplicities for the tetrad in degree 10
For each partition λ, we construct a matrix X of size 8d λ × d λ ("rows" and "cols" under "expansions") consisting of d λ × d λ blocks; the i-th block contains the representation matrix for the terms of the expansion of the identity monomial in the i-th association type. We compute the RCF of the transpose X t and find its rank (column "rank") and nullity (column "null); we then extract a basis for the nullspace by setting the free variables to the standard basis vectors and solving for the leading variables. We put the nullspace basis into the rows of a matrix N and compute the RCF. The rows of RCF(N) form a canonical set of generators for the isotypic component of [λ] in All (10) .
If the multiplicity of [λ] in Old(10) coincides with its multiplicity in All(10), then there are no new identities for partition λ. (In this case, we check the consistency of the computations by verifying that the two submodules are equal, which amounts to verifying that the two matrices in RCF are equal.) Otherwise, there are new identities in degree 10 for the tetrad corresponding to partition λ.
Open Problem 4.4.
Determine a minimal set of multilinear identities in degree 10 for the tetrad which generate New(10) as an S 10 -module.
In the rest of this section we present some nonlinear special identities in degree 10 for the tetrad. These identities correspond to the partitions λ = s1 t (s + t = 10) for which column "new" in Table 2 is nonzero, namely λ = 61 4 , 51 5 , 41 6 . The corresponding Young diagrams have a long first row and a long tail. For these λ, the structure theory of QS 10 allows us to assume that the identity is a symmetric function of the variables in the first row and an alternating function of the variables in the tail, and this reduces the computational problem to a manageable size. We first recall the notion of linearization matrices, called operators in [7, §2] . Definition 4.5. Let n = n 1 + · · · + n k (n ≥ n 1 ≥ · · · ≥ n k ≥ 1) be a partition and µ = µ(a n 1 1 , . . . , a n k k ) a quaternary monomial of multidegree (n 1 , . . . , n k ). 
where P i is the symmetric group on N i and ǫ i : P i → {±1} is the sign. 
Linearization matrices make it much easier to compute the representation matrix for the linearization of a nonlinear monomial µ: we can use the basic linearization ℓ(µ) of the nonlinear monomial instead of using all the terms in L + (µ).
Lemma 4.8. For all partitions n 1 , . . . , n k and λ and all monomials µ, we have
Proof. These equations follow directly from the definitions, the linearity of the maps, and the homomorphism property of a representation. For each λ, the primitive idempotents in the Young basis of the two-sided ideal in the group algebra correspond to standard tableaux; each idempotent is the product of the symmetric sum over row permutations and the alternating sum over column permutations. Hence an identity corresponding to a partition λ with first row of size s and tail of size t is symmetric in the first s variables and alternating in the last t variables. This allows us to reduce the number of monomials by considering only those in which the non-repeated variables appear in increasing order, and identifying these monomials with the corresponding alternating sums. We write in detail the proof for λ = 61 4 ; the others are similar. Let J be the multihomogeneous subspace with variables a 6 bcde in the free quaternary algebra with one operation {−, −, −, −} satisfying symmetry in degree 4. For the eight association types (2) we have respectively 134, 134, 134, 134, 86, 86, 49, 52 monomials, and so dim J = 809 (recall that the non-repeated variables appear in increasing order). Let A be the corresponding multihomogeneous subspace in the free associative algebra; we have dim A = 5040. We construct the 809 × 5040 expansion matrix E in which the (i, j) entry is the (integer) coefficient of the j-th associative monomial in the expansion of the i-th quaternary monomial. Using modular arithmetic, we compute RCF(E) and obtain rank 110 and nullity 699; the entries of the RCF are 0, ±1, ±2, ±4. We identify the columns which contain leading 1s; these columns j 1 , . . . , j 110 form a basis of the column space. Using integer arithmetic, we combine these columns of E into a much smaller 809 × 110 matrix E ′ . We compute H = HNF(E ′ ) and confirm that the rank and nullity have not changed in characteristic 0; this computation also provides an 809 × 809 unimodular matrix U such that UE ′ = H. The last 699 rows of U form a lattice basis for the integer nullspace of E ′ ; they have already been reduced using the LLL algorithm, and the entries are 0, ±1, ±2. Using formula (1), this basis has size ≈ 607. To get identities as simple as possible, we apply the LLL algorithm again, with standard parameter 3/4; this new basis has size ≈ 537. We sort these 699 vectors by increasing length. Figure 1 . Some special identities for the tetrad in degree 10
We proceed as in the proof of Theorem 4.3 using modular arithmetic (p = 101) but considering only partition λ = 61 4 . The matrix has size 1134 × 1008. We first compute the rank of the symmetries (704) and the symmetries with the liftings (941). The usual next step would be to process the linearizations of the 699 nonlinear identities obtained in the previous paragraph; this however produces multilinear identities with very large numbers of terms. In order to reduce the size of the computation, we use the equations of Lemma 4.8. We require a combination of symmetric linearization over the first 6 variables (in the first row of the Young diagram) with alternating linearization over the last 4 variables (in the tail). This involves a slight modification of the linearization matrices in Definition 4.7. Our combined linearization matrix is the sum of 6!4! = 17280 terms, but it factors as the product of two partial linearization matrices with respectively 6! terms (permutations σ ∈ S 6 acting on {1, . . . , 6}) and 4! terms (permutations τ ∈ S 4 acting on {7, . . . , 10}), for a total of only 6! + 4! = 744 terms:
This 126 × 126 matrix is surprisingly simple: it has rank 1 and 21 nonzero entries. Since the rank of all identities for λ = 61 4 is 942, we expect exactly one new identity. After processing the 699 nonlinear identities, we find that only one increases the rank. This is the identity in the statement of the theorem.
Four families of finite dimensional Jordan quadruple systems; examples of universal associative envelopes
In this section we consider some small examples of special JQS, and determine the structure of their universal associative envelopes. We first define four infinite families A n , B n , C pqr , D pqq of finite dimensional JQS which are subspaces of matrix algebras which are closed under the tetrad.
• A n consists of all n × n matrices; the dimension is n 2 .
• B n consists of all n × n symmetric matrices; the dimension is 1 
n(n+1).
For the remaining systems, we recall the classification [10] of simple associative n-ary algebras in the case n = 4. We choose integers p, q, r ≥ 1 and consider block matrices of size p + q + r, where M pq is a matrix of size p × q:
This space is closed under the associative quadruple product of matrices.
• C pqr (p ≥ q, r) consists of all matrices (3); the dimension is pq + qr + rp.
• D pq consists of all matrices (3) with q = r where M pq = M t qp and Mis symmetric; the dimension is pq + 1 2 q(q+1). We consider the smallest non-trivial system J in each family: A 2 , B 2 , C 111 , D 11 with dimensions 4, 3, 3, 2 respectively. To construct the universal associative envelope U(J), we use noncommutative Gröbner bases in free associative algebras [4] : U(J) is the quotient F B /I(G) of the free associative algebra F B on a basis B of J by the ideal I(G) generated by the following set of relations:
We find a Gröbner basis of I(G) and identify the monomials in F B which do not have the leading monomial of any Gröbner basis element as a subword. The cosets of these monomials form a basis for U(J). If U(J) is finite dimensional, then we can determine its structure using the Wedderburn decomposition of associative algebras [2] . We consider the four smallest systems by increasing dimension. Proof. In the natural representation by 3 × 3 matrices, D 11 has this basis:
The only nonzero quadruple products are {a, b, a, a} = a and {b, a, a, b} = b. Hence U(D 11 ) = F a, b /I(G) where I(G) is generated by the following self-reduced set {g 1 , . . . , g 10 } in lex order of leading monomials with a ≺ b:
We make the Gröbner basis algorithm deterministic by considering the pairs (g i , g j ) in lex order of the subscripts (i, j); whenever their composition is reducible, we reduce the highest term in deglex order using the generator whose leading monomial is lowest in deglex order. For example, (g 2 , g 1 ) produces this composition:
We reduce this composition in three steps using g 2 , g 2 , g 1 as follows:
We cannot reduce further, so we record a 3 as a (monic) composition. This process gives the following set {h 1 , . . . , h 24 } of distinct nonzero reduced compositions:
We sort {g 1 , . . . , g 10 , h 1 , . . . , h 24 } by deglex order of leading monomials, and compute the normal form of each element with respect to the preceding elements. Many normal forms are 0, showing that I(G) is generated by these five elements:
All compositions of these elements reduce to 0, so we have a Gröbner basis for I(G).
Only d = 10 monomials in F a, b are not divisible any of the leading monomials:
The cosets of these monomials modulo I(G) form a basis for U(D 11 ). We calculate the structure constants for U(D 11 ) by computing the normal forms of the products of these monomials with respect to the Gröbner basis; see 
This matrix has full rank, so U(D 11 ) is semisimple. The center Z(U(D 11 )) is the nullspace of the d 2 × d matrix from [4, Corollary 15] ; the RCF of this matrix is
Hence a basis for Z(U(D 11 )) consists of (the cosets of) 1 and c = a 2 b + aba + ba 2 . We calculate c 2 = c, so x(x − 1) is the minimal polynomial of c. Hence a basis for Z(U(D 11 )) consisting of orthogonal primitive idempotents is {c, 1 − c}.
We compute the two-sided ideals in U(D 11 ) generated by c and 1 − c. We find that dim 1 − c = 1 so that 1 − c
Moreover, dim c = 9, so we expect that c M 3 (F). To obtain an isomorphism, we compute a basis for c , and find that it consists of the leading monomials of the Gröbner basis (excluding 1). The coset of b generates a 3-dimensional left ideal in c with basis e 1 = b, e 2 = ab, e 3 = a 2 b. We identify these with the standard basis vectors in F 3 and determine the elements of c corresponding to the matrix units E i j (1 ≤ i, j ≤ 3) .  For each i, j we determine c 1 , . . . , c 9 ∈ Q so that the coset of the generic element,
acts like the matrix unit E i j ; that is, E i j e k = δ jk e i . From Table 3 we obtain:
From this we obtain linear systems which determine c 1 , . . . , c 9 for each E i j , and solving these systems gives this isomorphism c M 3 (F): Proof. Our basis for C 111 consists of matrices defining the natural representation:
The nonzero quadrilinear products are: {a, c, b, a} = a, {b, c, a, b} = b, {c, b, a, c} = c. The original generating set for I(G) contains 45 elements and is already self-reduced. We obtain 290 distinct nontrivial compositions; the resulting set of 335 generators collapses to a self-reduced set of only 13 elements, which is a Gröbner basis: Hence U(C 111 ) has dimension 19; as in the proof of Proposition 5.1 we find that U(C 111 ) is semisimple, and its center has dimension 3. The cosets of these elements form a basis of the center consisting of orthogonal primitive idempotents:
These elements generate simple two-sided ideals of dimensions 1, 9, 9 respectively. We omit the isomorphisms of each simple ideal with a full matrix algebra.
Open Problem 5.4. Determine the structure of the universal associative envelope of C pqr for all p, q, r. Do we always have the isomorphism U(C pqr ) Q ⊕ 2 M n (Q) where n = pq + qr + rp? Proof. Our basis for B 2 consists of matrices defining the natural representation:
There are 19 nonzero quadrilinear products of these generators (which we omit). The original generating set for I(G) contains 45 elements and is already self-reduced. We obtain 533 distinct nontrivial compositions; the resulting set of 578 generators collapses to a self-reduced set of only 8 elements, which is a Gröbner basis:
Only 13 monomials in F a, b, c do not have a leading monomial of a Gröbner basis element as a subword:
Hence U(B 2 ) has dimension 13; as before, we find that U(B 2 ) is semisimple. The center has dimension 4 and the following basis:
These elements are not orthogonal primitive idempotents; unlike the previous two cases, to split the center we must extend the base field.
• First splitting: set e = 1 and x = a + b. The minimal polynomial of x is t 4 − t = t(t 3 − 1), so we set y = x and z = x 3 − e. Then y generates a 3-dimensional central ideal with identity element a 3 + b 3 , and ζ 1 = −z is a primitive idempotent.
• Second splitting: set e = a 3 + b 3 and x = a + b. The minimal polynomial of x is t 3 − 1 = (t − 1)(t 2 + t + 1), so we set y = x − e and z = x 2 + x + e. Then y generates a 2-dimensional central ideal with identity element − z.
Using the fact that ab = ba = 0 in U(B 2 ) since these monomials are in the Gröbner basis, we obtain the central basis of orthogonal primitive idempotents:
where β = 1 + √ −3. These four elements generate simple two-sided ideals of dimensions 1, 4, 4, 4 respectively. We omit the calculation of the isomorphisms of each simple ideal with a full matrix algebra.
Open Problem 5.6. Determine the structure of the universal associative envelope of B n for all n. In particular, after a quadratic extension K of Q, do we always have Proof. Our basis for A 2 consists of these matrices in the natural representation:
Defining identities for anti-Jordan quadruple systems
In 
Proof. For the anti-tetrad the rank is 2519 and the nullity is 2521. rows  cols  sym  rows  cols  rank  null  new   7  1  3  2  2  2  1  0  2  0  61  6  18  12  8  12  6  3  9  1  52  14  42  28  16  28  14  8  20  4  51   2 14  42  28  16  28  14  6  22  6  21   5   6  18  12  8  12  6  3  9  1  1   7   1  3  2  2  2  1  0  2  0   Table 4 . S 7 -module multiplicities for the anti-tetrad in degree 7
Lemma 6.4. Over a field of characteristic 0 or p > 7, for each partition λ column "new" of Table 4 gives the multiplicity of [λ] in the kernel of the expansion map for the anti-tetrad.
Since the multiplicity for the last partition is 0, we expect to find simpler nonlinear identities whose linearizations generate the S 7 -module of all multilinear identities for the anti-tetrad in degree 7 (compare Remark 3.6). This computation consists of two parts.
Part 1.
For each partition of 7 except the last, we construct the corresponding multiset of variables:
For each partition λ, we generate all permutations of the multiset; we write A λ for the number of these associative monomials. We then apply each of the two association types to all the permutations, and straighten them using the skewsymmetry in degree 4, to obtain a set of monomials in normal form; we write Q λ for the number of these quaternary monomials. For each λ, the nonlinear expansion matrix E λ has size A λ × Q λ . We write R λ and N λ for the rank and nullity of the expansion matrix. We use HNF and LLL to compute a lattice basis for the integer nullspace of E λ and sort these vectors by increasing Euclidean length. We linearize the nonlinear identities represented by the nullspace basis vectors, and then study the S 7 -module generated by these multilinear identities. We extract a smaller subset of these identities which generates the S 7 -module, as follows.
For each partition λ we retain only those identities which do not belong to the submodule generated by all previous identities (for λ and all previous partitions). We write G λ for the number of generators obtained in this way for partition λ. We summarize the results of these computations: Altogether this gives 109 nonlinear identities whose linearizations generate the 2521-dimensional S 7 -module of all multilinear identities satisfied by the anti-tetrad in degree 7 (modulo the consequences of the skew-symmetry in degree 4).
Part 2.
Starting at the end of the list of module generators obtained from Part 1, and working toward the beginning of the list, we remove the current (linearized) identity from the list and compute the dimension of the submodule generated by the remaining identities. If the dimension reaches 2521, then the current identity is redundant, and we remove it from the list. If this happens, the current identity is a consequence of identities which follow it in the list; by the way in which we extracted these generators in Part 1, we know that no identity is a consequence of the identities which precede it in the list. The result of this elimination process is a set of only three nonlinear identities with respectively 5, 5 and 12 terms, whose coefficients are all ±1. Even though we have three identities instead of the two identities of Theorem 6.2 with 6 and 21 terms, the total number of terms is smaller. We summarize the results of these computations in the next result. 
7. Special identities in degree 10 for the anti-tetrad
The notions of special and exceptional for AJQS, and special identities for the anti-tetrad, are the obvious analogues of Definition 4.1.
Open Problem 7.1. Do there exist exceptional AJQS?
Theorem 7.2. For the anti-tetrad, and for each partition λ of 10, columns "symm", "symmlift", "null" and "new" in the corresponding row of Table 5 contain respectively the multiplicity of [λ] in the modules Symm(10), Old(10), All(10) and New(10).
Open Problem 7.3. Determine a minimal set of multilinear identities in degree 10 for the anti-tetrad which generate New(10) as an S 10 -module.
In the rest of this section we present some nonlinear special identities in degree 10 for the anti-tetrad. These identities correspond to the partitions λ = st (s + t = 10) for which column "new" in Table 5 is nonzero, namely λ = 82, 73, 64, 5 2 . The corresponding Young diagrams have only two rows of lengths s and t. For these λ, the structure theory of QS 10 allows us to assume that the identity is a symmetric function of two disjoint sets of variables, so we may reduce the size of the computations by working with nonlinear monomials which have only two variables a and b occurring respectively s and t times. Figure 2 are satisfied by the anti-tetrad in every associative algebra but are not consequences of the defining identities for AJQS. Remark 7.5. For the anti-tetrad, we obtained better results using the LLL algorithm with a higher value of the reduction parameter. We illustrate with λ = 64; the underlying variables are a 6 b 4 which produce 210 associative monomials. The eight association types produce respectively 82, 82, 82, 82, 32, 32, 14, 14 nonlinear quaternary monomials for a total of 420. The 210 × 420 expansion matrix has rank 99 and nullity 321. Computing the HNF with an initial application of LLL produces a lattice basis of the nullspace with size ≈ 421 using equation (1) ; the coefficients belong to {0, ±1, ±2, −3}. Applying LLL with parameter 3/4 reduces the basis size to ≈ 389 with coefficients {0, ±1, ±2}. Applying LLL again with parameter 99/100 reduces the basis size to ≈ 337 with coefficients {0, ±1, −2}. We obtain three special nonlinear identities for this partition.
Theorem 7.4. The multihomogeneous identities in
[ [[a, a, b, a], a, b, a], a, a, a] − [a, [[a, a, a, b], a, b, a], a, a] − [a, [a, [a, a, b, a], a, a], b, a]   + [a, [a, [a, a, b, a], b, a], a, a] ≡ 0,   [[[a, a, b, a], a, b, a], b, a, a] + [[a, [a, b, a, b], a, a], b, a, a] − [a, [[a, a, b, a], b, a, a], b, a]   − [a, [[a, b, a, b], a, a, b], a, a] − [a, [[a, b, a, b], a, b, a], a, a] − [[a, a, b, a], [a, b, a, b], a, a] ≡ 0,   [[[a, a, b, a], b, b, a], a, a, a] − [a, [[a, a, a, b], a, b, b], a, a] + [a, [[a, a, b, a], a, b, b], a, a]   − [a, [[a, a, b, a], b, b, a], a, a] + [a, [[a, a, b, b], a, a, b], a, a] − [a, [[a, a, b, b], a, b, a], a, a] ≡ 0,   [[[a, a, b, a], a, b, a], a, a, b] − [a, [[a, a, a, b], a, b, a], a, b] + [a, [[a, a, b, a], a, a, b], a, b]   − [b, [[a, a, b, a], a, b, a], a, a] − [a, [a, [a, a, b, a], a, b], a, b] + [a, [a, [a, a, b, a], b, a] • A − n consists of all n × n matrices; the dimension is n 2 .
• B − n consists of all n × n skew-symmetric matrices; the dimension is 1 2 n(n−1). For the remaining systems, we choose integers p, q, r ≥ 1 and consider block matrices of size p + q + r as in equation (3).
• C − pqr (p ≥ q, r) consists of all matrices (3); the dimension is pq + qr + rp.
• D ) is Z-graded and infinite dimensional, and that for degree n ≥ 6, the dimension of the homogeneous subspace is ). Comparing our results with [14] suggests that U(D − p1
) is likely to be a (generalized) down-up algebra.
Remark 8.5. We did similar computations for D − 12 . The original set of 36 nonhomogeneous generators produced 341 distinct non-trivial compositions; after self-reduction the 377 generators became 19 elements. This set produced one more non-trivial composition, resulting in a Gröbner basis of 20 elements: The original set G of generators for the ideal I(G) contains 36 elements and is already self-reduced. We obtain 333 distinct nontrivial compositions of these generators; the resulting set of 369 generators collapses to a self-reduced set of only 13 elements, which is a Gröbner basis: These elements generate simple two-sided ideals of dimensions 1, 9, 9 respectively. We omit the isomorphisms of each simple ideal with a full matrix algebra. 
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