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1. INTRODUCTION 
Fuzzy matr ix  theory  is an important  subject of fuzzy set theory  and has been first described in [1] 
in detail .  And, as an interest ing theme of fuzzy relat ion theory, fuzzy relat ion equat ion was first 
proposed in [2] and a lot of results on it were obtained m [3,4]. After  then, many scholars have 
been interested in this theme and developed it both  in theoret ical  analysis and in applied aspect 
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(see [5-17]). Meanwhile, since the research of data mining theory based on fuzzy sets appeared, 
the notions of inner projection of a fuzzy relation and inner transformation by a fuzzy relation 
were proposed in [18,19]. Here it is worth noticing that a new kind of fuzzy relation equations 
can be formed in terms of inner transformation, and it is surely of significance to study such 
fuzzy relation equations. 
In this paper, we mainly investigate the fuzzy relation equations based on inner transformation. 
First, as two crucial concepts in fuzzy set theory, the inner projection of a fuzzy relation and the 
mner transformation by a fuzzy relation are introduced, and what is a fuzzy relation equation 
based on inner transformation is described. Second, as useful tools for solving such a fuzzy 
relation equation, the discriminative matrix and the discriminative vector are defined. On the 
basra of them, an approach of discriminating whether such a fuzzy relation equation has nonzero 
solution is obtained. At last, a procedure of solving such fuzzy relation equations is presented. 
The solution set of a fuzzy relation equation based on inner transformation is not closed with 
respect o join and meet operations, in general. This shows that the traditional methods being 
used for solving V-A composite fuzzy relation equations cannot be applied into the study of fuzzy 
relation equations based on inner transformation. 
2. INNER PROJECT ION OF  FUZZY RELAT IONS 
In this section, we define what is an inner projection of a fuzzy relation. First, we review some 
well-known concepts. 
Let U and V be two arbitrary given nonempty universes. For any fuzzy relation R C f (U  x V), 
we write 
R~(~) = 
Clearly, Rue ~(U) and Rv E 
projection of R on V. For any u0 
V R(u,e, Rv(~) = V R(~,v). 
vEV uEU 
~(V). Ru is called the projection of R on U and Rv the 
E U and v0 E V, we denote 
RM(v)  
Obviously, RI~ o e ~'(V) and Rlv o 
the cross-section of R at Vo. 
It is easy to verify the following 
Ru 
= R(uo,,~), Rr,o (*,) = R(~,  vo). 
E ~-(U). R[~ o is named the cross-section of R at uo and RIv o 
equalities between the projections and the cross-sections: 
= U RI., R~ = U RI,,, 
vEV uEU 
R= U ((~} x RIO = U (RI~, x {~,}), 
uEU vEV 
Rt,, = i f{u}  x V) n R)v ,  RI,, : ( (U x {v})  n R)u. 
Glven a fuzzy relation R C Jr(U x V), a transformation T and its inverse transformatlon T -I 
between f (U)  and ~-(V) can be induced by R: 
T: ~(U) ~ ~(V), A ~-~ T(A) = AoR = ((A x V) NR)v,  
T - l :  5r(V)--*F(U), B~T- I (B )=BoR T=( (BxU)  NRT)U , 
where R T E ~(V  x U) is the transpose of R, i.e., R T (v, u) = R(u, v). Evidently, the membership 
functions of T(A) and T-I(B) are as follows: 
T(A)(v) = (A o R)(v) = V (A(u) h R(u,v)), 
uEU 
T-I(B)(u) -- (B oR T) (u) = V (B(v) A R(u,v)). 
vEV 
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Next we introduce a new concept which plays a key and crucial rote in this paper. 
For any fuzzy relation R E Dr(U x V), we define 
R[uI = A{RI.  t~ ~ supp-Rv}, R[V] = N{RI= I~ ~ suppRu}. (1) 
The fuzzy sets R[u] E Dr(U) and R[v] E Dr(V) are called the tuner pro3ectzon of R on U and the 
znner pro3ectwn of R on V, respectively. 
REMARK 2.1. When R = ~, we stipulate that O[u] = ~e¢ ~[" = U and O[v] = N~e0 ~[~ = V. 
It is easy to see that the membership functions of R[u] and R[v] are 
R[v](u) = A{R(u ,v )  l v E supp Rv} 
and 
n[y](v) = A{R(u,v)  l u e suppRg},  
respectively. Especially, when R E P (U  x V) is a clear relation between U and V, the membership 
functions (i.e., characteristic functions) of R[u ] and R[v] are, respectively, 
Rtv ( ) = A - v (2) 
vEV 
and 
= A ((1 - Rv(u)) V R(u,v)). (3) 
uEU 
When U and V are finite universes, i.e., U = {Ul, u2, . . . ,  u~} and Y = {vl, v2,.. , vm}, the 
fuzzy relation R C Dr(U x V) can be written as a fuzzy matrix R = (r,3)~ x m, where r, 3 = R(u,, v3). 
And Ru and Rv can be written as fuzzy vectors 
Particularly, if every 
and wce versa. 
Put u m r,  = V j= I  r~j 
~V = r~ l ,  r~2, . . . ,  r~rn • 
~=1 ~=i ~=i / 
row (column) of R has nonzero entry, then supp Ru  = U (supp Rv = V), 
(I ~< i ~< n) and r~ = V~1 r~3 (I ~< j ~< m). Then we have 
Fl U =(r~,r~,. . ,rUn), Rv = ( r l , r  2 . . . . .  rm). 
Therefore, R[u] and RIv I can be expressed by fuzzy vectors as follows: 
R[U] = r l3v ,  r23v , .  • • , rn3v  , 
p=l  p=l  
where {jl, 32,- . . ,  2t} C {1, 2 , . . . ,  m} satisfies the conditions below: 
(a) < # o, Ep=l ,~ 
(b) 3 e {1 ,2 , . . . ,m} \ {31,3~,. . . ,3d ~ ~; = 0; 
(AA A) R[V  ] = r~k l ,  r~2,  • . .  ~ r ,km 
kk=l  k=l k=l 
where {11, z2,..., Is} C_ {i, 2,..., n} satisfies the conditions below: 
(c) A;~=~ r?~ # 0, 
(d) iE  {1,2,..  ,n} \{z l , ,2 ,  , z ,}~r~=0.  
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In particular, if supp Ru ---- U(supp Rv = V), then we have 
R[v] = r~l, r,~, . . . , r~  R[u] = r b ,  r2 j , . . . ,  r~j . 
~=i ~=i ~=i \]=i 3=I 3=1 
REMARK 2.2. The following example shows that expressions (2) and (3) do not hold for a fuzzy 
relation. 
EXAMPLE 2.1. Let U = {ul, u2} and V -- {vl, v2, v3}. Conmder the fuzzy matrix 
( R = 0.2 0.7 0.6 0.1 0.4 E J r (U×V) .  
By expression (1), we have R[u} = (0.2, 0.1). However, since Rv = (0.6,0.7,0.5), the right-hand 
of expression (2) is (0.4, 0.3). 
3. INNER TRANSFORMATION UNDER FUZZY RELATION 
Using the inner projection of a fuzzy relation, we can induce a new type of fuzzy transformations 
which are named inner transformations. 
For any R E jr(U x V), we define 
S :  jr(U) -~ ~(V),  
s -~:  s (v )  -~ jr(u) ,  
A ~ S(A) = A * R = ((A x V) n R)[v], (4) 
B ~ S-*(B)  = B * R ~ = ((B x U) n Rr)iul. (5) 
The mapping S is called an inner transformatwn from 9r(U) to Jr(V) by R, and S -1 is called 
an reverse tuner transformation from $'(V) to 5v(U) by R. Obviously, we have 
S(A)(v)  = A {A(u) A R(u,v)  [ u e supp((A × V) n R)u} ,  
S -1(B) (u)  = A {B(v) A R(u,v)  I v e supp((U x B) n R)v} .  
(6) 
Below, we only discuss the case of finite universes, i.e., U = {Ul ,U2 , . . . ,Un}  and V = 
{~]l,V2,...,Vm}. If A = (a l ,a2 , . . . ,an)  E jr(U), R = (r,j),~×m e 5r(V x V) and 1 ~< il < 
i2 < ' "  < zs ~< n, then R,~,,2 ...... denotes an s × m submatrix of R which is formed by the Z th 
th row, the ,~h row, . . . ,  the *s row of R, and A,~,, 2 .. . . .  denotes the vector (a,x,a,2,...  ,a,~). 
Now we define an operator @ as follows: 
®: j r (u)  × 7(u  × v )  ...... s (v ) ,  
(A,R) : ~.A®R= a~ Ar~l) , (a~ A r~2),..., a~Ar~m , 
~=i i=i 
where A = (a l ,a2, . . . ,  an) and R = (r~3)n×,~. In particular, 
(31, A, A ,) A~I,~ 2. . . .  ® R~1,~2, ~ = a~ A r~kl ), a, k A r,~2) . . . . .  (ai~ A r,~,~ . 
k=l  k=l  
LEMMA 3.1. I rA  E ~F(U) and R E ~(U x V), then 
supp((A x V) N R)u -= suppA N supp Ru, 
supp((U x B) n -R)v = suppB N suppRv.  
Fuzzy Relatmn Equations 627 
PROOF.  We only prove the first equality. In fact, 
u C supp((A x V) N R)u ((A x V) N R)u(u) > 0 
V ((Ax V) NRI(u,v) > 0 
vEV 
V (A(u)/x R(u, v)) > 0 
vEV 
d(u) A V R(u,v) > o 
vEV 
¢> A(u) > O, Rv(u) > O 
4=> u C supp A N supp Ru. 
The second equality is verified similarly. 
THEOREM 3.1. Let A = (a l ,a2 , . . .  ,an) E J=(U) and R = (r~a)nxm C .~(U x V). 
{u~, u~2,. . . ,  u~, } ~ 0 and supp Ru = U, then 
A * R = A~,,~= . . . .  ® R . . . . . . . . .  
I 
I f  supp A = 
PROOF. Since supp Ru D suppA,  we have supp((A × V)N R)u = supp A by the first equality of 
Lemma 3.1. Hence, for any v E V, we obtain 
(A* R)(v) = A{A(u)  A R(u,v) iu C suppA} 
= A{A, I , ,2 ,  ,,s A R,,,,2, .,,s (u, v) I u e supp A} 
= (A,~,,= .... ,. ® R,,,,= . . . .  ) (v) 
by expression (6). This completes the proof. I 
THEOREM 3.2. Let R = (r~3)nxm E 3z(U x V) and A = (al,a2,.. .  ,an) E ~(U). I f suppRv = 
{u,l, u,2, . . .  , u~. }, then 
A * R = A, 1 ,~2 . . . .  * R**,~2 . . . .  . 
PROOF. For any v C V, we have that 
( A * R)(v) = A {A(u) A R(u, v) I u e {u,,, u,2, . . , u,.} N supp A} 
= A{A(u)  A R(u, v) [ u e {u,~, u ,=, . . . ,  u,. } rq supp A,~,,= . . . .  } 
= A{A,~,,2 . . . .  (u) A R,~,,2 . . . .  (u, v) [ u e {u**, u ,2 , . . . ,  u** } rl supp A**,,= . . . .  } 
= (A,,,, 2 ,,~ • R,~,,2, ,,s)(v) 
by the first equahty of Lemma 3 1 and expression (6). This completes the proof. I 
THEOREM 3.3 Let _R = (r,j)nx,~ C .~(U x V) and A = (al ,a2, . . . ,an) C J:(U). I f suppAN 
supp Ru = {u**, u,2,. .  , u** } ~ 0, then 
A • R = A**,,~ . . . .  ® R,~,,2 . . . .  • 
Especially, // supp A n supp Ru = U, then A * R = A ® R. 
PROOF. Let suppRu = {ul~,ul~,...,ul~}. Then supp(Rl~,z=, ,l~)u = {ul,,uz=,...,uz~} and 
supp All,l=, ,z~ = {u,,, u ,=, . . . ,  u,~ } By Theorem 3 2 and Theorem 3.1, we have that 
A* R = All,12, ,l~ * R l l , l~ ,  ,l~ = A*~,~2, ~ ® R~,~2,.. ,~,. I 
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4. FUZZY RELAT ION EQUATIONS 
UNDER INNER TRANSFORMATION 
Let U = {Ul ,U2 , . . .  ,Un} and V = {v l ,v2 , . . . , vm} be two finite universes. For any given 
R = (r~3)n×,~ E jr(U × V) and B = (bl ,b2, . . . ,bm) C .,~(V), we consider a fuzzy relation 
equation as follows: 
X • R = B, (7) 
where X = (xl, x2 , . . . ,  xn) C Jr(U) is an unknown vector. Equation (7) is called a fuzzy relatwn 
equation based on inner transformatzon. Denote by X the solution set of equation (7). 
From 0[v] = V, we obtain the following lemma. 
LEMMA 4.1. Equation (7)has the followmg properties: 
(1) (0,0, . . .  ,0) c X if and on ly i fb l  = b2 . . . . .  bm = 1, 
(2) when R is zero matrix, X ~ 0 if and only if bl = b2 . . . .  b,~ = 1; and in this case, 
X = ([0, 1], [0, 1], . . . ,  [0, 1]). 
LEMMA 4.2. I f  R is a nonzero matrix and supp Ru ----- {u, 1, u ,2, . . . ,  u,8} ~ U, then 
X --- { (x l ,x2 , . . . , x~)  ] (x , l ,x ,2 , . . . ,x ,~)  e 2(1, x~ e [0,1], ~ # Zk (1 ~< k < s)}, 
where 2d 1 is the solution set of equation 
(x , , ,x ,2 , . . . ,x ,~)  . R,,,, 2 ..... ,~ = (bbb2, . . . ,bm).  
PROOF. By Theorem 3.2, we see that for any vector X = (Xl, x2 , . . . ,  x~) E Jr(U), 
X * R = Xh,~ ...... * R,~,,2,..*~" 
Hence, it is evident that the conclusion holds. | 
LEMMA 4.3. For anym th permutat iona = ~(1) ~(2) • ~(m) , 
X * R~ = B~ satisfies 
Xo=X,  
where R~ = (r,~0))~x,~ and B~ = (b~o), b~(2),..., b~(m)). 
PROOF. By the defimtion of Rz, supp(R~)u = supp Ru. For any X c X, if supp Xn  supp Ru = ~, 
thenB=Z*R=(1 ,1 , . . . ,1 )  andsuppXNsupp(R~)u=0.  Thus, Z*R~=(1 ,1 , . . ,1 )=Ba.  
If suppX N suppRu = {u, l ,u,~, . . . ,u,~} ~ 0, then by Theorem 3 3, X * R = X,~,, 2 .... ,~ ® 
R,~,, 2 . . . .  = B and so /~=~(x ,  k A r,~3 ) = b~ for all j (1 < j ~< m). Then for all j (1 <~ j ~< m), 
A~=I (x*k Ar*~0)) = b~0)" Since supp Xr~ supp(Rz)u = supp XN supp Ru, X*Rz  = X h,*~,. ,~ @ 
(R~)~,~ .. . . .  = B~. Hence, X E W~ and so X C_ X~. Similarly, we can prove that X~ C X. | 
For any B = (bl ,b2, . . . ,bm),  there exists an mth permutation ~r satisfying b~o) ~< b~(2) ~< 
<~ ba(m). By Lemma 4.3, X = Xz, where Xa is the solution set of the equation X * R~ = Bz. 
Hence, we always assume that supp Ru = U, and also, for the sake of convenience, suppose that 
bl~<b2~<.. .~<bm. 
For any zl,z2,. . .  ,i~ (1 ~< il < ~2 < "'" < is <~ n), we can form a fuzzy relation equation 
(x$1,xt2, . . . ,x~) * t~,l,$9 .... ,s ~- B. (8) 
Equation (8) is called an s-type subequation of equation (7); when s < n, it is called a true 
subequation and equation (7) is called the original equation of it. 
It is easy to know that equation (7) has C~ + C 2 +. . .  + Cn ~- l  = 2 '~ - 2 true subequations. 
A solution X = (x,~, x ,2 , . . . ,  x,,) of subequation (8) is called an tuner solution if xi~ Ax,~ A.. .  A 
x,~ ¢ 0. J( = (xl, x2 , . . . ,  x~) is called the extension of an inner solution X = (xz~,x,2,.. . ,  x,~) 
of subequation (8) if 
• ~ = { x~, ~ ~, p = ~,  (~ ~< p < n). (9) 
0, otherwise, 
The set of all inner solutions of subequation (8) is denoted by X,~,** . . . . .  and the set of their 
extensions is denoted by X,I,,~ . . . .  . 
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THEOREM 4.1. f f  X is an inner solutlon of subequation (8)~ then its extenslon X is a solution 
of equation (7). 
PROOF. Let X = (x~, x~2,.. . ,  x~). Then X~,~ 2 . . . .  = X. From Theorem 3.1, we have 
2 • R = 2~ 1,,2,. ,~ ® R~1,~2, ~ = X * P~1,~2, ,~ = B. 
Thus, 2 C X. | 
Since equation (7) has 2 n - 1 subequatlons, we denote by A'I, 2(2,... ,2d2~-1 the sets of inner 
solutions. 
THEOREM 4.2. The solution set X of equation (7) is expressed as follows: 
2~_1 
{(0'0""'0)}U( ul ~k>,  b l - -b2  ..... bin=I ,  
otherwise. 
k=l 
I 12~-12~k c X. Now let X be any nonzero solution of PROOF. By Theorem 4.1, we know ~k=l  
equation (7) and supp X = {u,1, u~2,... ,  u~ }. Then by Theorem 3.1, we have 
Xll ,~2 . . . .  * R '1 ,~2 . . . . .  ~- X*1,*  2 . . . .  @ R, I , ,  2 . . . .  ---- X • R = B.  
Hence, X, 1,,~ . . . . .  is an inner solution of a subequation of equation (7). Since X = )(~1,*~ . . . . .  X 
I 12~-1 ~?k. Considering (1) of Lemma 4.1, we complete the proof. | belongs to wk=l 
According to Theorem 4.2, all solutions of a fuzzy relation equation (7) can be obtained as long 
as the inner solutions of subequations are gotten successively. Moreover, if a subequation has 
inner solution, then its original equation has nonzero solution, naturally. Conversely, although 
a fuzzy relation equation (7) has nonzero solution, it is not certain that  any subequation of 
it has inner solution. Therefore, it is very necessary to discriminate whether a fuzzy relation 
equation (7) has nonzero solution. 
5. EX ISTENCE OF NONZERO SOLUTIONS 
First, we define the operator fl as follows: 
f l :  [0, 1] x [0, 1] ~ (0, 1, 8}, (b, r) ~-* bflr, 
where {0, 1, 0} is the linear lattice with 0 < 1 < 8 and 
0, b<r ,  
bflr = 1, b = r, 
O, b>r .  
From the definition above, we immediately obtain the following. 
LEMMA 5.1. For any fixed b 6 [0, 1], the following hold: 
(1) r 1 ~< r2 =::> bflrl >/bflr2, 
b l 1 (2) f l (Ak=l rk )  = Vk=,(bflrk). 
For a fuzzy relation equation (7), we denote 
[ blflrll b2flrl2 ...  
/k(R,B)  = [ blflr21, b2flr22 .. .  
| : 
\ blflrnt b2flrn2 .. .  
bmflr lm 
brn fl?'2m 
bmflrnm 
) 
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and (i, ,) ~(R,  B) = bl~ril), b2/3r,2),..., bmflr~m . 
l= l  
The matrix ~(R,  B) is called the &seriminatwe matrix of equation (7) and the vector Z~(R, B) 
is called the discmminative vector of equation (7). When ~(R,  B) = (~1, d2, . . . ,  ~,~), we define 
max{3 } ~1 ~--- ~2 . . . . .  ~3 = 1, 1 ~< 3 ~< m}, i~ 1 = 1, 
t (/k(R, B)) -= 0, ~1 = 0, 
and 
k(B)  = min{3 I bj+l =/):+2 . . . . .  b,~, 0 K 3 ~< m - 1}. 
Next we will separate the discussion into three settings. 
CASE 1. R = ( r ) lx , .  
In this case, equation (7) can be expressed as x • r = b. When b = 0, the equation has no 
solution. In fact, 0 * r = 1, and so 0 is not a solution. If x ¢ 0, then x • r = x A r # 0 = b since 
r > 0. This shows that the equation has no nonzero solution. Hereby, it suffices to consider only 
the case of b # 0. If there exists nonzero solution x, then x/~ r = b by Theorem 3.1. Thus, we 
have the following: 
(a) if 
(b) if 
(e) if 
CASE 2. 
In this 
A(R, B) = (1), i.e., b = r, then the set of nonzero solutions is [b, 1], 
A(R,  B) = (0), i.e., b < r, then the set of nonzero solutions is {b}, 
A(R,  B) = (0), i.e., b > r, then there is no nonzero solution. 
n = ( r , , r2 , . . . , rm)  (m > 1). 
case, equation (7) can be expressed as 
X* (rl ,r2 . . . .  ,rm) --- (bl,b2,. . . ,bm). (10) 
If bm= 0, then bl = b2 . . . . .  bm = 0. Hence, we easily obtain the following. 
LEMMA 5.2. I f  bin = O, then X = ~. 
Therefore, it suffices to consider only the case of bm ~ O. If there exists a nonzero solution x, 
then by Theorem 3.1, 
x A rt = bl, x A r2 = b2, . . . ,  x A rm = bm. 
Hence, r 3 ) b 3 for all 3 (1 ~< 3 ~ m). Thus, we easily obtain the following. 
LEMMA 5.3. I f  bin ~ 0 and equation (10) has a nonzero solution, then for any j (1 ~< j ~ m), 
~3 ¢ 0 and the set ~3 of nonzero solutions of equation x A r 3 = b 3 is as follows: 
[b : , l ] \{0},  d, =1,  
f~:= {bj}, 5:=0. 
THEOREM 5.1. Let b,~ • 0 and /~(R, B) = (dl, fi2,..., ~m). Then equation (10) has a nonzero 
solution if and only i f t ( [X(R,B))  >1 k(B) and 5, ¢ 0 t'or atl 3 (1 <~ 3 <~ m). 
PaooF .  Put t = t([X(R,B))  and k = k(B).  
"::~" By Lemma 5.3, 53 ¢ 0 for all j (1 ~< j ~< m). Suppose ~1 = 1. Then t /> 1. If 
t ) m - 1, then it is evident that t ) k. If t < m - 1, then 5t+1 = 0 and so ~2t+1 = {bt+l} by 
Lemma 5.3. Since ~t+l  (3 ~rn 7 ~ ~ and bt+l <~ bin, we have bt+l = bm by Lemma 5.3. Hence, 
bt+l -= bt+2 . . . . .  bm and so t /> k. Suppose 51 = 0. Then t = 0 and fh  = {bl}. Since 
~1 CI ~ra 7 £ ~ and bl ~< b,~, we have bl = bin. Hence, bl -- b2 . . . . .  bin, and so k = 0 = t. 
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"~"  Let t >/ k and 53 # 0 for all 3 (1 ~ 3 ~ rn). Then r 3 >~ b 3 for all 3 (1 ~< 3 ~ m) If t = 0, 
then k = 0 and so bl = b2 . . . . .  b,~ 7 ~ O. Thus, b,~ is a nonzero solution of equation (10). If 
0<t<m,  then51 =62 . . . . .  5t=landbt+l=bt+2 . . . . .  bm¢O.  For 1 ~<3 ~<t, Sj =1  
Thenr  3 = b 3 ~< bm and sobmAr  3 =b 3. And for t+ l  <~3 ~<m, we have that r 3 >~ bj =bin,  
and so b,~ A r 3 = b 3. Consequently, bm is a nonzero solution of equation (10). If t -- m, then 
61 = 62 . . . . .  5m = 1. Hence, 1 is a nonzero solution of equation (10). | 
From the above proof, we can obtain the concrete form of solution set. 
COROLLARY 5 1. I f  bm 7 £ 0 and equation (10) has a nonzero solution, then the following hold: 
(1) when t (~(R,  B)) = m, the set of all nonzero solutions is [bm, 1], 
(2) when t(A(R, B)) < the set of all nonzero solutions is {b,d. 
PROOF. Put t = t(A(R, B)). 
(1) If t = m, then A(R,  B) = (1, 1 , . . . ,  1). Since b,~ # 0, it follows from Lemma 5 3 that the 
set of all nonzero solutions of equation (10) is 
([bl, 1] \ {0}) CI ([b2, 1] \ {0}) A-- -  N ([bm-1,1] \ {0}) I~ [bm, 1] = [bm, 1]. 
(2) When t < m, the set of nonzero solutions of equation x A rt+l = bt+l  is {bt+l}. Thus, the 
set of all nonzero solutions of equation (10) is {bt+l} = {bin}. | 
COROLLARY 5.2. When bm # O, equation (10) has a nonzero solution if  and only if b,~ is a 
solution of it. 
CASE 3. R = ( r , )n×, ,  (n > 1). 
In this case, equation (7) can be expressed as 
(x l ,x2, . .  ,x~)* R : B, (11) 
where B = (bl,b2, ..,bin). 
LEMMA 5.4. I f  b m : O, then the following statements are equlvalent: 
(1) equation (11) has a nonzero solution; 
(2) every column of R has at/east  one 0; 
(3) every column of A (m B) has at least one 1; 
(4) t(A(R, B)) = 
PROOF. Since bl = b2 . . . . .  bm= O, every entry of A(R,  B) is either 0 or 1. 
(1) ~ (2) Let X : (Xl,X2,... ,Xn) be a nonzero solution of equation (11) and suppX : 
{u~l, u,2,. . .  , u~}. Then by Theorem 3.1, we have 
X, 1,~ . . . .  ® R~1,~2, . ~ = X * R = B, 
i e., for any 3 (1 <. j <. m), Ak=l(x~k A r~k~ ) = b 3 = 0. Hence, there exists some k 3 (1 ~< k 3 ~< s) 
such that x~k ~ A r,kp = 0. Since x~k~ 5A 0, we obtain r~kp = 0. 
(2) ~ (1) Suppose that every column of R has at least one entry 0. Put X '  = (1, 1 , . . . ,  I). 
Then by Theorem 3.1, we have 
X '  * R -- X '  ® R = 1 A r~l), 1 A r~2), . . ,  (1 A r~m 
= r4 ,  r ,2 , . . . ,  r~r,  : (0 ,0 , . . . ,0 )  = B ,  
\z=l z=l ~=1 
i.e., X '  is a nonzero solution of equation (11). 
(2) e:~ (3) ¢* (4) It follows from the definitions of ~, A(R, B) and ~(R,  B). II 
In order to solve the equation of n variables, we usually transform it into an equation of a 
single variable. 
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THEOREM 5.2. / f  A(R, B) is discrlmmatlve matrix of equation (11), then ~k(R, B) is discrimi- 
native vector of equatmn 
(ii x*  n l ,  r ,2, . . . ,  r~m =(b l ,b2 , . . . ,bm) .  
I=l ~ I  ~=i 
(12) 
PROOF. By (2) of Lemma 5.1, we have that for any 3 (1 ~< j ~< m), 
This completes the proof. | 
The dmcriminative matrix 5(R,  B) is called a singular matmx if there exists at least one 
among entries of A(R, B). The row of z%(R, B) which contains entry ~ is called a singular row. 
LEMMA 5.5. Let bm# 0 and the ~,th row of A (R ,B)  be a singular row. If  X = (Xl ,X2,. . .  ,xn) 
Is a nonzero solutmn of equatmn (11), then x~, = O. 
PROOF. Assume x,, ¢ 0 and supp X = {ui~, u~2,..., u~, }. By Theorem 3.1, we have 
X~I,, ~ . . . .  ® R,,,,~ . . . .  -- X * R = B, 
and ~' -- ~p for some p (1 ~< p ~< s). Now let (~',30)-entry of A(R,B)  be 8. Then r~,3o < b30 and 
SO 
b3o = A (x~ A r~k30) ~< x~ A r~p3 o ~< r~,3 o = r¢30 < b3o. 
k=l  
This is a contradiction. I 
COROLLARY 5.3. I fb m ~ 0 and every row of A(R,  B) is singular row, then equation (I1) has no 
nonzero solution. 
THEOREM 5.3. Let b,~ ~ 0 and A(R,  B) not be a singular matrix. Then the following statements 
are equivalent: 
(1) equation (11) has a nonzero solution; 
(2) t(/~(R, B))/> k(B); 
(3) bm is a solution of equation (12). 
PROOF. Put ~(R, B) -- (51,52,..., fire). Since A(R, B) is not a singular matrix, 53 ¢ ~ for all 3 
( l<~j~<m). Thenb 3 ~<r~ 3 for a l l i , j  ( l<~<n,  1~<3~<m) and soA~=lr ,m/>bm>0.  
(1) =~ (2) If X = (x l ,x2 , . . . ,x~)  is a nonzero solution of equation (11) and suppX = 
{u,~,u~,. . .  ,u~,}, then by Theorem 3.1, X~,~ . . . .  ® R,~,~ 2 ..... --- X .R  = B, i.e., A~k=l(x~k A 
r~3 ) = b 9 for all j (1 ~< j ~< m). Now put x' = A~=lX~k" Then x' ¢ 0 and 
for all 3 (1 4 j 4 m). Hence, for all 3 (1 4 3 4 m), 
= X / A r~3 = b 3 A rt~ = b~, x ~ A r~ 3 A r~3 
¢=1 
and so x' is a nonzero solution of equation (12). By Theorem 5.1, k(B) <. t(~(R, B)). 
(2) ~ (3) It follows from Theorem 5 1 and Corollary 5.2. 
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(3) => (1) Let X '  = (bin, b,~,. . . ,  b,~) Then by Theorem 3.1, we have 
X'  *R=X'®R 
= bmAr,1),  bmAr ,2 ) , . . . ,  (bmAr,m 
l= l  z= l  
( (a/ (x) ca/) = bmA rzl ,bmA r,2 ,. .  ,b mA r~rn 
\ *=1 / z= l  \ z= l  / 
= bm * r~l, r,2, .. •, r~m 
~i  ~ i  
= (bl, b2, . . . ,  bin). 
This means that equation (11) has a nonzero solution X'.  | 
THEOREM 5.4. Let bm ~ 0 and LX( R, B) be a singular matrix which has at/east one nonsingular 
row. Then equatmn (11) has a nonzero solution ff and only Kt(A(R~I,,  2 . . . . .  B)) ~> k(B),  where 
A ( R~ ,~2 . . . . .  B) is the nonsingular matrix obtained from A ( R, B) by deleting singular rows only. 
PROOF. If X is a nonzero solution of equation (11), then for any i E {1, 2 , . . . ,  n} \ {Zl, z2, . . . ,  %}, 
x, = 0 by Lamina 5.5 By Theorem 3.1, we have 
X,~,,~ . . . .  * R,~,,~, ,~ = Xll,l~, ,l~ ® Rh,l~, ,t~ = X * R = B, 
where {uh,ug2,.. ,ul~} = suppX,~,,2 . . . .  = suppX ¢ 0. Therefore, X,~,,2,. ,*, is a nonzero 
solution of subequation (8). By Theorem 5.3, t([X(Ri~ . . . . .  B)) >1 k(B).  The converse is also 
proved similarly. | 
As the end of this section, we consider the set of inner solutions of a subequation (8) for 
the fuzzy relation equation (7). In fact, from Lemma 5.5, it suffices to discuss the ease that 
A(P%,, 2 . . . . .  B) has not singular rows. 
THEOREM 5.5. Let b,~ ¢ 0, A(R~,~ . . . . .  B) not be a singular matrix and the s-type subequa- 
tion (8) has a nonzero solution Then the following hold: 
i ! . * S (1) (x*~ ,x*2, " " ", x',.) is an inner s°luti°n °f  subequati°n (8) lf and °nlY K Ak=l X'*k is a nonzero 
solution of equation 
(2) 
a: * rtkl~ 7",k 2, 
\k=l  k=l 
"''frzkm)k=l =(b l 'b2 ' " "bm) '  
.... B) ) = m, then the set of inner solutions of subequation (8) is 
(13) 
{(x , l , x ,~, . . . , x , . ) l x ,~ c [bin, 1 l, 1 ~< k ~< s}, 
(3) l f t(fX(R,l , ,  ~ . . . . .  B)) < rn, then the set of inner solutions of subequation (8) is 
s 
U{(x ,~,x  . . . . . . .  x,~)]x,~ = bin, x,~ E [b,~, 1], u ¢ k}. 
k=l  
,' X ¢ PROOF. (1) If (x ' , l ,x ,2, . . . , ,,) is an inner solution of subequation (8), then A~=I x',~ ¢ 0 and 
by Theorem 3.1, 
• . , X I B ,  (x '  x '  x ' , s )  , , (x '  x '  . . ,  %)  * /~Zl,~2 . . . .  - -  k zl ~ z2, • @ Rz l  z2 ,% = t zl ~ z2, • 
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Hence, for all 3 (1 ~< 3 ~ m), 
A X',k i r,k9 ~-- (xt~k A r~2)  = bg, 
k=l 
and so Ak=18 x'~k is a nonzero solution of equation (13). Conversely, if x'~ is a nonzero 
solution of equation (13), then xr~k ~ 0 for all k (1 ~< k ~< s) and 
r~k3 = b 3, 
k=l k=l 
for all 3 (1 ~< 3 ~< m). Hence, by Theorem 3.1, we can see that 
(X~l'X~2'''''X~s) */~$1,~2, ,,$s :(X~l'X~2'' ' ' 'X:s)@R~l,~2, *,$a =B,  
i e., (Xtll , xl~2,..., xlzs ) is an inner solution of subequation (8). 
(2) If t([k(R,l,~  . . . . .  B)) = m, then by (1) of Corollary 5.1, the set of nonzero solutions of 
equation (13) is [bin, 1]. Considering (1), we have the conclusion. 
(3) If t([k(R,l,, 2 ....... B)) < m, then by (2) of Corollary 5.1, the set of nonzero solutions of 
equation (13) is {bin}. Considering (1), we obtain the conclusion. II 
6. A PROCEDURE OF  SOLVING 
We may establish the following algorithm to solve the fuzzy relation equation (7). 
STEP 1 Check whether the condition bl ~ b2 ~ --. ~ bm satisfies. If no, then using Lemma 
4.3, solve the equation X * Ra = B~ instead of equation (7), where the permutation (r satisfies 
b~(1) ~ ba(2) ~ "" ~ b~(m). Then check whether R is zero matrix. If no, then go to Step 2. If 
yes, then using (2) of Lemma 4.1, discriminate the existence of solution and find the solution set 
STEP 2. Using (1) of Lemma 4.1, distinguish the existence of zero solution. 
STEP 3. Check supp Ru = U. If yes, then go to Step 4. If no, then using Lemma 4.2, constitute 
a new equation and go to Step 4. 
STEP 4. Check bm= 0. If no, then go to Step 5. If yes, using Lemma 5.4, discriminate the 
existence of nonzero solution. When there is a nonzero solution, go to Step 8. Otherwise, the 
equation has no solution 
STEP 5. Compute A(R, B) and check whether its all rows are singular rows. If no, then go to 
Step 6. If yes, then the equation has no nonzero solution by Corollary 5.3. 
STEP 6. Deleting only the singular ows from A(R, B), get a nonsingular matrix At(R, B) and 
compute the corresponding ~r(R, B). 
STEP 7. Using Theorem 5.3, discriminate whether nonzero solution exists. If yes, then go to 
Step 8 If no, then considering the result of Step 2, determine the solution set A'. 
STEP 8. Find all subequations which have nonzero solutions by using At(R, B) and Theorem 53. 
STEP 9. Find all inner solutions of subequations by using (2) and (3) of Theorem 5.5, and take 
the extensions of inner solutions by using expression (9). 
STEP 10. According to the result of Step 2, construct the solution set A" by using Theorem 4.2. 
EXAMPLE 6.1. Solve a fuzzy relation equation 
0.7 0.1 0.2) 
(x,,:c2,z3)* 0.1 0.2 0.6 =(01,0.1,0.2).  
0.8 0.1 0.3 
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By (1) of Lemma 4.1, the equation does not have a zero solution. Its discriminative matrix 
(Zl ) zx(R, B) = o 
1 
is not singular. Since A(/t, B) = (1, 1, 1), t([X(R, B)) = 3 >>. k(B) = 2 and so the equation has a 
nonzero solution by Theorem 5.3. Since 
A(R1,B) = (0, 1, 1), A(R2, B) = (1,0,0), A(Ra, B) = (0, 1,0), 
all 1-type subequations have no nonzero solutions by Theorem 5.3. And 
(01 10) A(R12, B) = 0 ' 
1 
1 
k(Rt=, B) = (i, i, i); 
A(Ri3, B) = (0, 1, 1); 
7X(R23, B) = (1, 1,0). 
Thus, only two 2-type subequations corresponding to R12, R23 have nonzero solutions, and by (2) 
and (3) of Theorem 5.5, the sets of their inner solutions are 
X12 = ([0.2, 11, [0.2, 1]), X23 = (0.2, [0.2, 1]) U ([0.2, 11,0.2), 
respectively. Also, the set of inner solutions of original equation is 
x1~3 = ([0.2,1], [0.2,1], [0.2,1]). 
Therefore, the solution set of the given equation is 
'~ ~--- '~12 U "~23 U '~123 
= ([0.2, 1], [0.2, 1], 0) U (0, 0.2, [0.2, 1]) U (0, [0.2, 11,0.2) U ([0.2, 1], [0.2, 11, [0.2, 1]) 
by expression (9) and Theorem 4.2. 
REMARK 6.1. In Example 6.1, (0, 0.2, 1) and (0, 1, 0.2) are solutions, but (0, 0.2,1) v (0, 1,0.2) -- 
(0, 1, 1) is not a solution. Similarly, (0, 0.2, 0.2) and (0.2, 0.2, 0) are solutions, but (0, 0.2, 0.2) A 
(0.2, 0.2, 0) = (0, 0.2, 0) is not a solution. This shows that the solution set of a fuzzy relation 
equation based on inner transformation is not closed with respect o join and meet operations, 
in general. 
7. CONCLUSIONS 
Inner projection and inner transformation are very important concepts in fuzzy set theory. 
Considering fuzzy relation equations being also an interesting subject, it is surely of significance 
that we researched the fuzzy relation equations based on inner transformation. In the present 
paper, we introduced the discriminative matrix and the discriminative vector of such a fuzzy 
relation equation, and gave an approach of discriminating the existence of nonzero solution by 
use of them. Furthermore, we established a procedure of solving such fuzzy relation equations 
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