Abstract Previous studies examining future changes in heat/cold waves using climate model ensembles have been limited to grid cell-average quantities. Here, we make use of an urban parameterization in the Community Earth System Model (CESM) that represents the urban heat island effect, which can exacerbate extreme heat but may ameliorate extreme cold in urban relative to rural areas. Heat/cold wave characteristics are derived for U.S. regions from a bias-corrected CESM 30-member ensemble for climate outcomes driven by the RCP8.5 forcing scenario and a 15-member ensemble driven by RCP4.5. Significant differences are found between urban and grid cell-average heat/cold wave characteristics. Most notably, urban heat waves for 1981-2005 are more intense than grid cell-average by 2.1°C (southeast) to 4.6°C (southwest), while cold waves are less intense. We assess the avoided climate impacts of urban heat/cold waves in 2061-2080 when following the lower forcing scenario. Urban heat wave days per year increase from 6 in 1981-2005 to up to 92 (southeast) in RCP8.5. Following RCP4.5 reduces heat wave days by about 50 %. Large avoided impacts are demonstrated for individual communities; e.g., the longest heat wave for Houston in RCP4.5 is 38 days while in RCP8.5 there is one heat wave per year that is longer than a month with some lasting the entire summer. Heat waves also start later in the season in RCP4.5
Introduction
Extreme heat and cold are a leading cause of weather-related human mortality and morbidity in the U.S. (Dixon et al. 2005; Medina-Ramón and Schwartz 2007; Anderson and Bell 2011; Guirguis et al. 2014) . For example, Dixon et al. (2005) reported that during 8015 deaths in the U.S. were heat related, using the Centers for Disease Control and Prevention National Center for Health Statistics' compressed mortality database. Despite the recent Bhiatus^in the increase of global mean temperature (Kosaka and Xie 2013) , observational data show a continued increase of hot extremes over land (Seneviratne et al. 2014) . As temperatures continue to increase due to climate change, heat waves are expected to increase in intensity (e.g., hotter days and nights), frequency (more frequent heat waves) and duration (longer heat waves), while cold waves are expected to decrease (Meehl and Tebaldi 2004; Collins et al. 2013 ). However, determining patterns and trends in extreme heat events and attributing changes to anthropogenic influence is not straightforward due to internal climate variability (Perkins and Fischer 2013) and uncertainty in the underlying forced response. While the uncertainty due to internal variability is large and essentially irreducible at local scales, multi-model and/or multi-member ensembles can inform more robust statements about extreme events .
Future changes in extreme heat events due to climate change have been investigated using both multi-model and multi-member approaches. Coumou and Robinson (2013) showed that the multi-model mean of CMIP5 models predicts a several-fold increase in the frequency of heat extremes over global land by 2040 in the Representative Concentration Pathway 2.6 (RCP2.6) and RCP8.5 scenarios, but a strong reduction in heat extremes by the second half of the 21st century in RCP2.6 compared to RCP8.5. Fischer et al. (2013) used both the CMIP5 models and a multi-member Community Earth System Model (CESM) ensemble to show that while internal variability produces large irreducible uncertainties at the local scale, models agree that within only three decades about half of the global land surface will see significantly more intense hot extremes. Gao et al. (2012) used a high resolution regional model and single realizations of present-day and RCP8.5 climate to show that heat waves will become more severe by mid-century in most regions of the eastern U.S. Diffenbaugh and Ashfaq (2010) also used a regional model to conduct a multi-member ensemble of simulations using the A1B emissions scenario and found that substantial intensification of hot extremes could occur within the next three decades in the U.S. analyzed changes in extreme events over the U.S. using a 60-member ensemble simulation with an integrated assessment model for various values of climate sensitivity, emission scenarios, and initial conditions. They found an intensification and increase in frequency of extreme hot temperatures and a decrease in intensity and frequency of extreme cold temperatures. The choice of emission scenario was found to be the largest source of uncertainty.
All of the above studies use grid cell-average quantities of surface temperature to assess extreme events. However, it is known that extreme heat can be exacerbated in urban areas because of the urban heat island (UHI) effect, which may also ameliorate extreme cold in urban relative to rural areas (Stone 2012; Mishra et al. 2015) . Furthermore, analysis of extreme heat events has indicated a role of UHI effects in enhancing premature mortality and morbidity (e.g., Conti et al. 2005) . The land surface model within CESM is unique among global climate models in that it includes an urban canyon model that is capable of representing the most important factors responsible for the UHI (Oleson 2012) . The combination of the capability of the urban canyon model to simulate urban air temperature and the availability of CESM ensemble simulations provides a unique opportunity to investigate heat/cold waves in urban areas.
This paper is part of a larger project on the Benefits of Reducing Anthropogenic Climate changE (BRACE; O'Neill and Gettelman, in prep.) . The BRACE project focuses on characterizing the difference in impacts driven by climate outcomes resulting from the forcing associated with RCP 8.5 and 4.5 (van Vuuren et al. 2011) . Here, we apply a multi-member ensemble approach using the CESM version 1 (CESM1) with the Community Atmosphere Model version 5 [CESM1(CAM5); Hurrell et al. 2013 ] to calculate heat and cold waves for present day (defined here as ) and a future time period defined as 2061-2080 externally forced by RCP8.5 and RCP4.5. The objectives of this paper are to 1) Contrast and characterize urban heat/cold waves with those calculated from grid cell-average and rural land, 2) Assess the changes in future heat/cold waves in the U.S. if the RCP4.5 scenario is followed instead of RCP8.5. Three other papers in the BRACE study carry out related analyses. The projections developed here are used in Anderson et al. (in prep.) to project future changes in the frequency of high-mortality heat waves in U.S. communities, in Jones et al. (in prep.) to project future exposure of populations to heat extremes globally, and in Tebaldi et al. (submitted) to assess avoided impacts from average and extreme temperature increases on crops.
Materials and methods

CESM ensemble simulations
The CESM community recently designed the CESM Large Ensemble (CESM-LE) with the goal of enabling assessment of climate change in the presence of climate variability (Kay et al. 2014) . The simulations used here replay the 20-21st century (1920-2100) 30 times under historical and RCP8.5 external forcing with small atmospheric initial condition differences. The global mean land surface temperature, averaged across ensemble members, increases by 4.2 K from 1981-2005 to 2061-2080, with internal variability producing a range of 0.2 K warming across ensemble members. The CESM-LE experimental design is described fully in Kay et al. (2014) .
The same experimental design was applied to a Medium Ensemble (15 members) using RCP4.5 external forcing (CESM-ME; Sanderson et al., submitted) . In response to RCP4.5 forcing, global mean land surface temperature, averaged across ensemble members, increases by 2.5 K with variability of 0.2 K across ensemble members. Here, we use daily maximum and minimum 2-m reference height temperature (BTmax^and BTmin^) for grid cell-average and sub-grid urban and rural landunits from these simulations.
The Community Land Model version 4 (CLM4; Lawrence et al. 2011) is the land surface model used in CESM1(CAM5). The land surface in CLM4 is described by sub-grid fractions of landunits such as vegetation/soil (referred to here as the rural surface) which consists of mixtures of plant functional types derived from satellite data as well as other landunits such as glaciers, wetlands, lakes, and urban. The rural surface is intended to represent areas where people might live other than in urban areas (thus excluding glaciers, lakes, and wetlands). The urban landunit consists of five components: roof, sunlit wall, shaded wall and a canyon floor subdivided into pervious (e.g., representing green space within the city) and impervious (e.g., representing roads, parking lots, sidewalks) fractions (CLMU; Oleson 2012). The five urban components are arranged in an urban canyon configuration in which the canyon geometry is described by building height (H) and street width (W). The spatial resolution of the climate model is 0.9375°latitude by 1.25°longitude. The urban canyon model then is a parameterization for the sub-grid urban fraction that exists within each model grid cell as a landunit. Thus, urban climate variables such as temperature are on the same spatial grid as the climate model. The urban model has been satisfactorily evaluated against measured fluxes and temperatures for several flux tower sites, performed well against other models in the International Urban Energy Balance Models Comparison Project, and produces known features of urban climatology, as discussed by Oleson (2012) .
Urban fraction is aggregated from the 1 km data of Jackson et al. (2010) to the model grid. Urban properties are also provided by Jackson et al. (2010) . These include thermal (e.g., thermal conductivity and heat capacity), radiative (e.g., albedo and emissivity), and morphological (e.g., H/W, roof fraction, average H, and pervious fraction of canyon floor) properties for each urban surface. These properties are defined uniquely for thirty-three geographic regions across the world [see Fig. 3 in Jackson et al. (2010) ] which broadly represents variations in urban morphology and building construction (the U.S. is divided into six unique regions).
A significant limitation of this study is that the model as currently structured is not capable of representing changes in urban extent and properties in transient climate simulations. This likely implies that the increases in heat waves (and decreases in cold waves) that we expect here may be underestimated (overestimated) since a common assumption is that urban areas may continue to warm faster than rural areas due to increases in urbanization driven by population growth (Stone 2007) . The extent of this disparity between urban and rural warming will be a function of the degree and type of urbanization (sprawl versus increased density) and the ability of communities to implement mitigation measures such as albedo and greening strategies. The current study thus provides estimates of changes in urban heat/cold wave characteristics under greenhouse gas forcing only. Changes due to possible future urban land cover change is the subject of future model development and research.
Bias correction
In this paper we focus on future changes in heat/cold waves relative to present day. However, several other statistics of these events derived here and used elsewhere in this special issue (Anderson et al., in prep.; Jones et al., in prep; Tebaldi et al., submitted) are absolute measures and thus some corrections are required to account for systematic model biases. The process of bias correction adjusts present day model climate to better match observed climate conditions. The bias correction derived from this process is then applied to the future climate projections under the assumption that the model biases are stationary (they do not change over time).
Here, we apply a new robust technique called Kernel Density Distribution Mapping (KDDM; McGinnis et al. 2015 ) that has been shown to have the best overall performance among several other common approaches for bias correcting daily climate model data that is non-parametric. In this method, kernel density estimates of the distribution are first calculated for model and observed present day datasets. Cumulative distributions are constructed by integrating the density estimates. The cumulative distributions are generalized into regular and inverse cumulative distribution functions (CDF) for the model and observed datasets, respectively, via interpolation. Lastly, the future model data is bias corrected by mapping it from value to probability using the present day CDF, and from probability back to value using the observed inverse CDF. This procedure is applied to mean-zero data to correct the shape of the distribution; the means are corrected separately.
The bias correction procedure requires an observation-based dataset of the desired climate variables on the same grid as the model and at the same temporal resolution and time span as the model data [here our heat/cold wave definition (section 2.3) requires daily Tmax and Tmin at a nominal horizontal resolution of 1°in latitude and longitude for . We derived an observation-based daily Tmax and Tmin dataset from an hourly 0.5°reanalysis product [Modern-Era Retrospective Analysis for Research and Applications (MERRA; Rienecker et al. 2011) ] that itself has been bias corrected using Climate Research Unit (CRU) TS3.10 monthly mean Tmax and Tmin data by Wang and Zeng (2013) . This data (hereinafter MERRA-BC) was re-gridded to the model grid.
The bias correction procedure can modify the diurnal temperature range (DTR) and in some cases can result in unrealistic behavior in Tmax and Tmin (Tmin > Tmax) primarily because of model biases at high latitudes possibly associated with snow albedo feedback during snowmelt (Thrasher et al. 2012) . Therefore, as recommended by Thrasher et al. (2012), we bias correct model Tmax and DTR and then derive Tmin from the bias corrected Tmax and DTR. We follow the approach of Girvetz et al. (2012) in removing the trends in MERRA-BC and model Tmax and DTR before bias correction and reapplying the trends after correction to preserve interannual variability and the underlying trend.
The complete bias correction procedure was applied to all CESM-LE and CESM-ME members for 1980-2080. The resulting Tmax and Tmin bias corrections are then applied directly to the sub-grid urban and rural Tmax and Tmin. This approach effectively assumes that the urban heat island simulated by the model is reasonable. An improved bias correction procedure for the urban Tmax and Tmin would require an observation-based global urban air temperature dataset which currently does not exist. Urban and rural data are not available for the first ensemble member, resulting in 29 CESM-LE and 14 CESM-ME members for the urban/rural analysis. Details on the bias correction procedure and justification for the choice of the MERRA-BC dataset can be found in Online Resource 1 (OR1; Fig. S1-S4 ). The effects of the bias correction on heat/cold wave characteristics are discussed in OR1 as well.
Heat/cold wave definition
We calculate heat/cold waves for present day (defined as 1981-2005 ) and contrast them with those calculated for 2061-2080 under the RCP8.5 and RCP4.5 scenarios. There are many definitions of heat/cold waves, perhaps due to the diversity of research communities involved in extreme events research (Smith et al. 2013 ). Here we use a definition that has been shown to be related to human mortality risk (Anderson and Bell 2011) and used by Anderson et al. (in prep.) to project future changes in the frequency of high-mortality heat waves in U.S. communities.
Heat waves are defined as two or more consecutive days with daily mean temperature (Tmean) greater than the 98th percentile of Tmean for . Tmean is calculated from the average of daily Tmax and Tmin. Heat wave intensity is defined as the average Tmean during the heat wave. Cold waves are defined similarly except that we use the 2nd percentile of Tmean.
In previous studies that utilized the same urban/rural model applied here, urban-related quantities such as, for example, high heat stress days/nights, were calculated using the distributions taken from the rural temperature data to emphasize the contrast between urban and rural land cover (Oleson et al. 2013) . Here, we assume that urban dwellers are adapted to their climate environment and the urban heat/cold waves are based on the urban temperature distribution. We also assume that there is no further adaption to warming temperatures. However, Anderson et al. (in prep.) consider two adaptation cases; a mid-time period (with distributions from 2023 to 2042; lagged adaptation) and 2061-2080 (on-pace adaptation) and the effect on future very dangerous heat waves. Although all heat/cold wave calculations are performed on the global land data (see Jones et al., in prep., for an application of those results), our analysis here is focused on the U.S. only. We use seven regions as defined in Peterson et al. (2013) (Northwest, Great Plains North, Midwest, Northeast, Southwest, Great Plains South, Southeast) (Fig. 2) . Results for heat/cold waves for 82 individual communities selected by Anderson et al. (in prep.) are also presented here and in OR1. We also use Houston, Texas and Denver, Colorado to illustrate some important aspects of changes in heat/cold waves.
We note that the heat/cold wave definition used here is less stringent than some of the definitions used in the studies referenced in section 1 (e.g., Fischer et al. (2013) used the annual maximum value of Tmax to define extreme heat) and thus we expect to identify a larger number of them in this study. As a consequence, we should be able to statistically distinguish relatively small differences in heat/cold wave characteristics in these regions with these ensembles. Statistical significance (at the 95 % level) is assessed using the Wilcoxon signed-rank test for urban/rural comparisons (where the sample sizes are equal, e.g., for CESM-LE) and the Wilcoxon rank-sum test for avoided impacts comparisons (where the sample sizes are unequal, e.g., for CESM-LE and CESM-ME).
Results
Present day climatology
We start with an analysis of the present day heat/cold waves calculated from grid cell-average data. Fig. 1 shows ensemble mean heat/cold wave intensity, duration, frequency, and total days for 1981-2005. The spatial patterns of heat/cold wave intensity across the U.S. show a predictable dependence on latitude and topography. The most intense heat waves occur in the southern Great Plains and the most intense cold waves in the northern Great Plains (see green boxplots in Fig. 2 for regional averages) . In general, heat waves are longer in regions of highest intensity, while cold waves are longest in the western U.S. Heat waves are more frequent in the western U.S. while cold waves are more frequent in the eastern U.S. Mean total heat wave days (duration multiplied by frequency in days per year) range from 4.4 (northeast) to 6.3 (southern Great Plains), with a similar range for cold wave days. Note that unlike intensity, the results for heat/cold wave duration, frequency, and total days are tightly constrained by the definition of heat/cold waves used here. We can expect a maximum of about 7 total heat/cold wave days per year (2 % multiplied by 365 days). Regional variation is controlled by whether these days meet the consecutive day requirement.
As noted in Smith et al. (2013) , comparison of heat/cold wave results between studies is difficult because of differences in definitions, time period of analysis, data sources, and spatial resolution, as well as future emission pathways. For example, heat wave days calculated for 1979-2011 by Smith et al. (2013) using data from the North American Land Data Assimilation System were consistently lower than ours likely partly due to the fact that only warm season data were used by Smith et al. (2013) .
Next, we discuss the differences between grid cell-average and urban heat/cold waves for 1981-2005 to illustrate the value of the urban model (Fig. 2) . We also show rural results but note that they are generally similar to the grid cell-average, except that rural area excludes wetland and lakes. In general, the largest differences between grid cell-average and rural are seen in the intensity metric where the grid cell-average is less intense than rural for heat waves and is more intense than rural for cold waves because of the influence of wetlands and lakes.
The urban heat island effect is readily apparent in the heat/cold wave intensities. Urban heat waves are more intense than grid cell-average while cold waves are less intense (Fig. 2) . Mean urban heat wave intensities are warmer than grid cell-average by 2.1°C (southeast) to 4.6°C (southwest). Urban cold wave intensities are less than grid cell-average by 2.8°C (southeast) to 8.8°C (southwest). All differences between urban and grid cell-average and urban and rural heat/cold wave intensities shown in Fig. 2 are statistically significant.
On the other hand, urban and grid-cell average heat/cold wave duration, frequency, and total heat/cold wave days are more similar to each other (Fig. 2) . As mentioned above, this is due in part to the heat/cold wave definition applied to each temperature distribution. It is also due to the fact that the landunits in each grid cell are forced by the same atmospheric variables (e.g., temperature, solar/longwave radiation). The largest difference in duration is in the southwest where urban heat waves are on average 0.3 days shorter in duration than the grid cell-average. The largest difference in frequency is in the southwest where there are 0.2 more urban heat waves per year than the grid cell-average. Total days differ by at most 0.6 days per year (heat waves in the northeast). Although the differences between the urban and grid cellaverage total heat/cold wave days are small, the differences in the medians are statistically significant except for heat waves in the northwest and cold waves in the Midwest and southern Great Plains.
Projected heat/cold waves
We also compared heat/cold wave characteristics for RCP8.5 (2061 RCP8.5 ( -2080 as calculated from the urban model compared to those calculated with grid cell-average data. Again, the impact of the urban model is most important for heat/cold wave intensity (Fig. S5) . Mean urban heat wave intensities are warmer than the grid cell-average by 2.1°C (southeast) to 4.5°C (southwest). Urban cold waves are less intense than the grid cell-average by 2.7°C (southeast) to 8.6°C (southwest). These differences are similar to those found for present day.
Differences between urban and grid cell-average for other heat wave characteristics in RCP8.5 are generally larger in an absolute sense than those for present day (Fig. S5) . For example, differences in duration and frequency result in differences in total heat wave days. Urban total heat wave days are less than grid cell-average by 10 (northwest) and 7 days (southwest) per year due to shorter durations and more than grid cell-average by 3 days per year (northeast) due to longer durations (all statistically significant). Differences in cold waves are small and not significant mainly because of the relative lack of cold waves in RCP8.5.
We now turn to the subject of avoided climate impacts of choice of RCP4.5 versus RCP8.5, focusing on urban areas. Fig. 3 compares urban heat/cold wave characteristics for RCP8. 5 and RCP4.5 (2061 5 and RCP4.5 ( -2080 5 and RCP4.5 ( ) and present day (1981 5 and RCP4.5 ( -2005 . Both RCP8.5 and RCP4.5 result in more intense, longer, and more frequent urban heat waves compared to present day. This is consistent with grid cell-average results from previous studies (e.g., Gao et al. 2012) . If the RCP4.5 scenario is followed, there is a substantial reduction in heat wave days per year relative to RCP8.5, mean heat wave days per year are reduced by 21 (northwest) to 43 (southeast) due to a reduction in both duration and frequency. Heat wave intensities are also lower in RCP4.5 compared to RCP8.5 but the differences are small (0.2-0.5°C; the differences from present day are small as well). All differences in the mean heat wave characteristics between RCP8.5 and RCP4.5 are statistically significant.
The relatively small increase in heat wave intensity for both RCP8.5 and RCP4.5 compared to present day, and thus the differences between the two scenarios, is somewhat counterintuitive because it does not follow the overall warming in these scenarios. The reason for this can be seen in Fig. 4a , which compares the frequency distribution of ensemble mean heat wave intensity for RCP8.5, RCP4.5, and present day for urban Houston, Texas. The 98th percentile of present day Tmean for Houston ranges from 31.1 to 31.4°C, depending on ensemble member. The frequency distributions of heat wave intensity in RCP4.5 and RCP8.5 shift to higher intensities compared to present day, however, the distributions are also broader such that the mean change in intensity is relatively small (the mean increase in intensity is about 0.2°C in RCP4.5 and 0.5°C in RCP8.5).
Ensemble mean heat wave results for 82 communities are shown in Fig. 5 and summarized in Table S1 . Here we focus on duration, frequency, and total days since avoided impacts for intensity are small. In general, the differences between the RCPs and present day as well as the avoided impacts follow the geographic patterns shown in Fig. 3 . However, communities (Fig. 3) . In the southern Great Plains much of this is due to communities in southern Texas (e.g., Corpus Christi and Houston) where heat waves are about 6 and 17 days longer in RCP4.5 and RCP8.5 compared to 1981-2005, respectively. Thus the avoided impact is 10-12 days ( Fig. 5 ; Table S1 ). The avoided impacts in communities to the north (e.g., Oklahoma City and Dallas-Ft. Worth) are much less (heat waves are only 2-3 days shorter in RCP4.5 than RCP8.5). Overall, avoided total heat wave days are larger in the south (e.g., 45 days in Houston) than the north (21 days in Oklahoma City). Similar behavior can be seen in the southeast where the regional mean avoided impact in total heat wave days is 43. For example, avoided impacts for southern coastal cities such as Miami and St. Petersburg are 53 and 44 days, respectively, while northern cities such as Knoxville and Charlotte are 37 and 35 days.
There is some notable spatial variability in avoided impacts within the southwestern U.S. as well (Fig. 5) . Most cities in California have similar avoided impacts in total heat wave days, ranging from 18 days (Los Angeles) to 23 days (Bakersfield). However, San Diego and Santa Ana are exceptions to this with about half as many days (10). Avoided impacts appear to be less spatially variable within the midwest and northeast in terms of total days. In the Midwest (mean of 28), avoided impacts are between 25 days (Madison and Milwaukee) and 32 days Fig. 5 Ensemble mean heat wave duration (days per event), frequency (events per year) and total heat wave days (days per year) for 82 U.S. communities selected by Anderson et al. (in prep.) . Top three panels show values for RCP4.5 (2061 -2080 1981 . Middle three panels show RCP8.5 (2061 RCP8.5 ( -2080 minus PD. Bottom three panels show RCP4.5 minus RCP8.5. A summary of community names, locations, and heat wave characteristics can be found in Table S1 (Columbus), while they vary a bit more in the northeast (mean of 31) and are between 22 days (Boston, Providence, Worcester; note that these three communities are located within the same grid cell) and 34 days (Pittsburg).
In some communities, the heat wave season consists of shorter but more frequent heat waves in RCP4.5 than RCP8.5. This occurs exclusively in the southern Great Plains (Corpus Christi and Houston) and the southeast (Baton Rouge, Jacksonville, Miami, Mobile, New Orleans, Orlando, St. Petersburg, Tampa) (Table S1 ). For example, in New Orleans heat waves are about 13 days shorter but there are almost 3 more heat waves per year in RCP4.5 compared to RCP8.5.
The large avoided impacts in average heat wave duration for urban Houston (12 days) are demonstrated in Fig. 4b for individual ensemble members. RCP8.5 has numerous significantly longer heat waves than RCP4.5. For example, CESM-LE#15 has heat waves with durations of 39, 40, 41, 48 (2), 49, 52, 56, 62, 68, 76 (2) , 88 (2), 93, 95, 102, and 107 days, while the longest heat wave in CESM-ME#15 is 38 days (Fig. S6) . This implies that in RCP8.5 there is nearly one heat wave per year that is more than a month in duration, with a few of these lasting the entire summer.
Heat waves start earlier and also later in the season in RCP8.5 than RCP4.5 (Fig. 4c) . For the ensemble mean in RCP8.5, there are 78 and 164 heat waves that start in May and June, respectively, and 7 and 117 heat waves in RCP4.5. Heat waves in individual ensemble members start as early as mid-April in RCP8.5 and as late as early November (Fig. S8) . In RCP4.5, the earliest heat waves begin in early May and the very latest begin in early October (Fig. S8 ). There are far fewer heat waves in RCP8.5 that start during July and August compared to RCP4.5 because there is a large probability that a long duration heat wave is already in progress by July (note the smaller slope of the CDF for RCP8.5 compared to RCP4.5 in Fig. 4c) .
Houston is the most extreme example with respect to heat wave duration and start dates for the most populous community in each of the seven regions (Fig. S6-S9 ). However, these other communities (Omaha, Chicago, New York, Seattle, Jacksonville, and Los Angeles) all share the common characteristics of significantly longer heat wave durations and earlier start dates in RCP8.5 compared to RCP4.5. These characteristics may have adverse consequences for human health (Anderson and Bell 2011; Peng et al. 2011) .
In terms of avoided impacts for cold waves, again there are only small differences in intensity (Fig. 3) (only the differences between RCP4.5 and RCP8.5 for the Midwest are significant). Fig. 4d shows an example of cold wave intensity for urban Denver, Colorado. The 2nd percentile of present day Tmean for Denver ranges from −7.9 to −6.7°C, depending on ensemble member. The frequency distributions have similar width and the mean intensities for the three cases are similar. Extreme cold waves are also possible in either RCP. For example, cold waves in Denver in CESM-LE#4 and CESM-LE#6 (RCP8.5) have intensities of about −21 and −19°C, respectively, while CESM-ME#12 and CESM-ME#8 (RCP4.5) have cold waves with intensities of about −20 and −19°C, respectively (not shown).
There are only small avoided impacts in cold wave duration as well (Fig. 3) . Only the differences for southern Great Plains (RCP4.5 durations are longer than RCP8.5 by 0.2 days per event) and southwest (RCP4.5 durations are longer by 0.3 days per event) are significant. Differences in cold wave frequencies are significant but small in all regions ranging from 0.1 to 0.3 more events per year in RCP4.5 compared to RCP8.5. Thus, cold wave days per year increase by 0.4 to 1.2 in RCP4.5 compared to RCP8.5 (all significant). In some communities in the midwest and northeast, cold wave events decrease from almost 2 per year to as low as a one-in-five year event in RCP4.5 and a one-in-ten year event in RCP8.5 (e.g., Cleveland, Detroit, Grand Rapids, Toledo, Buffalo, Rochester, Syracuse; Fig S10, Table S2 ).
Discussion and conclusions
The results indicate statistically significant differences between heat/cold wave characteristics obtained from temperature distributions predicted by the urban model compared to the grid cell-average temperatures used in previous studies. In particular, urban heat wave intensities are higher than grid cell-average intensities as a result of the urban heat island. Differences in heat/cold wave duration, frequency, and total days are smaller but still significant. Given that more than 50 % of the world's population lives in urban communities and this percentage is expected to increase in the future, these results indicate the value of embedding an urban model within a climate model. The results also show that the avoided climate impacts of heat waves by following a lower emissions scenario are significant and substantial.
These results should be interpreted in the context of the limitations of the modeling framework used here. A major limitation of this study is that the urban areas are static in time, in other words, urban thermal, radiative, and morphological properties do not change in the future nor does urban extent. We are currently developing future urban datasets that will allow us to examine the relative roles of urban development and climate change in determining future heat/cold wave characteristics. argue that a modeling framework to address uncertainty in regional climate change should include the roles of internal variability, model structural uncertainty, model parameters (e.g., climate sensitivity), and emissions scenario. The modeling framework we use here consists of ensembles of opportunity conducted by the CESM community to enable assessment of climate change in the presence of internal climate variability (Kay et al. 2014; Sanderson et al., submitted.) . The availability of urban output makes these ensembles a unique resource as there is only one other global climate model with an urban representation that submitted simulations to CMIP5 that we are aware of. However, this modeling framework means that we can only address the roles of internal variability and emissions scenarios and our results are thus subject to uncertainty from choices in model design (and their effect on climate sensitivity). These additional uncertainties could be addressed through multi-model urban simulations when urban models in climate models become more widely available.
For the heat/cold wave events examined here, the range of results obtained are generally much more dependent on emission scenario than on internal variability. This result agrees with Hawkins and Sutton (2009) who demonstrate that for time horizons of many decades or longer, the dominant sources of uncertainty at regional or larger spatial scales are scenario uncertainty and model uncertainty, the latter of which is not addressed here. On the other hand, for some heat wave metrics such as frequency there are cases where the ensemble members are useful for distinguishing whether the differences between RCP4.5 and RCP8.5 are significant (Fig. 3) . The ensemble members are also useful for describing the sensitivity of the tails of the distribution for a given emissions scenario. A notable example of this is RCP8.5 heat waves in the southern Great Plains, where duration ranges from 9 to 15 days and total days per year range from 52 to 90, depending on ensemble member (Fig. 3) . Internal variability still clearly plays a significant role at 2061-2080 and by looking at extremes, one sees a larger role than one would observe by looking at changes in the mean as in and Hawkins and Sutton (2009) .
