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Abstract
Soot is formed whenever the combustion of hydrocarbon fuels is incomplete. Since soot
particles are very small, they can be inhaled and cause severe health problems, such as
pulmonary diseases. They can also cause environmental pollution, and have a significant
effect on global warming and melting of polar ice sheets. The environmental and health
impact of soot depends strongly on soot particle size and morphology, so there is a pressing
need for measuring techniques that characterize aerosolized soot.
Laser-Induced incandescence (LII) has proved to be a reliable technique for making
spatial and temporal measurements of soot primary particle sizes and soot volume fractions.
Nevertheless, there are some unresolved issues in LII, which may cause large errors in soot
primary particle size inferred from LII data. One of these issues is anomalous cooling, which
is the unexpectedly high initial rate of soot particle cooling observed in experiments, which
can not be predicted by LII models. Among the speculations about the possible causes
of this phenomenon is the transient gas dynamics effects which have been ignored in LII
models. Another phenomena that has been speculated to affect LII predictions in high
fluence LII, is how the gas dynamics of sublimed carbon clusters impact the local gas
dynamics surrounding the particle during the cooling phase.
The focus of this thesis is to investigate transient effects on heat conduction in low
fluence LII, and the gas dynamics of sublimed species in high fluence LII using Direct
Simulation Monte Carlo (DSMC) method. DSMC is a statistical/numerical method which
works based on the physics of Boltzmann equation. In this method a large number of
real molecules are represented by the so called simulated molecules and the state of these
iii
molecules is tracked during the simulation as they undergo collisions with each other and
with the boundaries.
The results show that transient effects contribute to anomalous cooling but are not the
only cause of this phenomenon. The time scale over which transient effects are significant
is also found to be very close to that of anomalous cooling which implies the real cause of
anomalous cooling has some similarities to transient effects. Also regarding gas dynamics
of sublimation, two effects in particular have been investigated using DSMC, namely, back
flux of sublimed species and formation of shock waves. DSMC results confirm the back flux
of sublimed species but no shock wave was observed for the boundary conditions considered
in this study.
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Chapter 1
Introduction
In applications such as power generation, transportation, and waste incineration, where
large scale combustion takes place, airborne particles like soot and polycyclic aromatic
hydrocarbons (PAHs) are produced. These particles can have significant adverse human
health and environmental effects [26, 45]. Also, carbonaceous material, such as black
carbon, are sometimes synthesized deliberately by using fuel-rich combustion for some
applications [2].
1.1 Objectives of Studying Soot
There are two major objectives for studying soot, the first one is to increase the efficiency
of combustion processes, i.e., reducing pollution and optimizing conversion of energy. The
second one is for synthesizing carbonaceous material of specific properties which requires
controlled operating conditions. Fundamental to any research about soot is a qualitative
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and quantitative understanding about the chemical processes involved in oxidation and
formation of hydrocarbons, and in depletion of PAH and soot [2, 47]. A concise review of
the formation of soot will be offered in the next section.
1.2 Soot Formation
PAHs are generally considered to be an intermediate step in formation of soot [47, 46, 17].
Currently, it is accepted that there are three partially-parallel processes in soot formation:
• The first one is “particle nucleation”. In this stage, larger PAHs are produced by
chemical reactions of smaller PAH’s radicals with each other, or with acetylene. When
PAHs reach a certain size, they react with each other, but in parallel the grows of
individual PAHs continues, it’s this stage where particle nucleation occurs.
• The second stage of soot formation is “surface growth”. It is the reactions that
happen at the surface of the growing particles that cause significant build-up of mass
which is mainly carbon. These reactions are believed to have the same nature as
reaction between PAHs [17]. PAH and acetylene are considered to be species that
contribute to particle growth [4, 23]. As the size of the particle increases the rate of
surface growth begins to decline.
• Then there is the final stage of soot formation and growth, i.e. “aggregation”. When
spherical soot primary particles reach a certain size and their growth is stopped, some
of them stick together as a result of collision and form large fractal structures [17]. Fig
1.1 is a picture of a typical soot aggregate which is composed of a number of primary
2
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1.2 Motivation of Research 
Soot is potentially harmful and represents inefficiencies in a combustion process. To 
understand the effect soot has in these two areas, an overview of the current research and usage 
of soot in four fields is presented: its role in combustion applications, its adverse affect on the 
environment, its potential harm to humans if inhaled, and its purposeful creation in some 
industrial applications.  
1.2.1 Role in Combustion 
Soot can be useful in certain combustion processes. For instance, soot is very efficient at 
radiating energy compared to gas-phase radiation, which is useful in a boiler. The soot within the 
flame radiates the energy of combustion to the walls where it is transferred to the working fluid. 
However, this principle is undesirable in an internal combustion engine, where losing heat to the 
walls decreases the efficiency of the engine and requires that materials capable of resisting 
higher temperatures be used (Shaddix and Williams 2007).  
 
Figure 1.1 –Typical soot aggregates, courtesy of Dashan Wang, National Research Council,  
                   Canada  
 
100 nm
~29 nm
100 nm
~29 nm
Figure 1.1: Typical soot aggregates, courtesy of Dashan Wang, National Research Council,
Canada [10]
particles. The morphology and size of soot is strongly affected by the conditions
governing its formation stage in the combustion process and hence it will be differ
depending on the fuel, engine and any other parameter affecting the combustion
process.
1.3 Soot in Combustion
As mentioned before, soot is produced when the combustion of fuel is incomplete which is
undesirable if the only goal of combustion is to produce useful work. The presence of soot
implies a low energy production efficiency of combustion.
Nonetheless, depending on the combustion application, soot can have a desirable or un-
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desirable heat transfer effect. In a boiler where increased rate of heat transfer is favorable,
the presence of soot can be useful in the combustion flame, since it increases the rate of
radiation heat transfer to the walls of the combustion chamber and hence facilitates heat
transfer to the working fluid. The example of one application where presence of soot is
unfavorable is internal combustion engine since any increase in the rate of heat transfer
will decrease the efficiency of the engine [52].
1.4 Health Effects
Soot particles are so tiny that they can easily be inhaled and, consequently, be deposited
in the lungs; the PAHs that are desorbed on the surface of soot are carcinogenic and hence
dangerous for human health [3]. It is also shown by epidemiological studies that being
exposed to high levels of aerosol matter can lead to various pulmonary diseases, such as
bronchitis, asthma and viral infections [56].
Due to the health hazards of aerosol particles, many countries have regulated particulate
emission and hence the mass concentration of soot has decreased in the atmosphere in North
America. The worrisome fact, however, is that it is not only the mass concentration of
soot that is dangerous but the size of individual primary particles and aggregates is also
important. Most of the techniques used for reducing the mass concentration of soot work
based on decreasing the size of individual soot particles and the smaller the soot particles
the more their ability to penetrate the respiratory system tissue. A study by Sue et al,
shows that the toxicity level of soot increases by decreasing the size of soot particles [58].
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1.5 Environmental Effects
Recent studies have examined the effect of combustion-generated soot on climate, and in
particular on global warming. Deposited soot on the surface of polar ice decreases the
reflectivity coefficient of ice and hence it will absorb more radiation energy from sun and
reflect less which will cause an increase in its temperature and consequently melt the ice.
It is also proposed that the embedded soot in snow or ice can decrease its reflectivity and
lead to its melting [20].
1.6 Measuring and Detection Techniques
The function of soot in combustion and its effect on environment and health is related to
soot morphology. Hence one important aspect of research on soot is quantifying its size
distribution and concentration. The measuring technique used for quantifying soot par-
ticulates must have certain characteristics to make it reliable and applicable, for example,
it must be able to measure the particulate emission in a wide range of size distributions
and concentrations, and it must work well in different physical conditions, such as in situ
combustion exhaust, and ambient air.
There are several methods for measuring the particle concentration or size distribution
such as filtered Rayleigh scattering, transmission electron microscopy (TEM), laser atten-
uation and laser induced incandescence (LII). The focus of the current study is on LII and
there will be a through description of this method in the following paragraphs.
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1.7 Laser-Induced Incandescence
Time-resolved laser induced incandescence (TiRe-LII) is a diagnostic mainly used for mea-
suring the concentration and size distribution of soot primary particles for a wide range
of combustion applications that include in-cylinder combustion, laminar and turbulent
diffusion flames and engine exhaust gas characterization [57, 50].
In this method, a laser pulse lasting several nanoseconds heats a sample volume of
aerosol, and the resulting spectral incandescence is measured using collection optics and
photo detectors as the nanoparticles cool via heat transfer to the surrounding gas. Since
smaller nanoparticles cool more rapidly than larger ones, it is possible to infer the effective
particle size distribution from the observed incandescence decay rate, provided the heat
transfer rate from the particles to the surrounding gas is known.
Soot volume fraction can be measured easily using this technique since it is shown to
be approximately proportional to the incandescence signal in the visible wavelength band-
width [36]. To make this proportionality an equality and get a quantitative measurement
of the soot volume fraction, the signal needs to be calibrated.
The situation is much more complicated for measuring the size of the primary soot
particles. In this case the technique used is often called time-resolved laser-induced incan-
descence (TiRe-LII). After the laser pulse, the laser energized nanoparticles cool by heat
transfer to the surrounding gas by different mechanisms such as conduction and sublima-
tion in case of high fluence LII. Due to the difference in their capacity for storing thermal
energy, smaller particles tend to cool down faster than larger particles and this difference
is used to infer the size of the particles based on the decay of the incandescence signal
6
[8, 36, 64, 48]. Inferring the size of particles by interpreting the decay of the signal is much
more difficult than inferring the soot volume fraction. Analogous to the method used for
soot volume fraction measurements, some researchers have tried to calibrate primary par-
ticle sizes by comparing the results with that of transmission electron microscopy (TEM)
for flames that the latter can also be used [62]. This method is very lengthy and difficult in
practice, so most of the time a theoretical model of TiRe-LII is used for primary particle
size evaluation.
The time resolved signal for the laser-heated particles is theoretically predicted by a
model which includes heat and mass transfer mechanisms. Melton presented a model in
1984 [36] which models the temperature and signal variations for a single spherical particle
that is heated by a laser pulse of nano-seconds duration. Heat and mass balance equations
are considered in this model.
Smallwood et al. [54] did some improvements to modeling sublimation in 2001. Subli-
mation happens if the temperature of the particle increases above the sublimation temper-
ature and usually it is only significant when laser fluence is high. Sublimation is assumed
in their model to be only a function of the surface temperature and hence it is considered
as a surface phenomenon.
There are some challenges in modeling the conduction heat transfer from the hot par-
ticles to the background gas and different treatments have been suggested in this regard.
In general there are three heat transfer regimes, namely, free molecular, continuum and
transition regime; these regimes and their difference will be explained in more detail in the
next chapter. In most LII applications, the heat transfer regime is neither continuum nor
free molecular for both of which theoretical models of heat transfer are well developed, it
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happens in the transition regime and there is no universally-accepted formula for calculat-
ing heat transfer rate at this regime [15]. There are some other mechanisms involved in LII
which can potentially affect the measurements; Michelsen in her 2003 paper [41] has done
a comprehensive review of all the mechanisms that are involved in particle heating and
subsequent cooling. Not only sublimation has been treated meticulously, the possible effect
of some other mechanisms such as oxidation and thermal annealing has been investigated.
Now that some background has been provided for the general logic of LII method, there
will be a more detailed description of the way size distribution of particle can be estimated
by TiRe-LII.
Time-resolved laser induced incandescence infers the particle size distribution in the
aerosol, P (a), from the measured incandescence of laser-energized particles as they re-
equilibrate with the surrounding gas. At any instant in the cooling process the LII signal
is due to the combined incandescence of all particle sizes,
Jλ (t) = C
∞∫
0
pia2P (a)Qabs,λ (a) Ib,λ[Tp (t, a)]da (1.1)
in which Qabs,λ is the absorption efficiency and C is a calibration constant that depends on
the particle loading, excitation laser fluence, and detector optics, Tp(t) is the temperature
of the particles at time t, Ib,λ is the corresponding blackbody intensity
Ib,λ (Tp) =
2hc2o
λ5
[
exp
(
hco
λkBTp
)
− 1
]−1
(1.2)
and P (a) is the distribution of aerosol particle radii. The size distribution can be found
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by nonlinear regression of modeled spectral incandescence to experimental measurements
[13]. The modeled incandescence is found using calculated cooling curves for a range of
particle sizes. These curves can be found by integrating the ordinary differential equation
ρsCs
pi
6
d3p
dT
dt
= q˙abs (t, a)− q˙cond (t, a)− q˙rad (t, a)− q˙sub (t, a) . (1.3)
the left hand side of Eq. (1.3) is the change in internal energy of a single primary particle
in which ρs is the density and Cs is the specific heat of soot, T is the instantaneous soot
temperature and dp is the diameter of the primary particle. The right hand side terms
refer to absorption, conduction, radiation and evaporation/sublimation heat transfer rate
respectively. The laser energy absorption rate [40] for a single primary particle is given by
q˙abs =
pi2d3pE(m)
λ1
Fq(t)
q1
, (1.4)
where E(m) is a function of the complex refractive index, q(t) is the temporal profile of the
laser which has been normalized to 1, F is the laser fluence and λ1 is the laser wavelength.
The second term on the right hand side of Eq. (1.3) is rate of conduction cooling and
depending on whether the heat transfer is happening in continuum, free molecular or
transition regime is treated accordingly. More details about modeling conduction heat
transfer will be presented in the following chapters. Then there is radiation heat transfer,
q˙rad. The approach used in all LII models is to integrate the Plank function over all
wavelengths in order to calculate the rate of emission of radiative energy from the particle
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[40],
q˙rad = piD
2
∫ ∞
0
λ
2pihc2
λ′5
[
exp
(
hc
λ′kBT
)
− 1
] dλ′ (1.5)
where λ is the the emissivity at a wavelength λ, h is the Planck constant (6.626× 1034 m2
kg/s), c is the speed of light in vacuum, and kB is the Boltzmann constant. Many LII
models use the Rayleigh approximation to substitute for emissivity and equation (1.5) will
simplify by further assuming that E(m) is wavelength independent to
q˙rad =
199pi3D3 (kBT )
5E(m)
h(hc)3
(1.6)
Radiation heat transfer from heated soot particles is neglected in most LII applications
and is also neglected in the current study. The fourth term on the right hand side of the
energy balance equation (1.3) is the rate of sublimation heat transfer which can be found
from
q˙sub = −∆Hν
Mν
dM
dt
, (1.7)
where the rate of mass loss can be found from
dM
dt
=
1
2
pid2pρ
ddp
dt
= −pid2pρβsubpν
√
Mν
2piRuT
(1.8)
in which M is the mass of the soot particle and ∆Hv is the average enthalpy of formation
of sublimed carbon species. Mv is the mean molecular weight of sublimed carbon clusters
[57]. βsub is the effective sublimation coefficient which is taken to be 0.9 in [54], Ru is the
universal gas constant.
There are some uncertainties in low fluence and high fluence LII, such as the unknown
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effect of transient conduction in low fluence LII and the gas dynamics effects of sublimed
species in high fluence LII. In order to address these uncertainties which will be described
in more detain in the next chapter, transient Direct Simulation Monte Carlo (DSMC)
simulations have been used as a strong numerical tool.
1.8 Introduction to DSMC
DSMC is a stochastic/numerical method which is based on the physics of high Knudsen
number flows and the assumptions made in derivation of Boltzmann equation which governs
gas molecular dynamics surrounding the laser-energized nanoparticles; it does not give an
explicit solution of Boltzmann equation, but the result that it yields is the same as solving
the Boltzmann equation [7].
In this method, like most other computational methods, the computational domain
is spatially divided by a number of computational cells. These computational cells are
intended for two purposes. First, the probable collision pairs are chosen within each cell
and second, the statistical information that is gathered accumulatively from the velocity
distribution of molecules within each cell, is averaged and processed to give the macroscopic
properties at the center of that cell. A time step needs to be chosen which can vary
during the simulation or be constant. One of the basics assumptions in DSMC is that
over a sufficiently small time step, molecular motion and collisions can be assumed to be
independent of each other. For this assumption to be valid, the time step must be only
a fraction of the mean collision time, and also be sufficiently small so as not to allow the
molecules to move a distance larger than the cell dimensions in a single time step.
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The boundary conditions should be able to model the real physics of the problem which
can be an imposed temperature on a wall or boundary, a pressure on a boundary, a moving
surface or even a vacuum boundary. When the initial condition is chosen and the boundary
condition is defined, the simulation will march and model the evolution of the flow field
from the initial conditions based on the imposed boundary conditions. There is an initial
period where the transient effects happen and that period is neglected in steady DSMC
simulations and is not considered in the final sampling of parameters, it is only the samples
after that period which go through a time and ensemble averaging to give the macroscopic
quantities such as temperature, pressure, density, heat transfer and etc. Since DSMC
simulation is a stochastic method, it needs a sufficiently large sample size to be able to
calculate the macroscopic properties in each cell, this is why the simulation continues for a
large number of sampling periods after the steady state is reached to yield a large sample
size for each cell. Now it is useful to see how DSMC actually models the evolution of flow
field.
By passage of each time step, the ballistic molecular motions are calculated determinis-
tically based on the last velocity stored for each molecule, and then intermolecular collisions
between molecules and interactions with boundaries are considered. Contrary to molec-
ular motion, intermolecular collisions are calculated stochastically, i.e. each pair that is
chosen has a probability of collision that is proportionate with its relative velocity; DSMC
only allows binary collisions which is a good model of the physics of diluted gases. The
position, translational velocity and internal energy of each molecule is stored and tracked
as the simulation continues. Each time an intermolecular collision or boundary interaction
happens, the velocity and internal energy of the engaged molecules are updated. Since
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the number of real molecules is normally very large and modeling the transport process of
all of them individually is computationally expensive, the concept of simulated molecules
is used; each simulated molecule models the transport process of a large number of real
molecules.
1.9 Objective and Scope of Thesis
The purpose of this thesis is to use transient DSMC simulations to investigate some of the
unresolved issues in LII, namely transient heat conduction effects, back flux of sublimed
species and the formation of shock waves. Chapter 2 provides background concerning tran-
sition regime heat transfer and sublimation in low and high fluence LII. In this chapter,
Boltzmann equation is introduced first, and then heat transfer regimes (free molecular, con-
tinuum and transient) and their underlying physics are discussed. Then different methods
for modeling heat transfer in the transition regime which include, approximate analytical
techniques, interpolation techniques, two-layer technique, and numerical techniques are
explained. Then sublimation in LII is presented followed by a discussion about different
sources of uncertainty in LII, specially sublimation.
Chapter 3 is focused on the numerical simulation of transient transition regime heat
conduction in LII. In this chapter, the importance of transient effects is investigated first
using an scale analysis proposed by Filippov and Rosner [15], then the transient DSMC
method used in this thesis is explained in detail and the results of the simulation are
presented afterwards. At the end of this chapter the scale analysis of Filippov and Rosner
[15] is re-evaluated and an alternative more physical analysis is provided.
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Chapter 4, discusses sublimation in high fluence LII. First different computational
parameters in the DSMC simulation are explained. Then the model used for simulating
intermolecular collisions is described. At the end there is a section in which the results are
presented and discussed.
Finally chapter 5 is dedicated to conclusion of the previous chapters and proposing the
research path that can be taken in future.
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Chapter 2
Background Information
2.1 Introduction
In this chapter, the physics of heat transfer in LII is discussed. First the governing Botltz-
mann equation is introduced and then different heat transfer regimes are discussed. Dif-
ferent methods for modeling heat transfer in the most intractable regime, which is the
transition regime, are presented. Then the physics of sublimation is explained and at the
end the unanswered phenomena and sources of uncertainties in LII are presented.
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2.2 Governing Equations for Heat Transfer in LII
The Boltzmann equation, is the governing equation for all different heat transfer regimes.
The complete Boltzman equation [7] for a dilute gas is written as
∂
∂t
(nf) + c
∂
∂r
(nf) + Fex
∂
∂c
(nf) =
∫ +∞
−∞
∫ 4pi
0
n2 (f ∗f ∗1 − ff1) crσdΩdc1 (2.1)
in which n is the number density of gas, f is the velocity distribution function which is a
the short form for f(c, r, t), f1 is also the short form for f(c1, r, t). cr is the relative velocity
between c and c1 which is given by c− c1.
The first term in the left hand side of equation (2.1) is the total rate of increase of
the number of molecules in the velocity-space element dc.dr. The second term is the net
outward flow of molecules of class c across the boundary of dr due to velocity c. The third
term is the net outward flow of molecules across the surface of dc due to external force F
per unit mass. In case of LII simulations, there is no significant external force so the third
term is negligible. The right hand side of equation (2.1) has a single term which is the
collision term. Since it has an integral form in contrary to the differential form of the left
hand side terms, it is the cause of the mathematical difficulty in solving the full Boltzmann
equation.
2.3 Review of Heat Transfer Regimes in LII
Heat transfer in LII, can take place in three different regimes. the non-dimensional number
that determines heat transfer regime is the Knudsen number, Kn, which is the ratio of two
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length-scales
Kn =
λMFP
Lc
(2.2)
where λMFP is the mean free path which is the average distance a molecule travels between
two successive collisions with other molecules, and Lc is the characteristic length of the
problem. Modeling heat transfer in LII is mainly concerned with simulating heat transfer
from a single primary particle or an aggregate, hence the characteristic length is the radius
(or diameter) of the particle or aggregate. The diameter of primary soot particles in most
LII applications is in the range of 10-60 nm. In general there are three heat transfer regimes
which will be discussed briefly.
2.3.1 Free Molecular Regime Heat Transfer
If the Knudsen number is ∼ 10 or greater, the mean free path is several times the particle
radius and hence the heat transfer between the particle and the surrounding gas occurs in
the free molecular regime.
This heat transfer regime happens when the LII experiment is done at flames with
pressures of the order of or below atmospheric pressure. As one example of such conditions,
if Pg = 1 atm and Tg = 1700 K, the mean free path of the background gas is about
580 nm which is much larger than the radius of soot particles. As a result of the very
large ratio of these two length-scales, the molecules can ballistically travel large distances
between the particle and the equilibrium gas without undergoing inter-molecular collisions.
Since the size of the particle is much smaller than the mean free path of molecules, the
probability that a molecule collides on the surface of the particle is very low. But in case a
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collision between a molecule and the surface occurs, that molecule will easily transfer the
energy that has absorbed from the particle to the bulk gas without undergoing collisions
with other molecules in the vicinity of the surface. Therefore, the rate of free-molecular
heat conduction depends on the incident molecular number flux as well as the energy
transferred when a gas molecule collides with a surface, which is specified by the thermal
accommodation coefficient, α [31]. α is an indicator of the amount of adjustment between
the temperature of the incident molecule with that of the surface. If α = 1, it means
complete energy adjustment and if α = 0 there will be no energy adjustment. α can be
written as
α =
Ei − Er
Ei − Es (2.3)
where Ei is the energy flux of incident molecules, Er is the energy flux of the reflected
molecules and Es is the energy flux that would exist if the reflection was completely diffuse
and the maximum energy transfer allowed by the second law of thermodynamics would
happen [12].
In general, the rate of conduction heat transfer from the surface of the heated soot
particle can be written as [31]
q˙c,FMR = As
 ∫
Cr<0
(c, Tg)Crfv,i(c)dc+
∫
Cr>0
(c, Tp)Crfv,r(c)dc
 (2.4)
in which As is the particle surface area, 4pia
2, (c, T ) is the total energy of each molecule
which is the sum of translational, rotational and vibrational energies, Cr is the radial
velocity of molecules interacting with the surface and fv,i(c) and fv,r(c) are the velocity
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distribution functions for incident and reflected molecules respectively. The velocity dis-
tribution for incident molecules in the free molecular regime could be assumed to be an
equilibrium Maxwell-Boltzmann distribution but the velocity distribution of the reflected
molecules depends on the model used for describing the surface interaction. In general, the
velocity distribution of the reflected molecules is described by the following equation [15]
f(vr) =
∫
vin<0
R(vi, vr)f(vi)dvi (2.5)
where vr is the velocity of the reflected molecule and vi is the velocity of the incident
molecule, n is the normal unit vector to the surface of the particle and R(vi, vr) is the
scattering kernel function. The scattering kernel is defined so as to account for momentum
and energy accommodation of molecules colliding with the surface. Usually Maxwell’s
model is used for defining the scattering kernel, hence the scattering is modeled as a
combination of specular and diffuse reflection as follows
R(vi, vr) = αfeq(vr, Tp) |vn|+ (1− α)δD(vi − vr + 2n[nvr]) (2.6)
where δD is the Dirac delta function and feq is the Maxwellian equilibrium velocity distri-
bution [15] which is given by
feq(vr, Tp) =
(
m
2pikTp
)3/2
exp
(
−mv
2
r
2kTp
)
(2.7)
Now returning back to equation (2.4), the first term on the right hand side is the
integration over the energy transfer to or from all the molecules that are incident on the
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surface and the second term is for energy transfer to or from the molecules that are reflected
form the surface. Equation (2.4) can be written in a more simplified format as
q˙c,FMR = AsN
′′ 〈Ei − Er〉 (2.8)
where N ′′ is the number flux of molecules on the surface which is given by ngcg/4 in which
ng = Pg/(kBTg) is the equilibrium gas number density, and cg = [8kBTg/(pimg)]
1/2 is the
mean thermal speed of the gas. Using the definition of α in Eq. (2.3), the free molecular
heat transfer rate can be expressed as
q˙c,FMR = pia
2ngcgkBα 〈Ei − Es〉 (2.9)
Eq. (2.9) can be simplified by substituting for 〈Ei − Es〉 to get
q˙c,FMR = αpia
2ngcgkB
(
2 +
ξint
2
)
(Tp − Tg) (2.10)
where ξint is the number of active internal degrees of freedom involved in the gas/surface
scattering. Equation (2.10) can be further simplified by substituting in for number density
n = pg/kBTg and mean molecular speed c = [8kBTg/(pimg)]
1/2. The number of active
internal degrees of freedom can also be expresses in terms of γ where γ = (ξint+5)/(ξint+3),
so that
q˙c,FMR = αpia
2
√
2kBTg
pimg
(
γ + 1
γ − 1
)(
Tp
Tg
− 1
)
(2.11)
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2.3.2 Continuum Regime Heat Transfer
If conditions are such that the Knudsen number is of the order of 0.01 or smaller, continuum
heat transfer will occur between the heated nanoparticle and the surrounding gas. It is
very rare in LII applications to meet continuum regime heat transfer because it requires
unusually high pressures of the order of 100 atm which do not usually exist in practical
applications.
If the heat transfer regime is continuum, molecules that are being incident on the surface
experience several inter-molecular collisions before reaching the surface and molecules that
are reflected from the surface will also undergo numerous collisions in a short distance from
the surface. The molecules will not travel ballistically in this case due to their small mean
free path and their motion is similar to a random walk. Heat transport from the particle
has two stages, stage one is energy transfer between the colliding particles and the surface
and the second one is the transport of that absorbed energy in the gas further away from
the surface of the particle.
In case of continuum heat transfer, the number flux of incident molecules is so high
that the first step will not limit the rate of heat transfer, unlike the free molecular heat
transfer, it is the second stage that limits the rate of heat transfer; energized molecules
which are moving away from the surface will face a barrier by other molecules and numerous
intermolecular collisions slows down the transport of energy within the gas. The second
stage is called diffusion and the speed of diffusion of a gas at any state is limited [31].
One can solve the stationary continuum heat transfer equation (which is independent of
the momentum equation) for heat transfer from the spherical particle with its quiescent
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surrounding gas and get [15]
q˙cont = 4piak¯ [Tp − Tg] (2.12)
where k¯ is the the average thermal conductivity between Tp and Tg.
2.3.3 Transition Regime Heat Transfer
In many TiRe-LII experiments carried out on high pressure aerosols, such as those in engine
combustion chambers, Kn is ∼ 1 and heat transfer takes place in the transition regime
(which is between free molecular and continuum regime). In this regime, heat conduction
has some similarities to both continuum and free molecular regime; it is affected by the
rate of incidence of gas molecules on the surface of the particle (similar to free molecular
regime) and by the frequency of intermolecular collisions (similar to continuum regime).
For transition regime heat transfer, in contrast to the free-molecular regime, the gov-
erning Boltzmann equation does not reduce to an analytically-tractable form, because the
full Botlzmann equation which is a nonlinear integral-differential equation needs to be
solved using appropriate initial and boundary conditions and there is nodirect analytical
way for doing that; LII researchers must instead rely on approximate methods. Models de-
veloped for evaluating heat transfer in transition regime fall under one of these categories:
interpolation methods, approximate analytical methods, and two layer or boundary sphere
methods [31].
Before discussing different methods of estimating the heat transfer rate in the transition
regime, it is useful to compare the dependence of heat transfer rate to the Knudsen number
for different heat transfer regimes. Figure 2.1 shows steady state heat conduction from a
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particle at constant temperature to the surrounding gas over a range of Knudsen numbers,
expressed in dimensionless form as the Nusselt number,
Nu =
q
4pik (Tg) a (Tp − Tg) (2.13)
in which k(Tg) is the temperature dependent conductivity coefficient of the gas. In Figure
2.1, the Nusselt number for the transition regime has been derived from Fuchs’s boundary
sphere method which will be described later. It can be observed from this figure that
continuum regime heat transfer rate is not affected by Knudsen number but in case of free
molecular regime, a strong linear dependence on Knudsen number is seen.
The three heat transfer regimes have been discussed and now different techniques for
modeling heat transfer in the transition regime will be explained in the following para-
graphs.
2.3.3.1 Approximate Analytical Techniques
Bird [7] has discussed some of these methods in his book at 1994. Three general approaches
have been developed for this purpose which are:
• model equation method
• small perturbation method
• moment method
These methods are used in conjunction with each other in most of the cases. The purpose
of the model equation is to make the collision term less complicated and the most famous
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Figure 2.1: Free molecular, continuum, and transition-regime heat transfer from a nanopar-
ticle, as a function of the Knudsen number
model equation is the one developed by Bhatangar, Gross and Krook which is called BGK
model [6], and is defined as
∂
∂t
(fv) + c.
∂
∂r
(fv) = ν(fv0 − fv), (2.14)
in which fv0 is the Maxwell-Boltzmann distribution function for an equilibrium gas and
ν is the collision frequency of gas molecules. The collision term in this equation is much
simpler than the one in the full Boltzmann equation.
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The main assumption in the small perturbation approach is that Knudsen number is
either large or small such that the regime is near free molecular or near continuum; in
such a case, the Boltzmann equation can be linearized which is easier to solve. This ap-
proach is often applied to the BGK model equation [31]. Two studies have been reported
in literature where the problem of heat transfer from a spherical particle to the monatomic
surrounding gas has been investigated using this approach [11, 44]. Cercignani and Pagani
[11] have assumed that the velocity distribution does not deviate significantly from equi-
librium Maxwell-Boltzmann equation if the temperature difference between the gas and
the particle is small, hence the velocity distribution can be written as
∂
∂t
(fv) + c.
∂
∂r
(fv) = ν(fv0 − fv), (2.15)
In the moment method, a specific functional form of velocity distribution which contains
many unknown variables is chosen. Then all the terms of the Boltzmann equation are
multiplied by a molecular quantity and an integration is performed over the whole velocity
space; the resulting expression is a moment equation and this process can be continued to
yield higher order moment equations. Since the velocity distribution function is assumed
to contain a finite number of macroscopic quantities, the set of equations derived can form
a closed set and be solved. Chapman-Enskog theory is a well known example for a mix of
moment method with small perturbation approach. A more thorough description of this
method can be found in Ref. [7]
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2.3.3.2 Interpolation Techniques
Sherman in 1963 [53] proposed a very simple method for estimating heat transfer rate in
the transition regime. He reported that, based on experimental observations, the rate of
heat transfer in the intermediate transition regime is close to the harmonic mean of the
heat transfer in the continuum and free molecular regimes as expressed in the following
equation
q˙tr
q˙c
=
(
1 +
q˙c
q˙f
)
(2.16)
where q˙tr, q˙c and q˙f are the transition, continuum and free molecular heat transfer rates
respectively. This simple treatment was made more sophisticated later by Fuks, Sutugin
and Loyalka [19, 34, 35] assuming complete thermal accommodation
q˙tr
q˙c
=
(
1 +Kn
ξ(q˙c/q˙f ) + ζ
ξKn+ 1
)−1
(2.17)
in which ξ and ζ are non-dimensional coefficients.
2.3.3.3 Two Layer Technique
The most accurate method for modeling transition regime heat transfer is Fuchs’s boundary
sphere approach [15, 18]. In this model, the gas is divided into two domains separated by a
spherical surface called the boundary sphere, located at a radius of a+ δ, in which δ is the
Knudsen layer thickness, usually chosen to be the same as the mean free path. Molecules
are assumed to travel ballistically between the boundary sphere and the particle surface,
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Figure 2.2: An schematic of Fuchs’s boundary sphere method
and accordingly heat conduction occurs in the free molecular regime,
qc,FMR = αpia
2
√
2kBTg
pimg
(
γ + 1
γ − 1
)(
Tδ
Tg
− 1
)
(2.18)
Heat transfer between the boundary sphere and the equilibrium gas is assumed to occur
in the continuum regime, governed by
qc,cont = 4pi (a+ δ) k¯ (Tδ − Tg) (2.19)
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where k¯ is the average thermal conductivity between Tδ and Tp. Under steady state con-
ditions the heat transfer through the inner free-molecular regime equals that through the
continuum regime, resulting in a nonlinear equation
4piak¯ [Tδ − Tg] = αpia2
√
2kBTg
pimg
(
γ + 1
γ − 1
)(
Tδ
Tg
− 1
)
(2.20)
that can be solved implicitly for Tδ. Once Tδ is found, the heat transfer rate can be
computed accordingly. A schematic of Fuchs’s boundary sphere method is shown in Fig.
2.2.
2.3.3.4 Numerical Techniques
The interpolation techniques that neglect the temperature dependence of material prop-
erties will be unable to yield reliable results when the ratio of the temperature difference
between the gas and the particle to the temperature of the gas (∆T/Tg) is very large [15].
Other than the analytical methods mentioned before, there can be a numerical approach
in modeling heat transfer in LII whose accuracy is not affected by the magnitude of the
ratio (∆T/Tg). Direct Simulation Monte Carlo method (DSMC) is the most successful
numerical method for this purpose because it works well for transition and free molecular
regime heat transfer in which the Knudsen number is large.
Some researchers have performed steady state DSMC simulations for modeling heat
conduction in LII. Filippov and Rosner [15] were the first to model heat transfer between a
hot spherical isolated and motionless primary particle and its cold surrounding monatomic
gas in transition and free molecular regime using a steady state version of DSMC. The
28
results of their study shows a good agreement between DSMC and Fuchs two-layer model.
Yang et al. [66] later performed the steady state DSMC simulations for a biatomic gas.
Two other papers have been published in which the conduction heat transfer rate in free
molecular regime is simulated for aggregates [16, 66]. Liu and Smallwood [32] have later
modeled the rate of conduction heat transfer between hot fractal aggregates of arbitrary
shape and the surrounding gas in the transition regime using a steady state version of
DSMC method. They have generated aggregates numerically using cluster-cluster and
particle-cluster aggregation algorithms.
The basics of DSMC method were explained in the previous chapter and more details
will be discussed in chapter 3 and 4 as necessary. It needs to be mentioned that all of the
DSMC simulations previously done in LII are steady state simulations and this study is
the first in its kind to investigate the real transient LII process using unsteady DSMC.
2.4 Sublimation in LII
While much work has focused on modeling transient transition regime heat conduction
in low fluence LII, the state of sublimation modeling in high fluence LII is still nascent;
there remains considerable uncertainty in the underlying physics of sublimation in LII, as
evidenced by a significant difference between model predictions and experimental results
during the laser pulse and shortly thereafter [41, 54, 51, 57]. Most sublimation models
currently used to interpret TiRe-LII data are minor modifications of the original work by
Melton [38, 1], who first conceived LII as a soot diagnostic; the state of the art is summa-
rized in [40]. While there have been minor variations and innovations (e.g. modifications
29
to the mass accommodation coefficient and the molecular mass of sublimed species [54])
all models use the Clausius-Clapeyron model to estimate the number density of sublimed
species based on the particle temperature and ambient gas pressure, and all models as-
sume that sublimation occurs in the free molecular regime, which neglects the influence of
sublimed species on the gas dynamics surrounding the nanoparticle.
Sublimation becomes important at temperatures around 3800 K [57]. At this tempera-
ture gaseous carbon clusters are sublimed from the soot particles; the size of these clusters
ranges from C1 to C10; the most abundant of which is C3. The rate of sublimation can be
found from [54], (
dM
dt
)
evap
=
1
2
ρspid
2
p
d
dt
(dp) = −pid2pβsubPυU (2.21)
in which dp is the diameter of the soot particle, ρs is the average density of soot and β
is the mass accommodation coefficient [32]. The average velocity of the sublimed clusters
diffusing from the particle surface, U, is derived from the Maxwell speed distribution defined
at the surface temperature T,
U =
√
Mυ
2piRT
(2.22)
in which Mv is the mean molecular weight of sublimed species and R is the universal gas
constant [57]. The partial pressure of vapor, Pv, is found from the Clausius-Clapeyron
equation [25]
pυ = p
∗ exp
(
∆Hsub(T − T ∗)
RTT ∗
)
(2.23)
Where pv is the partial pressure of vapor, p
∗ and T∗are reference temperature and pressure.
Using the enthalpy of formation of sublimed carbon clusters, this equation gives the partial
pressure of sublimed carbon species as a function of instantaneous temperature of particle
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surface during equilibrium phase change from solid to gas state. Sublimation in LII is a
strong non-equilibrium process due to extremely large temporal and spatial gradients but
there is no better way to estimate the partial pressure of sublimed carbon clusters other
than using the Clausius-Clapeyron equation. Using Clausius-Clapeyron equation, Leider et
al [27] have developed vapor-pressure data and Michelsen et al [39] have fitted a polynomial
to that data. In this study the coefficients in [39] have been used to calculate the partial
pressure of sublimed clusters (in this case, only C3) as a function of the temperature of
the particle; using the estimated partial pressure, the sublimation rate is found. In this
method of calculating the sublimation rate it is assumed that sublimation is kinetically
controlled which means that the transport rate of sublimed clusters does not affect their
partial pressure at the vicinity of the particle surface [39]. More details about numerical
modeling of sublimation in LII will be provided in Chapter 4.
2.5 Unresolved Issues and Uncertainties in LII
There are several unresolved issues and sources of uncertainty in LII measurements and
some of them are discussed in this section. One of these issues which was first mentioned by
Snelling et al, in their 2009 paper [57] is the “gas heating”effect. In one of the plots in their
paper, the cooling rate versus temperature of soot is shown for different laser fluences. If
the soot absorption function, E(m), can be assumed to be independent of soot temperature
and the differential cooling of large aggregates can be neglected, then it is expected that
the cooling rate for all fluences should become identical at low particle temperatures. This
happens for low and medium fluences where the peak soot temperature is moderate but not
31
for high fluences. At fluences higher than 0.39 mJ/mm2 they have observed that the cooling
rate is lower than the low fluence cooling rate at low soot temperatures. Their conclusion
is that at soot concentration of 4-ppm which corresponds to their measurements there can
be a significant gas heating effect. They have made an argument about the diffusion speed
of heat and concluded that the heat that is absorbed by the soot particles can not scape
the beam laser area completely during LII measurements and hence the temperature of
the gas in the whole beam area will be higher in case of high fluence LII.
Another phenomenon which remains unexplained to date is an effect called “anomalous
cooling”. In many LII experiments, pyrometrically-derived temperature decays cannot be
explained by steady-state heat conduction models. If the laser-energized particles com-
mence cooling from the same temperature (which is usually a good approximation if the
beam fluence is spatially-uniform) a steady-state heat conduction model corresponds to an
exponential pyrometric temperature decay at early cooling times, which becomes progres-
sively non-exponential at longer cooling times due to the effect of polydisperse particle sizes
[33]. Many researchers, including Daun et al. [12] have observed this effect, i.e. enhanced
cooling after the laser pulse, as shown in Fig. 2.3. Other than the discrepancy in the
temperature prediction of LII models and pyrometrical measurements, the rate of cooling
(loosing sensible energy) at short times after the laser pulse in low fluence LII is about 2
times higher than what the LII models predict. The duration of this anomalous cooling
effect is about 50 ns after the peak of laser pulse. Snelling et al, in their 2009 paper [57],
have plotted the cooling rate versus Tsoot− Tgas with a very high data precision which can
clearly show the anomalous cooling that happens at short times. The cause of anomalous
cooling is not very well understood up to now. There are speculations that it may be
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Figure 2.3: Pyrometrically-defined temperature for soot entrained in argon, showing
anomalous cooling lasting 50 nm after peak soot temperature [12]
due to evaporation of large polyaromatic hydrocarbons (PAHs) or due to detachment of
hydrogen and oxygen atoms from the surface of soot and consequently the conversion of
carbon atoms from sp3 to sp2 hybridization states [57].
In addition to the above mentioned unresolved issues, there are many sources of un-
certainty specific to sublimation. For example: (i) the effect of aggregate shielding on
sublimation is unknown; (ii) morphological changes, like soot annealing can affect the
sublimation rate significantly; (iii) the entropy and enthalpy of evaporation and the mass
accommodation coefficient used to calculate the sublimation rate of soot have been de-
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rived from experiments on bulk graphite surfaces, which may not be representative of soot
properties; (iv) non-thermal photo-desorption during the pulse may contribute to subli-
mation/evaporation [41, 40]. Perhaps most glaringly, however, is that the influence of the
sublimed species on the gas dynamics surrounding the particle has been ignored. Implic-
itly, Eq. (2.21) assumes that the sublimed species leave the primary particle in the free
molecular regime, with a molecular flux characteristic of an equilibrium gas at Tp. This
state-of-affairs is remarkable, considering the extensive development of transition-regime
conduction models for LII experiments carried out on larger monomers or aggregates, or
in high-pressure aerosols. The nature of heat conduction depends on the Knudsen num-
ber, Kn = LMFP/deff , where LMFP is the mean free molecular path in the gas and deff
is a characteristic length; either the diameter of a monomer, or some effective diameter
in the case of an aggregate. When Kn is large it is reasonable to assume free molecular
diffusion, i.e. that the gas molecules travel ballistically between the particle surface and
the equilibrium gas. When Kn approaches unity, however, this assumption is no longer
valid since intermolecular collisions in the vicinity of the particle surface will influence the
local gas properties [24]. There has been some speculation in the literature that collisions
involving sublimed carbon clusters may influence the gas dynamics, e.g. the possibility
of shock waves [41], and that the sublimed species may return to the particle surface via
intermolecular collisions with other sublimed clusters and the bath gas [57].
The purpose of this thesis is to investigate some of the unresolved issues in low fluence
and high fluence LII. In low flucence LII, one of the possible causes of anomalous cooling
which is the transient heat conduction effects is investigated (Chapter 3). Every model of
heat conduction in LII works based on steady state conditions assumption, but in reality,
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heat conduction in LII is highly unsteady and there are very large temporal gradients of
quantities like temperature, pressure, number density and etc.
In high fluence LII, the back flow of sublimed species and formation of shock waves is
studied (Chapter 4). The numerical tool used for both issues is transient Direct Simulation
Monte Carlo method [7].
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Chapter 3
Transient Transition Regime Heat
Conduction in LII
3.1 Introduction
In this chapter the transient transition regime heat conduction is modeled using DSMC.
First the importance of transient effects is analytically analyzed and then the details of
the DSMC simulation is explained. The results and their impact on clarifying the causes
of some unresolved phenomena are discussed at the end of the chapter.
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3.2 Analytical Evaluation of the Importance of Tran-
sient Effects
The applicability of a steady-state transition regime heat conduction model can be inves-
tigated by comparing the characteristic cooling time of the particle to the characteristic
response time of the gas, following Filippov and Rosner [15]. It is proposed in Ref [15]
that, in case of a monomer in the transition regime, the response time of the gas can be
estimated as
τeq =
a
c¯
(3.1)
where c¯ is the mean thermal speed of the gas. Eq. (3.1) is based on the argument that
Kn = λMFP/a ∼ O(1) and gas molecules must undergo several collisions [57], therefore
traveling several mean free paths, to reach an equilibrium distribution.
To find the characteristic time of particle temperature change in the transition regime,
the free molecular heat transfer rate is equated to the rate of sensible energy loss
mpcp
dT
dt
= αpia2ng c¯kB
(
2 +
ξint
2
)
(Tp − Tg) (3.2)
Non-dimensionalizing temperature by θ∗ = (T−Tg)/(Tp−Tg) and time by t∗ = t/τp,h, where
τp,h, is the characteristic cooling time of the monomer, results in dT/dt ∼ (Tp − Tg)/Tp,h,
since [
dθ∗
dt∗
]
∼ O(1) (3.3)
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Figure 3.1: Length scales in analytical analysis of the importance of transient effects
Finally, for a monatomic molecule like argon, ξint = 0, so
τp,h =
mpcpTg
2αpia2pg c¯
(3.4)
The ratio of these two characteristic times gives
τp,h
τeq
=
ρpcpmgTg
2αρgkB
(3.5)
which must be much greater than unity for the quasi-steady state treatment to be valid.
This condition is usually satisfied for a primary particle because the density of graphitic
soot is much higher than that of the gas while cpmg/kB ∼ O(1). While the quasi-steady
state assumption is usually valid for dense spherical particles and aggregates, this may not
be the case for sparse aggregates. In this scenario, the characteristic response time of the
38
gas is defined using the geometric length of the aggregate, L, hence
τeq =
L
c¯
(3.6)
Equating the heat transfer rate of free molecular regime to the rate of sensible energy loss
results in
4
3
pia3pρpNcp
dT
dt
= αpia2eqng c¯kB
(
2 +
ξint
2
)
(Tp − Tg) (3.7)
where aeq is the equivalent heat transfer radius of the aggregate, N is the number of
primary particles in an aggregate, and cp is the specific heat of soot. Using the same
non-dimensionalization described above, Eq. 3.7 simplifies to
τp,h =
a3pρpNcp
aeq2c¯
mg
kBρg
(3.8)
By definition it is known that
ηsh =
4pia2eq
4pia2pN
(3.9)
in which ηsh is the shielding coefficient, which accounts for the fact that primary particles
near the aggregate interior are not entirely accessible to incident gas molecules due to
primary particle on the exterior. Typically ηsh ∼ O(1) so a2eq ∼ a2pN , and consequently
τp,h =
apρpcp
c¯
mg
kBρg
(3.10)
and
τp,h
τeq
=
ρpcpmgap
kBρgL
(3.11)
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The case corresponding to the data shown in Fig. 2.3 is considered, in which LII mea-
surements were made on soot generated by a laminar diffusion flame and then entrained
into argon at 293 K and 1 atm [12]. To find the ratio of the characteristic times, L is
estimated to be the same as the equivalent sphere diameter, Deq, which is given by the
fractal-relationship (3.12)
Deq = dp(Np/fa)
(1/2εa) (3.12)
where dp is the diameter of a primary particle and Np is the number of primary particles
in the aggregate, taken to be 29.7 nm and 184, respectively, based on a TEM study of
extracted soot aggregates [12]. The fractal prefactor, fa, and fractal exponent, a are given
by
fa = 1.04476 + 0.22329α + 7.14286× 10−3α2 (3.13)
and
2εa = 1.99345 + 0.30224α− 0.11276α2 (3.14)
based on a Monte Carlo simulation done in the free-molecular regime [33]. In this research
the thermal accommodation coefficient is taken to be 0.35, representative of the values used
in other DSMC studies of transition-regime heat conduction [15, 31, 18]. This value was
chosen based on the linear regression like what is shown in Figure 2.3, only the part between
50 ns and 100 ns was considered, the data for times smaller than 50 ns and specially smaller
than 25 ns cannot be considered because there is a non exponential trend in that part and
the accommodation coefficient is only meant to model gas surface scattering interaction
not any other mechanism of energy transfer. These calculations result in an equivalent
sphere diameter of 342 nm. This diameter is related to the aggregate shielding parameter
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in Eq. 3.9 by
Deq =
√
ηshD2pN (3.15)
Substituting in these parameters, and typical constant values for ρp = 2100 kg/m
3 [12] and
cp = 1900 J/kg.K [40] for soot results in τp,h = 450 ns and τeq = 0.868 ns, and τp,h/τeq = 507.
While this result suggests that the quasi-steady state approach may be reasonable under
these conditions, because the sampling frequency in LII experiments is often of the order of
1 ns, temperatures measured shortly after the pulse may not, in fact, satisfy conditions for
quasi-steady state heat conduction. DSMC results in this chapter will show that there is a
distinct transient effect and the steady state models can not capture it. At the end of this
chapter there will also be a discussion about defining a better characteristic equilibrium
time.
3.3 Transient DSMC in Modeling Conduction Heat
Transfer
The basics of DSMC method were explained in the previous chapter with a focus on steady
state DSMC. This is the first study that is using a transient DSMC simulation for modeling
transient conduction during LII.
Transient DSMC method has been used to investigate whether the quasi-steady state
approach is appropriate for LII models. The results of transient DSMC simulation have
been compared to steady state DSMC and Fuchs’ method to evaluate the importance of
transient heat conduction effects.
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3.3.1 Computational Domain
The computational domain used in this study is shown in Fig. 3.2. Due to the extreme
computational expense of DSMC simulations, the outer domain cannot extend to the equi-
librium gas. In this study, the computational domain reaches a radius of 3 µm, represent-
ing the average half-distance between aggregates for soot loadings typical of an ambient
flame [57]. Steady state DSMC simulations [15, 31, 32] have defined this boundary con-
dition using a variation of Fuchs’s boundary sphere method, in which the outer boundary
temperature is updated throughout the simulation by matching the DSMC-derived in-
stantaneous heat conduction rate to a steady-state continuum solution between the outer
domain surface and the equilibrium gas. This treatment is inapplicable to transient heat
conduction simulations, so the outer domain temperature is simply set equal to 293 K,
with the understanding that this boundary condition is valid only for short cooling times.
Based on a continuum analysis, it takes more than 100 ns for the thermal wave to reach
the boundaries so if the domain radius is 3µm and its temperature is 293 K, this will not
cause any error in any of the simulations before 100 ns.
3.3.2 Modeling the Surrounding Gas
The surrounding gas has been chosen to be argon for simplicity. Argon is a monatomic
gas and can be accurately modeled as a hard sphere gas in which the heat conductivity
coefficient obeys a power law, k(T ) = kref (T/Tref )
ω, with ω = 1/2. In this model the
collision cross section is independent of relative velocity of the colliding molecules and an
isotropic scattering is considered in the center of mass frame of reference. Hard sphere
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Figure 3.2: DSMC Simulation geometry (not to scale).
model only considers the translational energy of molecules and neglects their rotational
and vibrational energy which works well for monatomic molecules which do not posses any
internal energy of rotational or vibrational form.
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3.3.3 Modeling Soot Nano-particles
Rather than model the aggregate structure in detail (which to date remains computation-
ally intractable in the transition regime [41]) the equivalent sphere defined in Eq. (3.12)
has been used. Substituting Eqs. (3.13) and (3.14) into Eq. (3.12) results in an effective
diameter of 342 nm. The inner surface of the computational domain is the surface of the
equivalent sphere.
3.3.4 Surface Interaction Model
The collision between the gas molecules and the surface of the particle at the inner surface
of the computational domain is modeled by classical Maxwell model [7] which is an ideal-
ization and as was discussed in Chapter 2, the true scattering behavior is governed by a
scattering Kernel. In Maxwell model, any collision between the molecules and the particle
surface is either considered to be specular or diffuse on a probabilistic basis. It is the ther-
mal accommodation coefficient, α, which determines the probability of each collision type.
If the accommodation coefficient is 1, all the collisions are considered to be diffuse, and if
it is zero, all the collisions are treated as specular reflection. In general the probability of
diffuse reflection is α and that of specular reflection is (1− α).
If a collision is chosen to be diffuse, the post collision velocity of the incident molecule
will be determined from a half Maxwellian equilibrium distribution at the instantaneous
particle temperature and will be completely independent of the incident velocity. If the
collision is specular, on the other hand, there is no energy transfer of any type between the
particle surface and the gas molecule and the post collision velocity will not be affected
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by the temperature of the surface but will only reverse its normal component of velocity,
and the other velocity components will remain intact. The energy transfer in each diffuse
reflection is calculated by comparing the energy of molecules before and after the collision
and the heat conduction rate is calculated by summing these individual energy transfers
and dividing by the corresponding time. Since a single time step is a very short time
and the number of molecule-surface interactions is very small in each time step, the heat
transfer rate is calculated after each 1 ns; since the temperature of the particle does not
change significantly in 1 ns, it still gives a good temporal resolution of the change of heat
transfer rate by time.
The Maxwell model of molecule-surface interaction is implemented in DSMC code as
follows. In each time step, the trajectory of individual molecules is calculated determinis-
tically based on their last stored velocity and position for the duration of a single time step
by neglecting any solid boundary. If the calculated end position of the molecule is such
that it requires crossing a solid surface, a collision is considered to happen and the fraction
of time step before and after the collision is calculated. Then in order to determine whether
the collision is diffuse or specular, a uniformly distributed random number between 0 and
1, R(f) is generated. If this number is larger than α, the collision is assumed to be diffuse
and otherwise is it treated as specular.
The particle temperature is updated at the beginning of each time step according to
a polynomial expression, Tp(t), fit to pyrometrically-inferred experimental data from [57],
shown in Fig. 3.3.
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Figure 3.3: Particle temperature decay curve, based on pyrometrically-derived tempera-
tures from [12]
3.3.5 Discretization of the Computational Domain
Now that the computational domain is defined, it should be discretized using a number of
cells. There are a number of issues to consider in choosing the cell size. If the cell size is
chosen to be very large, the DSMC simulation will be unable to capture steep gradients in
temperature, pressure and other properties. The smaller the size of the computational cells,
the more accurate the DSMC simulation will be. For matters of statistical stability, it is
recommended for each computational cell to contain no less than 20 simulated molecules,
and if the number of cells is very large, then the number of simulated molecules will
also increase accordingly; the computational time in NTC method which is used here, is
proportional to the total number of simulated molecules in the flow field and hence the
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computational time will also increase which is undesirable. It is recommended that the
cell size be no more than 1/3 of the expected mean free path [7]; based on this criterion,
in this study, the 1D radial geometry is discretized into 150 equal cells. It should be noted
that the cell size is the same only in the radial direction, each cell is a spherical shell
and different cells have different volumes and the further away they are from the particle
surface the larger they are.
3.3.6 Initial Conditions
Based on the requirements for minimum number of simulated molecules in each cell, the
gas is initially represented using 106 simulated molecules, each one representing 2700 real
molecules.
In any DSMC simulation, the initial condition must be specified. When a steady state
DSMC simulation is being performed, the initial condition is arbitrary as long as the
boundary conditions are properly defined, since the simulation will change to the steady
state solution. But in case of transient DSMC, the initial condition specified in the code
must exactly match the physical problem. In case of the simulation done in this study,
the initial condition is defined as argon in atmospheric pressure and at temperature of
293 K; based on this initial condition and using the ideal gas law, the number density of
the gas is determined and since the size of the flow field is also known, the number of
real molecules can be evaluated. Once the number of real molecules in the flow field is
calculated, by dividing that number with the number of simulated molecules, the number
of real molecules represented by each simulated molecules will be determined which in this
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case is 2700.
3.3.7 Time Step
After discretization of the domain, an appropriate time step must be chosen. When a
transient DSMC simulation is being performed, the time step actually corresponds to the
passage of real time. Like the cell size, the smaller the time step the more accurate the
simulation. There are several criteria for choosing the time step; the molecules on average
should not travel a distance larger than cell dimension over a single time step; and the
time step should be only a fraction of the mean collision time. Based on these criteria, the
time step in the current calculations is chosen to be 10−11 s which corresponds to 4% of the
mean collision time. In this transient simulation, time steps correspond to the passage of
physical time, i.e. when one time step passes, it is equivalent to 10−11 s of the real transient
process.
3.3.8 Sampling Thermodynamic Properties
While both ensemble and time averaging can be used to reduce variance in steady-state
DSMC, in transient DSMC only ensemble averaging is used. There is no time-averaging
except for the heat transfer rate, which is calculated by aggregating the kinetic energy
change of molecules scattering from the particle surface over each time step. To further
reduce the sample variance, the simulation needs to be replicated over and over again with
a new random seed to yield a large sample size for each cell at each time until the variance
of the problem becomes sufficiently small.
48
Both steady state and transient DSMC simulations model the transient evolution of the
flow field from the chosen initial condition to the steady state, but steady state simulations
disregard samples collected at the transient phase; any data that is collected after the
transition phase can be used to reduce variance in the properties of the flow field for the
steady state. In transient DSMC, it is not practical to store the information at the end
of each time step. Instead, certain points of time must be chosen at the designated of the
simulation and only the information for those points of time is sampled. In fact at each
one of those selected points of time the information in every cell is sampled and each time
the simulation is replicated and reaches that certain point of time, the sample size at that
time will increase.
3.4 Results
Figure 3.4 compares instantaneous gas temperatures obtained from transient and steady
state DSMC simulations at 0.1 ns, 0.3 ns, 0.7 ns and 1 ns after the peak soot temperature.
The steady state curves are almost identical because the temperature of the particle does
not change significantly over 1 ns, but the transient curves change dramatically as the
gas responds to the particle temperature. This result highlights the finite response time
of the gas to the laser-energized pulse. In fact, the temperature of the surface of the
particle is applied as the boundary condition. The gas layer adjacent to the surface feels
this boundary condition almost immediately but it takes some time for this information
to propagate to the rest of the flow field. The scale analysis done by Filippov and Rosner
which was discussed at the beginning of this chapter predicted no important transient
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Figure 3.4: DSMC modeled gas temperatures at 0.1, 0.3, 0.7, and 1 ns after the laser pulse
effects but Figure 3.4 shows otherwise.
The impact of this finite response time on the heat transfer rate is shown in Fig 3.5.
The transient DSMC model predicts a greater heat transfer rate at shorter times, but
approaches the cooling rate predicted using the steady state model after approximately
50 nanoseconds, which appears to match the duration of anomalous cooling shown in Fig.
2.3. The scale analysis proposed by Filippov and Rosner is again unable to predict this
period of 50 ns but another scale analysis will be discussed at the end of this chapter which
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Figure 3.5: Heat transfer from laser-energized particles, modeled using transient and
steady-state DSMC techniques
is more successful in predicting this transient response.
The authur’s speculation is that one of the causes of this enhanced cooling after the
laser pulse is the non-stationary nature of the gas at short time periods. Figure 3.6 shows
how the number density of the gas changes with time. Initially the number density of the
gas is uniform at ng = Pg/(kBTg), but it drops as the gas adjacent to the particle surface
heats up, causing a molecular flux away from the particle surface. This, in turn, causes
the initial number flux on the particle surface to be larger than the steady state value of
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N ′′ = ngcg/4 for a stationary gas.
The relationship between enhanced transient cooling due to the nonstationary gas pre-
dicted by DSMC and the experimentally-observed anomalous cooling shown in Fig. 2.3 is
further investigated by calculating the conduction heat transfer from the decay in sensible
energy inferred from the pyrometrically-derived temperatures,
qc =
4
3
pia3ρ (Tp) cp (Tp)
dTp
dt
(3.16)
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Figure 3.7: Comparison of heat transfer rates derived from DSMC, sensible heat loss and
free molecular equation
where constant values of ρ(T ) = 2100 kg/m3 and cp(T ) = 1900 J/kg.K are used from Ref.
[42]. Both the density and specific heat coefficient are functions of temperature but in
this study an average value is used for simplicity. The temperature gradient is estimated
using forward finite differences, with Tikhonov regularization to stabilize against noise
amplification [21, 5, 65].
Figure 3.7 compares the heat transfer predicted by Eq. (3.16) to the values obtained
from transient DSMC simulation and the free molecular heat transfer. It is evident that at
small times, i.e. below 50 ns, the heat transfer curve derived from the sensible energy loss
is much higher than that caused by the transient response of the gas. This result suggests
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that the non-stationary gas by itself is insufficient to explain the experimentally-observed
anomalous cooling rates, and some as yet unidentified phenomenon must be responsible
for the majority of anomalous cooling.
3.5 Conclusions
Transient DSMC simulations has been used to investigate different transient conduction
effects that may happen during the LII process. Comparing the temperature curves cal-
culated using transient and steady state DSMC at different times in the cooling process
clearly shows the finite response time of the gas to an abrupt change in the particle tem-
perature caused by the laser pulse. The transient gas response causes increased cooling
compared to the steady state prediction, lasting up to approximately 50 ns after the laser
pulse. This is due to a flow of molecules away from the particle as the gas becomes sta-
tionary. Nevertheless, a comparison of the heat transfer rate predicted by transient DSMC
to the heat transfer inferred from the measured pyrometric temperature decay shows that,
while a small percentage of anomalous cooling is due to transient gas dynamics, an as-yet
unidentified phenomena is responsible for the majority of anomalous cooling. A strong can-
didate for this effect is prompt evaporation of volatile desorbed species from the particle
surface [57].
In order to have a more realistic simulation for this problem, we plan to change the
particle temperature based on the instantaneous heat transfer rate from the particle instead
of using a predetermined temperature curve. In this study, argon has been used as the
surrounding gas, but a more realistic choice can be made by using the real products of
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combustion instead of argon.
The author believes that the definition of the equilibrium characteristic time in [15] is
not realistic. The equilibrium characteristic time should not be so heavily dependent of
the size of the particles. Using the definition of Fourier number, Fo = αdt/L
2
c , another
definition for the equilibrium time can be proposed. Fourier number will be ∼ 1 if t in the
definition of Fo number is substituted by τc, hence the characteristic time can be defined
as
τc =
L2c
αd
(3.17)
where αd is the thermal diffusivity coefficient defined by
αd =
kg
ρgCp,g
(3.18)
in which kg is the thermal conductivity coefficient of the gas, ρg is the density of the
gas and Cp,g is the specific heat of the gas. All of these three properties are dependent on
temperature which changes both temporally and spatially in case of particle cooling during
LII. The thermal conductivity of argon at atmospheric conditions which is the same as the
ambient gas conditions used in this study is 0.017 Wm−1K−1 [28, 63], the density is 1.603
kg.m−3 and Cp,g and the specific heat, is 521.5 J.kg
−1.K−1 [29]. Based on these values, αd
is calculated to be 2.11731E-05 m2/s. The characteristic length in equation (3.17) could be
defined as a distance that the thermal wave needs to propagate in order for the transient
solution to be close to the steady state solution. The continuum heat transfer rate at any
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radius in the gas could be expressed as
qr = 4pir
2k
dT
dr
= const (3.19)
which in case of steady state conduction is
qr = 4pi(a+ δ)k(Tδ − Tg) (3.20)
Equating equations (3.19), (3.20) and non dimentionalizing temperature by
θ =
T − Tg
Tδ − Tg (3.21)
gives
a+ δ = −r2dθ
dr
(3.22)
which after performing the integration simplifies to
θ =
a+ δ
r
(3.23)
If the criterion for the characteristic length is that the thermal wave must reach a distance
where the temperature difference relative to the ambient temperature is 1/10 of its value
at the boundary layer, then θ would be 0.1 and for an aggregate radius of 100 nm and a
δ of approximately 100 nm, it gives a characteristic length of 2 µm. Using this length in
equation (3.17) gives the characteristic time of 188 ns which is a much better approximation
of the response time of the gas to the initial temperature rise of the particle.
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This treatment is much more realistic than the Filippov and Rosner scale analysis.
They were trying to find a characteristic equilibrium time while what matters in this case,
is the characteristic response time of the gas to transient effects which can be called the
“characteristic steady state response time of gas” which is the time it takes for gas to reach
steady state if the boundary condition is kept constant. In fact, physics of LII is a strong
non-equilibrium situation. The gas is never in equilibrium even if it could be assumed to
be in steady state. In order to have equilibrium, there should be no temporal or spatial
gradient, while in the heat transfer problem that takes place in LII both gradients exist.
The proposed scale analysis in this study is based on the logic of estimating the time it
takes to reach steady state and hence is more realistic.
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Chapter 4
Sublimation in High Fluence LII
4.1 Introduction
In this chapter, sublimation in LII is modeled using transient DSMC method to address
some of the unresolved issues, namely back flux of sublimed species and shock waves. The
computational parameters of the DSMC code used are explained and the collision models
used are discussed. At the end of the chapter the results are presented and the new finding
about the back flux of sublimed species is discussed.
4.2 Problem Description
Following previous DSMC studies, two scenarios are considered: (1) an isolated primary
particle having a diameter of 29.7 nm, and (2) a soot aggregate containing 184 primary
particles based on a TEM study of extracted soot aggregates [61, 60, 12]. The reason why
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these two cases are considered is to isolate the role that intermolecular collisions play in
the gas dynamics of sublimed species. Like the previous chapter, instead of modeling the
aggregate structure in detail (which is computationally-intractable in the transition regime
[41]) the equivalent sphere diameter, Deq, defined in Eq. (3.12) has been used. It should
be noted that Eqs. (3.13) and (3.14) were derived considering aggregate structural shield-
ing under free-molecular conditions, and do not directly apply to sublimation. Since no
relationship has been suggested in literature for calculating the equivalent sphere diameter
of a subliming aggregate, this value has been used as an estimate of the effective size of
the aggregate relative to the mean free molecular path in the gas. Thus, any differences
between the case of an isolated primary particle and the larger sphere can be attributed
to intermolecular collisions in the particle’s vicinity.
4.2.1 Computational Domain and Other DSMC Parameters
Figure 3.2 shows the computational domain for an aggregate (The same domain is used
for modeling sublimation from a single primary particle by adjusting the diameter of the
inner sphere to be equal to that of a primary particle.) The cell size is chosen to be smaller
than 1/3 of the expected mean free path. Based on this criterion, the 1D radial geometry
is discretized into 150 equally-spaced cells [33]. The particle is immersed in nitrogen at
Tg = 1900 K and Pg = 1 atm, representative of flame conditions. Now that the cell size is
determined, the time step is chosen to be 10−11 s based on the criteria mentioned before in
section 3.3.
A thermal accommodation coefficient of 0.35 is prescribed to model energy transfer
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between both N2 and the sublimed clusters and the surface; this value is representative of
the values used in other DSMC studies of transition-regime heat conduction [25, 27]. The
inner domain of the flowfield conforms to the surface of the equivalent sphere or single
primary particle. While the outer domain would ideally extend to the equilibrium gas,
such a simulation would be computationally-intractable. Accordingly the outer extent of
the computational domain used in this study is 3µm, which is half of the average distance
between soot particles for typical soot loading in a coflow ethene diffusion flame [57] as
was discussed before in section 3.3.1. (This treatment is only reasonable at short times
after the pulse, before the inner surface boundary condition has propagated through the
domain).
4.2.2 Boundary Conditions
The time varying surface temperature of the particle/aggregate is incorporated as a bound-
ary condition in the DSMC code. At the present time, pyrometrically-derived experimental
temperatures that include the laser pulse which is central to the present discussion are not
available. Instead, Fig. 4.1 shows the two simulated temperature decay curves considered
in this study: one corresponding to a higher fluence condition (0.436 J/cm2) and the other
a lower fluence (0.16 J/cm2.) These curves were derived under conditions typical of a
coflow ethene diffusion flame [41].
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Figure 4.1: Effective modeled temperatures at two different fluences [41]
4.2.3 Subliming Species
As mentioned before, graphite begins to sublime at temperatures higher than 3800 K;
producing carbon clusters ranging from C1 to C10, the most abundant carbon cluster in
graphite vapor is C3 in the temperature range of interest [54] as the thermodynamic equilib-
rium calculations performed by Leider et al. [27] confirm. Many of the sublimation models
presented in [51] have also assumed that the only subliming cluster is C3 for simplifying
the treatment.
In the simulations performed for this study, C3 is assumed to be the only sublimed
cluster. C3 molecules are added based on the partial pressure that is calculated at each
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temperature, i.e. the number flux of C3 molecules is calculated such that they produce
the partial pressure that is expected to happen at the instantaneous particle temperature.
The non-dimensional flux is calculated using Eq. 4.22 in [7] which is
N¯i = (n/β)[exp(−s2 cos2 θ) + pi1/2s cos θ (1 + erf(s cos θ))]/(2pi1/2) (4.1)
in which n is the number density in the vicinity of the surface, β is the reciprocal of the
most probable molecular thermal speed, s is the molecular speed ratio which is the ration
of the stream velocity to the most probable molecular thermal speed, and θ is the angle
between the direction of the flux and the surface normal. In the case under consideration
in this study, θ, s and β are all zero and hence equation (4.1) simplifies to
N¯i = nc¯/4 (4.2)
where c¯ is the mean molecular thermal speed. Equation (4.2) reveals that the number flux
of sublimed carbon clusters is only a function of the number density and mean molecular
thermal speed of the sublimed carbon clusters at the vicinity of the surface. The number
density is calculated based on the instantaneous partial pressure of sublimed species that
is expected to happen as a result of the surface temperature. The mean thermal speed is
also calculated based on the instantaneous temperature of the surface.
Since sublimed species are constantly being added to the domain at the inner boundary,
the number of simulated molecules in the flow field changes during the simulation. The
particle temperature at each time step is updated based on the predetermined temperature
decay curves as shown in Fig. 4.1.
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4.2.4 Modeling Intermolecular Collisions
The variable soft sphere (VSS) collision model [33] is used to calculate post-collision ve-
locities of colliding molecular pairs, with the Larsen-Borgnakke model [31] to account for
energy exchange between the rotational and translational modes. These two models will
be discussed in the next two sections.
4.2.4.1 VSS Collision Model
In the VSS collision model, the coefficient of viscosity is assumed to have a power law
dependence on temperature [7, 31]
µ = µref
(
T
Tref
)ω
(4.3)
in which µref is the viscosity at a reference temperature of Tref . The VSS scattering index,
ω is found by fitting Eq. (4.3) to the gas viscosity over the intended temperature range. In
order to simulate the collision between molecules, the reference diameter must be known
and in case of VSS model it is found from
dref =
(
5(α + 1)(α + 2)(mgkBTref/pi)
(1/2)
4α(5− 2ω)(7− 2ω)µref
)(1/2)
(4.4)
in which α is the exponent in the VSS model.
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4.2.4.2 Larsen-Borgnakke Model
In the Larsen-Borgnakke model, the total energy of the collision pair is conserved but is
redistributed between the translational and internal modes. In determining the collision
dynamics for a collision pair, it should be determined first whether there is going to be
inter-modal energy transfer for each or both of the molecules. The probability that each
molecule undergoes energy exchange between the modes is equal to the reciprocal of the
relaxation collision number [7, 9]. The collisions in which neither of the molecules undergoes
inter-modal energy transfer are called elastic collisions and treated as monatomic collisions
and a simple VSS scattering law is used to calculate the post collision velocities of the
molecules. If at least one of the molecules is chosen for energy exchange with the internal
modes, the collision is treated as inelastic, i.e. first the energy redistribution is done, then
the post collision velocity of molecules is calculated using a VSS scattering model [7, 9].
Although the rotational relaxation rate is known to change with temperature, the
precise nature of this relationship is unknown. Accordingly, in the present work, a constant
value of 5 has been used for the rotational relaxation collision number; a parametric study
has been performed to show that the simulation is relatively insensitive to variations in this
parameter. The ambient gas is modeled as nitrogen, with a viscosity-temperature index of
0.74 and the reciprocal of the VSS scattering parameter of 1.36 [33].
4.2.5 Modeling C3 Molecules
Carbon dioxide is used as a surrogate for C3 since the structure of these two molecules
is very similar (linear triatomic) and they have similar molecular weights. The number
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of internal degrees of freedom for C3 is 3.7. VSS collision parameters for CO2 − CO2,
CO2 − N2 and N2 − N2 pairs are available in the literature [7] and are implemented in this
study.
4.3 Results and Discussion
The purpose of the research done for this chapter has been to investigate the gas dynamics
of sublimation, in particular the back flux of sublimed carbon clusters and the possible
formation of shock waves. The diagrams presented in this chapter have been obtained
using the previously explained transient DSMC simulation and are meant to address the
two issues mentioned.
The predetermined temperature decay curves shown in Fig. 4.1 begin about 5 ns before
the laser beam starts heating the particle; it also includes the laser heating period and post
laser cooling period.
Fig. 4.2 is an important figure which gives some insight about the effect of fluence
and particle size on sublimation phenomena. First, comparing the high fluence curves
for aggregate and primary particle reveals that size of particle plays an important role in
determining the significance of sublimation phenomena such as back flow. As is evident
from the figure, the number flux of incident C3 molecules on the surface of a primary
particle is much smaller than an aggregate. The ratio of the maximum flux of incident
C3 molecules to the maximum sublimation flux is 1.5% for an aggregate and 0.5% for a
primary particle. This shows that back flux and other sublimation phenomena are much
stronger in case of an aggregate. Most of simulations from this point have been done on
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Figure 4.2: Number flux of incident molecules of N2 and C3 on the surface of the particle
for fluences 0.436 J/cm2 and 0.16 J/cm2 for aggregate and for primary particle
aggregates to better show the sublimation phenomena.
Fig. 4.2 shows that, at the beginning of the laser pulse, the number flux of incident N2
molecules decreases sharply and the number flux of incident C3 molecules increases from
zero and reaches a maximum.
When the peak of sublimation is passed, the number flux of incident C3 molecules
decreases gradually and that of N2 molecules increases and approaches its initial value.
The fact that there is a mass flux of incident C3 molecules in Fig. 4.2 reveals a back flow
of the sublimed species as a result of molecular diffusion and intermolecular collisions,
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confirming some of the speculation in the literature [57]. This would greatly affect the
heat transfer rate from the particles to the surrounding gas, but has been ignored in all the
analytical LII sublimation models thus far. It is evident in this figure that the increase in
the number flux of incident C3 molecules and the decrease in the number flux of incident
N2 molecules are more pronounced in higher fluence compared to lower fluence which
demonstrates the effect of fluence on this phenomenon. The gas dynamics of sublimation
seems to be the only candidate for causing the back flux.
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Figure 4.3: Temperature versus distance from the surface of the particle at different
times for C3 for fluence 0.436 J/cm
2
0 0.5 1 1.5 2 2.5 3
1800
2000
2200
2400
2600
2800
3000
r-a [µm]
T
em
p
er
at
ur
e
[K
]
13.6−−[ns]
14.4−−[ns]
15.2−−[ns]
16.0−−[ns]
25.6−−[ns]
33.6−−[ns]
Figure 4.4: Temperature versus distance from the surface of the particle at different
times for N2 for fluence 0.436 J/cm
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Figure 4.5: Temperature versus distance from the surface of the particle at different
times for gas mixture for fluence 0.436 J/cm2
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Figure 4.6: Temperature versus distance from the surface of the particle at different
times for C3 for fluence 0.16 J/cm
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Figure 4.7: Temperature versus distance from the surface of the particle at different
times for N2 for fluence 0.16 J/cm
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Figure 4.8: Temperature versus distance from the surface of the particle at different
times for gas mixture for fluence 0.16 J/cm2
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In order to get a better understanding of the gas dynamics, it is useful to see how the
temperature of the gas as a whole, as well as the temperatures of the different species,
change as time passes. Fig. 4.3-Fig. 4.8, in conjunction with 4.1, illustrate how the gas
responds to the temperature change of the soot particle. Fig. 4.3 shows the temperature
profile of the sublimed carbon clusters, C3, at different points in time, for a fluence of
0.436 J/cm2. Carbon clusters sublime at the instantaneous temperature of the particle
surface, and their mass flux is a function of the particle temperature according to Eq.
(1.8), hence the average temperature of C3 molecules near the particle surface is nearly
the same as the instantaneous particle temperature. The sublimed carbon clusters also
displace the N2 molecules adjacent to the particle surface, causing the number density
of N2 to drop. When sublimation is near its peak, from 11 ns to 20 ns, C3 molecules
have a high temperature throughout the flow field. This is because there are too many
C3 molecules for the N2 molecules to effectively quench through intermolecular collisions.
When the sublimation rate begins to decline, the relative number density of C3 molecules
decreases as low temperature N2 molecules diffuse from the outer boundary into the flow
field.
Fig. 4.4 is the temperature response of initially inert N2 gas to the same particle tem-
perature decay curve as Fig. 4.3. As is observed from this figure, the temperature of N2 gas
increases as a result of intermolecular collisions with the C3 molecules. Fig. 4.5 shows the
temperature response of the gas mixture (both C3 and N2 molecules) to the same particle
temperature decay curve. As expected, the gas temperature is strongly affected by the
particle surface temperature when sublimation is present. The highest temperature rise
is in the vicinity of the surface, where the extremely hot sublimed C3 molecules have a
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higher number density than the colder N2 molecules. The situation is very different in low
fluence LII when there is no sublimation, and correspondingly there will be a significant
temperature jump near the particle surface as will be seen later.
Figs. 4.6, 4.7 and 4.8 are counterparts of Figs. 4.3, 4.4, 4.5 for a lower fluence of
0.16 J/cm2. The effect of lower sublimation rate on temperature profile of C3, N2 and that
of the gas mixture as a whole is that temperature is lower at any point and at any time.
Fig. 4.9 and Fig. 4.10 show the number density profile of C3 molecules at different times
for fluence of 0.436 J/cm2. Fig. 4.9 shows that the number density of C3 molecules increases
with time until the particle temperature reaches its peak. Fig. 4.10 on the other hand shows
the gradual decline in the number density of C3 molecules throughout the domain as the
particle temperature decreases. The shape of the curves in these two plots also reveals
that there is no shock wave; instead, C3 molecules propagate mainly by diffusion. If there
were a shock wave, one would observe a sudden increase in number density that would
propagate away from the surface like a wave. The pressure profiles, as shown in Figs. 4.11
and 4.12, also reveal no shock wave.
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Figure 4.9: Number density versus distance from the surface of the particle at 11
different times from 6.4 ns to 14.4 ns with equal increments for C3 for fluence 0.436
J/cm2
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Figure 4.10: Number density versus distance from the surface of the particle at 21
different times from 14.4 ns to 30.4 ns with equal increments for C3 for fluence 0.436
J/cm2
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Figure 4.11: Pressure versus distance from the surface of the particle at 11 different
times from 6.4 ns to 14.4 ns with equal increments for C3 for fluence 0.436 J/cm
2
0 0.5 1 1.5 2 2.5 3
0
2
4
6
8
10
x 105
r-a [µm]
P
re
ss
ur
e
[k
P
a]
Increasing
time
Figure 4.12: Pressure versus distance from the surface of the particle at 11 different
times from 14.4 ns to 30.4 ns with equal increments for C3 for fluence 0.436 J/cm
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Figure 4.13: Temperature versus distance from the surface of the particle at different
times for gas mixture for fluence 0.436 J/cm2 for a case without sublimation
To highlight how the sublimed species influence gas dynamics, an additional
simulation has been run in which the particle temperature for a fluence of 0.436 J/cm2
is used, but sublimation has been excluded from the model. Fig. 4.13 shows that
without sublimation, the gas temperature near the surface increases much less than
when sublimation is happening, resulting in a much larger temperature jump between
the gas temperature and the particle temperature. This difference is due to the fact
that, when sublimation is occurring, the extremely hot sublimed carbon clusters heat
the N2 molecules near the particle surface through intermolecular collisions but this
mechanism is absent when there is no sublimation.
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Figure 4.14: Number density versus distance from the surface of the particle at
different times for gas mixture for fluence 0.436 J/cm2
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Figure 4.15: Number density versus distance from the surface of the particle at
different times for gas mixture for fluence 0.436 J/cm2 for a case without sublimation
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Figure 4.16: Temperature versus distance from the surface of the particle at different times
for C3 for fluence 0.436 J/cm
2 for a Primary particle
Fig. 4.14 and Fig. 4.15 give some additional insight about the gas dynamics of subli-
mation. The simulation that yielded Fig. 4.15 is exactly similar to that of Fig. 4.14, but
again, it excludes sublimation physics. Fig. 4.14 shows a much more significant density
decrease for N2 compared to Fig. 4.15. This is due to the sudden expansion of the sublimed
species, which displace the nitrogen molecules and decrease their concentration near the
surface. As noted above, this phenomenon would have a significant effect in reducing the
rate of conduction heat transfer in the corresponding period.
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Figure 4.17: Temperature versus distance from the surface of the particle at different
times for N2 for fluence 0.436 J/cm
2 for a Primary particle
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Figure 4.18: Temperature versus distance from the surface of the particle at different
times for gas mixture for fluence 0.436 J/cm2 for a Primary particle
78
As mentioned before, the back flux of sublimed clusters is much smaller in case of
primary soot particle. Still it is illustrative to compare temperature, number density and
other plots of a primary particle with their counterparts for soot aggregate. Comparing
Fig. 4.16 and Fig. 4.3, reveals that the size of the subliming body does not significantly
influence the temperature of C3 molecules in the domain, especially far from the particle.
In fact, the temperature of the C3 molecules right after they sublime from the surface is
the same in both cases and the percentage of C3 molecules that undergo collisions with
N2 molecules will also be nearly the same far from the surface where the density of N2
is similar in both cases, this is why the temperature of C3 is approximately the same far
from the surface in both cases. But the number of hot C3 molecules is larger in case of
an aggregate and they can affect the temperature of N2 molecules more as Fig. 4.4 and
Fig. 4.17 show and hence the temperature of the gas mixture as a whole will be higher as is
perceptible from comparing Fig. 4.18 and Fig. 4.5. Fig. 4.19 is the result of two theoretical
simulations in which the temperature of the particle is kept constant at 5000 K to yield a
significant rate of sublimation.
Finally we consider the case where the domain is initially a vacuum and no N2 molecule
enters the system from the outer boundary, in the other case, the domain is full of N2
molecules at atmospheric pressure and the pressure of the outer boundary is kept constant.
Even in case of vacuum, there still exists a strong back flux of C3 molecules on the surface
which is comparable to the other case. This reveals that the back flux is mainly due to
collision between C3 molecules near the surface. It was shown before that as sublimation
continues, the N2 molecules are driven away from the neighborhood of the surface, but in
Fig. 4.19, in case of atmospheric pressure, the rate of back flux reaches a constant value
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Figure 4.19: Number flux of incident molecules of N2 and C3 on the surface of the particle
for constant particle temperature of 5000 K for an aggregate
and does not change as time passes, this shows that after the N2 molecules are driven away,
it is the collision between C3 molecules that continues to cause the back flux.
In order to get a better understanding about the gas dynamics of back flux of C3
molecules, the velocity of molecules that are sublimed from the surface at a certain time,
as well as those which are reflected from the surface or are incident on the surface have
been sampled for a theoretical case with constant particle temperature of 5000 K as is
shown in Fig. 4.20. The duration of the sampling is from 2 ns up to 2 ns + one time step.
At each run, at any time range, some C3 molecules are incident on and some are reflected
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Figure 4.20: velocity distribution of subliming, reflected and incident C3 molecules from
the surface for constant particle temperature of 5000 K at 2 ns from the beginning of
simulation
or sublimed from the surface; the codes have been modified such that they can store the
velocity of all of these molecules at any pre-specified time period.
Molecules are sublimed at surface temperature; this is why the Maxwellian curve at
surface temperature is such a good fit on the sublimation curve. For the other two velocity
distributions, an equivalent Maxwellian temperature has been found by using the least
squares regression. The corresponding Maxwellian temperature of the incident velocity
distribution and reflected velocity distribution has been found to be 1347 K and 2002 K
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respectively. Two Maxwellian curves have been drawn with these temperatures as shown
on the figure and they are in a very good agreement with the distribution of the sampled
velocities. The fact that the characteristic temperature of the incident C3 molecules is
much smaller than that of the subliming molecules shows that most of these molecules
have undergone collisions at a distance from the surface which is roughly the outer edge
of the Knudsen layer. The heat transfer in this case happens in the transition regime and
there is a collisionless Knudsen layer in the vicinity of the surface. The reason why the
characteristic temperature of the reflected molecules in higher than incident molecules is
that the accommodation coefficient is 0.35 which means some of the collisions are diffuse
collisions and hence their reflected velocities have the characteristic temperature of the
surface which is higher than the characteristic temperature of the incident molecules.
4.4 Conclusion
This chapter presents the first transient DSMC investigation of the gas dynamics associated
with high fluence TiRe-LII. Particle temperatures are taken from modeled temperature
decay curves reported in the literature. Intermolecular collisions are simulated with the
Larsen-Borgnakke model, using the collision parameters of CO2 as a surrogate for C3.
The simulations in this study show that during sublimation, some of the sublimed clus-
ters will return back to the surface of the subliming particle as a result of intermolecular
collisions with the inert gas and with each other. This also results in a considerably higher
gas temperature close to the surface, compared to simulations in which the sublimation
submodel is deactivated. This effect has been excluded in analytical sublimation mod-
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els used by TiRe-LII practitioners to date. Our simulations also show that, contrary to
speculation in the literature, shock waves do not appear to form under the high fluence
conditions explored in this study. In fact even in the extreme theoretical case of constant
particle temperature of 5000 K which is suddenly applied to the particle (as a step function)
no shock wave was observed.
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Chapter 5
Conclusions and Future Work
5.1 Transient Transition Regime Heat Conduction in
LII
Heat transfer can happen in one of the three regimes, namely, free molecular, continuum,
and transient. Analytical solutions have been developed for the governing Boltzmann
equation for the two limiting cases of continuum and free molecular, but not for transition
regime which is analytically intractable. Generally there are four approaches to model heat
transfer in transition regime; approximate analytical technique, Interpolation technique,
two layer technique, and numerical approach.
In the research performed for chapter 3, transient DSMC simulation is the numerical
tool that is used for modeling transient transition regime conduction.
There are some still unresolved phenomena in LII. ”anomalous cooling” for instance is
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an effect which remains unexplained to date; it is the very high initial rate of cooling that
cannot be predicted by ordinary LII models. The duration of this effect is ∼ 50ns after
the peak of the laser pulse and there has been some speculation about the causes but none
have been proved yet. Among the possible causes are, evaporation of desorbed volatiles
at temperatures less than sublimation threshold of carbon, or the speculated detachment
of hydrogen and oxygen atoms from the surface of soot which causes conversion of carbon
atoms from sp3 to sp2 hybridization states. Another cause which has been proposed by the
performers of this research is the transient conduction effects. All the LII models operate
based on steady state assumption and none considers the transient effects.
In this study transient DSMC simulations have been used to determine the significance
of transient effects in chapter 3. The heat transfer predicted by transient DSMC and steady
state DSMC have been compared which highlights the finite response time of gas. This
finite response time causes an increased heat transfer rate in the transient DSMC compared
to steady state DSMC. In fact the increase gas temperature causes a thermal expansion
which drives molecules away from the surface of the particle and reduces the density of
gas near the surface leading to reduced heat transfer rate. Accordingly at longer times at
any surface temperature the density of gas near the surface is smaller for the steady state
DSMC compared to transient DSMC, this difference is significant for the first 50 ns where
the gas is unable to respond fast enough to the sudden increase in particle temperature,
but after that, transient effects lose their significance and the gas will be able to respond
fast enough to the more gradual changes in particle temperature.
Based on the simulation results, the amount of enhanced cooling that can be solely
attributed to transient gas dynamics effects is smaller than the amount of anomalous
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cooling observed from sensible energy loss calculations, but the duration of both effects are
similar (∼ 50 ns).
A scale analysis was done by Filippov and Rosner [15] in 2000 to determine the impor-
tance of transient effects. In this scale analysis the characteristic time of particle cooling
has been compared to the characteristic equilibration time of gas. Based on this approach,
it is predicted that transient effects are not important and the steady state treatment which
has been used in LII is exact.
The author believes that this scale analysis has some inherent weaknesses. The most
significant weakness in Filippov and Rosner analysis [?] is that they are trying to estimate
the characteristic equilibrium time of gas while there is no equilibrium in LII. Equilibrium
conditions are valid only when there are no temporal or spatial gradients while both exist
in LII. Another approach for calculating the time scale based on using a more physical
length scale has been offered in this thesis which estimates the time it takes for gas to
reach steady state rather than equilibrium or quasi-equilibrium. This time scale has been
found based on a continuum analysis which is just an estimation of the physics of LII and
is consistent with DSMC results. It is still possible to define a more physical characteristic
time. More research needs to be done to find the more significant causes of anomalous
cooling.
5.2 Sublimation in High Fluence LII
The importance of sublimation in LII depends mainly on laser pulse fluence. When fluence
is high enough to cause sublimation, the LII experiment is called high fluence LII. Sublima-
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tion in LII is a thermal process, i.e. the drive for sublimation is the increase in temperature
of the soot particles above the sublimation threshold. There are various sources of uncer-
tainty in the sublimation mechanism including annealing of the surface of soot, oxidation,
and gas dynamics of sublimed species.
The focus of chapter 4 in this thesis is investigation of gas dynamics of sublimation. In
particular two effects have been considered; back flux of sublimed species and supersonic
expansion of sublimed clusters or in other terms, formation of shock waves.
For simplicity, C3 is considered to be the only subliming species which is an assumption
done in most of LII models. Moreover N2 has been used to model air. Transient DSMC
code has been modified to produce a jet of sublimed clusters at instantaneous surface
temperature with a Maxwellian velocity distribution.
The results verify that some of the sublimed species will return back on the surface
of the particle as a result of intermolecular collisions with each other and with inert N2
molecules. The interesting finding is that the main cause of back flux is the inter-collision
between sublimed clusters, whereas N2 molecules are unimportant in driving the back flux.
The number density and pressure profiles obtained for the predetermined tempera-
ture curves in the DSMC simulations reveal no supersonic expansion of sublimed clusters.
Other than the predetermined temperature curves, some theoretical cases have been run
with suddenly applied very high constant particle temperature, but still no shock wave is
observed.
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5.3 Future Work
In this section some of the possible paths for future research and some modifications that
could improve the results are discussed.
5.3.1 Possible Modifications and Improvements
One possible alternative to the simulation done in chapter 3 is to model real combustion sit-
uation where all combustion products are present instead of using argon as the surrounding
gas.
There can also be an improvement in the scale analysis done to determine the impor-
tance of transient effects in LII. A still more physical characteristic time for the response
time of the gas to transient effects could be defined.
Moreover, sublimation models could be made more sophisticated if the sublimation of
all the carbon clusters is considered instead of using only C3. Moreover, an important
improvement to the simulations could be done if the change in the temperature of the
outer boundary could be taken account for. This would increase the accuracy of the
results especially at long times. The effect of pressure, particle size and other parameters
on sublimation can also be investigated.
Modeled predetermined temperature decay curves have been used in chapter 4 due to
unavailability of experimentally measured temperature response of the particles during the
laser pulse; if such curves become available in the future, they could be used instead in the
simulations. Nonetheless, using those curves will not change the qualitative conclusions
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reached in this thesis.
5.3.2 Problems that could be investigated
An important contribution could be made using a sufficiently sophisticated transient DSMC
code to model the change in particle temperature based on the instantaneous heat transfer
rate from the particle instead of using a predetermined temperature decay curve. This
could be done both in case of low fluence LII where conduction dominates and high fluence
LII where there is sublimation.
Another important problem that could be investigated in future is the problem of gas
heating in the laser beam area. This problem was first proposed by Snelling et al, [57]
where they observed the area heated by laser pulse gets heated and the temperature of gas
increases and cannot relax back to ambient temperature in the time between two successive
pulses. A continuum based numerical simulation is planned to be done to investigate this
issue by assuming that each suspended nano-particle is a point heat source.
The non-thermal photo ablation of desorbed species could also be investigated using a
sophisticated version of DSMC code. There are various sources of uncertainty about the
structure of soot and it is not known very well how much of the surface of soot particle is
covered by PAHs, but more research could be done regarding this issue which is one of the
most important sources of uncertainty in LII models.
In literature, some researchers [12] have tried to estimate the accommodation coefficient
for soot particles at low fluence where there is no sublimation. In future, the accommoda-
tion coefficient of soot at high fluence will be investigated by using a hybrid combination
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of molecular dynamics (MD) method and DSMC.
Another research that could be done using transient DSMC is to predict heat transfer
due to sublimation and investigate the effect of back flux of sublimed clusters on heat
transfer. The effect of reattachment of the incident carbon species can be evaluated using
transient DSMC simulations.
Another computationally demanding simulation which is worthwhile is to model subli-
mation from a 3D aggregate instead of modeling the aggregate as an sphere.
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