Abstract To circumvent the limitations of the tests for coefficients of variation and Sharpe ratios, we develop the mean-variance-ratio statistic to test the equality of the meanvariance ratios and prove that our proposed statistic is uniformly most powerful unbiased. In addition, we illustrate the applicability of our proposed test to compare the performances of stock indices.
Mean-Variance Ratio Test, A Complement to Coefficient of Variation Test and Sharpe Ratio Test 1 Introduction and Motivation
The coefficient of variation (CV), the ratio of the standard deviation and the mean of a random variable, provides a measure of relative variability. On the other hand, the Sharpe ratio (SR), the ratio of the excess expected return to its standard deviation, provides a measure of relative excess return. Populations can have the same relative variability or the same relative excess return even if the means and variances of the variables of interest are different. Miller and Karson (1977) present the likelihood ratio test for the equality of two CVs whereas Jobson and Korkie (1981) develop a Sharpe-ratio statistic to test for the equality of two SRs. The CV test statistic is very important in medical sciences, physical sciences, and social sciences whereas the SR test statistic is important in finance as it provides a formal statistical comparison for the performances among portfolios. However, as both the CV and SR statistics possess only the asymptotic distributions, one could only obtain their properties for large samples, but not for small samples. Nevertheless, it is important to compare the performances of variables by using small samples as sometimes large samples are not available. Also it is, sometimes, not so meaningful to measure CVs and SRs for too large samples as the means and standard deviations of the underlying variables could change when the samples become large (Hamilton and Susmel, 1994) . The main obstacle to developing the CV and SR tests for small samples is that it is impossible to obtain a uniformly most powerful unbiased (UMPU) statistic to test the equality of CVs or SRs in case of small samples. To circumvent this problem, in this paper we propose to use the mean-variance ratio (MVR) test for the comparison.
The MVR has its own importance in many areas. We illustrate its importance to Markowitz optimal portfolio theory. Let us consider a random p-vector r with mean vector µ and covariance matrix V , a positive definite matrix. The random vector r can be regarded as the returns of p branches of stocks. According to Markowitz optimal portfolio theory (Markowitz, 1952; Bai et al., 2009) . This shows that the optimal portfolio component is proportional to its mean-variance ratio, and thus, the MVR is useful in making investment decision.
In the remainder of the paper, we shall discuss the evaluation of MVRs for small samples by providing a theoretical framework and then invoking both one-sided and two-sided UMPU MVR tests.
The UMPU Test for Mean-Variance Ratio Ordering
Let X i and Y i (i = 1, 2, · · · , n) be independent variables or excess returns drawn from the corresponding normal distributions N (µ, σ 2 ) and N (η, τ 2 ) with joint density
where
2τ 2 ). To evaluate the performances of X and Y , practitioners and academicians are interested in testing the hypotheses
to compare the performances of their corresponding CVs, σ/µ and τ /η; or in testing the hypotheses
to compare the performances of their corresponding SRs, µ/σ and η/τ . Miller and Karson (1977) However, it is important to test the hypotheses in (3) for small samples but it is impossible to obtain any UMPU test statistic to test the inequality of the CVs in (2) or the SRs in (3) for small samples. To circumvent this problem, in this paper we propose to alter the hypothesis to test the inequality of the mean-variance ratios as shown in the following:
Rejecting H 0 suggests X to possess higher mean-variance ratio (or better investment prospect in finance) as X possesses either smaller variance or bigger mean (or higher excess mean return in finance) or both. As, sometimes, academics and practitioners do conduct the two-sided test to compare the MVRs, to complete the theory we also consider the following hypotheses in this context:
The beauty of using the CV (SR) is that it provides a scale-free measure of the relative variability (relative excess return). Here, we illustrate the beauty of using the MVR in finance. One could easily illustrate the beauty of applying the MVR in other areas like physical sciences. We note that in some financial processes, the mean change in a short period of time is proportional to its variance change. For example, many financial processes
Brownian motion under the objective probability measure P . When N = 1, the SR will be close to 0 while the MVR will be independent of dt. Thus, when the time period dt is small, it is better to consider the MVR rather than the SR. In addition, one could easily modify the work from Bai et al. (2009) in the Markowitz mean-variance (MV) optimization (Markowitz, 1952) to show that the investment allocation is proportional to the MVR when the covariance matrix of stock returns is a diagonal matrix. Hence, when the asset is concluded to be superior in performance by utilizing the MVR test, its corresponding weight could then be computed based on the corresponding MVR test value, but not on the SR value. In this sense, our proposed test is better.
We first develop the one-sided UMPU test to test the hypothesis in (4):
n) be independent random variables with joint distribution function defined in (1). For the hypotheses setup in (4), there exists a UMPU level-α test with the critical function φ(u, t) such that
where C 0 is determined by
and
the support of the joint density function of (U, T ).
Next, we introduce the two-sided UMPU test statistic as stated in the following theorem to test the equality of the MVRs listed in (5):
n) be independent random variables with joint distribution function defined in (1). Then, for the hypotheses setup in (5), there exists a UMPU level-α test with critical function
in which C 1 and C 2 satisfy
We call the statistic U in Theorem 1 (Theorem 2) to be the one-sided (two-sided) MVR test statistic for the hypotheses setup in (4) ((5)). One could easily apply numerical methods to look for the numerical solutions to equations in (9) as stated in the following problem:
Problem 3 To compute the values of the constants C 1 and
Illustration
In this section, we demonstrate the superiority of the mean-variance ratio test developed in this paper over the traditional Sharpe ratio test by illustrating the applicability of our test to the decision making process of investing in Shanghai SE Composite (China) and Australia All Ordinary Index (Australia). However, using too short periods to compute the Sharpe ratio would not Figure 1A , and display their corresponding values of U with C 1 and C 2 in Figure 1B .
For comparison, we also compute the corresponding Sharpe ratio statistic, see, e.g. Leung and Wong (2008) , such that
which follows standard normal distribution asymptotically with
to test the equality of the Sharpe ratios with the hypothesis in (5). Different from using one-year data to compute the values of our proposed statistic, we use the overlapping three-year data to compute the Sharpe ratio statistic as discussed before.
for China, and 0.7347 and 0.6701 for Australia, respectively. These findings lead us not to reject the data are drawn from iid normal distribution. The results are also reported in Table 1 next to the results for our proposed statistic while theirs plots are depicted in Figure 1C .
As shown in Table 1 and Figure 1C , we cannot detect any significant difference between the Sharpe ratios, implying that the performances of these two indices are indistinguishable. We note that the three-year monthly data being used to compute the Sharpe ratio statistic could be covering too short a period to satisfy the asymptotic statistical properties for the test but, still, we cannot find any significant difference between the performances of these two indices. If we use any longer period, the result is expected to be insignificant as the high means in some sub-periods could be offset by the low means in other sub-periods. Thus, a possible limitation of applying the Sharpe ratio test is that it would usually conclude indistinguishable performances among the indices, which may not be the situation in reality. In this aspect, looking for a statistic to evaluate the performances among assets for short periods is essential.
In this paper, we adopt our proposed statistic to conduct the analysis. As shown in Table 1 and Figure 1B , we find that our proposed statistic does not disappoint us as it does show some significant differences in performances between these two indices.
This information could be useful to investors for their decision making process.
Concluding Remarks
The limitation of the MVR test provided in this paper is that the test requires iid and normality assumptions for the underlying variables being examined. The MVR test could be used in medical sciences, physical sciences, social sciences, finance, and many other areas. Since it is not difficult to obtain iid observations following normality for data in medical sciences, physical sciences, social sciences, and many other areas, it
is not a problem to apply the MVR test proposed in this paper to these areas.
Nonetheless, it is common that observations from economics and finance are not iid and they do not satisfy normality assumption either. Thus, one may doubt the applicability of the MVR test in economics and finance. Nevertheless, we note that it is still possible to obtain iid observations following normality assumption in economics and finance, especially for weekly data, monthly data, and annual data. For example, it is well-known that some daily (stock or exchange rate) returns may not be white noise but contain a weak lag-one autocorrelation and thus they may not be
iid. In addition, it is well-known that most daily (stock or exchange rate) returns are not normally distributed. However, in many situations, daily observations are not available and only weekly, monthly, or annual observations are available, see Wong et al (2006) for example of these types of data. In addition, we note that academics recommend not to use daily data to avoid day-of-the-week effects, nonsynchronous trading, and noises that can result from using daily data, see, for example, Chen, et al (2009) and the references therein for more information. In this situation, their autocorrelations become insignificant and thus, very likely, they are not being rejected to be independent. In addition, by central limited theorem, weekly, monthly, and annual observations could follow normality assumption. Thus, it is possible to get financial data satisfying iid and not being rejected to be normally distributed.
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This infers that the MVR test could still be used in economics and finance.
We also note that the MVR test statistic recommended in this paper is not only suitable for small samples but also for large samples. On the other hand, the CV and SR tests are only suitable for large samples but may not be suitable for small samples in many situations. In this sense, our proposed MVR test is better. We note that it is not uncommon that getting large samples in medical sciences, physical sciences, and social sciences could be expensive or even impossible and thus academics and practitioners could consider to apply the MVR test instead of employing the CV or SR tests.
However, it is not difficult and usually not expensive to obtain large samples in finance. One may thus argue that it is not necessary to apply the MVR test in finance.
We note that in many situations, though it is possible to obtain large samples but one could only use small samples in their analysis. A simple example is during the financial crisis in 2008, many fund managers and policy makers would like to analyze how serious the market crash. In this situation, the data before 2008 are available but 4 We have found many observations in finance which are not rejected to be iid and not rejected to be normally distributed either. We have displayed one example as shown in our Illustration section.
Other results are available on request.
cannot be used as the nature of the data have changed since the crisis. Thus, only observations starting from the downturn could then be used in the analysis and it becomes a small sample. In this situation, the CV and SR tests are not recommended.
Fund managers and policy makers may consider to apply our proposed MVR test for their analysis.
In addition, we note that there are two basic approaches to the problem of portfolio selection under uncertainty. One approach is based on the concept of expected utility maximization (see, e.g., Egozcue and Wong, 2010) and stochastic dominance (SD) test statistics (see, e.g., Linton et al., 2005) . The other is the mean-risk (MR) analysis in which the portfolio choice is made with respect to two measures -the expected portfolio mean return and portfolio risk. A disadvantage of the latter approach is that it is derived by assuming the Von Neumann-Morgenstern quadratic utility function and that returns are normally distributed (Hanoch and Levy, 1969) . However, Wong and Ma (2008) and others have shown that, under some regularity conditions, the conclusion drawn from the MR comparison could be equivalent to the comparison of expected utility maximization for any risk-averse investor, not necessarily with only quadratic utility function.
In addition, the major limitation of the MR and SD statistics is that up to now academics can only develop their asymptotic distributions, but not their distribution for small samples. Nonetheless, the MVR test developed in this paper circumvents their limitations. Thus, the test developed in this paper sets a milestone in the literature of financial economics as our test is the first test making such comparison possible. Further study may extend the test developed in our paper to non-normal distribution, see for example, Bai and Guo (1999) , Bai and Chow (2000) , and Wong and Bian (2005) for more information on the non-normality. Since
where f (t) = Ω f (u, t) du, Equation (15) is equivalent to:
Equation (18) can further be simplified into (7) in which for every fixed t and n, the value of C 0 can then be determined by
and K 1 = α Ω f * n,t (u) du.
Proof of Theorem 2
Using the transformation in (13), the hypotheses setup in (5) become H 0 : θ = 0 versus H 1 : θ = 0. Applying the theorem in Lehmann (1986, pp. 145-149) , we obtain the critical function φ(u, t) =    1 when u ≤ C 1 (t) or ≥ C 2 (t) 0 when C 1 (t) < u < C 2 (t)
which is the UMPU test with C's determined by
Making use of the joint density function f (u, t) in (16) and the conditional density function f (u|t) in (17) derived in the proof of Theorem 1, the critical function then becomes:
0, when C 1 (t) < u < C 2 (t) where C 2 (t)
f H 0 (u|t) du = 1 − α, and C 2 (t)
In addition, equations in (19) are equivalent to the following:
f H 0 (u, t) du Ω f H 0 (u, t) du = 1 − α , and
Under H 0 (that is θ = 0), equations in (20) can be further simplified as follows: For every fixed t and for each n, the values of (C 1 , C 2 ) can be determined by
where Note: The mean-variance ratio test statistic U is defined in Theorem 2 with C 1 C * 1 , C 2 , and C * 2 defined in (9) and the Sharpe ratio test statistic Z is defined in (12). C 1 and C 2 are critical values of the 5% level while C * 1 and C * 2 are critical values of the 10% level.
