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Abstract
Let ξi ∈ (0,1), ai ∈ (0,∞), i = 1, . . . ,m − 2, be given constants satisfying
∑m−2
i=1 ai = 1 and
0 < ξ1 < ξ2 < · · · < ξm−2 < 1. We show the existence of solutions for the m-point boundary value
problem
x′′ = f (t, x, x′), t ∈ (0,1),
x′(0) = 0, x(1) =
m−2∑
i=1
aix(ξi ),
where f : [0,1] × R2 → R is continuous and f (t, r1,0)  0, f (t, r2,0)  0 for some r1, r2 with
r1 < r2. Our analysis is based on the nonlinear alternative of Leray–Schauder.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are considered with the m-point boundary value problem
x ′′ = f (t, x, x ′), t ∈ (0,1), (1.1)
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m−2∑
i=1
aix(ξi), (1.2)
where f : [0,1] × R2 → R is continuous, ξi ∈ (0,1), ai ∈ (0,∞), i = 1, . . . ,m − 2, are
given constants satisfying 0 < ξ1 < ξ2 < · · · < ξm−2 < 1 and
m−2∑
i=1
ai = 1. (1.3)
We note that (1.3) means that the m-point boundary value problem (1.1)–(1.2) happens
to be at resonance in the sense that the associated linear homogeneous boundary value
problem
x ′′ = 0, t ∈ (0,1), (1.4)
x ′(0) = 0, x(1) =
m−2∑
i=1
aix(ξi) (1.5)
has u(t) = c, c ∈ R, as a nontrivial solution.
The existence of solutions of the problem (1.1)–(1.2) has been studied by several au-
thors, see [1–3,5,6] for some references along this line. The main results of [2,3] require f
to be “at most linear growth” and the main result of [1] depends on the well-know Nagumo
condition. Motivated by [4], Ma [6] established the following
Theorem 1.1 [6, Theorem 3.3]. Let f : [0,1] × R2 → R be continuous and there exist
M > 0 and δ > 0 such that
(C1) for each x with |x| > M and t ∈ [0,1],
xf (t, x,0) δ; (1.6)
(C2) there are two constants L1,L2 with L2 > M , L1 < −M such that
f (t, x,L2) 0 for (t, x) ∈ [0,1] × [−M,M], (1.7)
f (t, x,L1) 0 for (t, x) ∈ [0,1] × [−M,M]; (1.8)
(C3) for (t, x,p) ∈ [ξ1,1] × [−M,M] × [L1,L2],∣∣f (t, x,p)∣∣ M
1 − ξ1 . (1.9)
Then the problem (1.1)–(1.2) has at least one solution x satisfying
−M  x(t)M, L1  x ′(t) L2 for t ∈ [0,1]. (1.10)
It is easy to see that the sign conditions (C1) implies that −M and M are lower and up-
per solutions of (1.1)–(1.2), respectively. So there naturally arises the following question:
whether or not the condition (C1) can be replaced by the weaker condition
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f (t, r2,0) 0, f (t, r1,0) 0 for t ∈ [0,1]. (1.11)
We note that (1.11) means that r1 and r2 are lower and upper solutions of (1.1)–(1.2),
respectively.
In this paper, we show that the answer to the question is yes. Moreover, we also gener-
alize the main results of [1] by replacing the condition
xf (t, x,0) > 0 for |x|M (1.12)
(which is a key condition of [1, Theorem 3.1]) with (1.11). Our approach is based on the
nonlinear alternative of Leary–Schauder [7]. We use a technique from Rachunkova [8] to
construct auxiliary functions, but we do not need to investigate im(L) and the continuous
projections P and Q, which are essential in studying multi-point boundary value problems
at resonance via coincidence degree theory; see [1,2].
In what follows, we denote C[0,1] the Banach space of all continuous functions on
[0,1] with the norm ‖x‖0 = max{|x(t)|: t ∈ [0,1]}, X := C1([0,1]) the Banach space
of all functions having continuous first derivatives on [0,1] with the norm ‖x‖X =
max{‖x‖0,‖x ′‖0}.
2. Main results
Theorem 2.1. Let f : [0,1]×R2 → R be continuous and there exist r1, r2 ∈ R with r1  r2
such that
(G1) for t ∈ [0,1],
f (t, r2,0) 0, f (t, r1,0) 0; (2.1)
(G2) there are two constants R1,R2 with R2 > (r2 − r1)/2, R1 < (r1 − r2)/2 such that
f (t, x,R2) 0 for (t, x) ∈ [0,1] × [r1, r2], (2.2)
f (t, x,R1) 0 for (t, x) ∈ [0,1] × [r1, r2]; (2.3)
(G3) for (t, x,p) ∈ [ξ1,1] × [r1, r2] × [R1,R2],∣∣f (t, x,p)∣∣ r2 − r1
2(1 − ξ1) . (2.4)
Then the problem (1.1)–(1.2) has at least one solution x satisfying
r1  x(t) r2, R1  x ′(t)R2 for t ∈ [0,1]. (2.5)
Example 2.1. As an application of Theorem 2.1, we mention the m-point boundary value
problem
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8
− x cos(4πx) + (x ′)8 sin
(
π
2
x ′
)
, (2.6)
x ′(0) = 0, x(1) = a1x
(
7
8
)
+
m−2∑
i=2
aix(ξi), (2.7)
where 7/8 < ξ2 < · · · < ξm−2 < 1, ai > 0 with ∑m−2i=1 ai = 1. Clearly, if we take that
R1 = −1, R2 = 1, r1 = −1/4 and r2 = 1/4, then
f (t, x, y) = 1
8
− x cos(4πx)+ y8 sin
(
π
2
y
)
satisfies all assumptions of Theorem 2.1. Therefore (2.6)–(2.7) has a solution x satisfying
−1
4
 x(t) 1
4
, −1 x ′(t) 1 for t ∈ [0,1].
But we cannot use Theorem 1.1 to (2.6)–(2.7) since xf (t, x,0) = x[1/8 − x cos(4πx)]
always changes its sign on R.
3. Proof of Theorem 2.1
The proof of Theorem 2.1 is based on the following nonlinear alternative of Leary–
Schauder.
Lemma 3.1 [7]. Assume that U is a relatively open subset of a convex set K in a Banach
space E. Let N : U¯ → K be a compact map and p ∈ U . Then either
(i) N has a fixed point in U¯ ; or
(ii) there are u ∈ ∂U and λ ∈ (0,1) such that u = λNu + (1 − λ)p.
We also need the following two preliminary results.
Lemma 3.2. Let  ∈ (0,1) be a constant. Then the linear problem
x ′′ − x = 0, t ∈ (0,1),
x ′(0) = 0, x(1) =
m−2∑
i=1
aix(ξi)
has unique solution u = 0.
Lemma 3.3. Let there exist r1, r2 ∈ R, K ∈ (0,∞) such that r1 < r2 and for t ∈ [0,1],
f (t, r2,0) 0, f (t, r1,0) 0, (3.1)
and
1∫ ∣∣f (t, x, y)∣∣dt K for all x ∈ [r1, r2], y ∈ R, (3.2)0
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r1  x(t) r2 for t ∈ [0,1]. (3.3)
Proof. First, we choose an arbitrary fixed n ∈ N , n > 1. For (t, x, y) ∈ R × R2 put
fn(t, x, y) =


f (t, r2,0) for x  r2 + 1n ,
f (t, r2, y) + [f (t, r2,0) − f (t, r2, y)]n(x − r2)
for r2 < x < r2 + 1n ,
f (t, x, y) for r1  x  r2,
f (t, r1, y) − [f (t, r1,0) − f (t, r1, y)]n(x − r1)
for r1 − 1n < x < r1,
f (t, r1,0) for x  r1 − 1n ,
(3.4)
and consider the homotopy problem
x ′′ − 
(
x − r2 + r1
2
)
= λ
[
fn(t, x, x
′) − 
(
x − r2 + r1
2
)]
, (3.5)
x ′(0) = 0, x(1) =
m−2∑
i=1
aix(ξi), (3.6)
where  ∈ (0,1) is a constant.
Clearly (3.5) is equivalent to
x ′′ − x = λfn(t, x, x ′) + (1 − λ)
(
x − r2 + r1
2
)
− x. (3.7)
Set
U =
{
x ∈ C1[0,1] | r1 − 1 < x(t) < r2 + 1, ‖x ′‖0 < 3K + r2 − r12 + 1
}
. (3.8)
It is easy to see that
x ′′ − 
(
x − r2 + r1
2
)
= 0,
x ′(0) = 0, x(1) =
m−2∑
i=1
aix(ξi)
has unique solution x¯ = (r2 + r1)/2 and x¯ ∈ U .
We claim that for every possible solution x of the homotopy problem (3.7)–(3.6), we
have that x ∈ U .
Let x be a solution of this problem for some λ ∈ (0,1). Put v(t) := x(t)− r2 − 1/n and
suppose on the contrary that
v(t0) := max
{
v(t) | t ∈ [0,1]}> 0.
Since v(1) = ∑m−2i=1 aiv(ξi) and ai > 0 for i = 1, . . . ,m − 2, we know that there exists
η ∈ [ξ1, ξm−2] such that
v(1) = v(η) (3.9)
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[α,β) ⊂ [0,1) containing t0 with v(t) 0 for each t ∈ [α,β), v′(α) = 0, v′(β) 0. Hence
we get for all t ∈ (α,β),
v′′(t) = x ′′(t) = λfn
(
t, x(t), x ′(t)
)+ (1 − λ)(x(t) − r2 + r1
2
)
= λf (t, r2,0) + (1 − λ)
(
x(t) − r2 + r1
2
)
> 0. (3.10)
Integrating the last inequality, we obtain a contradiction
0 v′(β) − v′(α) > 0. (3.11)
Thus v(t)  0 on [0,1], which implies that x(t)  r2 + 1/n. By an analogous argument
we prove that x(t) r1 − 1/n. Since x ′(0) = 0, so integrating
x ′′ = λfn(t, x, x ′) + (1 − λ)
(
x − r2 + r1
2
)
and using (3.7) and (3.4) and the relation r1 − 1/n  x(t)  r2 + 1/n and the second
equality in (1.2), we get
‖x ′‖ < 3K + r2 − r1
2
+ 1.
Therefore, we know from Lemma 3.1 that
x ′′ = fn(t, x, x ′), (3.12)
x ′(0) = 0, x(1) =
m−2∑
i=1
aix(ξi) (3.13)
has a solution in U¯ . Repeating this argument for each n ∈ N , we obtain that the sequence
is bounded and equi-continuous in X and so, by the Arzelà–Ascoli theorem, it is possible
to choose a subsequence converging in X to a function x∗.
Next we claim that x∗ is a solution of the problem
x ′′ = f˜ (t, x, x ′), (3.14)
x ′(0) = 0, x(1) =
m−2∑
i=1
aix(ξi), (3.15)
where
f˜ (t, x, y) :=


f (t, r2,0) for x  r2,
f (t, x, y) for r1  x  r2,
f (t, r1,0) for x  r1.
(3.16)
In fact, since xn is a solution of (3.12)–(3.13), we have that
x ′′n − xn + en(t) = 0, (3.17)
x ′n(0) = 0, xn(1) =
m−2∑
aixn(ξi), (3.18)
i=1
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en(t) := −fn(t, xn, x ′n) + xn.
Note that the corresponding homogeneous linear problem
x ′′ − x = 0, x ′(0) = 0, x(1) =
m−2∑
i=1
aix(ξi)
has only trivial solution x ≡ 0. Now by a method developed by Ma [5], we know that
(3.17)–(3.18) is equivalent to
xn(t) =
1∫
0
G(t, s)en(s) ds + Anψ(t), (3.19)
where
G(t, s) = 1
ρ
{
ψ(t)φ(s), s  t,
ψ(s)φ(t), t  s, (3.20)
An := − ρ
∆
m−2∑
i=1
αi
1∫
0
G(ξi, s)en(s) ds, (3.21)
ρ := −φ′(0) = ψ(1) =
∣∣∣∣ φ(t) ψ(t)φ′(t) ψ ′(t)
∣∣∣∣ , t ∈ (0,1) (by Liouville formula),
∆ =: −ρ2 + ρ
m−2∑
i=1
αiψ(ξi ) = −ρ
(
ψ(1) −
m−2∑
i=1
αiψ(ξi )
)
, (3.22)
ψ is the unique solution of
ψ ′′(t) − ψ(t) = 0, ψ(0) = 1, ψ ′(0) = 0,
and φ is the unique solution of
φ′′(t) − φ(t) = 0, φ(1) = 0, φ′(1) = −1.
Note that we can easily check from [5, Lemma 2.1] that ρ > 0 and ∆ 	= 0.
Since xn → x∗ as n → ∞, we have from (3.19) and (3.4) that
x∗(t) =
1∫
0
G(t, s)
[−f˜ (s, x∗(s), x∗′(s))+ x∗(s)]ds + A˜φ1(t) (3.23)
with
A˜ := − ρ
∆
m−2∑
i=1
αi
1∫
0
G(ξi, s)
[−f˜ (s, x∗(s), x∗′(s))+ x∗(s)]ds.
By routine calculations, we conclude from (3.23) that x∗ ∈ C2[0,1], and
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x∗′(0) = 0, x∗(1) =
m−2∑
i=1
aix
∗(ξi). (3.25)
Since r1 − 1/n xn  r2 + 1/n, x∗ satisfies (3.3) and it is a solution of (1.1)–(1.2). 
Proof of Theorem 2.1. Put
h(t, x, y) =


f (t, x,R2) for R2 < y,
f (t, x, y) for R1  y R2,
f (t, x,R1) for y < R1.
(3.26)
Then h fulfils (3.2) with K given by
K =
1∫
0
(
sup
{∣∣h(t, x, y)∣∣: x ∈ [r1, r2], y ∈ [R1,R2]})dt.
Since h fulfils (3.1), we get by Lemma 3.3 that the problem
x ′′(t) = h(t, x, x ′) (3.27)
has a solution x satisfying
r1  x(t) r2 for t ∈ [0,1]. (3.28)
Let us prove that for t ∈ [0,1],
R1  x ′(t)R2. (3.29)
It follows from (1.2) and (3.9) that there exists b ∈ (ξ1,1) with x ′(b) = 0. Suppose that
max{x ′(t): t ∈ [0, b]} = x ′(z0) > R2. Then z0 	= b and there exists (α,β) ⊂ [0, b] such that
x ′(β) = R2, x ′(α) > R2 and x ′(t)R2 for all t ∈ (α,β). Thus
0 > x ′(β)− x ′(α) =
β∫
α
x ′′(t) dt =
β∫
α
f
(
t, x(t),R2
)
dt  0,
a contradiction. A similar contradiction occurs provided min{x ′(t): t ∈ [0, b]}< R1. Thus
we have proved the estimate (3.29) on [0, b].
Now, we know from (G3) that for t ∈ [b,1],
x ′(t) = x ′(t) − x ′(b) =
t∫
b
x ′′(s) ds =
t∫
b
h
(
s, x(s), x ′(s)
)
ds
 r2 − r1
2(1 − ξ1) (t − b) <
r2 − r1
2
< R2.
Similarly we know from (G3) that for t ∈ [b,1],
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t∫
b
x ′′(s) ds =
t∫
b
h
(
s, x(s), x ′(s)
)
ds
 r1 − r2
2(1 − ξ1) (t − b) >
r1 − r2
2
> R1.
Thus we have proved the estimate (3.29) on [b,1].
By (3.29), x fulfils the inequality R1  x ′(t)  R2 for all t ∈ [0,1], and thus it is a
solution of (1.1)–(1.2) with the properties (2.5). 
4. A related result
Applying Lemma 3.3 and the method to prove Theorem 2.1, we can establish the fol-
lowing result, which improve the main results of [1].
Theorem 4.1. Let ξi ∈ (0,1), ai ∈ (0,∞), i = 1, . . . ,m − 2, be given constants satisfying
0 < ξ1 < ξ2 < · · · < ξm−2 < 1 and ∑m−2i=1 ai = 1. Let f : [0,1] × R2 → R be a continuous
function and have the decomposition
f (t, x, y) = g(t, x, y)+ h(t, x, y),
where g and h are two continuous functions. Suppose that the following conditions holds:
(H1) there exist r1, r2 ∈ R with r1  r2 such that for t ∈ [0,1],
f (t, r2,0) 0, f (t, r1,0) 0;
(H2) yg(t, x, y) 0 for all (t, x, y) ∈ [0,1] × [r1, r2] × R;
(H3) there are continuous functions A,B : [0,1] × [r1, r2] → [0,∞) such that∣∣h(t, x, y)∣∣A(t, x)y2 + B(t, x) for y ∈ R.
Then the problem (1.1)–(1.2) has at least one solution x satisfying
r1  x(t) r2 for t ∈ [0,1].
Proof. Choose an arbitrary fixed n ∈ N . For (t, x, y) ∈ [0,1] × [r1, r2] × R put
fn(t, x, y) =


f (t, x, n) for n < y,
f (t, x, y) for −n y  n,
f (t, x,−n) for y < −n,
(4.1)
gn(t, x, y) =


g(t, x, n) for n < y,
g(t, x, y) for −n y  n,
g(t, x,−n) for y < −n,
(4.2)
hn(t, x, y) =


h(t, x, n) for n < y,
h(t, x, y) for −n y  n,
h(t, x,−n) for y < −n.
(4.3)
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ygn(t, x, y) 0 for all (t, x, y) ∈ [0,1] × [r1, r2] × R, (4.4)∣∣hn(t, x, y)∣∣A(t, x)y2 + B(t, x) for (t, x, y) ∈ [0,1] × [r1, r2] × R. (4.5)
Also fn fulfils (3.2) with K given by
K = Kn =
1∫
0
(
sup
{∣∣hn(t, x, y)+ gn(t, x, y)∣∣: x ∈ [r1, r2], y ∈ [−n,n]})dt. (4.6)
Since fn fulfils (3.1), we get by Lemma 3.3 that the problem
x ′′ = fn(t, x, x ′),
x ′(0) = 0, x(1) =∑m−2i=1 aix(ξi) (4.7)
has a solution xn satisfying
r1  xn(t) r2 for t ∈ [0,1]. (4.8)
We claim that there exists M0 > 0 such that for all n ∈ N ,
‖x ′n‖0 M0. (4.9)
In fact, since x ′n(0) = 0, we know that for each t¯ ∈ [0,1] with x ′n(t¯ ) 	= 0, there exists
[µ,γ ] ∈ [0,1], such that t¯ ∈ [µ,γ ], x ′n(µ) = 0, and x ′n(t) maintains a fixed sign on [µ,γ ].
Assume that x ′n(t) 0 on [µ,γ ], then from (4.4) and (4.5), we know that
x ′nx ′′n = x ′ngn(t, xn, x ′n) + x ′nhn(t, xn, x ′n) x ′nhn(t, xn, x ′n) x ′n
(
Ax ′2n + B
)
, (4.10)
where
A := max{∣∣A(t, x)∣∣: t ∈ [0,1], x ∈ [r1, r2]},
B := max{∣∣B(t, x)∣∣: t ∈ [0,1], x ∈ [r1, r2]}.
Therefore
t¯∫
µ
2Ax ′′nx ′n
Ax ′2n +B
ds  2A
t¯∫
µ
x ′n ds.
This implies
ln
(
Ax ′2n (t¯ ) + B
B
)
 4Amax
{|r1|, |r2|}.
Thus, there exists M0 > 0 such that∣∣x ′n(t¯ )∣∣M0.
If, on the other hand, x ′n(0) = 0 and x ′n(t) 0 on [µ,γ ], similarly we get
x ′nx ′′n −x ′n
(
Ax ′2n + B
)
from which, as before, we obtain the bound M0 on x ′n. Hence (4.9) holds.
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equi-continuous in X, and thus, by the similar process to get (3.24)–(3.25), we can obtain
a function x˜ which is a solution of problem (1.1)–(1.2) satisfying
r1  x˜(t) rn for t ∈ [0,1]. 
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