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1. INTRODUCTION 
The perturbation method has been applied widely for approximating 
solutions of differential equations. In a paper by Frank and McFee [1], the 
concept of analytic function from one Banach space to another was used to 
justify this method when the initial conditions are zero. In this paper, 
convergence of an analogous method is discussed when the initial conditions 
are nonzcro but small. This method has been used in special casts by 
Pipes [2] and Cunningham [3], but no justification is presented. In the 
solution of nonlinear equations by the perturbation method, it is customary 
to place the initial conditions in the zeroth order (or “generating”) solution 
and to require that the initial conditions of higher order perturbations be zero. 
A rigorous justification of this procedure (which does not seem to have 
been given before) is given in this paper. In addition, as a consequence of 
Theorem 1, the stability of nonlinear systems is shown to be a consequence 
of the stability of the linear approximation. 
2. KoT10h.s AND NOTATIONS 
Let IV, be the set of complex-valued functions on [0, T] with n continuous 
and bounded derivatives. For x in IV, , let 
II x III = $L sup I “(yq i=o z! OS1LT 
where x(i) is the ith derivative of x for i 2 1 and X(O) = x. 
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Let W, be the set of complex-valued, continuous and bounded functions 
on the interval [0, T]. For y  in W, , let 
Ii Y !I2 -,,yPT I y(t)l. 
WI and W, are complex Banach spaces for all T > 0 and for T = a. 
Let W,(n) be the set of (n + I)-tuples [y : co, ci , . . . . c,-J, where y  is in 
W, and the ci are complex numbers. W,(n) becomes a Banach space, if we let 
II [y : co 9 Cl 7 .-.> c,-J II = n-4 Y li2, I co , -., I c,-] I). 
As defined in the paper by Taylor [4], a function il from WI to W, is 
analytic at x0 in WI if it is continuous in a neighborhood of .~a and if for all 
J in WI the following limit exists: 
where x is a complex number. The limit is denoted &4(x, : x); it is called 
the differential of A at x0 in the direction X. 
The function A from W, to IV, determines a function A* from WI to 
W,(n) by the equation 
A*(x) =I [A(x) : x’O’(O), x”‘(O), . . . . x-l)(O)]. 
3. EXISTENCE ASD APPROXIMMATION OF SOLUTIONS 
Theorem 1 can be summarized as follows: a nonlinear functional equation 
whose linear part is an nth order differential operator, can be solved for small 
inputs (y) and small initial conditions if the same is true of the linear part. 
It should be emphasized that the phrase “can be solved” means that it can 
be solved on the entire interval [0, T]; that is, the solution does not “blow up” 
in the interior of the interval. Both the hypothesis and conclusion of the 
theorem are global; in the case, T -: co, it is seen that if the linear part is 
stable (in the sense that solutions are bounded as t approaches oc), then the 
nonlinear equation is stable. 
THEOREM 1. Existence of Solutions on [0, T]. Let A be a function from 
an open set of WI containing 0 to W, such that 
1. A is analytic in its domain of definition, 
2. A(O) = 0, 
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3. A,(x) = 6A(O : x) is expressible in the form 
A,(s) = -$2,x(‘) 
i-0 
where the ai are in W, , and 
4. the linear differential equation A,(X) 7 y  has a unique solution X in W, 
for each y  in W, and for each set of initial conditions 
X”‘(0) :r ci i := 0, 1, . . . . n - 1. (1) 
Under these conditions A* is locally invertible; that is, there is a neighborhood 
of zero, K, in WI such that A* is one-to-one from K ozzto a neighborhood of 0 
in W*(n). This implies that there is a h :P 0 such that zf I/y lj2 < h and 
1 ci 1 i A, i -:= 0, 1, . . . . n --. 1, then there is a unique X in K satisfying A(X) -= y  
and initial conditions, (I). In addition the local inverse of A * is analytic. 
PROOF. A* is analytic because A is. It is easy to verify that 
il*l(x) : [.4,(X) : x(0’(0), . . . . .u(“-l’(O)] (2) 
where A*,(x) -2 8 A*(0 : x). Condition 4 implies that 6 A*(0 : x) as a 
function from W, to W,(n) is invertible. But, the work of Graves [5] states 
that under these conditions .3* is locally invertible and that its local inverse 
is analytic. This completes the proof. 
Since A* is analytic, it can be expanded (uniquely) in a Taylor series. 
(See Theorems 10, 11 and 13 of the paper by Taylor [4].) Thus, 
A*(x) = A*,(x) T A*,(x, x) .-i- A*&, x, x) + ... -- -4*,(x, . . . . x) + *.a (3) 
where A*Jx~ , . . . . f  ) . fl is a symmetric n-linear function of its n arguments. 
Call the local inverse of A*, R*. By Theorem 1, B* is analytic in a ncighbor- 
hood of 0 in W,(n). Thus, letting y* -:= [y : c, , . . . . c,-,] for simplicity of 
notation, 
B*(y*) --- B”,(y’) + .a. -i B*,,(y*, . . . . y*) ;- ... (4) 
This series is of interest, since it gives approximations to our functional 
equation A(X) = y  with initial conditions, (1). 
The following idea is central to the proof of Theorem 2. Since .4 is analytic 
from W, to W, , it has a Taylor series: 
A(x) = A,(x) + A,(x, x) + ... .L A,(x, x, . . . . x) -I- . . . . (5) 
Equation (2) gives the relation between A,(x) and A *1(x). From the uniqueness 
of Taylor series, it is now obvious that for n > 1 
A*,(x, *.., x) -- [A,(x, . . . . x) : 0, .‘., 01. (6) 
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THEOREM 2. Approximation of Solutions on [0, T]. Assume that A 
satisfies the hypotheses of Theorem 1, and that h is the number described in the 
conclusion of that theorem. If 
Max(lly IIs , I co 1, -., I G-~ I) < h 
then the solution X of A(X) = y  satisfying (1) can be represented by the infinite 
seriesX=X,+.--+X,+-.*. In this series X, is the solution of A,(x) = y  
with initial conditions (l), and (f or n > 1)X, is recursively dejined by being 
the solution of the differential equation A,(X,) = --F(X, , . . . . X,-J with 
zero initial conditions, where 
F(X, , . . . . K-1) = z Adxi, 1 Xi,) 
+ . . . + 2 A,,& , . . . . &,> + 1.. + 4.(X, , .A., Xl> 
(the summation in the mth term is over all il , . . . . i, such that ik > 0 and 
il + ..’ + i, = n). This defines X, as a function of y  and co , . . . . cnW1 . 
X, = B*,(y*) is the nth term of the Taylor series expansion of B*, the local 
inverse of A*. 
PROOF. Substitute series (4) for x in (3). Then, 
Y* = A*[B*(y)l = ~A*JB*,(Y*)I + zA*JB; &+J 
+ *-- + xA*,P,*1(y*), . . . . B;jy*)l + ..- (7) 
where the summations are over all k’s equal to or greater than 1. 
We have made use here of the n-linearity and continuity of A*, (see 
Theorem 10 of Taylor [4]). In a neighborhood of 0 in W,(n) the series in 
Eq. (7) converge absolutely and thus rearrangements can be made. Each 
term in each of the series of Eq. (7) is a polynomial (see footnote 12 of 
Taylor [4]). We now collect all the polynomials of degree n together on the 
right-hand side of Eq. (7) and by the uniqueness of Taylor series equate it 
to the polynomial of degree n on the left-hand side. For n = 1 this gives 
y* = A*J?*,(y*). Using Eq. (2) and the definition of y*, it is seen that 
B*,(y*) is the solution of A,(x) = y  with initial conditions (1); thus, B*,(y*) 
is determined in the way Xi is described in the theorem. Equating polynomials 
of degree n on both sides of Eq. (7) and using Eq. (6) we see that 
0 = A*,B*,(y*) + [F(B*,(y*), . . . . B,*_,(y*)) : 0, . . . . 01. 
This equation shows that B*,(y*) is determined in the way X, is described 
in the theorem. This completes the proof. 
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4. REMARKS 
(a) Let P(r, , sp , . . . . xn+r ) be polynomial in n + 1 variables with coef- 
ficients in W, . Then the function A from W, to W, defined by A(x) = 
P(dO), x’l’, . ..) x(n) ) is analytic in all of WI . In this case, 6 A(0 : x) is 
generated by the linear part of P. Condition 4 of Theorem I holds for I’ < co 
if a,, is of constant sign on [0, T]. For T = 33, it is known that 4 holds in the 
case that the ai are constant functions and the characteristic polynomial 
has the property that all of its roots have negative real parts. 
(b) Theorems I and 2 do not depend in any essential way on the nature 
of Wi and W, . Thus, to take care of inputs y  which are not continuous, 
W2 could bc taken to bc L,(O, T) and IV, could be taken to be the set of 
functions on [0, T] which have an (n - I)-st absolutely continuous 
derivative; a suitable norm is 
n-1 
Ii x Ii = z sup 
i=oO.~Tt.:T 
(c) I have preferred to formulate these theorems about one 71th order 
system; the same results could be proved about a system of equations. 
(d) Theorem 1 overlaps results in the literature (see Chapter 13 in 
Coddington and Levinson [6]). 
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