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Motivated by the recent success of reinforcement learning in games such as Go and Dota2, we
formulate Bell non-local games as a reinforcement learning problem. Such a formulation helps us
to explore Bell non-locality in a range of scenarios. The measurement settings and the quantum
states are selected by the learner randomly in the beginning. Still, eventually, it starts under-
standing the underlying patterns and discovers an optimal (or near-optimal) quantum configuration
corresponding to the task at hand. We provide a proof of principle approach to learning quantum
configurations for violating various Bell inequalities. The algorithm also works for non-convex opti-
mization problems where convex methods fail, thus offering a possibility to explore optimal quantum
configurations for Bell inequalities corresponding to large quantum networks. We also implement a
hybrid quantum-classical variational algorithm with reinforcement learning.
Introduction.—In 2017, Alpha-Go defeated the best
human Go player using tools from machine learning.
Shortly after, the champion Alpha-Go program lost 100−
0 to its successor Alpha-Go Zero that was trained with-
out human supervision [1]. The machine learning tool
responsible for the victory of Alpha-Go Zero is reinforce-
ment learning (RL). RL is one of the categories of ma-
chine learning, others being supervised and unsupervised
learning [2, 3]. Aside from Go, RL has been successfully
applied in many other games including Atari and multi-
player games like Dota2 [4, 5].
Recently, the synergy between machine learning and
quantum information has led to some impressive funda-
mental progress at their interface, ranging from many-
body physics to quantum feedback and control [6–12].
Moved by the success of reinforcement learning, it is nat-
ural to inquire if one can use the tools from reinforcement
learning to play quantum games. In this Letter, we em-
ploy reinforcement learning techniques for playing Bell
non-local games.
Experiments conducted on spacelike separated entangled
systems lead to correlations not allowed by any local real-
istic theory and lead to violation of Bell inequalities [13].
Apart from its fundamental significance in understanding
the nonclassical nature of the physical world, Bell nonlo-
cality has found practical applications in emerging quan-
tum technologies like quantum key distribution (QKD),
randomness certification and self-testing [14–16].
The essence of Bell inequality violation can be cap-
tured via the winning strategies for the multi-player
co-operative games called called Bell non-local games
[17, 18]. The connection between Bell inequalities and
Bell non-local games is deciphered from the simple ob-
servation that questions are nothing but labels for mea-
surement settings. One prominent example of Bell non-
local game is Clauser-Horne-Shimony-Holt (CHSH) game
[17, 19].
The winning probabilities for Bell non-local games de-
pend on the joint strategy chosen by the players. Such
strategies are often captured via some local hidden vari-
able model (classical model) or some quantum model
(sharing quantum resources). Discovering a quantum
strategy which outperforms any classical strategy leads
to the confirmation for Bell non-local character of quan-
tum theory. A quantum strategy corresponds to finding
a set of local measurement settings for every party and
some entangled state. The task, as mentioned above, is
a sequential decision-making problem and hence, can be
tackled via reinforcement learning. Since reinforcement
learning has already been applied to complex decision-
making problems such as playing the game of Go, it mo-
tivates us to use RL for Bell non-local games.
Techniques from reinforcement learning have turned out
to be useful in a wide range of problems in quantum
physics which involve sequential decision making. The
goal of reinforcement learning is to convert the optimiza-
tion problem to a set of policies which dictate the be-
haviour of an AI agent (we will refer to such an agent as
RL agent). The RL agent learns to choose actions from
the set of actions available at each stage of the sequential
decision-making process based on the reward it receives.
The goal of the AI is to find a sequence of actions such
that the reward is maximized. Such a strategy betters
the RL agent to find the optimum (or almost optimum)
solution to the problem at hand.
There have been several works that combine the advan-
tages of machine learning and quantum foundations [20–
22]. In [21], authors employed machine learning to dis-
tinguish between classical, quantum, and post-quantum
correlations using supervised learning. A solution to the
Membership problem (local versus non-local) for causal
structures was proposed in [22] via neural networks. In
[20], finding the maximum value of a many-body Bell in-
equality for the case of fixed measurement settings was
tackled using reinforcement learning. The approach in
[20] depends on the mapping between finding the ground
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2state of a Hamiltonian to obtain the largest eigenvalue
of a Bell operator. However, this scheme works only for
convex scenarios.
The measurement settings and the quantum state can
be specified using finitely many parameters which can be
tuned by the RL agent via training to find the optimum
(or near optimum) configuration. The performance of
machine learning algorithms depends on the representa-
tional ability of the machine learning model, as well as
the optimization protocol. A meticulously chosen repre-
sentation can help the RL agent to learn better. Moti-
vated by the success of variational circuit on near term
hardware, we demonstrate a use-case of such circuits to
parametrize our quantum state. The purpose of the RL
agent remains to tune the parameters to get optimum
performance.
Background and main idea.— According to Bell’s the-
orem, experiments conducted on spacelike distributed
entangled quantum systems refute the local realism as-
sumption. The most simplistic experimental scenario
which can testify the violation of local realism requires
two spacelike separated parties with two dichotomic mea-
surement settings on each side. The scenario involving n
spacelike separated parties with m k-outcome measure-
ments on each side is denoted by (n,m, k) scenario. The
scenario, as presented above, is (2, 2, 2) scenario. The
probability distribution p(a, b|x, y) for measurement set-
tings x, y and respective outcomes a, b if describable by a
hidden variable model admits the following description,
p(a, b|x, y) =
∑
λ
p(a|x, λ)p(b|y, λ)p(λ).
The probabilities of the above kind in quantum theory
admit following representation,
p(a, b|x, y) = Tr [(Max ⊗M by) ρAB] , (1)
for some joint density matrix ρAB and measurement op-
erators Max and M
b
y . The linear and polynomial Bell
inequalities consist of linear/polynomial combinations of
probabilities of the above form. The set of all the proba-
bilities P = {p(a, b|x, y)} is called Behaviour. If a partic-
ular selection of quantum measurement settings and state
violate the bound on the Bell inequality, they are said to
violate local realism or in other words demonstrate Bell
non-local nature of quantum theory. The task of dis-
covering the measurement settings and state which lead
to the maximum violation can be a convex [19, 23] or a
non-convex optimization program [24, 25].
The task of selecting an optimum configuration can be
framed as a sequential decision-making process. The Bell
non-local games corresponding to the Bell inequalities
involve finding measurement settings and sharing quan-
tum state such that they win the game. We train our
RL agent to find measurement settings and state (see
Fig.1). The CHSH inequality is the only non-trivial facet-
defining Bell inequality for (2, 2, 2) scenario (also known
FIG. 1. The above cartoon depicts our approach to find the
best measurement settings and quantum state corresponding
to maximum quantum violation of a Bell inequality in a fixed
dimension. For example in the case of CHSH inequality, the
agent selects Alice’s and Bob’s measurement settings plus the
entangled quantum state i.e A1, A2, B1, B2 and ρ = |ψ〉〈ψ|.
The reward is given at the end with R = Tr(Bρ) where B =
A1⊗B1 +A1⊗B2 +A2⊗B1−A2⊗B2 and used to train
the agent.
as Bell-CHSH scenario) and thus captures Bell non-
locality for the smallest possible scenario. Let 〈axby〉 =∑
a,b abp(a, b|x, y) for x, y ∈ {1, 2} and a, b ∈ {−1,+1}.
The CHSH inequality is given by
〈a1b1〉+ 〈a1b2〉+ 〈a2b1〉 − 〈a2b2〉 ≤ 2. (2)
For suitably chosen quantum measurements and state,
the above inequality can be violated up to 2
√
2. We dis-
cuss multiple approaches to recast Bell scenario as a game
with the Bell-CHSH scenario as the test-bed.
(a) Fixed state approach: In this approach, one fixes the
quantum state and vary the measurement settings. The
procedure can be summarized as follows:
1. Fix the quantum state, call it ρ.
2. (a) Alice selects two measurement operators from
her Hilbert space, denoted by A1 and A2 ∈
HA. Since the Hilbert spaces for Alice and
Bob are different, the action of these mea-
surement operators on Bob’s Hilbert space is
equivalent to identity.
(b) Bob selects two measurement operators from
his Hilbert space, denoted by B1 and B2 ∈
HB.
3. The reward function is given by R = Tr(Bρ) where
B = A1⊗B1 +A1⊗B2 +A2⊗B1−A2⊗B2.
3The goal is to maximize the reward (given in step 3) for
different choices corresponding to step 2. This approach
can be explored by fixing the quantum state as a maxi-
mally entangled state or some experimentally accessible
state. However, since there is no freedom in choosing the
state, the overall strategy will be often sub-optimal.
(b) Exact diagonalization approach: In this approach, we
do not fix the quantum state. In fact, we find the optimal
quantum state for a given measurement setting via exact
diagonalization techniques:
1. Same as the step 2 in the fixed state approach.
2. The reward function is given by R = eigmin(−B)
where B = A1⊗B1+A1⊗B2+A2⊗B1−A2⊗B2
and eigmin refers to the minimum eigenvalue.
The goal is to maximize the reward (given in step 2) for
different choices corresponding to step 1. The upside of
this approach is that we get optimal measurement set-
tings and the state (both) for the given scenario. How-
ever, the downside is that exact diagonalization can be
challenging for complex scenarios.
(c) Full RL approach: In this approach, we vary both the
quantum state and the measurement settings:
1. Same as the step 2 in the fixed state approach.
2. The parameters representing the density matrix (ρ)
is selected from an appropriate range.
3. The reward function is given by R = Tr(Bρ) where
B = A1⊗B1 +A1⊗B2 +A2⊗B1−A2⊗B2.
To train the RL agent, we employ the proximal policy
optimization (PPO) algorithm, which is a state of the
art RL algorithm [26], using the OpenAI Spinning Up
implementation [27] (see Section E in the Appendix for
further details).
Test Cases.— Here, we implement reinforcement learning
on a variety of test cases.
(a) CHSH inequality: We train our agent to find qubit
positive-operator valued measures (POVM) correspond-
ing to Alice’s/Bob’s measurement operators and two-
qubit quantum state which correspond to the optimal
quantum violation. Refer to the left panel of Fig. 2 for
details.
(b) Bilocality inequality: The Bilocality inequality cap-
tures the Bell nonlocality of three spacelike separated
parties, say Alice, Bob and Charlie interconnected
by two independent sources of states. The indepen-
dence of sources is known as bilocality assumption i.e.,
p (λ1, λ2) = p (λ1) p (λ2), which forces the tripartite ob-
served statistics to have the following form,
p(a, b, c|x, y, z) =
∑
λ1,λ2
p (a|x, λ1) p (b|y, λ1, λ2) p (c|z, λ2)
p (λ1) p (λ2) .
For tripartite bilocality scenario with two measurement
choices per party (x, y, z = 0, 1), one of the inequalities
is given by √
|I|+
√
|J | ≤ 1, (3)
where I =
(
1
4
)∑
x,z〈AxB0Cz〉 and J =(
1
4
)∑
x,z(−1)x+z〈AxB1Cz〉. The best quantum value
known till date is
√
2 [25]. The set of quantum be-
haviours for the bilocality scenario is non-convex. In
[25], authors fix the measurement settings for Alice
and Charlie as well the the overall quantum state, and
optimize to find Bob’s measurement settings. We do the
opposite i.e fix Bob’s settings and ask the RL agent to
learn everything else. Refer to the right panel of Fig. 2
for details.
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FIG. 2. CHSH and bilocality inequality. Left: We plot the
results for CHSH inequality. The classical and the quantum
bounds on the inequality are 2 and 2
√
2 respectively. The
agent randomly generates measurement settings and state in
the beginning. After a few training epochs, the maximum per-
formance within a epoch goes to the quantum maximum. The
average performance also improves over epochs. In the begin-
ning, the average performance is below the classical maxi-
mum, but eventually approaches the quantum maximum.
Right: Unlike the CHSH case, the task of finding the quantum
maximum is a non-convex optimization program. The classi-
cal and the quantum maximum for the bilocality inequality
are 1 and
√
2 respectively. Over a few epochs, the maximum
performance approaches the quantum maximum. Similar be-
haviour is observed for the average performance.
(c) Many body symmetric Bell inequality: Now we
consider an N-partite Bell inequality where each party
can select one of the two dichotomic (outcome ±1 here)
measurements. Following the convention in [28], we
denote the measurements by M(i)j for j = 0, 1 and
i = 1, 2, · · · , N . The one and two body symmetrized
correlators with respect to M(i)j are given by
Sk =
N∑
i=1
〈M(i)k 〉 and Skl =
N∑
i,j=1(i6=j)
〈M(i)k M(j)l 〉. (4)
For the above scenario, we employ the following Bell
inequality
−2S0 + 1
2
S00 − S01 + 1
2
S11 + 2N ≥ 0. (5)
4for N = 6 and 10 sites (see Fig. 3) . The RL agent
achieves the optimal quantum violation (as computed in
[28]) after training for a while.
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FIG. 3. Many-body Bell inequality. Left: We train the RL
agent to find measurement angles for maximal quantum vio-
lation for the inequality in (5) for N = 6 qubits using exact
diagonalization In the beginning, the average performance is
less than the classical bound. Both the average as well as
maximum performance improves with training and reaches to
the optimum value.
Right: We present the plot for N = 10 case. Unlike the
previous case, exact diagonalization approach helps the agent
perform non-classically from the beginning. Overall we see
similar behaviour as N = 6 case.
(d) Variational quantum-classical hybrid case: Finally,
we train our agent corresponding to another type of
many-body Bell inequalities. Let us take the following
Bell inequality
αS0 + βS1 +
γ
2
S00 + δS01 +

2
S11 ≥ −βc. (6)
Let us denote ceiling of (N−1)2 by CN and the floor by FN .
Following [28], we fix αN = N(N−1)(CN−N2 ), βN = αNN ,
γN =
N(N−1)
2 , δN =
N
2 and N = −1. For this choice of
parameters, the classical bound on the Bell inequality is
given by βNC =
1
2N(N−1)CN . This inequality is violated
for Dicke states, which are of experimental relevance [28].
We train the RL agent to select measurement settings
and quantum states such that it violates the classical
bound. We provide it a variational circuit with tunable
parameters. We start from a product state of all qubits
in state zero. A single layer of our N qubit variational
Ansatz consists of N tunable local rotations around Y
axis, followed by CNOT gates in a ring fashion. After a
k-layer circuit, we implement last layer of rotations. This
Ansatz is also known as hardware-efficient Ansatz [29].
For training details, refer to Fig. 4. Indeed, we find that
for sufficient amount of layers the violation can reach the
quantum maximal bound.
Discussions and Conclusions.— Finding the set of angles
or quantum states that violate Bell inequalities can be a
challenging problem, especially in a non-convex setting or
for hybrid quantum-classical approaches. Reinforcement
learning provides a new approach to understand and op-
timize Bell games. State-of-the-art method like proximal
policy optimization allow to treat this problem from the
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FIG. 4. Variational classic-quantum hybrid case. Left: We
train the RL agent to violate the Bell inequality in (6). The
quantum state is selected by tuning the parameters of an N -
qubit variational circuit. A two layered circuit barely violates
the classical bound.
Right: We observe the violation up to quantum maximum
by increasing the number of layers to three. With increasing
layer depth, the range of states that can be reached increases,
thus allowing us to reach a state that is close to maximal
violation of the inequality.
perspective of a sequential decision process. For our cur-
rent approach, the agent is given a reward at the end of
every epoch, which is equal to the expectation value of
the Bell operator for the selected configuration of state
and measurements. Such a reward scheme is sparse and
might not be scalable. A potential future direction should
be to develop better reward functions.
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FIG. 5. The above plot shows the drop in standard devi-
ation of the reward as the training for RL agent proceeds.
With prolonged training the agent tends to exploit the best
available option and explores less. Eventually, the standard
deviation approaches zero.
One of the main advantages of our reinforcement learn-
ing approach concerns the handling of the trade-off be-
tween exploration vs exploitation. At the beginning of
the training, the RL agent tries to explore the many pos-
sibilities. Such an exploration leads to a large standard
deviation in the reward, which goes to zero as the agent
learns to exploit the nearly optimal choice of possibilities
(see Fig. 5). This procedure could allow to optimize even
5very complex landscapes and find optimal or sub-optimal
solutions in settings where other methods have failed so
far.
The success of RL for real-world decision-making prob-
lems provides confidence for their success in tackling non-
convex Bell scenarios, most straightforward of which is
the bilocality scenario. Bell scenarios corresponding to
large quantum networks is highly non-convex, which ren-
ders conventional computational tools based on semidef-
inite programming and other convex optimization algo-
rithms not very helpful. We believe that state of the
art reinforcement learning methods such as PPO could
be useful to undertake problems in Bell scenarios corre-
sponding to networks.
In this work, we trained a single agent learning the
optimization landscape for various Bell scenarios to find
optimum measurement settings and state for all the par-
ties. A possible future direction would be to treat every
party as an agent and learn the landscape using multi-
agent reinforcement learning [30].
We represented our quantum state as a variational circuit
with free parameters which can be tuned by the RL agent.
Such variational circuits are a promising approach to har-
ness the potential of Noisy Intermediate-Scale Quantum
(NISQ) devices. Thus, integration of RL with variational
hybrid classical-quantum optimization is a possible fu-
ture direction worth investigating [31].
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Appendix A: Bell games and Bell inequalities
The essence of Bell inequalities is often captured via
Bell non-local games. Such games have been studied in
detail by computer scientists in the context of entangle-
ment assisted interactive proof systems [17]. A typical
example of Bell non-local game (or Bell game in short)
consists of a referee who plays the games against parties
say, Alice and Bob. The parties or players are known as
provers. The referee is known as the verifier. The verifier
selects questions x ∈ X and y ∈ Y for Alice and Bob from
some probability distribution pi : X × Y → [0, 1]. The
provers return answers a ∈ RA and b ∈ RB . The verifier
uses a predicate V : RA × RB × X × Y → {0, 1} such
that V (a, b, x, y) = 1 whenever the provers win against
the verifier by providing answers a and b for questions
x and y. Any strategy selected by the provers lead to
probabilities p(a, b|x, y) for questions x, y and answers
6a, b. The winning probability for the game is given by
pwin =
∑
x,y
pi(x, y)
∑
a,b
V (a, b|x, y)p(a, b|x, y). (A1)
The connection between Bell inequalities and Bell non-
local games can be deciphered from the simple observa-
tion that questions are nothing but labels for measure-
ment settings. The maximization of winning probabil-
ities over all deterministic strategies correspond to Bell
inequalities.
Appendix B: Markov decision process
The mathematics behind reinforcement learning can
be captured via the Markov decision process. A Markov
decision process (MDP) is a powerful tool to capture the
mathematics of decision making where a subset of out-
comes are random. Thus the decision-maker has partial
control on the remaining outcomes only. An MDP is
characterized by a five-tuple, {S,A,R, P, ρ0}, where the
meaning of the respective symbols is as follows.
• S: It denotes the set of all possible states. The
state at time-step ‘t’ is denoted by st.
• A: It represents the set of all possible actions. The
state at time-step ‘t’ is denoted by at.
• R : The reward function R is a map S ×A× S →
R where R denotes the set of real numbers. In
particular, the reward the time-step ‘t’ is given by
rt = R (st, at).
• P : The transition probability P is a map S×A→
P(S). Quite specifically, the transition probability
P (s′|s, a) denotes the probability of transitioning
to the state s′ if the current state is s and action
taken is a.
• ρ0: It denotes the initial state distribution.
The “Markov” in MDP refers to the Markov property
which asserts that the transitions depend only on the
current state of the system and action.
Appendix C: Reinforcement learning
Reinforcement learning is one of the branches of ma-
chine learning, which involves the study of agents who
learn via trial and error. The learning happens via re-
warding (punishing) the agent for desirable (unwanted)
actions. The successful training in reinforcement learn-
ing involves a balance between exploration of unknown
landscape with the exploitation of the prior experience.
The training of an RL agent involves agent-environment
interaction. The agent perceives the state of the envi-
ronment and takes action. Due to the agent’s action, the
state of the environment changes and the agent receives
some reward or penalty. The rule-book used by the agent
to select an action from the set of actions (known as ac-
tion space) is called policy. The goal of reinforcement
learning is to discover the optimal policy. For a pictorial
understanding of the setting, the reader can refer to Fig.
6.
Environmentst ⇧(a|s)
at
st+1, rt+1
FIG. 6. The above cartoon describes the interaction of an
agent with the environment. The agent perceives the state of
the environment as st and takes action at by following a policy
Π. The state of the environment shifts to st+1 and the agent
receives the reward rt+1. The goal of the RL agent is to find
the optimal policy, which leads to the highest expected total
reward for a finite number of agent-environment interactions.
The state of the environment at the onset of agent-
environment interaction round t will be denoted by st.
The set of all valid actions which an agent can take is
called action space. The action space can be discrete
or continuous. The action taken by the agent in round
t will be denoted by at. Once the agent performs the
action at, the state of the environment changes to st+1
and the agent gets reward rt. Agent-environment inter-
action leads to a series of states and actions. Such a
series is usually called trajectory, episode or rollout. We
will denote the trajectories by τ . A trajectory τ looks
like {s1, u1, s2, u2, · · · , sH , uH}. The maximum number
of interactions (say H) sets the length of the trajectory
and is known as Horizon. For our purposes, we will work
with finite horizons. As an agent follows a trajectory, it
reaps the rewards via its interaction with the environ-
ment. Therefore, one can associate a total reward value
to a trajectory. Let P (τ) be the probability of a partic-
ular trajectory τ and the corresponding total reward is
R(τ). The expected reward is given by
∑
τ P (τ)R(τ). In
RL, it is often useful to estimate the “value” of a state
or a state-action pair. It gives us an estimate of the ex-
pected reward if one starts in the state or state-action
pair and follows a particular policy. Due to the afore-
mentioned need, a few value functions have been defined
in the literature.
1. On-policy value function (V pi(s)): It quantifies the
7expected return if the RL agent starts in the state
s and follows the policy pi forever.
2. On-policy action-value function (Qpi(s, a)): It gives
the expected return if the RL agent starts in the
state s, takes an arbitrary action a and then follows
the policy pi forever.
3. Optimal value function (V ?(s)): It quantifies the
expected return if the RL agent begins in the state
s and follows the optimal policy pi? permanently.
4. Optimal action-value function (Q?(s, a)): It gives
the expected return if the RL agent begins in the
state s, takes an arbitrary action a and then follows
the optimal policy pi? forever.
Appendix D: Policy gradient
In this section, we will review the mathematics of pol-
icy gradient. The policy tells the agent to determine
which action to take depending on the state of the envi-
ronment. A policy Π takes state st as input and outputs
probability distribution over all possible actions. We de-
note the parameters which characterize a policy Πθ by
θ. For an agent following the policy Πθ, the expected
reward is given by
J(θ) =
∑
τ
Πθ(τ)R(τ). (D1)
The goal of policy gradient is to find the optimum policy
Πθ? such that J (θ
?) is maximum over θ. In other words,
the target is to model a policy that creates trajectories
which maximize the total rewards. A possible approach
to do so is by taking the gradient of Πθ(τ) for θ and do
gradient ascent. Since the gradient is over the space of
policies, the algorithm to find the optimum policy via this
approach is called policy gradient, justifying its name.
Since
J(θ) =
∫
Πθ(τ)R(τ)dτ,
taking its gradient with respect to θ, we get
∇θJ(θ) =
∫
∇θΠθ(τ)R(τ)dτ
=
∫
Πθ∇θ log (Πθ(τ))R(τ)dτ
= Eτ∼Πθ(τ) [∇θ log (Πθ(τ))R(τ)] ,
where Eτ∼Πθ denotes expectation over trajectories τ with
probability determined by the policy Πθ. Since the policy
gradient can be represented as expectation, we can use
sampling to approximate it. Thus, the policy gradient
algorithm reduces to
∇θJ(θ) ≈ 1
N
N∑
i=1
∇θ log (Πθ(τi))R(τi)
θ ← θ + α∇θJ(θ),
where α is the step-size of the gradient ascent, also known
as learning rate.
Appendix E: Proximal policy optimization
algorithms
The policy gradient algorithm suffers from bad sam-
ple efficiency and poor convergence. One possible ap-
proach to tackle the convergence issue is to use second-
order derivative matrices. But such an approach has high
computational complexity. Proximal policy optimization
(PPO) algorithms are policy gradient algorithms with
better sample and computational complexity. The goal of
PPO is to estimate a “trust-region” where one can safely
take reasonable steps. For this purpose, PPO maintains
two policy networks, one being the current policy network
(the policy it is learning) Πθ (at|st) and a baseline policy
network (policy learnt from past experience) Πθ′ (at|st).
Let the ratio of these two policies be
rt(θ) =
Πθ (at|st)
Πθ′ (at|st) . (E1)
Another concept relevant for understanding PPO is ad-
vantage (denoted by A), which estimates how good an
action is compared to the average action for a particular
state. Mathematically, advantage is given by
Api(s, a) = Qpi(s, a)− V pi(s). (E2)
In the original PPO paper, two different algorithms were
presented, i.e. clipped surrogate objective and adaptive
KL-penalized objective. We used clipped surrogate ob-
jective in this work and so discussed the same here. The
clipped PPO objective function clips the estimated ad-
vantage function whenever the ratio of new and old policy
falls beyond some pre-accepted value. The clipped PPO
objective function is given by
LCLIP
θ′ (θ) =Eτ∼pi′
[
T∑
t=0
[min(rt(θ)A
pi
t ,
clip(rt(θ), 1− , 1 + )Apit )]]
When the ratio of new policy and policy falls outside
(1−) and (1+), the advantage function is assigned the
value it would have at the boundaries, i.e. (1−) or (1+).
in the original PPO paper, the value of epsilon was set
to 0.2. As one can expect,  is a crucial hyperparameter,
the value of which tremendously affects the performance
of the PPO algorithm.
8Appendix F: Details about the variational case
Hybrid classical-quantum algorithms show immense
promise to solve hard problems on near-term quantum
devices. In our specific implementation, we choose a
set of variational gates that are applied to the initial
quantum states of all qubits in state zero. We choose
a set of gates that produce real quantum states, as
that is sufficient to violate the inequalities maximally.
In particular, we apply a rotation around the y axis
Un(θn) = exp(iθnσ
y
n) on all qubits, where σ
y
n is the y
Pauli matrix acting on qubit n and θn the rotation angle
for qubit n. After that, we apply CNOT gates between
neighboring qubits n and n + 1 with periodic boundary
condition. These two steps are repeated for d layers.
The parameters of the rotational gates are chosen by re-
inforcement learning. In the last step, another set of
rotations are applied. After creating the quantum state,
the set of measurement angles are selected by reinforce-
ment learning.
The neural network determines the angles as follows:
the neural network outputs in each step the mean values
for the n angles. The actual chosen angles are sampled
from a Normal distribution around these mean values.
Then, the angles chosen so far for this epoch are given
to the neural network as an input. This procedure is
repeated until the angles for the d layers, and the mea-
surement angles are selected. The algorithm is trained
to optimize the inequality by using it as a loss function.
