This talk presents new strategies with which explicit time-stepping procedures of PDE-based restoration models converge with a similar efficiency to implicit algorithms. Conventional explicit algorithms often require hundreds of iterations to converge. In order to overcome the difficulty and to further improve image quality, we introduce new spatially variable constraint term and timestep size, as a method of nonflat time evolution (MONTE). It has been verified that the explicit time-stepping scheme incorporating MONTE converges in only 4-15 iterations for all restoration examples we have tested. It has proved more effective than the additive operator splitting (AOS) method in both computation time and image quality (measured in PSNR), for most cases. Since the explicit MONTE procedure is efficient in computer memory, requiring only twice the image size, it can be applied particularly for huge data sets with a great efficiency in computer memory as well.
PDE-BASED RESTORATION MODELS
Let u 0 be an observed image of the form
where u is the desired image and v denotes a mean-zero noise of variance σ 2 . Then, popular PDE-based restoration models can be written in the following general form:
where S is a (nonlinear) diffusion operator and R denotes a nonnegative constraint term. For example, the Perona-Malik (PM) model [1] , the total variation (TV) model [5] , the improved TV (ITV) model [4, 6] , and the convex-concave anisotropic diffusion (CCAD) model [2, 3] can be specified as follows:
where λ, β ≥ 0, 0 ≤ q < 2, and
for some K > 0.
LINEARIZED TIME-STEPPING PROCEDURES
Let ∆t n be the nth timestep size and
n−1 , we will try to compute u n by linearized time-stepping procedures. A linearized θ-method for (2) can be formulated as follows: for 0 ≤ θ ≤ 1,
where S n−1 is a diffusion matrix and R n is an evaluation of the constraint term R for the nth time level. Although the algebraic system (4) is often solved implicitly (θ = 1/2 or 1) in the literature, the explicit procedure (θ = 0) is still popular, due to simplicity in implementation and efficiency in computer memory. However, it requires to choose ∆t n sufficiently small for stability and therefore converges in a huge number of iterations, which is its major disadvantage. To overcome this disadvantage, we propose a new strategy for the choice of spatially variable ∆t n , i.e., ∆t n = ∆t n (x); with which the explicit procedure can converge quickly.
THE METHOD OF NONFLAT TIME EVOLUTION (MONTE)
We introduce an effective variable constraint parameter and an explicit scheme incorporation variable timestep size ∆t n = ∆t n (x).
For most PDE-based models, the constraint parameter has been chosen as constant, due to simplicity. However, constant constraint parameters can often be ineffective in the preservation of interesting image features such as edges and textures, because the diffusion operator may introduce an extra dissipation on fast transitions. In order to overcome the difficulty, one consider a variable constraint parameter as follows: Multiply the stationary part of (2) by (u 0 − u) and average the resulting equation locally to obtain
where Ω x is a neighborhood of x and σ 2 x denotes the local noise variance measured over Ω x . Then, the right side of the above equation can be approximated as
where g x denotes a local average |g| over Ω x . The constraint parameter in (5) is proportional to both |u 0 − u| and |S(u)|, which may effectively suppress the extra dissipation arising on fast transitions. Let the neighborhood Ω x be chosen to include a single pixel x. Then the constraint parameter in (5) related to a pixel (i, j) in the nth time level can be formulated as
where η 1 is nonnegative constant.
AN EXPLICIT NONFLAT TIME-STEPPING PROCEDURE
For θ = 0, the θ-method (4) can be rewritten as
Let the diffusion matrix S n−1 incorporate a five-point stencil, i.e., (6) are adopted respectively for the diffusion and constraint terms, the explicit procedure (7) can be written as
The above iteration is stable when all coefficients in the right side are nonnegative. Thus the stability condition for (9) reads
A common practice for the choice of ∆t n is
As an alternative to (11), we suggest the following:
• On slow transitions, the constraint parameter R n ij approaches zero and therefore a larger timestep must be set, which in turn makes the algorithm work faster in image restoration.
• Since PDE-based models often incorporate an extra (faster) diffusion on fast transitions, the choice in (12) can serve as a modulator which tries to equalize the speed of diffusion over the image domain.
• With (12), the algorithm (9) can be rewritten as 
