Tsujimoto, Satoshi and Toshiyuki Sawaguchi. Neuronal activity representing temporal prediction of reward in the primate prefrontal cortex. J Neurophysiol 93: 3687-3692, 2005 . First published January 5, 2005 doi:10.1152 /jn.01149.2004 . Temporal prediction of future events, especially regarding reward delivery, is critical for controlling/ learning purposeful behavior. The dorsolateral prefrontal cortex (DLPFC) has been considered to be involved in behavioral control based on prospective coding for future events, including reward. Thus this area is likely to have a neuronal mechanism responsible for temporal prediction of forthcoming reward. To address this hypothesis, we recorded the neuronal activity from the DLPFC of macaque monkeys while they performed an oculomotor delayed-response task under two conditions regarding the time of reward delivery. In this task, when the subjects made a correct response, the reward was delivered after a reward-delay period of 0.5 or 2 s. At the behavioral level, the onset latency for saccades was significantly faster in the shorter reward-delay trials (0.5 s) than in longer reward-delay trials (2 s), indicating that our subjects actually predicted the time of reward delivery. At the neuronal level, we found that many DLPFC neurons showed differential activity depending on the predicted time of reward delivery during the cue and/or delay periods. These results suggest that a fraction of neurons in the DLPFC represent the temporal prediction of reward and probably a variety of other future events.
I N T R O D U C T I O N
Temporal prediction of future events, particularly the time of reward (i.e., when the reward will be available), is critical for organizing/learning appropriate behaviors (Dickinson et al. 1976; Hollerman and Schultz 1998) . In primates, the dorsolateral prefrontal cortex (DLPFC) appears to be a candidate cortical region responsible for this cognitive ability. It has been repeatedly reported that activities of many DLPFC neurons are modulated by anticipated rewards (Kobayashi et al. 2002; Leon and Shadlen 1999; Roesch et al. 2003; Wallis and Miller 2003; Watanabe 1996; Watanabe et al. 2002) , suggesting that the DLPFC is involved in behavioral control based on prospective coding for future rewards, i.e., goal-directed behavior (Hikosaka and Watanabe 2000; Schultz 2000) . Furthermore, recent neuroimaging studies in humans have suggested that this area is involved in decision-making processes based on the expectancy of delays in reward delivery (McClure et al. 2004; Tanaka et al. 2004 ). However, the neuronal basis of temporal prediction of reward delivery in the DLPFC remains to be examined.
In the present study, we hypothesized that the DLPFC contains a neuronal mechanism that represents the temporal prediction of reward. To test this hypothesis, we devised an oculomotor delayed-response (ODR) task under 2 conditions in which the subjects could predict when they would receive a reward after a correct response. We examined the neuronal activity recorded in the DLPFC of monkeys performing this task. We report here that a fraction of DLPFC neurons showed differential cue-and/or delay-period activity depending on the predicted time of reward delivery.
M E T H O D S
Two male macaque monkeys (Macaca mulatta, about 5.5 kg, and Macaca fuscata, about 7 kg, LN and SZ, respectively) served as subjects. Throughout this study, the subjects were treated in accordance with the "Guide for the Care and Use of Laboratory Animals" of the National Institutes of Health, and the experimental protocols were approved by the Animal Care and Use Committee of Hokkaido University School of Medicine.
The subjects were trained to perform a devised ODR task under 2 conditions regarding the time of reward delivery: short-delay (STD) and long-delay (LGD) conditions (Fig. 1A) . Under both conditions, when the monkeys fixated on a central spot (a white square, 0.5°ϫ 0.5°) for 1 s, a visual cue (a green cross or a red circle, 1.5°ϫ 1.5°), which was associated with the time of reward (Fig. 1B) , was presented at one of the 6 peripheral locations (eccentricity 15°, Fig. 1C ) for 1 s. After a delay period of fixed duration (1.5 s), the fixation spot was turned off, which instructed the monkeys to make a memory-guided saccade to the cued location. When the eye movement fell inside a target window of 5°, a white square (0.5°ϫ 0.5°) was presented at the cue position, and the reward-delay period of 0.5 or 2 s (STD or LGD conditions, respectively) began. In some trials, a small second saccade ensued to fixate on the target, but this eye movement did not result in differential neuronal activity between the 2 conditions during the cue and delay periods. When the monkey remained fixated during the reward-delay period, the same amount of liquid reward was delivered under both conditions. The 6 directions and 2 reward-delay conditions were ordered pseudo-randomly. Throughout the trial, the eye position was restricted to within 5°of the central fixation point or peripheral target. If the monkey broke fixation, the trial was aborted. Although we did not adopt the correction method, the number of fixation breaks was very small and the frequency was not different between the 2 reward-delay conditions.
To dissociate neuronal activity related to stimulus identity from that related to the time of reward, the association between visual cues and reward-delay conditions was reversed across separate blocks of trials (Fig. 1B) . In the original block, a green cross and a red circle were associated with 0.5 and 2 s, respectively, and vice versa in the reversed block (Fig. 1B) . Each block lasted for nearly 60 trials, so that the monkey could predict the time of reward delivery when the cue was presented. When the block was changed, monkeys performed a learning task without neuronal recording for about 10 trials, followed by a recording session with the ordinary task in the new task block. In the learning task, the fixation target during the reward delay was the same as the cue, which would allow the subjects to learn the association between the cue and reward timing. To test whether the subjects recognized the association between cue and reward delay, we included probe trials in which the 2 types of stimuli were presented simultaneously in the right and left cue positions and the subjects freely chose one direction when the fixation spot disappeared. The time course of a probe trial was the same as that of an ODR trial, and the probe trials were randomly included among the ODR trials at a rate of about one per 6 trials.
The activity of single neurons was recorded using conventional electrophysiological techniques similar to those described in our previous studies (Tsujimoto and Sawaguchi 2004a,b) . Briefly, a glassinsulated elgiloy microelectrode (0.5-1.5 M⍀) was positioned using a plastic grid with numerous small holes attached to the recording chamber. It was then advanced vertically using a pulse motor-driven micromanipulator (MO-81, Narishige, Tokyo, Japan) until the activity of one or more neurons could be recorded. Single-unit activities were isolated using a template-matching strategy with a multispike detector (Alpha Omega Engineering, Nazareth, Israel).
We focused on neurons in the DLPFC rostral to the frontal eye field (FEF) (Fig. 1D) . To estimate the FEF physiologically, we applied intracortical microstimulation (ICMS; 22 cathodal pulses of 0.3-ms duration at 333 Hz, Յ100 A) through the recording electrodes. When eye movements were elicited by the ICMS, the site was considered to be within the FEF (Bruce et al. 1985) and data recorded from these sites were excluded from the study. After the recording was completed, the recording sites were confirmed using a standard histological technique described previously (Iba and Sawaguchi 2002) . The recorded neurons were located in the caudal half of area 46 and area 8a (Fig. 1D) .
To examine the influence of the predicted time of reward delivery on DLPFC neuronal activity, we applied a 2-factor ANOVA (rewarddelay conditions ϫ directions; P Ͻ 0.05) on the mean firing rate during a cue and delay period, separately. We focused on the neurons whose cue-and/or delay-period activity showed a significant main effect in reward-delay conditions because these neurons appeared to be influenced by a temporal prediction of reward. To quantitatively examine the selectivity of the reward-delay conditions, we calculated a time selectivity index (TSI) as follows
where R STD and R LGD are the mean discharge rates during the cue or delay period for the direction with maximum activity for the STD and LGD conditions, respectively. This index ranges from Ϫ1 to ϩ1. A value of 0 indicates identical responses to the 2 conditions, and positive and negative values indicate a preference for STD and LGD conditions, respectively. All analyses were performed on correct trials only.
R E S U L T S
Throughout the experimental sessions, both monkeys performed the task with Ͼ95% correct responses, and there were no significant differences in performance levels between the STD and LGD conditions. In Ͼ90% of the probe trials (see METHODS) , both monkeys chose the target position that was associated with the short delay period (0.5 s). To compare the saccadic responses under the 2 conditions, we calculated the onset latencies of saccade from the go signal during each recording session, and plotted them on a scattergram (Fig. 1E) . In almost all sessions, the onset latencies were faster in the STD trials than in the LGD trials, and the mean value was significantly different (STD vs. LGD, 213 Ϯ 16 vs. 229 Ϯ 16 ms, respectively, for monkey SZ; 227 Ϯ 22 vs. 245 Ϯ 19 ms, respectively, for monkey LN; 2-tailed Mann-Whitney U test, P Ͻ 0.01). These data indicate that our subjects predicted the time of reward delivery according to the visual stimuli.
We recorded activities from 347 DLPFC neurons. Of these, 121 neurons significantly modulated their activity during the cue and/or delay periods depending on the duration of the reward delays (n ϭ 47 for cue period only, n ϭ 56 for delay period only, and n ϭ 18 for both cue and delay periods). As summarized in Table 1 differential activity only during the cue period and 20 of 56 (36%) neurons that exhibited differential activity only during the delay period showed a significantly higher discharge rate in the STD trials than in the LGD trials. Of the 18 neurons that exhibited differential activity during both the cue and delay periods, 67% showed higher cue-period activity in the STD trials than in the LGD trials and 50% showed higher delayperiod activity in the STD trials than in the LGD trials. In most of these neurons (69% for cue and 62% for delay), the discharge rate during the cue period and/or delay period was significantly different across the 6 directions of the target. Figure 2A shows an example of DLPFC neurons with differential delay-period activity under different reward-delay conditions. This neuron showed a sustained increase in activity during the delay period (especially for the 120°and 180°t rials), the magnitude of which was larger under LGD than under STD conditions (see Fig. 2B ). According to 2-way ANOVA, the delay-period activity of this neuron was significantly modulated not only by the direction of the target (100) 18 (100) 18 (100) The numbers in parentheses show the percentage.
FIG. 2. Example of dorsolateral prefrontal cortex (DLPFC) neurons in which delay-period activity differed according to predicted time of reward.
A: raster displays and averaged histograms, aligned by the cue (C), delay (D), and go signal (G), are shown separately for 6 directions and 2 reward-delay conditions. Top and bottom rows: STD and LGD conditions, respectively, and each column is associated with the direction indicated above them. Colored areas show the delay period. Red and blue colors represent the neuron's preferred and nonpreferred time, respectively. B: polar plots of the delay-period activity shown in A. Percentage changes in delay-period activity compared with the control period of 0.5 s that immediately preceded the cue presentation are plotted for each direction and each condition. C: averaged histograms of STD and LGD trials of the neuron in A for the direction with maximal activity (180°) are shown together. Bin width is 40 ms. Each curve is smoothed by averaging the 3 adjacent bins. D: mean discharge rate during the delay period for the direction with maximum activity (180°) of the neuron in A is shown separately for each task block. During the recording of this neuron, the block was reversed twice, i.e., this neuron was recorded in a total of 3 blocks (2 reversed blocks and one original block). Visual cues superimposed on each bar represent the stimulus associated with the reward delay. Error bars show ϮSE.
[F(5,312) ϭ 81.22, P Ͻ 0.001], but also by the conditions of the reward delay [F(1,312) ϭ 13.72, P Ͻ 0.001].
To examine the detailed properties of the differential activity of the neuron illustrated in Fig. 2A , we focused on and analyzed its activity in the trials with the greatest activity differential (i.e., 180°; see Fig. 2B ). First, to compare the time course of changes in activity under the 2 conditions, we contrasted the averaged histograms for this direction (Fig. 2C) . As shown in Fig. 2C , after similar phasic activation during the cue period, the firing rate differed under the 2 conditions, and this difference was sustained until the end of the delay period. Second, to examine the reproducibility of the differential delay-period activity across different blocks of trials, we calculated the mean discharge rates during the delay period separately for each block. As shown in Fig. 2D , although the association between visual cue properties and reward-delay duration was altered at each block change, the delay-period activity remained higher under the LGD conditions than under the STD conditions over 3 different blocks, which indicates that the difference in activity reflects a difference in the predicted time of reward rather than in the physical properties of the visual cue. Figure 3A illustrates an example of neurons that showed different cue-period activity according to the difference in predicted time of reward. Specifically, this neuron showed clear phasic activation during the cue period, which was spatially tuned especially for the upper right (60°) and upper left (120°) directions [2-way ANOVA, F(5,271) ϭ 42.06, P Ͻ 0.001]. Furthermore, the magnitude of this cue-period activity was significantly greater under STD than under LGD conditions [2-way ANOVA, F(1,271) ϭ 10.49, P Ͻ 0.01]. As shown in Fig. 3B , this difference in cue-period activity (STD Ͼ LGD) was reproduced when the block/association between cue and time was reversed.
To quantitatively examine any preference for the 2 rewarddelay conditions across the population, we calculated a TSI for the cue-period and delay-period activity separately for each neuron and plotted the values for individual neurons in Fig. 4A . This index ranges from Ϫ1 to ϩ1, with positive and negative values indicating a preference for STD and LGD conditions, respectively (see METHODS) . Across all neurons recorded, TSI values in the cue period were significantly correlated with those in the delay period (r ϭ 0.35, P Ͻ 0.001), and this correlation was stronger when the neurons that did not satisfy our statistical criterion were excluded (i.e., plots with open squares in Fig. 4A ; r ϭ 0.43, P Ͻ 0.001). Thus our population of neurons tended to show similar preferences throughout the cue and delay periods, although there were some exceptions.
Finally, to examine the overall temporal patterns of DLPFC neurons with different activities, we constructed population histograms (Fig. 4, B and C) . Figure 4B shows the population histograms of neurons in which cue-period activity was significantly different under different reward-delay conditions. The magnitude of the phasic activity of this population of neurons during the cue period was significantly different with the 2 different predicted times of reward delivery. Figure 4C shows the population activity for the neurons with differential delayperiod activity. The magnitude of activity was significantly different under the 2 conditions in the latter part of the cue period, and this difference was sustained until the end of the delay period. These time courses for neuronal population activity are compatible with the single-neuron data shown in Figs. 2A and 3A.
D I S C U S S I O N
In the present study, we recorded the neuronal activity from the DLPFC of monkeys while they performed an ODR task in Other format and abbreviations are the same as those in Fig. 2A . B: mean discharge rate during the cue period for the direction with maximum activity (120°) of the neuron in A are shown separately for each task block. Error bars show ϮSE.
which the subjects predicted when the reward would be available. We found that the cue-period and/or delay-period activity of many DLPFC neurons was modulated by the different durations of forthcoming reward delay. These differential activities were not ascribed to the physical properties of the visual cues because the neuronal preference for the time was reproduced even when the time-cue association was reversed. Because the percentage of correct responses did not differ under the 2 conditions, the probability that the subject could get the reward was the same under the 2 conditions. These findings suggest that a fraction of neurons in the DLPFC represent temporal prediction of reward (i.e., when the reward will be delivered). Furthermore, considering the previous finding that the activity of many DLPFC neurons encodes several kinds of future information, including forthcoming actions (Asaad et al. 1998; Hasegawa et al. 1998) , anticipated visual objects (Rainer et al. 1999), and rewards (Kobayashi et al. 2002; Leon and Shadlen 1999; Roesch et al. 2003; Wallis and Miller 2003; Watanabe 1996) , it is likely that DLPFC neurons represent temporal prediction not only of reward delivery, but also of a variety of other future events, although this hypothesis remains to be examined in further studies.
Previous studies have reported that task-related neuronal activity in the DLPFC is modulated by expectancy of the type or amount of reward (Kobayashi et al. 2002; Leon and Shadlen 1999; Roesch et al. 2003; Wallis and Miller 2003; Watanabe 1996) . These neurons have been considered to play a role in reward-based response selection/decision-making processes (Schultz 1998 (Schultz , 2000 . The present data introduce a new dimension that modulates the activities of DLPFC neurons (i.e., the time of reward), which is also a critical variable in such cognitive processes (Dickinson et al. 1976; Hollerman and Schultz 1998; McClure et al. 2004; Tanaka et al. 2004) . These data are consistent with the recent findings from human neuroimaging studies that suggest that the DLPFC is involved in decision-making processes based on the expectation of delays until the delivery of monetary reward (McClure et al. 2004 ). The DLPFC neurons found here would be the neuronal substrate that contributes to behavioral control based on the prediction of time of reward.
Alternatively, the differentially responsive neurons identified here may encode not the time, but the subjective value of the reward. A complete dissociation of these 2 factors is difficult, and we do not exclude the subjective-value interpretation. In our task paradigm, however, the value of the reward was determined only by the temporal information, and our subjects received extensive overtraining on this task before and during neuronal recording. Furthermore, psychological studies have reported that a key component of predictions in learning is the time of reinforcement (Dickinson et al. 1976) , and many efficient theoretical models of learning are based on this observation (Schultz 1998) . Moreover, neurons in the DLPFC have been shown to encode a variety of temporal information, such as temporal order (Ninokura et al. 2003) and duration (Sakurai et al. 2004 ). Therefore we prefer the temporal-prediction interpretation rather than the subjective-value interpretation, although this problem should be examined in subsequent research by manipulating both the time and magnitude of the reward.
Adaptive behavior in dynamically changing environments requires not only expectation of future events, but also evaluation of the outcomes (Matsumoto and Tanaka 2004) . To predict reward delivery temporally would be important in a comparison of the expected reward and the received reward (Dickinson et al. 1976; Hollerman and Schultz 1998) , and the time-discriminating DLPFC neurons identified here may play a major role in this function. Interestingly, a fraction of DLPFC neurons was shown to encode the response-outcome of an immediately preceding action Sawaguchi 2004a, 2005) , which may be a neuronal correlate of evaluating an immediate response-outcome. Considering these data together, the DLPFC appears to play a major role in both FIG. 4. Population activity. A: each neuron's value for the time selectivity index (TSI) during the delay period was plotted against that during the cue period. Each plot shows the TSI values of individual neurons. Open squares and small circles represent neurons with and without statistically significant differences, respectively. Filled triangle and a filled rhombus represent the neurons shown in Figs. 2A and 3A , respectively. B and C: population activities normalized to a 0.5-s control period for DLPFC neurons with different cue-period (B) and delay-period activities (C) are shown. Red and blue lines show the population activity for the preferred and nonpreferred conditions of each neuron (not of the subjects), respectively. Bin width is 40 ms, and is smoothed by averaging across 3 adjacent bins. Error bars show ϮSE.
response selection based on the prediction of future events, including its timing, and in the evaluation of the actual outcome, thereby allowing the appropriate adaptation to dynamically changing environments.
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