Background {#Sec1}
==========

Accuracy of genomic prediction of genetic merit of farm animals depends on factors such as heritability, the size of the reference population and the effective number of chromosome segments, which in turns depends on the effective population size ($\documentclass[12pt]{minimal}
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                \begin{document}$$N_{e}$$\end{document}$) \[[@CR1], [@CR2]\] and the structure of the reference population used for prediction \[[@CR3]\]. In multi-breed/crossbred populations, such as in Australian sheep, it is difficult to achieve a sufficiently high genomic prediction accuracy for genetically diverse breeds with large $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{e}$$\end{document}$ or for minor breeds with small reference populations. Prediction based on a set of reference animals from other breeds was shown to be of limited value \[[@CR4], [@CR5]\], which could be mainly due to low linkage disequilibrium (LD) between genetic markers used in common marker genotype arrays and quantitative trait loci (QTL) affecting the traits. Low LD suggests that denser marker genotypes could improve genomic prediction accuracy. However, the use of high-density (500k) genotypes was shown to lead to only small improvements in prediction accuracy in multi-breed sheep data, compared to using a 50k SNP array \[[@CR6]\]. The relatively small difference may be due to the LD between genetic markers and QTL remaining low when using common HD genotypes, especially across breeds. Whole-genome sequence data provide further opportunities and have the advantage of covering all causal mutations that are responsible for the genetic variation of a polygenic trait or genetic markers in sufficiently high LD with causal mutations.

Genetic variants at or in high LD with causal mutations are likely to be only a small subset of the whole set of sequence variants. This means that a large part of the whole-genome sequence data is in low LD with causal mutations and can be excluded from the prediction model. Earlier work in dairy cattle showed that WGS data used in genomic prediction gave no to limited improvement in prediction accuracy when all variants were used \[[@CR7]--[@CR9]\] and only small improvements were found by using a subset of variants selected based on genome-wide association studies (GWAS) \[[@CR9]--[@CR12]\]. However, using selected variants can also lead to considerable bias, if the data used for detecting QTL was the same as the training data used to predict breeding values \[[@CR11], [@CR13]\].

Reasons for the limited improvement from using WGS data in previous studies may be the high levels of LD and relatively low genetic diversity in the dairy cattle populations used in these studies. With high LD, the difference in predictive ability between markers from standard 50k SNP-panels and other markers closer to the actual QTL is likely to be smaller. Indeed, it will be more difficult to distinguish between these when selecting variants from GWAS in such populations. Improvements in prediction accuracy were more notable when variants were selected from a multi-breed GWAS \[[@CR14]\].

Another important aspect of genomic prediction is the genetic relatedness between the training set and the target animals for which we want to predict the breeding value. In efficient breeding programs, it is likely that most selection candidates have close relatives in the training set, i.e. animals with both genotype and phenotype information are often available from previous rounds of selection. Prediction from closer relatives is less likely to be improved by markers that are closer to the QTL, and therefore WGS data provides limited benefit. However, prediction of more distant target individuals is also relevant, for example when applying genomic prediction to more diverse populations and populations of multi-breed nature, such as in beef cattle and sheep, or when special reference populations are formed for a limited set of individuals measured for traits that are not widely recorded, such as slaughter traits or feed efficiency. Relatedness between training and target individuals may vary considerably in such cases. Another application of genomic prediction could be for genetic benchmarking in commercial herds or flocks in which information on previous breeding history is limited, and the target individuals may be less related to the reference population. Using markers that are closer to the actual QTL could make genomic prediction more robust and applicable to a wider range of individuals with lower genetic relatedness, including crossbreds.

The objective of our study was to evaluate the accuracy of genomic prediction in a multi-breed Australian sheep population for some key lamb production traits using variants from imputed WGS data. We used selected variants obtained via a multi-breed GWAS in a separate discovery dataset and compared best linear unbiased prediction (BLUP) and a Bayesian method to evaluate the potential change in accuracy and bias of genomic prediction when adding these variants to a standard 50k SNP genotype array.

Methods {#Sec2}
=======

Animals and experimental design {#Sec3}
-------------------------------

Phenotypes for key meat and wool production traits were extracted for animals in the "Sheep Cooperative Research Centre" database ("Research data"), which includes the "Information Nucleus Flocks" (INF), "Resource Flocks" (RF) and "the Sheep Genomics Flock" (SGF). INF consisted of eight flocks located across different regions of Australia that are linked to each other by the use of common sires through artificial insemination between 2007 and 2011 \[[@CR15]\] and the RF followed the same mating design (2012--2017) but only in two flocks. SGF was a single research flock located in southern New South Wales, Australia, with data collected between 2005 and 2006 \[[@CR16]\]. Additional phenotypes for on-farm traits recorded in industry flocks ("Industry data") were extracted from the Sheep Genetics database (<http://www.sheepgenetics.org.au>) for flocks with animals with genotypes. Both research and industry datasets were from a multi-breed/crossbred sheep population. Most animals were either purebred Merino or crossbreds of Border Leicester (BL), Poll Dorset (PD) or White Suffolk (WS) rams mated to Merino dams or BL × Merino dams.

For each trait, animals with both phenotype and genotype data were divided into three non-overlapping groups: (1) a QTL discovery set for a GWAS with imputed WGS data to find variants at or very near putative causal mutations; (2) a reference or training set for genomic prediction based on estimated marker effects; and (3) a validation set to evaluate accuracy and bias of genomic prediction. These three sets were purposefully chosen as being independent of each other to avoid bias in the evaluation of prediction accuracy. The data were divided into three subsets independently for each trait, because the numbers of animals recorded differed for each trait. The QTL discovery and training sets were selected to have a broad representation of breeds and crosses (Fig. [1](#Fig1){ref-type="fig"}). However, the validation set consisted of only two specific breed groups: (1) purebred Merino (MER) and (2) F1 cross of Border Leicester with Merino (BL × MER).Fig. 1Breed composition of the discovery, reference and validation datasets. Breed composition as number of animals multiplied by breed proportion for each trait in QTL discovery, and genomic selection reference and validation sets

The animals in the validation set were selected such that they did not have high genetic relationships with animals in the training set. Thus, for each trait: (1) half-sibs families were not split across the training and validation sets and no sires of validation animals were included in the training set; and (2) relationships between the training and validation sets were further restricted at a fixed threshold using the genomic relationship matrix (GRM) constructed from 50k SNP-chip genotypes \[[@CR17]\]. The applied GRM threshold ensured that the genomic relationship between each animal in the validation set with any animal in the training set was lower than 0.25 (meat traits) or lower than 0.125 (wool traits).

The contributions of the MER and BL × MER breeds in the discovery, training and validation sets for each trait are in Table [1](#Tab1){ref-type="table"} as well as the number of animals from other breeds or crosses available in these three sets for each trait. Proportions of each main breed represented as either purebreds or crosses were predicted using pedigree information (Fig. [1](#Fig1){ref-type="fig"}).Table 1Number of top SNPs and animals of different breeds in different datasets for different traitsTrait (unit)Number of top SNPsDiscovery (GWAS) setReference setValidation setMERBLBL × MEROther breeds and crossesMERBLBL × MEROther breeds and crossesMERBL × MERCCFAT (mm)39891157373653185761581586658912478CEMD (mm)39971200213893215738741616741904453PEMD (mm)39242835860742481277221635783701766510IMF (%)4023877113553018185251745969843415SF5 (N)42681065273583291722671436460868474PWT (kg)428746919189645446118226245891653118453YCFW (kg)39423935413818721826731891709600--YFD (µm)8654508344627462626701351432600--Number of top-SNPs and animals of different breeds (*MER* pure Merino, *BL* pure Border Leicester, *BL × MER* crossbred Border Leicester × Merino and other breeds and crosses) in discovery, reference and validation sets for different traits: *CCFAT* carcass fat depth at C site, *CEMD* carcass eye muscle depth, *PEMD* post-weaning eye muscle depth, *IMF* intermuscular fat percentage, *SF5* shear force measured at day 5 after slaughter, *PWT* post-weaning weight, *YCFW* yearling clean fleece weight, *YFD* yearling fiber diameter

Phenotypes {#Sec4}
----------

Phenotypic records of eight traits related to weight, carcass and meat quality and wool production were used in this study; post weaning weight (PWT), post weaning eye muscle depth (PEMD, mm) from ultrasound scanning of live animals, carcass eye muscle depth (CEMD, mm), carcass fat depth at the C site (CCFAT, mm), intra muscular fat (IMF, %) and shear force at 5 days after slaughter (SF5, Newton), yearling clean fleece weight (YCFW, kg) and yearling wool fiber diameter (YFD, µm).

First, phenotypes from the research data were edited for possible outliers (more than 4 standard deviations from the overall mean), for records with no pedigree or breed composition information or for records with missing age or weight at measurement. Phenotypes were then pre-corrected for fixed and random effects in a univariate mixed model analysis, similar to the model used by Sheep Genetics \[[@CR18]\]. The fixed effects of the model were a contemporary group effect (from a combination of flock, birth year and management group), gender, age at measurement (days), age of the dam (years; fitted both as a first and second order terms), a combination of birth and rearing type (single, twin, triplet) and traits related to carcass were corrected for weight at measurement. Hence, PEMD was corrected for PWT, whereas CCFAT, CEMD, IMF and SF5 were corrected for carcass weight. For PWT and YCFW a random maternal effect was fitted.

Phenotypes from the industry dataset were taken from the national Sheep Genetics OVIS database \[[@CR18]\], which is divided into six separate analyses: Merino, terminal breeds and maternal breeds and smaller runs for Meat Merino, Dohne and Corriedale sheep. These phenotypes were pre-adjusted within each of the six analyses for fixed effects of birth and rearing type, age of measurement in days, age of dam in years with both linear and quadratic adjustments and body weight adjustments for PEMD and carcass traits, as described in \[[@CR18]\]. Then, pre-adjusted phenotypes were taken from all data in the national evaluation for each trait and residuals were calculated from fitting a model with a fixed contemporary group effect for PWT and YCFW. These residuals were used as corrected phenotypes for further analysis, but only for animals with genotype information. Animals from the research dataset that were also included in the national evaluation were excluded from the industry dataset. Additional file [1](#MOESM1){ref-type="media"}: Table S1 shows the summary statistics of the phenotypes of the combined datasets after editing.

Genotypes {#Sec5}
---------

There were 31,937 animals with genotypes that had either previously been imputed from 12k to the 50k SNP panel (about 35% of animals) or were real 50k genotypes (about 65% of animals) and the breed representation in these datasets was similar and relative to their occurrence in industry flocks (e.g. see Fig. [1](#Fig1){ref-type="fig"}). Genotypes on the X chromosome were excluded from the analysis. The imputation of WGS genotypes from 50k was performed in two steps. First, for the animals that did not have real high-density (HD) genotypes (all but 2266 key animals), the 50k genotypes were imputed to HD and then in the second step, all imputed and real HD genotypes were imputed to sequence data using a reference of 726 sequenced animals representing multiple European breeds and crosses (further details in \[[@CR19]\]). The numbers of sequenced animals from the Merino and Border Leicester breeds were 124 and 22, respectively.

The total number of variants that passed imputation quality controls and included in this study were: 45,670 SNPs in the 50k panel, 485,617 SNPs in the HD panel and 31,154,082 variants in WGS.

Selection of significant sequence variants {#Sec6}
------------------------------------------

In the discovery population for each trait, we ran a GWAS using the WGS 31,154,082 imputed genotypes. The GWAS results were used to select the 'top SNPs' from those associated with variation in the traits of interest. The "top SNPs" were defined as the most significant SNPs below an association threshold of p-value \< 10^−3^ within a 100-kb window. The windows started at the proximal end of each chromosome, then sliding 50 kb along to the next 100 kb window until reaching the end of each chromosome. After selection of the most significant SNP per 100 kb window, one of any pair of these top SNPs in strong LD (with an r^2^ \> 0.95) was removed using the PLINK software \[[@CR20]\]. Some of the selected SNPs were also removed if their MAF was lower than 0.005 in the reference population for a given trait. The final numbers of top SNPs used for each trait to improve the accuracy of genomic predictions are in Table [1](#Tab1){ref-type="table"}. The small number of top SNPs that overlapped with those on the 50k SNP chip were treated as top SNPs in our genomic prediction models, i.e. they were removed from the 50k subset and retained with the top SNPs when fitting the latter set as a separate component to the 50k. However, these overlapping SNPs were retained in the 50k set when only the 50k genotypes were used for prediction.
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                \begin{document}$${\mathbf{g}}\sim {\text{N}}\left( {{\mathbf{0}},{\mathbf{G}}\upsigma_{\text{g}}^{2} } \right)$$\end{document}$, contains random additive genetic effects where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathbf{G}}$$\end{document}$ is the genomic relationship matrix (GRM) constructed with HD SNPs and $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{Z}}$$\end{document}$ are design matrices connecting phenotypes to fixed effects and to random additive genetic effects, respectively. The contributions of each breed are listed in Fig. [1](#Fig1){ref-type="fig"}, but for the Merino breed three sub-breed groups were defined because there is generally little intercrossing of these sub-breed groups, thus creating further population structure. The Merino sub-breed groups are largely defined on fiber diameter: ultrafine, fine-medium and broad ("strong") wool, according to wool breeding objectives as defined by the breeders.

Genomic prediction {#Sec7}
------------------

We applied genomic BLUP (GBLUP) \[[@CR22]\] and the BayesR \[[@CR23]\] and BayesRC methods \[[@CR24]\] for prediction of genomic breeding values (GBV). The same phenotypic data were used in the Bayesian and GBLUP models, and prior to these analyses, the corrected phenotypes for animals in the training and validation sets were further pre-adjusted for data source and genetic groups using estimates for those effects ($\documentclass[12pt]{minimal}
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Five different genotype sets were tested in the models: (1) top sequence variants (top), (2) 50k panel, (3) 50k plus top sequence variants (50k + top), and (4) HD panel and 5) WGS data. However, due to the large number of SNPs in WGS data, we did not run a Bayesian model for that set. The SNPs with a minor allele frequency (MAF) lower than 0.005 in the genomic prediction training populations were excluded from the genotype sets. In the GBLUP models, top, 50k, 50k + top, HD and WGS genotype sets were fitted in the model with the GRM as a covariance structure of one random additive genetic effect (Eq. [2](#Equ2){ref-type=""}). In addition, the 50k + top set was also fitted as two GRM constructed separately from the 50k and top SNP genotype sets (Eq. [3](#Equ3){ref-type=""}):$$\documentclass[12pt]{minimal}
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For Bayesian analysis, the genotypes were centered and standardized to a variance of 1. The SNP effects were fitted as a mixture of four normal distributions each with a mean of zero and variance: $\documentclass[12pt]{minimal}
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                \begin{document}$$\upsigma_{\text{g}}^{2}$$\end{document}$ is the additive genetic variance. The BayesR method was used to predict GBV using, top, 50k, 50k + top and HD genotype sets. The BayesRC method was only tested with 50k + top genotypes because this is a modified BayesR method that allows for different categories of variants that may be differentially enriched for QTL. Thus, the selected top SNPs were allocated to a separate category from the remaining 50k SNP, allowing the possibility of a different mixture distribution of SNP effects in each of these two categories. Each Bayesian model (BayesR and BayesRC) was replicated with five MCMC chains to check for convergence, each with 40,000 iterations (20,000 burn-in). Animal GBV were calculated by multiplying genotypes and corresponding SNP effects summed across the genome. The total proportion of phenotypic variance explained by all SNPs was used to estimate trait heritabilities.

Evaluation of the accuracy of genomic prediction was calculated as the Pearson correlation coefficient between GBV and pre-adjusted phenotypes in the two validation subsets and then scaling this correlation by dividing it by the square root of the trait heritability (estimated in a GBLUP model using a 50k genotype set, Table [2](#Tab2){ref-type="table"}). The bias of the prediction accuracy was assessed from the regression coefficient of the pre-adjusted phenotype on GBV in the validation subsets. The Bayesian heritability, accuracy and bias were assessed from each of the five MCMC chains and then averaged.Table 2The estimated heritability for different traits in Bayesian and GBLUP models based on the reference datasetModelTraitCCFATCEMDPEMDIMFSF5PWTYCFWYFDBayesian BayesR (top)0.094 0.0650.1290.1630.1050.1120.2190.611 BayesR (50k)0.1960.1550.2280.3760.1890.2190.3930.547 BayesR (50k + top)0.2010.1600.2420.3780.1890.2240.4000.634 BayesRC (50k + top)0.1900.1590.2300.3590.1610.2170.3840.672 BayesR (HD)0.2240.1850.2740.4090.2220.2420.4330.596GBLUP GBLUP (top)0.1020.0700.1340.1660.1080.1160.2340.619 GBLUP (50k)0.2000.1500.2290.3800.1890.2160.3990.569 GBLUP (50k + top \[1GRM\])0.2170.1580.2500.4000.2030.2320.4090.679 GBLUP (50k + top \[2GRMs\])^a^0.191 (0.116 + 0.075)0.152 (0.111 + 0.041)0.226 (0.128 + 0.098)0.356 (0.252 + 0.105)0.142 (0.046 + 0.096)0.212 (0.152 + 0.060)0.388 (0.271 + 0.117)0.681 (0.154 + 0.527) GBLUP (HD)0.2320.1820.2750.4230.2330.2500.4390.620 GBLUP (WGS)0.2310.1910.2850.4390.2400.2540.4530.643*CCFAT* carcass fat depth at C site, *CEMD* carcass eye muscle depth, *PEMD* post-weaning eye muscle depth, *IMF* intermuscular fat percentage, *SF5* shear force measured at day 5 after slaughter, *PWT* post-weaning weight, *YCFW* yearling clean fleece weight, *YFD* yearling fiber diameter^a^The genetic variance explained by two GRM fitted in the model were divided to the phenotypic variance and then were added up to calculate the overal heritability. The first and the second value in the parentheses are the heritability estimates related to 50k and top SNPs, respectively

Results {#Sec8}
=======

Variance components and heritability estimates {#Sec9}
----------------------------------------------

Table [2](#Tab2){ref-type="table"} shows the heritability estimates of each trait in the prediction data for each of the five SNP subsets when using one of the Bayesian methods or genomic residual maximum likelihood (GREML) with either one or two GRM. Across all traits and SNP subsets, heritabilities estimated based on the Bayesian method were slightly lower (1.6% in relative terms) than those based on the GREML method using a GBLUP model. The heritability estimated by GREML, on average across traits, increased by \~ 15% when using all WGS variants compared to 50k genotypes, but the increase was \~ 25% for CEMD, PEMD and SF5. Heritability estimates based on only selected sequence variants (3924 to 8654 variants) were more than 40% lower than those based on the 50k set, except for YFD where the top SNPs resulted in a higher heritability than the 50k set for both GREML and BayesR. The heritability based on fitting 50k genotypes and selected sequence variants as one component was on average slightly higher than the heritability estimate based on the sum of the two variance components estimated from the 50k and top SNPs sets. Again, YFD was an exception as it always gave a significantly higher heritability when top-SNPs were used.

Genomic prediction {#Sec10}
------------------

The accuracy of genomic prediction for each trait based on different SNP subsets and models is shown in Fig. [2](#Fig2){ref-type="fig"} for the purebred Merino validation set and in Fig. [3](#Fig3){ref-type="fig"} for the crossbred validation set. Currently in the Australian sheep industry, genetic evaluation is based on GBLUP using a 50k SNP array, so we used the scenario GBLUP (50k) here as the benchmark. The average GBLUP (50k) accuracy across all traits was 0.27 for both validation sets, but it should be noted that the validation sets were selected to minimize relationships with the training set (as a more stringent test to differentiate between methods).Fig. 2Accuracy of genomic predictions in purebred Merino for different traits and models Fig. 3Accuracy of genomic predictions in Merino × Border Leicester crossbreds for different traits and models

Accuracy of GBV based on the HD SNP genotypes and GBLUP was only slightly increased relative to GBLUP (50k) (0.028 accuracy increase for Merinos and no difference for the crossbreds when averaged across traits), but increases were higher and more consistent with BayesR (0.081 for Merinos and 0.039 for the crossbreds). When using all the variants in WGS data (\~ 31 × 10^6^ variants) the accuracy of genomic prediction increased in some cases compared to either the 50k or HD GBLUP, but more often decreased with no clear pattern among traits. Compared to using 50k, the WGS set resulted in a change in accuracy, averaged across traits, of + 0.016 for Merinos and − 0.014 for the crossbreds.

A larger and more consistent increase in prediction accuracy was observed when adding the selected sequence variants to the standard 50k set in the Bayesian and GBLUP prediction models. When using the GBLUP method and fitting selected sequence variants and 50k genotypes as one variance component, the average prediction accuracy across traits improved in absolute value by 0.046 and 0.048 for Merinos and crossbreds, respectively, and these improvements were 0.083 and 0.073 when two separate variance components were fitted (one for 50K and one for the top SNPs). When including top SNPs using the BayesR method, the accuracy increase, when averaged across traits, was 0.079 for Merinos and 0.059 for crossbreds, compared with GBLUP (50k), and these increases were 0.102 and 0.087 with the BayesRC method, in which top SNPs and the 50k set were treated, separately.

The increase in accuracy due to adding top SNPs to the 50k array varied among traits, between methods within traits, and also with the validation set (Fig. [4](#Fig4){ref-type="fig"}). With GBLUP in the Merino set, the increase from using top SNPs as an additional $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{G}}$$\end{document}$ matrix compared to using the standard 50k was lowest for CCFAT (0.01) and IMF (0.02), and highest for PEMD (0.16), SF5 (0.13) and PWT (0.12). When using BayesRC, the increases of using the top SNPs added to the standard 50k array, compared to using GBLUP (50k), were 0.09, 0.04, 0.20, 0.15 and 0.15 for the same traits in the Merino set. However, in crossbreds, these increases were quite different across traits. For both GBLUP and Bayesian prediction methods, most traits had an increase in accuracy of \~ 0.05 when adding information from the top SNPs, but CCFAT had a much higher increase of 0.28.Fig. 4Accuracy increase for each trait when using top SNPs in GBLUP or BayesRC. Accuracy increase over a 50k GBLUP prediction for each of the traits in both validation populations when using top SNPs either as a second GRM in GBLUP or as a second class of predictors in BayesRC

Using just the set of selected variants alone improved accuracy more compared with GBLUP (50k) when averaged across all traits; 0.053 and 0.029 for GBLUP in Merino and crossbred validation sets and 0.069 and 0.043 for BayesR in these two validation sets (Figs. [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}). However, there was again a large variation among traits and validation populations, which was generally consistent with the increase in accuracy when combining top SNPs with 50k panels. For example, in the Merino set, top SNPs alone had a much higher accuracy than GBLUP (50k) for PEMD and SF5 whereas for CCFAT and CEMD this accuracy was lower than the 50k array. On the other hand, for the crossbred validation population, CCFAT showed a much higher accuracy when using top SNPs only (increase 0.36) compared to using GBLUP (50k), whereas for the other traits there was either a lower accuracy or only a slightly higher accuracy than that of the 50k panel.

The regression coefficients of corrected phenotypes on estimated GBV for two validation sets across different traits are shown in Figs. [5](#Fig5){ref-type="fig"} and [6](#Fig6){ref-type="fig"}. All methods and models showed some bias. Regression coefficients, when averaged across traits, varied between methods from 0.71 to 0.85 for the Merinos and from 0.76 to 0.91 for the crossbred validation population. In the Merino set, the greatest deviation from 1 in the average regression coefficient (i.e. most bias) was found when using top SNPs alone (0.71), but this was only slightly lower than the average value for GBLUP (50k), which was 0.74. For the crossbreds, on average bias was not larger when top SNPs were used, but this average was affected by a strong upward bias for one trait (CCFAT). There was no difference in bias between GBLUP and BayesR. Generally, we found more bias for traits with lower prediction accuracy. This could be related to the smaller size of both training and validation data subsets for those traits.Fig. 5Bias of genomic predictions in purebred Merino for different traits and models Fig. 6Bias of genomic predictions in Merino × Border Leicester crossbreds for different traits and models

Discussion {#Sec11}
==========

This study demonstrated that the use of selected variants from WGS increased the accuracy of genomic prediction compared to standard 50k genotypes for eight economically important traits in sheep. Selection of the WGS variants (SNPs or InDels) was based on performing an association study on imputed sequence data in an independent set of animals to avoid probable bias of prediction \[[@CR11], [@CR13]\]. The accuracy of genomic prediction was assessed in independent training and validation datasets, chosen in such a way as to remove genetically high relationships between the validation and training animals. Thus, genomic prediction accuracies are expected to be lower and the benefit from using selected sequence variants is likely higher, e.g. compared with dairy cattle studies where populations are less diverse and training populations often contain highly related individuals. However, in beef and sheep populations, individual breed numbers are small and therefore it is desirable to combine multi-breed and crossbred populations to enlarge reference populations for genomic prediction. Therefore, in these more genetically diverse beef cattle or sheep populations, the prediction of more distant relatives is also important. The same holds for genomic prediction of commercial animals, e.g. for the purpose of genetic bench-marking and management decisions related to genetic merit. Furthermore, there is a trend towards highly accelerated breeding schemes using reproductive technologies, where selection candidates may be separated from the reference population by several generations. It is expected that genomic prediction based on predictive markers that are closer to actual causal variants are more widely applicable and depend less on the relatedness between the training set and the target individual. This is also important for difficult to measure traits for which it may not be possible to continually update reference populations with immediate relatives of test animals.

Compared to using 50k genotypes, using the complete set of sequence data (\~ 31 million variants) resulted in a higher estimated additive genetic variance and heritability. We compared the sum of diagonal terms and off-diagonal terms from $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{G}}$$\end{document}$-matrices derived from 50k, HD and WGS genotypes and both means and SD were nearly identical between these. Therefore, a higher heritability estimate could potentially be the result of stronger LD between sequence variants and polymorphisms responsible for trait variation. However, no or only a very small improvement in genomic prediction accuracy was observed when using all sequence variants compared to 50k genotypes. This finding is similar to previous studies in dairy cattle \[[@CR7]--[@CR9], [@CR11], [@CR12]\] that also found no to very small improvements in prediction accuracy from using all variants of WGS. WGS data provide a very large number of genetic variants across the genome, while only a small subset is expected to be, or in high LD with, the causative mutations underlying the genetic variance of a polygenic trait. This means that the majority of the sequence variants are in low LD with causative mutations and do not capture the genetic variance of significant genomic regions when using a GBLUP approach. Thus, compared to the 50K genotypes, their contribution would be limited to the capture of more precise family relationships between animals. It is possible that the prediction accuracy for WGS showed little benefit in lowly related validation individuals because a large proportion of the markers are not linked to causal variants in the validation set and might hinder rather than help prediction accuracy. Furthermore, in WGS there is a much higher risk of false positives from for example, population structure, as well as imputation errors which can erode the accuracy of genomic prediction \[[@CR9]\].

Estimation of heritability is mainly driven by (higher) relationships between training animals, in which case markers that are not linked to causal variants could still be helpful in estimating these more accurately. This argument can also be used to explain that the heritability based on using top SNPs alone was generally lower than the heritability based on the SNP sets with more markers, while prediction accuracies based on these selected marker sets were generally similar and sometimes even higher than the accuracy based on the 50k set. A similar result was found by Raymond et al. \[[@CR26]\] who argue that the selected variants may explain only a small amount of the genetic variation due to their small effects, but they can contribute significantly to genomic prediction when relationships between training and target individuals are low, in their case across breed. Besides marker density and potential proximity of markers to causal variants, another potential factor that may influence estimates of heritability across variant sets could be their difference in allele frequency spectrum.

Fitting the selected sequence variants (3924 to 8654 for different traits) that were derived from the association study along with the standard 50k genotypes often resulted in a notable increase in prediction accuracy in both purebred and crossbred animals, particularly if these selected markers were fitted as separately defined groups, either in GBLUP (2 $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{G}}$$\end{document}$ matrices) or in BayesRC. These methods allow more variance for the set of selected SNPs and therefore less shrinkage and effectively giving them more weight in the prediction. We expected an increase because these selected genetic variants are in stronger LD with QTL regions than randomly chosen markers such as those on the 50k array. However, as shown in Fig. [4](#Fig4){ref-type="fig"}, the gain in accuracy varied among traits and validation sets. Variation between traits could exist due to the differences in the genetic architecture of each trait, i.e. there would be more benefit from using top SNPs if a trait is affected by relatively few QTL, each with a relatively large effect. However, our results varied also within traits and among validation sets, e.g. selected variants for CCFAT explained a small part of the genetic variation in the Merino validation set and had only a small effect on prediction accuracy, while these two parameters were much larger in the crossbred validation set. This could be related to differences in QTL effects between populations that could be due to epistatic interactions, or simply due to differences in mean and variation of traits in different breeds. Allele frequency differences between breeds are likely to have a large impact on results, both for QTL and predictive markers. We examined furthermore the high accuracy and bias for CCFAT found in the crossbred validation when only fitting top SNPs. We noted that these results were quite sensitive to the MAF threshold applied, i.e. both accuracy and bias were lower in this case when the MAF threshold for the top SNPs to be included increased from 0.005 to 0.05. Evans et al. \[[@CR27]\] recently demonstrated that low MAF WGS variants can have a considerable effect on the estimation of SNP heritability. Further work is needed to systematically explore all these issues with larger datasets.

Besides finding a set of more predictive SNPs, it is also important to examine how these are optimally used in the genomic prediction model. Our study is the first to compare directly the single and two GRM GBLUP models vs. BayesR and BayesRC methods. The GBLUP linear model with two separate variance components allows for a larger genetic variance on average per marker for the set of selected SNPs, effectively giving more weight to these markers. In principle, more $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{G}}$$\end{document}$-matrices could be fitted to allow further differential weighting of markers into more subclasses, where marker selection would be based on statistical significance in a separate GWA analysis. Alternatively, it is possible to use a single $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{G}}$$\end{document}$ matrix that is weighted, for example, according to the estimated predictive value of each SNP from one or more independent studies \[[@CR28]\]. This two-step approach is pragmatic and feasible in large datasets and with very many markers, such as from WGS data. A Bayesian model such as BayesR applies the concept of differentially weighing markers more formally, by assigning marker effects to one of the four normal distributions based on statistical evidence in a model selection approach in which all markers are fitted simultaneously, and allowing for a large proportion of markers to have no effect on the trait. The BayesRC model takes the standard BayesR model one step further by enabling the mixing proportions to vary across different variant sets, where based on prior information, the user defines one or more groups of variants that may be more enriched for QTL than another. In this study, the variant sets were the 50k and the top SNP set, and for many traits, this improved prediction accuracy over BayesR. However, although approaches for Bayesian analysis with the complete set of WGS markers have been developed \[[@CR8], [@CR9]\], these models did not result in increased accuracy for WGS compared to standard genotype sets using real dairy cattle data. Van den Berg et al. \[[@CR14]\] found limited benefit over 2GBLUP from a Bayesian model fitting two mixture distributions. Our design was more favorable towards showing benefit of using selected variants, and the BayesR methods showed more clearly an advantage over GBLUP methods. However, Bayesian methods also become very computationally challenging in larger datasets with hundreds of thousands of individuals and dense genotype sets. However, large datasets are needed to obtain more accurate estimates of marker effects and to enable more accurate marker selection. Further development of model selection approaches is required, likely with a role for two-stage approaches, to optimize the selection of WGS variants and their best weighting for the purpose of genomic prediction of trait variation.

Our results were based on a multi-breed dataset and, generally, the improvement in prediction accuracy from using selected variants was larger than that obtained in studies using data on a single breed (mostly Holstein--Friesian dairy cattle e.g. \[[@CR7], [@CR11], [@CR12]\]. This is in line with other studies in dairy cattle, which used multi-breed datasets \[[@CR10], [@CR14]\]. Van den Berg et al. \[[@CR14]\] used variants derived from multi-breed GWAS (four dairy cattle breeds) in multi-breed genomic prediction and showed on average up to 7% higher genomic prediction reliabilities (*R*^2^) across milk traits in different scenarios for selecting sequence variants. By including selected sequence variants from GWAS in GBLUP (with a separate variance component to the 50k genotypes) Brøndum et al. \[[@CR10]\] reported on average a 5% improvement in genomic prediction reliability on a range of production traits in a multi-breed dairy cattle dataset. Multi-breed datasets are particularly useful in GWAS for marker selection because long distance LD will be reduced across breeds, allowing a more precise localization of predictive markers across breeds. We have not tested explicitly our ability to increase prediction accuracy from training data on different breeds. The accuracy of prediction across breeds (i.e. the reference and the validation sets consist of individuals from different breeds) was found to be close to zero in our previous work with less dense marker panels \[[@CR4], [@CR5]\]. Some results from data in dairy cows showed promise for the use of information from other breeds and this might be mostly important for smaller breeds that often lack large numbers for training genomic predictions \[[@CR29], [@CR30]\].

Using multi-breed data for marker selection could also have a drawback if marker effects differ between populations. In our data, the number of purebred individuals from different breeds was not sufficient to test this hypothesis. In our validation sets, we observed on average a similar prediction accuracy for purebred Merinos and for BL × Mer crosses, but the benefit of using selected variants was generally higher in the Merino validation set. This is likely due to the larger proportion of Merino haplotypes that were available in the training and SNP-discovery sets. Generally, Merino sheep are a lot more diverse than BL sheep and previous work has shown that a smaller training set for BL results in a similar accuracy to that for Merinos based on a large training set \[[@CR5]\]. In other words, Merinos have a large effective population size, and as a result, a larger number of effective chromosome segments. This would also explain that the use of selected markers that are in higher LD with QTL is more advantageous for the Merino breed than the BL breed, which has less diversity and a larger effective number of chromosome segments.

We used a design in which the discovery set used for GWAS and SNP selection was separate from the training set used to estimate marker effects for the purpose of genomic prediction. Previous papers pointed out that using the same data for discovery and training leads to biased predictions \[[@CR11], [@CR13]\]. Our results show that prediction based on top SNPs only were slightly more biased than prediction without these selected sets. This may be due to selected variants picking up some effects of the population structure that were not accounted for by the genetic groups that were derived from pedigree. Population structure is pronounced in the Merino breed where various subpopulations exist that are quite distinct, and therefore more precise correction for population structure based on genomic relationships might have resulted in less bias. Differences in bias between using selected variants and all variants was found to be much larger in a single-breed study with Holstein--Friesian cattle \[[@CR11]\], where QTL discovery and genomic prediction training sets were the same.

We used an arbitrary proportion of the total dataset for SNP discovery. A balance needs to be found between the accuracy of selecting top SNPs and the precision of establishing the accuracy of prediction. The process of allocating data to discovery, training and validation sets could also be repeated multiple times, so that results can be averaged over multiple samples. For larger datasets, a larger proportion of the data could be used perhaps for discovery. It is tempting to use the complete dataset to accurately establish QTL and markers to predict their effects. However, it would then be impossible to establish the improvement in prediction accuracy free of bias. In addition, in commercial genetic evaluations, where top SNPs are selected from the same data as those used for prediction, it is likely that genomic predictions of breeding values are biased. Bias could be the result of selectively using information from random occurrences, but also systematic biases could occur due to not accounting properly for population structure, or otherwise use of selective data. The extent of the problem may be smaller with larger datasets but some cautions and independent validation will be required. The ultimate goal is to generate custom SNP panels for genotyping that include highly predictive sequence SNPs for the entire range of economically important traits, so that these variants can be directly genotyped rather than rely on imputation to WGS that is more error prone.

The threshold for the p-value of marker effects in the selection of sequence variants to be used in genomic prediction was set at p \< 10^−3^. Other studies have varied the threshold and, generally, found no or a slight improvement if more stringent thresholds were used \[[@CR11], [@CR14], [@CR31]\]. An optimal threshold is part of the process of selecting variants to improve genomic prediction, and an optimal value might well differ between traits and datasets. For example, a more stringent threshold is easier to apply in large datasets, since the false discovery rate can be low without losing too much power. An important aspect of our approach was the relatively lenient p-value threshold combined with selection of only one "top SNP" per 100-kb window along the entire genome. This enables representation of many of the QTL with a smaller effect that would otherwise be missed and reduces redundancy of multiple markers tagging a single QTL.

This paper describes the first study in sheep to test the selection of WGS variants for improving prediction accuracy. Compared with previous studies, results were relatively more consistent with larger accuracy increases compared with those described in studies on dairy cattle. This may be partly due to the large diversity and multi-breed nature of the data used in sheep breeding. However, a large part of the additional contribution is also likely the result of the lower accuracy overall, as achieved for the default scenario of 50k industry panel. Our training dataset is smaller than those used in most dairy studies, and we have tested the accuracy in relatively unrelated animals, which is more difficult to achieve in populations that are less diverse. In the near future, we can expect that larger datasets will become available, which will be favorable towards more accurate SNP selection. Larger training datasets will of course also increase the prediction accuracy overall, even with standard SNP arrays. However, adding selected variants from WGS data to SNP arrays used in the industry will have a substantial benefit, especially for predicting GBV of animals that are not well connected to the industry reference population, provided suitable analytical methods are applied.

Conclusions {#Sec12}
===========

Use of selected variants from imputed whole-genome sequence data resulted in considerable improvement in genomic prediction accuracy in validation sets that had a relatively low relationship to individuals in the training set. These variants were selected from independent discovery sets and larger increases in prediction accuracy were observed if they were given more weight in the prediction model, either as a separate variance component in GBLUP, or by allocating them to a separate group when using a Bayesian approach that allows for different mixture models of SNP effects (BayesRC).
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**Additional file 1: Table S1.** Summary statistics of phenotypes for different traits. Table with summary statistics for each trait in the study.

**Publisher\'s Note**

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Nasir Moghaddar and Majid Khansefid are joint first authors

Supplementary information
=========================

**Supplementary information** accompanies this paper at 10.1186/s12711-019-0514-2.

The authors gratefully acknowledge use of data from the Cooperative Research Centre for Sheep Industry Innovation, the SheepGENOMICS project and Sheep Genetics. The authors would like to extend their gratitude to Mr. K. Gore and Dr. H. Al-Mamun, (University of New England, Armidale, NSW, 2351, Australia) for preparing and cleaning some of the Ovine BeadChip genotype data; and to all staff involved in data collection for the Sheep CRC INF and SheepGENOMICS sites across Australia. The HD BeadChip was developed under the auspices of the International Sheep Genomics Consortium, in close collaboration between AgResearch New Zealand, CSIRO Livestock Industries, Baylor College of Medicine, and Agriculture Victoria, with work underwritten by FarmIQ (<http://www.farmiq.co.nz/>), a joint New Zealand government and industry Primary Growth Partnership programme. The authors thank James Kijas, Rudiger Brauning, Alan McCulloch, and Sean McWilliams for their contribution to SheepGenomesDB (<http://sheepgenomedb.org>) and all institutions that have made their sheep WGS data public. The authors also acknowledge constructive comments made by two anonymous reviewers. Funding was provided by Australian Sheep Cooperative Research Centre (AU) (Grant No. Program 3).

IMM, JHJvdW and HDD conceived the study and supervised the analyses. IMM and SB designed the study. AAS prepared and modelled the phenotypic data, SB imputed genotypes to full sequence, undertook the association analysis and selection of animal and SNP sets. NM and MK undertook genomic prediction analyses. NM and MK drafted the paper and JHJvdW finalized the paper. All authors contributed to discussion and result interpretation, and paper editing. All author read and approved the final manuscript.

All activities and procedures involving the animals at the research flocks (Sheep Genomics and Sheep CRC Information Nucleus) were approved by the Animal Ethics Committee for the various sites of those flocks. All animals in the project were managed according to the Australian Code for the Care and Use of Animals for Scientific Purposes.

The authors declare that they have no competing interests.
