The importance of studying public service systems and finding robust solutions to the problems encountered in public service management has increased considerably over the past decade.
Introduction
The term 'public services' is used to mean 'services' which produce benefit to the public at large, i.e., goods whose consumption yields collective benefits. Thus, public services are goods that an unregulated market will tend to under-provide (Besley and Ghatak, 2003) . It is the responsibility of governments to provide public services to its citizens. It should be noted that public services can be either provided by the government through the public sector or alternatively be delivered by the private sector. The latter, the private provision of public services is highly encouraged for the moment due to the fact that most of the public goods can be produced privately. However, whichever way the governments choose to deliver public services, it is also essential to establish a responsible 'service government' in modern social and economic development (Liu, 2006) . Governments are aware of the fact that a strong public sector and service provision, which is universally accessible, are fundamental building blocks to building a fairer and socially just society. Services such as public education, healthcare, well-maintained roads, drinking water, clean air, and public safety are necessary for any nation's economy to survive and for people to prosper (Fitzsimmons and Fitzsimmons, 2006) .
It is worth here to note that public satisfaction is one of the most significant factors upsetting the success of public services. Nowadays, service efforts for the public have greatly increased and are made to design and develop a more favourable and profitable supply chain network as well. A well-organised and efficient provision of resources to the public always plays an important role in developing a flawless and reliable supply chain network. Moreover, under or over-utilisation of the services can have a negative impact on the public. A balanced allocation of resources to the community can also be helpful in better management of public demand, which can further give rise to better 'services' towards the public. In today's public services, the competitiveness of a service depends heavily on its ability to handle the challenges of reducing 'cost', increasing 'customer service' and improving 'service quality'. It is essential to find a best compromise between these challenges. In other words, it is important to find effective ways for optimal design and delivery of the public services. Therefore, the use of proper tools, techniques, methods, approaches and systems is greatly appreciated in the design, management and delivery of public services. Public services have received an increasing interest and have been an attractive research area for industrial engineering as well. The importance of studying public services and finding 'robust' solutions for the problems encountered in public services is well-understood. It is obvious that there is a vast amount of tools, techniques, models, methods and approaches which can be used and employed for the solution of Public Service Problems (PSPs). Of course, each tool, technique, model or method has its own set of advantages and disadvantages. Each can be used or employed for the solution of appropriate problems. Nowadays, the main motivation of governments along with the other players in the public sector is to design, produce, provide and deliver effective services promptly. It is therefore necessary to find effective and suitable solutions for the PSPs within a reasonable time interval. Swarm Intelligence-Based Techniques (SIBTs) have been recently employed to find those responsive solutions.
This paper explores those efforts that have been reported in the literature which uses several well-known SIBTs, namely; ant colony, bee(s), particle swarm, etc., for the solution of PSPs.
The rest of this paper is organised as follows. In the next section, a concise discussion on the main principles of Swarm Intelligence (SI) is presented. Three well-known SI techniques, namely; ant colony, bee(s), particle swarm are also introduced briefly. Section 3 includes a summary table and accompanying figure that provide an outline of the most relevant literature on the use of SIBTs for PSPs through a suitable classification. Concluding remarks are given in the final section of the paper.
Swarm Intelligence (SI) and SI-Based Techniques (SIBTs)
The term 'swarm intelligence' was first used by Beni (1988) and Beni and Wang (1989) to portray cellular robotic systems where simple agents organised themselves through nearest-neighbour interaction. Bonabeau et al. (1999) described SI as "any attempt to design algorithms or distributed problem-solving devices inspired by the collective behavior of social insect colonies…and other animal societies". SI is also defined as the discipline that deals with natural and artificial systems composed of many individuals that coordinate using decentralised control and self-organisation (Dorigo and Birattari, 2007) . They have stated that the discipline particularly focuses on the collective behaviours that result from the local interactions of the individuals with each other and with their environment.
SI is the expression which refers to Artificial Intelligence (AI) systems where an intelligent behaviour can emerge as the outcome of the self-organisation of a collection of simple agents, organisms or individuals. This emergent behaviour can easily be observed in the real world, for example, in animal herds, ant colonies, bird flocks and bee hives, etc. Simple organisms that live in colonies such as ants, bees, wasps and termites have long fascinated many people for their collective intelligence that is manifested in many of the things that they do (Lai et al., 2002) . A population of simple units can interact with each other as well as their environment without using any set of instruction(s) to proceed, and compose an SI system. The typical SI system has the following properties (Dorigo and Birattari, 2007 ):
• it is composed of many individuals
• the individuals are relatively homogeneous (i.e., they are either all identical or they belong to a few typologies)
• the interactions among the individuals are based on simple behavioural rules that exploit only local information that the individuals exchange directly or via the environment (stigmergy)
• the overall behaviour of the system results from the interactions of individuals with each other and with their environment; that is, the group behaviour self-organises.
SI includes a paradigm shift of problem solving in which, instead of using a centralised and rigid approach, a more adaptable, distributed and self-organised way of working is exploited. Such distributed and decentralised behaviour can be used as a 'problem solving strategy' for a possible solution to real-life engineering, production and service problems without having a central and inclusive control structure. This motivation has also led to the development and application of approaches, algorithms and models to explain the behaviour and capabilities of those units or individuals that live in colonies, which hereafter we called SIBTs.
SI is a very active and exciting research field. Since the early 1990s, a significant amount of work has been done using SI to solve both 'toy' and 'real' optimisation problems. Typical applications include problems of travelling salesman, quadratic assignment, graph colouring, network routing, clustering, job scheduling, search engine optimisation and load balancing. SI thus seems to adapt well to problems involving combinatorial complexity (Denby and Le Hegarat-Mascle, 2003) . Many of the successful applications have demonstrated that SI shows potential for solving difficult combinatorial optimisation problems (Teodorovic, 2008) . It is an increasingly important issue for management and optimisation to solve difficult and complex real-world problems, and now is becoming a hot topic to apply to business issues. There are various enterprises applying SIBTs to develop more efficient ways to improve their business processes, such as scheduling factory equipment and dividing tasks among workers (Deng and Lin, 2007) .
It should be noted that although there are many animals or colonies available in the real world in order to mimic, two main types of SI algorithms can be found in the literature, namely; Ant Colony Optimisation (ACO) and Particle Swarm Optimisation (PSO) (Engelbrecht, 2005; Kennedy et al., 2001; de Castro, 2002 ). An increasing number of researchers have also implemented Bee(s) Algorithms (BA) which imitates the foraging behaviour of swarms of honey bees to solve a variety of diverse real-world problems.
It is worth noting that some algorithms like Genetic Algorithms (GAs) and Stochastic Diffusion Search (SDS) are occasionally considered in the family of SI, although they are not inspired by the behaviour of social insect colonies and other animal colonies. Some researchers have been arguing that PSO and ACO algorithms are types of Evolutionary Algorithms (EAs) because EAs are population-based strategies used mainly for search (optimisation) purposes. PSO and ACO algorithms share these same features and main application domain with EAs, but these are not sufficient to qualify them as 'evolutionary algorithms'. There are some general similarities between ACO and evolutionary computation (Fogel, 1995) . It is also possible to find many hybrid systems as well as extensions and improvements of the original BA, ACO and PSO algorithms in literature, which makes the classification of SI somewhat difficult. Research in SI can, of course, be classified according to different criteria. However, it is out of scope of this paper. Other algorithms that can occasionally be classified under SI; like:
• SDS (Bishop, 1989a-b) • Bacteria Swarm Foraging Optimisation (BSFO) or Bacteria Foraging Optimisation Algorithm (BFAO) (Passino, 2000; 2001; Liu and Passino, 2002; Müller et al., 2002; Kim et al., 2007; Munoz et al., 2008) • Artificial Immune System (AIS) (de Castro and Timmis, 2002) • Carabid Beetle Foraging (Robinson et al., 2004) • Wasp or Wasp Colony Algorithm (Li and Cheng, 2005; Cao et al., 2008) • Physarum Solver (Tero et al., 2006) , are also not considered in this work since they were not often used for PSPs.
It is also noticed that the SI literature has grown rapidly in recent years. Deng and Lin (2007) have used a bibliometric approach in order to reveal the growing interest in SI in the literature. They found a total of 1208 articles on SI related topics based on well-known databases including Science Citation Index -Expanded (SCIE) and Social Science Citation Index (SSCI) published from January 1996 to December 2006, through the use of several related keywords. The evolution of the SI literature over the years is shown in Figure 1 . Source: Deng and Lin (2007) 
Ant colony optimisation (ACO)
ACO is the most commonly used metaheuristic among the methods inspired by the behaviour of social insects. It has been proposed which provides a unifying framework for most applications of ant algorithms to combinatorial optimisation problems (Stützle and Dorigo, 1999) .
ACO is a metaheuristic for hard discrete optimisation problems (Dorigo and Stützle, 2004) . The idea was inspired by the foraging behaviour of ant colonies that find the shortest path between an ant's nest and a food source by exchanging information via pheromone trails (Deneubourg et al., 1990) . This pheromone information is used to guide the search and let the ants cooperate as a whole colony to find high quality solutions in a large search space (Stützle and Hoos, 2000; Blum and Dorigo, 2004; Dorigo and Stützle, 2004) .
ACO algorithms have been used to produce near-optimal solutions to the Travelling Salesman Problem (TSP). They have an advantage over the other approaches (like SA and GA) when the graph may change dynamically; the ant colony algorithm can be run continuously and adapt to changes in real time. This is of interest in network routing and urban transportation systems (Dorigo and Stützle, 2004; Venayagamoorthy and Harley, 2007; Sivajothi and Naganathan, 2008; Dorigo, 2007) .
The behavioural mechanism of ant algorithms can be used to solve discrete (combinatorial) optimisation problems by simulation, with artificial ants searching the solution space instead of real ants searching their environment. In addition to this, the objective values correspond to the quality of the discovered food and an adaptive memory is the equivalent of the pheromone trails (Dorigo et al., 1991) . To guide their search through the set of feasible solutions, the artificial ants are furthermore equipped with a local heuristic function.
When using the ACO metaheuristic to solve a new combinatorial optimisation problem, the main work is to model the problem as the search for the shortest path over a weighted graph. Let ants walk through this graph, keep track of promising search path (space) by laying trails of pheromone, looking for good paths depend on pheromone level and also on some problem-specific local heuristic (Solnon, 2002) . But we should mention here that for the successful application of ACO algorithms to optimisation problems, it should be suitable and/or possible to define (or present) the solution space as a network (or graph). Assuming that the problem to be optimised can be represented by a graph, the general ACO algorithm is described as follows (de Castro, 2002 The term 'space' in the above pseudo-code algorithm means that ants incrementally build solutions by moving on a construction graph (weighted graph). It should also be noted that ACO framework has been adopted by numerous researchers up to now in order to put under the same common frame as many ant algorithm variants as possible, like: Elitist Ant System (Dorigo et al., 1996) , Max-Min Ant System (Stützle and Hoos, 2000) , Rank Based Ant System (Bullnheimer et al., 1999) , Ant Colony System (ACS) (Dorigo and Gambardella, 1997) , etc. The readers who are interested in more detailed information on ACO applications as well as variants of ACO should refer to , Cordon et al. (2002) , Dorigo and Stützle (2004) and Blum (2005) .
Particle swarm optimisation (PSO)
PSO is an extremely simple algorithm that seems to be effective for optimising a wide range of functions (Kennedy and Eberhart, 1995) . A PSO algorithm maintains a swarm of particles, where each particle represents a potential solution. A swarm is similar to a population, while a particle is similar to an individual. The particles are flown through a multidimensional search space, where the position of each particle is adjusted according to its own experience and that of its neighbours (Engelbrecht, 2005) .
Scientists found that the synchrony of an animal's behaviour was through maintaining optimal distances between individual members and their neighbours. Thus, velocity plays the important role of adjusting each other for the optimal distances. Furthermore, scientists simulated the scenario in which birds search for food and observe their social behaviour. They perceived that in order to find food the individual members determine their velocities by two factors: their own best pervious experience and the best experience of all other members. This is similar to the human behaviour in making decision where people consider their own best past experience and the best experience of the other people around them (Jarboui et al., 2008) .
Each individual in PSO, referred as a particle, represents a potential solution. Each particle in the swarm has a 'position' and a 'velocity' which is updated both by its own experience (pbest) and neighbours experience (gbest) in the search space. In analogy with evolutionary computation paradigms, a swarm is similar to population, while a particle is similar to an individual (chromosome) (Engelbrecht, 2005; Ardakani et al., 2008) . In simple terms, each particle is flown through a multidimensional search space, where the position of each particle is adjusted according to its own experience and that of its neighbours (Ardakani et al., 2008) .
PSO is initialised with a group of random particles and then searches for optima by updating generations. In every iteration, each particle is updated by following two 'best' values. The first one is the best solution (fitness) it has achieved so far. The fitness value is also stored. This value is called 'pbest'. Another 'best' value that is tracked by the particle swarm optimiser is the best value, obtained so far by any particle in the population. This best value is a global best and called 'gbest'. When a particle takes part of the population as its topological neighbours, the best value is a local best and is called 'lbest'. After finding the two best values, the particle updates its velocity and positions with following equations (Hu, 2006) :
where:
v[ ] = the particle velocity present[ ] = the current particle (solution)
pbest[ ] = 'personal best' is the personal best position of a given particle, so far gbest[ ] = 'global best' which is the position of the best particle of the entire swarm rand( ) = a random number between 0 and 1 c 1 and c 2 = two positive constants called cognitive learning rate and social learning rate.
A global pseudo code for the general PSO algorithm which is derived from the codes given in Hu (2006) and de Castro (2002) is presented below:
1. Initialization: randomly initialize a population of particles.
2. Population loop: for each particle, do:
2.1 Goodness evaluation and update: evaluate the 'goodness' of the particle. If its goodness is greater than its best goodness so far, then this particle becomes the best particle found so far (pbest).
Neighborhood evaluation:
if the goodness of this particle is the best among all its neighbors, then this particle becomes the best particle of the whole neighborhood (gbest). It should be noted that particles' velocities on each dimension are clamped to a maximum velocity: v max . If the sum of accelerations would cause the velocity on that dimension to exceed v max , which is a parameter specified by the user, then the velocity on that dimension is limited to v max (Hu, 2006) .
Although originally adopted for balancing weights in neural networks (Eberhart et al., 1996) , PSO soon became a very popular global optimiser, mainly in problems in which the decision variables are real numbers (Kennedy et al., 2001; Engelbrecht, 2005; Reyes-Sierra and Coello Coello, 2006; Jarboui et al., 2008; Coelho and Sierakowski, 2008) . It is worth noting that there have been proposals to use alternative encodings with PSO (e.g., binary and integer), but none of them has been as popular as the original proposal in which the algorithm operates using vectors of real numbers. Following its introduction, both due to its easy-to-implement structure and relatively few numbers of parameters which need to be adjusted, it has attracted many researchers' attention and PSO has been successfully applied to a wide range of engineering and real-world problems, mainly in nonlinear function minimisation, optimal capacitor placement in distribution systems, shape optimisation, dynamic systems and game theory, constrained optimisation, multi-objective optimisation problems, electromagnetics, control systems, planning of electrical systems, and others. PSO algorithm has shown its robustness and efficacy in solving function value optimisation problems in real number spaces (Jarboui, et al., 2008) and received good results in a static, noisy and continuously changing environment (Coelho and Sierakowski, 2008 2 PSO has been found to be very effective in a wide variety of applications, being able to produce very good results at a very low computational cost (Kennedy et al., 2001; Engelbrecht, 2005) .
The readers who are interested in more detailed information on PSO applications as well as variants of PSO should refer to Kennedy et al. (2001) , Song and Gu (2004) , Engelbrecht (2005) , Poli et al. (2007) , Banks et al. (2007; and del Valle et al. (2008) .
Bee(s) Algorithm (BA)
Bee(s) or bee-colony algorithm (BA) is a quite new member of SI. Numerous researchers have recently been inspired from the interesting features of honey bee colonies. It is a well-known fact that if only part of the nature or behaviour of honeybees could be exploited and some new characteristics could be added, a class of algorithms could be devised (Yang, 2005) . Due to this fact, considerable research has been conducted to develop algorithms that mimic the foraging, learning, mating and dancing behaviours of honeybees. Bee(s) or bee colony algorithms are mainly inspired from two behaviours; mating and food foraging (Daş and Dereli, 2007) . Most of the work in this field of research has been mainly affected by (or based on) the pioneering works of von Frisch (1967) , Seeley (1995) and Dyer (2002) . BA is a general purpose metaheuristic optimisation algorithm which is inspired by the foraging behaviour of honey bees. One of the main mechanisms that control the foraging behaviour of bees is an interactive action which is called as 'waggle dance' by biologists. By performing the 'waggle dance', successful foragers can share with their hive mates information about the direction (the angle from the sun) and distance (the duration of the waggle part of the dance) to patches of flowers yielding nectar and pollen, to water sources, or to new housing locations (Seeley, 1995; Seeley et al., 2006) . This is a very successful mechanism which foragers can recruit other bees in their colony to productive locations to collect various resources. Bee colony can quickly and precisely adjust its searching pattern in time and space according to changing nectar sources (Baykasoglu et al., 2007) . Pseudo code of the basic BA in its simplest form is presented below (Pham et al., 2006a) Basic BA involves several parameters to be initialised; number of scout bees, number of elite bees, number of patches selected out of n visited points, number of bees recruited for regions visited by 'elite bees', number of bees recruited for the other selected patches, size of patches and a stopping criterion. The BA is initialised with n scout bees being placed randomly in the search space. Fitness of the points visited by the scout bees are evaluated in 2nd step. Bees with the highest fitness value are chosen as 'elite bees' in 3rd step. The algorithm performs neighbourhood search around the elite bees and other selected bees in 5th, 6th and 7th steps. The remaining bees in the scout population are assigned randomly around the search space in 8th step. The procedure continues until a stopping criterion is met (Pham et al., 2006a-b) .
Having utilised the proposed models in this field, a number of algorithms based on the behaviours of honeybee colonies have been developed by different researchers. It has been recently recognised that honeybees can manage to efficiently collect the best nectar without any central command and the SI of these amazingly organised bees can also be used for optimisation problems (Nakrani and Tovey, 2007) . Nakrani and Tovey (2007) have developed a honeybee dance-inspired communications system for the optimisation of internet service work. Their honeybee dance-inspired system reduced the possibility of a website's becoming overwhelmed with requests and locking out potential users/customers as well as improved the service by 4%-25%.
BA was applied to several optimisation problems by its original developers, such as; training neural networks for pattern recognition (Pham et al., 2006a; 2006c) , forming manufacturing cells (Pham et al., 2007a) , scheduling jobs for a production machine (Pham et al., 2007c) , finding multiple feasible solutions to a preliminary design problem (Pham et al., 2007b) . Despite its relatively short history, BA has been successfully applied by many researchers to a wide range of engineering and real world problems, like job shop scheduling (Chong et al., 2006) , transportation problems (Lucic, 2002) , partitioning and scheduling problems (Koudil et al., 2007) , optimisation of continuous functions (Karaboğa and Baştürk, 2007) , water resources management problems (Afshar et al., 2008; Haddad and Afshar, 2004; Haddad et al., 2006) , data mining problems (Fathian et al., 2007; Benatchba et al., 2005) , generalised assignment problem (Baykasoglu et al., 2007) and container loading problems (Daş and Dereli, 2007) , etc. The readers who are interested in more detailed information on BA applications as well as variants of ACO should refer to Pham et al. (2006b) , Baykasoglu et al. (2007) and Karaboğa and Baştürk (2008) .
Review methodology
A systematic procedure has been followed in order to meet the research objectives discussed in the first section. First of all, it was necessary to locate all the related papers in the literature to be included in this review. As we mentioned previously, only those papers that have been reported in the literature that uses ACO, PSO and BA for the solution of PSPs were selected and included in the review process. A number of online databases, namely; ISI -Web of Science, Engineering Village, Sciencedirect, Pubmed, Ovid, IEEE Xplore and Google Scholar have been explored to pick the relevant papers from literature. Two sets of keywords have been used as the search command in order to retrieve the relevant works in the databases. The first set is composed of the keywords: ACO, PSO and BA as well as all related expressions like 'ant system', 'ant algorithm', 'ant colony algorithm', 'ant based algorithm', 'particle swarm algorithm', 'bee colony algorithm', etc. The second set of keywords includes; service, public service, broadcasting, education, school, university, course, exam, student, electricity, electricity distribution, fire services, fireman, fire stations, gas services, gas distribution, healthcare, hospital, patient, doctor, nurse, emergency, military, soldier, weapon, police, policemen, police stations, public transportation, bus, train, plane, social housing, town planning, waste management and water services.
It should be underlined that the keywords in the second set have been determined along with some definitions in the service management sources.
Those papers including the keywords from both sets and which were published through 1995 to 2008 were considered candidates for inclusion in the review. Each candidate paper was then carefully examined and those that are clearly not focused on public services were excluded.
Following the completion of this discovery and evaluation process, the selected papers are classified under nine categories in terms of their relevant sector; education, electricity, gas, healthcare, military, public transportation, social housing, waste management and water. The distribution of the articles in each category together with the types of SIBTs used in that category is presented in Figure 2 . Figure 3 shows the distribution of the selected papers into SIBTs, namely; ACO, BA, PSO. The review revealed that most of the work is concentrated on public transportation, water management, education, and electricity whereas there are almost no outstanding efforts for public services namely; broadcasting, fire services, town planning and police services. In the mean time, it is obvious that there is a growing interest in applying SIBTs especially to healthcare services. This interest in healthcare services can be interpreted as the awareness of SIBTs to solve the diverse problems encountered in these fields.
A summary of the reviewed applications in the field of public services has been presented in Table 1 . 
On educational services
Course timetabling problems are periodically faced by virtually every school, college and university in the world. In a basic problem, a set of times must be assigned to a set of events (e.g., classes, lectures, tutorials, etc.) in such a way that all students can attend all of their respective events (Socha et al., 2002) . Socha et al. (2002) proposed a MAX-MIN ant system for the university course timetabling problem. They found that the proposed algorithm offers a quite simple handling of timetabling problems. Following their earlier work, Socha et al. (2003) proposed two ant algorithms for the same problem. The performance of the proposed algorithms was compared with other metaheuristics including GAs, Simulated Annealing (SA), Taboo Search (TS) and iterated local search. The results showed that well-designed ant algorithms may successfully compete with other metaheuristics. An unbiased comparison of the performance of basic versions of five different metaheuristics (including an ACO approach) on the university course timetabling problem has been presented by Rossi-Doria et al. (2002) as well.
ACO applications
There are also other timetabling problems in the literature such as examination timetabling, school timetabling, employee timetabling, etc. A comparative study on examination timetabling problem is also conducted by Azimi (2005) . Azimi (2005) defined the examination timetabling problem as the scheduling of the exams for a set of university courses, avoiding overlap of exams of courses having common students and spreading the exams for the students as much as possible. Azimi (2005) has applied GAs, SA, TS and ACS and three novel combinations of these techniques to the classical examination timetabling problem. It was found that the ACS showed a better ability to find the best solutions (Azimi, 2005) . However, the three hybrid methods proposed have produced better results than those produced by the non-hybrid methods.
Another work on examination timetabling was presented by Eley (2006) who proposed a MAX-MIN ant system approach for the solution of the problem. He pointed out that the implemented algorithms generated comparable results to other high performance algorithms in the examination timetabling literature.
A notable work on educational services was performed by Chen and Chen (2006) with the purpose of providing an intelligent and effective solution to readers who spend too much time in searching library materials via printed catalogues. Accurate trends and prediction models to analyse a wealth of electronic library records were developed for this purpose. This system enabled users to find a suitable match to what they were looking for more efficiently. The proposed method combined the concepts of traditional clustering algorithms and ACO to develop an Ant Colony Clustering Algorithm (ACCA), which was found to be more effective than the K-means algorithm.
PSO applications
In timetable scheduling problems, examination subjects must be slotted to certain times that satisfy several constraints. They are NP-hard problems which usually lead to satisfactory but suboptimal solutions. Although PSO has many successful applications in continuous optimisation problems, Chu et al. (2006) have recently applied PSO to the discrete problem of timetable scheduling. Experimental results demonstrated that PSO can also be used to solve discrete problem of timetable scheduling with no conflict.
On electricity (power) services
Distribution systems management is becoming an increasingly more complicated issue due to the introduction of new energy trading strategies and new technologies (Favuzza et al., 2007) . Many problems in electricity/power systems can be expressed as combinatorial optimisation problems. For example, strategic planning is one of many research fields in the design of electrical distribution systems. The problem of strategic planning is a multi-objective combinatorial problem and the search space may often be quite large concerning to the options. The aim is to identify a strategy of expansion of a given distribution system in a given timeframe. For this problem, the search space is created beforehand by running a multi-objective optimisation algorithm for the optimal design of distribution networks for different load levels related to different years. The sets of Pareto-optimal solutions obtained for each load level at each year are equivalent in terms of the considered objectives, these being minimum losses, installation costs, and minimum unavailability (Ippolito et al., 2005) . SIBTs have been successfully used to find high-quality approximate solutions in several electricity/power distribution management problems. Due to its applicability to network type of problems, ant algorithms have been applied to the problem of electricity/power distribution systems management. Gomez et al. (2004) used an ACS methodology which is coupled with a conventional distribution system load-flow algorithm and adapted to solve the primary distribution system planning problem. The proposed approach is rather flexible for calculating the location and the characteristics of the circuits minimising the investment and operation costs. The performance of the proposed approach outperforms GAs in obtaining improved results with significant reductions in the solution time. Lee and Vlachogiannis (2005) overviewed the optimisation problem of power systems using ACS algorithms. A MAX-MIN ant system was applied to the solution of the Constrained Load Flow (CLF) and reactive power control problems as well as to the active/reactive operational planning of power systems. These were modified as combinatorial optimisation problems. An iterative ACS algorithm was implemented, providing the optimal offline control settings over a planning period satisfying all operating limits of the constrained variables. Test results showed that the proposed ACS algorithm can be used to find optimum solutions within a reasonable time. The results of the proposed ACS algorithm were also compared to those obtained by Q-learning, probabilistic CLF and the SA methods. The approach was found very flexible allowing its application to multi-criteria optimisation problems, e.g., assigning priorities to control actions. Favuzza et al. (2006; 2007) proposed a new heuristic cooperative algorithm based on the ACO paradigm for an electrical engineering problem. They dealt with the reinforcement of distribution systems using renewable sources (e.g., photo voltaic systems) together with traditional means such as cables and transformers. The minimum cost strategy has been attained for different values of several parameters taking environmental issues into account. The problem resulted in a non-linear, dynamic optimisation problem with mixed integer variables. The discretisation of the search space was made step-by-step by the ants themselves. They locally choose the best way to follow within a given number of candidate sites that are updated at each iteration. The authors have also introduced an adaptive parameter which suitably controls the elitism during the search. The algorithm has proved to be robust and to work quite well with the proposed problem of finding optimal reinforcement strategy for a distribution system. They stressed that their algorithm is a valuable tool to carry out further studies with different renewable sources such as biomass, wind power and fuel cells, or also a combination of these. Ippolito et al. (2005) have successfully solved a dynamic strategical planning problem for electric distribution systems with an ant colony search algorithm. In order to verify the efficiency of their algorithm, a small size application has been carried out and results have been compared to those obtained with enumeration. Then, an SA approach was used for a larger size test problem and results were compared to those obtained using the ant colony search algorithm. For this problem, the ant colony search algorithm demonstrated to be more robust and efficient than SA with higher quality results.
ACO applications
In another study, Watanabe (2005) focused on 'service restoration' in power distribution systems, which involves operating the line switches, to restore as many loads as possible for the areas isolated by a fault. It was underlined that in service restoration, not only the final network configuration but also the sequence of switching operations is important. An ACO algorithm has been proposed for the minimisation of 'energy not supplied (ENS)' during service restoration process. The proposed algorithm is based on a hyper-cube framework (HC-ACO) which searches for an optimal switching sequence. It has been found that an effective service restoration strategy improving the system reliability can be provided.
The maintenance of power plants is becoming increasingly more important in order to maintain a reliable and economic electric power supply service. A heuristic formulation for the application of ACO to power plant maintenance scheduling optimisation problems was developed and tested on a 21-unit case study by Foong et al. (2005) . Their formulation enabled two different ACO algorithms. Performance of two different ACO algorithms was compared and a detailed sensitivity analysis was conducted on the parameters controlling the searching behaviour of ACO algorithms. The results obtained in their study indicated that the performance of the two ACO algorithms is significantly better than that of GAs and SA, which have been applied to the same case study previously. In addition, it was noted that use of the heuristics significantly improved the algorithm performance. They have recently modified their ACO formulation so that it is better suited to realistic problems and it is applicable to a real-world hydropower plant maintenance scheduling case study (Foong et al., 2008) . They have concluded that ACO provides an attractive alternative for real-world power plant maintenance scheduling problems. Qin et al. (2004) applied queen-bee evolution which was proposed by Sung (2003) into an economic power-dispatch problem which is described as the minimisation of the overall cost rate and meeting of the load demand of a power system simultaneously. It was formulated as a nonlinear constrained complex optimisation problem. Two typical systems of 6 generators and 13 generators respectively were used to test the performance of the queen-bee algorithm. The numerical results demonstrated that the proposed algorithm was faster and more robust than the conventional GA.
BA applications

PSO applications
PSO has been applied for solving various power system problems, such as Reactive Power and Voltage Control, Economic Dispatch (ED), Power System Reliability and Security, Generation Expansion Problem (GEP), State Estimation, Load Flow and Optimal Power Flow, Power System Identification and Control and miscellaneous applications (Del Valle et al., 2008) . Yoshida et al. (2000) applied PSO to reactive power and voltage control considering voltage security assessment. Reactive power and voltage control can be formulated as a mixed-integer nonlinear optimisation problem. The proposed method extended the original PSO to handle a mixed-integer nonlinear optimisation problem and determined an online power and voltage control strategy with continuous and discrete control variables. The method considers voltage security using a continuation power flow and a contingency analysis technique. The feasibility of the proposed method was demonstrated and compared with Reactive Taboo Search (RTS) and the enumeration method on several practical power system models with promising results. Zhang and Liu (2004) successfully applied the PSO to part of the power network in China with 151 buses and 22 transmission lines. Zhang et al. (2003) also proposed an adaptive PSO algorithm in which the size of the swarm population and the neighbourhood size can be adaptively adjusted according to the rate of improvement in the particles. The technique outperforms the conventional PSO in both the final solution and the simulation runtime. Gaing (2003) has applied PSO for solving the ED problem considering the generator constraints. For different test systems with 6, 15, and 40 generators, the PSO produced better results vis-à-vis solution quality, convergence, and computational effort when compared with GA method. Stochastic and deterministic models for the power dispatch are also used by an improved PSO algorithm (Del Valle et al., 2008) . The Pareto-dominance concept is used to deal with the multi-objective optimisation problem which is designed to handle the economic power dispatch, while considering the environmental impact (Wang and Singh, 2006) . Results showed that PSO produces more economical solutions as compared with weighted aggregation and evolutionary optimisation (Wang and Singh, 2006) . Kurutach and Tuppadung (2004) applied PSO to find the most suitable positions to place sectionalised devices in the distribution lines. The objective function was defined as minimising the annual feeder interruption cost, while the particles were considered to be the location of the switch in the network. It is revealed that PSO converges within a few iterations, but due to its nonlinearity and non-differentiability, the problem cannot be easily formulated and solved using traditional linear or non-linear programming methods (Kurutach and Tuppadung, 2004) . Recently, PSO has also been used to tackle the Under Voltage Load Shedding (UVLS) problem. The concept of dynamic security-constrained optimal power flow is employed to develop the model to be optimised. Results from PSO and GA are compared, where PSO produce better solutions as compared to GA (Mozafari et al., 2006) . The application of PSO for solving GEP has been reported in the literature (Del Valle et al., 2008) . The application and comparison of metaheuristic techniques to solve the GEP has been presented in Kannan et al. (2005) where PSO is compared with eight other metaheuristic techniques in terms of the success-rate and execution time. The performance of the metaheuristic techniques is improved by the application of a virtual mapping procedure, intelligent initial population generation, and penalty factor approach. Optimal and near-optimal solutions are reached within a reasonable amount of time. Kannan et al. (2004) have also presented the application of the PSO technique and its variants to the GEP. They used three different test-cases to compare the performance of the PSO with dynamic programming. The comparisons are based on computation time, success rate, and error limit. The virtual mapping procedure is also used. For all test cases, the PSO technique and its variants produced better figures in much less time as compared with the dynamic programming. Naka et al. (2003) proposed a hybrid PSO for distribution state estimation. It has been found that the PSO quickly finds the high-quality optimal solutions for many power system optimisation problems. The proposed method considers nonlinear characteristics of the practical equipment and actual limited measurements in distribution systems. The method can estimate load and distributed generation output values at each node by minimising the difference between measured and calculated voltages and currents. It has been concluded that various problems in power system fields can be formulated as nonlinear optimisation problems with non-differential and non-continuous functions practically and so, the results in their paper indicate applicability of their methodology for such problems. PSO has been also applied to solve the optimal power flow problem. For this particular problem, the performances of PSO have been compared with classical optimisation methods and other evolutionary techniques like GAs (Abido, 2002) . The reported results on small-scale power systems indicate that; with the suitable definition of the parameters, PSO and its variants perform well, find better solutions with less computational effort. However, tests performed on large-scale power systems showed that the quality of the PSO solution declines as the number of control variables increases (Biskas et al., 2006) . So, the capabilities of PSO in order to offer satisfactory solutions for large-scale power systems has yet to be demonstrated (Del Valle et al., 2008) . Venayagamoorthy (2005) has applied PSO to get the optimal parameters of the PI controllers in a Unified Power Flow Controller (UPFC) and indicated that the PSO-based approach has generally some advantages over the other techniques such as GAs. These advantages include easy implementation, stable convergence characteristics, good computational efficiency, and more robustness.
Miscellaneous applications have been also reported in the literature in which PSO is used as a solution mechanism. These applications include electric machinery, capacitor and facts placement, generator maintenance and unit-commitment scheduling, short-term load forecasting (Del Valle et al., 2008) . The prospective readers interested in advanced PSO applications in power systems should refer to AlRashidi and El-Hawary (2006) and Del Valle et al. (2008) .
On gas services
The gas pipelines are wide complex systems in length (several hundred kilometres, and even of the thousands) intended for the transport of natural gas by pipe. A gas pipeline is composed by compressing stations intended to provide the energy of pressure necessary to transport gas via a pipeline. A number of turbo-compressors in parallel constitute the principal equipment of the compressing stations. A part of the gas crossing through the station is used as fuel gas for the turbo-compressors. The aim of a gas pipeline optimisation model is to establish the pressure profile along the pipe and the configuration of turbo-compressors to reach the extreme values of the selected criterion. Several methods were developed for this optimisation problem. The majority of them are based on the dynamic programming. The principal advantages of using dynamic programming are that a global optimum is guaranteed and that the nonlinearity can be easily treated. However, the disadvantages of dynamic programming are that its application is practically limited to the simple network topologies and that computation increases in an exponential way with problem dimension (Chebouba et al., 2006) .
ACO applications
SI has also attracted the attention of practitioners in public gas services. ACO algorithms have been first implemented in MATLAB in order to optimise the mathematical model of gas transmission pipelines by . Chebouba et al. (2009) has recently proposed for an ACO algorithm for operations of steady flow gas pipeline. The system was composed of compressing stations linked by pipelegs. The decisions variables were chosen to be the operating turbo-compressor number and the discharge pressure for each compressing station. The objective function was the power consumed in the system by these stations. The results obtained with the suggested approach showed a significant superiority in terms of computing time compared to those obtained with the dynamic programming technique.
On healthcare/emergency services
Health services research focuses primarily on the issues of medical care delivery and financing, rather than corresponding issues in public health. Research that can improve the affordability, accessibility and effectiveness of medical care is likely to be high on any policymaker's priority list (Scutchfield et al., 2007) . Thus, providing healthcare in a timely, efficient and affordable manner is an extremely important issue for hospitals, as there are many 'scarce resources' in this field which must be managed effectively. Nurses, doctors, available health-care personnel are some of the examples of the scarce resources for the health-care services. Gutjahr and Rauner (2007) stated that there is an increasing demand and a decreasing supply in case of nurses. For example, healthcare experts estimate a shortage of 400 000 registered nurses in the USA by 2020. It has been forecasted that by 2030 the number of Austrians needing healthcare services would double based on a scenario for long life expectancy due to improved medical technologies. Due to these facts, it has been recognised that healthcare resources should efficiently be allocated to provide the required health service to patients. So, the use and exploitation of efficient paradigms, approaches and techniques (such as SIBTs) in this domain is necessary.
ACO applications
ACO paradigm has been initially introduced into the nurse scheduling domain by Gutjahr and Rauner (2007) who defined the problem as assigning the pool nurses daily for the following days to public hospitals while considering a variety of soft and hard constraints regarding working date and time, working patterns, nurses' qualifications, nurses' and hospitals' preferences, as well as costs. They motivated by the fact that ACO has proved to be a successful approach for highly constrained problems in other areas such as vehicle routing or job-shop scheduling . They have demonstrated through computational experiments that ACO approach has significantly improved the solutions produced by a straightforward greedy approach. For cases with a sound balance between demand intensity and nurse pool size, ACO usually achieved additional cost savings of between 1%-4% as compared to greedy. The runtimes of ACO were favourable for all problem instances of the experiment not more than 2 min per planning day (Gutjahr and Rauner, 2007) .
It is a well-known issue that many emergency situations involve injured people who need medical help and evacuation to a safe area. There is usually not enough time to provide medical help to all the victims. Since urgent help is required, it is necessary to manage this situation efficiently and timely by taking the constraints (the distribution of victims in the crisis area, the priorities of the victims related to the severity of the injuries, etc.) into account. For this purpose, Tatomir and Rothkrantz (2006) have proposed an ACO algorithm to route medical doctors along the victims in a crisis area. They tested their ACO algorithm in a simulated crisis environment through two different routing strategies. It produced promising results for the allocation of the resources in crisis environment.
PSO applications
Emergency Facility Location Problems (EFLPs) are generally concerned with the ambulance service stations and fire stations. Matsutomi and Ishii (1992) considered EFLPs with the situation that if an accident occurs, the nearest emergency facility sends ambulances there and injured people are conveyed to the nearest hospital. There is no doubt that this is a very important service issue for a healthcare system. Uno et al. (2007) have extended optimal location problems for emergency facilities to multi-objective programming problems by considering the following two objectives; minimisation of the maximal distance of paths from emergency facilities to hospitals via accidents and maximisation of the frequency of accidents that emergency facilities can respond quickly. In order to find a satisfying solution of the formulated problems, they proposed an interactive fuzzy satisfying method using PSO. They showed that the method gives satisfactory results to the problem.
On military services
In case of military applications in the field of public services, there are various problems that can be considered. Some of these problems are; dynamic task assignment, optimising resource allocation, efficient utilisation of military equipment and personnel, maximising information flow in military operations and decentralised control of unmanned vehicles. However, the application of SI techniques on these types of problems is quite limited. The most widely studied problem among these problems are Weapon Target Assignment (WTA) problems (Lloyd and Witsenhausen, 1986; Lee et al., 2000; 2002b; Ahuja et al., 2003) .
ACO applications
WTA problem is to find a proper assignment of weapons to targets with the objective of minimising the expected damage of own-force assets. Usually, it is not an easy task for field planners to make a proper WTA in front of various threat targets. Thus, a decision-aided system of WTA problem is strongly desired in helping and training planners to make proper decisions on the battlefield. The unique work that combines a solution to a military problem using a SI technique was proposed by Lee et al. (2002a) . They proposed an 'immunity-based ACO algorithm' to enhance the search performance for solving WTA problem. Their algorithm combined the advantages that ACO, a colony of artificial ants, cooperates together to find better solutions and performs a global search to escape from local optima, and immune system utilises problem-specific heuristics to conduct local search and fine-tuning in the solution spaces. They demonstrated that the proposed algorithm performs better results than the other algorithms (like SA and GAs) proposed for the same problem.
On public transportation services
Most of the cities all over the world have serious transportation problems. Small towns are being transformed into huge cities. Millions of people are moving to urban centres all around the world. The number of trips by private cars has also significantly increased in recent decades in many cities. Streets in many cities are overloaded (Dell'Orco and .
The sustainable development of such huge metropolitan cities is a challenge in regards to transportation. Traffic jams are the biggest problem with which residents must deal. Each big city has its own public transportation system such as city buses as we see all over the world. Public vehicles usually follow predetermined routes with predetermined timetables decided by manual intervention. Realistic assessments must be made of what modes will operate most effectively and be acceptable in a given setting and set of circumstances. There are three major clients: consumers, operators, and communities. A passenger-oriented operator must provide reliable, moderately priced services on an intensive basis. The need for a design to facilitate maintenance and repair is of the greatest importance. A design to maximise the versatility of public transit systems is also a significant need. The ability to move the same piece of equipment throughout the system without regard to the propulsion requirements in different sections is of importance. The gas turbine-electric propulsion engine offers versatility in this area. Design features that will contribute to energy conservation are a concern to both the operators and community at large. In the area of environmental impact, a sound system design calls for minimising pollution and other negative impacts such as excessive noise and heat generation. This need is indicated for bus design in pace with modern urban requirements. Public transport operations require a major infusion of funds, equipment and skills (Ronan, 1974) .
One of the primary concerns of a bus company (if responsible, a government as well) is allocating its limited public transportation resources to meet the passengers' trip demands efficiently. The emergence of the regional operating models, as one of the current development trends of the urban public transportation system, provides the opportunity to seek the trade-off. The regional operating model is a scheduling tool that could dynamically reintegrate the vehicles and crew of several bus routes, based on the spatial-temporal non-equilibrium of the maximum passenger load profiles of different routes during the peak hours. The aims of this scheduling method are:
• to economise the human, material and financial resources
• to enhance the active vehicle efficiency
• to synchronise the bus routes.
The traditional bus operating process is extremely complex and cumbersome, and thus the process is usually portioned in sequences into four segments:
• network routing
• timetabling
• vehicle scheduling
Meanwhile, the outcome of the front step is the input and base of the next segment. Here, the bus timetable, determined by departure frequency or departure interval constraints, is the practical operating plan for bus routes. It influences the whole operating process of a bus route. Generally, it is the fundamental task of a bus company. The timetabling quality is not only closely linked with the economic interest of a bus company, but has an impact on the passengers' trips and the running order of the whole city. Therefore, the research on timetable, which can meet the passengers' trip demands to the utmost, has been considered to be one of the important issues by many public transport experts all over the world (Liu et al., 2007) . Creating a timetable plays an important role in regional vehicle scheduling, as it can minimise the transfer time of the passengers in every connection stop; meanwhile, synchronised departures can deal with the problem effectively.
In the light of above discussion it is worth noting that most of the big cities need an autonomous public transportation system which requires an extensive use of SI. SI has been experiencing an impressive growth in the public transportation domain.
ACO applications
The provision of adequate urban transportation is a challenge for most cities worldwide. Urban transportation in the large cities of developing countries generally consists of road traffic (including buses, taxis and other modes of public transportation), automobiles and other private means. De Jong (2001) researched the performance of an ant based optimisation algorithm on a Bus-stop Allocation Problem (BAP) given a BAP consisting of n bus-stops; a valid solution is a set of m bus-lines. Hu et al. (2001) proposed a transit network optimisation model to maximise 'nonstop passenger flow' through the use of an ant colony algorithm. They also presented a case study in a typical city (Changchun, the capital of the Jilin Province, China) to explain the validity of their approach. One hundred fifteen transit lines, 904 buses, 1180 mini-buses, and 12 000 taxies characterise the transit system in the city of Changchun. The authors claimed good performances of the proposed model. Hallam et al. (2004) modelled a road traffic system. Based on empirical assumptions, the original model of the ant-cycle algorithm is extended to cater to the constraints that can be found in a real road network such as number of cars, number of lanes, etc. Nonstop passenger flow can be maximised by a transit network optimisation model. Teodorovic and Lucic (2005) emphasised that since poorly coordinated transfers can increase waiting times significantly, it is especially important when constructing timetables to synchronise schedules carefully in cases of larger headways. Poorly coordinated transfers can also reduce the number of passengers using public transit as a result of switching to competitor modes. They developed a model based on the Fuzzy Ant System for schedule synchronisation where the number of transfer passengers is only known approximately. Transition probabilities usually given in a 'classical' Ant System and ACS in closed form are calculated in their paper using an approximate reasoning algorithm. In this way, using fuzzy logic as a separate module, it is possible to solve complex combinatorial optimisation problems characterised by uncertainty. Alam et al. (2005) indicated that the continuing growth of air traffic worldwide motivates the need for new approaches to air traffic management that are more flexible both in terms of traffic volume and weather. They investigated the use of ACO in generating optimal weather avoidance trajectories in Free Flight airspace. Alam et al. (2006) proposed weather avoidance multi-objective heuristics using ACO. The algorithms proposed by Alam et al. (2005; were able to find optimum weather free routes every time they exist. Kuan et al. (2006) proposed an ACO algorithm for the solution of the feeder-bus network design problem. The route structure and the operating frequency on each route were optimised in the problem under several assumptions where the objective function stands for the sum of passenger and operator costs, while the operator cost denotes the total length travelled by the buses. The user cost was considered a function of the total passenger travel time (the waiting time and riding time on both the bus and the train). The authors used ACO to improve the previously generated initial solution. They used the benchmark problems available in the literature and tested their ACO approach on randomly generated test problems. The proposed ACO algorithm obtained solutions whose qualities are comparable with those obtained by TS and SA. The ACO outperform SA in many instances. The authors showed that the ACO required more computational time than SA but less time than TS. Su and Huang (2006) used ACO to develop a heuristic algorithm to solve the Train Timetabling Problem (TTP) which is NP-hard and usually impossible to solve large-scale problems by conventional methods within an acceptable period of time. Train timetabling of rapid transit is aimed at making a timetable with no conflict and steady headway. Their algorithm makes selection in train transition combination by transition mechanism and improves the selection probability of the train combination with better target value by means of pheromone updating mechanism. Through the empirical investigation of Taiwan-Taipei, Mass Rapid Transit (MRT) system Danshui Line -Xindian Line, it was found that within 3 h, the ACO algorithm was able to create a timetable with the proper proportion of headway reaching 99% and the headway range within 200 s. The results was found promising and showed that the method could be effectively applied in TTP of MRT. Yang et al. (2007) has recently developed a new optimisation model for Urban Bus Network Design (UBND) based on the Coarse-grain Parallel Ant Colony Algorithm (CPACA). CPACA is a new optimal algorithm that:
• develops a new strategy to update the increased pheromone, called Ant-Weight, by which the path-searching activities of ants are adjusted based on the objective function • uses parallelisation strategies of an ant colony algorithm to improve the calculation time and the quality of the optimisation.
The main idea of UBND was to find the optimal pair of the origin and destination stops. The model takes maximum direct traveller density (the number of direct travellers per unit length) as an objective and aims to minimise the average trip time, namely to allow as many passengers as possible to travel between starting points and destinations without transfers. On the other hand, the model maximises profits for bus companies, namely by increasing operation efficiency and shortening the total lengths of bus routes. This study identified some of the features of the UBND that make it difficult for traditional methods to solve. Data collected in Dalian City, China (the population in Dalian is about 2 million. Dalian's road network consists of 3200 links and 2300 nodes. There are 89 bus routes that include 1500 bus stops) are used to test the model and the proposed algorithm. The results showed that the optimised bus network has significantly reduced transfers and travel time. Bedi et al. (2007) have proposed a new ACO-based approach called Dynamic System for Avoiding Traffic Jam (DSATJ) for computing alternative and favourable paths in order to avoid traffic jam which is a major problem in every big city. The use of foraging trails by ants to eliminate jamming has been the main motivation for their work. The idea presented in their paper was tested on the real dataset of partial road-map of North-West region of Delhi, India, consisting of 25 places. Pheromone evaporation and deposition on the roads has been considered as the main factor analogous to passing of vehicles on the roads. The traffic jam was detected via upper bound on the pheromone value. Moreover, diversion of traffic on the jammed roads was represented by normalisation of pheromone. The experiments demonstrated that the distance increases when there is traffic jam as compared to the situation when there is no traffic jam or the traffic is normalised. This pattern was also found in line with the real-life scenario.
BA applications
Lucic (2002) used many artificial and SI techniques for modelling transportation problems. One of them is the bee system for the TSP problem. Another problem is the stochastic Vehicle Routing Problem (VRP) which has been solved by the sequential usage of the bee system and fuzzy logic.
PSO applications
Performances of the real-time control of urban traffic highly depend on the accuracy of the traffic flow forecast. Zhao et al. (2006) proposed the urban traffic flow forecast model in the case of two adjacent intersections. The authors developed a Radial Basic Function -Neural Network (RBFNN) based forecasting model. They used PSO algorithm to optimise the weights of hidden layers and output layers. The proposed approach showed high accuracy of the traffic flow forecast.
Finding efficient vehicle routes is an important logistics problem which has been studied for several decades. A typical VRP includes simultaneously determining the routes for several vehicles from a central supply depot to a number of customers and returning to the depot without exceeding the capacity constraints of each vehicle. This problem is also significant in the public sector where vehicle routes must be determined for bus systems, postal carriers, and other public service vehicles (Bell and McMullen, 2004) . There are many successful applications of SIBTs to VRP in the literature (Teodorovic, 2008) . However, it is worth pointing out that the papers which have not focused mainly on 'VRP for public services' are not included in this review. The applications of SIBTs to the optimisation problems in telecommunication networks are also considered out of scope of the current review since they have not solely focused on public services as well.
On social/housing services
Adequate housing is a basic human need, and is universally recognised as a fundamental human right. Public housing is a form of housing tenure in which the property is owned by a government authority, which may be central or local. Social housing is an umbrella term referring to rental housing which may be owned and managed by the state, by not-for-profit organisations, or by a combination of the two, usually with the aim of providing affordable housing. Sufficient and affordable social housing is needed for those who cannot provide for themselves through the market (Public housing, 2008) .
PSO applications
The home care service is growing in the UK and in other countries around the world. Home care can be provided directly by the state or an independent provider with the aim of achieving the best value in terms of quality and cost. The drive to maximise quality and minimise costs creates a need for care-worker scheduling algorithms to support the planning process by reducing costs, improving customer service and reducing the cost of planning, etc. (Akjiratikarl et al., 2007) . Akjiratikarl et al. (2007) have recently developed a PSO algorithm for Home Care Worker Scheduling (HCWS). The objective was the minimisation of the total distance travelled by all care workers, while satisfying the capacity and delivery time window constraints. PSO was applied for the first time in the literature to a genuine situation arising in the UK, where the provision of community care service is the responsibility of the local authorities. It is also worth noting that HCWS is an extension of the Vehicle Routing Problem with Time Windows (VRPTW) with limited route time, even though some specific characteristics are different. A particle is defined as a multi-dimensional point in space which represents the corresponding care activities and assignment priority. A heuristic assignment scheme is specially designed to transform the continuous PSO algorithm to the discrete job schedule. Earliest Start Time Priority with Minimum Distance Assignment (ESTPMDA) technique is developed for generating an initial solution which guides the search direction of the particle. The algorithm used the population-based searching characteristic of PSO to explore the solution space globally, and also to exploit the local search ability of local improvement operators (like swap and insertion) to fine-tune the neighbourhood area more thoroughly. A parameter study has been performed using Taguchi design of experiments in order to find the 'best' combination of parameter values. In order to assess the solution qualities and computational performance, the proposed PSO algorithms has been tested on 'real' demand data and the results compared with those obtained with the existing manual approach and those obtained by the Advanced Internet Methods and Emergent Systems (AIMES) Centre at the University of Liverpool using ILOGTM. The PSO-based algorithm produced significantly and consistently better results across all the test problems (Akjiratikarl et al., 2007) .
On waste management services
Local Authorities are responsible for the management of municipal waste. The increasing cost of Municipal Solid Waste (MSW) management has started governments to examine optimisation techniques for solving waste management.
ACO applications
An ACS algorithm has been used to identify optimal routes in the case of MSW collection. Karadimas et al. (2007) developed a MSW management system which is based on a geo-referenced spatial database supported by a Geographic Information System (GIS). The GIS takes into account all the required parameters for solid waste collection. These parameters include static and dynamic data, such as the positions of waste bins, the road network and the related traffic, as well as the population density in the area under study. In addition, waste collection schedules, truck capacities and their characteristics are also taken into consideration. They used spatio-temporal statistical analysis to estimate inter-relations between dynamic factors, like network traffic changes in residential and commercial areas. The objective of the system is to identify the most cost-effective scenario for waste collection, to estimate its running cost and to simulate its application. Finally, the results of the ACS algorithm are compared with the empirical method currently used by the Municipality of Athens.
On water services
Despite all the attention that has been given to water privatisation in the last 15 years, water services of the world remain overwhelmingly provided by the public sector (Hall and Lobina, 2006) . Accessing water is widely accepted as one of the most basic human rights. In this respect, water distribution systems are vital structures for survival. However, the infrastructure of these systems is costly in terms of materials, construction, maintenance, and energy requirements. Much attention has been given to the application of optimisation methods to minimise the costs associated with such infrastructure. Historically, traditional optimisation techniques have been used, such as linear and non-linear programming, but within the past decade the focus has shifted to the use of heuristics derived from nature, for example GAs, SA and more recently ACO. Maier et al. (2003) formulated an ant colony algorithm to be used for the optimal design of water distribution systems. Zecchin et al. (2006) developed an ant colony algorithm for water distribution system. It encourages local searching around the best solution found while implementing methods that slow convergence and facilitate exploration. Following these studies, Xu et al. (2006) formulated a max-min ant system to be used for the optimal design of water distribution systems.
ACO applications
Groundwater Long-Term Monitoring (LTM) is required to evaluate the performance of groundwater remediation and human being health risk at post-closure sites where groundwater contaminants are still present. The large number of sampling locations can make the LTM costly, especially since LTM may be required over several decades. Li and Hilton (2007) developed an optimisation algorithm based on the ACO paradigm to facilitate minimisation of the overall data loss due to fewer sampling locations for a given number of monitoring wells.
BA applications
Water resources optimisation is another problem that attracts the interest of the researches. One of the studies in this field has been presented by Haddad et al. (2006) who utilised the Honey-Bees Mating Optimisation (HBMO) algorithm and tested the algorithm with benchmark examples consisting of highly non-linear constrained and/or unconstrained real-valued mathematical models. Recently, Afshar et al. (2008) proposed a honeybee mating algorithm to solve a nonlinear water resources optimisation problem namely reservoir operation.
Miscellaneous applications 4.10.1 Orienteering problem in museums ACO applications
Museums are playing a more active role in modern societies beyond preserving a society's cultural heritage. They have become an important learning environment and some of them even a tourist attraction. However, digital way of life must face a number of challenges in current and coming decades. First of all, it must provide adequate multimedia expressions for both tangible and intangible heritage. Secondly, these new multimedia and multimodal forms of culture must be properly conserved and preserved. Thirdly, both tangible and intangible cultural expressions must be properly interrelated with regard to different awareness contexts or dimensions. Last of all, the resulting vast amount of distributed and interrelated cultural information must be properly delivered to the end users. This should be done with simple navigation or exploration mechanisms that are intuitive and hide the inherent complexity of the different forms of interrelated heritage. The MoMo project (Jaén and Mocholí, 2006 ) is a step towards solving those challenges in the context of Hybrid Museums (HMs). HMs are known as infrastructures that enable the exploration of traditional museums with the assistance of wireless Personal Digital Assistants (PDAs) that have multimedia capabilities and are able to adapt dynamically to visitors' preferences and behaviour. However, as the number of cultural elements and amount of interrelated information grows, visitors need some form of automatic assistance in deciding how to visit as many popular artworks as possible within their available time. This problem, which has traditionally been known as the Orienteering Problem (OP), is a combinatorial problem that cannot be solved in polynomial time. The OP was originally modelled for the sport of orienteering, the running sport where the participants have to visit as many checkpoints as possible while running in an unknown landscape, only with the help of a map. Due to the fact that not only the time needed to reach the finish counts but also the several checkpoints visited (the more checkpoints the better), the runners have to find some kind of trade off between the time used and the distance covered in order to maximise the checkpoints visited (Mocholi et al., 2005) . The OP can be translated to a Generalised Travelling Salesman Problem (GTSP) (Taşgetiren and Smith, 2000) in which the cities take the role of the control nodes and the number of sales in each city takes the place of the scores. Therefore, the graphical representation of the OP can easily correspond to the underlying topographical graph in the TSP. The main difference of the graphic representations between these two problems is that the OP does not necessarily visit all control nodes except the starting and ending ones while the TSP is required to visit all (Liang and Smith, 2006) . In case of museums where nodes in the OP graph are artworks, the sizes of typical OP instances are in the thousands of nodes. Therefore, solving such instances with exact algorithms is not a feasible approach because a user may not want to wait several minutes until a solution is obtained. Instead, mechanisms based on heuristics are more suitable since they can obtain good quality solutions with a significant reduction in the computation time. Mocholi et al. (2005) proposed a distributed grid-like ACO algorithm to solve large scale OP instances. Their approach is based on a multi-colony strategy where each colony works in an independent portion (cluster) in the original graph. ACO algorithms are effective heuristics for solving problems of medium size (hundreds of nodes). However, the computational cost when dealing with the thousands of nodes of a museum is prohibitive, because visitors are not willing to wait several minutes (even half an hour) to obtain a reasonable solution. Therefore, a proper strategy has been to solve large OP instances with thousands of nodes by partitioning the search space into subspaces and then solving the sub-problems. This is done with the help of a grid computing infrastructure with no communication for synchronisation purposes among the worker nodes of the infrastructure. The results obtained within the MoMo project (Jaén and Mocholí, 2006) proved that instances of this problem of up to several thousand elements can be solved within a few seconds. They have also observed that as the number of involved colonies (computing nodes) increase the quality of the obtained solution increases up to a point in which it clearly degrades. Moreover, because the distributed infrastructure has been implemented with the .NET technology, not only desktop PCs but also the handheld devices that are present in the HM can host ant colonies. With the developed system, the most and least attractive rooms can be displayed to the visitors. It can be observed that the collective effort of ants obtains a path that visits most of the popular rooms within the specified available time. The approach used in MoMo project, together with some additional intelligent prediction components, contributed to more exciting and enriching museum experiences and could be the foundation for museums that provide more effective guidance to visitors in the near future (Jaén and Mocholí, 2006) .
Ridesharing and ridematching
BA applications
Ridesharing is one of the widely used Travel Demand Management (TDM) techniques in which two or more persons share vehicle when travelling from few origins to few destinations (Teodorovic, 2008) . Ridematching facilitates ridesharing by helping travellers find others with similar origins, destinations and journey times who are also interested in ridesharing for regular or irregular trips. Clients can easily access this information from the internet through their computers. Ridematching is generally planned and executed on a daily or weekly basis for regularly scheduled travels. On the other hand, it can also be dynamically planned and executed for ad-hoc travels in which passengers and drivers are matched with each other. For a typical regular trip, the operator of the system must posses the following information regarding trips planned for the next week (Teodorovic, 2008) :
• vehicle capacity (2, 3, or 4 persons)
• days in the week when person is ready to participate in ridesharing
• trip origin for every day in a week
• trip destination for every day in a week
• desired departure and/or arrival time for every day in a week.
The ride-matching problem studied by Teodorovic and Dell'Orco (2005; could be defined in the following way; make routing and scheduling of the vehicles and passengers for the whole week in the 'best possible way'. The potential objective functions could be minimisation of the total distance travelled by all participants or minimisation of the total delay of participants. Teodorovic and Dell'Orco (2005) developed the bee colony optimisation based model for the ride-matching problem. The authors tested the proposed model in the case of ridesharing demand from Trani, a small city in the southeastern Italy. They collected the data regarding 97 travellers demanding for ridesharing, and assumed, for sake of simplicity, that the capacity is four passengers for all their cars.
Building SI into technology
Internet plays an increasingly important role in our lives. It is well worth noting that we are living in the era of 'information revolution. The maturity of online public services in the European Union is improving, having reached an overall level of sophistication where full two-way interaction between citizens and governments is the norm. The most advanced European governments are now developing intelligent and user-oriented e-Government services, according to the 6th Web-Based Survey on Electronic Public Services.
1 Internet proved to be the most important technological development up to now. Governments and public sectors all over the world are likely to be highly dependent on its impact. This will open the door to new research directions in applying SIBTs for PSPs while facilitating the researchers in the area of SI.
Next step, of course, will be the development of technologies benefiting from inspirations through the use of SIBTs. For example, new mini-robot organisms have already been developed in Symbiotic Evolutionary Robot Organisms (SYMBRION) project. Such organisms comprise up to 300-500 collaborating robots that can dock with each other and in cooperative manner share energy and computational resources within a single artificial life form. The flexibility and adaptability of such multi-robot systems can be very useful in bringing low-cost solutions to a variety of applications (e.g., repairing indoor environments like ventilation or energy shafts in houses). Such systems can also play a crucial role in hazardous situations that are not safe for humans to enter (Reding, 2008) . SWARM-BOTS Project (2004) (Swarms of Self-Assembling Artefacts) has been also inspired by recent studies in SI. At the core of the project is one bold idea: to design small mobile robots, called s-bots, which can aggregate to perform specific functions commonly shown by social insects such as ants. An 's-bot' is a fully autonomous mobile robot capable of performing basic tasks such as autonomous navigation, perception of its surrounding environment and grasping of objects. An 's-bot' is also able to communicate with other peer units and physically join them either rigidly or flexibly to form a swarmbot, that is, an aggregate of 'sbots'. A swarm-bot is capable of performing exploration, navigation and transportation of heavy objects on rough terrains, in particular in situations in which a single s-bot could not achieve them on its own. The swarm-bot itself is expected to move as a whole and reconfigure itself along the way when needed. For example, the swarm-bot might have to adopt a different shape in order to go through a tunnel or overcome an obstacle; or it might retrieve an object that is too heavy and big for a single 's-bot'. The hardware structure is combined with a distributed adaptive control architecture inspired by ant colony behaviours. A few of the 's-bots' have already been built and their capacity to link up into a swarm-bot is currently being tested. Their robustness and flexibility, implemented through hardware and software developments, is very promising. In the future, robots like these could usefully work in disaster situations or in space environments, or wherever SI is needed (SWARM-BOTS Project, 2004) . Readers can find out more on this project at http://www.swarm-bots.org/.
Some remarks on the literature review and comparison of the SIBTs
When the results are investigated from the point of view of type of SIBTs that is chosen to solve a PSP, it can be seen that ACO has been employed in a large number of studies, although their full potential has not been tapped yet. The results are especially pleasurable in the case of using ACO for the problems encountered in public transportation where many traffic and transportation problems show a complex behavioural pattern. This is probably because ant-inspired algorithms have a very promising potential for modelling and solving complex and networked problems. Another reason for their popularity is that they were originally designed for combinatorial optimisation problems. This also explains why the use of PSO and BA is rare in the combinatorial optimisation problems as compared to ACO. The reason is that both PSO and some BA are originally proposed for continuous optimisation problems (Yang and Simon, 2005; Pham et al., 2006b) . However, it does not mean that the PSO cannot be used for discrete problems or ACO is not useful for continuous problems. There are several successful examples on the use of PSO for discrete problems (Chu et al., 2006; Anghinolfi and Paolucci, 2009 ) and the use of ACO for continuous domains (Socha and Dorigo, 2008) . We also believe that most of the PSPs can even be described (and/or mapped) graphically and there is still a long way to go in order to fully utilise the potential of ant algorithms for solving problems encountered in public services.
Although PSO seems to be an efficient and robust technique, PSO has not been widely used to solve PSPs. It has been generally used to solve optimisation problems, mostly in engineering and computer science. Its application to PSPs is less common. However, PSO technique has been successfully used to find high-quality approximate/ optimal solutions for several PSPs; more frequently in electricity/power services. A large proportion (5.8%) of the PSO-application papers in the literature deals with power generation and power systems whereas about 1.3% of the PSO-literature is devoted to security and military applications (Poli, 2008) .
The PSO seems to have worked very well in almost all areas where it has been applied, with perhaps the exception of combinatorial optimisation problems where further improvements to PSO techniques may still be needed before the PSO can compete on par with other techniques (Poli, 2008) . The research results achieved to date have shown that the PSO is a promising technique capable of solving NP-hard PSPs. We believe that prospective researchers could identify the optimisation problems potentially available in public sector and could provide more PSO-based models to the corresponding literature.
The BA is the youngest SI technique. The BA has not been widely used for solving PSPs as well. It has been generally used for solving continuous optimisation problems, TSP and scheduling as well as used in neural network and data mining applications. Its application to PSPs is less common. However, BA has been successfully used to find high-quality approximate/optimal solutions for several PSPs like; water resources management, power dispatch and ride-matching, etc. The research results reached so far have shown that the BA is a promising technique capable to solve NP-hard PSPs. We also believe that prospective researchers could identify the optimisation problems potentially available in public sector and could provide more BA-based models to the corresponding literature.
An expected outcome of this review was the low number of applications using PSO and BA for solving PSPs. The results also verify our expectation. One of the reasons of this situation is that, PSO and BA are relatively new techniques compared to ACO. It can be concluded that the potential of these methods in dealing problems in public service industry could be underestimated by the researchers.
When the review results are examined from the point of view of research area where SIBTs are applied, it can be seen that SIBTs (Mostly ACO-based algorithms) have been successfully applied to different public transportation problems. The SIBTs outperformed or were equal (in terms of the quality of the solutions generated and CPU times) to other metaheuristics like SA, GA and TS, in most of the cases.
It is well worth pointing out that some of the recently proposed SIBTs are not so entrenched and it is certainly not meaningful to claim that SIBTs can solve all the PSPs. However, SI is attractive because it is cheap, robust and easy to implement. SIBTs are particularly useful for the NP-hard problems where using an exact method is computationally inefficient. And, we know that there are many NP-hard PSPs in around. More interesting applications of SIBTs for the solution of PSPs are still to be explored in near future. SI will hopefully become a valuable tool for the solution of PSPs.
What about the comparison of SIBTs? As mentioned previously, they do better than or are at least equal to other metaheuristics in many cases. However, which of the SIBTs is better for PSPs with respect to each other? Or alternatively, which application areas of public sector should we expect the PSO to succeed? It is not easy to make particular suggestions. The questions are somewhat difficult to answer because there is almost no work solving the particular PSP by all SIBTs and reporting the comparative results in the literature at the moment. Nevertheless, it is worth noting that each of the SIBTs can be used for the solution of appropriate problems. Each SIBT has its own advantages and disadvantages for a specific PSP. So, the choice depends on the characteristics (continuous/discrete, size, etc.) of the selected problem. The research in the SI is still continuing and high-quality results will encourage researchers to employ SIBTs for the solution of PSPs, as well.
Although it is not related to the PSPs, here we want to include the comparative work done by Jones and Bouffet (2008) , in order to show the relative performances of ACO, PSO and bee algorithms for a particular problem. It should be noted that this comparison is only valid for the problem in consideration. Jones and Bouffet (2008) have recently made a comparison of the effectiveness of the three methods (BA, ACO, PSO) on a particular optimisation problem, namely the tuning of the parameters for a Proportional-Integral-Derivative (PID) controller. The results indicate that all three methods can be used for controller tuning. The strength of the three methods is in the parallel search approach they employ. In computation terms, PSO approach is faster, although none of the algorithms take a long time. The results for BA suggest that while it is a valuable technique it does not provide any improvement over the other two techniques. In terms of the transient response of the controlled, system the decision on whether PSO or ACO offers an improved method is related to the performance criteria required from the controlled response, minimum overshoot would suggest ACO, while fast rise time and settling time points towards PSO. Techniques such as those discussed here have shown themselves to be effective solutions to optimisation problems (BA to a lesser extent). But such techniques are not a universal solution, in spite of their suggested robustness. Each technique has control parameters that are set by the user and appropriate choice of these parameters is the key for success. One problem remains for all three approaches, namely the appropriate selection of an objective function, although this is an issue with all optimisation techniques (Jones and Bouffet, 2008) .
On the other hand, Karaboğa and Baştürk (2008) have recently compared the performance of artificial bee colony algorithm with that of differential evolution, PSO and EA for multi-dimensional numeric problems. The simulation results showed that the performance of artificial bee colony algorithm is comparable to those of the mentioned algorithms and can be efficiently employed to solve engineering problems with high dimensionality.
The detailed comparison of the SIBTs used for PSPs in terms of efficiency and effectiveness still remains a future work. Future research will show which SIBT is the best for which type of PSPs and for what public service applications they can be useful.
Conclusions and future trends
It is clear that the world has become a service economy. More than 70% of the total labour force is employed in the service sector in advanced industrialised countries like Japan and the USA. Even emerging economies like India, Russia, and Indonesia are witnessing impressive growth in the service sector, a phenomenon that has been largely fuelled by technological advances and the growth of the internet (Maglio et al., 2006) . The need for research in services has been consistently continued for more than 30 years (Metters and Marucheck, 2007) . In the literature, there is a growing interest to service science, management and engineering. Public services have also received an increasing interest and have been an attractive sub-research area even in industrial engineering as well.
There are a large number of mathematical models and algorithms developed for the solution of service management problems. It is extremely difficult to find good solutions to these highly constrained and complex problems and even more difficult to determine optimal solutions that provide service with minimum cost, meet customer preferences, distribute sources equitably among customers and satisfy all the service management constraints. The use of SIBTs, which have become indispensable in many fields, can be a good alternative for solving PSPs. Having this in mind, a comprehensive review on the use of SIBTs in the field of public services has been presented in this study. In order to meet the research objectives, the papers including keywords from both set of keywords and which are published in between 1995 to 2008 are considered for the review. These works are presented in a categorised format under ten categories in terms of their relevant sector: education, electricity/power, gas, healthcare/emergency, military, public transportation, social/housing, waste management, water and miscellaneous applications.
Networking is vital not only for survival but also success in a global world which grows more complex and more competitive each day. Localisation within a whole becomes more and more important, while complexity of the problems is greater than ever. Competitive and practical solution mechanisms which can produce robust, suitable and/or reasonable solutions are needed and should be developed in order to design, to produce, to provide and to deliver effective solutions promptly. It is believed that distributed AI is required and a swarming local intelligence can successfully be used through interactive and interconnected networks for the solution of those complex problems. It seems that SIBTs can become usual choices for dynamic problems as they are based on a self-organised structure, especially when only local information is available as in the case of most of the PSPs. It is worth noting that most of the problems in public sector are complex, networked and distributed and SIBTs proved to be effective methods to use for the solution of the PSPs.
The SIBTs have been successfully applied to many PSPs as discussed in this review. SI is becoming a valuable tool for optimising the public service operations. Possible applications of the SI in public services can only be limited by the limits of SI. One of the major advantages of SIBTs such as the ACO, BA and PSO is their collectiveness, flexibility and robustness in self-motivated environments. They provide fully distributed control and can fit many distributed problems in real world. Therefore, it is also quite possible to obtain excellent algorithmic performances (by using SIBTs) with those real-world PSPs which are inherently or naturally dynamical. However, standard programming techniques are not enough to mimic all SI behaviour of the animals. Thus, future research is necessary to implement through more improved programming techniques, most likely through a more agent-based approach. A great focus on the development of improved local neighbourhood search mechanisms as well as on the hybridisation and/or integration of SIBTs with the other techniques like fuzzy logic is also required. There is still much work to be done to realise the full potential of SIBTs.
In future, it may be possible to consider on how to make the best possible use of public money. Especially, for the solution of real-situation and hard problems, the use of SIBTs give an opportunity to Operational Research (OR) specialists who advise public administration. With their skills in modelling and analysis, OR specialists can help to formulate public policy and find effective ways of putting it into practice. These analysts carry out the analysis that can help answer vital questions such as http://www.operational-research.gov.uk/recruitment/:
• how can we measure and improve the quality of service in education, health, social security and other public offices?
• how much grant will be required next year to create new jobs in industry?
• how can we compare the relative value of public expenditure on roads, health and education?
With privatisation trends in the utilities sector (water, gas and electricity), efficient deployment of resources in this sector is critical to improvements to bottom-line performance. Rostering shift workers and operators in public service utilities and allied services is becoming an important area of application (Ernst et al., 2004) . It should be noted that SIBTs can address in future research to workforce scheduling problems of electric power supply/generation workers, personnel at gas installations, oil and gas facilities and off-shore facilities.
We believe that future researchers will explore the applicability and the power of SIBTs to solve more complex problems in public services sector by finding close analogies with biological systems. SIBTs could successfully be employed for allocating the limited resources in public service sector.
In conclusion, it is the authors' expectation that the exploration presented in this article will help awareness and help facilitate research and development using SI in PSPs problems. The objective of solving growingly complex PSPs in a more efficient, scalable and autonomous manner will help to ensure their effectiveness well into the future. There are many rooms for future research, for example; the hybridisation of SIBTs and 'data mining' to develop a cheap, robust, 'easy-to-implement' solution method for PSPs. Another hot research topic is aiming at developing new methods of public service management and delivery: Intelligent Cities (Kingston et al., 2005) which will probably require the extensive use of SIBTs for improving service delivery efficiency and response times. It will also be necessary, or say possible.
Major challenges in front of the researchers interested in SI and public services are as follows:
• to find a suitable PSP to solve by a particular SIBT
• to tailor SIBTs for a particular problem
• to tailor PSPs for a particular SIBT
• to transform SI metaphor(s) in various methodologies adapted to current technologies.
They should also focus on:
• the solution of real-time PSPs (like real-time ambulance dispatching, real-time routing and scheduling of vehicles for snow removal, etc.)
• the solution of multi-objective PSPs
• the integration/hybridisation of SIBTs with other techniques
• the understanding and improvement of information sharing mechanism available in SIBTs.
