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TEICHMU¨LLER STRUCTURES AND DUAL GEOMETRIC
GIBBS TYPE MEASURE THEORY FOR CONTINUOUS
POTENTIALS
YUNPING JIANG
Abstract. The Gibbs measure theory for smooth potentials is an old
and beautiful subject and has many important applications in modern
dynamical systems. For continuous potentials, it is impossible to have such
a theory in general. However, we develop a dual geometric Gibbs type
measure theory for certain continuous potentials in this paper following
some ideas and techniques from Teichmu¨ller theory for Riemann surfaces.
Furthermore, we prove that the space of those continuous potentials has a
Teichmu¨ller structure. Moreover, this Teichmu¨ller structure is a complete
structure and is the completion of the space of smooth potentials under
this Teichmu¨ller structure. Thus our dual geometric Gibbs type theory is
the completion of the Gibbs measure theory for smooth potentials from
the dual geometric point of view.
1. Introduction
Starting from the celebrated work of Sinai [34, 35] and Ruelle [30, 31],
a mathematical theory of Gibbs states, an important idea originally from
physics, became an important research topic in modern dynamical systems.
Later, Bowen [5] brought Sinai and Ruelle’s work into the study of Axiom A
dynamical systems. Their work finally led to a definition of an SRB measure
for a dynamical system. A very important feature of a Gibbs measure (or an
SRB measure) is that it is an equilibrium state.
In the original study of Gibbs measures, a potential must be smooth, which
means it must be at least Cα for some 0 < α ≤ 1. Later the smoothness
condition was relaxed to the summability condition in Walters’ paper [39]
(see also [10]) but it is essentially the same as the smooth case. For a long
time, I have been interested in a study of a Gibbs type theory for continuous
potentials. But this is impossible in general. However, we will show that it is
possible for a certain class of continuous potentials if we bring in some ideas
and techniques from Teichmu¨ller theory and quasiconformal mapping theory.
Key words and phrases. circle endomorphism, symbolic space, dual symbolic space,
dual derivative, dual Gibbs measure, quasisymmetic homeomorphism, symmetric
homeomorphism.
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A basic idea in the Teichmu¨ller theory is to use measurable coordinates
to view Riemann surfaces. That is, by fixing a Riemann surface, all other
Riemann surfaces homeomorphic to this Riemann surface can be viewed from
measurable coordinates on this Riemann surface up to isotopy. A fundamental
result in the study of Teichmu¨ller theory for Riemann surfaces is the measur-
able Riemann mapping theorem as we describe below.
A measurable function µ on the Riemann sphere Cˆ is called a Beltrami coef-
ficient if its L∞-norm k = ‖µ‖∞ < 1. The corresponding equation Hz = µHz
is called the Beltrami equation. The measurable Riemann mapping theorem
says that the Beltrami equation has a solution H which is a quasiconformal
homeomorphism of Cˆ whose quasiconformal dilatation is less than or equal to
K = (1 + k)/(1 − k). It is called a K-quasiconformal homeomorphism.
The study of the measurable Riemann mapping theorem has a long history
since Gauss considered in the 1820’s the connection with the problem of finding
isothermal coordinates for a given surface. As early as 1938, Morrey [28] sys-
tematically studied homeomorphic L2-solutions of the Beltrami equation. But
it took almost twenty years until in 1957 Bers [3] observed that these solutions
are quasiconformal (refer to [27, p. 24]). Finally the existence of a solution to
the Beltrami equation under the most general possible circumstance, namely,
for measurable µ with ‖µ‖∞ < 1, was shown by Bojarski [4] and by Ahlfors
and Bers [2]. In this generality the existence theorem is sometimes called the
measurable Riemann mapping theorem.
In this paper, we will borrow many ideas and techniques in the Teichmu¨ller
theory and the quasiconformal mapping theory to develop a Gibbs type mea-
sure theory for certain continuous potentials. We will prove that the space of
these continuous potentials have Teichmu¨ller structures. We will prove that
for such a continuous potential, there is a Gibbs type measure which is an
equilibrium state. Some properties about these Gibbs type measure are also
studied.
We organize the paper as follows. In §2, we define a uniformly symmetric
circle endomorphism and prove three examples. In particular, for the third
example, we mention and prove a more general version of the result which we
proved in [23]. This more general result (Theorem 1) says that a C1 circle
endomorphism Ho¨lder conjugate to a topologically expanding circle endomor-
phism itself is expanding.
In §3, we review some classic results in dynamical systems which eventually
imply that there is only one topological model for the dynamics of all circle
endomorphisms of the same degree. In the same section, we study the bounded
nearby geometric property. The conclusion of this property is that a conjugacy
is quasisymmetric. This enables us to define a Teichmu¨ller structure on a space
of circle endomorphisms.
3In §4, we define the dual symbolic space and geometrical models defined on
it which we call dual derivatives.
In §5, we define the Teichmu¨ller space of smooth expanding circle endo-
morphisms and the Teichmu¨ller space of uniformly symmetric circle endomor-
phisms. Furthermore, we prove that the first Teichmu¨ller space equals the
space of all Ho¨lder continuous dual derivatives and the second Teichmu¨ller
space equals the space of all continuous dual derivatives. Moreover, the sec-
ond one is the completion of the first one under the Teichmu¨ller metric. To
prove this result and make this paper self-contained, we state a special case
(Theorem 5) of the result about differentiable rigidity, which has being de-
veloped in [15, 17, 18, 19] for a more general situation. For the sake of the
completeness of this paper, we give a detailed proof. We also state the main
result (Theorem 10) in [11] in §6. That is, in §6, we first define an asymptoti-
cally conformal circle endomorphism and prove that a circle endomorphism is
uniformly symmetric if and only if it is asymptotically conformal. After this,
we prove the completion result in the end of §6.
In §7, we prove that the the Teichmu¨ller space of uniformly symmetric circle
endomorphisms is contractible. In a remark in this section, we also state and
give a outline of the proof about the contractility of the space of all C1+α
circle expanding circle endomorphisms and the Teichmu¨ller space of smooth
expanding circle endomorphisms.
In §8 and §9, we define the linear model for a uniformly symmetric circle
endomorphism. We study the relation between the linear model and the dual
derivative. We use this relation to set up a one-to-one correspondence between
the Teichmu¨ller space of uniformly symmetric circle endomorphisms and the
space of all continuous dual derivatives. Furthermore, we give a characteriza-
tion of a dual derivative.
In §10, we define the maximum distance on the Teichmu¨ller space of uni-
formly symmetric circle endomorphisms and compare this maximum distance
with the Teichmu¨ler distance.
In §11, we give a brief review of the Gibbs measure theory for the smoothness
case and define a dual invariant measure. In the same section, we post several
questions which we study in this paper. In §12, we give a review of the g-
measure theory. In §13, we returned to the Gibbs measure theory for the
smoothness case but from the dual geometric point of view.
Finally, in §14, we prove the existence of a dual geometric Gibbs type mea-
sure for every continuous potential in the Teichmu¨ller space of uniformly sym-
metric circle endomorphisms. This measure can be viewed as a coordinate
structure such that the dynamical system is smooth under this structure. Note
that we start from a uniformly symmetric circle endomorphism which may be
very singular. Most important, this measure is an equilibrium state. This
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result could be served as the role of the Riemann mapping theorem on the
dual symbolic space.
In §15, we study values of metric entropy for the Teichmu¨ller space of uni-
formly symmetric circle endomorphisms. The maximum value of the metric
entropy is logd, which is the topological entropy. We prove that the infimum
of the metric entropy for the Teichmu¨ller space of uniformly symmetric circle
endomorphisms is zero.
Acknoledgement. During this research, I have had many conversations with
Fred Gardiner, Aihua Fan, Guizhen Cui, Jihua Ma, Anthony Quas, and Huyi
Hu. I also learned many techniques which I used in this paper from Dennis
Sullivan during his many lectures at the CUNY Graduate Center. I would
like to express my sincere thanks to everyone. This research is partially sup-
ported by grants from NSF, PSC-CUNY, and Bai Ren Ji Hua from the Chinese
Academy of Sciences.
2. Circle endomorphisms
Let T = {z ∈ C | |z| = 1} be the unit circle in the complex plane C. Suppose
f : T → T
is an orientation-preserving covering map of degree d ≥ 2. We call it in this
paper a circle endomorphism. Suppose
h : T → T
is an orientation-preserving homeomorphism. We call it in this paper a circle
homeomorphism.
For a circle endomorphism f , it has a fixed point. We will assume through-
out this paper that f(1) = 1.
The universal cover of T is the real line R with a covering map
π(x) = e2πix : R→ T.
Then every circle endomorphism f can be lifted to an orientation-preserving
homeomorphism
F : R→ R, F (x+ 1) = F (x) + d, ∀x ∈ R.
We will assume throughout this paper that F (0) = 0. Then there is a one-
to-one correspondence between f and F . Therefore, we also call such an F a
circle endomorphism.
Every orientation-preserving circle homeomorphism h can be lifted to an
orientation-preserving homeomorphism
H : R→ R, H(x+ 1) = H(x) + 1.
5We will assume throughout this paper that 0 ≤ H(0) < 1. Then there is a
one-to-one correspondence between h and H. Therefore, we also call such an
H a circle homeomorphism.
A circle endomorphism f is Ck for k ≥ 1 if the kth-derivative F (k) exists
and is continuous. And, furthermore, it is called Ck+α for some 0 < α ≤ 1 if
F (k) is α-Ho¨lder continuous, that is,
sup
x 6=y∈R
|F (k)(x)− F (k)(y)|
|x− y|α
= sup
x 6=y∈[0,1]
|F (k)(x)− F (k)(y)|
|x− y|α
<∞.
A C1 circle endomorphism f is called expanding if there are constants C > 0
and λ > 1 such that
(Fn)′(x) ≥ Cλn, n = 1, 2, · · · .
A circle homeomorphism h is called quasisymmetric if there is a constant
M ≥ 1 such that
M−1 ≤
|H(x+ t)−H(x)|
|H(x)−H(x− t)|
≤M, ∀x ∈ R, ∀t > 0.
Furthermore, it is called symmetric if there is a bounded function ε(t) > 0 for
t > 0 such that ε(t)→ 0+ as t→ 0+ and such that
1
1 + ε(t)
≤
|H(x+ t)−H(x)|
|H(x)−H(x− t)|
≤ 1 + ε(t), ∀x ∈ R, ∀t > 0.
Example 1. A C1-diffeomorphism of T is symmetric.
However, the class of symmetric homeomorphisms is larger than the class
of C1-diffeomorphisms. For example, a symmetric homeomorphism may not
necessarily be absolutely continuous.
Definition 1. A circle endomorphism f is called uniformly symmetric if there
is a bounded function ε(t) > 0 for t > 0 such that ε(t) → 0+ as t → 0+ and
such that
1
1 + ε(t)
≤
|F−n(x+ t)− F−n(x)|
|F−n(x)− F−n(x− t)|
≤ 1 + ε(t)
for all x ∈ R, all t > 0, and all n > 0.
Example 2. A C1+α, for some 0 < α ≤ 1, circle expanding endomorphism
f is uniformly symmetric. Furthermore, ε(t) ≤ Dtα for some constant D > 0
and 0 ≤ t ≤ 1.
Proof. Since F (x+1) = F (x)+d, then F ′(x+1) = F ′(x) is a periodic function.
Since F is C1+α, we have a constant C1 > 0 such that
|F ′(x)− F ′(y)| ≤ C1|x− y|
α, ∀x, y ∈ R.
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Since F is expanding, we have a constant C2 > 0 and λ > 1 such that
(Fn)′(x) ≥ C2λ
n, ∀x ∈ R, n > 0.
For any x, y ∈ R and n > 0, let xk = F
−k(x) and yk = F
−k(y), 0 ≤ k ≤ n.
Then ∣∣∣ log (F−n)′(x)
(F−n)′(y)
∣∣∣ = ∣∣∣ log (Fn)′(yn)
(Fn)′(xn)
∣∣∣ ≤ n∑
k=1
| log F ′(xk)− log F
′(yk)|
≤
1
C2λ
n∑
k=1
|F ′(xk)− F
′(yk)| ≤
C1
C2λ
n∑
k=1
|xk − yy|
α ≤
C1
C1+α2 λ
n∑
k=1
λ−αk|x− y|α.
Let
C =
C1λ
α
C1+α2 (λ
α − 1)λ
.
Then we have the following Ho¨lder distortion property:
(1) e−C|x−y|
α
≤
(F−n)′(x)
(F−n)′(y)
≤ eC|x−y|
α
, ∀x, y ∈ R, ∀n > 0.
Furthermore, let
ε(t) =
{
eCt
α
− 1, 0 < t ≤ 1,
eC − 1, t > 1.
Then ε(t) > 0 is a bounded function such that ε(t) → 0 as t → 0+ and such
that
1
1 + ε(t)
≤
(F−n)′(ξ)
(F−n)′(η)
=
|F−n(x+ t)− F−n(x)|
|F−n(x)− F−n(x− t)|
≤ 1 + ε(t)
for all x ∈ R, all t > 0, and all n > 0, where ξ and η are two numbers in [0, 1].
Thus F is uniformly symmetric. Furthermore, one can see that ε(t) ≤ Dtα for
some constant D > 0 and 0 ≤ t ≤ 1. We proved the example. 
Remark 1. The uniformly symmetric condition is a weaker condition than
the C1+α expanding condition for some 0 < α ≤ 1. For example, a uniformly
symmetric circle endomorphism could be totally singular, that is, it could map
a set with positive Lebesgue measure to a set with zero Lebesgue measure. But
we will see in the rest of the paper, many dynamical aspects, from the daul
geometric point of view, of a C1+α expanding circle endomorphism for some
0 < α ≤ 1 will be preserved by a uniformly symmetric circle endomorphism.
Another example of a uniformly symmetric circle endomorphism is a C1
Dini expanding circle endomorphism as follows. Suppose f is a C1 circle
endomorphism. The function
ω(t) = sup
|x−y|≤t
|F ′(x)− F ′(y)|, t > 0,
7is called the modulus of continuity of F ′. Then f is called C1 Dini if∫ 1
0
ω(t)
t
dt <∞.
Suppose f is a C1 Dini expanding circle endomorphism. Let C > 0 and
λ > 1 be two constants such that
(Fn)′(x) ≥ Cλn, x ∈ R, n ≥ 1.
Define
ω˜(t) =
∞∑
n=1
ω(C−1λ−nt).
Then
ω˜(t) ≤
∫ ∞
0
ω(C−1λ−xt)dx =
1
log λ
∫ C−1λ−1t
0
ω(y)
y
dy <∞
for all 0 ≤ t ≤ 1 and ω˜(t)→ 0 as t→ 0.
Example 3. A C1 Dini circle expanding endomorphism f is uniformly sym-
metric. Furthermore, ε(t) ≤ Dω˜(t) for some constant D > 0 and 0 ≤ t ≤ 1.
Proof. Since F (x+1) = F (x)+d, then F ′(x+1) = F ′(x) is a periodic function.
Since f is C1 expanding, there are two constants C1 > 0 and λ > 1 such that
(Fn)′(x) ≥ C1λ
n, ∀x ∈ R, n > 0.
For any x, y ∈ R and n > 0, let xk = F
−k(x) and yk = F
−k(y), 0 ≤ k ≤ n.
Then ∣∣∣ log (F−n)′(x)
(F−n)′(y)
∣∣∣ = ∣∣∣ log (Fn)′(yn)
(Fn)′(xn)
∣∣∣ ≤ n∑
k=1
| log F ′(xk)− log F
′(yk)|
≤
1
C1λ
n∑
k=1
|F ′(xk)− F
′(yk)| ≤
1
C1λ
n∑
k=1
ω(C−1λ−k|x− y|).
Let C = 1/(C1λ). Then we have the following Dini distortion property:
(2) e−Cω˜(|x−y|) ≤
(F−n)′(x)
(F−n)′(y)
≤ eCω˜(|x−y|), ∀x, y ∈ R, ∀n > 0.
Furthermore, let
ε(t) =
{
eCω˜(t) − 1, 0 < t ≤ 1
eCω˜(1) − 1, t > 1.
Then ε(t) > 0 is a bounded function such that ε(t) → 0 as t → 0+ and such
that
1
1 + ε(t)
≤
(F−n)′(ξ)
(F−n)′(η)
=
|F−n(x+ t)− F−n(x)|
|F−n(x)− F−n(x− t)|
≤ 1 + ε(t)
for all x ∈ R, t > 0, and n > 0, where ξ and η are two numbers in [0, 1]. Thus
F is uniformly symmetric. Furthermore, we have a constant D > 0 such that
ε(t) ≤ Dω˜(t) for all 0 ≤ t ≤ 1. We proved the example. 
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A circle homeomorphism h is called Ho¨lder if there is a constant 0 < α ≤ 1
such that
(3) sup
x 6=y
|H(x)−H(y)|
|x− y|α
<∞.
We say that a circle endomorphism f is Ho¨lder conjugate to another circle
endomorphism g if there is a Ho¨lder circle homeomorphism h such that
f ◦ h = h ◦ g.
A circle endomorphism g is called topologically expanding if there are constants
C > 0 and λ > 1 such that
(4) |Gn(x)−Gn(y)| ≥ Cλn|x− y|, ∀x, y ∈ [0, 1], ∀n ≥ 0.
Following the proof of our result in [23] about Katok’s conjecture, we have the
following more general result.
Theorem 1. Suppose that f is a C1 circle endomorphism and suppose that f
is Ho¨lder conjugate to a topologically expanding circle endomorphism g. Then
f itself is expanding.
Combining this theorem and Example 3, we have that
Example 4. A C1 Dini circle endomorphism f which is Ho¨lder conjugate a
topologically expanding circle endomorphism g is uniformly symmetric.
Proof of Theorem 1. The proof of the theorem is almost similar to the proof
given in [23]. However, for the sake of the completeness of this paper, we give
a detailed proof.
Suppose the degree of g is d. Since f is topologically conjugate to g, its
degree is also d. The preimage g−1(1) contains d points and cuts T into d
closed intervals ̟0,g = {J0,g, · · · , Jd−1,g}. Actually ̟0,g is a Markov partition
in the meaning that
i) T = ∪d−1k=0Jk,g,
ii) Ji,g and Jj,g have disjoint interiors for 0 ≤ i 6= j ≤ d− 1,
iii) the restriction of g on the interior of Ji,g is one to one for every 0 ≤
i ≤ d− 1,
iv) g(Ji,g) = T for every 0 ≤ i ≤ d− 1.
Thus we can generate a sequence of Markov partitions
̟n,g = g
−n̟0
for n = 1, 2, · · · . The set ̟n,g contains all intervals J such that g
n : J → Jk,g
for some 1 ≤ k ≤ d is a homeomorphism.
From (4), we have constants C0 > 0 and 0 ≤ τ0 < 1 such that
max
J∈̟n,g
|J | ≤ C0τ
n
0 , ∀n ≥ 0.
9Since f is Ho¨lder conjugate to g, we have a homeomorphism h satisfying (3)
such that f ◦ h = h ◦ g. Let
̟n,f = {h(J) | J ∈ ̟n,g}.
Then we have a constant C1 > 0 and τ1 = τ
α
0 such that
|J | ≤ C1τ
n
1 , ∀J ∈ ̟n,f , ∀n ≥ 0.
We use I to denote the lift interval of J in the unit interval [0, 1]. Given
any interval J ∈ ̟n,f , F
n(I) = [m,m + 1] for some integer m ≥ 0. For any
x, y ∈ I,
An(x, y) = log
(Fn)′(x)
(Fn)′(y)
=
n−1∑
i=0
(
log F ′(F i(x))− log F ′(F i(y))
)
.
Let
an = max
J∈̟n,f
{
max
x∈I
log F ′(x)−min
x∈I
logF ′(x)
}
and
Dn =
n∑
i=1
ak and En = e
−Dn .
Then
|An(x, y)| ≤ Dn
since F ′ is a periodic function of period 1.
Since logF ′ is uniformly continuous on [0, 1], we have that an → 0 as n→∞.
This implies that
Dn
n
→ 0 as n→∞
and
n
√
En = e
−Dn
n → 1 as n→∞.
Since Fn(I) = [m,m + 1], by the mean value theorem, we have a point
yn ∈ I such that
(Fn)′(yn) = 1/|J | ≥ C
−1
1 τ
−n
1 , ∀n ≥ 0.
This implies that
(Fn)′(x) ≥ En(F
n)′(yn) ≥ EnC
−1
1 τ
−n
1 = C
−1
1
(
n
√
Enτ
−1
1
)n
, ∀n ≥ 0.
Thus we have constants C > 0 and λ > 1 such that
(Fn)′(x) ≥ Cλn, ∀n ≥ 0.
That is, f is expanding. We proved the theorem. 
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3. Symbolic space and topological representation
Suppose f is a circle endomorphism of degree d ≥ 2 with f(1) = 1. Consider
the preimage f−1(1). As we have seen in the proof of Theorem 1, f−1(1) cuts
T into d closed intervals J0, J1, · · · , Jd−1, ordered by the counter-clockwise
order of T . Suppose J0 has an endpoint 1. Then Jd−1 also has an endpoint 1.
Let
̟0 = {J0, J1, · · · , Jd−1}.
Then it is a Markov partition, that is,
i. T = ∪d−1k=0Jk,
ii. the restriction of f to the interior of Ji is injective for every 0 ≤ i ≤
d− 1,
iii. f(Ji) = T for every 0 ≤ i ≤ d− 1.
Let I0, I1, · · · , Id−1 be the lifts of J0, J1, · · · , Jd−1 in [0, 1]. Then we have
that
i) [0, 1] = ∪d−1k=0Ik,
ii) F (Ii) = [i, i+ 1] for every 0 ≤ i ≤ d− 1.
Let
η0 = {I0, I1, · · · , Id−1}.
Then it is a partition of [0, 1].
Consider the pull-back partition ̟n = f
−n̟0 of ̟0 by f
n. It contains
(d − 1)n intervals and is also a Markov partition of T . Intervals J in ̟n can
be labeled as follows. Let wn = i0i1 · · · in−1 be a word of length n of 0
′s, 1′s,
· · · , and (d− 1)′s. Then Jwn ∈ ̟n if f
k(Jwn) ⊂ Jik for 0 ≤ k ≤ n− 1. Then
̟n = {Jwn | wn = i0i1 · · · in−1, ik ∈ {0, 1, · · · , d− 1}, k = 0, 1, · · · , d− 1}.
Let ηn be the corresponding lift partition of̟n in [0, 1] with the same labelings.
Then
ηn = {Iwn | wn = i0i1 · · · in−1, ik ∈ {0, 1, · · · , d− 1}, k = 0, 1, · · · , d− 1}.
Consider the space
Σ =
∞∏
n=0
{0, 1, · · · , d− 1}
= {w = i0i1 · · · ik · · · in−1 · · · | ik ∈ {0, 1, · · · , d− 1}, k = 0, 1, · · · }
with the product topology. It is a compact topological space. A left cylinder
for a fixed word wn = i0i1 · · · in−1 of length n is
[wn] = {w
′ = i0i1 · · · in−1i
′
ni
′
n+1 · · · | i
′
n+k ∈ {0, 1, · · · , d− 1}, k = 0, 1, · · · }
All left cylinders form a topological basis of Σ. We call it the left topology.
The space Σ with this left topology is called the symbolic space.
11
For any w = i0i1 · · · in−1in · · · , let
σ(w) = i1 · · · in−1in · · ·
be the left shift map. Then (Σ, σ) is called a symbolic dynamical system.
For a point w = i0 · · · in−1in · · · ∈ Σ, let wn = i0 · · · in−1. Then
· · · ⊂ Jwn ⊂ Jwn−1 ⊂ · · · Jw1 ⊂ T.
Since each Jwn is compact,
Jw = ∩
∞
n=1Jwn 6= ∅.
If every Jw = {xw} contains only one point, then we define the projection πf
from Σ onto T as
πf (w) = xw.
The projection πf is 1-1 except for a countable set
B = {w = i0i1 · · · in−11000 · · · , i0i1 · · · in−10(d − 1)(d− 1)(d − 1) · · · }.
From our construction, one can check that
πf ◦ σ(w) = f ◦ πf (w), w ∈ Σ.
For any interval I = [a, b] in [0, 1], we use |I| = b− a to mean its Lebesgue
length. Let
ιn,f = max
wn
|Iwn |,
where wn runs over all words of {0, 1, · · · , d− 1} of length n.
Two circle endomorphisms f and g are topologically conjugate if there is an
orientation-preserving circle homeomorphism h of T such that
f ◦ h = h ◦ g.
The following result is first proved by Shub in [32] for C2 expanding circle
endomorphisms by using the contracting mapping theorem.
Theorem 2. Let f and g be two circle endomorphisms such that both ιn,f
and ιn,g tend to zero as n → ∞. Then f and g are topologically conjugate if
and only if their topological degrees are the same.
Proof. The topological conjugacy preserves the topological degree. Thus if f
and g are topologically conjugate, then their topological degrees are the same.
Now suppose f and g have the same topological degree. Then they have the
same symbolic space. Since both sets Jw,f = {xw} and Jw,g = {yw} contain
only a single point for each w, we can define
h(xw) = yw.
One can check that h is an orientation-preserving homeomorphism with the
inverse
h−1(yw) = xw.
12 YUNPING JIANG

Therefore, for a fixed degree d ≥ 2, there is only one topological model
(Σ, σ) for dynamics of all circle endomorphisms of degree d with ιn → 0 as
n→∞.
Definition 2. The sequence {̟n}
∞
n=0 of nested partitions of T is said to have
bounded nearby geometry if there is a constant C > 0 such that for any n ≥ 0
and any two intervals I, I ′ ∈ ηn with a same endpoint or one has an endpoint
0 and the other has an endpoint 1 (in which case we say they have a common
endpoint by modulo 1),
C−1 ≤
|I ′|
|I|
≤ C.
The sequence {̟n}
∞
n=0 of nested partitions of T is said to have bounded ge-
ometry if there is a constant C > 0 such that
|L|
|I|
≥ C, ∀ L ⊂ I, L ∈ ηn+1, I ∈ ηn, ∀ n ≥ 0.
The bounded nearby geometry implies the bounded geometry since each
interval I ∈ ηn is divided into d subintervals in ηn+1. But it is not true for the
other direction.
Theorem 3. Suppose f is a uniformly symmetric circle endomorphism. Then
the sequence {̟n}
∞
n=0 of nested partitions of T has bounded nearby geometry
and thus bounded geometry.
Proof. Let F with F (0) = 0 be the lift of f . Define
Gk(x) = F
−1(x+ k) : [0, 1]→ [0, 1], for k = 0, 1, · · · , n− 1.
For any word wn = i0i1 · · · in−1, define
Gwn = Gi0 ◦Gi1 ◦ · · · ◦Gin−1 .
Then
Iwn = Gwn([0, 1]) = F
−n([m,m+ 1]),
where m = in−1+ in−2d+ · · ·+ i0d
n−1. Suppose I ′wn is an interval in ηn having
a common endpoint with Iwn modulo 1. Then
I ′wn = F
−n([m+ 1,m+ 2]) or F−n([m− 1,m]).
Thus
1
1 + ε(1)
≤
|Iwn |
|I ′wn |
≤ 1 + ε(1).
Let C = 1 + ε(1). Then we have that
C−1 ≤
|I|
|I ′|
≤ C
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for any intervals I, I ′ ∈ ηn with a common endpoint modulo 1, n = 0, 1, · · · .
This means that {̟n}
∞
n=0 has the bounded nearby geometry. We proved the
theorem. 
Corollary 1. Any two uniformly symmetric circle endomorphisms f and g
of the same degree d ≥ 2 are topologically conjugate and the conjugacy is a
quasisymmetric homeomorphism.
Proof. From f ◦ h = h ◦ g and g(1) = 1, h(1) is a fixed point of f , that is,
f(h(1)) = h(1). Let k(z) = z/h(1) and f˜ = k ◦ f ◦ k−1. Then f˜(1) = 1. Take
h˜ = k ◦ h. We have that h˜(1) = 1 and f˜ ◦ h˜ = h˜ ◦ g. So h˜ is quasisymmetric
if and only if h is quasisymmetric. So, without loss of generality, we assume
that h(1) = 1.
Suppose
ηn,f = {Iwn,f} and ηn,g = {Iwn,g}, n = 1, 2, · · ·
are two sequences of Markov partitions for f and g, respectively.
From the bounded geometry property (Theorem 3), we have a constant
0 < τ < 1 such that
ιn,f = max
wn
|Iwn,f |, ιn,g = maxwn
|Iwn,g| ≤ τ
n, ∀ n = 1, 2, · · · .
Then Theorem 2 implies that f and g are topologically conjugate.
Suppose h is the topological conjugacy between f and g and H is its lift to
R. By adding all integers, the sequence of partitions ηn,f and ηn,g induce two
sequences of partitions of R, which we still denoted as ηn,f and ηn,g. Both of
these sequences of partitions have bounded nearby geometry.
Let Ω be the set of all endpoints of intervals I ∈ ηn, n = 0, 1 · · · ,∞. Then
it is dense in R.
For x ∈ Ω. Consider the interval [x− t, x]. There is a largest integer n ≥ 0
such that there is an interval I = [a, x] ∈ ηn,f satisfying [x− t, x] ⊆ I. Suppose
J = [b, x] ∈ ηn+1,f . Then J ⊆ [x − t, x]. Let J
′ = [x, c] ∈ ηn+1,f . From
Theorem 3, there is a constant C > 0 such that
C−1 ≤
|J ′|
|J |
≤ C.
If |J ′| > t, we have |J ′| ≤ Ct. Let J ′k = [x, ck] ∈ ηn+k+1,f for k > 0. From
the bounded geometry, there is a 0 < τ < 1 such that
|J ′k| ≤ τ
kCt.
Let k be the smallest integer greater than − logC/ log τ . Then |J ′k| ≤ t. This
implies that J ′k ⊆ [x, x+ t]. So we have
|H(J ′k)|
|H(I)|
≤
|H(x+ t)−H(x)|
|H(x)−H(x− t)|
≤
|H(J ′)|
|H(J)|
,
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where H(I) ∈ ηn,g, H(J),H(J
′) ∈ ηn+1,g, and H(J
′
k) ∈ ηn+k+1,g. Now from
the bounded geometry for g, we have a constant, still denote as C > 0, such
that
C−1 ≤
|H(J ′k)|
|H(I)|
≤
|H(x+ t)−H(x)|
|H(x)−H(x− t)|
≤
|H(J ′)|
|H(J)|
≤ C.
If |J ′| ≤ t, we have |J ′| ≥ C−1t. Let J ′−k = [x, c−k] ∈ ηn−k+1,f for k ≥ 0.
Then from the bounded geometry, there is a constant, which we still denote as
0 < τ < 1, such that |J ′−k| ≥ τ
−kC−1t. Let k be the smallest integer greater
than − logC/ log τ . Then |J ′−k| ≥ t. This implies that J
′
−k ⊇ [x, x+ t]. So we
have
|H(J ′)|
|H(I)|
≤
|H(x+ t)−H(x)|
|H(x)−H(x− t)|
≤
|H(J ′−k)|
|H(J)|
,
where H(I) ∈ ηn,g, H(J),H(J
′) ∈ ηn+1,g, and H(J
′
−k) ∈ ηn−k+1,g. Now from
the bounded geometry for g, we have a constant, which we still denote as
C > 0, such that
C−1 ≤
|H(J ′)|
|H(I)|
≤
|H(x+ t)−H(x)|
|H(x)−H(x− t)|
≤
|H(J ′−k)|
|H(J)|
≤ C.
For any x ∈ R, since Ω is dense in [0, 1], we have a sequence xn ∈ Ω such
that xn → x as n→∞. For any t > 0, we have that
C−1 ≤
|H(xn + t)−H(xn)|
|H(xn)−H(xn − t)|
≤ C.
Since H is uniformly continuous on R, we get that
C−1 ≤
|H(x+ t)−H(x)|
|H(x) −H(x− t)|
≤ C.
We proved the theorem. 
Remark 2. The bounded nearby geometry and the quasisymmetric property
for a conjugacy have been also studied for one-dimensional maps with critical
points in [15, 16, 20].
4. Dual symbolic space and geometric representation
Suppose f is a circle endomorphism. Suppose {ηn}
∞
n=0 is the sequence of
partitions of [0, 1]. As we have seen in the previous section, for each interval
in ηn, there is a labeling wn = i0i1 · · · in−1. One can think of this kind of
labelings as the left topology: read ordered digits from the left to the right.
Now we read from the same ordered digits from the right to the left, that is,
w∗n = jn−1 · · · j1j0
where jn−1 = i0, · · · , j1 = in−2, and j0 = in−1. Thus we consider the dual
symbolic space
Σ∗ = {w∗ = · · · jn−1 · · · jk · · · j1j0 | jk ∈ {0, 1, · · · , d− 1}, k = 0, 1, · · · }
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equipped with the right topology which is generated by all right cylinders
[w∗n] = {w
∗ = · · · j′njn−1 · · · j1j0 | j
′
n+k ∈ {0, 1, · · · , d− 1}, k = 0, 1, · · · },
where w∗n = jn−1 · · · j1j0 is a fixed word of {0, 1, · · · , d− 1} of length n.
Consider the right shift map
σ∗ : w∗ = · · · jn−1 · · · j1j0 → σ
∗(w∗) = · · · jn−1 · · · j1.
Then we call (Σ∗, σ∗) the dual symbolic dynamical system for f .
The dual derivative of f is defined on the dual symbolic space Σ∗ as follows.
For any w∗ = · · · jn−1 · · · j1j0 ∈ Σ
∗, let
w∗n = jn−1 · · · j1j0 and v
∗
n−1 = σ
∗(w∗n) = jn−1 · · · j1.
Then
Iwn ⊂ Ivn−1 .
Define
(5) D∗(f)(w∗n) =
|Ivn−1 |
|Iwn |
.
Definition 3. If for every w∗ ∈ Σ∗,
D∗(f)(w∗) = lim
n→∞
D∗(f)(w∗n)
exists, then we define a function
(6) D∗(f)(w∗) : Σ∗ → R+.
We call this function the dual derivative of f .
Remark 3. We used to call one divided by a dual derivative a scaling function.
The notion of the scaling function is first introduced into the study of geometric
Cantor sets on the line by Sullivan in [36] where a scaling function is used
to define differentiable structures of geometric Cantor sets on the line. A
general version of scaling functions for any Markov maps is defined in [15] (see
also [16]). This general notion of scaling function has been used extensively
in [17, 18, 19] as a complete smooth invariant in the smooth classification
of one-dimensional maps with critical points. Since a circle endomorphism
of degree d ≥ 2 can be thought as a Markov map, we use the the definition
in [15] (see also [16]). However, the notion of the dual derivative is a more
appropriate term in this paper for the study of dual geometric Gibbs measure
theory.
A function φ∗(w∗) on Σ∗ is called Ho¨lder continuous if there are constants
C > 0 and 0 < τ < 1 such that
|φ∗(w∗)− φ∗(w˜∗)| ≤ Cτn
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as long as the first n digits of w∗ and w˜∗ from the right are the same. If we
consider a metric
d(w∗, w˜∗) =
∞∑
k=0
|jk − j
′
k|
dk
on Σ∗, then φ∗(w∗) being Ho¨lder continuous is equivalent to the condition that
there are two constants C > 0 and 0 < β ≤ 1 such that
|φ∗(w∗)− φ∗(w˜∗)| ≤ C
(
d(w∗, w˜∗)
)β
, w, w˜∗ ∈ Σ∗.
Theorem 4. Suppose f is a uniformly symmetric circle endomorphism. Then
its dual derivative
D∗(f)(w∗) : Σ∗ → R+
exists and is a continuous function. Furthermore, if f is C1+α, then D∗(f)(w∗)
is Ho¨lder continuous. Actually when f is C1 Dini expanding, the modulus of
continuity of D∗(f)(w∗) is controlled by ω˜(t).
We first prove the following lemma. Suppose Q : [0, 1] → [0, 1] is a homeo-
morphism such that Q(0) = 0 and Q(1) = 1. Let M ≥ 1. We say that Q is
M -quasisymmetric on [0, 1] if
M−1 ≤
|Q(x+ t)−Q(x)|
|Q(x)−Q(x− t)|
≤M, ∀ x− t, x, x+ t ∈ [0, 1], t > 0.
Lemma 1. There is a function ζ(M) > 0 satisfying ζ(M) → 0 as M → 1
such that for any M -quasisymmetric homeomorphism Q on [0, 1] such that
Q(0) = 0 and Q(1) = 1,
|Q(x)− x| ≤ ζ(M), ∀ x ∈ [0, 1].
Proof. Consider points xn = 1/2
n, n = 0, 1, · · · . M -quasisymmetry and the
normalization Q(0) = 0, Q(1) = 1 imply that
1
1 +M
H(
1
2n−1
) ≤ Q(
1
2n
) ≤
1
1 +M−1
Q(
1
2n−1
).
Similarly, ( 1
1 +M
)n
≤ Q(
1
2n
) ≤
( 1
1 +M−1
)n
, ∀ n ≥ 1.
Furthermore, by M -quasisymmetry and induction on n = 1, 2, · · · , yield( 1
1 +M
)n
≤ Q(
i
2n
)−Q(
i− 1
2n
) ≤
( 1
1 +M−1
)n
, ∀ n ≥ 1, 1 ≤ i ≤ 2n.
Let
τn = max
{(
M
M + 1
)n
−
1
2n
,
1
2n
−
(
1
M + 1
)n}
, n = 1, 2, · · · .
Then for n = 1,
|Q(
1
2
)−
1
2
| ≤ τ1 =
1
2
M − 1
M + 1
,
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and for any n > 1, we have
max
0≤i≤2n
∣∣∣Q( i
2n
)−
i
2n
∣∣∣ ≤ max
0≤i≤2n−1
∣∣∣Q( i
2n−1
)−
i
2n−1
∣∣∣+ τn
By summing over k for 1 ≤ k ≤ n, we obtain
max
0≤i≤2n
∣∣∣Q( i
2n
)−
i
2n
∣∣∣ ≤ δn = n∑
k=1
τk.
If we put ζ(M) = sup1≤n<∞{δn}, by summing geometric series, we obtain
ζ(M) = max
1≤n<∞
{
M − 1 +
1
2n
−M
( M
1 +M
)n
, 1−
1
M
+
1
M
( 1
M
)n
−
1
2n
}
.
Clearly, ζ(M)→ 0 as M → 1, and since the dyadic points
{i/2n | n = 1, 2, · · · ; 0 ≤ i ≤ 2n}
are dense in [0, 1], we conclude
|Q(x)− x| ≤ ζ(M) ∀ x ∈ [0, 1],
which proves the lemma. 
Proof of Theorem 4. Suppose w∗ = · · · jn−1 · · · j1j0 ∈ Σ
∗. Let
w∗n = jn−1 · · · j1j0 and v
∗
n−1 = jn−1 · · · j1.
By definition,
D∗(f)(w∗n) =
|Ivn−1 |
|Iwn |
,
where Iwn ⊂ Ivn−1 . Consider the sequence {D
∗(f)(w∗n)}
∞
n=1.
Let 0 < τ < 1 be a constant such that
ι˜n = max
wn
|Iwn | ≤ τ
n, ∀n ≥ 1.
For any ǫ > 0, let n0 > 0 be an integer such that ζ(1 + ε(τ
n−1)) ≤ ǫ for all
n > n0. Then for any m > n > n0, we have that
Fm−n(Ivm−1) = Ivn−1 and F
m−n(Iwm) = Iwn
Since F−(m−n)|Ivn−1 is a (1+ ε(τ
n−1))-quasisymmetric homeomorphism, from
Lemma 1 (by normalizing Ivn−1 to [0, 1] and Iwm to [0, x] by a linear transfor-
mation),
|D∗(f)(w∗m)−D
∗(f)(w∗n)| =
∣∣∣ |F−(m−n)(Ivn−1)|
|F−(m−n)(Iwn)|
−
|Ivn−1 |
|Iwn |
∣∣∣ ≤ ζ(1+ε(τn−1)) ≤ ǫ.
This implies that {D∗(f)(w∗n)}
∞
n=1 is a Cauchy sequence. Thus the limit
D∗(f)(w∗) = lim
n→∞
D∗(f)(w∗n)
exists.
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Now consider two points
w∗ = · · · jm−1 · · · jnjn−1 · · · j0 and w˜
∗ = · · · jm−1 · · · j
′
njn−1 · · · j0.
Let w∗m = jm−1 · · · jnjn−1 · · · j0 and w˜
∗
m = jm−1 · · · j
′
njn−1 · · · j0. Then w
∗
n =
w˜∗n. For any m > n,
|D∗(f)(w∗m)−D
∗(f)(w˜∗m)|
≤ |D∗(f)(w∗m)−D
∗(f)(w∗n)|+ |D
∗(f)(w˜∗m)−D
∗(f)(w∗n)| ≤ 2ζ(1 + ε(τ
n−1)).
So by taking a limit,
|D∗(f)(w∗)−D∗(f)(w˜∗)| ≤ 2ζ(1 + ε(τn−1)).
Thus we have that
D∗(f)(w∗) : Σ∗ → R+
is a continuous function whose modulus of continuity is bounded by 2ζ(1 +
ε(τn−1)).
Moreover, if f is a C1+α expanding circle endomorphism for some 0 < α ≤ 1,
from the Ho¨lder distortion property (1), there is a constant C > 0 such that
|D∗(f)(w∗)−D∗(f)(w˜∗)| ≤ Cτα(n−1).
This implies that the dual derivative D∗(f)(w∗) is Ho¨lder continuous.
When f is C1 Dini, then there is a constant C > 0 such that
|D∗(f)(w∗)−D∗(f)(w˜∗)| ≤ Cω˜(τn−1).
Thus the dual derivative D∗(f)(w∗) is continuous and its modulus of continuity
is controlled by ω˜(τn−1). We proved the theorem. 
5. Teichmu¨ller spaces and dual derivatives
For a fixed integer d ≥ 2, let C1+ be the space of all C1+α, 0 < α ≤ 1,
expanding circle endomorphisms of degree d. Take qd(z) = z
d as a basepoint
in C1+. A marked C1+ circle endomorphism by qd is a pair (f, hf ) where
f ∈ C1+ and hf is the orientation-preserving homeomorphism of T such that
hf (1) = 1 and
f ◦ hf = hf ◦ qd.
From Corollary 1, for any marked C1+ circle endomorphism (f, hf ) by qd,
hf is quasisymmetric. Thus we can define Teichmu¨ller equivalence relation
∼T , Teichmu¨ller space, and Teichmu´ller type metric as follows.
Definition 4. Two marked C1+ circle endomorphisms are equivalent, denoted
as (f, hf ) ∼T (g, hg), if hf ◦ h
−1
g is a C
1-diffeomorphism.
Definition 5. The Teichmu¨ller space
T C1+ = {[(f, hf )] | f ∈ C
1+, with the basepoint [(qd, id)]}
is defined as the space of all ∼T -equivalence classes [(f, hf )] in the space of all
marked C1+ circle endomorphisms by qd.
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Now let us define the Teichmu¨ller type metric dT (·, ·) on T C
1+. We first
consider the universal Teichmu¨ller space. We refer to [1, 12, 27] as standard
references for this subject. LetQS be the set of all quasisymmetric orientation-
preserving homeomorphisms of the unit circle T factored by the space of all
Mo¨bius transformations of the circle. (Then QS may be identified with the set
of all quasisymmetric orientation-preserving homeomorphisms of the unit circle
fixing three points). Let S be the subset of QS consisting of all symmetric
orientation-preserving homeomorphisms of the unit circle T . The space S is a
subgroup of QS closed in the Teichmu¨ller topology. For any h ∈ QS, let Eh
be the set of all quasiconformal extensions of h into the unit disk. For each
h˜ ∈ Eh, let
µh˜ =
h˜z
h˜z
be its complex dilatation. Let
kh˜ = ‖µ(z)‖∞ and Kh˜ =
1 + kh˜
1− kh˜
.
Here Kh˜ is called the quasiconformal dilatation of h˜. Using quasiconformal
dilatation, we can define a distance in QS by
dT (h1, h2) =
1
2
inf{logKh˜1h˜−12
| h˜1 ∈ Eh1 , h˜2 ∈ E2}.
Here (QS , d) is called the universal Teichmu¨ller space. It is a complete metric
space and a complex manifold with complex structure compatible with the
Hilbert transform.
The topology coming from the metric dT on QS induces a topology on the
factor space QS mod S. Given two cosets Sf and Sg in this factor space,
define a metric by
dT (Sf,Sg) = inf
A,B∈S
d(Af,Bg).
The quotient space QS mod S with this metric is a complete metric space and
a complex manifold. The topology on (QS mod S, dT ) is the finest topology
which makes the projection π : QS → QS mod S continuous, and π is also
holomorphic.
An equivalent topology on the quotient space QS mod S can be defined as
follows. For any h ∈ QS, let h˜ be a quasiconformal extension of h to a small
neighborhood U of T in the complex plane. Let
µh˜ =
h˜z
h˜z
, z ∈ U
and
kh˜ = ‖µ(z)‖∞,U and Bh˜ =
1 + kh˜
1− kh˜
.
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Then the boundary dilatation h is defined as
Bh = inf
U,h˜
Bh˜,
where the infimum is taken over all quasiconformal extensions h˜ of h in a
neighborhood U of T . It is known that h is symmetric if and only if Bh = 1.
Define
d˜(h1, h2) =
1
2
logBh−1
2
h1
.
The two metrics d and d˜ on QS mod S are equal.
The Teichmu¨ller type metric dT (·, ·) on T C
1+ is defined similarly as follows.
Let Π and Π′ be two points in T C1+. Then
dT (Π,Π
′) =
1
2
logBh−1
f
◦hg
,
where Π,Π′ ∈ T C1+ and (f, hf ) ∈ Π and (g, τg) ∈ Π
′. Since dT (·, ·) is defined
by d˜(·, ·), it easy to check it satisfies the symmetric condition and the triangle
inequality. If we have that dT (Π,Π
′) = 0 if and only if Π = Π′, then dT (·, ·) is
indeed a metric. To prove this property, we need the following rigidity result.
Suppose f, g ∈ C1+ are conjugate by an orientation-preserving homeomor-
phism h, that is,
f ◦ h = h ◦ g.
If h is differentiable at p ∈ T , then, from the last equation, h is differentiable
at all points in
BI(p) = ∪∞n=0f
−n(p),
the set of all backward images of p.
Definition 6. We call h differentiable at p ∈ T with uniform bound if there
are a small neighborhood Z of p and a constant C > 0 such that
C−1 ≤ |h′(q)| ≤ C, q ∈ BI(p) ∩ Z.
Theorem 5. Suppose f, g ∈ C1+ are conjugate by an orientation-preserving
homeomorphism h, that is, f ◦ h = h ◦ g. Then h is a C1-diffeomorphism if
and only if h is differentiable at one point with uniform bound.
Proof. Note that h is differentiable if and only if its lift H is differentiable. If
H is a C1-diffeomorphism, then
1 = H(1) −H(0) =
∫ 1
0
H ′(x)dx.
So there is at least one point in [0, 1] such that H ′(x) 6= 0. This is the “only
if” part.
21
To prove the “if” part, supposeH is differentiable at x0 with uniform bound.
Let p0 = π(x0). Then the set of all backward images BI(p0) of p0 is dense in
T . The lift set B˜I(x0) of BI(p0) to [0, 1] are all points
xnm = F
−n(x0 +m), n = 0, 1, · · · , m = 0, 1, · · · , d
n − 1.
Since
H(Fn(xmn)) = G
n(H(xnm)) (mod 1),
H ′(xnm) =
H ′(x0)(F
n)′(xnm)
(Gn)′(H(xnm))
.
So H is differentiable at every point in S˜ with non-zero derivatives. Thus we
can take x0 ∈ (0, 1).
Let
x0 ∈ · · · ⊂ Iwk ⊂ Iwk−1 ⊂ · · · Iw1 ⊂ [0, 1]
be a sequence of nested intervals in the sequence of Markov partitions {ηk}
∞
k=0.
Assume I = Z = Iwn0 is the closure of a neighborhood of x0 in Definition 6,
that is, there is a constant C0 > 0 such that
C−10 ≤ |H
′(x)| ≤ C0, x ∈ B˜I(x0) ∩ I.
Consider the set S(I) of all intervals J ∈ ηn0+k such that J ⊂ I and F
k(J) =
I (mod 1) for k = 1, 2, · · · . Let Ω(I) be the union of all these intervals. Then,
just by the expanding property of f , the set Ω(I) has a full Lebesgue measure
in I.
For any J ∈ S(I), F k(J) = I (mod 1) and Gk(H(J)) = H(I) (mod 1) for
some k ≥ 1. We have
|H(J)|
|J |
=
(F k)′(ξ)
(Gk)′(η)
|H(I)|
|I|
.
Take x ∈ B˜I(x0) ∩ J . Then y = F
k(x) ∈ B˜I(x0) ∩ I and
(F k)′(x)
(Gk)′(H(x))
=
H ′(x)
H ′(y)
.
Thus
C−20 ≤
(F k)′(x)
(Gk)′(H(x))
≤ C20 .
This implies
C−20
(F k)′(x)
(F k)′(ξ)
(Gk)′(η)
(Gk)′(x)
|H(I)|
|I|
≤
|H(J)|
|J |
≤ C20
(F k)′(ξ)
(F k)′(x)
(Gk)′(x)
(Gk)′(η)
|H(I)|
|I|
.
From the Ho¨lder distortion property (1), there is a constant C1 > 1 such that
C−11 ≤
|H(J)|
|J |
≤ C1.
Since both Ω(I) and H(Ω(I)) have full measures in I and H(I), respectively,
from the additive formula, this implies that H|I is bi-Lipschtz.
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Since H|I is bi-Lipschitz, H ′ exists a.e. in I and is integrable. Since
(H|I)′(x) is measurable and H|I is a homeomorphism, we can find a point
y0 in I and a subset E0 containing y0 such that
1) H|I is differentiable at every point in E0;
2) y0 is a density point of E0;
3) H ′(y0) 6= 0; and
4) the derivative H ′|E0 is continuous at y0.
Since [0, 1] is compact, there is a subsequence {Fnk(y0) (mod 1)}
∞
k=1 con-
verging to a point z0 in [0, 1]. Without loss of generality, assume z0 ∈ (0, 1).
Let I0 = (a, b) be an open interval about z0. There is a sequence of inter-
val {Ik}
∞
k=1 such that y0 ∈ Ik ⊆ I and F
nk : Ik → I0 (mod 1) is a C
1+α
diffeomorphism. Then |Ik| goes to zero as k tends to infinity.
From the Ho¨lder distortion property (1), there is a constant C2 > 0, such
that ∣∣∣ log ( |(Fnk)′(w)|
|(Fnk)′(z)|
)∣∣∣ ≤ C2, ∀w, z ∈ Ik, ∀k ≥ 1.
Since y0 is a density point of E0, for any integer s > 0, there is an integer
ks > 0 such that
|E0 ∩ Ik|
|Ik|
≥ 1−
1
s
, ∀k ≥ ks.
Let Ek = F
nk(E0∩ Ik) (mod 1). Then H is differentiable at every point in Ek
and, from the Ho¨lder distortion property (1), there is a constant C3 > 0 such
that
|Ek ∩ I0|
|I0|
≥ 1−
C3
s
, ∀k ≥ ks.
Let
E = ∩∞s=1 ∪k≥ks Ek.
Then E has full measure in I0 and H is differentiable at every point in E with
non-zero derivative.
Next, we are going to prove that H ′|E is uniformly continuous. For any x
and y in E, let zk and wk be the preimages of x and y under the diffeomorphism
Fnk : Ik → I0 (mod 1). Then zk and wk are in E0. From H ◦ F = G ◦ H
(mod 1), we have that
H ′(x) =
(Gnk)′(H(zk))
(Fnk)′(zk)
H ′(zk)
and
H ′(y) =
(Gnk)′(H(wk))
(Fnk)′(wk)
H ′(wk).
So∣∣∣ log (H ′(x)
H ′(y)
)∣∣∣ ≤ ∣∣∣ log ∣∣∣ (Gnk)′(H(zk))
(Gnk)′(H(wk))
∣∣∣∣∣∣+∣∣∣ log ∣∣∣(Fnk)′(wk)
(Fnk)′(zk)
∣∣∣∣∣∣+∣∣∣ log (H ′(zk)
H ′(wk)
)∣∣∣.
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Suppose both f and g are C1+α for some 0 < α ≤ 1. From the Ho¨lder
distortion property (1), there is a constant C4 > 0 such that∣∣∣log ∣∣∣ (Fnk)′(wk)
(Fnk)′(zk)
∣∣∣∣∣∣ ≤ C4|x− y|α
and ∣∣∣log ∣∣∣ (Gnk)′(H(zk))
(Gnk)′(H(wk))
∣∣∣∣∣∣ ≤ C4|H(x)−H(y)|α
for all k ≥ 1. Therefore,∣∣∣ log (H ′(x)
H ′(y)
)∣∣∣ ≤ C4(|x− y|α + |H(x)−H(y)|α)+ ∣∣∣ log (H ′(zk)
H ′(wk)
)∣∣∣
for all k ≥ 1. Since H ′|E0 is continuous at y0, the last term in the last
inequality tends to zero as k goes to infinity. Hence∣∣∣ log (H ′(x)
H ′(y)
)∣∣∣ ≤ C4(|x− y|α + |H(x)−H(y)|α).
This means that H ′|E is uniformly continuous. So it can be extended to a
continuous function φ on I0. Because H|I0 is absolutely continuous and E has
full measure,
H(x) = H(a) +
∫ x
a
H ′(x)dx = H(a) +
∫ x
a
φ(x)dx
on I0. This implies that H|I0 is actually C
1. (This, furthermore, implies that
H|I0 is C
1+α).
Now for any x ∈ [0, 1], let J be an open interval about x. By the expanding
condition on f , there is an integer n > 0 and an open interval J0 ⊂ I0 such that
Fn : J0 → J (mod 1) is a C
1+α diffeomorphism. By the equation H ◦ F =
G ◦ H, we have that H|J is C1+α. Therefore, H is C1+α. We proved the
theorem. 
Remark 4. This kind of the rigidity phenomenon has been also studied for
one-dimensional dynamical systems with critical points in [15, 16, 17, 18, 19].
Remark 5. If f and g in Theorem 5 are both C1+1, then one can prove that
h is bi-Lipschitz by using a different argument which was given by Sullivan in
his lectures at the CUNY Graduate Center during 1986-1989 [38] as follows.
Suppose h is differentiable at a point x0 on the circle. Then
h(x) = h(x0) + h
′(x0)(x− x0) + o(|x− x0|)
for x close to x0. Suppose
f ◦ h = h ◦ g.
Consider {xn = f
n(x0)}
∞
n=0. Let 0 < a < 1 be a fixed number. Consider the
interval In = (xn, xn + a). Let Jn = (x0, zn) be an interval such that
fn : Jn → In
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is a C1+1 diffeomorphism. Let f−n : In → Jn denote its inverse. Since f is
expanding, the length |Jn| → 0 as n→∞. Similarly, we have that
gn : h(Jn)→ h(In)
is a C1+1 diffeomorphism. Let g−n : h(In) → h(Jn) be its inverse. Then we
have that
h(x) = gn ◦ h ◦ f−n(x), x ∈ In.
Let
αn(x) =
x− x0
xn − x0
: Jn → (0, 1)
and
βn(x) =
x− h(x0)
h(xn)− h(x0)
: h(Jn)→ (0, 1).
Then
h(x) = (gn ◦ β−1n ) ◦ (βn ◦ h ◦ α
−1
n ) ◦ (αn ◦ f
−n)(x), x ∈ In
From the Ho¨lder distortion property (1) for α = 1, we get∣∣∣ log |(f−n)′(x)
(f−n)′(y)
|
∣∣∣ ≤ C|x− y|, ∀ x, y ∈ In
and ∣∣∣ log | (g−n)′(x)
(f−n)′(y)
|
∣∣∣ ≤ C|x− y|, ∀ x, y ∈ h(In).
This implies that gn ◦ β−1n and αn ◦ f
−n are a sequence of b-Lipschitz homeo-
morphisms with a uniform Lipschitz constant. Therefore, they have convergent
subsequences. The map βn ◦ h ◦ α
−1
n converges to a linear map. Since the unit
circle is compact and all In with a fixed length a, ∩
∞
n=1In contains an interval
I. Thus h is a bi-Lipschitz homeomorphism on I. Since f and g are expanding,
this implies that h is bi-Lipschitz on the whole unit circle T .
However, this argument does not work for the case when 0 < α < 1. The
reason is that in this case, we have only∣∣∣ log |(f−n)′(x)
(f−n)′(y)
|
∣∣∣ ≤ C|x− y|α, ∀ x, y ∈ In
and ∣∣∣ log | (g−n)′(x)
(f−n)′(y)
|
∣∣∣ ≤ C|x− y|α, ∀ x, y ∈ h(In)
from the Ho¨lder distortion property (1). Therefore, gn ◦ β−1n and αn ◦ f
−n are
only a sequence of α-Ho¨lder homeomorphisms with a uniform Ho¨lder constant.
We can not conclude that h is bi-Lipschitz. The method developed in [15, 16,
17, 18, 19] (which is presented in the proof of Theorem 5) is, in particular,
useful for maps having only C1+α smoothness for 0 < α < 1.
Theorem 6. Suppose f, g ∈ C1+. Then (f, hf ) ∼T (g, hg) if and only if
D∗(f) = D∗(g). Furthermore, dT (Π,Π
′) = 0 if and only if Π = Π′.
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Proof. Let {ηn,f}
∞
n=1 and {ηn,g}
∞
n=1 be the corresponding sequences of nested
partitions on [0, 1] for f and g. Let
h = hf ◦ h
−1
g .
Then
f ◦ h = h ◦ g.
SupposeH is the lift of h such that H(0) = 0. Then for any interval Iwn ∈ ηn,f ,
H(Iwn) ∈ ηn,g.
Suppose (f, hf ) ∼T (g, hg). Then h is a C
1-diffeomorphism of T . For any
w∗ = · · · jn−1 · · · j1j0 ∈ Σ
∗, let w∗n = jn−1 · · · j1j0 and v
∗
n−1 = jn−1 · · · j1. Then
D∗(g)(w∗n) =
|H(Ivn−1)|
|H(Iwn)|
=
H ′(ξ)
H ′(̺)
|Ivn−1 |
|Iwn |
=
H ′(ξ)
H ′(̺)
D∗(f)(w∗n).
This implies that
D∗(g)(w∗) = D∗(f)(w∗).
Now suppose D∗(g)(w∗) = D∗(f)(w∗). Since f and g are both C1+α ex-
panding for some 0 < α ≤ 1, there are constants C > 0 and 0 < τ < 1 such
that
|D∗(f)(w∗)−D∗(f)(w∗n)| ≤ Cτ
n and |D∗(g)(w∗)−D∗(g)(w∗n)| ≤ Cτ
n.
This implies that there is a constant C ′ > 0 such that
D∗(g)(w∗n)
D∗(f)(w∗n)
≤ 1 + C ′τn, ∀n > 0.
Let C ′′ =
∏∞
n=0(1 + C
′τ ′). Then
|H(Iwn)|
|Iwn |
=
n∏
k=0
D∗(g)(w∗n−k)
D∗(f)(w∗n−k)
≤ C ′′, ∀wn, ∀n > 0.
From the additive formula, we conclude that H is Lipschitz continuous. But
a Lipschitz continuous function is absolutely continuous (at this point, we
can also use a theorem of Shub and Sullivan [33] to show that h is a C1-
diffeomorphism), so it is differentiable almost everywhere. Since H is a home-
omorphism, it must have a differentiable point with non-zero derivative. Now
Theorem 5 implies that that h is C1-diffeomorphism.
From the definition, dT (Π,Π
′) = 0 if and only if h = h−1f ◦ hg is symmetric.
If Π = Π′, then h = h−1f ◦ hg is C
1-diffeomorphism. So it is symmetric.
On the other hand, if h = h−1f ◦hg is symmetric, then from Lemma 1, there
is a bounded function ε(t) > 0 such that ε(t) → 0 as t → 0 and a constant
0 < τ < 1 such that
|D∗(g)(w∗n)−D
∗(f)(w∗n)| =
∣∣∣ |H(Ivn−1)|
|H(Iwn)|
−
|Ivn−1 |
|Iwn |
∣∣∣ ≤ ε(τn).
We get
D∗(g)(w∗) = D∗(f)(w∗).
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This further implies that h is a C1-diffeomorphism. So Π = Π′. 
Definition 7. We call dT (·, ·) the Teichmu¨ller metric on T C
1+.
Following Theorem 6, we can set up a one-to-one correspondence between
the Teichmu¨ller space T C1+ and the space of all Ho¨lder continuous dual deriva-
tives:
Π = [(f, hf )]→ D
∗(f)(w∗).
Therefore,
(7) T C1+ = {D∗(f)(w∗) | f ∈ C1+}
equipped with the Teichmu¨ller metric dT (·, ·). However, this is not a complete
space. Next we will study the completion of this space.
Let d ≥ 2 be the same fixed integer. Suppose US is the space of all uniformly
symmetric circle endomorphisms of degree d. We define the Teichmu¨ller space
for US as we did for C1+.
Let qd(z) = z
d be the basepoint in US. A marked circle endomorphism
by qd is a pair (f, hf ), where f ∈ US and hf is the orientation-preserving
homeomorphism of T such that hf (1) = 1 and
f ◦ hf = hf ◦ qd.
From Corollary 1, for any marked circle endomorphism (f, hf ) by qd, hf is
quasisymmetric. Thus we can define Teichmu¨ller equivalence relation ∼T ,
Teichmu¨ller space, and Teichmu´ller metric as follows.
Definition 8. Two marked circle endomorphisms are equivalent, denoted as
(f, hf ) ∼T (g, hg), if hf ◦ h
−1
g is a symmetric homeomorphism.
Definition 9. The Teichmu¨ller space
T US = {[(f, hf )] | f ∈ US, with the basepoint [(qd, id)]}
is the space of all ∼T -equivalence classes [(f, hf )] in the space of all marked
circle endomorphisms by qd. Teichmu¨ller metric dT (·, ·) is defined as
dT (Ψ,Ψ
′) =
1
2
logBh−1
f
◦hg
where (f, hf ) ∈ Ψ and (g, hg) ∈ Ψ
′.
If f, g ∈ C1+ and if the conjugacy h between f and g is symmetric, then from
Theorem 6, h must be a C1-diffeomorphism. This implies that the Teichmu¨ller
space T C1+ is indeed a subspace of the Teichmu¨ller space T US. Furthermore,
we have that
Theorem 7. The space (T US, dT (·, ·)) is a complete space and is the com-
pletion of the space (T C1+, dT (·, ·)).
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Our proof of this theorem needs some result for asymptotically conformal
circle endomorphisms in [11]. For the purpose of self-contained of this paper
and for the convenience of the reader, we includes some materials from [11] in
the next section. Therefore, we delay the proof of Theorem 7 into the next
section.
6. Asymptotically conformal circle endomorphisms
Suppose g is a quasiconformal homeomorphism defined on a plane domain
Ω. Let
µ(z) =
gz
gz
for z ∈ Ω and let
Kz(g) =
1 + |µ(z)|
1− |µ(z)|
.
Here Kz(g) is called the dilatation of g at z.
Suppose H is a quasisymmetric homeomorphism of the real line. Define the
skew quasisymmetric distortion function as
ρ(x, y, k) =
|H(x+ ky)−H(x)|
|H(y)−H(x)|
.
In particular, let ρ(x, y) = ρ(x, y, 1). The Beurling-Ahlfors extension proce-
dure provides a canonical extension H˜ of any quasisymmetric homeomorphism
H to the whole complex plane such that the Beltrami coefficient µ of H˜ sat-
isfies ‖µ‖∞ < 1. Furthermore, it satisfies the following well-known theorem
(see [12]).
Theorem 8. The Beurling-Ahlfors extension of a quasisymmetric self-mapping
H of the real axis has a Beltrami coefficient µ with |µ(x+ iy)| ≤ η(y) for some
vanishing function η(y) if, and only if, there is a vanishing function ǫ(y) such
that
1
1 + ǫ(y)
≤ ρH(x, y) ≤ 1 + ǫ(y).
A generalization of Theorem 8 can be founded in [6] and in [11] with a
complete proof.
Theorem 9. Suppose the skew quasisymmetric distortion functions ρ0(x, y, k)
and ρ1(x, y, k) of H0 and H1 satisfy the inequality
|ρ0(x, y, k)− ρ1(x, y, k)|, |ρ0(x,−y, k)− ρ1(x,−y, k)| ≤ ǫ(y)
for x, y > 0 ∈ R and 0 < k ≤ 1, where ǫ(y) is a vanishing function, that is,
ǫ(y) → 0 as y → R. Suppose furthermore that µ0 and µ1 are the Beltrami
coefficients of the Beurling-Ahlfors extensions H˜0 and H˜1, that is,
µ0(z) =
H˜0z
H˜0z
and µ1(z) =
H˜1z
H˜1z
.
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Then there is a vanishing function η(y) depending only on ǫ(y) such that
|µ0(x+ iy)− µ1(x+ iy)| ≤ η(y).
Conversely, given two quasiconformal maps H˜0 and H˜1 preserving the real
axis and a vanishing function η(y) such that
|µ0(z)− µ1(z)| ≤ η(y),
then there is a vanishing function ǫ(y) such that
|ρ0(x, y, k)− ρ1(x, y, k)|, |ρ0(x,−y, k)− ρ1(x,−y, k)| ≤ ǫ(y)
for x, y > 0 ∈ R and 0 < k ≤ 1, where H0 and H1 are the restrictions of H˜0
and H˜1 to the real axis.
Proof. We adapt the proof from [11]. We take the following formulas as the
definition of the Beurling-Ahlfors extension:
H˜ = U + iV,
where
(8) U(x, y) =
1
2y
∫ x+y
x−y
H(s)ds =
1
2
∫ 1
−1
H(x+ ky)dk
and
(9) V (x, y) =
1
y
∫ x+y
x
H(s)ds −
1
y
∫ x
x−y
H(s)ds.
In (8) and (9) we have chosen a normalization slightly different from the one
given in [1]. It has the property that the extension of the identity is the identity
and the extension is affinely natural, by which we mean that for affine maps
A and B,
i˜dR = idC
and
˜A ◦H ◦B = A ◦ H˜ ◦B.
Note that
(10)
∫ 1
0
ρ(x, y, k)dk =
1
H(x)−H(x− y)
(
1
y
∫ x+y
x
H(s)ds−H(x)
)
and
(11)
∫ 1
0
ρ(x,−y, k)dk =
1
H(x+ y)−H(x)
(
H(x)−
1
y
∫ x
x−y
H(s)ds
)
.
Let
(12)
L = H(x)−H(x− y)
R = H(x+ y)−H(x)
L′ = H(x)− 1y
∫ x
x−yH(s)ds,
R′ = 1y
∫ x+y
x H(s)ds−H(x).
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and let ρ+(x, y) =
∫ 1
0 ρ(x, y, k)dk and ρ−(x, y) =
∫ 1
0 ρ(x,−y, k)dk. Let ρ(x, y) =
ρH(x, y). Then
(13)
ρ(x, y) = R/L
ρ+(x, y) = R
′/L
ρ−(x, y) = L
′/R.
Notice that for symmetric homeomorphisms the quantity ρ approaches 1 and
the two quantities ρ+ and ρ− approach 1/2 as y approaches zero. The complex
dilatation of H˜ is given by
µ(z) =
K(z)− 1
K(z) + 1
where
K(z) =
H˜z + H˜z
H˜z − H˜z
=
(U + iV )z + (U + iV )z
(U + iV )z − (U + iV )z
=
(U + iV )x − i(U + iV )y + (U + iV )x + i(U + iV )y
(U + iV )x − i(U + iV )y − (U + iV )x − i(U + iV )y
=
Ux + iVx
Vy − iUy
.
Thus
K(z) =
1 + ia
b− ic
,
where a = Vx/Ux, b = Vy/Ux and c = Uy/Ux.
To find estimates for these three ratios we must find expressions for the four
partial derivatives of U and V in (8) and (9). In the notation of (12)
Ux =
1
2y (R+ L),
Vx =
1
y (R− L) ,
Vy =
1
y (R+ L)−
1
y (R
′ + L′) ,
Uy =
1
2y (R− L)−
1
2y (R
′ − L′) .
Thus
a(1 + ρ) = 2R−LR+L ·
R+L
L ,
b(1 + ρ) = 2R+L−R
′−L′
R+L ·
R+L
L = 2 (R/L+ 1−R
′/L− (R/L)(L′/R)) ,
c(1 + ρ) = R−L−R
′+L′
R+L ·
R+L
L = R/L− 1−R
′/L+ (R/L)(L′/R).
Finally, we obtain
(14)
a = 2(ρ−1)ρ+1 ,
b = 2(ρ+1−ρ+−ρρ−)ρ+1 ,
c = ρ−1+ρ++ρρ−ρ+1 .
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Since K(z) = (1+ ia)/(b− ic), K(z)+1 = (1+ ia+ b− ic)/(b− ic), we have
µ1(z)− µ0(z) =
K1(z)− 1
K1(z) + 1
−
K0(z)− 1
K0(z) + 1
= 2
K1(z)−K0(z)
(K1(z) + 1)(K0(z) + 1)
=
2
(1 + ia1)(b0 − ic0)− (1 + ia0)(b1 − ic1)
(1 + ia1 + b1 − ic1)(1 + ia0 + b0 − ic0)
=
(15) 2
(a1 − a0)(ib1 + c1) + (b0 − b1)(1 + ia1) + (c1 − c0)(i− a1)
(1 + ia1 + b1 − ic1)(1 + ia0 + b0 − ic0)
.
From the equation for b in (14) and the inequalities ρ+ < ρ and ρρ− < 1, we
see that b > 0. Since this inequality is true for b1 and for b0, it follows that the
denominator in (15) is greater than 1. These equations show that if a0, b0, c0
converge to a1, b1, c1, as y approaches zero, then µ0 approaches µ1. Clearly ρ0
approaches ρ1 implies a0 approaches a1.
From the hypothesis
|ρ0(x, y, k)− ρ1(x, y, k)|, |ρ0(x,−y, k)− ρ1(x,−y, k)| ≤ ǫ(y)
for x, y > 0 ∈ R and 0 < k ≤ 1, we have that
|ρ1+(x, y)− ρ0+(x, y)| ≤
∫ 1
0
|ρ1(x, y, k) − ρ0(x, y, k)|dk ≤ ǫ(y)
and
|ρ1−(x, y)− ρ0−(x, y)| ≤
∫ 1
0
|ρ1(x,−y, k)− ρ0(x,−y, k)|dk ≤ ǫ(y).
This implies that b0, c0 converge to b1, c1, as y approaches zero. This completes
the proof of the first half of the theorem.
Since the subsequent arguments do not require the second half, we only
sketch the proof. Notice that if H˜0 and H˜1 are quasiconformal self-maps of
the complex plane preserving the real axis with Beltrami coefficients µ0 and
µ1 satisfying
|µ0(z)− µ1(z)| ≤ ǫ(y)
for a vanishing function ǫ(y), then the quasiconformal map H˜1 ◦ (H˜0)
−1 has
Beltrami coefficient σ with
|σ(z)| ≤ ǫ′(y)
for another vanishing function ǫ′(y). Then H˜1 ◦ (H˜0)
−1 carries the extremal
length problem for the family of curves joining [−∞, H˜0(x−y)] to [H˜0(x), H˜0(x+
ky)] to the extremal length problem for the family of curves joining [−∞, H˜1(x−
y)] to [H˜1(x), H˜1(x+ ky)]. If Λ0(x, y, k) and Λ1(x, y, k) are these two extremal
lengths, then by the Gro¨tzsch argument there is another vanishing function
ǫ′′(y) such that ∣∣∣∣log Λ0(x, y, k)Λ1(x, y, k)
∣∣∣∣ ≤ ǫ′′(y).
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In [1] Ahlfors shows that if Λ is the extremal length of the curve family that
joins the interval [−∞,−1] to [0,m], Λ is an increasing real analytic function
of m. In particular,
(16)
∣∣∣∣log m0m1
∣∣∣∣ < ǫ if and only if
∣∣∣∣log Λ0Λ1
∣∣∣∣ < ǫ′
and ǫ and ǫ′ approach zero simultaneously.
Hence by (16) there is another vanishing function η(y) such that∣∣∣∣H0(x+ ky)−H0(x)H0(x)−H0(x− y) − H1(x+ ky)−H1(x)H1(x)−H1(x− y)
∣∣∣∣ ≤ η(y).
Similarly, we have that∣∣∣∣H0(x)−H0(x− ky)H0(x+ y)−H0(x) − H1(x)−H1(x− ky)H1(x+ y)−H1(x)
∣∣∣∣ ≤ η(y).
This completes the proof of the second half of the theorem. 
Definition 10. We call a circle endomorphism f of degree d ≥ 2 a uniformly
asymptotically conformal if it has a reflection invariant extension f˜ defined in
a small annulus r < |z| < 1/r such that
f˜(1/z) = 1/f˜(z),
and such that for every ǫ > 0 there exists a possibly smaller annulus U = {z :
r′ < |z| < 1/r′} such that
(17) Kz(f˜
−n) < 1 + ǫ
for almost all z in U. and all n > 0.
From the quasiconformal mapping theory (see [1]), if f˜ is a uniformly asymp-
totically conformal, then the restriction f of f˜ to the unit circle T is uniformly
symmetric. It is also easy to see that if f˜ acting on a neighborhood of the
unit circle with f˜(1) = 1 is uniformly asymptotically conformal if and only if
there is a unique lift F˜ to an infinite strip containing R and bounded by lines
parallel to R such that
1) π ◦ F˜ = f˜ ◦ π,,
2.) F˜ (0) = 0,
3.) F˜ (z + 1) = F˜ (z) + d, and
4.) F˜ preserves the real axis and F˜ (z) = F˜ (z).
In light of the above, we have an equivalent definition.
Definition 11. We call a circle endomorphism f a uniformly asymptotically
conformal if for every ǫ > 0, there is a δ > 0 such that if the absolute value of
y = Im z is less than δ, then
(18) Kz(F˜
−n) < 1 + ǫ
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for all n > 0.
The following theorem is proved in [11]. For the purpose of self-contained
of this paper, we include the proof.
Theorem 10. A circle endomorphism f of degree d ≥ 2 is uniformly sym-
metric if and only if it is uniformly asymptotically conformal.
Before to prove this theorem, we prove the following lemma. Let ζ(M) be
the function in Lemma 1.
Lemma 2. Let ϑ(M) = M − 1 +Mζ(M). Then for any homeomorphism
H of R and any x, y > 0 ∈ R, if H restricted to the interval [x − y, x + y] is
M -quasisymmetric, then
max {|ρH(x, y, k)− k|, |ρH (x,−y, k)− k|} ≤ ϑ(M), ∀ 0 < k ≤ 1.
Proof. Consider Hˆ(k) = (H(x+ky)−H(x))/(H(x+y)−H(x)). Then Hˆ(1) = 1
and Hˆ(0) = 0. Also, Hˆ is quasisymmetric because
Hˆ(k + j)− Hˆ(k)
Hˆ(k)− Hˆ(k − j)
=
H(x+ ky + jh)−H(x+ ky)
H(x+ ky)−H(x+ ky − jy)
for any 0 ≤ k ≤ 1 and j > 0 such that [k− j, k+ j] ⊂ [0, 1] and this is bounded
above by M and below by 1/M because H is M -quasisymmetric. So, from
Lemma 1,
k − ζ(M) ≤
H(x+ ky)−H(x)
H(x+ y)−H(x)
≤ k + ζ(M).
Thus
(k − ζ(M))ρH(x, y) ≤
H(x+ ky)−H(x)
H(x)−H(x− y)
≤ (k + ζ(M))ρH(x, y).
Since 1/M ≤ ρH(x, y) ≤M and we are assuming that 0 < k ≤ 1, this implies
that
|ρH(x, y, k) − k| ≤ ϑ(M) =M − 1 +Mζ(M).
Similarly, we have that
|ρH(x,−y, k) − k| ≤ ϑ(M) =M − 1 +Mζ(M).

Proof of Theorem 10. We only need to prove the ”only if” part. Let F be the
lift to the real axis of f such that F (0) = 0, F (x + 1) = F (x) + d and such
that π ◦ F = f ◦ π. By Theorem 1, there is a quasisymmetric homeomorphism
H of R fixing 0 and 1 such that
i) H ◦ P ◦H−1 = F where P (x) = dx, and
ii) H ◦ T ◦H−1 = T where T (x) = x+ 1.
It will suffice to find an extension F˜ of F such that
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(1) F˜ ◦ T (z) = T d ◦ F˜ (z) and
(2) the Beltrami coefficients µF˜−n of F˜
−n satisfy
|µF˜−n(x+ iy)| ≤ ǫ(y)
where ǫ(y) is independent of n and x.
Let H˜ be a reflection invariant quasiconformal extension of H. We define
F˜ = H˜ ◦ P ◦ H˜−1
since H˜ extends H, clearly F˜ extends F and is a reflection invariant extension.
Suppose ρ0(x, y, k) and ρ1(x, y, k) are the skew quasisymmetric distortions
of F−n ◦H and H. By Lemma 2, there is a vanishing function ǫ(y) such that
|ρ0(x, y, k)− ρ1(x, y, k)|, |ρ0(x,−y, k)− ρ1(x,−y, k)| ≤ ǫ(y)
for all real numbers x, all y > 0, all k with 0 < k ≤ 1 and all n ≥ 1. Applying
Theorem 9, there is another vanishing function η(y) such that the Beltrami
coefficients µ ˜F−n◦H
and µH˜ satisfy
|µ ˜F−n◦H
(z)− µH˜(z)| ≤ η(y), ∀ n > 0.
Since
˜F−n ◦H = ˜H ◦ P−n = H˜ ◦ P−n,
we conclude that
|µH˜(d
−nz)− µH˜(z)| ≤ η(y).
Also, since the Beurling-Ahlfors extension is affinely natural, µH˜(T (z)) =
µH˜(z) and H˜ ◦ T ◦ H˜
−1(z) = T (z). We conclude that F˜ = H˜ ◦ P ◦ H˜−1
is uniformly asymptotically conformal. 
Proof of Theorem 7. Suppose {κn}
∞
n=1 = {[(fn, hn)]}
∞
n=1 is a Cauchy sequence
in T US. Then
dT (Shn,Shm)→ 0 as m,n→∞.
We may assume by working modulo S that h−1n hm tends to the identity map
as m and n go to infinity. Therefore, {hn}
∞
n=1 is a Cauchy sequence in the
universal Teichmu¨ller space and hn tends to a quasisymmetric map h as n
goes to infinity.
Since fn = h
−1
n qdhn for all n ≥ 1, fn = h
−1
n hmfmh
−1
m hn for all n,m ≥ 1.
Let gn,wk be inverse branches of f
k
n defined on T \ {1}. By considering their
lifts to R, we can think of them as defined on the whole circle T . Then
gn,wk = h
−1
n hmgm,wkh
−1
m hn.
Let knm = h
−1
n hm and let
ρnm = sup
x∈T,t>0
|knm(x+ t)− knm(x)|
|knm(x)− knm(x− t)|
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be its quasisymmetric distortion. Then ρnm → 1 as n,m→∞. Let
ρ(gn,wk , t) = sup
x∈T
|gn,wk(x+ t)− gn,wk(x)|
|gn,wk(x)− gn,wk(x− t)|
, t > 0,
be the quasisymmetric distortion of gn,wk . Then we have that
ρ(gn,wk , t) ≤ ρ
2
nmρ(gm,wk , t), ∀ n,m ≥ 1.
So there is a positive bounded function ǫ(t)→ 1 as t→ 0 such that
ρ(gn,wk , t) ≤ ǫ(t), ∀ n ≥ 1, ∀ wk, ∀ t > 0.
Define f = h−1qdh. Let gwk be inverse branches of f
k defined on T \ {1}.
By considering their lifts to R, we think of them as defined on the whole circle
T . Let
ρ(gwk , t) = sup
x∈T
|gwk(x+ t)− gwk(x)|
|gwk(x)− gwk(x− t)|
, t > 0,
be the quasisymmetric distortion of gwk .
Let ln = h
−1hn. Then f = lnfnl
−1
n for all n > 0. Let
ρ(ln) = sup
x∈T,t>0
|ln(x+ t)− ln(x)|
|ln(x)− ln(x− t)|
be the quasisymmetric constant of ln. Then {ρ(ln)}
∞
n=1 is a bounded sequence.
(Actually, ρn → 1 as n→∞.)
Since gwk = lngn,wk l
−1
n ,
ρ(gwk , t) ≤ (ρ(ln))
2ǫ(t) ≤ sup
n≥1
{(ρ(ln))
2}ǫ(t), ∀ wk, ∀ n > 0, ∀ t > 0.
This means that f is uniformly symmetric, so [(f, h)] ∈ T US. But fn → f as
n→∞ in T US. Thus T US is complete.
For any [(f, h)] ∈ T US and any ǫ > 0, we will prove that there is an analytic
circle map fǫ in C
1+α such that [(fǫ, hǫ)] is in the ǫ-neighborhood of [(f, h)] in
T US. We use a technique in complex dynamics (refer to [9]) to construct fǫ
as follows.
Consider a quasiconformal extension h˜ of h to the complex plane. Then
f˜ = h˜qdh˜
−1 is a quasiregular map of the complex plane. Let
µf˜n(z) =
(f˜n)z(z)
(f˜n)z(z)
be the Beltrami coefficient of f˜n. Assume µf˜n(z) is symmetric about the unit
circle, that is, µf˜n(z) = µf˜n(1/z).
Since f is uniformly symmetric, from Theorem 10, we can pick an extension
f˜ (equivalently, pick an extension h˜ of the conjugacy h) such that there is a
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function γ(t)→ 0 as t→ 0 and such that |µf˜n(z)| ≤ γ(|z|
2n − 1) for all n > 0
and a.e. z. From calculus,
µf˜n(z) =
µh˜(q
n
d (z)) − µh˜(z)
1 + µh˜(q
n
d (z))µh˜(z)
Θ(z), where |Θ(z)| = 1.
This implies that
|µh˜(q
n
d (z)) − µh˜(z)| ≤ Cγ(|z|
2n − 1)
for all n > 0 and a.e. z where C > 0 is a constant. For any ǫ > 0, we have a
δ > 0 such that γ(t) < ǫ/C for all 0 ≤ t < δ. Let
A0 = {z ∈ C | 1− δ < |z| < (1− δ)
1/2} ∪ {z ∈ C | (1 + δ)1/2 < |z| < 1 + δ}
and set An = q
−n
d (A0). Define µ(z) = µh˜(z) for z ∈ C \ (∪
∞
n=1An) and
µ = µh˜(q
n
d (z)) for z ∈ An and n > 0. Then µ is a Beltrami coefficient
defined on the complex plane and symmetric about the unit circle. Let ϕ be a
quasiconformal homeomorphism solving the Beltrami equation ϕz = µ(z)ϕz .
Then φ|T is a homeomorphism of T . Define
f˜ǫ = ϕqdϕ
−1.
From calculus,
µf˜ǫ(z) =
µ(qd(z)) − µ(z)
1 + µ(qd(z))µ(z)
Θ(z), where |Θ(z)| = 1.
So (f˜ǫ)z = 0 for (1 − δ)
1/2 < |z| < (1 + δ)1/2, that is, fǫ = f˜ǫ|T is analytic.
Because |µ(z)−µf˜ (z)| < ǫ for all z ∈ C, fǫ is ǫ-approximate to f in the metric
dT (·, ·).
The sequence of Markov partitions {̟n,f}
∞
n=0 is just an image of the se-
quence of Markov partions {̟n,qd}
∞
n=0 under ϕ|T . Since ϕ|T is quasisym-
metric and {ηn,qd}
∞
n=0 has bounded geometry, then {̟n,f}
∞
n=0 has bounded
geometry. A real analytic circle endomorphism having bounded geometry is
expanding (refer to [16, Chapter 3] or [23]). Thus fǫ ∈ C
1+. This completes
the proof. 
7. Contractibility
By definition, a topological space X is contractible if there is a continuous
map
Ψ(x, t) : X × [0, 1]→ X
such that Ψ(x, 0) = x and Ψ(x, 1) = x0 for all x ∈ X where x0 is a fixed point
in X. In this section, we prove the following theorem.
Theorem 11. The space T US is contractible.
36 YUNPING JIANG
Proof. Let x0 = [(qd, id)] be the basepoint of T US. For any x ∈ T US, let
(f, hf ) be a representation in x. From Theorem 10, (f, hf ) has an extension
(f˜ , h˜f ) over an annulus neighborhood {z | 1/r < |z| < r} for some r > 1 such
that f˜ is symmetric about T and such that
|µf˜−n(z)| ≤ η(y), z = x+ yi
for a vanishing function η(y), where f˜−n means any inverse branch of f˜n. Since
f˜n = h˜f ◦ q
n
d ◦ h˜
−1
f ,
we have that
µf˜−n(z) = θ(z)
µh˜f (q
−n
d (z))− µh˜f (z)
1− µh˜f (q
−n
d (z))µh˜f (z)
where |θ(z)| = 1 and ‖µh˜f ‖∞ ≤ k < 1. (Again f˜
−n means any inverse branch
of f˜n and q−n means the corresponding inverse branch of qn.) This implies
that
|µh˜f (q
−n
d (z))− µh˜f (z)| ≤ η˜(y), z = x+ iy
for a vanishing function η˜(y).
Let µ = µh˜f and h
tµ be the unique solution of the Beltrami equation with
Beltrami coefficient tµ for 0 ≤ t ≤ 1. From the measurable Riemann map-
ping theorem, we know that htµ depends on t and µ continuously. (Actually,
if we consider t as a complex parameter, then htµ depends on t and µ holo-
morphically.) Then f˜t = h
tµ ◦ qd ◦ (h
tµ)−1 is a continuous family of circle
endomorphisms such that
µf˜−nt
(z) = θt(z)
t(µh˜f (q
−n
d (z)) − µh˜f (z))
1 − t2µh˜f (q
−n
d (z))µh˜f (z)
≤ ηˆ(y), z = x+ iy
for a vanishing function ηˆ(y). Thus (f˜t, h
tµ) is a continuous family of uniformly
asymptotically conformal maps.
Let ft = f˜t|T and ht = h
tµ|T . Then (ft, ht) is a continuous family of marked
uniformly symmetric circle endomorphism. Thus τt = [(ft, ht)] is a continuous
path in T US connecting τ and the basepoint [qd].
Define
Ψ(τ, t) = τt : T US × [0, 1]→ T US
is a continuous homotopy map moving every point to the basepoint. So T US
is contractible. 
Remark 6. For any fixed 0 < α ≤ 1, let C1+α be the space of all C1+α
circle expanding endomorphisms. Then C1+α is also a contractible space. It is
a fact communicated to me by Anatole Katok. The proof can be as follows.
Let f be a C1+α circle expanding endomorphism. There is a C1+α circle
diffeomorphism h such that g = h−1◦f ◦h preserves the Lebesgue measure (see,
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for example, [22]). The derivative h′ is the unique fixed point of the positive
transfer operator (or called Ruelle’s Perron-Fro¨bius operator)
Lφ(z) =
∑
w∈f−1(z)
φ(w)
f ′(w)
from the space of all α-Ho¨lder continuous functions into itself. Since the fixed
point can be obtained from the contracting fixed point theorem (see, for exam-
ple, [24]), the fixed point depends on f continuously. Let H be the correspond-
ing map for h on the real line. Define
H ′t(x) = tH
′(x) + (1− t), 0 ≤ t ≤ 1.
Then we have that H ′t(x) is an α-Ho¨lder continuous positive periodic function
of period 1 and that Ht(x) =
∫ x
0 H
′
t(ξ)dξ is a C
1+α diffeomorphism of the real
line satisfying Ht(x + 1) = Ht(x) + 1 and Ht(0) = 0. Thus it a C
1+α circle
diffeomorphism. Let ht fixing 1 be the corresponding C
1+α diffeomorphism of
T . Define ft = h
−1
t ◦f◦ht. Since ht is C
1+α circle diffeomorphism, ft is a C
1+α
expanding circle endomorphism for any 0 ≤ t ≤ 1. Then γ1(t) = {ft}0≤t≤1 is
a continuous curve in C1+α connecting f and g.
Let G be the corresponding map for g on the real line. We have that G(x+
1) = G(x) + d and G′(x + 1) = G′(x). The fact that g preserves the Lebesgue
measure is equivalent to that
∑
0≤i≤d−1
1
G′(G−1(x+ i))
= 1, ∀x ∈ [0, 1].
This implies that G′(x) > 1 for all x ∈ [0, 1]. Define
G′t(x) = tG
′(x) + (1− t)d, x ∈ R, 0 ≤ t ≤ 1.
For any 0 ≤ t ≤ 1, we have that G′t(x + 1) = G
′
t(x) for all x ∈ R and that
G′t(x) > 1 for all x ∈ [0, 1]. Define Gt(x) =
∫ x
0 G
′
t(ξ)dξ. Then Gt(x + 1) =
Gt(x) + d for all x ∈ R. Thus Gt is a C
1+α expanding circle endomorphism.
Let gt be the corresponding one on T . Then γ2(t) = {gt}0≤t≤1 is a continuous
curve in C1+α connecting g and qd(z) = z
d.
Define
Ψ(f, t) =
{
γ1(2t), 0 ≤ t ≤
1
2 ;
γ2(2t− 1),
1
2 ≤ t ≤ 1.
Then Ψ(f, t) : C1+α → C1+α is a continuous homotopy map moving every point
to the point qd(z) = z
d. So C1+α is contractible.
Following the above argument, we have also that C1+ and T C1+ are both
contractible spaces.
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8. Linear model and dual derivative
Suppose f is a uniformly symmetric circle endomorphism of degree d ≥ 2.
Let D∗(f)(w∗) be its dual derivative.
δ = D∗(f)(· · · 000) = lim
n→∞
F−n(1)
F−(n+1)(1)
.
Let Υ(x) = x + 1 be the translation by 1 on the real line R. For any
x ∈ R = (−∞,∞), let
[x] = {y ∈ R | Υn(x) = y, for some integer n}
Then the unit circle can be thought as a topological space
R/Υ = {[x]}
with linear Lebesgue metric introduced from R. The copies of the unit circle
are [k, k + 1) for all integers k. The circle endomorphism f can be thought of
as a map
[x]→ [F (x) (mod 1)].
For each n > 0, consider the homeomorphism
ϑn(x) =
F−n(x)
F−n(1)
: R→ R.
The {ϑn(x)} is a sequence of uniformly symmetric homeomorphisms of R. We
would like to show that {ϑn(x)} is a convergent sequence and uniformly on
any compact set of R as follows.
For any ǫ > 0, there is an n0 > 0 such that F
−m on [0, F−n(1)] is (1 + ǫ)-
quasisymmetric for any m > n ≥ n0. Then
H(y) =
F−m+n(F−n(1)y)
F−m(1)
: [0, 1] → [0, 1]
is a (1 + ǫ)-quasisymmetric homeomorphism with H(0) = 0 and H(1) = 1.
From Lemma 1
|H(y)− y| ≤
ǫ
2
, ∀y ∈ [0, 1].
Thus for y = F−n(x)/F−n(1) for x ∈ [0, 1], we have
|ϑn+m(x)− ϑn(x)| < ǫ, ∀m > n ≥ n0.
This implies that {ϑn(x)}
∞
n=0 is a uniformly convergent Cauchy sequence on
[0, 1]. Thus it converges uniformly to a function ϑ(x) on [0, 1]. Similarly the
sequence of inverses {ϑ−1n (y) = F
n(F−n(1)y)}∞n=0 is also a uniformly conver-
gent Cauchy sequence, it converges uniformly to a function which is the inverse
of ϑ(x). So ϑ(x) is a homeomorphism. A direct calculation implies that ϑ(x)
is symmetric on [0, 1]. For any fixed k > 0, F−k maps [0, dk] onto [0, 1]. Using
the relation
ϑn+k(x) =
F−n(1)
F−n−k(1)
ϑn(F
−k(x)), x ∈ [0, dk],
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we get that {ϑn(x)}
∞
n=0 is a uniformly convergent Cauchy sequence on [0, d
k]
and converges to a uniformly symmetric homeomorphism ϑ(x), since {F−k}∞k=0
is uniformly symmetric. We conclude that {ϑn(x)} is a convergent sequence
and converges uniformly on any compact set of R+ = [0,∞); and the limit
function is a uniformly symmetric homeomorphism ϑ of R+. Moreover, ϑ(x)
conjugates F to a linear map x→ δx on R+, that is,
ϑ ◦ F ◦ ϑ−1(x) = δx, ∀x ≥ 0.
Similar, we can prove the above on R−1 = (−∞, 0].
The linear model of f is the conjugate function of the linear equivalence Υ
by ϑ, that is,
(19) L(x) = ϑ ◦Υ ◦ ϑ−1(x) = ϑ(ϑ−1(x) + 1).
Since
F ◦Υ(x) = Υd ◦ F,
We have
(20) L(0) = 1, and L(x) = δ−1Ld(δx), ∀x ∈ R.
Now we have a new point of view for the unit circle and the circle endomor-
phism f : For any x ∈ [0, 1), let
[x]L = {y ∈ R | L
n(x) = y, for some integer n}.
The unit circle can be thought as a topological space
R/L = {[x]L}
with the metric introduced from L. Copies of the unit circle now are all
intervals [ϑ(k), ϑ(k + 1)) = [Lk(0), Lk+1(0)) for all integers k. The circle en-
domorphism f can be thought of as a map
[x]L → [δx (mod L)].
Theorem 12. Suppose f and g are two uniformly symmetric circle endomor-
phisms of the same degree d ≥ 2. Let h be the conjugacy between f and g, that
is,
h ◦ f = g ◦ h.
Then h is a symmetric homeomorphism if and only if the linear models of f
and g are the same and D∗(f)(· · · 000) = D∗(g)(· · · 000).
Proof. Suppose h is symmetric. Applying Lemma 1, we have that
D∗(f)(· · · 000) = D∗(g)(· · · 000).
Let F , G, and H be the lifts of f , g, and h. Then
F−n(x) = H(G−n(H−1(x))).
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Since H(1) = 1, we get
F−n(x)
F−n(1)
=
H ◦G−n ◦H−1(x)
H ◦G−n(1)
.
Since H is symmetric, we get, by using Lemma 1,
ϑf (x) = ϑg ◦H
−1(x).
So
Lf (x) = ϑf (ϑ
−1
f (x) + 1) = ϑg(H
−1(H(ϑ−1g (x) + 1)))
= ϑg(H
−1(H(ϑ−1g (x))) + 1) = ϑg(ϑ
−1
g (x) + 1) = Lg(x).
Conversely, suppose Lf = Lg and
δ = D∗(f)(· · · 000) = D∗(g)(· · · 000).
Then
Lf (x) = ϑf (ϑf (x) + 1) = ϑg(ϑg(x) + 1) = Lg(x)
Let
H(x) = ϑ−1g ◦ ϑf (x).
We have H(x + 1) = H(x) + 1. So H is a symmetric circle homeomorphism.
Since
F (x) = ϑ−1f (δϑf (x)) and G(x) = ϑ
−1
g (δϑg(x)),
we get that
F (x) = H−1 ◦G ◦H(x).
So f and g are symmetrically conjugate. We proved the theorem. 
Suppose {ηn}
∞
n=0 is the sequence of nested partitions on [0, 1] for f . For any
w∗ ∈ Σ∗, let w∗n = jn−1 · · · j1j0 and v
∗
n−1 = jn−1 · · · j1. Since ϑ(x) is symmetric
on [0, 1] with ϑ(0) = 0 and ϑ(1) = 1, from Lemma 1,
D∗(f)(w∗) = lim
n→∞
|Ivn−1 |
|Iwn |
= lim
n→∞
|ϑ(Ivn−1)|
|ϑ(Iwn)|
.
Consider non-negative integers
k = j0 + j1d+ · · · + jn−1d
n−1 and l = j1 + j2d+ · · · + jn−1d
n−2.
Then k = dl + j0 and
Iwn = F
−n([k, k + 1]) and Ivn−1 = F
−(n−1)([l, l + 1]).
Since ϑ(F−n(x)) = δ−nϑ(x) and since δϑ(l) = ϑ(F (l)) = ϑ(dl),
|ϑ(Ivn−1)|
|ϑ(Iwn)|
=
δ|ϑ([l, l + 1])|
|ϑ([k, k + 1])|
=
|ϑ([k − j0, k + d− j0])|
|ϑ([k, k + 1])|
.
This implies that
|ϑ([k − j0, k + d− j0])|
|ϑ([k, k + 1])|
= D∗(f)(· · · 000jn−1 · · · j1j0).
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Since Lk(0) = ϑ(k), the above equality says that all values of Lk(0) are
uniquely determined by
{D∗(f)(· · · 000jn−1 · · · j1j0) | jk = 0, 1, · · · (d− 1), k = 0, 1, · · · , n− 1}.
Using Equation (20), we get that the linear model L is uniquely determined
by the dual derivative D∗(f)(w∗). Thus we have a corollary of Theorem 19.
Corollary 2. Suppose f and g are two uniformly symmetric circle endomor-
phisms of the same degree d ≥ 2. Let h be the conjugacy between f and g such
that h(1) = 1, that is,
h ◦ f = g ◦ h.
Then h is a symmetric homeomorphism if and only if the dual derivatives of
f and g are the same, that is,
D∗(f)(w∗) = D∗(g)(w∗), ∀w∗ ∈ Σ∗.
Following the above theorem we set a one-to-one correspondence between
the Teichmu¨ller space T US and the space of all continuous dual derivatives:
Π = [(f, hf )]→ D
∗(f)(w∗).
Therefore,
(21) T US = {D∗(f)(w∗) | f ∈ US}
equipped with the Teichmu¨ller metric dT (·, ·). This is a complete space.
9. Characterization of dual derivatives
Assume d = 2 in this section. Suppose f ∈ US. Let D∗(f)(w∗) be its dual
derivative. Then it is easy to see the following summation condition:
(22)
1
D∗(f)(w∗0)
+
1
D∗(f)(w∗1)
= 1, ∀w∗ ∈ Σ∗.
Another non-trivial condition is the following compatibility condition:
(23)
∞∏
n=0
D∗(f)(w∗0
n︷ ︸︸ ︷
1 . . . 1)
D∗(f)(w∗1 0 . . . 0︸ ︷︷ ︸
n
)
= const, ∀w∗ ∈ Σ∗.
The convergence is uniform. And moreover, if f ∈ C1+, then the convergence
is exponential. We give a proof of this non-trivial condition as follows.
First let us set up a relation between the dual derivative D∗(f)(w∗) and the
linear model L. Suppose ϑ is the symmetric homeomorphism such that
L(x) = ϑΥϑ−1(x) and δx = ϑFϑ−1(x).
Then Lk([0, 1]) = [ϑ(k), ϑ(k + 1)] for every integer k.
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For any w∗ = · · · jn−1 · · · j0 ∈ Σ
∗, let w∗n = jn−1 · · · j0 and define integers
k = k(w∗n) =
n−1∑
q=0
jq2
q and l = k(σ∗(w∗n)) =
n−2∑
q=0
jq+12
q.
Then k = 2l + j0. By the definitions,
D∗(f)(w∗) = lim
n→∞
|Iw∗n |
|Iσ∗(w∗n)|
= lim
n→∞
|ϑ(Iw∗n)|
|ϑ(Iσ∗(w∗n))|
.
Note that
Iw∗n = Gjn−1 ◦ · · · ◦Gj0(I) = F
−1 ◦Υjn−1 ◦ · · · ◦ F−1 ◦Υj0([0, 1])
= F−n(Υj0+2j1+···+2
n−1jn−1([0, 1])) = F−n([k, k + 1]),
and, similarly,
Iσ∗(w∗n) = F
−n+1([l, l + 1]).
Therefore, since ϑ(F−n(x)) = δ−nϑ(x) and since
δϑ(l) = ϑ(F (l)) = ϑ(F (Υl(0))) = ϑΥ2l(F (0)) = ϑ(2l),
we have
|ϑ(Iw∗n)|
|ϑ(Iσ∗(w∗n))|
=
|ϑ(F−n([k, k + 1]))|
|ϑ(F−n+1([l, l + 1]))|
=
|ϑ([k, k + 1])|
δ|ϑ([l, l + 1])|
=
|ϑ([k, k + 1])|
|ϑ([k − j0, k − j0 + 2])|
.
Let I = [0, 1]. Since δI = I ∪ L(I) and ϑ(k) = Lk(0), we can rewrite
|ϑ([k, k + 1])|
|ϑ([k − j0, k − j0 + 2])|
=
|Lk(I)|
|Lk−j0(I + L(I))|
=
(
1 +
|Lk(I)|
|L(−1)
j0 (Lk(I))|
)−1
.
Thus we get
D∗(f)(w∗) = lim
n→∞
|Lk(I)|
|Lk−j0(I + L(I))|
= lim
n→∞
(
1 +
|L(−1)
j0 (Lk(I))|
|Lk(I)|
)−1
.
For any w∗ = · · ·w∗n = · · · jn−1 · · · j1j0 ∈ Σ
∗, define
sol(w∗) = lim
n→∞
|Lk(I)|
|Lk−1(I)|
.
(This is similar to a solenoid function defined in [37, 29]). Then, by considering
w∗ = v∗j0, we have
(24) D∗(f)(v∗0) = lim
n→∞
(
1 +
|Lk+1(I)|
|Lk(I)|
)−1
= (1 + sol(v∗1))−1
and
(25) D∗(f)(v∗1) = lim
n→∞
(
1 +
|Lk−1(I)|
|Lk(I)|
)−1
=
(
1 +
1
sol(v∗1)
)−1
.
These two equations combining with the summation condition (22) imply that
(26) sol(v∗1) =
D∗(f)(v∗0)
D∗(f)(v∗1)
.
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Since
δLk(I)
δLk−1(I)
=
L2k(δI)
L2k−2(δI)
=
L2k(I) + L2k+1(I)
L2k−2(I) + L2k−1(I)
,
we have the following formula:
sol(w∗0)
sol(w∗)
= lim
n→∞
L2k−2(I)+L2k−1(I)
L2k−1(I)
L2k(I)+L2k+1(I)
L2k(I)
=
1 + L
2k−2(I)
L2k−1(I)
1 + sol(w∗1)
.
Equations (24), (25), and (26) imply that
D∗(f)(w∗01)
D∗(f)(w∗10)
=
1 + [sol(w∗01)]−1
1 + [sol(w∗11)]
=
sol(w∗10)
sol(w∗1)
.
(Note that for w∗1, 2k − 1 corresponds to w∗01.) Similarly,
D∗(f)(w∗011)
D∗(f)(w∗100)
=
1 + [sol(w∗011)]−1
1 + [sol(w∗101)]
=
sol(w∗100)
sol(w∗10)
.
Proceeding by induction, we conclude
(27) sol(w∗1 0 · · · 0︸ ︷︷ ︸
n−1
) =
n−1∏
i=0
D∗(f)(w∗0
i︷ ︸︸ ︷
1 · · · 1)
D∗(f)(w∗1 0 · · · 0︸ ︷︷ ︸
i
)
.
From the quasiymmetric distortion property (Lemma 1), (27) converges uni-
formly to sol(· · · 0 · · · 0) for all w∗ ∈ Σ∗. If f ∈ C1+, from the Ho¨lder distortion
property (1), (27) converges exponentially to sol(· · · 0 · · · 0) for all w∗ ∈ Σ∗.
We proved the compatibility condition (23).
In the paper [7, 8, 21], we further proved that the conditions (22) and (23)
are also sufficient as follows.
Theorem 13. Let Ψ(w∗) be a positive continuous function on Σ∗. Then it
is a dual derivative of an f ∈ US if and only if it satisfies the conditions (22)
and (23). Furthermore, if Ψ(w∗) is a Ho¨lder continuous function on Σ∗, then
it is a dual derivative of an f ∈ C1+ if and only if it satisfies the conditions (22)
and (23).
The proof of this theorem is technical so we will not include in this paper.
The reader who is interested in this topic can refer to [7, 8, 21].
Remark 7. A similar result to the second half of Theorem 13 was studied by
Pinto and Sullivan in [29] for a solenoid function. They introduced a matching
condition for a function on Σ∗ and proved that a Ho¨lder continuous function on
Σ∗ is a solenoid function of an f ∈ C1+ if and only if it satisfies the matching
condition. Furthermore, using some relation between the solenoid function
and the linear model for an f ∈ US, Cui proved in [6] that two uniformly
symmetric circle endomorphisms are symmetric conjugate if and only if they
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have the same eigenvalues at the corresponding periodic points. We would like
to note that [21] contains a much easy and straightforward understanding to
these results.
From Theorem 13, we have the following representations for the Teichmu¨ller
spaces when d = 2:
T C1+ = {Ψ∗(w∗) | Ψ∗(w∗) is Ho¨lder continuous and satisfies (22) and (23)}
and
T US = {Ψ∗(w∗) | Ψ∗(w∗) is continuous and satisfies (22) and (23)}
10. The maximum distance and the Teichmu¨ller distance.
We have introduce a Teichmu¨ller metric dT (·, ·) on T US which is a complete
metric. We also showed that T US can be represented by continuous functions
Ψ∗(w∗) on Σ∗. For a function Ψ∗(w∗), we can define the maximum norm
||Ψ∗|| = max
w∗∈Σ∗
|Ψ∗(w∗)|.
This gives a distance
dmax(Ψ
∗, Ψ˜∗) = ||Ψ∗ − Ψ˜∗||
on T US. We call it the maximum metric. Since T US contains all positive
continuous functions satisfying (22) and (23) taking values in (1,∞). We have
following theorems.
Theorem 14. The identity map
idTM : (T US, dT (·, ·))→ (T US, dmax(·, ·))
is uniformly continuous.
Theorem 15. The identity map
idMT : (T US, dmax(·, ·))→ (T US, dT (·, ·))
is continuous.
Corollary 3. The topologies induced by the Techmu¨ller metric dT (·, ·) and
by the maximum metric dmax(·, ·) are the same.
Proof of Theorem 14. Suppose Π,Π′ ∈ T US. SupposeK = exp(2dT (Π,Π
′)) ≥
1. For any ǫ > 0, we have two marked circle endomorphisms (f, hf ) ∈ Π and
(g, hg) ∈ Π
′ such that
h = hg ◦ h
−1
f : T → T
can be extended to a K(1 + ǫ)-quasiconformal map h˜ defined on an annulus
{z ∈ C | 1r < |z| < r} for some r > 1. This implies that there is a δ > 0 and
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M = M(K, ǫ) > 0 such that M → 1 as K → 1 and ǫ → 0 and such that H,
which is a lift of h, is a (δ,M)-quasisymmetric, that is,
M−1 ≤
|H(y)−H(x+y2 )|
|H(x+y2 )−H(x)|
≤M
for any x, y with |x − y| ≤ δ. Note that h ◦ f = g ◦ h and H ◦ F = G ◦ H
(mod 1).
For any point w∗ = · · ·w∗n ∈ Σ
∗
A, we have that
Iw∗n,f ∈ ηn,f and Iσ∗(w∗n),f ∈ ηn−1,f
and
Iw∗n,g = H(Iw∗n,g) ∈ ηn,g and Iσ∗(w∗n),g = H(Iσ∗(w∗n),g) ∈ ηn−1,g.
Note that
Iw∗n,f ⊂ Iσ∗(w∗n),f and Iw∗n,g ⊂ Iσ∗(w∗n),g.
Let n0 > 0 be an integer such that
|Iσ∗(w∗n),f | ≤ δ
for all n ≥ n0. Then H|Iσ∗(w∗n),f is a M -quasisymmetric homeomorphism.
By rescaling Iσ∗(w∗n),f and Iσ∗(w∗n),g into the unit interval [0, 1] by linear
maps, we can think H|Iσ∗(w∗n),f is a M -quasisymmetric homeomorphism of
[0, 1] and fixes 0 and 1. Then Lemma 1 implies that∣∣∣ 1
D∗(g)(w∗n)
−
1
D∗(f)(w∗n)
∣∣∣ = ∣∣∣ |H(Iw∗n,f )|
|H(Iσ∗(w∗n),f )|
−
|Iw∗n,f |
|Iσ∗(w∗n),f |
∣∣∣ ≤ ζ(M).
This implies that
|D∗(g)(w∗)−D∗(f)(w∗)| ≤ ζ(M).
Therefore,
dmax(D
∗(g),D∗(f)) ≤ ζ(M(dT (Π,Π
′)(1 + ǫ)).
This proved the theorem. 
Proof of Theorem 15. Suppose idMT is not continuous. That is, we have a
real number ǫ > 0 and a point Ψ∗ and a sequence of points {Ψm}
∞
m=1 in the
Teichmu¨ller space T US such that
dmax(Ψ
∗
m,Ψ
∗) = ‖Ψ∗m −Ψ
∗‖ → 0 as m→∞
but
dT (Π
∗
m,Π
∗) ≥ ǫ, ∀ m,
where Π and Πm are the corresponding points for Ψ
∗ and Ψ∗m. Let (f, hf ) ∈ Π
be a fixed representation and (fm, hfm) ∈ Πm for each m be a representation.
Let F and Fm be the corresponding circle endomorphisms of the real line.
Let {ηn}
∞
n=0 and {ηm,n}
∞
n=0 be the corresponding sequences of nested Markov
partitions. Since ‖D∗(fm) − D
∗(f)‖ → 0 as m → ∞, we have a constant
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a = a(D∗(f)) > 0 such that D∗(fm)(w
∗) ≥ a for sufficient large m and all
w∗ ∈ Σ∗. Let us assume this true for all m. Since Σ∗ is a compact set, we
have that there is another constant b = b(a) > 0 such that D∗(fm)(w
∗
n) ≥ b
(see (5)) for all m and all n. This says that the collection of the sequences
{ηm,n}
∞
n=0 of nested Markov partitions has uniformly bounded geometry. From
a method in [20], which is also shown in the proof of Corollary 1 and which
gives a calculation of quasisymmetric dilatation from bounded geometry, we
have a constant M > 0 such that the quasisymmetric dilatations of all Hm are
less than or equal to M , that is, Since
QSm = sup
x∈R,t>0
|Hm(x+ t)−Hm(x)|
|Hm(x)−Hm(x− t)|
≤M.
for everym > 0. This says that by modulo all Mo¨bius transformations, {Hm}m
is a compact subset in the universal Teichu¨ller space. Thus {[(fm, hm)]}
∞
m=1 is
a compact set in T US. So it has a convergent subsequence. Let us assume that
{[(fm, hm)]}
∞
m=1 itself is convergent and converges to [(f0, h0)] as m→∞. Let
H0 be a lift of h0. Then Hm tends to H0 modulo all Mo¨bius transformations
under the maximal norm on the real line. Assume Hm → H0 uniformly on the
real line as m→∞.
For any w∗n, let Iw∗n,fm ∈ ηm,n and Iw∗m,f0 ∈ ηn,f0 . We have that |Iw∗n,fm | →
|Iw∗m,f0 | as m→∞ for each fixed n and w
∗
n.
Since the sequences {ηm,n}
∞
n=0 of nested Markov partitions have uniformly
bounded geometry, this again says that there are constants C = C(S) > 0 and
0 < µ = µ(D∗(f)) < 1 such that νn,m ≤ Cµ
n for all n and m, where
νn,m = max
I∈ηn,m
|I|.
This implies that D∗(fm)(w
∗
n) → D
∗(fm)(w
∗) and D∗(f0)(w
∗
n) → D
∗(f0)(w
∗)
as n → ∞ uniformly on m ≥ 1 and w∗ ∈ Σ∗. Thus we can change double
limits for each w∗ ∈ Σ∗,
D∗(f)(w∗) = lim
m→∞
D∗(fm)(w
∗) = lim
m→∞
lim
n→∞
D∗(fm)(w
∗
n)
= lim
n→∞
lim
m→∞
D∗(fm)(w
∗
n) = limn→∞
D∗(f0)(w
∗
n) = D
∗(f0)(w
∗).
From Corollary 2, this implies that [(f, h)] = [(f0, h0)] = Π. This is a con-
tradiction to our original assumption. The contradiction says that idMT is
continuous at each point Ψ∗. 
11. σ-invariant measures and dual σ∗-invariant measures
Consider the symbolic dynamical system (Σ, σ) and a positive Ho¨lder con-
tinuous function ψ(w). The standard Gibbs theory (refer to [5, 30, 31, 34, 35])
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implies that there is a number P = P (logψ) called the pressure and a σ-
invariant probability measure µ = µψ such that
C−1 ≤
µ([wn])
exp(−Pn+
∑n−1
i=0 logψ(σ
i(w)))
≤ C
for any left cylinder [wn] and any point w = wn · · · , where C is a fixed constant.
Here, µ is a σ-invariant probability measure means that
µ(σ−1(A)) = µ(A)
for all Borel sets of Σ. A σ-invariant probability measure satisfying the above
inequalities is called the Gibbs measure with respect to the given potential
logψ.
Two positive Ho¨lder continuous functions ψ1 and ψ2 are said to be coho-
mologous equivalent if there is a continuous function u = u(w) on Σ such
that
logψ1(w)− logψ2(w) = u(σ(w)) − u(w).
If two functions are cohomologous to each other, they have the same Gibbs
measure. Therefore, the Gibbs measure can be thought of as a representation
of a cohomologous class.
The Gibbs measure µ for a given potential log φ is also an equilibrium state
for this potential as follows. Consider the measure-theoretical entropy hµ(σ).
Since the Borel σ-algebra of Σ is generated by all left cylinders, then hµ(σ)
can be calculated as
hµ(σ) = lim
n→∞
1
n
∑
wn
(
− µ([wn]) log µ([wn])
)
= lim
n→∞
∑
wn
(
− µ([wn]) log
µ([wn])
µ(σ([wn]))
)
,
where wn runs over all words wn = i0 · · · in−1 of {0, 1, · · · , d− 1} of length n.
Then µ is an equilibrium state in the sense that
P (logψ) = hµ(σ) +
∫
Σ
logψ(w)dµ(w) = sup{hν(σ) +
∫
Σ
logψ(w)dν(w)},
where ν runs over all σ-invariant probability measures. The measure µ is
unique in this case.
There is a natural way to transfer a σ-invariant probability measure µ (not
necessarily a Gibbs measure) to a σ∗-invariant probability measure µ∗ as fol-
lows:
Given any right cylinder [w∗n] in Σ
∗ where w∗n = jn−1 · · · j0, then
wn = i0 · · · in−1 = jn−1 · · · j0 = w
∗
n,
which defines a left cylinder
[wn] = {w
′ = i′0 · · · i
′
n−1i
′
n · · · | i
′
0 = i0, · · · , i
′
n−1 = in−1}.
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Define
µ∗([w∗n]) = µ([wn]).
Then
µ∗([w∗n]) = µ([wn]) = µ(σ
−1([wn]))
= µ(∪d−1i=0 [iwn]) =
d−1∑
i=0
µ([iwn]) =
d−1∑
j=0
µ∗([(jwn)
∗]).
This implies that µ∗ satisfies the finite additive law for all cylinders, i.e., if A1,
· · · , Ak are finitely many pairwise disjoint right cylinders in Σ
∗, then
µ∗(∪kl=1Ak) =
k∑
l=1
µ∗(Al).
Also µ∗ satisfies the continuity law in the sense that if {An}
∞
n=1 is a sequence
of decreasing cylinders and tends to the empty set, then µ∗(An) tends to zero
as n goes to ∞. The reason is that since a cylinder of Σ∗ is a compact set, a
sequence of decreasing cylinders tending to the empty set must be eventually
all empty. The Borel σ-algebra in Σ∗ is generated by all right cylinders. So
µ∗ extends to a measure on Σ∗. We have the following proposition.
Proposition 1. The probability measure µ∗ is a σ∗-invariant probability mea-
sure.
Proof. We have seen that µ∗ is a measure on Σ∗. Since µ∗(Σ∗) = 1, it is a
probability measure. For any right cylinder [w∗n],
µ∗((σ∗)−1([w∗n]) = µ
∗(∪d−1j=0[w
∗
nj]) =
d−1∑
j=0
µ∗([w∗nj]) =
d−1∑
i=0
µ([wni])
= µ(∪d−1i=0 [wni]) = µ([wn]) = µ
∗([w∗n]).
So µ∗ is σ∗-invariant. We proved the proposition. 
We call µ∗ a dual σ∗-invariant probability measure. A natural question now
is as follows.
Question 1. Is a dual invariant probability measure a Gibbs measure with
respect to some continuous or Ho¨lder continuous potential on Σ∗?
Some more interesting geometric questions from the Teichmu¨ller point of
view are the followings. Consider a metric induced from the dual probability
invariant measure µ∗ (in the case that µ∗ is supported on the whole Σ∗ and
has no atomic point), that is,
d(w∗, w˜∗) = µ∗([w∗n])
where [w∗n] is the smallest right cylinder containing both w
∗ and w˜∗.
49
Question 2. Is σ∗ differentiable under the metric d(·, ·)? More precisely, does
the limit
dσ∗
dw∗
(w∗) = lim
n→∞
µ∗(σ∗([w∗n]))
µ∗([w∗n])
exists for every w∗ = · · ·w∗n ∈ Σ
∗? If it exists, is the limiting function contin-
uous or Ho¨lder continuous on Σ∗?
Question 3. Given a positive continuous or Ho¨lder continuous function ψ∗(w∗)
on Σ∗. Can we find a σ∗-invariant measure µ∗ on Σ∗, such that the right shift
map σ∗ under the metric d(·, ·) induced from this measure is C1 with the de-
rivative ψ∗(w∗)?
Actually, there is a measure-theoretical version related to these questions.
I will first give a review of this theory.
12. g-measures
Let X = Σ∗ (or Σ) and let f be σ∗ (or σ). Let B be the Borel σ-algebra of
X. LetM(X) be the space of all finite Borel measures on X. LetM(X, f) be
the space of all f -invariant probability measures in M(X). Let C(X) be the
space of all continuous real functions on X. Then M(X) is the dual space of
C(X). Denote
< φ, µ >=
∫
X
φ(x)dµ, φ ∈ C(X) and µ ∈ M(X).
A real non-negative continuous function ψ on X is called a g-function [25]
if ∑
fy=x
ψ(y) = 1.
For a g-function ψ(x), define the transfer operator Lψ from C(X) into itself
as
Lψφ(x) =
∑
f(y)=x
φ(y)ψ(y), φ ∈ C(X).
One can check that Lψφ = L1(ψφ) and if ψ is a g-function, then Lψ1 = 1. Let
L∗ψ be the dual operator of Lψ, that is, L
∗
ψ is the operator from M(X) into
itself satisfying
< φ,L∗ψµ >=< Lψφ, µ >, ∀ φ ∈ C(X) and ∀ µ ∈ M(X).
Definition 12. Suppose ψ is a g-function. Then a probability measure µ ∈
M(X) is called a g-measure for ψ if it is a fixed point of L∗ψ, that is,
L∗ψµ = µ.
Lemma 3. Suppose ψ is a g-function. Then any g-measure µ for φ is an
f -invariant measure.
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Proof. For any Borel set B ∈ B,
µ(f−1(B)) =< 1f−1(B), µ >=< 1B ◦ f,L
∗
ψµ >
=< Lψ1B ◦ f, µ >=< 1B , µ >= µ(B).
So µ is f -invariant. 
For any µ ∈ M(X), let µ˜ = L∗1µ.
Lemma 4.
µ˜(B) =
d−1∑
j=0
µ(f(B ∩ [j])),
where B is any Borel subset in B and [j] is the right (or left) cylinder of j.
Moreover, if µ ∈M(X, f), µ is absolutely continuous with respect to µ˜.
Proof. For any Borel subset B ∈ B,
µ˜(B) =< 1B ,L
∗
1µ >=< L11B , µ > .
But
L11B(x) =
d−1∑
j=0
1B(xj) =
d−1∑
j=0
1f(B∩[j])(x).
So we have that
µ˜(B) =
d−1∑
j=0
µ(f(B ∩ [j])).
If µ is f -invariant, then we have that
µ˜(B) =
d−1∑
j=0
µ(f(B ∩ [j])) =
d−1∑
j=0
µ(f−1(f(B ∩ [j]))) ≥
d−1∑
j=0
µ(B ∩ [j]) = µ(B).
Therefore, µ(B) = 0 whenever µ˜(B) = 0. So µ is absolutely continuous with
respect to µ˜. 
Suppose µ ∈ M(X, f). Then µ is absolutely continuous with respect to µ˜.
So the Radon-Nikody´m derivative
Dµ(x) =
dµ
dµ˜
(x), µ˜− a.e. x
of µ with respect to µ˜ exists µ˜-a.e. and is a µ˜-measurable function.
The following theorem is in Leddrapier’s paper [26] and is used in Walters’
paper [39] for the study of a generalized version of Ruelle’s theorem. We give
a complete proof here.
Theorem 16. Suppose ψ ≥ 0 is a g-function and µ ∈ M(X) is a probability
measure. The followings are equivalent:
i) µ is a g-measure for ψ, i.e., L∗ψµ = µ.
ii) µ ∈ M(X, f) and Dµ(x) = ψ(x) for µ˜-a.e. x.
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iii) µ ∈ M(X, f) and
E[φ|f−1(B)](x) = Lψφ(fx) =
∑
fy=fx
ψ(y)φ(y), for µ-a.e. x,
where E[φ|f−1(B)] is the conditional expectation of φ with respect to
f−1(B).
iv) µ ∈ M(X, f) and is an equilibrium state for the potential logψ with
the meaning that
0 = hµ(f) +
∫
X
logψ dµ = sup{hν(f) +
∫
X
logψ dν | ν ∈ M(X, f)}.
(Note that the pressure P (logψ) = 0 for a g-function ψ.)
Proof. We first note that since C(X) is dense in the space L1(µ˜) of all µ˜-
measurable and integrable functions (as well as in the space L1(µ)), then
< ·, · > can be extended to L1(µ˜) (as well as to L1(µ)). We already know that
a g-measure for ψ is f -invariant.
First, we prove i) implies ii). For any φ(x) ∈ C(X),
< φψ, µ˜ >=< φψ,L∗1µ >=< L1(φψ), µ >=< Lψφ, µ >
=< φ,L∗ψµ >=< φ, µ >=< φDµ, µ˜ >
Thus Dµ = ψ for µ˜-a.e. x.
Second, we prove that ii) implies i). Since, for any φ(x) ∈ C(X),
< φ, µ >=< φDµ, µ˜ >=< φψ, µ˜ >=< φψ,L
∗
1µ >
=< L1(φψ), µ >=< Lψφ, µ >=< φ,L
∗
ψµ > .
This implies L∗ψµ = µ. Thus µ is a g-measure for ψ.
We prove i) implies iii). For any Borel set B ∈ B,
< (Lψφ) ◦ f · 1f−1(B), µ >=< (L1(ψφ)) ◦ f · 1B ◦ f, µ >=< L1(ψφ) · 1B , µ >
=< L1(ψφ1B ◦ f), µ >=< Lψ(φ1B ◦ f), µ >=< φ1B ◦ f, µ >=< φ1f−1(B), µ >
That is,
E[φ|f−1(B)] = (Lψφ) ◦ f, µ-a.e. x.
Note that (
(Lψφ) ◦ f
)
(x) =
∑
y∈f−1(fx)
ψ(y)φ(y).
We now prove that iii) implies i). Since, for any φ ∈ C(X),
E[φ|f−1(B)] = Lψφ(fx), µ-a.e. x,
then,
< φ, µ >=< (Lψφ) ◦ f, µ >=< Lψφ, µ >=< φ,L
∗
ψµ > .
Thus L∗ψµ = µ.
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We prove that ii) implies iv). For any ν ∈ M(X, f), let
Dν =
dν
dν˜
, µ˜− a.e.x,
be the Radon-Nikody´m derivative. We claim that
hν(f) = −
∫
X
logDνdν.
We prove this claim. Since − logDν is a non-negative ν˜-measurable function
and since ν is absolutely continuous with respect to ν˜, it is also a ν-measurable
function. Thus ∫
X
− logDνdν =
∫
X
−Dν logDνdν˜.
By the definition,
Dν(x) = lim
n→∞
ν([i0i1 · · · in−1])
ν([i1 · · · in−1])
, ν˜ − a.e. x = i0i1 · · · in−1 · · · .
Let
Dn,ν(x) =
ν([i0i1 · · · in−1])
ν([i1 · · · in−1])
.
Then
Dν(x) = lim
n→∞
Dn,ν(x), ν˜ − a.e. x.
and
−Dν(x) logDν(x) = lim
n→∞
(−Dn,ν(x) logDn,ν(x)), ν˜ − a.e. x
Since−t log t is a positive bounded function on [0, 1], by the Lebesgue control
convergence theorem,∫
X
lim
n→∞
(−Dn,ν(x) logDn,ν(x)) dν˜ = lim
n→∞
∫
X
−Dn,ν(x) logDn,ν(x)dν˜.
However, ∫
X
−Dn,ν(x) logDn,ν(x)dν˜
=
∑
[i0···in−1]
−
ν([i0i1 · · · in−1])
ν([i1 · · · in−1])
log
(ν([i0i1 · · · in−1])
ν([i1 · · · in−1])
)
ν˜([i0i1 · · · in−1])
=
∑
[i0···in−1]
−ν([i0i1 · · · in−1]) log
(ν([i0i1 · · · in−1])
ν([i1 · · · in−1])
)
.
Note that ν˜([i0i1 · · · in−1]) = ν([i1 · · · in−1]). But we know that
hν(f) = lim
n→∞
1
n
∑
[i0···in−1]
−ν([i0i1 · · · in−1]) log ν([i0i1 · · · in−1])
= lim
n→∞
∑
[i0···in−1]
−ν([i0i1 · · · in−1]) log
(ν([i0i1 · · · in−1])
ν([i1 · · · in−1])
)
.
We proved the claim.
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The claim says that hν(f) = − < logDν , ν > for any ν ∈ M(X, f). Then
hν(f)+ < logψ, ν >=< log
ψ
Dν
, ν >≤<
ψ
Dν
− 1, ν >=<
ψ
Dν
, ν > −1
=< ψ, ν˜ > −1 =< L1ψ, ν > −1 =< 1, ν > −1 = 1− 1 = 0.
Note that here we use the inequality
(28) log t ≤ t− 1 and log t = t− 1 if and only if t = 1.
The assumption in ii) is that Dµ = ψ, µ˜ − a.e.x. But µ≪ µ˜, Dµ = ψ, µ-a.e.
x too. So we have that
hµ +
∫
X
logψ dµ = 0.
So µ is an equilibrium state for the potential logψ in the meaning that
0 = hµ(f) +
∫
X
logψ dµ = sup{hν(f) +
∫
X
logψ dν | ν ∈ M(X, f)}.
Last we prove that iv) implies i). Suppose µ ∈ M(X, f) is an equilibrium
state for the potential logψ. We have that
hµ(f)+ < logψ, µ >= 0.
We already know that
hµ(f)+ < logDµ, µ >= 0.
So we have that
hµ(f)+ < logψ, µ >= hµ(f)+ < logDµ, µ > .
Therefore,
0 =< logψ − logDµ, µ >=< log
ψ
Dµ
, µ >
≤<
ψ
Dµ
− 1, µ >=<
ψ
Dµ
, µ > −1 =< ψ, µ˜ > −1
=< ψ,L∗1µ >=< L1ψ, µ > −1 =< 1, µ > −1 = 1− 1 = 0.
Formula (28) implies that
(29)
ψ(x)
Dµ(x)
= 1, µ− a.e. x.
Remark 8. This cannot implies that
ψ(x)
Dµ(x)
= 1, µ˜− a.e. x,
since µ˜ may not be absolutely continuous with respect to µ. So this will not
implies ii). However, if ψ(x) > 0 for all x ∈ X, then
Dµ˜(x) =
dµ˜
dµ
(x) =
1
Dµ(x)
=
1
ψ(x)
, µ− a.e. x.
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This implies that µ˜ is absolutely continuous with respect to µ. Then Equa-
tion (29) implies ii).
For any φ(x) ∈ C(X),
< φ,L∗ψµ >=< Lψφ, µ >=< L1(ψφ), µ >
=< ψφ,L∗1µ >=< φψ, µ˜ >=< φ
ψ
Dµ
, µ >=< φ, µ > .
This says that L∗ψµ = µ. We proved i). 
For any σ-invariant probability measure µ, let µ∗ be the dual σ∗-invariant
probability measure which we have constructed in the previous section. Then
we have a µ˜-measurable function
Dµ(w) = lim
n→∞
µ([wn])
µ([σ(wn)])
, for µ˜-a.e. w = wn · · · ∈ Σ
and a µ˜∗-measurable function
Dµ∗(w
∗) = lim
n→∞
µ∗([w∗n])
µ∗([σ∗(w∗n)])
, for µ˜∗-a.e. w∗ = · · ·w∗n ∈ Σ
∗.
Now a question related to those questions in the end of the previous section is
as follows.
Question 4. Can Dµ∗(w
∗) (or Dµ(w)) be extended to a continuous or Ho¨lder
continuous g-function?
In the next two sections, we give an affirmative answer to this question.
13. Gibbs measures and dual geometric Gibbs measures
Consider f ∈ C1+. One over the derivative 1/f ′(x) can be lifted to a positive
Ho¨lder continuous function
ψ(w) = ψf (w) =
1
f ′(πf (w))
on the symbolic space Σ. By thinking of logψ as a potential on (Σ, σ), there is
a unique σ-invariant measure µ = µψ (Gibbs measure for the potential logψ)
as we have mentioned in the previous section such that
C−1 ≤
µ([wn])
exp(
∑n−1
i=0 logψ(σ
i(w)))
≤ C
for any left cylinder [wn] and any w = wn · · · ∈ [wn], where C is a fixed
constant. (Note that P = P (logψ) = 0 in this case.)
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Every element Φ = [(f, hf )] in the Teichmu¨ller space T C
1+ can also be
represented by the Gibbs measure µ for the potential logψ(w). The reason is
that for every (g, hg) ∈ Ψ, h = hf ◦h
−1
g is a C
1 diffeomorphism of T such that
f(h(x)) = h(g(x)).
Then
f ′(h(x))h′(x) = h′(g(x))g′(x).
Therefore,
logψf (w) − logψg(w) = log h
′(w) − log h′(σ(w)).
So ψg and ψf are cohomologous to each other.
The Gibbs measure µ in this context enjoys the following geometric property
too: The push-forward measure
µgeo = (πf )∗µ
is a C1+α smooth f -invariant measure for some 0 < α ≤ 1. This means that
there is a Cα function ρ on T such that
µgeo(A) =
∫
A
ρ(x)dx, for all Borel subsets A on T .
There is another way to find the density ρ. First it is a standard method to
find an invariant measure for a dynamical system f . Let µ0 be the Lebesgue
measure on T . Consider the push-forward measure µn = (f
n)∗µ0 by the n
th
iterates of f . Sum up these measures to get
νn =
1
n
n−1∑
k=0
µn.
Any weak limit of a subsequence of {νn} will be an f -invariant measure. Since
we start with an f ∈ C1+, we can prove that the sequence {µn} is actually
convergent in the C1 topology to a C1+α smooth measure µgeo for some 0 <
α ≤ 1 as follows: Each µn = (f
n)∗µ0 has an α-Ho¨lder continuous density
ρn(x) =
∑
fn(y)=x
1
(fn)′(y)
.
Following the theory of transfer operators (refer to [22]), ρn(x) converges uni-
formly to an α-Ho¨lder continuous function ρ(x). Thus
µgeo(A) =
∫
A
ρ(x)dx
is the limit of µn and is a C
1+α smooth f -invariant probability measure.
Let y = h(z) = µgeo([1, z]) be the distribution function of µgeo, where [1, z]
is the oriented arc on T from 1 to z. Then ς = h(z) is a C1+α-diffeomorphism
of T . Let
g(ς) = h ◦ f ◦ h−1(ς), z = h−1(ς).
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(Note that g here means a circle endomorphism, not a g-function!) Then g
preserves the Lebesgue measure dς (which means that g∗(dς) = dς, or equiv-
alently, the Lebesgue measure is g-invariant). Since the Lebesgue measure
is an ergodic g-invariant measure, (g, hg) is unique in the Teichmu¨ller point
Π = [(f, hf )].
By considering ψg(w) = 1/g
′(πg(w)), then ψg(w) is a g-function on Σ and
µ is a g-measure. Thus µ is an equilibrium state for the potential logψg(w).
It follows that µgeo is also an equilibrium state for the potential − log f
′(x),
that is,
0 = P (− log f ′(x)) = hµgeo(f)−
∫
T
log f ′(x)dµgeo
= hµgeo(f)−
∫
T
log f ′(x)ρ(x)dx
= sup{hν(f)−
∫
T
log f ′(x)dν | ν is an f -invariant propbability measure}
= hLeb(g) −
∫
T
log g′(y)dy,
where hµgeo and hLeb(g) denote the measure-theoretical entropies with respect
to µgeo and the Lebesgue measure. The equilibrium state µgeo is unique in this
case.
Now by considering the dual invariant probability measure µ∗ for this Gibbs
measure µ, we have that
Theorem 17. Suppose f ∈ C1+. Consider Σ∗ with the metric d(·, ·) induced
from µ∗ on Σ∗. Then the right shift σ∗ is C1+ differentiable with respect to
d(·, ·) and its derivative is the dual derivative D∗(f)(w∗) of f , i.e.,
dσ∗
dw∗
(w∗) = D∗(f)(w∗), ∀ w∗ ∈ Σ∗.
(Note that σ∗ is C1+ differentiable means that it is differentiable and the de-
rivative is a Ho¨lder continuous function.)
Proof. Suppose w∗ = · · · jn−1 · · · j1j0 is a point in Σ
∗. Let w∗n = jn−1 · · · j1j0
and v∗n−1 = jn−1 · · · j1. Let Iwn and Ivn−1 be the corresponding intervals in
the nth-partition ηn and the (n− 1)
th-partition ηn−1.
From the definition,
µ∗([w∗n]) = µ([wn]) = µgeo(Iwn)
and
µ∗([v∗n−1]) = µ([vn−1]) = µgeo(Ivn−1).
Consider the ratio
µ∗([v∗n−1])
µ∗([w∗n])
=
µgeo(Ivn−1)
µgeo(Iwn)
=
h′(ξ)
h(ξ′)
D∗(f)(w∗n).
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Since the distribution function of µgeo is a C
1+α-diffeomorphism, the ratio
h′(ξ)/h(ξ′) converges to 1 exponentially as n → ∞. We also know that
D∗(f)(w∗n) converges D
∗(f)(w∗) exponentially as n → ∞. So there are two
constants C > 0 and 0 < τ < 1 such that∣∣∣µ∗([v∗n−1])
µ∗([w∗n])
−D∗(f)(w∗)
∣∣∣ ≤ Cτn, ∀n > 0.
This implies that
dσ∗
dw∗
(w∗) = lim
n→∞
µ∗([v∗n−1])
µ∗([w∗n])
= D∗(f)(w∗).
So σ∗ is C1+ smooth whose derivative is D∗(f)(w∗). We proved the theorem.

Since the convergence in the proof is exponential and D∗(f)(w∗) is a strictly
positive function and Σ∗ is a compact space, we have the Gibbs inequalities:
C−1 ≤
µ∗([w∗n])
exp(
∑n−1
l=0 − logD
∗(f)((σ∗)l(w∗)))
≤ C
for any right cylinder [w∗n] and any w
∗ in this cylinder, where C > 0 is a fixed
constant.
Corollary 4. The measure µ∗ is the Gibbs measure for the potential − logD∗(f)(w∗).
Thus we call µ∗ a dual geometric Gibbs measure for the potential − logD∗(f)(w∗)
in this paper. Let hµ∗(σ
∗) be the measure-theoretic entropy of σ∗ with respect
to µ∗. Since the Borel σ-algebra of Σ∗ is generated by all right cylinders, then
hµ∗(σ
∗) can be calculated as
hµ∗(σ
∗) = lim
n→∞
1
n
∑
w∗n
(
− µ([w∗n]) log µ([w
∗
n])
)
= lim
n→∞
∑
w∗n
(
− µ([w∗n]) log
µ([w∗n])
µ(σ([w∗n]))
)
,
where w∗n runs over all words w
∗
n = jn−1 · · · j0 of {0, 1, · · · , d− 1} of length n.
Corollary 5. The dual geometric Gibbs measure µ∗ for the potential − logD∗(f)(w∗)
is a g-measure with respect to the g-function 1/D∗(f)(w∗) whose pressure
P (− logD∗(f)) = 0.
Moreover, the Radon-Nikody´m derivative
Dµ∗(w
∗) =
1
D∗(f)(w∗)
, for µ˜∗-a.e. w∗,
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and µ∗ is a unique equilibrium state for the potential − logD∗(f)(w∗) in the
sense that
0 = P (− logD∗(f)) = hµ∗(σ
∗)−
∫
Σ∗
logD∗(f)(w∗)dµ∗(w∗)
= sup
{
hν(σ
∗)−
∫
Σ∗
logD∗(f)(w∗)dν(w∗) | ν is a σ∗-invariant measure
}
.
Now following Theorem 17 and Corollary 5, we conclude one of the main
results in this paper, which is in some sense similar to the measurable Riemann
mapping theorem for smooth Beltrami coefficients in the real one-dimensional
case.
Theorem 18. Suppose Ψ∗(w∗) ∈ T C1+. Then there is a unique non-atomic
measure µ∗ whose support is the whole Σ∗ such that consider the metric d(·, ·)
induced from µ∗ on Σ∗, the right shift σ∗ is C1+ differentiable and Ψ∗(w∗) is
the derivative, that is,
dσ∗
dw∗
(w∗) = Ψ∗(w∗), ∀ w∗ ∈ Σ∗.
Moreover, by considering the dynamical system
σ∗ : Σ∗ → Σ∗
and the given potential − logΨ(w∗), the dual invariant measure µ∗ (or the
induced metric d(·, ·)) is an equilibrium state for the potential − log Ψ(w∗).
Suggested by Theorem 18, we have the following definition.
Definition 13. Suppose Ψ∗(w∗) is a positive continuous function defined on
Σ∗. A non-atomic probability measure µ∗ with support on the whole Σ∗ is a
dual geometric Gibbs type measure for the potential − log Ψ∗(w∗) if
dσ∗
dw∗
(w∗) = Ψ∗(w∗), ∀ w∗ ∈ Σ∗.
In the last section, we will discuss the existence of a dual geometric Gibbs
type measure for a continuous potential − log Ψ∗(w∗).
14. Dual geometric Gibbs type measures for continuous
potentials.
A map f ∈ US may not be differentiable everywhere (it may not even be
absolutely continuous). There is no suitable Gibbs theory to be used in the
study of geometric properties of a σ-invariant measure. We thus turn to the
dual symbolic dynamical system (Σ∗, σ∗) and produce a similar dual geometric
Gibbs type measure theory as we did in the previous section.
Suppose µ is a probability measure on T . We call it a symmetric measure if
its distribution function h(z) = µ([1, z]) is a symmetric circle homeomorphism,
where [1, z] means the oriented arc on T from 1 to z.
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An f -invariant measure µ can be found as we did in the previous section.
Let µ0 be the Lebesgue measure. Consider the push-forward measures µn =
(fn)∗µ0 and sum them up to get
νn =
1
n
n−1∑
i=0
µn.
Take a weak limit µgeo of a subsequence of {νn}. Then µgeo is an f -invariant
probability measure. In the following we will prove that µgeo is a symmetric
f -invariant probability measure.
Actually we will prove that the sequence of the distribution functions {hn(z)}
∞
n=0
of {νn}
∞
n=0 has a convergent subsequence. And every convergent subsequence
converges to the distribution function h(z) of µgeo and h(z) is symmetric.
Let Hn(x) be the lift of hn(z) to the real line R. Then
Hn(x) =
1
n
n−1∑
k=0
dk−1∑
l=0
|F−k([l, l + x])|.
Theorem 19. Suppose f is a uniformly symmetric circle endomorphism.
Then the sequence {Hn(x)}
∞
n=0 has a convergent subsequence in the maximal
norm on R. Every convergent subsequence converges in the maximal norm
on R to a symmetric circle homeomorphism. Thus the sequence {hn(z)}
∞
n=0
has a convergent subsequence in the maximal norm on T . Every convergent
subsequence converges to a symmetric circle homeomorphism h(z) and the cor-
responding subsequence of probability measures {µn}
∞
n=0 converges in the weak
topology to an f -invariant symmetric probability measure µgeo whose distribu-
tion function is h(z).
Proof. Since f is uniformly symmetric, there is a bounded positive function
ε(t) > 0 with ε(t)→ 0 as t→ 0+ such that
1
1 + ε(t)
≤
|F−n(x+ t)− F−n(x)|
|F−n(x)− F−n(x− t)|
≤ 1 + ε(t), ∀x ∈ R, t > 0.
Let C > 0 be an upper bound of ǫ(t).
From the definition of Hn,
Hn(
1
2
) =
1
n
n−1∑
k=0
dk−1∑
l=0
|F−k([l, l +
1
2
])|.
Since Hn(0) = 0 and Hn(1) = 1,
1
1 + C−1
≤
|F−k([l, l + 12 ])|
|F−k([l, l + 1])|
≤
1
1 + C
.
This implies that
1
1 + C−1
≤ Hn(
1
2
) ≤
1
1 +C
.
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Similarly,
1
1 + C−1
≤
Hn(
1
4)
Hn(
1
2)
≤
1
1 + C
.
Since {Hn(x)}
∞
n=0 is a sequence of quasisymmetric circle homeomorphisms
whose quasisymmetric constants are bounded uniformly by C, and since the
distances of the images of any two points in {0, 1/4, 1/2, 1} under Hn are
greater than a constant uniformly on n, {Hn(x)}
∞
n=0 is in a compact set in the
space of all quasisymmetric circle homeomorphisms. Thus {Hn(x)}
∞
n=0 has a
convergent subsequence {Hni(x)}
∞
i=0 in the maximal norm on R whose limiting
function H(x) is a circle homeomorphism. Furthermore, since the sequence
{Hn}
∞
n=0 is uniformly symmetric, that is,
1
1 + ε(t)
≤
|Hn(x+ t)−Hn(x)|
|Hn(x)−Hn(x− t)|
≤ 1 + ε(t), ∀ x ∈ R, t > 0,
the limiting circle homeomorphism H(x) is also symmetric, and
1
1 + ε(t)
≤
|H(x+ t)−H(x)|
|H(x)−H(x− t)|
≤ 1 + ε(t), ∀ x ∈ R, t > 0.
Since Hn(x) is the lift of hn, {hni(x)}
∞
i=0 is a convergent subsequence in the
maximal norm on T whose limiting function h(x) is a circle homeomorphism
whose lift is H(x). Since hn(z) is the distribution function of νn, so {νni}
∞
i=0
is a convergent subsequence in the weak topology and converges to µgeo whose
distribution function is h(z). So µgeo is a symmetric measure. 
We now lift µgeo to Σ to get a σ-invariant measure µ as follows. For any
finite word wn = i0 · · · in−1, consider the left cylinder [wn]. Define
µ([wn]) = µgeo(Iwn),
where Iwn is the interval in ηn labeled by wn. One can check that it satisfies
the finite additive law and the continuity law. So it can be extended to a
σ-invariant probability measure µ on Σ such that
(πf )∗µ = µgeo.
For µ, we can construct its dual invariant measure µ∗ on Σ∗ as we did in the
previous two sections. Then we have the following dual geometric Gibbs type
property as we had before in the smooth case:
Theorem 20. Suppose f ∈ US. Consider Σ∗ with the metric d(·, ·) induced
from µ∗ on Σ∗. Then the right shift σ∗ is C1 differentiable with respect to
d(·, ·) and its derivative is the dual derivative D∗(f)(w∗) of f , i.e.,
dσ∗
dw∗
(w∗) = D∗(f)(w∗), ∀ w∗ ∈ Σ∗.
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Proof. Suppose w∗ = · · · jn−1 · · · j1j0 is a point in Σ
∗. Let w∗n = jn−1 · · · j1j0
and v∗n−1 = jn−1 · · · j1. Let Iwn and Ivn−1 be the corresponding intervals in
the nth-partition ηn and the (n− 1)
th-partition ηn−1.
From the definition,
µ∗([w∗n]) = µ([wn]) = µgeo(Iwn)
and
µ∗([v∗n−1]) = µ([vn−1]) = µgeo(Ivn−1).
Consider the ratio
µ∗([v∗n−1])
µ∗([w∗n])
=
µgeo(Ivn−1)
µgeo(Iwn)
.
Since the distribution function h(z) of µgeo is symmetric, from the quasisym-
metric distortion property (Lemma 1), the sequence
µgeo(Ivn−1)
µgeo(Iwn)
−
|Ivn−1 |
|Iwn |
=
µgeo(Ivn−1)
µgeo(Iwn)
−D∗(f)(w∗n)
converges to 0 as n→∞ uniformly on w∗. This implies that
dσ∗
dw∗
(w∗) = lim
n→∞
µ∗([v∗n−1])
µ∗([w∗n])
= D∗(f)(w∗).
So σ∗ is C1 under the metric d(·, ·) induced from µ∗ whose derivative is
D∗(f)(w∗). We proved the theorem. 
Finally, we conclude one of the main results in this paper, which is in some
sense similar to the measurable Riemann mapping theorem for general Bel-
trami coefficients in the one-dimensional case.
Theorem 21. Suppose Ψ∗(w∗) ∈ T US. Then there is a dual geometric Gibbs
type measure µ∗ for the continuous potential − log Ψ∗(w∗). It is a g-measure
for the g-function 1/Ψ∗(f)(w∗) whose pressure
P (− logD∗(f)) = 0.
Moreover, the Radon-Nikody´m derivative
Dµ∗(w
∗) =
1
Ψ∗(f)(w∗)
, for µ˜∗-a.e. w∗.
And, furthermore, the dual invariant measure µ∗ is an equilibrium state for
the continuous potential − logΨ∗(f)(w∗) in the sense that
0 = P (− logD∗(f)) = hµ∗(σ
∗)−
∫
Σ∗
logΨ∗(f)(w∗)dµ∗(w∗)
= sup
{
hν(σ
∗)−
∫
Σ∗
log Ψ∗(f)(w∗)dν(w∗) | ν is a σ∗-invariant measure
}
.
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15. Symmetric invariant measure and metric entropy
Suppose τ ∈ T US and suppose f ∈ τ . From Theorem 19, there is an f -
invariant symmetric measure µgeo. Let h(z) = µgeo([1, z]) be the distribution
function of µgeo. Then
f˜ = h ◦ f ◦ h−1 ∈ τ
preserves the Lebesgue measure Leb on T . This means that the Lebesgue
measure Leb is f˜ -invariant. Let hµgeo(f) be the metric entropy of f with
respect to µgeo. Then we have that
hµgeo(f) = hLeb(f˜) = hµ∗(σ
∗).
From Theorem 21, hµgeo(f) is a positive number.
If the topological degree of f is d ≥ 2. Then the topological entropy of f
is log d, which is the maximum value of the metric entopy hµgeo(f) over all
τ ∈ T US and all f ∈ τ with their symmetric f -invariant measures µgeo.
Theorem 22. The infimum of the metric entropy hµgeo(f) over all τ ∈ T US
and all f ∈ τ with their symmetric f -invariant measures µgeo is zero.
Proof. To prove this theorem, we construct a family {fs}0<s<1 of orientation-
preserving circle endomorphisms such that each of them is C1+α expanding
for some 0 < α ≤ 1 and preserves the Lebesgue measure. Then the equivalent
class [fs] is a point in τ ∈ T US. Moreover, we prove that the metric entropy
hLeb(fs) tends to 0 as s → 1
−. Without loss of generality, we prove this
theorem for d = 2 as follows.
First let us consider the unit circle T as R/Z. Let [0, 1] be a copy of T such
that 0 = 1. Consider a piecewise smooth expanding map for any 0 < s < 1,
L(x) =
{ x
s , x ∈ [0, s];
x−s
1−s , x ∈ [s, 1]
The Lebesgue measure Leb on [0, 1] is the the unique smooth L-invariant mea-
sure and the metric entropy
hLeb(L) = s log s+ (1− s) log(1− s).
Thus hLeb(L) → 0 as s → 1
−. Next we will smooth L such that the result-
ing map is a C1+α circle expanding endomorphism f and still preserves the
Lebesgue measure Leb on T .
Let r = 1− s. Then
s+ r = 1.
Let 0 < α ≤ 1. Consider the interval [−r, s] and construct a α-Ho¨lder
continuous function φ(x) on it such that
i)
φ(x) =
{
r−1, x ∈ [−r,−r/2]
s−1, x ∈ [0, s]
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ii)
∫ 0
−r φ(ξ)dξ = 1,
iii) r−1 ≤ φ(x) ≤Mr−1, ∀x ∈ [−r,−r2],
iv) s−1 ≤ φ(x) ≤ r−1, x ∈ [−r2, 0].
Then
f˜0(x) =
∫ x
0
φ(ξ)dξ =
x
s
: [0, s]→ [0, 1]
is a C1+α-diffeomorphism and
f˜1(x) =
∫ x
s
φ(ξ − 1)dξ : [s, 1]→ [0, 1]
is a C1+α-diffeomorphism. Furthermore,
f˜ ′1(1−) = φ(0−) = f˜
′
0(0+) = φ(0+) = s
−1.
So we define a circle endomorphism f˜ which is C1+α on [0, 1] \ {s}. Moreover,
the derivative f˜ ′(x) ≥ min{s−1, r−1} > 1 for any x ∈ [0, 1] \ {s}.
Let g˜0 and g˜1 be the inverses of f˜0 and f˜1. Consider the interval I0 = [1/2, 1].
Since f ′1(x) = r
−1 on [s, (1 + s)/2], we have f1((1 + s)/2) = 1/2. Therefore,
the preimage of I0 under f˜ is the union of two intervals [s/2, s] = g˜0(I0) and
[(1 + s)/2, 1] = g˜1(I0)
Define g1(x) = g˜1(x) on [0, 1]. Then its inverse f1 = f˜1 : [s, 1] → [0, 1] is a
C1+α diffeomorphism. Denote
ψ1(x) = g
′
1(x) =
1
φ(g1(x)− 1)
, x ∈ [0, 1].
Then
g1(x) = s+
∫ x
0
ψ1(ξ)dξ, x ∈ [0, 1].
Define
ψ0(x) = 1− ψ1(x) = 1−
1
φ(g1(x)− 1)
, x ∈ [0, 1].
Then ψ0(x) = s for x ∈ [0, 1/2] since in this case g1(x) ∈ [s, (1 + s)/2] and
g1(x)− 1 ∈ [−r,−r/2]. Define
g0(x) =
∫ x
0
ψ0(ξ)dξ, x ∈ [0, 1].
It is clearly that g0(0) = 0 and g0(1) = s. So
g0 : [0, 1]→ [0, s]
is a C1+α-diffeomorphism. Let
f0(x) : [0, s]→ [0, 1]
be the inverse of g0(x). Then it is a C
1+α-diffeomorphism. Furthermore,
f ′0(s−) =
1
g′0(1−)
=
1
1− 1φ(0−)
= r−1 = f ′1(s+).
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Thus
f(x) =
{
f0(x), x ∈ [0, s];
f1(x), x ∈ [s, 1]
is a C1+α expanding circle endomorphism.
For any x ∈ T , let {x0, x1} = f
−1(x) such that x0 ∈ [0, s] and x1 ∈ [s, 1].
Then we have that
1
f ′(x0)
+
1
f ′(x1)
= g′0(x) + g
′
1(x) = ψ0(x) + ψ1(x) = 1.
This implies that for any interval J of T ,
Leb(f−1(J)) = Leb(g0(J)) + Leb(g1(J)) = Leb(J).
So f preserves the Lebesgue measure.
Now we prove that the metric entropy hLeb(fs) tends to 0 as s→ 1
−.
Let a = 1 − f(1 − r2). That is 1 − a = f(1 − r2). Since φ(x) ≤ r−1 for
x ∈ [−r2, 0],
a = f(1)− f(1− r2) =
∫ 1
1−r2
φ(ξ − 1)dξ ≤ r2r−1 = r.
If 1− a ≤ x ≤ 1, then 1− r2 ≤ g1(x) ≤ 1. This implies that φ(g1(x)− 1) ≤
r−1, that is,
g′1(x) = ψ1(x) ≥ r, ∀x ∈ [1− a, 1].
Hence
g′0(x) = 1− g1(x) ≤ 1− r = s, ∀x ∈ [1− a, 1].
This implies that
s− g0(1− a) = g0(1)− g0(1− a) =
∫ 1
1−a
g′0(ξ)dξ ≤ sa.
Furthermore,
g0(1− a) ≥ s− sa ≥ s− sr.
On the other hand, if 0 ≤ x ≤ 1 − a, then s ≤ g1(x) ≤ 1 − r
2 and −r ≤
g1(x) ≤ r
−2. This implies that
ψ1(x) =
1
φ(g1(x)− 1)
≥ r, ∀x ∈ [0, 1− a].
Hence
g′0(x) = ψ0(x) = 1− ψ1(x) ≥ 1− r, ∀x ∈ [0, 1 − a].
It follows that for 0 ≤ x ≤ g0(1− a),
f ′(x) =
1
g′0(f0(x))
≤ (1− r)−1.
Note that for all x ∈ T , φ(x) ≤Mr−1. It implies that f ′(x) ≤Mr−1 for all
x ∈ T .
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Since the Lebesgue measure Leb is f -invariant, by Rohlin’s formula
hLeb(f) =
∫
T
log f ′(ξ)dξ =
∫ g0(1−a)
0
log f ′(ξ)dξ +
∫ g0(1−a)
1
log f ′(ξ)dξ
≤ g0(1 − a) log(1− r)
−1 +
(
1− g0(1− a)
)
log(Mr−1)
≤ − log s+ (1− (s− sr)) log(Mr−1) ≤ − log s− r(1 + s) log(M−1r).
When s→ 1−, r → 0+. This implies
hLeb(fs)→ 0 as s→ 1
−.
We have completed the proof. 
Let Ψ∗(w∗) be the function model of τ ∈ T US. Let µ∗ be a dual geometric
Gibbs type measure for the continuous potential − logΨ∗(w∗). Let µgeo be
the corresponding symmetric measure for an f ∈ τ . Then hµ∗(σ
∗) = hµgeo(f).
Finally, as a consequence of Theorem 22, we have that
Theorem 23. The maximum value of the metric entropy hµ∗(σ
∗) over all
Ψ∗(w∗) ∈ T US with their dual geometric Gibbs type measures µ∗ is logd. And
the infimum of the metric entropy hµ∗(σ
∗) over all Ψ∗(w∗) ∈ T US with their
dual geometric Gibbs type measures µ∗ is 0.
Remark 9. The infimum of the metric entropy for all Anosov diffeomorphisms
of a smooth manifold with their SRB measures has been studied in a recent
paper [14]. The infimum of the metric entropy for all area-preserving Anosov
diffeomorphisms of a smooth manifold with their SRB measures is still an open
problem. Theorem 22 answers this problem in the one-dimensional case too.
Remark 10. The family {fs}0<s<1 constructed in the proof of Theorem 22
is totally degenerate. This means that τs = [fs] tends to the boundary of the
Teichmu¨ler space but its limit can not be seen on the boundary. This is different
from the family constructed in [14] where the family tends to the boundary of
the space of all Anosov diffeomorphisms with a limiting point on the boundary.
The limiting point is an almost hyperbolic diffeomorhism. This is also an
interesting problem in the Teichmu¨ller theory of Riemann surfaces, that is,
which curve is totally degenerate and which curve tends to a surface with a
parabolic node. The construction of the families in the proof of Theorem 22
and in [14] provides some idea to study this problem.
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