The probabilistic RAM (pRAM) is a hardware-realisable neural device which is stochastic in operation and highly non-linear. Even small nets of pRAMs offer high levels of functionality.
Introduction
Two important properties exist for artificial neurons used in classification systems: non-linearity and generalization. Current models of the neuron normally possess only one of these properties, not both. The addition of further neurons is therefore required in order for these properties to be found in a network of artificial neurons, for example, by the use of hidden layers. The pRAM neuron described below claims to possess both these properties which leads to a reduction in the number of neurons required to perform a given task. Being RAM-based, non-linearity is an intrinsic feature of the pRAM. We show below how the pRAM also exhibits generalization when trained in noise.
The pRAM
The model of the pRAM neuron has been previously described [1] [2] .
This model has been realized in VLSI hardware [3] and arrays of over 1000 neurons may be constructed using the latest generation of pRAM architectures [4] . The latter design also incorporates learning behaviour and reconfigurable connectivity in its hardware.
Figure 1. The pRAM structure
In its basic form, the pRAM comprises a number of memory locations, a comparator and a noise generator. The binary inputs of Figure 1 are address inputs to the memory array and therefore are used to select one of the memory locations. The data in the memory location selected (which is similar to an input 'weight' of other neuron models) determines the probability of the pRAM output firing. This is achieved by adding the selected memory contents (a n-bit real number) to a random number (of n-bits); if the result overflows (exceeds n-bits) then the pRAM 'fires'. In this way the larger the memory contents, the greater the probability of the pRAM firing. It can be seen that the memory data are considered to fall in the interval [0,1] and in practice are represented by n-bit numbers. In the first two generations of the pRAM hardware n=8, so that 8-bit memories were used. This gives sufficient accuracy when a net of pRAMs is used in the activation or forward phase. However, in the learning phase, more accuracy is required. Thus the third generation of pRAM devices use n=16, or 16-bit memory since hardware learning has been incorporated in the design. These devices can therefore be used in standalone situations where a host computer is not possible or desirable and they offer fully adaptable hardware with on-line learning. The increased accuracy required for the learning phase is often overlooked since many hardware-based neural networks employ 'off-chip' learning for the training phase of the network. The 'off-chip' learning is executed in a workstation where 40-bit floating-point accuracy or better is used. Once the weights For the reasons given above, only digital versions of the pRAM have so far been fabricated.
Analogue pRAMs are possible but analogue charge storage (for the weights) generally gives the equivalent of 6-bit accuracy which is sufficient for the forward or activation phase, but is inadequate for learning. We have not investigated the optimum accuracy required for learning neurons but have found that 8-bits is too low and 16-bit accuracy is indistinguishable from full floating-point representations of the weights. Another study [5] has indicated that 13-bit accuracy may be optimum for a learning neuron.
The basic form of the pRAM incorporates realistic neurobiological features [2, 6] but has no learning ability. Off-line learning was implemented with the first and second generation pRAM devices where a supervisory processor was used to monitor the net's performance and modify the pRAM's memory contents. Such a learning system has been shown to be effective [3] .
Although the use of the learning-pRAM is the main aim of our current research, applying the intrinsic features of the pRAM to situations where learning is not required is still of interest. One such application is in image processing although other applications such as sound synthesis and digital-to-analogue translation are also being investigated.
The most interesting features of the pRAM are now described. Mention has already been made of its stochasticity and non-linearity; its capacity for generalization and its neurobiological features are related to these properties.
Stochasticity
The probability of the pRAM firing is directly proportional to the selected memory contents since the noise generator produces a uniform distribution of numbers in the interval [0,1]. The pRAM normally has multiple address inputs. If the number of inputs is N then the number of memory locations within the pRAM is 2 N . Therefore a number of firing probabilities may be selected by the input vector u. If the input vector is fixed for a period of time then only one of the stored probabilities is selected during that period. If the pRAM is used with a constant input vector, then the probability of the pRAM firing is identical at each time step. When averaged over a long period, the mean firing frequency of the pRAM will be equal to the contents of the memory location selected by the input vector. This is shown in Figure 2 where two samples are shown of the same pRAM whose input vector is fixed and the probability of firing is set at 0.15. Because of the stochastic nature of the device, the mean firing frequency measured in the short term may be slightly greater or less than 0.15. However, the long-term averaged firing frequency (labelled 'overall' in the figure) can be seen to be 0.15. The firing pattern of the pRAM is in the form of spike trains. This is similar to the activity of real neurons. When two early pRAM devices were connected together to generate spike trains, the resultant activity was likened by an observer to the pattern generated in biological systems by coupled leech cells ( Figure 3 ). The RAM model of a neuron, proposed by Aleksander [8] , can form arbitrary non-linear functions.
This is because the RAM neuron's output may be programmed by writing an appropriate value in a 1-bit register in response to each input vector (or address). A RAM neuron with N inputs contains 2 N such 1-bit registers. By this means any arbitrary function, capable of being represented by the neuron, can be implemented. However, the RAM neuron requires the full set of output activity to be defined over the full range of input vectors, else some outputs will be are undefined and therefore will assume arbitrary states during the activation phase which could prevent the net converging to a solution. A solution to this problem has been proposed by Aleksander [9] and the neurons are called probabilistic logic nodes (PLNs). In a PLN, any undefined states generate an output of 1 with a probability of 0.5. Thus an attempt is made to prevent the net getting stuck in a loop because of undefined states, since the 'noise' generated by the undefined states should allow the state space to be more fully explored.
The pRAM, being a RAM-based neuron, has the same non-linear properties as above. However, for the pRAM, noise is generated at the synaptic level which is biologically realistic. Instead of storing a single bit (representing the desired output) at each address, the pRAM stores an n-bit number
which represents the probability of the pRAM firing. Thus it naturally combines stochastic and non-linear behaviour. When used in a classification system, the pRAM can operate on real-valued inputs rather than binary inputs. Therefore input data does not have to be thresholded, thereby losing information and hence the pRAM can directly handle real data (without pre-processing). For example, many neural networks are trained on binary image data and 'noise' is generated artificially by adding or subtracting pixels from the binary image. For the pRAM, noise may be represented by a change in the gray-scale value for the pixels such that a noisy pixel is not represented by a '0' or '1'
but by say, a probability distribution centered on 0.2 and 0.8 respectively. This is more realistic and pRAM nets trained in such noise have been found to give almost perfect classification even with high noise levels.
Generalization
Generalization is the property of a neuron to generate an appropriate output in response to an input vector upon which the neuron has not been trained. It is usually desirable for the neuron to generate a similar output for similar, or nearest-neighbor input vectors (the exception to this is when a highly non-linear response is required). The nearest-neighbor binary vectors are those in which only one bit differs from the n-bit vector in the training set.
In the McCulloch-Pitts model, nearest-neighbor vectors will generate similar weighted sums of the inputs and therefore a similar output (ie. it generalizes), where the number of inputs is large or the weights are small. However, if a connection weight is large, then two neighbouring vectors who differ only in respect to the activation of this input will generate widely different weighted sums and therefore are likely to generate different outputs. In this latter case, the large connection weight is probably due to some significance of this particular input, for example as a means of discriminating between two adjacent vectors, and we therefore expect to observe a difference in the neuron's behaviour.
In RAM-based neurons, the inherent non-linearity ensures that no special relationship exists between one vector and its nearest-neighbour. Therefore, RAM neurons do not naturally generalize. By building these neurons into layers, generalization can be achieved, but extra neurons involve additional connections and result in extra cost. The pRAM, when trained in noise, has the capacity for generalization. It is usual for the cycle time of the pRAM neuron to be small compared to the interval between the presentation of members of the training set. Therefore, each training vector may be considered to be presented to the pRAM net for several successive cycles. Consider the simple net with a single pRAM, C, in the output layer shown in Figure 4 . The two pRAMs in the input layer superimpose a predetermined amount noise on the input vector and their weights are not modified by the learning process. So this is an example of how pRAM C generalizes. For the example given in Figure 4 , the input vector is fixed with a value {1,1}. The upper input is subject to approximately 11% noise and the lower input, 25% noise as the selected pRAM memory contents are 0.9 and 0.8 respectively. The probability of accessing each of the four registers in pRAM C are 0.72, 0.18, 0.08 and 0.02 for an input to the net of {1,1}. As expected, p(1,1) has the highest probability of access, but during training all possible members of the input set for pRAM C are generated so that there are no completely undefined states.
The probabilities of access for pRAM C using other input vectors to pRAMs A and B are shown in Table 1 . Table 1 . Probability of accessing members of pRAM C (Fig. 4) for the input vectors shown.
The added noise does not have to be the same for inputs of 1 and 0 so that some bias can be imposed. For example, it is not essential that the memory pair in pRAM A be set to and 1-, γ γ
where is the signal+noise to noise ratio, although this will normally be so. It can be seen that due γ to the noise, the probability of all nearest-neighbour vectors being generated is greater than zero.
Thus when the pRAM is trained, useful information will be added to the neighbourhood of a given training vector. This will assist in the recovery of information from the net in response to a previously unknown input vector and give the property of generalization. The stochastic nature of the pRAM is useful in the activation phase as transient states are generated which would not have been generated if the neurons were deterministic in operation and therefore learned behaviour is fully utilized. The output of a pRAM net is therefore not judged on the basis of a single state, but will usually be averaged over several time steps in order to produce a deterministic result from the probabilistic states.
When trained with a range of noise levels ( ), using error backpropagation, the training γ ∈ [0, 0.4] time has been found to increase exponentially with increasing noise level. However, the training is more thorough for a given training set and a more successful classification can be achieved thereafter.
2.Conclusion
The pRAM has been shown to demonstrate generalization properties and the pRAM combines generalization with maximal non-linearity in the one model. The increased functionality has the benefit of reducing the number of pRAM neurons that are required in a typical application when compared to other neuron models.
Current applications of pRAMs include processing grey-scale images so that the image can be printed using a half-tone process. pRAM hardware is being used in a real-time image processing system to classify objects within one frame period and to classify object on the basis of a sequence of frames.
