Abstract. We use some properties of solutions of Riccati equation for establishing boundedness and stability criteria for solutions of second order linear ordinary differential equations. We show that the conditions on coefficients of the equations, appearing in the proven criteria, do not follow from the conditions, which ensure the application of the WKB approximation to the second order linear equations. On these examples we compare the obtained results wit the results obtained by the Liapunov and Bogdanov methods, by a method involving estimates of solutions in the Lozinski's logarithmic norms, and by the freezing method. We compare these results with the Wazevski's theorem as well.
§1. Introduction
Let p(t) and q(t) be complex valued continuous functions on [t 0 ; +∞). Consider the equation φ ′′ (t) + p(t)φ ′ (t) + q(t)φ(t) = 0, t ≥ t 0 .
(1.1)
Study of the boundedness and stability behavior of solutions of Eq. (1.1) is an important problem of the qualitative theory of differential equations and many works are devoted to it (see e.g., the book [1] and cited works therein, [2 -12] ). Let p(t) be continuously differentiable. In Eq. (1.1) make the substitution φ(t) = E(t)ψ(t), t ≥ t 0 ,
2)
where E(t) ≡ exp − 1 2 t t 0 p(τ )dτ . We get
3)
where D(t) ≡ 2p ′ (t) + p 2 (t) − 4q(t), t ≥ t 0 . One of important methods of studying the boundedness and stability problems of the solutions of Eq. (1.1) is the application of the Liouville's transformation (see [2] , pp. 131, 132, 152, 153). In the book [5] on the basis of the Liouville's transformation a substantiation of asymptotic representation of the solutions of Eq. (1.3) and their derivatives is given (see. [5] , pp. 54 -61, WKB approximation [Wentzel-Kramers-Brillouin]). It is assumed therein, that D(t) is twice continuously differentiable, D(t) = 0, t ≥ t 0 , Re D(t) ≥ 0 for t >> 1 and By virtue of (1.2) the WKB approximation gives possibility to describe wide classes of equations (1.1) with bounded and (or) unbounded solutions, classes of stable and (or) unstable equations (1.1) in terms of their coefficients. Assume x(t) is a nonnegative continuous function on the half line [t 0 ; +∞). Consider the Riccati equation y ′ (t) + y 2 (t) = x(t), t ≥ t 0 .
(1.5)
For the study of the boundedness and stability problem of solutions of Eq. (1.1) in this work the Riccati equations method is applied, which (in this work) basically is an application of properties of the differential root of
, corresponding to the solutions of Eq. (1.3). Unlike conditions on D(t), providing of use WKB approximation, here other restrictions are imposed on D(t) assuming the condition A) D(t) > 0, t ≥ t 0 , and p(t), D(t) are continuously differentiable functions; and other conditions, different from (1.4), be satisfied. Note that the case D(t) < 0, t ≥ t 0 , is studied in [10] . Boundedness and stability tests for the solutions of Eq. (1.1) in terms of their coefficients are proved. Examples, to which the mentioned tests are applicable and which do not satisfy the condition (1.4), are represented.
§2. Main results
For any positive and continuously differentiable on [t 0 ; +∞) function x(t) denote
In our main results the functions
play a crucial role Theorem 2.1. Let the conditions A) D(t) > 0, t ≥ t 0 , and p(t), D(t) are continuously differentiable functions; and one of the following groups of conditions B) D(t) is a nondecreasing function; for some ε > 0 the function
is bounded and 
is bounded, be satisfied. Then Eq. (1.1) is Liapunov stable (asymptotically) if and only if the function r 2 (t) is bounded from above ( lim t→+∞ r 2 (t) = −∞).
< +∞ and let the condition A) be satisfied. Then the following assertions are valid: 
where 
It is not difficult to verify that the application of estimates of Liapunov ([4 
3)
We can easily check that for It is not difficult to verify that the application of the mentioned above estimates and the Wazevski's theorem to Eq. (2.3) gives no result. Note that the results of work [11] concern to the case D(t) < 0, t ≥ t 0 , and the results of work [12] concern to the case of periodic functions p(t) and q(t). Therefore the results of these works cannot be applicable to the equations (2.1) -(2.3) . §3. Proof of the main results
To prove the main results at fist we shall formulate and prove some preliminary propositions. Let x 1 (t) be a real valued continuous function on [t 0 ; +∞) . Along with Eq. (1.5) consider the Riccaty equation
The following assertion is valid (see [13] ). Theorem 3.1. Let Eq. (1.5) has a real valued solution y 0 (t) on [t 0 ; +∞), and let
The proof of a more general theorem is presented in [14] . Since y 0 (t) ≡ 0 is a solution of the equation
from Theorem 3.1 we immediately get: Corollary 3.1. Let x(t) ≥ 0, t ≥ t 0 . Then for any y (0) ≥ 0 Eq. (1.5) has a solution y 1 (t) on [t 0 ; +∞), satisfying the initial condition y 1 (t 0 ) = y (0) , moreover y 1 (t) ≥ 0, t ≥ t 0 .
From Corollary 3.1 it follows, that the differential root is defined on [t 0 ; +∞) and is nonnegative.
Remark 3.1 A more detailed study of the properties of the differential root is presented in [13] .
In the sequel the differential root of x(t) we shall denote by y x (t). Let x(t) be continuously differentiable and x(t) > 0, t ≥ t 0 . Then
It follows from here, that u 0 (t) ≡ y x (t) − x(t) (t ≥ t 0 ) is a solution of the first order linear equation:
where F (t) ≡ y x (t) + x(t), t ≥ t 0 . Therefore by Cauchy formula
in particular,
Hence
Then from (3.2) we get:
3) t 0 ≤ t 1 ≤ t, as far as
Lemma 3.1. For every s ≥ t 0 the inequality
.
is valid
See the proof in [13] . By virtue of this lemma we have:
From here and from (3.3) it follows:
It means that,
≤ c, t ≥ t 0 , then it is evident, that
Let us define t 1 = t 1 (t) by relation
where t (< +∞) satisfies the condition:
→ 0 for t → +∞, the number t always exists). Since x(t) ≥ ε > 0, t ≥ t 0 , we have
Therefore, taking into account (3.6) we get:
From definition of t 1 (t) it follows, that t − t 1 < 1 2
(t − t 0 ) for t > t, and therefore from (3.7) we obtain:
From here we immediately get: Lemma 3.2. Let x(t) satisfies the conditions (3.6). Then
Consider the sets
It is evident, that A t and B t are measurable and
, and therefore
For s ∈ B t we have:
Summarizing each part of these inequalities with the corresponding parts of (3.9) and taking into account (3.8) we get:
Due to the equality y
, from here we obtain the inequality
Then integrating the last integral by parts we obtain:
11)
Consider the function
Lemma 3.3. Let x(t) be a monotone nondecreasing function, and let for some ε > 0 the function
x(t) 3/2−ε be bounded. Then Q x (t) is bounded. Proof. Since x(t) is a monotone nondecreasing function, then (see [13] ) y x (t) ≤ x(t). from here and from the first inequality of (3.11) it follows, that Q x (t) ≥ 
for some ε > 0, c > 0. Then taking into account the inequality y x (t) ≤ x(t), t ≥ t 0 , we will have:
. From here and from the second inequality of (3.11) it follows, that Q x (t)
ln x(t 0 ) < +∞, t ≥ t 0 . Therefore Q x (t) is bounded above. The lemma is proved.
be bounded, and let
Proof. By virtue of mean value theorem 12) where ξ(t) ∈ [min{ x(t), y x (t)}; max{ x(t), y x (t)}], t ≥ t 0 . Since x(t) ≥ ε, t ≥ t 0 , we have ξ(t) ≥ min{ x(t), y x (t)} ≥ √ ε, t ≥ t 0 . From here, from the boundedness of By (1.2) from here it follows, that
By (3.4) from here it follows:
By virtue of (3.4) it follows from here, that See the proof in [13] . Lemma 3.6. Eq. (1.1) is Liapunov stable (asymptotically) if and only if φ 0 (t) and φ ′ 0 (t) are bounded (vanish on +∞).
See the proof in [13] . Thus the group of conditions C) of Theorem 2.1 is satisfied. Then А 1 ) follows from Theorem 3.1, and B 1 ) follows from Theorem 2.2. The corollary is proved.
