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ABSTRACT
High-throughput technologies produce genome-scale transcriptomic and metabolomic (omics)
datasets that allow for the system-level studies of complex biological processes. The limitation
lies in the small number of samples versus the larger number of features represented in these
datasets. Machine learning methods can help integrate these large-scale omics datasets and
identify key features from each dataset. A novel class dependent feature selection method inte-
grates the F statistic, maximum relevance binary particle swarm optimization (MRBPSO), and
class dependent multi-category classification (CDMC) system. A set of highly differentially
expressed genes are pre-selected using the F statistic as a filter for each dataset. MRBPSO
and CDMC function as a wrapper to select desirable feature subsets for each class and clas-
sify the samples using those chosen class-dependent feature subsets. The results indicate that
the class-dependent approaches can effectively identify unique biomarkers for each cancer type
and improve classification accuracy compared to class independent feature selection meth-
ods. The integration of transcriptomics and metabolomics data is based on a classification
framework. Compared to principal component analysis and non-negative matrix factorization
based integration approaches, our proposed method achieves 20-30% higher prediction accura-
cies on Arabidopsis tissue development data. Metabolite-predictive genes and gene-predictive
metabolites are selected from transcriptomic and metabolomic data respectively. The con-
structed gene-metabolite correlation network can infer the functions of unknown genes and
metabolites. Tissue-specific genes and metabolites are identified by the class-dependent fea-
ture selection method. Evidence from subcellular locations, gene ontology, and biochemical
pathways support the involvement of these entities in different developmental stages and tissues
in Arabidopsis.
11. INTRODUCTION
Large-scale omics data such as transcriptomics, proteomics and metabolomics provides
cellular activity information in an organism at the levels of genes, proteins and metabolites.
Integrating omics data helps understand the cellular responses to enviromental perturbations
and developmental events at the system level in plants. The challege lies in the deficiency of
computational methods to mine and integrate these data.
The integration of omics data involves the application of various machine learning methods
including classification, optimization, and feature selection etc. A variety of annotation infor-
mation such as subcellular localization, gene ontology, and metabolic pathways help interpret
the integration results.
The purpose of this dissertation is to develop novel machine learning methods for addressing
key challenges during the integration of omics datasets. These methods are linked together to
provide different biological insights for understanding the complex biological processes. Figure
1.1 illustrates all developed methods and how they are related to the data integration.
This document is organized into five chapters. Each chapter except for the introduction
presents a manuscript that is either published in a journal or will be submitted to one for review.
Chapter 2 introduces a multi-class support vector machine and three new protein features for
predicting subcellular locations. Chapter 3 compares three multi-label classification methods
under two schemes for the prediction of multiple subcellular locations for a given protein. The
predicted locations are applied to the analyses of protein-protein interaction network, networks
comparison, as well as omics data integration.
Chapter 4 proposes a novel class dependent feature selection method integrating F statistic,
maximum relevance binary particle swarm optimization, and class dependent multi-category
2Figure 1.1 The developed methods, the chapters that discuss them, and
how they are related to omics data integration
classification system. Traditional feature selection methods select a set of common features that
can differentiate all classes. The proposed method can select a few key features for each class.
These features are the candidate biomarkers for different cancer, tissue, or trait. Compared to
class independent methods, the proposed method achieves a much higher prediction accuracy
as well.
Chapter 5 presents a classification based framework for integrating transcriptomics and
metabolomics data. The framework consists of two integration work flows. Gene-predictive
metabolites and metabolite-predictive genes are identified from the two flows. A few genes and
metabolites specific to each tissue are also discovered by the proposed class dependent feature
selection method in Chapter 4. Subcellular locations, gene ontology, and metabolic pathways
provide various evidence to show that the identified entities are involved in the different de-
velopmental stages and tissues in Arabidopsis. The time delay between gene expression and
metabolite accumulation is also observed from the corresponding expression patterns.
Two appendices include the application of subcellular locations to protein-protein interac-
3tion network and networks comparison analyses. Appendix A builds a protein-protein inter-
action network for Vitis vinifera by homology modeling. The functions of three subnetworks
are elucidated by GO enrichment analysis. Incorporating subcellular locations increases our
confidence for some putative interacting pairs. Appendix B compares the gene regulatory net-
work and protein-protein interaction network for cold stress in Arabidopsis. The results show
a significant similarity between the two networks built from different data sources.
42. STRULOCPRED: STRUCTURE-BASED PROTEIN SUBCELLULAR
LOCALISATION PREDICTION USING MULTI-CLASS SUPPORT
VECTOR MACHINE
A paper published in International Journal of Data Mining and Bioinformatics
Wengang Zhou and Julie A. Dickerson
Abstract
Knowledge of protein subcellular locations can help decipher a proteins biological func-
tion. This work proposes new features: sequence-based: Hybrid Amino Acid Pair (HAAP)
and two structure-based: Secondary Structural Element Composition (SSEC) and solvent ac-
cessibility state frequency. A multi-class Support Vector Machine is developed to predict the
locations. Testing on two established data sets yields better prediction accuracies than the
best available systems. Comparisons with existing methods show comparable results to ESL-
Pred2. When StruLocPred is applied to the entire Arabidopsis proteome, over 77% of proteins
with known locations match the prediction results. An implementation of this system is at
http://wgzhou.ece. iastate.edu/StruLocPred/.
Introduction
Subcellular localisation is one of the key functional characteristics of proteins. Proteins
must be localised to a correct cellular compartment to cooperate for a common physiological
function. With the production of a huge amount of raw protein sequence data, the functional
annotation of these data is an important task. There are three common experimental ap-
proaches for determination of subcellular locations: cell fractionation, electron microscopy and
5fluorescence microscopy. Currently, these methods are time-consuming and costly. Compu-
tational methods have proved to be an efficient way to accurately determine the subcellular
locations from protein sequences.
Numerous methods have been developed to predict the subcellular location using different
classifiers and features. Most methods fall into two categories. They are either based on N-
terminal sorting signals or Amino Acid Composition (AAC) information. Nakai and Kanehisa
(1992) first introduced the use of sorting signals to predict subcellular location. Nielsen et al.
(1999) applied neural networks to work on the prediction using signal sequences. Eventually,
these individual methods are integrated into a well-known system TargetP (Emanuelsson et
al., 2000).
Reinhardt and Hubbard (1998) used a neural network and AAC information to predict four
types of subcellular locations for 2427 eukaryotic proteins. Hua and Sun (2001) applied SVM
to the same data set and integrated this approach into an online system named SubLoc. Park
and Kanehisa (2003) constructed a 7579 proteins data set with 12 types of subcellular locations
from Swiss-Prot. Sixty SVM classifiers were trained using AAC and gapped amino acid pairs
to predict a protein subcellular location. The results were determined by a majority-voting
scheme. An improvement in accuracy was obtained.
Huang and Li (2004) proposed dipeptide information as a feature. They applied a Fuzzy k
Nearest Neighbour (FKNN) classifier to the prediction problem. The model was tested on three
data sets extracted from Swiss-Prot. There were 12,865 sequences. The data set was further
reduced to 7203 and 3572 by removing high similarity sequences. The results showed that
dipeptide composition was a useful feature. Bhasin and Raghava (2004) tried several kinds of
features including PSI-BLAST information and their combinations. The system, ESLpred, is
available online. It used SVMs to classify and was trained using 2427 proteins from Reinhardt.
More recently, LOCSVMPSI (Xie et al., 2005) incorporated the position-specific scoring
matrix evolutionary information from PSI-BLAST against the NCBI NR database. Su et al.
(2007) proposed a hybrid method combining a multi-class SVM classifier based on 1-versus-
1 strategy with a structural-homology-based method, which determines the locations from
6top-ranked similar proteins with known locations. Another method PairProSVM (Mak et
al., 2008) is developed by using PSI-BLAST profiles to obtain pairwise alignment scores as a
feature vector.
In this study, we propose three new features for protein subcellular location prediction and
investigate the use of a multi-class SVM to predict subcellular locations using these features.
Testing on two benchmark data sets RH2427 and PK7579, results are very promising and
comparable with the best accuracy in the literature. To compare the performance with latest
available methods, we also tested our method on the BaCelLo independent data set. It shows
that our method achieves 70.9% total accuracy and performs comparable with the current
best method. We further applied these structure-based features to predict the locations for
the entire Arabidopsis proteome. The proposed features and modules are implemented as web
server named StruLocPred publicly available at http://wgzhou.ece.iastate.edu/StruLocPred/.
Protein features
Five types of features are investigated in this study: AAC, dipeptide composition, HAAP,
structural element composition and solvent accessibility state frequency. Amino acid and
dipeptide composition have been previously applied in other studies as discussed earlier.
Amino Acid Composition (AAC) Amino Acid Composition is the fraction of each
amino acid in a protein sequence. The fraction of all 20 natural amino acids is calculated using
the following equation:
Fraction of amino acid =
Total number of amino acid i
Total number of amino acids in protein
(2.1)
Dipeptide Composition (DPC) Dipeptide (amino acid pair) composition gives a fixed
pattern length of 400 (20 20), which represents the occurrence frequency of all amino acid
pairs in the protein sequence. This feature encompasses the local order information of amino
acids. The fraction of each dipeptide is calculated using the following equation:
7Fraction of dipeptide (i) =
Total number of dipeptide i
Total number of dipeptides in the sequence
(2.2)
Hybrid Amino Acid Pair (HAAP) This is a new sequence-based feature. It is a
combination of dipeptide and Amino Acid Pairs (AAPs) with a gap. As mentioned earlier
for DPC, there are 400 types of AAPs on total. For each pair, we calculate its total number
occurring between any two adjacent residues and any two residues with a gap. The fraction
can be computed by the following equation:
Fraction of AAP (i) =
Number of AAP i in adjacent and with a gap
Number of AAPs in adjacent and with a gap in protein
(2.3)
The dipeptide and HAAP features are illustrated in detail in Figure 2.1. For DPC and
HAAP, the total numbers of amino acid pairs in the given protein sequence are L-1 and 2L-3,
respectively, as shown in Figure 2.1.
Figure 2.1 Graphical illustration of DPC and HAAP. HAAP looks at both
adjacent and gapped amino acid pairs
Secondary structures can indicate the subcellular locations of proteins in some situations.
For example, previous work in protein structure studies showed that -helices are frequently
observed in inner membrane proteins and -barrels are usually found in outer membrane proteins
(Pautsch and Schulz, 1998). It has also been observed that the distribution of surface residues
of a protein is correlated with its subcellular environments. Proteins from different locations
do show characteristic differences, particularly at the surface, which is directly exposed to the
8environment (Andrade et al.,1998). Therefore, we developed two structural features based on
the assumption that there is a relationship between protein structures and subcellular locations.
Secondary Structural Element Composition (SSEC) The SSEC represents fre-
quencies of secondary structural elements (H, E, C) for each residue in a given protein sequence.
H, E and C represent alpha helix, beta sheet and other structures, respectively. The feature is
represented by a 60 (3 × 20) dimensional vector. The frequencies are calculated according to
the following formula:
fki =
Nki
L
(2.4)
Where i = (H,E,C); fki is the frequency of secondary structural element i occurring
at amino acid k and Nki is the total number of structural elements i found for amino acid
k in the whole protein sequence. L is the length of the protein sequence. The secondary
structure prediction is made by PSIPRED 2.5 (Jones, 1999). This system requires calling the
PSI-BLAST program. All default parameter values are used. We split the protein sequence
into two parts with equal length for the purpose of capturing much structural information to
distinguish subcellular locations for different proteins. For each half of the sequence, we obtain
a 60 dimensional vector. Therefore, the total length of the feature vector is 120.
Solvent Accessibility State Frequency (SASF) The solvent accessibility contains
two states: buried (B) and exposed (E) for each amino acid. The solvent accessibility state
frequency is a 40 (2 × 20) dimensional vector, which gives the frequency information for each
state on all the 20 types of amino acids:
fki =
Nki
L
(2.5)
Where i = (B,E); fki is the frequency of solvent accessibility state i occurring at amino
acid k and Nki is the total number of accessibility state i found for amino acid k in the protein
sequence. L represents the length of the given protein sequence. ACCpro (Pollastri et al.,
92002) was used to predict the solvent accessibility states for each residue. Similarly, we split
each given protein sequence into two half and achieve an 80 dimensional vector for this feature.
Multi-class Support Vector Machine
The SVM (Vapnik, 1995) is a statistical learning method first proposed by Vapnik. It
is based on the theories of VC dimension and structure risk minimisation. For two-class
classification problems, SVMs use a non-linear mapping known as a kernel function to map the
training data into a higher dimensional feature space, and then construct an optimal separating
hyperplane in the higher dimensional space corresponding to a non-linear classifier in the input
space. With the kernel functions and the high dimensional space, the hyperplane computation
requires solving a quadratic programming problem:
minw,b,ξ
1
2
‖w‖2 + C
∑
i
ξi (2.6)
s.t. : yi(w · xi + b) ≥ 1− ξi, i = 1, · · · ,m (2.7)
C is a tuning parameter that allows the user to control the trade-off between classifying
the training samples without error and maximising the margin. Instead of solving this primal
problem, it is always a practice to solve its dual problem:
maxα
m∑
i=1
αi − 1
2
m∑
i,j=1
αiαjyiyjK(xi, xj) (2.8)
s.t. :
m∑
i=1
αiyi = 0 (2.9)
0 ≤ αi ≤ C,∀i (2.10)
αi denotes the Lagrange variable for the ith constraint. K(xi, xj) is the kernel function.
The three commonly used kernel functions include linear kernel, polynomial kernel and Radial
Basis Function (RBF) kernel. The RBF kernel with a parameter γ (gamma) is shown in the
following equation:
K(−→xi ,−→xj) = exp(−γ ‖−→xi −−→xj‖2) (2.11)
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In recent years, multi-class SVMs have been widely used to solve multi-class problems.
Most methods divide multi-class problems into several binary classification problems usually
based on two strategies: One Versus Rest (OVR) or One Versus One (OVO). We used a multi-
class SVM with a probability estimate implemented in LIBSVM 2.85 (Fan et al., 2005). This
version SVM is implemented using OVO strategy. The classifier will give a probability estimate
belonging to each class for every testing sample. Because of the complexity and non-linearity
of subcellular prediction problem, we used RBF kernel in all our experiments. The penalty
parameter C and RBF kernel parameter γ need to be tune up for each data set to get the best
performance. The general multi-classifier structure is shown in Figure 2.2.
Figure 2.2 Multi-class Support Vector Machine structure
Performance measurements
Three measurements are used to evaluate the performance of classifiers. One is the accuracy,
which is the percentage of correctly predicted proteins for each type of subcellular locations.
Total accuracy is the percentage of all correctly predicted proteins in the data set. For the first
small data set, leave-one-out cross validation is applied to get the accuracy. For the second
one, we used 5-fold cross validation. The two accuracies are defined as follows:
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Accu(i) =
TPi
Ni
, TA =
∑c
i=1 TPi
N
(2.12)
Where TPi is the number of correctly predicted proteins in each location i, and Ni is the
total number of proteins in location i. N is the total number of proteins in the data set.
Matthews Correlation Coefficient (MCC) can overcome the shortcoming of accuracy on
unbalanced data. For instance, a classifier may predict the entire training set as positive and
not make any prediction on negative samples. In this case, the accuracy will be 1, and the
MCC will be 0. Therefore, it is also used as a measure of the prediction performance for each
location:
MCC(i) =
TPi × TNi − FPi × FNi√
(TPi + FNi)(TPi + FPi)(TNi + FPi)(TNi + FNi)
(2.13)
Where FPi, TNi and FNi are false positive, true negative and false negative numbers,
respectively, for subcellular location i.
Experiment results
Data Sets
The RH2427 data set was created (Reinhardt and Hubbard, 1998) by extracting all the
protein sequences from Swiss-Prot release 33. It consists of 2427 eukaryotic proteins within
four subcellular location categories. There are 1097 nuclear proteins, 684 cytoplasmic proteins,
325 extracellular and 321 mitochondrial proteins.
The PK7579 data set was generated by Park and Kanehisa (2003). It contains 7579 pro-
teins in 12 subcellular locations collected from Swiss-Prot release 39. Only those proteins with
a single subcellular location annotation are selected. There are 671 chloroplast, 1241 cyto-
plasmic, 40 cytoskeleton, 114 endoplasmic reticulum, 861 extracellular, 47 Golgi apparatus, 93
lysosomal, 727 mitochondrial, 1932 nuclear, 125 peroxisomal, 1674 plasma membrane and 54
vacuolar proteins in this data set.
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The BaCelLo animal independent data set (Pierleoni et al., 2006) contains 1890 proteins
in the training data set and 707 proteins in testing data set. As described in Pierleonis paper,
proteins in the training data set were extracted from Swiss-Prot until version 41 and the testing
data set used the remaining sequences until version 48.
Testing and validation
We first applied the multi-class SVM to predict four types of locations for RH2427 data
set. The prediction results with leave-one-out cross validation using different features are listed
in Table 2.1. By using leave-one-out cross validation, we leave one protein as test data and
use all other proteins as training data each time. In all experiments, we chose to use RBF
kernel since it usually performs best for linear inseparable problems. The grid search method
is used to find the best parameter value combination of γ and C for SVM from the range of
[2−10, 2−9, · · · , 210] with step size 21. The search procedure is demonstrated in Figure 2.3. This
procedure is also called model selection. It is always necessary to find the best parameters for
each specific data set for machine learning system to have the best performance. The chosen
model can be subsequently applied to predict locations for unknown proteins. All results in
Table 2.1 are performed by the proposed multi-class SVM and the accuracies are the best
accuracies obtained by grid search for SVM parameters γ and C.
Figure 2.3 Grid search for the best parameter values of the RBF kernel γ
and SVM penalty factor C. The inner green contour lines show
the regions of best performance
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Table 2.1 Prediction accuracy comparison for RH2427 dataset using dif-
ferent features
Subcellular Locations AAC HAAP SSEC HAAP+SSEC HAAP+SSEC+SASF
(%) (%) (%) (%) (%)
Extracellular 78.50 82.70 89.80 89.90 92.00
Mitochondria 53.30 63.50 71.30 73.20 76.60
Cytoplasm 76.50 81.20 82.50 85.70 85.50
Nucleus 90.50 92.60 93.10 93.70 93.80
Total Accuracy 80.00 84.30 86.80 88.20 89.00
Groups of features usually perform better than single features because the combined fea-
tures contain more information about subcellular location. Each feature might be a weak
predictor and contribute only a small portion to the prediction. In our study, we combine
two structure-based features SSEC (120D) and SASF (80D) with one sequence-based feature
HAAP (400D). The total feature vector length is 600 dimensions. The best accuracy, 89.0%,
is achieved when combining those three features. The corresponding best SVM parameter
value combination is C = 16 and γ = 64. By using the same classifier, we can find that the
accuracy obtained from the assembled features is about 9% higher than using conventional
AAC alone. The accuracy is 2.5% higher using SSEC than using HAAP. This demonstrates
the effectiveness of these proposed structural features.
To validate the proposed method, we also compare it with other subcellular localisation
prediction methods including SubLoc from Hua, FKNN from Huang and ESLpred from Bhasin.
The comparison results are summarised in Table 2.2. The proposed method performs best
among all methods. It outperforms fuzzy nearest neighbour using dipeptide feature almost 4%
and binary SVM using AAC more than 9%. Our method is about 1% better than ESLpred
in terms of total accuracy. However, for 3 out of 4 locations, our method works better than
ESLpred in both accuracy and MCC values. Even though the overall accuracy is only 1%
higher than ESLpred, it is already a big achievement on this data set. The main reason is
that the data set contains 321 mitochondrial proteins (13% of entire data set). It is extremely
hard to make improvement in prediction accuracy for mitochondria proteins, which prevent
the further increase in total accuracy.
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Table 2.2 Comparison with other best prediction methods using different
features for RH2427
Subloc FKNN ESLpred HAAP + SSEC + SASF
Locations Acc(%) Mcc Acc(%) Mcc Acc(%) Mcc Acc(%) Mcc
Extracellular 80.00 0.78 83.70 0.87 88.90 0.91 92.00 0.91
Mitochondria 56.70 0.58 60.40 0.63 68.20 0.69 76.60 0.77
Cytoplasm 76.90 0.64 86.70 0.76 85.20 0.79 85.50 0.81
Nucleus 87.40 0.75 92.00 0.83 95.30 0.87 93.80 0.84
Total Accuracy 79.40 – 85.20 – 88.00 – 89.00 –
Table 2.3 Prediction accuracy comparison results for PK7579 data set
Location AAC (%) DPC(%) Park and Kanehisa (2003) (%) HAAP+SSEC(%)
Chloroplast 60.8 69.3 72.3 72.6
Cytoplasm 67.5 70.2 72.2 79.5
Cytoskeleton 55 62.5 58.5 65
ER 49.1 63.2 46.5 64.9
Extracellular 74.6 79.3 78 88.9
Golgi 12.8 27.7 14.6 55.3
Lysosome 66.7 63.4 61.8 81.7
Mitochondria 43.2 51.4 57.4 64.2
Nucleus 86.7 85.1 89.6 92.8
Peroxisome 16.8 28.8 25.2 34.4
Plasma 88.3 90.1 92.2 97.6
Vacuole 31.5 44.4 25 44.4
Total 73.1 76.2 78.2 84.4
We further applied our method to PK7579 data set, which contains 7579 proteins in 12
locations. The results are shown in Table 2.3. The predictions for using AAC, dipeptide and
SSEC + HAAP features are all done using the multi-class SVM. Owing to computing resource
limits and the fact that incorporating SASF results in less than a 1% improvement on accuracy
(see Table 2.1), only the SSEC and HAAP features were implemented on this data set. For
the same reason, we used five-fold cross-validation instead of leave-one-out. The grid search is
also applied to find the best parameter values for SVM.
As shown in Table 2.3, the dipeptide feature works better than AAC since it incorporates
the sequence order information. As expected, the combined feature of SSEC and HAAP
performs better than dipeptide because it contains both structural and sequence information.
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Table 2.4 The comparison of performance on the animal independent data
set
Locations HAAP + SSEC ESLpred2 BaCelLo LOCtree MultiLoc
(%) (%) (%) (%) (%)
Cytoplasm 38.70 54.80 54.00 38.20 60.60
Extracellular 86.00 91.30 85.50 84.90 68.00
Mitochondria 40.00 68.60 68.60 60.00 65.70
Nucleus 78.80 68.00 66.10 62.20 58.40
Total 70.90 71.20 68.60 63 61.50
The total accuracy 84.4% is achieved when using the combined feature. This is the best
performance so far in the literature. Compared with Parks work, the total accuracy is improved
about 6% using our method. The locations with fewer training samples, such as Golgi, ER
and vacuolar, show the most improved accuracies. This provides a strong evidence for the
usefulness of the proposed features. More importantly, we used only two features and it can
be easily automated in future applications. However, Park used five different features and
assembled 60 binary classifiers to improve the total accuracy to 78.2%.
Finally, we tested our method on the BaCelLo animal independent data set to compare
the performance with the most recent best methods. To compare with other methods fairly,
we retrained our classification model using HAAP and SSEC as features with 1890 training
proteins and tested the performance on 707 testing proteins. The comparison of performance
with other best available methods including BaCelLo, ESLpred2 (Garg and Raghava, 2008),
MultiLoc (Hoglund et al., 2006) and LOCtree (Nair and Rost, 2005) is shown in Table 2.4. Our
method can correctly predict 501 out of 707 proteins with a 70.9% total accuracy. It performs
about 2%, 8%, 9% better on total accuracies compared with BaCelLo, LOCtree and MultiLoc,
respectively, and about the same as ESLpred2. Specifically, our method can predict locations
more accurately on nuclear and extracellular proteins with accuracies 78.8% and 86.0%, re-
spectively. For locations with fewer training and testing proteins such as mitochondrion and
extracellular, our method does not perform well since it focuses on the general performance
for the whole data set.
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Predicting locations in Arabidopsis
Arabidopsis is a well-known model organism and its protein sequences are available online
at TAIR (Swarbreck et al., 2008). Unfortunately, most protein functions remain unknown and
have not been characterised. We take the advantage of our high prediction accuracy method,
and use PK7579 as the training data set to predict the subcellular locations for the entire
Arabidopsis proteome. The HAAP and SSEC features are implemented in this application.
The location with highest probability is assigned to each Arabidopsis protein. Figure 2.4 shows
the percentage of each location in Arabidopsis proteome. A full list of Arabidopsis proteins
and their predicted locations is available in the supplemental documentation for this paper.
Figure 2.4 The percentage of each location in Arabidopsis proteome
From the pie chart, we can see that nucleus proteins take about 40% in Arabidopsis pro-
teome. This can be explained by the fact that most proteins are nucleus proteins from Stru-
LocPred: Structure-based protein subcellular localisation prediction 11 our knowledge. On the
other hand, membrane and cytoplasm proteins also have a high proportion partially because of
the big amount of corresponding training proteins. Moreover, we checked the prediction results
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with Arabidopsis Subcellular location database eSLDB (Pierleoni et al., 2007), which collects
2290 Arabidopsis proteins with experimentally determined locations. We took only those pro-
teins annotated in eSLDB as Nucleus, Transmembrane, Cytoplasm, Extracellular and Plastid,
and compare with their predicted locations to calculate the matching rate. 366 proteins are
uniquely annotated as transmembrane proteins. More than 86% (316/366) of them match with
our prediction results. A summary of the matching results for proteins with only one location
listed in eSLDB is shown in Figure 2.5.
Figure 2.5 Percentage of proteins with known locations in eSLDB matches
with predicted locations
StruLocPred server
The SVM modules and two protein features proposed in this paper have been imple-
mented as web server StruLocPred using CGI python scripts. It is publicly available at
http://wgzhou.ece.iastate.edu/StruLocPred/. The server allows the user to paste or type query
protein sequence into the text area with FASTA format. It provides options for users to choose
from SVM models trained with either RH2427 including 4 locations or PK7579 including 12
locations. Furthermore, the user is able to select any of the two proposed features, which are
HAAP and SSEC, or their combination (Hybrid). The two conventional features AAC and
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DPC are not implemented in the server since their performance is not satisfactory compared
with our proposed features. The proposed feature SASF is not included as well because of re-
source limit and the fact that it will not improve the performance greatly as stated in previous
section. The prediction results consist of the predicted location and the corresponding prob-
ability estimate using the chosen model. The predicted location is always the location with
highest probability estimate across all locations. In the case of using SSEC as a feature, the
output will include a fragment of the protein sequence and the predicted secondary structural
element (H, E or C) for each residue. A sample output of prediction results is shown in Figure
2.6.
Figure 2.6 The sample output of prediction results from StruLocPred
server
Conclusions and Discussions
Protein subcellular locations provide key clues for understanding the function of proteins.
Computational prediction of subcellular localisation on the genome scale has become possible
based only on amino acid sequences. In this paper, we proposed two structurebased features,
19
which are SSEC and solvent accessibility state frequency, and used a multi-class SVM to
predict subcellular localisation. By testing on two benchmark data sets, we show that the
prediction accuracies can reach 89.0% and 84.4%, respectively. These are comparable with
the best accuracies in the literature even though we used fewer features with shorter vector
length. We also compare the performance of our method with other best available methods
based on an independent data set. The total accuracy of 70.9% is achieved. This shows that
our method performs almost the best as ESLpred2.
We further applied this method to predict the subcellular locations for the entire Arabidop-
sis proteome based on the secondary structural feature and HAAP. The percentage of each
location in the proteome is illustrated. Most proteins are predicted to be nucleus proteins.
This is feasible as most known proteins are from nucleus. From the matching results with
2290 known location proteins from eSLDB, 86% transmembrane protein locations match with
their predicted ones. In general, the overall matching for proteins from five locations with
the predicted locations is over 77%. This is very encouraging and demonstrates the effective-
ness of the proposed structural features. Finally, the proposed SVM modules and features are
implemented as web server at http://wgzhou.ece.iastate.edu/StruLocPred/.
Proteins have more opportunity to interact with proteins within the same subcellular lo-
cation. Also, interacting proteins usually have similar functions. Interaction databases such
as DIP (Salwinski et al., 2004) and BioGRID (Breitkreutz et al., 2008) are available now for
several species. With the availability of proteome scale interaction network (Geisler-Lee et
al., 2007), our next step will be to characterise proteins of unknown function by analysing
their interacting partners from the same subcellular location in the interaction network. The
subcellular location information can also provide additional evidence for verifying potential
interactions.
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3. MULTI-LABEL SUBCELLULAR LOCALIZATION PREDICTION
BASED ON PROTEIN SEQUENCE AND STRUCTURAL FEATURES
A paper submitted to Journal of Bioinformatics and Computational Biology
Wengang Zhou and Julie A. Dickerson
Abstract
Many proteins are located in multiple locations at different times and conditions. Cur-
rent subcellular localization methods can only predict a single location for a given protein.
We compare three multi-label classification methods based on binary and multi-class schemes
using support vector machine, fuzzy k nearest neighbor, and extreme learning machine as clas-
sifiers respectively. A new training and testing multi-label dataset is created from Uniprot for
evaluating the performance of three proposed methods. Two protein features Hybrid Amino
Acid Pair and Secondary Structural Element Composition help the multi-label prediction of
subcellular locations. The results show that binary scheme outperforms multi-class scheme
consistently for all three multi-label methods. The three methods achieve a similar microaver-
age F-measure around 0.6 for binary scheme. The fastest and most stable multi-label method
based on the support vector machine is implemented in a web server MLSubLoc. It is publicly
available at http://wgzhou.ece.iastate.edu/MLSubLoc.
Introduction
Subcellular localization is a key functional characteristic of proteins. Proteins must be
localized to correct cellular compartments to fulfill their biological roles. Experimental ap-
proaches for determining subcellular locations are time-consuming and costly. Computational
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methods can assign subcellular locations to proteins accurately, and gain functional clues for
proteins from amino acid sequences. Numerous methods (Su et al., 2007; Lin et al., 2011)
have been developed to predict single-label subcellular location using different classifiers and
features.
Many proteins are present in multiple compartments to carry out different functions. Most
proteins in Uniprot are experimentally annotated with multiple locations (Zhang et al., 2008).
In mouse liver, 39% of all organellar proteins are in multiple locations (Foster et al., 2006). To
the best of our knowledge, no research work has been conducted for multi-label prediction of
subcellular locations. The multi-label subcellular localization prediction can provide a better
picture for biologists to understand the function of proteins.
We develop three multi-label classification methods and evaluate them on a newly curated
dataset using two previously described protein features. The best method is implemented in a
web server named MLSubLoc. The server aims to help discover the actual function from the
multiple predicted protein subcellular locations.
Protein Features
We proposed two novel protein features named Hybrid Amino Acid Pair (HAAP) and
Secondary Structural Element Composition (SSEC) in previous work (Zhou et al., 2011). These
features were shown to perform better than traditional features for single-label subcellular
location prediction problems.
The HAAP is a sequence based feature. It is a combination of dipeptide and amino acid
pairs with a gap (Park et al., 2003). There are total 400 types of amino acid pairs (AAPs).
For each pair, we calculate its total number of occurrence between any two residues adjacently
and with a gap. The fraction can be computed by the following equation:
Fraction of dipeptide (i) =
Total number of dipeptide i
Total number of dipeptides in the sequence
(3.1)
The SSEC represents frequencies of secondary structural elements (H, E, C) for each residue
in a given protein sequence. H, E and C represent alpha helix, beta sheet and other structures
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respectively. The frequencies are calculated according to the following formula:
fki =
Nki
L
(3.2)
Where i = (H,E,C); fki is the frequency of secondary structural element i occurring at
amino acid k and Nki is the total number of structural elements i found for amino acid k in
the whole protein sequence. L is the length of the protein sequence. The secondary structure
prediction is made by PSIPRED 2.5 (Jones, 1999).
Classifiers Review
Support Vector Machine
The SVM (Vapnik, 1995) is a statistical learning method first proposed by Vapnik. It
is based on the theories of VC dimension and structure risk minimisation. For two-class
classification problems, SVMs use a non-linear mapping known as a kernel function to map the
training data into a higher dimensional feature space, and then construct an optimal separating
hyperplane in the higher dimensional space corresponding to a non-linear classifier in the input
space. With the kernel functions and the high dimensional space, the hyperplane computation
requires solving a quadratic programming problem:
minw,b,ξ
1
2
‖w‖2 + C
∑
i
ξi (3.3)
s.t. : yi(w · xi + b) ≥ 1− ξi, i = 1, · · · ,m (3.4)
C is a tuning parameter that allows the user to control the trade-off between classifying
the training samples without error and maximising the margin.
The three commonly used kernel functions include linear kernel, polynomial kernel and
Radial Basis Function (RBF) kernel. The RBF kernel with a parameter γ (gamma) is shown
in the following equation:
K(−→xi ,−→xj) = exp(−γ ‖−→xi −−→xj‖2) (3.5)
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We used the SVM classifier implemented in LIBSVM 2.85 (Chang et al., 2001). RBF kernel
is used in all our simulations. The penalty parameter C and RBF kernel parameter are tuned
for each dataset using grid search program from LIBSVM to get the best performance.
Fuzzy K-Nearest Neighbor
K nearest neighbor (KNN) systems classify a testing sample according to its k nearest
neighbors in the training samples with known classification labels. The sample is then assigned
to the class that has the maximum number of neighbors.
Fuzzy k nearest neighbor (FKNN) (Keller et al., 1985; Sim et al., 2005) extends the KNN
by introducing a fuzzy membership function and a distance weight. Fuzzy membership can
be used to estimate the confidence level to each class and the weight raises the distance to k
nearest neighbors to a certain power for the testing sample. The membership value ui(x) to
class i is calculated by the following formula:
ui(x) =
∑k
j=1 ui(x
(j))(
∥∥∥x− x(j)∥∥∥−2/(m−1))∑k
j=1(
∥∥x− x(j)∥∥−2/(m−1)) i = 1, ..., c (3.6)
Where k is the number of neighbors used and m is the fuzzifier variable which determines
how the membership varies with distance.
Extreme Learning Machine
Extreme learning machines (ELM) were first proposed by Huang et al. in 2004. It is a
new fast learning algorithm for single hidden layer feed forward neural network. The neural
network structure is shown in Figure 3.1. It consists of three layers: input, hidden and output.
The edges between input and hidden layers are called input weights. Similarly, edges linking
the hidden layer and output layer are named output weights. Normally, the input weights
are generated randomly at first. Both input and output weights will be adjusted during the
training stage.
Given N distinct samples (Xj , Yj), where Xj is the n-dimensional feature vector of jth
sample and Yj is the corresponding class label. The single hidden layer feed forward neural
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Figure 3.1 Extreme Learning Machine Network Structure
network (SLFN) with M hidden neurons and activation function f(x) can be mathematically
modeled as:
M∑
i=1
Oif(Wi ·Xj +Bi) = Tj , j = 1, 2, ..., N (3.7)
Where Wi is the input weight vector between ith hidden neuron and all input neurons,
Oi = (Oi1, Oi2, , Oim) is the output weight vector connecting hidden layer and output layer
and m is the number of output neurons, Bi is the hidden biases vector with M dimension.
There exists a SLFN with O, B, and W that can approximate those given samples with zero
error
∑N
j=1 ‖Tj − Yj‖ = 0. Therefore, the previous equation can also be written in the matrix
format as: HO = Y . Where Y = (Y1, Y2, , YN )N×m, H = f(Wi ·Xj +Bi)N×M and OM×m can
be calculated by Moore-Penrose Generalized Inverse.
Multi-label Classification
Multi-label classification associates each sample with a set of labels. We implemented three
multi-label classification methods based on binary and multi-class approaches using Support
Vector Machine, Extreme Learning Machine, and Fuzzy K Nearest Neighbor as classifiers.
These three methods are referred as MLSVM, MLELM, and MLFKNN respectively.
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For the binary approach, a binary classifier is built for each label (subcellular location).
The samples associated with that label are assigned to one class and the rest are in another
class. The final labels for the testing sample are the combination of predicted labels from all
binary classifiers. The binary multi-label classification scheme is illustrated in Figure 3.2 in
detail.
Figure 3.2 Binary multi-label classification scheme
For multi-class approach, the original label sets are organized into a few classes. The same
label sets are put into one class. We then simply solve a multi-class classification problem.
The multi-class SVM based on one versus one strategy implemented in Libsvm is used in this
work. FKNN and ELM are multi-class classifiers inherently.
The binary datasets are highly unbalanced as there are only a small proportion of positive
samples. Therefore, balanced accuracy (Yang et al., 2008) is used as the evaluation criterion
to find the best parameters for each classifier. The best SVM parameters are found using grid
search method in LIBSVM for each binary classifier Ch. Balanced accuracy (BAC) is defined
in the following formulas.
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Balanced Accuracy =
Sensitivity + Specificity
2
(3.8)
Sensitivity(Recall) =
TP
TP + FN
(3.9)
Specificity =
TN
TN + FP
(3.10)
Where TP , FN , TN , and FP represent true positives, false negatives, true negatives and
false positives respectively.
Experiment Results
Dataset
All protein sequences are collected from Uniprot/Swissprot database (The UniProt Con-
sortium, 2010) release 2010 09. We used eukaryotic proteins with available subcellular location
annotation information in the CC (comments) field. Proteins annotated with potential, prob-
ably and by similarity are not included. We only keep proteins with at least two annotated
locations from the following six subcellular locations: 1. Cytoplasm, 2. Nucleus, 3. Cell
Membrane, 4. Secreted, 5. Endoplasmic Reticulum, and 6. Mitochondrion.
Furthermore, any protein sequences with less than 50 amino acids or with irregular charac-
ters such as Z, X, and B are excluded from the dataset. Sequences with a high degree similarity
are also removed by all-to-all sequence similarity search using the program BLASTCLUST.
Proteins with more than 30% similarity in the full length are grouped into different clusters.
Any two proteins in the same cluster are deemed to be too similar for use by prediction meth-
ods. Therefore, we randomly pick one protein from each cluster. After these cleaning steps,
1118 remaining proteins located in at least two out of the six locations are summarized in
Table 3.1.
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Table 3.1 The number of proteins in each location used for binary multi-
-label classification
Class Labels Subcellular Locations Number of Proteins
1 Cytoplasm 903
2 Nucleus 491
3 Cell Membrane 422
4 Secreted 131
5 Endoplasmic Reticulum 225
6 Mitochondrion 201
Table 3.2 The best parameters found and the corresponding balanced ac-
curacy (BAC) values for each label in MLSVM using HAAP and
SSEC features
Class Labels SSEC HAAP
C γ BAC C γ BAC
1 4096 2 0.57 1024 2 0.59
2 4 128 0.62 64 2 0.59
3 4 128 0.64 4 512 0.6
4 16384 0.5 0.65 16 128 0.62
5 64 8 0.55 16384 0.125 0.58
6 4096 8 0.59 256 32 0.58
Parameter Setting
The original training and testing datasets contains 894 (80% total) and 224 (20% total)
proteins respectively. For each label (subcellular location) in the training dataset, a binary
classifier will be built and trained. The parameters that achieve the best 5-flod cross validation
performance for that classifier are kept for later use in the testing stage.
The grid search method in LIBSVM is used to find the best parameter value combination
of C and γ for binary scheme MLSVM from the range of [2−10, 2−9, · · · , 210] with step size 22.
The parameter values of C and γ used in MLSVM and their corresponding BAC values for
each label are listed in Table 3.2.
The two parameters in FKNN classifier are set as k = 15 and m = 1.2 in all experiments
in this work. For ELM, we use sigmoid function f(x) = 11+e−x as the activation function
and set the number of hidden neurons M = 100. These parameters are determined based on
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experimental observation.
Evaluation Measurements
For assessing the performance of different multi-label methods, we defined two evaluation
measurements: Exact Match Ratio (EMR) and Microaverage F-measure (MF). EMR and MF
are calculated according to the following formulas:
EMR =
Number of correctly predicted samples
Total number of testing samples
(3.11)
MF =
2 · Precision ·Recall
Precision+Recall
(3.12)
Precision =
TP
TP + FP
(3.13)
Where TP and FP refer to true positives and false positives respectively. Recall is the
same as sensitivity defined in the previous section.
EMR requires all predicted labels have to match with all target labels for a testing sample.
In most cases, it is very hard to achieve a complete match between two label sets. There-
fore, EMR is expected to be comparatively low. MF is a comprehensive measurement as it
takes partial matches between predicted and target labels into account by incorporating both
precision and recall.
Performance Comparison
We compare the performance of three multi-label classification methods using both binary
and multi-class approaches.
Binary Multi-label Scheme
The performance of three multi-label methods using binary approach is evaluated using
protein features SSEC, HAAP, and their combination SSEC+HAAP on the original dataset
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Table 3.3 The comparison of different binary multi-label methods using
SSEC, HAAP, or their combination as features
Multi-label SSEC HAAP SSEC+HAAP
Methods EMR MF EMR MF EMR MF
MLSVM 0.18 0.62 0.16 0.59 0.20 0.63
MLFKNN 0.22 0.61 0.23 0.60 0.22 0.62
MLELM 0.16 0.59 0.15 0.59 0.14 0.61
Table 3.4 CPU time (in seconds) used on the testing dataset for all three
methods
Methods SSEC HAAP SSEC+HAAP
MLSVM 5.7 13.9 19.3
MLFKNN 30.1 98.7 132.3
MLELM 27.3 87.5 116.0
as listed in Table 1. The comparison results of the three methods MLSVM, MLFKNN and
MLELM are shown in detail in Table 3.3.
As observed from the table, MLSVM and MLELM have similar performance using either
SSEC or HAAP as features. MLFKNN performs a little better with respect to EMR measure-
ment than the other two methods. In general, MF values obtained from all three methods are
around 0.6. The combined feature does improve the prediction ability slightly.
In addition to evaluate the proposed methods based on EMR and MF, we also investigated
the running time cost of each method. The CPU time consumed by three multi-label methods
using two different features is summarized in Table 3.4. Although the comparable performance
of the three methods in terms of microaverage F-measure, their running time has a big differ-
ence. MLSVM runs about 6 to 7 folds faster than MLFKNN and MLELM methods using all
three features. The running time using the combined feature is much longer than using the
other two features. All three multi-label methods run fastest when the SSEC feature is used.
To test the stability of three proposed methods, we run each method 100 times. Each time
a new dataset is created from the original dataset by random sampling without replacement.
The first 80% proteins are chosen as training with all the rest as testing samples. The MF
values in 100 runs are recorded for each method. The two box plots showing MF changes using
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SSEC and HAAP features are shown in Figures 3.3 and Figure 3.4.
Figure 3.3 The box plot of MF values in 100 runs using SSEC feature
From both figures, we observe that MLSVM is always the most stable method with very
small variance on MF values using both features. MF medians obtained from MLSVM and
MLFKNN are almost the same. In both cases, MLELM has the worst performance. For using
SSEC feature, MLSVM perform better than the other two methods.
Multi-class Multi-label Scheme
To perform the multi-label classification with multi-class approach, we create a new dataset
with 933 proteins extracted from the original 1118 proteins. The new dataset is organized into
9 classes. The detailed class information is specified in Table 3.5.
We select 80% of the 933 proteins for training and the remaining 20% as testing, and
test the performance of the three multi-label methods MLSVM, MLFKNN, and MLELM in
multi-class scheme using both SSEC and HAAP features.
The bar plots comparing MF values obtained from binary and multi-class approaches using
SSEC and HAAP features are shown in Figures 3.5 and 3.6 respectively. The MF values for
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Figure 3.4 The box plot of MF values in 100 runs using HAAP feature
binary approach are taken from Table 3.3.
As seen from the figures, for the multi-class scheme, MLSVM performs slightly better than
the other two methods as well and achieves a microaverage F-measure around 0.4 using both
features. All three methods achieve higher MF values using SSEC compared to HAAP.
We also observe that binary approach consistently outperforms multi-class approach for all
three multi-label methods in terms of Microaverage F-measure using both features. The F-
measures for multi-class methods are about 20% lower than their corresponding binary methods
using the same classifier.
MLSubLoc Server
Due to the good performance and the fast running speed, we implement the method
MLSVM and two protein features in a web server named MLSubLoc for the prediction of mul-
tiple subcellular locations. The server is developed using PHP and Python scripts. MLSubLoc
server and supplementary data are publicly accessible at: http://wgzhou.ece.iastate.edu/MLSubLoc.
MLSubLoc requires a protein sequence in FASTA format as input. The user can choose
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Table 3.5 933 proteins used for multi-class multi-label classificaiton
method
Classes Original Labels Subcellular Locations
1 1,3 Cytoplasm,Cell Membrane
2 1,2 Cytoplasm,Nucleus
3 1,6 Cytoplasm,Mitochondrion
4 1,5 Cytoplasm,Endoplasmic Reticulum
5 1,4 Cytoplasm,Secreted
6 2,5 Nucleus,Endoplasmic Reticulum
7 2,6 Nucleus,Mitochondrion
8 3,4 Cell Membrane,Secreted
9 3,5 Cell Membrane,Endoplasmic Reticulum
Figure 3.5 The comparison between binary and multi-class approaches for
three multi-label methods using SSEC feature
either of the two implemented multi-label classification approaches, binary and multi-class. It
also provides options for user to select from a combination of three protein features, SSEC,
HAAP, and SSEC+HAAP. The web interface screenshot is shown in Figure 3.7.
The output differs depending on the different chosen multi-label approaches and protein
features. For the binary approach, MLSubLoc only displays the predicted multiple subcellular
locations. For the multi-class scheme, the probability estimates for predicted locations are
displayed. When using SSEC as the feature, the output will also include a fragment of the
protein sequence and the predicted secondary structural element (H, E or C) for each residue.
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Figure 3.6 The comparison between binary and multi-class schemes for
three multi-label methods using HAAP feature
Figure 3.8 shows a sample output of the prediction results.
Conclusions
Three multi-label classification methods are implemented for predicting multiple subcellular
locations for a give protein. The performance of three multi-label methods MLSVM, MLFKNN,
and MLELM are compared between binary and multi-class schemes using different protein
features. The results show that binary scheme performs better than multi-class scheme for
all three methods using both SSEC and HAAP features. MLSVM is the most stable method
and has the shortest running time. The method MLSVM in binary and multi-class schemes
and three protein features are implemented in a web server named MLSubLoc. The server
is publicly accessible at http://wgzhou.ece.iastate.edu/MLSubLoc. The ability of predicting
multiple locations will facilitate other analysis such as protein-protein interaction network
modeling (Geisler-Lee et al., 2007).
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Figure 3.7 MLSubLoc server takes a protein sequence as input and allows
users to choose any of the three features
Figure 3.8 The sample output of MLSubLoc server using SSEC feature
and binary multi-label classification approach
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4. A NOVEL CLASS DEPENDENT FEATURE SELECTION METHOD
FOR CANCER BIOMARKER DISCOVERY
A paper submitted to IEEE/ACM Transactions on Computational Biology and
Bioinformatics
Wengang Zhou and Julie A. Dickerson
Abstract
Identifying key biomarkers for different cancer types can improve diagnosis accuracy and
treatment. Gene expression data can help differentiate between cancer subtypes. However the
limitation of having a small number of samples versus a larger number of genes represented in
a dataset leads to the overfitting of classification models. Feature selection methods can help
select the most distinguishing feature sets for classifying different cancers. A new class depen-
dent feature selection approach integrates the F statistic, Maximum Relevance Binary Particle
Swarm Optimization (MRBPSO) and Class Dependent Multi-category Classification (CDMC)
system. This feature selection method combines filter and wrapper based methods. A set of
highly differentially expressed genes (features) are pre-selected using the F statistic for each
dataset as a filter for selecting the most meaningful features. MRBPSO and CDMC function as
a wrapper to select desirable feature subsets for each class and classify the samples using those
chosen class-dependent feature subsets. The performance of the proposed methods is evaluated
on eight real cancer datasets. The results indicate that the class-dependent approaches can
effectively identify biomarkers related to each cancer type and improve classification accuracy
compared to class independent feature selection methods.
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Introduction
The development of gene expression technologies such as microarray and RNAseq has
made it easier to monitor the expression pattern of thousands of genes simultaneously and
a huge amount of gene expression data has been produced during these experiments. One
of the important applications of these data is to provide clinical support for the diagnosis of
cancer. Cancer classification (Abeel et al., 2010;Maji et al., 2010) has been investigated for
the identification of tumor biomarkers computationally. Expression datasets normally consist
of a large number of genes compared with a limited number of samples. Due to the high
dimensionality of gene expression data, feature selection techniques are used to select a small
subset of key genes that change under different cancer conditions. This potentially decreases
clinical cost by testing on fewer biomarker genes and improves the accuracy of disease diagnosis
by reducing data dimensionality and removing noisy features.
Feature selection methods are broadly divided into filter and wrapper based approaches
(Guyon et al., 2003). Filter-based approaches work independently from classifier design and
determine the relevance of features according to intrinsic characteristics of the data such as
correlation or differences in expression levels. Wrapper methods evaluate all possible feature
subsets by the classification accuracy achieved by a learning system. Many filter and wrapper
based methods have been applied for feature selection such as tabu search (Chuang et al., 2009),
genetic algorithm (Raymer et al., 2000), mutual information (Zhou et al., 2006), entropy based
method (Liu et al., 2005), regularized least squares (Ancona et al., 2005), and support vector
machine (Model et al., 2001).
Many challenges still exist in finding optimal feature subsets for classification. Overfitting
occurs since few samples are available for training with respect to the size of the feature set.
The trained learning system may have poor generalization ability for new samples (Saeys et
al., 2007). Another key challenge is how to identify unique features related to each type of
cancers from the samples. Current research work (Chen et al., 2010) focuses on finding a set
of common genes whose expression can differentiate all cancer types in the whole classification
problem. To advance biomarker discovery, we need to identify specific genes for predicting
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each cancer subtype.
This study presents a new class-dependent feature selection method that combines the filter
and wrapper based approaches. This method first applies F-statistics as a filter to preselect
a small amount of highly differentially expressed genes (features) which are not correlated
with one another. The space of possible feature subsets decreases exponentially with the
reduced number of features. The integration of Maximum Relevance Binary Particle Swarm
Optimization (MRBPSO) and Class Dependent Multi-category Classification (CDMC) system
functions as a wrapper. MRBPSO helps identify optimal subsets of class-dependent genes for
each cancer type. CDMC systems with different classifiers are applied to evaluate classification
performance using selected optimal feature subsets for each class.
The proposed method overcomes the challenge of overfitting partially and identifies unique
features for each cancer type. By preselecting a small subset of candidate genes by F statistic,
the dimension of the data is dramatically decreased at the beginning and many irrelevant and
redundant features are excluded. This improves classification accuracy and saves computation
time. Moreover, the proposed class-dependent feature selection scheme has the ability to
choose a unique subset of genes for each cancer type. Classification based on class-dependent
feature subsets weakens the overfitting issue as these signature feature subsets can help classifier
distinguish different classes better for any given testing sample. Meanwhile, the intersection
between class-dependent subsets represents universal genes appearing in all cancers. The
unique genes which only belong to a particular cancer may be the targeted genes for further
clinical tests.
Proposed Methodology
General Framework
Two types of feature selection tasks are investigated in this paper: class-dependent and
class-independent. The general framework is summarized in Figure 4.1. Both involve using
Maximum Relevance Binary Particle Swarm Optimization (MRBPSO) method. The main
difference between class dependent and independent methods is whether to use unique feature
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subsets for each class or uniform features for all classes.
Figure 4.1 General framework for proposed class dependent and class inde-
pendent feature selection methods.The class dependent method
uses different features (genes) for each category that needs to
be identified. The class independent method uses the same set
of features for all cancer classes.
Class-dependent feature selection contains two modules: feature subset selection by MRBPSO
and Class Dependent Multi-category Classification (CDMC) system which uses two different
classifiers, support vector machine (CDMC/SVM) and fuzzy K-nearest neighbor (CDMC/FKNN).
The feature selection module will select the best set of features for each cancer subtype.
The class independent method uses MRBPSO to choose a subset of features for all classes.
MRBPSO generates a population of potential solutions. Each individual represents a number of
selected features. The quality of those feature sets is evaluated using multi-class classifiers SVM
(MRBPSO/SVM) or FKNN (MRBPSO/FKNN). After a number of iterations, the algorithm
will converge to an optimal or near-optimal solution and the feature set with highest cross
validation accuracy is chosen as the final feature set. As opposed to the class dependent based
methods, it executes a multi-class classification task to find the best set of features for all
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classes.
Feature Pre-selection with F-statistic
There are thousands of genes in each dataset compared to only tens of available samples.
Generally, only a small number of those genes are related to each cancer type. Therefore,
feature selection is an essential step to select a subset of highly differentially expressed genes
for further classification of cancer samples. In this pre-selection stage, we use a filter method
based on the F statistic to select a few hundred top ranking genes for each dataset. These
genes will be used for selecting feature subsets for each class in the next section. The F-test
value for gene g in k classes is calculated in the following formula:
F (gi) =
MSamong
MSwithin
=
SSamong
DFamong
/
SSwithin
DFwithin
(4.1)
Where MSamong and MSwithin represent the mean squares among and within groups
(classes). SSamong and SSwithin are sum of squares among and within groups of samples.
DF stands for degree of freedom. Sum of squares can be computed in the following formula:
SSamong =
k∑
h=1
Nh∑
j=1
(gh − g)2 (4.2)
SSwithin =
k∑
h=1
Nh∑
j=1
(ghj − gh)2 (4.3)
Where gh and g are the mean expression value for gene g in class h and in all k classes
respectively. Nh is the number of samples for gene g within class h.
Binary Particle Swarm Optimization (BPSO)
Particle swarm optimization (PSO) (Kennedy et al., 1995) is an evolutionary computation
technique first introduced for use in real number space by Kennedy and Eberhart in 1995. It
has been shown to be a powerful optimization method in many practical applications such as
function optimization and neural network training. In 1997, a binary version of particle swarm
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optimization (BPSO) [13] was proposed. The BPSO can be applied to optimization problems
with discrete and binary variables which cant be handled well by PSO.
In BPSO, an initial population of particles is generated with random positions and veloc-
ities. The position of particle i, Pi = (Pi1, Pi2, , Pin), represents a potential solution of the
optimization problem with n dimension. Pij is a binary value of either 0 or 1. The velocity is
represented by Vi = (Vi1, Vi2, , Vin). Vij represents the probability of bit Pij taking value 1 after
sigmoid transformation and is limited by the maximum velocity parameter Vmax. A particle
is updated in each generation by following their personal best position Pbest and global best
position of the population called Gbest according to the following two equations:
Vij = w · Vij + c1 · rand() · (Pbestij − Pij) + c2 · rand() · (Gbestij − Pij) (4.4)
Pij =

0 if ρ ≥ sig(Vij)
1 if ρ < sig(Vij)
(4.5)
Where c1 and c2 are the acceleration coefficients, Pij is the jth element of the n-dimensional
vector Pi. Rand() produces a random number drawn from the normal distribution between
0 and 1. ρ is a random number selected from the uniform distribution in [0, 1] as well. The
function sig(Vij) is a sigmoid limiting transformation function.
Classifiers Review
1) Fuzzy K Nearest Neighbor
K nearest neighbor (KNN) classifies a testing sample according to its k nearest neighbor
in the training samples with known classification labels. The sample is then assigned to the
class that has the maximum number of neighbors. Fuzzy k nearest neighbor (FKNN) (Keller
et al., 1985; Sim et al., 2005) extends the traditional KNN by introducing a fuzzy membership
function and distance weight. Fuzzy membership can be used to estimate the confidence level
for each class and the weight gives the distance to k nearest neighbors a certain power for the
testing sample.
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2) Support Vector Machine
The SVM (Vapnik, 1995) is a statistical learning method first proposed by Vapnik. For
two-class classification problems, SVMs use a non-linear mapping known as a kernel function to
map the training data into a higher dimensional feature space, and then construct an optimal
separating hyperplane in the higher dimensional space corresponding to a non-linear classifier
in the input space. The hyperplane computation requires solving a quadratic programming
problem.
Multi-class SVMs have been widely used to solve multi-class problems. Most methods
divide multi-class problems into several binary classification problems usually based on two
strategies: One Versus Rest (OVR) or One Versus One (OVO). We used a multi-class SVM
with a probability estimate implemented in LIBSVM 2.85 (Fan et al., 2005). RBF kernel was
used in all our experiments. The penalty parameter C and RBF kernel parameter γ need to
be tune up for each dataset to get the best performance.
Class Dependent Feature Subset Selection by MRBPSO
The preselected top ranking genes are considered as a pool. The goal of this section is
to choose a unique subset of features for each class from the candidate pool. These unique
subsets are referred as the class-dependent feature subsets. This is implemented by Maximum
Relevance Binary Particle Swarm Optimization (MRBPSO) method. The incorporation of
maximum relevance helps find the global maxima and avoid being trapped in local optimal
solution for BPSO. The flowchart of this process is illustrated in Figure 4.2. The selection of
class-dependent features consists of two stages.
The first stage is to convert a k-class classification problem to k binary classification prob-
lems. That is, we built k binary classifiers in total. One binary classifier is constructed for each
class h, where h = 1, 2, , k. For classifier Ch, the training samples are divided into two classes:
Class +1 contains samples belonging to class h originally. All the other samples are assigned to
class -1. This new datasets will be used to train the binary classifier Ch. Because these binary
datasets are highly unbalanced with small percentage of positive samples, balanced accuracy
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Figure 4.2 The flowchart of class-dependent feature subset selection by
MRBPSO
are used as the fitness function for finding the best feature subset for each cancer class h.
After obtaining the training dataset for each classifier, the selection of class-dependent
features are implemented by MRBPSO coupled with classifiers Support Vector Machine (SVM)
or Fuzzy K Nearest Neighbor (FKNN) in the second stage. The MRBPSO combines BPSO
with maximum relevance (MR) (Peng et al., 2005) as fitness function. Another objective
function is the cross validation accuracy from classifiers. All particles are evaluated first with
cross validation accuracy. Maximum relevance is used for determining if Pbest and Gbest need
to be updated when the accuracies achieved in the current generation are the same as the ones
in previous generations for these individuals. The class dependent feature subset selection
procedure by MRBPSO is composed of the following steps:
Step 1: Population Initialization. A population of N individuals (particles) is gener-
ated with random velocities and positions. The velocity of ith particle is initialized as a n-
dimensional vector with the following form: Vi = (Vi1, Vi2, . . . , Vin) where n is the total number
of features in the dataset. Then the initial position of the ith particle Pi = (Pi1, Pi2, , Pin) can
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be computed according to (4). Where ‖Vij‖ ≤ Vmax, Vmax = 6, Pij ∈ {0, 1}, j ∈ {1, 2, . . . , n},
and N = 20. Pij is equal to 1 or 0 which indicates the corresponding feature is selected or not.
Pi = (Pi1, Pi2, . . . , Pin) Pij ∈ {0, 1}, i ∈ [1, N ] (4.6)
Vi = (Vi1, Vi2, . . . , Vin) (4.7)
Step 2: Individual Fitness Evaluation. The goal is to find the best feature subset which
gives the highest classification accuracy for each class h. Each particle represents a feasible
feature subset. Therefore, particles are evaluated based on the 5-fold cross validation balanced
accuracy (BAC) of the binary classifier Ch. In addition, we included maximum relevance as a
second criterion for evaluating the goodness of Pbest andGbest individuals. The relevance (RV)
for particle i is defined as the summation of F statistic for all features selected (j = 1, 2, . . . ,m)
by particle i. Each particle i is evaluated according to the following equations:
maxi BACh(i) =
Sensitivityh(i) + Specificityh(i)
2
(4.8)
maxi RVi =
m∑
j=1
Fij 1 ≤ m ≤ n (4.9)
Step 3: Update Velocity and Position. After fitness evaluation, the personal best position
Pbest and global best position Gbest will be adjusted in each generation. Then, the velocities
and positions for all particles can be updated according to (3.4) and (3.5) respectively. The
new population will be produced. The recursive process will turn to step 2 afterwards until
it reaches the maximum generation. In this study, the generations are limited to 50. The
parameters in (3.4) are set as follows: w = 1 and c1 = c2 = 2.
Class Dependent Multi-category Classification Scheme
The MRBPSO method will find a best class-dependent feature subset for each class h (h =
1, 2, . . . , k) in the training samples. Each class dependent feature subset is a string of binary
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values {0, 1} indicating the presence or absence of the corresponding feature. These feature
subsets are applied in the testing stage to generate prediction labels for testing samples. The
normal classifiers can not be applied to solve class-dependent classification problems directly
because of the inconsistent length of features. Therefore, we propose a class-dependent multi-
category classification scheme (CDMC) as shown in Figure 4.3. The CDMC system is different
from classic ensemble methods as it uses a unique feature subset for each binary classifier
while traditional ensemble classification techniques apply the same feature set for all binary
classifiers.
Figure 4.3 Class-dependent Multi-category Classification system deter-
mines the class label of the testing sample based on the maxi-
mum probability estimate of trained models obtained using dif-
ferent class-dependent feature subsets
The CDMC system takes a testing sample X as input. Based on the class dependent feature
subset found by MRBPSO for each class h, we obtained a trained model Mh using all training
samples. Any binary or multi classifiers with probability estimate can be used for training and
testing. In this work, both SVM and FKNN are investigated as the classification systems. For
any testing sample X, the filtered testing pattern using feature subset h for class h will be Xh.
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Table 4.1 Summarization of eight datasets related to human cancers from
microarray experiments used in this work
Datasets Samples Classes Features References
9 Tumors 60 9 5726 Staunton et al., 2001
11 Tumors 174 11 12533 Su et al., 2001
14 Tumors 308 26 15009 Ramaswamy et al., 2001
Leukemia1 72 3 5327 Golub et al., 1999
Leukemia2 72 3 11225 Armstrong et al., 2002
Brain Tumor1 90 5 5920 Pomeroy et al., 2002
Lung Cancer 203 5 12600 Bhattacharjee et al., 2001
SRBCT 83 4 2308 Khan et al., 2001
The output vector P = (P1, . . . , Ph, . . . , Pk) represents the probability estimate of belonging to
each class respectively for the testing patterns X = (X1, . . . , Xh, . . . , Xk). The final predicted
class label for testing sample X is determined by the maximum probability value in P .
Experimental Results
Datasets
The cancer datasets studied in this work are gene expression data generated by oligonu-
cleotide based technology except for SRBCT. Expression values are computed with Affymetrix
GENECHIP software for seven datasets. The SRBCT dataset using two-color cDNA platform
was analyzed by DeArray software (Khan et al., 2001). The genes with absent calls in all sam-
ples are excluded to reduce noise for further analysis. All 8 datasets are multi-category datasets
related to human cancer diagnosis. These benchmark datasets (Statnikov et al., 2005) are pub-
licly available for download at www.gems-system.org. The two binary datasets Prostate tumor
and DLBCL are not included in this study. The description about these datasets is summa-
rized in Table 4.1. These datasets have been normalized and processed by the original authors.
Therefore, we simply scale all values to the range [0, 1] for each sample in each dataset for the
purpose of accelerating training speed and reducing classification error.
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Pre-selected Features for All Datasets
To reduce noise and redundancy within features and improve the relevance of selected genes
with certain cancers, a feature pre-selection step is necessary. The pre-selection is based on
F-statistics which is a filter based feature selection method and independent of cancer type
information. The F statistic values for all genes are calculated according to (3.1) and then
ranked. The goal is to keep as few top ranked genes as possible without losing key marker
genes for each type of cancer. Also, we identify marker genes from the intrinsic characteristics
of the data and do not use cancer type information in this stage. Five different feature set sizes
[100, 300, 500, 700, 1000] have been tried on all 8 datasets and their best 5-fold cross validation
accuracies using SVM are recorded. We did not test feature set sizes over 1000 because only
a few genes are highly related to cancer as shown in other studies (Guyon et al., 2002).
The results are displayed in Figure 4.4. The grid search method is used to find the best
parameter value combination of C and γfor SVM from the range of [2−10, 2−9, . . . , 210] with
step size 21 for each dataset. The parameter value combinations with the best performance are
saved and applied later in both MRBPSO/SVM and CDMC/SVM. The accuracies are much
lower for 9 Tumors and 14 Tumor datasets than others. The reason is the complexity of these
two datasets with so many classes and only a few available samples for each class. We keep
different numbers of top ranked features for different datasets according to their best cross
validation accuracies. In the case of equal cross validation accuracies achieved across multiple
feature set sizes, the smallest feature set size is chosen. These features should include most
marker genes related to each cancer. The number of selected features and their classification
accuracy values with selected features for each dataset are described in detail in Table 4.2.
Performance Evaluation
In the class-dependent feature subset selection stage, we used either SVM or FKNN as
the classification system for all datasets. The 5-fold and leave one out (LOO) cross validation
accuracy are two evaluation criteria used in this paper. In 5 fold cross validation, all samples
are randomly partitioned into five groups. One group is retained as testing and the remaining
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Figure 4.4 The change of the best cross validation accuracies using SVM
for different feature set sizes in the feature pre-selection step for
all eight datasets
four groups are used for training. This process is repeated five times. LOO is a special case
of k-fold cross validation. It involves using a single sample as testing for validation and all
the remaining as training each time. This is repeated until each sample has been used once as
testing data.
The comparison is shown in Table 4.3 among different methods with and without fea-
ture selection. The performance is also compared between proposed class-dependent and
class-independent methods. We implemented two class independent feature selection methods
MRBPSO/FKNN and MRBPSO/SVM, and two class-dependent feature selection techniques
CDMC/FKNN and CDMC/SVM. They are all constructed under either CDMC or MRBPSO
coupled with different types of classifiers. The CDMC/FKNN and CDMC/SVM are the im-
plementations of CDMC with Fuzzy K Nearest Neighbor and SVM classifiers respectively. The
No Feature Selection results are taken from the literature (Statnikov et al., 2005). The SVM
methods are One Versus One (Krebel et al., 1999) and DAGSVM (Platt et al., 2000).The non-
SVM methods include K Nearest Neighbor (KNN) and Probabilistic Neural Network (PNN)
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Table 4.2 The number of pre-selected features for each class and their cor-
responding five fold cross validation classification accuracy using
selected features
Datasets Cancer Classes Total Features Pre-Selected Features Accuracy (%)
9 Tumors 9 5726 300 56.7
11 Tumors 11 12533 700 90.2
14 Tumors 26 15009 1000 55.8
Leukemia1 3 5327 100 97.2
Leukemia2 3 11225 300 95.8
Brain Tumor1 5 5920 500 83.3
Lung Cancer 5 12600 700 95.6
SRBCT 4 2308 100 97.6
Table 4.3 The comparison of classification accuracies for various methods
including no feature selection, class independent and class de-
pendent methods
Datasets No Feature Selection Class Independent Class Dependent
KNN PNN SVM DAG MRBPSO MRBPSO CDMC CDMC
OVO SVM /FKNN /SVM /FKNN /SVM
9 Tumors 43.9 34 58.6 60.2 54.6 66.3 57.2 74.6
11 Tumors 78.5 77.2 90.4 90.4 77.3 91.9 78.3 94.5
14 Tumors 50.4 49.1 47.1 47.4 43.8 59.5 44.2 62.6
Leukemia1 83.6 85 91.3 96.1 95.4 97.2 96.6 97.7
Leukemia2 87.1 83.2 95.9 95.9 93.2 98.2 95.1 99.4
Brain Tumor1 87.9 79.6 90.6 90.6 78.4 88.2 80.2 88.9
Lung Cancer 89.6 85.7 95.6 95.6 93.2 95.7 94.8 96
SRBCT 86.9 79.5 100 100 95.9 99.9 99.5 99.9
(Berrar et al., 2003). The accuracy values for both class independent and dependent methods
in the table are the average cross validation accuracy in 50 runs for each dataset. Five fold and
LOO cross validations are applied for class independent and dependent methods respectively.
As observed from Table 4.3, class independent methods are better than no feature se-
lection methods with the same type of classifier. Class dependent methods always produce
better accuracies than independent methods using SVM as the classifier. Specifically, for two
3-class datasets Leukemia1 and Leukemia2, and one 4-class dataset SRBCT, CDMC/SVM
achieves 97.7%, 99.4% and 99.9% accuracies respectively. For complicated datasets such as
9 Tumors and 11 Tumors, 74.6% and 94.5% accuracies are obtained using class dependent
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method CDMC/SVM. These are about 15% and 5% higher than classification using only
SVM without any feature selection. In the case of using FKNN as classifier, the class depen-
dent method CDMC/FKNN outperforms the class independent method MRBPSO/FKNN in
all datasets as well. In general, class dependent methods either outperform or match class-
independent feature selection methods at least. SVM based methods have better performance
than KNN based methods.
Figures 4.5 and 4.6 show the change of cross validation accuracy with the increased number
of iterations for 9 Tumors and 11 Tumors datasets respectively for four proposed methods.
The two class-independent approaches MRBPSO/SVM and MRBPSO/FKNN are heuristic
methods and guided by global and personal best particles. Therefore, their accuracies keep
increasing over time and finally converge. The accuracy value in the figure is the fitness value of
the global best individual. The MRBPSO/SVM performs better than MRBPSO/FKNN from
the beginning until the end of 50 iterations for both datasets. For the two class-dependent
methods CDMC/SVM and CDMC/FKNN, the accuracies will fluctuate within a certain range
as they are based on the CDMC scheme and not guided by any objective function from run
to run. Each run is independent from another. We run the program 50 times and record their
LOO accuracy each time. For both the SVM and FKNN classifiers, class dependent methods
based on CDMC scheme beat class independent methods. Specifically, CDMC/SVM achieves
much better performance than MRBPSO/SVM. These plots also prove the robustness of our
proposed class dependent methods.
We further explore the number of features selected by two SVM based methods MRBPSO/SVM
and CDMC/SVM. The average number of selected features and their standard deviation in 50
runs are listed in Table 4.4 for five datasets. Since there are too many classes for the other
three datasets, the results are not shown and will be available upon request. As shown in the
table, two methods select similar number of features in general. However, CDMC/SVM shows
a larger variation compared to MRBPSO/SVM for all datasets. One good example is the
Brain Tumor1 dataset. The variations on the number of selected features are around 11 and
0.5 for CDMC/SVM and MRBPSO/SVM respectively. This is consistent with our observation
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Figure 4.5 9 Tumors. The number of simulations (or iterations)
versus classification accuracy for four proposed meth-
ods: MRBPSO/SVM, MRBPSO/FKNN, CDMC/SVM, and
CDMC/FKNN
on the change of accuracy over iterations as illustrated in Figure 5 and Figure 6. The class
dependent method CDMC/SVM will experience certain fluctuation in multiple runs.
The average number of features selected by MRBPSO/FKNN and CDMC/FKNN in 50
runs is summarized in Table 4.5. We observed the same trend as before that the size of feature
subsets from class-dependent method CDMC/FKNN has a larger deviation than independent
method MRBPSO/FKNN. There is a small difference for the number of features chosen for
the same class for each dataset using SVM and FKNN as classifiers. We expect that genes
selected by CDMC based methods should contain both common genes for all cancer types
and unique genes for each type. However, class-independent methods such as MRBPSO/SVM
should select a general set of genes that can differentiate all cancer classes. These genes may
be involved in all these cancers.
To validate the hypothesis mentioned above, we tested on four datasets: Leukemia1,
Leukemia2, Brain Tumor1 and Lung Cancer. The best class-dependent and class-independent
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Table 4.4 The average number of features selected by class-depen-
dent method CDMC/SVM and class-independent method
MRBPSO/SVM for five datasets in 50 simulations (or iterations)
Feature Classes Leukemia1 Leukemia2 Brain Tumor1 Lung Cancer SRBCT
Selection
MRBPSO all classes 48.3±2.5 142.8±1.9 252.6±0.5 352.5±10.9 52.8±0.7
/SVM
Class 1 49.7±5.1 151.2±6.9 246.8±10.2 345.9±12.5 50.0±4.3
CDMC Class 2 48.7±4.5 149.7±9.9 249.7±11.7 347.4±13.7 50.1±5.0
/SVM Class 3 50.1±4.1 148.7±9.5 246.6±10.0 346.9±13.6 50.5±4.7
Class 4 / / 245.9±11.9 350.9±13.7 49.6±5.4
Class 5 / / 251.2±12.6 345.5±13.6 /
Table 4.5 The average number of features selected by class-depen-
dent method CDMC/FKNN and class-independent method
MRBPSO/FKNN for five datasets in 50 simulations (or itera-
tions)
Feature Classes Leukemia1 Leukemia2 Brain Tumor1 Lung Cancer SRBCT
Selection
MRBPSO all classes 44.5±2.8 157±0.0 248.9±3.7 337.6±6.4 48.5±0.8
/FKNN
Class 1 48.9±4.3 150.6±8.6 246.0±11.9 350.0±13.6 49.0±5.3
CDMC Class 2 45.5±4.6 148.4±8.4 248.8±9.8 353.7±13.8 52.2±5.5
/FKNN Class 3 49.9±4.5 150.8±8.7 249.7±8.8 350.0±7.0 48.2±4.6
Class 4 / / 249.3±10.7 355.7±18.3 51.3±4.3
Class 5 / / 252.6±11.7 361.1±18.9 /
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Figure 4.6 11 Tumors. The number of simulations (or iterations) versus
classification accuracy. MRBPSO, Maximum Relevance Binary
Particle Swarm Optimization; CDMC, Class Dependent Multi–
category Classification; SVM, Support Vector Machine; FKNN,
Fuzzy K Nearest Neighbor
features selected by CDMC/SVM and MRBPSO/SVM respectively in 50 simulations for both
Leukemia1 and Leukemia2 are recorded. Figure 4.7 shows the intersection between class-
dependent genes selected by CDMC/SVM for two classes and all relevant genes selected by
MRBPSO/SVM for three classes for Leukemia1 and Leukemia2. We observed averagely 49%
(23/47) genes for Leukemia1 and 53% (68/129) genes for Leukemia2 in class 3 selected by
MRBPSO intersect with genes selected for Class 1 and Class 2 by CDMC/SVM. As assumed,
MRBPSO/SVM does select a subset of genes related to each cancer class. There is no way to
tell which genes are unique ones to any specific cancer. Therefore, it will increase the cost of
downstream clinical testing.
Three types of cancer are chosen for illustration purpose for Brain Tumor1 and Lung Cancer.
At this time, we only record the best class-dependent features selected by CDMC/SVM for
each type of cancers in 50 simulations. For Brain Tumor1, Class 1 (Medulloblastoma tumor),
Class 2 (Malignant glioma tumor), and Class 3 (AT/RT tumor) are used. Class 3 (Squamous
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Figure 4.7 Leukemia1 (left) and Leukemia2 (right). Class 1 and Class 2
represent class-dependent genes selected by CDMC/SVM for
ALL T-cell, and AML cancers for Leukemia1, and AML, ALL
cancers for Leukemia2 respectively. For both datasets, Class
3 contains class-independent genes related to all three classes
selected by MRBPSO/SVM.
cancer), Class 4 (SCLC cancer), and Class 5 (COID cancer) are selected for Lung Cancer.
The Venn diagrams are shown in Figure 4.8 for the two datasets. In average, about 26%
(64/249) and 28% (99/353) features are shared between three cancer types for Brain Tumor1
and Lung Cancer datasets respectively. Most genes in the identified class-dependent feature
set are either very unique genes (27% for Brain Tumor1 and 25% for Lung Cancer) to each
cancer class or genes involved in two/three types of cancer. This is reasonable since different
cancer types for the same cancer are expected to be similar. By finding class-dependent fea-
ture subsets for each cancer type, it is becoming possible to enact specific therapy targeting
on unique genes for different patients.
Cancer Biomarker Discovery
Since we already identified class-dependent feature subsets for each cancer class in all
datasets, it is necessary to further narrow down the selection to a few key cancer markers. At
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Figure 4.8 Brain Tumor1 (Left) and Lung Cancer (Right). The class-de-
pendent genes related to each cancer class and common genes
involved in any two or three types of cancer identified by
CDMC/SVM
this time, we will only focus on CDMC/SVM method due to its better performance compared
to CDMC/FKNN. All selected class-dependent feature subsets for each class in 50 runs by
CDMC/SVM are recorded and we calculate the occurrence frequency of each gene within each
cancer class. The frequency plots for Leukemia2 and Lung Cancer datasets are shown in Figure
4.9 and Figure 4.10. The top ranked genes are marked in light yellow boxes. The genes with
a higher frequency than 30 will be considered as cancer markers because any genes can be
selected for 25 times by random in 50 runs. As seen from those figures, each cancer class has
a unique set of marker genes. For each gene, they are selected in different frequency across
multiple classes. This indicates that our proposed class-dependent method CDMC/SVM has
the ability to differentiate different cancers by identifying a set of key marker genes related to
each type of cancer.
The top five marker genes and their frequency values in each cancer class are summarized
in Table 4.6 for five datasets and Table 4.7 for 9 Tumors and 11 Tumors. The genes are in
descending order with respect to frequency values. The lowest frequency is 31 and 33 in Table
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Figure 4.9 Frequency plots for genes selected by CDMC/SVM in 50 sim-
ulations for all three cancer classes (Class 1 to Class 3) in
Leukemia2 dataset. The gene IDs and gene names of top three
genes are labeled in black boxes
VI and VII respectively. As an example, Class 1 from Leukemia2 and Class 4 from Lung Cancer
have a strong signal for all top five marker genes. The gene #169 in Leukemia2 is selected 45
times for Class 1 in 50 runs. The gene #227 from Lung Cancer had been identified as a marker
gene for cancer Class 4 for 39 times out of fifty simulations. More than 95% of these marker
genes in average are class-unique genes as shown in Figure 4.8. We also tried running program
100 times, and the frequency order of genes does not experience a significant change. The
marker genes are always ranked high. We believe that these marker genes should be the real
biomarkers of each cancer. There is a reason to believe that class-dependent methods based
on CDMC always achieve higher classification accuracies than class-independent methods as
illustrated in Table 4.3 simply because these marker genes can be accurately selected each
time. We performed the same simulation using class independent method MRBPSO/SVM.
The previously mentioned biomarker genes were not identified.
To find the biological roles of these identified marker genes, we did a database search in
GenBank (Benson et al., 2010) and literature search through PubMed. Class 1 from Leukemia2
is acute myeloid leukemia (AML). The highly represented gene #169 (1065 at) for AML in
Leukemia2 identified by our method codes for a class III receptor protein named fms-related
tyrosine kinase 3 (FLT3). Several studies (Gale et al., 2008; Rocquain et al., 2010) show
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Table 4.6 Top five most frequent genes and their corresponding frequency
(in parentheses) in each cancer class for five datasets identified
by CDMC/SVM
Leukemia1
Class 1 1 (44), 29 (44), 54 (40), 43 (36), 80 (34)
Class 2 30 (39), 5 (32), 23 (32), 38 (32), 39 (32)
Class 3 84 (49), 29 (40), 16 (38), 43 (36), 77 (34)
Leukemia2
Class 1 169 (45), 136 (38), 19 (37), 130 (36), 298 (36)
Class 2 296 (34), 53 (33), 64 (33), 134 (33), 223 (33)
Class 3 32 (41), 136 (37), 169 (37), 193 (35), 94 (34)
Brain Tumor1
Class 1 400 (47), 166 (41), 417 (39), 141 (38), 338 (38)
Class 2 112 (40), 364 (38), 495 (36), 166 (35), 402 (35)
Class 3 19 (44), 141 (40), 9 (38), 20 (34), 65 (34)
Class 4 3 (36), 57 (36), 186 (35), 433 (35), 61 (34)
Class 5 137 (37), 103 (35), 253 (33), 303 (33), 416 (33)
Lung Cancer
Class 1 204 (42), 637 (41), 461 (39), 479 (38), 161 (37)
Class 2 204 (40), 66 (36), 59 (35), 444 (35), 293 (34)
Class 3 65 (36), 236 (36), 88 (34), 161 (34), 221 (34)
Class 4 1 (40), 227 (39), 213 (35), 93 (34), 131 (34)
Class 5 75 (40), 63 (37), 550 (37), 113 (34),169 (34)
SRBCT
Class 1 18 (44), 47 (41), 1 (38), 95 (34), 84 (33)
Class 2 4 (34), 23 (33), 45 (33), 60 (33), 78 (33)
Class 3 47 (46), 19 (32), 77 (32), 45 (31), 60 (31)
Class 4 4 (40), 10 (35), 29 (32), 48 (32), 22 (31)
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Table 4.7 Top five most frequent genes and their corresponding frequency
(in parentheses) in all cancer classes for 9 tumors and 11 tumors
identified by CDMC/SVM
Classes 9 Tumors 11 Tumors
Class 1 42 (43), 296 (43), 293
(42), 150 (39), 279 (38)
245 (38), 10 (36), 94
(36), 697 (35), 228 (34)
Class 2 288 (47), 132 (40), 261
(38), 14 (37), 6 (36)
88 (38), 155 (37), 516
(36), 699 (36), 83 (35)
Class 3 150 (49), 138 (45), 26
(37), 236 (37), 280 (37)
87 (43), 383 (42), 378
(37), 76 (36), 119 (36)
Class 4 279 (49), 15 (39), 44
(38), 114 (36), 42 (35)
107 (39), 145 (37), 571
(37), 427 (36), 58 (35)
Class 5 37 (39), 60 (32), 215
(32), 235 (32), 14 (31)
271 (37), 290 (36), 348
(36), 38 (36), 200 (35)
Class 6 51 (43), 150 (43), 21
(42), 115 (42), 73 (35)
21 (46), 507 (38), 222
(36), 413 (36), 348 (35)
Class 7 138 (39), 48 (38), 9 (34),
75 (34), 173 (34)
7 (41), 19 (38), 47 (36),
134 (36), 257 (36)
Class 8 43 (34), 253 (34), 97
(33), 175 (33), 296 (33)
284 (37), 469 (36), 247
(35), 449 (35), 524 (35)
Class 9 67 (46), 30 (38), 97 (37),
112 (33), 161 (33)
690 (41), 15 (38), 56
(36), 8 (34), 371 (34)
Class 10 / 207 (42), 272 (40), 308
(38), 119 (37), 244 (37)
Class 11 / 369 (38), 33 (37), 457
(37), 34 (35), 70 (35)
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Figure 4.10 Frequency plots for genes selected by CDMC/SVM in 50 sim-
ulations for all five cancer classes (Class 1 to Class 5) in
Lung Cancer dataset. Top three most frequent genes are
marked in black boxes with their gene IDs and names
that mutations resulting in the constitutive activation of this receptor FLT3 cause AML. Gene
#227 (273 g at) from Lung Cancer is selected as biomarker for class 4, small cell lung cancer
(SCLC). This gene 273 g at is over expressed in SCLC patients and produces a huge amount
of gastrin-releasing peptide (GRP) protein (Molina et al., 2009). GRP protein is eventually
released into the blood and function as a growth factor for SCLC cancer cells (Uchida et
al., 2002). For 9 Tumors, CDMC/SVM identifies Gene #288 (X68314 at) as the biomarker
for Class 2, Colon cancer. X68314 at encodes a glutathione peroxidase 2 (GPX2) protein
expressed predominantly in the intestine. GPX2 is upregulated in tissues of patients with
colorectal cancer and may prevent inflammation-driven initiation of carcinogenesis (Banning
et al., 2008). These results provide strong evidence that our proposed method CDMC/SVM
has the ability to find actual biomarkers for each cancer class from thousands of genes.
Conclusions
This paper proposes a novel class-dependent feature selection technique by first choosing
a few hundred of highly differentially expressed genes as candidate pool using F statistical
test for each dataset. A desirable feature subset for each cancer class is selected by MRBPSO
from the pool. The CDMC system coupled with SVM and FKNN classifiers is then developed
to classify patients with different cancers using those class-dependent features. The results
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show that our proposed class-dependent methods CDMC/SVM and CDMC/FKNN achieved
higher classification accuracies on all datasets than corresponding class-independent methods.
Another advantage is that these methods are able to find class-dependent features unique to
each cancer class. A few biomarker genes related to each type of cancer are identified from
the frequency analysis in multiple runs. A lot of these marker genes are confirmed to be real
biomarkers by literature. The drawback of the class dependent methods is that they need
much time to seek desirable feature subsets for each class. By combining filter and wrapper
approaches, the proposed methods improve the computation efficiency and are robust against
overfitting. These methods can be applied to any feature selection tasks in other fields.
60
5. A CLASSIFICATION BASED METHOD FOR INTEGRATED
ANALYSIS OF METABOLOMICS AND TRANSCRIPTOMICS DATA
A paper submitted to BMC Bioinformatics
Wengang Zhou and Julie A. Dickerson
Abstract
High-throughput technologies have produced genome-scale transcriptomic and metabolomic
data. Integrating omics datasets can depict a more complete picture of many cellular processes.
This work presents a new classification-based data integration method combining sparse bi-
nary particle swarm optimization (SBPSO), support vector machine (SVM), and a permuta-
tion strategy. SBPSO selects a small set of representative variables from the training data
differentiating between tissue classes. The selected variables are used to train the support
vector machine classifier. The trained SVM model helps identify predictive variables from the
testing data using the permutation strategy. Compared to principal component analysis and
non-negative matrix factorization based integration approaches, our proposed method achieves
20-30% higher prediction accuracies on Arabidopsis tissue development data. 43 metabolite-
predictive genes and 56 gene-predictive metabolites are identified. The functions of unknown
genes and metabolites are inferred from the constructed gene-metabolite correlation network.
Tissue-specific genes and metabolites are identified by previously proposed class-dependent
feature selection method. Evidence from subcellular localization, gene ontology and metabolic
pathways confirm the involvement of these entities in different tissues. The time delay between
gene expression and resultant metabolite accumulation is also observed from the corresponding
expression profiles for the flowering stage.
61
Introduction
High-throughput technologies have made biological studies at the levels of transcriptome,
proteome and metabolome possible (Hirai et al., 2004). After the completion of full genome
sequencing in Arabidopsis (Arabidopsis Genome Initiative, 2000), the functions of many genes
and the interactions between genes and metabolites remain unknown. In the post-genomics
era, the challenge faced by researchers is to integrate large-scale omics datasets from different
platforms such as transcriptomics and metabolomics data. Omics data integration (Joyce et
al., 2006) helps understand the cellular responses for developmental events and reveal the
complete picture of biological systems.
A few integrative methods have been proposed for the integration of omics datasets. O2PLS
(Bylesjo et al., 2007) decomposes Populus transcript and metabolite datasets into three struc-
tures: unique, predictive and residual. Three latent variables are identified for the joint vari-
ation from each dataset. A permutation strategy is then performed on correlation loadings to
select relevant variables. sPLS (Le Cao et al., 2010) uses a sparse partial least square method
for selecting variables from two omics datasets simultaneously. The method performs better
than partial least square with respect to regression error and obtains biological meaningful
results. Clustering-based methods (Hirai et al., 2005) can classify genes and metabolites into
different clusters according to their expression patterns and identify co-regulated entity pairs
that might be involved in the same metabolic pathway. Principal component analysis (PCA)
has been widely applied for the integrative analysis of omics data from multiple sources as
well (Rischer et al., 2006; Johansson et al., 2003). Because of the different mechanisms, data
integration approaches usually are not comparable.
PCA and clustering methods concatenate multiple datasets as the first step for the inte-
grated analysis. After the concatenation, predictive variables connecting multiple data sources
can no longer be identified from the combined data. Partial least square related methods are
based on regression frameworks; there is no way to find key variables specific to each class
and representative variables distinguishing different classes from each dataset. The biological
interpretation for the results from these methods is extremely difficult.
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This work proposes a computational method based on a classification framework for inte-
grating transcriptomics and metabolomics data from different developmental stages and tissues
in Arabidopsis. The integration method combines sparse binary particle swarm optimization
with a classification system and permutation strategy. The method consists of two integration
work flows: Gene-to-Metabolite and Metabolite-to-Gene which select gene-predictive metabo-
lites from metabolomic data and metabolite-predictive genes from transcriptomic data re-
spectively. The identified predictive variables help understand the biological processes across
multiple datasets.
The performance is compared with classic binary particle swarm optimization, principal
component analysis and non-negative matrix factorization based integration approaches. Our
proposed method achieves much higher prediction accuracies for both work flows than other
approaches. The annotations from subcellular localization, gene ontology, and metabolic path-
ways consistently support the involvement of selected genes and metabolites in the devel-
opmental stages of different tissues in Arabidopsis. The gene-metabolite network and class
dependent feature selection method discover potential biomarkers involved in tissue-specific
metabolic processes. The time gap between gene expression and metabolite accumulation is
also observed from the expression profiles.
Classification-based Integration Framework
The integration of omics data is based on a classification framework combining sparse binary
particle swarm optimization (SBPSO), support vector machine and a permutation strategy.
The general integration framework is illustrated in Figure 5.1. The idea is to identify predictive
genes from gene expression data that can best explain the metabolite data. On the other hand,
we want to find key metabolites from metabolite accumulation data that can best interpret
the gene data.
The integration method contains two work flows: Gene-to-Metabolite (left) and Metabolite-
to-gene (right). Each integration flow consists of the following three steps. First, SBPSO
selects a small set of core variables in gene or metabolite data. Second, the selected variables
63
are applied to train the classification system. Support vector machine is used as the classifier
in this framework. The best SVM parameters are found using the grid search method (Fan et
al., 2005) during the training stage. The trained model will be applied in the testing stage.
Finally, a permutation strategy is developed to find gene-predictive metabolites (left flow),
or metabolite-predictive genes (right flow) from the testing data that can best interpret the
trained model.
Figure 5.1 The classification-based framework for integrating omics data
includes Gene-to-Metabolite (left), and Metabolite-to-Gene
(right) work flows, which identify gene-predictive metabolites
and metabolite-predictive genes respectively.
Sparse Binary Particle Swarm Optimization
Binary particle swarm optimization (BPSO) (Kennedy et al., 1997) was proposed to tackle
with problems in a discrete solution space. For the variable selection task, selecting the best
feature subset from a high dimensional space is an NP-complete problem. Evolutionary algo-
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rithms such as BPSO can find an optimal or near-optimal solution in a limited time. Each
individual in BPSO chooses around half the amount of total variables by default. The proposed
sparse BPSO selects a very small number of variables that can differentiate all classes better
than using more variables. The sparseness is achieved by limiting the speed values to a small
range for the initial population.
The SBPSO starts by generating a population of M individuals with randomly-generated
positions Pi and velocities Vi. The position of each individual is a binary vector with 1 or 0
values which represent if the corresponding variable is selected or not. Individuals are evaluated
based on the 5-fold cross-validation accuracy for the selected variables from the training data.
The positions and velocities are initialized according to Equations 5.1 and 5.2.
Pi = (Pi1, Pi2, . . . , Pin) Pij ∈ {0, 1}, i ∈ [1,M ] (5.1)
Vi = (Vi1, Vi2, . . . , Vin) Vij ∈ [−6,−3] (5.2)
The velocities and positions are updated according to global and personal best particles
Gbest and Pbest in each generation as shown in Equations 5.3 and 5.4. The positions are
determined based on the sigmoid transformation of velocities. The sigmoid function is defined
in Equation 5.5.
Vij = w · Vij + c1 · rand() · (Pbestij − Pij) + c2 · rand() · (Gbestij − Pij) (5.3)
Pij =

0 if ρ ≥ sig(Vij)
1 if ρ < sig(Vij)
(5.4)
sig(Vij) =
1
1 + exp(−Vij) (5.5)
Where w is the inertia weight, c1 and c2 are the acceleration coefficients, and ρ is a random
number between 0 and 1 generated from a normal distribution. These parameters are set as
follows: w = 1, c1 = c2 = 2.
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The change of sigmoid function values with the velocities is shown in Figure 5.2. The
velocities are restricted to a small range [-6,-3] initially. The probability for ρ to be smaller
than sig(Vij) becomes very low; this guarantees that less than 4.74% of all variables in the
original data can be selected.
Figure 5.2 The sigmoid transformation of restricted initial velocities deter-
mines that only a small percentage of variables in the training
data can be selected.
Classification System Connecting Two Data Sources
The support vector machine (SVM) (Vapnik, 1995) serves as a classification system bridging
the two data sources: gene and metabolite data. The multi-class SVM implemented in the
LIBSVM software (Fan et al., 2005) based on one-versus-one strategy is used. The modules
using the classification system in the first two steps of the integration framework are displayed
in Figure 5.3.
The SBPSO module uses SVM 5-fold cross-validation accuracy to evaluate selected vari-
ables from the training data by each individual. The population size M and maximum iteration
are set to 20 and 50 respectively in this study. After reaching the maximum iteration, the vari-
ables chosen by the global best individual Gbest are considered as the representative variables
for the training gene or metabolite data.
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Figure 5.3 The modules using the classification system in the first two
steps of the integration framework include SBPSO module for
selecting representative variables and parameters search module
for obtaining a trained SVM model.
The parameter search module is applied to find the best SVM parameters combination
from the range of [2−10, 2−9, . . . , 210] with step size 22 for the representative variables using the
grid search method. The two SVM parameters that need to tune up are C and γ (Zhou et al.,
2011a). The best parameters achieving the highest accuracy are used to build a trained SVM
model. The trained model helps identify predictive genes or metabolites from the testing data
using permutation strategy.
Permutation Strategy for Selecting Predictive Variables
The representative variables are included in the global best individual Gbest. The testing
gene or metabolite data are shuﬄed 1000 times. The order of the original variables is partially
or completely destroyed each time (Johansson et al., 2003). The variables in the permutated
testing data will be selected according to the positions of 1 in Gbest. These selected variables
are tested using the previously trained classification model. The variables that achieve the
best prediction accuracy are retained as the predictive variables to the training metabolite or
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Procedure Permutation(TestingData, ClassLabels, Gbest, Model)
BestAcc=0;
PredictiveVars=[];
For i=1 to 1000
RandSeq=Permutation(Dimension(Testingdata,2));
PermTesting=TestingData(RandSeq);
SelectedVariables=PermTesting(which(Gbest=1));
PredAcc=SVMpredict(SelectedVariables, ClassLabels, Model);
If PredAcc>BestAcc
BestAcc=PredAcc;
PredictiveVars=SelectedVariables;
End
End
Return BestAcc, PredictiveVars
gene data. The pseudocode of this procedure is described in detail in the following box.
Experiment Results
Transcriptomics and Metabolomics Data
The transcriptomics and metabolomics experiments are conducted on Arabidopsis with
compatible experimental design in 36 different developmental stages and tissues. Microarray
data were downloaded from AtGenExpress (Winter et al., 2007) with accession ME00319.
10647 metabolism-related genes were selected for the integrated data analysis based on Gene
Ontology (GO) annotation.
The metabolomics analysis (Matsuda et al., 2010) was performed using LC-ESI-Q-TOF/MS.
The LC/MS data from 144 samples (36 tissues by four replicates), were processed with Met-
Align (Lommen, 2009). After peak deconvolution, 1589 metabolite signals were detected.
For each tissue, both gene expression and metabolite accumulation data were averaged over all
replicates. The combined data matrix is available at http://prime.psc.riken.jp/lcms/AtMetExpress/.
The original 36 tissues are further organized into six super classes: 1. Root; 2. Seedling green
parts; 3. Leaf; 4. Internode; 5. Flower; and 6. Seed. The super class information and the
corresponding samples are summarized in Table 5.1.
68
Table 5.1 The gene expression and metabolite accumulation samples for
Arabidopsis and their corresponding tissue classification infor-
mation used in this study.
Class AtGenExpress AtMetExpress Tissues
Labels Samples Samples
1 ATGE 9, ATGE 93
ATGE 95, ATGE 98
ATGE 99
ATME 9, ATME 93
ATME 95, ATME 98
ATME 99
Root
2 ATGE 1, ATGE 7
ATGE 96, ATGE 97
ATGE 101
ATME 1, ATME 7
ATME 96, ATME 97
ATME 101
Seedling
green parts
3 ATGE 10, ATGE 12
ATGE 13, ATGE 14
ATGE 15, ATGE 16
ATGE 19, ATGE 20
ATGE 21, ATGE 25
ATGE 26, ATGE 91
ATME 10, ATME 12
ATME 13, ATME 14
ATME 15, ATME 16
ATME 19, ATME 20
ATME 21, ATME 25
ATME 26, ATME 91
Leaf
4 ATGE 27, ATGE 28
ATGE 29
ATME 27, ATME 28
ATME 29
Internode
5 ATGE 32, ATGE 33
ATGE 39, ATGE 41
ATGE 42, ATGE 45
ATGE 92
ATME 32, ATME 33
ATME 39, ATME 41
ATME 42, ATME 45
ATME 92
Flower
6 ATGE 76, ATGE 77
ATGE 78, ATGE 84
ATME 76, ATME 77
ATME 78, ATME 84
Seed
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Prediction Comparison between BPSO and SBPSO
To apply the proposed classification-based integration method, the training and testing
data required the same dimensions. The F-statistic identifies top-ranked N=[500, 700, 1000,
1300, 1589] variables from gene and metabolite data respectively. As shown in Figure 5.1, the
training and testing can be either transcriptomics or metabolomics data. The use of gene data
as training and metabolite data for testing is referred to as Gene-to-Metabolite (left flow). The
left flow identifies gene-predictive metabolites from metabolite data; the right flow is referred
as Metabolite-to-Gene which identifies metabolite-predictive genes from gene expression data.
We compared the performance of the integration methods based on classic BPSO and
sparse BPSO (SBPSO) using different numbers of top-ranked N variables from each dataset
for both left and right work flows. For each N , the two methods are run 30 times, and
the average prediction accuracies from two work flows are recorded. The comparisons of
prediction accuracies for both work flows are shown in Figures 5.4 and 5.5 respectively. For both
work flows, SBPSO consistently performs much better than BPSO with respect to prediction
accuracies for any number of selected N variables. For the SBPSO-based integration method,
using the top 500 ranked variables achieves the best accuracies for both Gene-to-Metabolite
and Metabolite-to-Gene flows.
The average prediction accuracies from SBPSO in 30 runs (in percentage) and the average
number of selected variables are listed in Table 5.2. Using the top 500 variables from each
dataset achieved the best average accuracy of 56.8% for the two integration flows. On average,
18.1 metabolites and 19.6 genes are selected from the Gene-to-Metabolite and Metabolite-
to-Gene work flows respectively. With the increase of N , the prediction accuracy decreases
and the number of selected variables increase for both flows. A complete list of the identified
genes and metabolites by SBPSO is available upon request. The accuracies obtained from
Metabolite-to-Gene flow are dramatically higher than Gene-to-Metabolite flow for all cases.
This is consistent with the fact that many genes are involved in the control of metabolite
production (Hirai et al., 2007), while fewer metabolites can regulate the expression of genes
reversely.
70
Figure 5.4 The comparison of prediction accuracies between BPSO- and
SBPSO-based integration methods for Gene-to-Metabolite work
flow.
Table 5.2 The average prediction accuracies (ACC) and average number of
selected variables (SEL) in 30 runs using SBPSO with different
numbers of top-ranked N variables selected by F-statistic for the
two integration work flows.
Integration N=500 N=700 N=1000 N=1300 N=1589
Work Flows ACC SEL ACC SEL ACC SEL ACC SEL ACC SEL
Gene-to-Metabolite 52.5 18.1 51.2 23.7 50.9 33.9 51.5 40.8 49.4 50.3
Metabolite-to-Gene 61.1 19.6 59.2 27.1 55.1 40.5 55.1 46.3 54.2 60.0
Average 56.8 18.9 55.2 25.4 53 37.2 53.3 43.6 51.8 55.2
Biological Interpretation of Selected Variables
Since there is a small difference between prediction accuracies for SBPSO with different
N , we chose to use N = 1589 to include as many genes and metabolites for the downstream
analysis. 43 metabolite-predictive genes and 56 gene-predictive metabolites (Table 5.3) are
selected in the best run using SBPSO-based integration method. BPSO selects more than 700
genes and metabolites and achieves much lower testing accuracies. For both work flows, 63.9%
prediction accuracies are obtained for the SBPSO-based method. The prediction accuracy
implies the amount of information in one dataset that can be explained from another dataset
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Figure 5.5 The comparison of prediction accuracies between BPSO- and
SBPSO-based integration methods for Metabolite-to-Gene work
flow.
Table 5.3 The number of genes and metabolites selected by SBPSO- and
BPSO-based (N = 1589) integration methods in the best run
and the achieved testing accuracies.
Methods SBPSO BPSO
Selected Accuracy (%) Selected Accuracy (%)
Genes 43 63.9 749 33.3
Metabolites 56 63.9 797 36.1
in the biological context. Each dataset also contains their unique characteristics which can
not be interpreted from another dataset. The identified predictive genes and metabolites are
expected to participate in many metabolic processes for the development of various tissues in
Arabidopsis.
The predicted subcellular locations (Zhou et al., 2011a) for the 43 genes are included
to help find the functional roles of these selected genes. The percentage of each location is
summarized in Figure 5.6. 52% of these proteins are predicted in chloroplasts, mitochondria,
or cell membranes. Chloroplasts are the organelles to capture light energy by conducting
photosynthesis. The energy is stored in the form of ATP and will be consumed in many stages
during plant development. Mitochondria are another source of chemical energy in plants; the
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organelles are involved in a range of metabolic processes including cellular differentiation, cell
growth and cell cycle control (McBride et al., 2006). Cell membrane proteins play an important
role in grouping cells to form tissues by attaching to extracellular matrices and other cells. The
Gene Ontology (Ashburner et al., 2000) biological process annotations also indicate that 75% of
these annotated genes are involved in different metabolic processes such as cell wall biogenesis
and modification, photosynthesis, embryo development, and protein phosphorylation.
Figure 5.6 The percentage of each subcellular location for the selected 43
genes. Many proteins are predicted to be located in Chloro-
plasts, Mitochondria and Cell Membranes.
Many selected metabolites are unknown because of the few available metabolite spectra
and structure libraries. Most of the annotated metabolites are glucosinolates occurring as
secondary metabolites in plants. Glucosinolates were observed to have different concentrations
and compositions among different organs in the developmental stages of Arabidopsis (Brown
et al., 2003). These findings provide evidence that the integration method does identify gene-
predictive metabolites from the gene expression data and metabolite-predictive genes from the
metabolomics data. These genes and metabolites are important for the development of tissues
in Arabidopsis.
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Table 5.4 The average prediction accuracies (in percentage) in 30 runs for
different k dimensional components using PCA and NMF as fea-
ture selection methods under our integration framework.
Integration k=5 k=10 k=15 k=20 k=30
Work Flows PCA NMF PCA NMF PCA NMF PCA NMF PCA NMF
Gene-to-Metabolite 14.2 18.7 15.4 18.2 15.3 18.5 31.4 17.2 24.2 17.1
Metabolite-to-Gene 15.1 16.7 14.2 21.4 32.8 23.2 36.9 21.8 29.7 27.6
Average 14.7 17.7 14.8 19.8 24.1 20.9 34.2 19.5 27.0 22.4
Comparison with PCA and NMF Methods
The performance is also compared with integration methods using principal component
analysis (PCA) (Jolliffe, 2002) and non-negative matrix factorization (NMF) (Lee et al., 1999).
The analysis follows the same work flows as shown in Figure 5.1 using 1589 top-ranked genes
and all metabolites. Instead of using SBPSO and permutation strategy, we use the k dimen-
sional principal components obtained from PCA and NMF for training and testing at this
time.
The average prediction accuracies in 30 runs for PCA and NMF using different k values are
listed in Table 5.4. The k values achieving the best results for PCA and NMF methods in the
two work flows are highlighted. For PCA, an average accuracy of 34.2% is achieved for the two
integration flows when 20 dimensional components are used. NMF obtains a lower average
accuracy of 22.4% when k=30. SBPSO-based method achieves about 20% higher average
accuracies than PCA and 30% higher than NMF for the two integration work flows. The box
plot comparing the accuracy variation in 30 runs for the three methods in two integration flows
is displayed in Figure 5.7. The SBPSO-based method shows a much smaller variation than the
other two methods.
For PCA and NMF methods, the coefficients in the loading matrix from the run achieving
the best accuracy are used for variable selection. The 99.7th percentile in the entire loading
matrix is determined as the coefficient cutoff. The unique variables with a higher coefficient
than cutoff value in each dimension (k=20 for PCA, and k=30 for NMF) are retained. This
method identifies a total of 72 genes and 85 metabolites for PCA, and 45 genes and 47 metabo-
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Figure 5.7 The box plot showing the variation of prediction accuracy in 30
runs for SBPSO (N=1589), PCA (k=20), and NMF (k=30)
using top-ranked 1589 genes and all metabolites for Gene–
to-Metabolite (left) and Metabolite-to-Gene (right) integration
flows.
lites for NMF. We compared these identified genes and metabolites with those 43 genes and
56 metabolites selected by SBPSO.
The Venn diagram showing the overlap of identified genes and metabolites across the three
methods is displayed in Figure 5.8. Only 3 out of 43 (7%) identified genes are overlapping
between SBPSO and PCA approaches. There is a larger intersection (40%) for the selected
genes between NMF and PCA. For the metabolites, 4 and 3 out of 56 do overlap with PCA
and NMF for the SBPSO method respectively. We observe a larger overlap (34%) of the
identified metabolites between NMF and PCA methods as well; this can be explained by
their similar working mechanisms. Both NMF and PCA decompose the original data into two
parts: principal components and loading matrix. Under our integration framework, the meta-
genes and meta-metabolites are used for classification. For the SBPSO method, all genes and
metabolites have the chance to be selected. Therefore, SBPSO can globally identify informative
variables from one dataset that can best explain another dataset.
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Figure 5.8 The overlap of selected genes and metabolites from SBPSO-,
PCA- and NMF-based integration methods.
Gene-Metabolite Correlation Network
We further investigate the pairwise Pearson correlation for selected 43 genes and 56 metabo-
lites by SBPSO with N=1589. Around 17% of all gene-metabolite pairs for selected variables
(43 × 56) have a higher correlation value than 0.5. The percentage of correlation values over
0.5 for all variable pairs (1589 × 1589) is about 10% (Figure 5.9). Therefore, the correlations
between selected variables are significantly higher than between all variables in the original
data. The correlation network constructed for 90 gene-metabolite pairs (correlation > 0.8)
from selected variables is shown in Figure 5.10.
From the gene-metabolite network, we observe that most metabolites are functioning as
hubs to interact with many genes. As an example, the top right corner is a leaves-specific
network. The hub metabolite adp003785 (Sinapoyl malate) is the main product of the sinapate
ester biosynthesis pathway. Sinapoyl malate is produced and utilized at different times in
the course of the plant’s development; it heavily accumulates in the leaf tissue in the early
development stage (Chapple et al., 1992) and acts as an UV-B protectant in plant tissues
(Booij-James et al., 2000). The levels gradually decrease in later stages. Little Sinapoyl
malate can be found in senescent leaves and siliques. The interacting genes (e.g., AT4G33470
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Figure 5.9 The percentage of gene-metabolite pairs between selected vari-
ables by SBPSO and all 1589 variables within different correla-
tion ranges.
and AT1G61520), are expressed in different growth stages of leaves as well (Schmid et al.,
2005).
The left bottom sub-network contains one metabolite (adn057555) and two genes (at1g56100
and at1g61720). The metabolite is not identified by either mass spectra or structural com-
parison. However, the interacting gene BAN (at1g61720) is known to be involved in the
accumulation of proanthocyanidins in the seed (Baxter et al., 2005; Nesi et al., 2009). This
small network suggests that the metabolite adn057555 and gene at1g56100 may be involved
in the same metabolic process in the seed. By analyzing the gene-metabolite network, the
functions of unknown genes and metabolites can be inferred.
Identification of Tissue-specific Genes and Metabolites
The previously proposed class-dependent feature selection method (Zhou et al., 2011b) can
identify a small subset of key biomarkers for each class in each dataset. The classes refer to the
6 tissues in our Arabidopsis omics data. The method CDMC/SVM is applied for discovering
top-ranked genes and metabolites for each tissue. The top ten genes or metabolites with highest
frequency in 50 runs are selected as biomarkers; two of those ten identified biomarker genes
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Table 5.5 The top-identified tissue-specific biomarker genes for all six tis-
sues and their involved Gene Ontology biological processes.
Arabidopsis Biomarker Gene Ontology
Tissues Genes Biological Process
Root AT1G53680 Response to cadmium ion, toxin
catabolic process
AT2G04080 Transmembrane transport
Seedling AT4G20230 Metabolic process
green parts AT5G39320 Oxidation-reduction process
Leaf AT3G44970 Unknown
AT1G79030 Protein folding
Flower AT3G22950 N-terminal protein myristoylation
AT3G58140 Embryo development ending in seed
dormancy
Internode AT1G68940 Protein ubiquitination
AT1G01540 Protein phosphorylation
Seed AT1G56100 Unknown
AT2G21280 Chloroplast fission
and metabolites are listed in Tables 5.5 and 5.6 respectively. Many metabolites are unknown.
The identified genes are annotated by GO to be involved in different metabolic processes.
To investigate the functional roles of these biomarkers, we look into the pathways these
genes are involved in using the AraCyc database. The biomarker gene AT5G39320 for seedling
green parts encodes UDP-glucose 6-dehydrogenase enzyme catalyzing a reaction in the galac-
tose degradation III pathway. UDP-glucose plays a central role as a branch point metabolite
for the cell-wall synthesis in developing seedlings (Seifert, 2004). The metabolite adp031160
is identified as a biomarker for flower tissue. It is one of the major flavonoids found in Ara-
bidopsis involved in quercetin glucoside biosynthesis. Quercetin and kaempferol are more
prominent in flowers of Arabidopsis (Shirley et al., 1995). Another metabolite adp003397 (4-
methylsulfinyl-n-butylglucosinolate, or 4-msb) is determined to be seedling-specific; 4-msb is
one of the dominant aliphatic glucosinolates at various developmental stages including seedling
stems (Petersen et al., 2002).
The expression profiles of flower-specific genes and the accumulation profiles of flower-
specific metabolites are shown in Figure 5.11. The original expression levels are averaged
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Table 5.6 The top-identified tissue-specific metabolites for all six tissues
and their corresponding annotations if such information is avail-
able.
Arabidopsis Biomarker Annotation
Tissues Metabolites (Identification)
Root adn045114 unknown
adn149571 Unknown
Seedling adn059019 Unknown
green parts adp003397 4-methylsulfinyl-n-butylglucosinolate
Leaf adn021975 Unknown
adn006329 Carbamoyl-DL-aspartic Acid
Flower adp031160 Quercetin-3-O-a-L-rhamnopyranosyl (1,2)- -b-
D-glucopyranoside-7-O-a-L-rhamnopyranoside
adp002037 D-2-Aminoadipic acid
Internode adn066428 Unknown
adp002707 Trans-4-Hydroxy-3-methoxycinnamic acid
Seed adn086026 Unknown
adn055416 Unknown
across the six tissues for each gene and metabolite. We observe that the expression levels
of flower genes reach the highest values in the internode stage and drops significantly from
the development of internode to flower. The flower-specific metabolites, however, accumulate
greatly in the flower tissue. This confirms the time delay (Matsuda et al., 2010) between
gene expression and metabolite accumulation. Traditional clustering-based methods (Hirai et
al, 2005) normally fail to catch the time gap. The class-dependent feature selection method
CDMC/SVM demonstrates an advantage in catching the causal relationship in the time series
data.
Conclusions
This study proposes a classification-based approach for the integration of omics data. The
method integrates sparse binary particle swarm optimization, support vector machine, and a
permutation strategy. The support vector machine classifier serves as a bridge between two
omics datasets. We evaluate the proposed method on the transcriptomics and metabolomics
data from different developmental stages and tissues in Arabidopsis. 43 genes and 56 metabo-
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lites are selected from the two integration work flows with an achieved prediction accuracy of
63.9%. SBPSO based method shows a 20-30% higher accuracy than PCA- and NMF-based
integration methods.
The functional roles of selected variables are investigated through the annotations from
subcellular location, gene ontology, and pathways. The constructed gene-metabolite correlation
network help infer the function of unknown genes and metabolites. Tissue-specific genes and
metabolites are identified by previously developed class-dependent feature selection method.
The limitation for the integration analysis lies in the large number of unannotated metabolites.
Future work will include finding functional modules (Ulitsky et al., 2007) from protein-protein
interaction networks and metabolic pathways that can respond to environmental perturbations
and developmental events from the integrated omics data.
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Figure 5.10 Gene and metabolite correlation network for selected variables.
Genes are in light blue ovals and metabolites are in green rect-
angular shapes.
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Figure 5.11 The expression profiles of flower-specific genes (left) and ac-
cumulation profiles of flower-specific metabolites (right). The
expression in internode and flower tissues is highlighted with
a vertical red line
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APPENDIX A. A PREDICTED INTERACTOME FOR VITIS
VINIFERA BASED ON HOMOLOGY MODELING
Introductuon
High-throughput technologies such as yeast two-hybrid have produced a huge amount of in-
teraction data. These accumulated protein interaction data are available in several databases,
including DIP (Xenarios et al., 2001), BIND (Bader et al., 2003) and BioGRID (Breitkreutz et
al., 2008). Therefore, resolving genome scale protein-protein interaction network becomes pos-
sible. Partial interactomes for Yeast (Giot et al., 2003) and human (Gandhi et al., 2006) have
been constructed in the last few years. These interactomes form the basis for understanding
the cellular and signaling control in the biological system.
However, there are few large scale interactomes for plants. In this work, we present the
first predicted interactome for Vitis vinifera based on known interactions from DIP. We build
a predicted PPI network for Vitis vinifera by homology mapping and incorporate subcellular
localization information to provide further evidence to support the predicted interacting pairs.
Moreover, Gene Ontology enrichment analysis is conducted using BiNGO.
Interaction and Sequence data
We start by collecting all available protein interactions from DIP. By April 2008, the total
number of interactions in DIP is 55146. These interactions involve 19665 unique proteins from
seven species which are Fruit Fly, Yeast, E. coli, C. elegans, Human, H. pylori and Mouse. The
8x high quality Vitis Vinifera (grape) draft genome sequences (Jaillon et al., 2007) had been
released by Italian-French group in August 2007. These 30434 proteins are used as a searching
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database by BLASTP program for DIP proteins.
Building a Predicted Interactome for Vitis Vinifera
The predicted Vitis Vinifera interactome is generated by finding orthologous grape proteins
for DIP interacting proteins. A predicted Vitis Vinifera interaction is produced if there exist
orthologous grape proteins for both two DIP interacting proteins. Two methods are used to
identify orthologs: one-way best blast hits and reciprocal best blast hits. The e-value cutoff
for BLASTP is set as 1e-6. A predicted grape interaction is obtained if there exist a grape
ortholog for each interacting partner of a DIP protein-protein interaction. A predicted inter-
actome containing 15242 interactions invovling 3682 unique grape proteins is obtained using
one-way blast. The interaction network is shown in Figure A.1.
Figure A.1 The predicted interactome containing 15242 interactions for
grape using one-way blast
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The nodes are colored differently accordings to their degree. The degree of a node is defined
as the number of connecting nodes with it. The degree distribution for all 3682 proteins in the
predicted interactome is illustrated in Figure A.2. We can observe that about 2300 proteins
have more than 3 interacting partners. Only tens of proteins interact with over 50 partners.
Figure A.2 The distribution of nodes degree for all 3682 proteins in the
interaction network
We extracted top 20 proteins with highest degree from the network. Their corresponding
Arabidopsis orthologs and function descriptions are listed in Table A.1. The degrees of these
20 proteins are all over 70. The highest degree reaches 330. These are hub proteins in the
network and playing important functional roles. Many of them are ribosomal proteins. There
are also elongation facor, heat shock, chaperonin, and zinc finger proteins.
2709 raw interactions are predicted by reciprocal best blast method for grape proteins
against DIP proteins. 329 of these are self interactions and are removed eventually. The
resulted interactome contains 2380 interactions which involve 1555 unique grape proteins. The
predicted interaction pairs are loaded into network visualization program Cytoscape (Shannon
et al., 2003). The interaction network is shown in Figure A.3. From the interactome, we can
observe three big sub-networks which are named Sub 1, Sub 2 and Sub 3 sequentially from
left to right. This interaction network is more reliable as the reciprocal blast hits method can
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remove many false positives. The following sections will focus on this 2380 network.
Figure A.3 The predicted interactome including 2380 interactions using
reciprocal best blast hits method
Gene Ontology Annotation for three Sub-networks
The three subnetworks contain 187, 632, and 319 grape proteins respectively. In order to
examine the biological role of each subnetwork in the predicted interactome, we first mapped
all grape proteins in each sub-network to their Arabidopsis orthologs by using the best blast
hit method. Then, BiNGO (Maere et al., 2005), a Cytoscape plug-in, is applied to find
overrepresented GO terms for all three sub-networks. By examining the corresponding p-
values, we determined a putative biological process that each hub may be involved in. The
hyper-geometric test is performed and the significance value is set as default 0.05. The results
are show in Table A.2.
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Interacting pairs supported by subcellular locations
The subcellular locations for the entire grape proteome are predicted using methods pro-
posed in Chapter 2. The percentage of proteins in each location is depicted in Figure A.4.
Nucleus proteins take about 39%. It is overrepresented because of the large amount of nucleus
proteins in the training dataset. Around 6% and 8% proteins are predicted to be located in
chloroplast and extracellular.
Figure A.4 The percentage of proteins in each predicted subcellular loca-
tion in grape proteome
To interact, interacting proteins should in general reside in the same subcellular location, al-
though some proteins will interact across adjacent subcellular locations (e.g. cytosol-membrane
associated). Therefore, subcellular location information is integrated into predicted grape in-
teracting pairs. By using the prediction results from last section, 613 interacting pairs out of
2380 are identified to be from the same location. The detail information is illustrated in Table
A.3. We conclude that these 613 pairs have higher probability to be interacting in reality. The
reason that there are only a small proportion of pairs from the same location is that we only
assign one predicted location to each protein. In fact, many proteins can locate in multiple
locations as shown in Chapter 3.
89
Table A.3 The number of interacting pairs with the same annotated loca-
tions
Subcellular Locations Number of Interacting Pairs
Nucleus 275
Cytoplasm 127
Mitochondrion 76
Chloroplast 70
Plasma Membrane 60
Total 613
Surprisingly, even though there is a comparatively small amount of Mitochondrion and
Chloroplast proteins in grape proteome, a lot of them are interacting with each other. Figure
A.5 gives an intuitive graph for subnetwork 3 which shows the interacting proteins from dif-
ferent locations. We found that plasma membrane and Mitochondrion proteins tend to gather
together and may perform a specific behavior as a group.
Figure A.5 The proteins from different locations are colored differently for
subnetwork 3
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APPENDIX B. COMPARISON OF GENE REGULATORY NETWORK
AND PROTEIN-PROTEIN INTERACTION NETWORK FOR
ARABIDOPSIS COLD STRESS
Introduction
High-throughput technology has produced a huge amount of microarray and interaction
data. One of the important goals of functional genomics is to reconstruct the gene regulatory
network and identify the complete protein-protein interaction network or Interactome in the
genomic scale. The reconstruction of regulatory networks from the behavior of the system is
also called reverse engineering. In the past years, people have proposed a lot of computational
models to infer the regulatory network from microarray data. The most popular used models
are Boolean network (Akutsu, 1999), differential equations, Bayesian network (Friedman et
al., 2000) and Petri Net.
The interactions between proteins are also very important to elucidate the biological sys-
tem and understand the functions of unknown proteins. There are already more than 15000
interactions that have been identified by yeast. However, there are only 822 non-redundant
interactions available for Arabidopsis. In addition, the vast majority of the interaction data
produced by yeast two-hybrid system yield many false positives. Therefore, we tried to develop
computational methods to accurately predict protein-protein interactions.
Microarray and Protein Data
Arabidopsis cold stress microarray data are downloaded from AtGenExpress (Schmid et
al.,2005) database. We used five time points which are 0h, 3h, 6h, 12h, and 24h. 0.5h and 1h
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are excluded because the fact that plants may not start to respond the temperature change
after such a short time. The Arabidopsis protein sequences used for protein-protein interaction
and protein Subcellular location prediction are the latest released peptide sequences from TAIR
(Swarbreck et al., 2008). The total number of unique proteins in this file is 27235.
Methods and Results
Identifying Differentially Expressed Genes
Limma is a package for differential expression analysis of data arising from microarray
experiments. First, we applied Limma (Smyth, 2004) to identify all differentially expressed
genes across 3 time points which are 6h, 12h and 24h with respect to the control. The genes
with a p-value smaller than 0.05 and at least 2-fold change are chosen. The Venn diagrams are
shown in Figure B.1. The green and red numbers represent the number of down regulated and
up regulated genes respectively. Then, we chose those genes that are differentially expressed
across 4 time points which are 3h, 6h, 12h and 24h. 200 genes are left at this time. Furthermore,
we checked through the known cold response genes listed by TAIR. Eventually, 20 genes in
these 200 genes are chosen for our further network modeling. The 20 genes are listed in Table
B.1.
Gene Regulatory Network Modeling by Bayesian Network
In the formalism of Bayesian networks, the structure of a genetic regulatory network is
modeled by a directed acyclic graph G= (V, E). The vertices represent genes and correspond
to random variables. The graph describes a conditional distribution for each variable and
encodes the Markov assumption which states that each variable Xi is independent of its non-
descendants given its parents in G.
We applied Bayesian network to build the gene regulatory network for those 20 cold response
genes. The regulatory network modeled by an online tool B-Course (Myllymaki et al., 2002)
is shown in the Figure B.2. The well-known COR and CBF gene families are marked by green
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Table B.1 20 known cold response genes from TAIR in the 200 differentially
expressed genes list
Locus Name Transcription Factor/Gene Name
AT3G50970
AT1G20450
AT5G52310 COR78
AT2G17840
AT1G20440 COR47
AT3G61190 BAP1
AT4G38840
AT4G25480 CBF3
AT2G42530
AT4G17090
AT4G25490 CBF1
AT4G25470 CBF2
AT2G42540 COR15A
AT2G40140
AT3G22840
AT5G47230 ERF5
AT5G59820 ZAT12
AT4G17615
AT4G02380
AT1G27730 ZAT10
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Figure B.1 Up and down regulated genes in cold stress with 2 fold change
and p-value 0.05 cutoff
rectangle and red circle respectively. We can see that those genes are gathering to form two
sub-networks which should perform a biological behavior to respond the cold stress.
Predict Protein-protein Interactions for 20 Cold Response Genes
The total number of all possible interactions for any pair of 20 genes is 190. We tried to
use computational model to determine which pairs have higher probability to be interacting
with each other. We collect a high quality interaction dataset from MIPS (Mewes et al., 2002)
and DIP (Xenarios et al., 2001). This set contains MIPS interactions that were annotated as
physical interactions from small scale experiments and DIP interactions verified by multiple
experiments. There are 4838 positive and 9037 negative samples. Then, we used the amino
acid composition as feature to train a binary classifier. The trained classifier is applied to
predict for all the 190 Arabidopsis gene interacting pairs. 80 out of 190 pairs are predicted to
be interacting.
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Figure B.2 A meaningful gene regulatory network for 20 Arabidopsis cold
response genes
Protein-protein Interaction Network Modeling
From the literature, we know that most proteins can only interact with proteins in the
same subcellular locations. Therefore, we add subcellular location information predicted from
Chapter 1 to 80 interacting pairs to see how many pairs are from the same location. This can
provide further evidence for determining whether proteins are interacting or not in reality. 46
pairs among the 80 predicted pairs are from the same location. Some of these 46 interacting
pairs are displayed in Table B.2. Furthermore, we visualize the protein-protein interaction
network by Cytoscape (Shannon et al., 2003) using hierarchical layout. The resulting network
involving 16 genes is shown in Figure B.3.
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Table B.2 Partial list of 46 protein interacting pairs from the same location
and their corresponding predicted subcellular locations
AT3G50970 Nucleus AT1G20450 Nucleus
AT3G50970 Nucleus AT5G52310 Nucleus
AT3G50970 Nucleus AT1G20440 Nucleus
AT3G50970 Nucleus AT4G38840 Nucleus
AT3G50970 Nucleus AT2G42530 Nucleus
AT3G50970 Nucleus AT2G42540 Nucleus
AT3G50970 Nucleus AT2G40140 Nucleus
AT3G50970 Nucleus AT5G47230 Nucleus
AT3G50970 Nucleus AT5G59820 Nucleus
AT3G50970 Nucleus AT1G27730 Nucleus
AT1G20450 Nucleus AT5G52310 Nucleus
AT1G20450 Nucleus AT1G20440 Nucleus
AT1G20450 Nucleus AT4G38840 Nucleus
AT1G20450 Nucleus AT2G42530 Nucleus
AT1G20450 Nucleus AT4G25490 Nucleus
AT1G20450 Nucleus AT2G42540 Nucleus
AT1G20450 Nucleus AT5G47230 Nucleus
AT1G20450 Nucleus AT5G59820 Nucleus
AT1G20450 Nucleus AT1G27730 Nucleus
AT5G52310 Nucleus AT4G38840 Nucleus
AT5G52310 Nucleus AT2G42530 Nucleus
AT5G52310 Nucleus AT2G42540 Nucleus
AT5G52310 Nucleus AT5G47230 Nucleus
AT1G20440 Nucleus AT4G38840 Nucleus
AT1G20440 Nucleus AT2G42530 Nucleus
AT4G38840 Nucleus AT4G25490 Nucleus
AT4G38840 Nucleus AT4G25470 Nucleus
AT4G38840 Nucleus AT5G47230 Nucleus
AT4G38840 Nucleus AT4G02380 Nucleus
AT2G42530 Nucleus AT4G25490 Nucleus
AT2G42530 Nucleus AT2G42540 Nucleus
AT2G42530 Nucleus AT5G47230 Nucleus
AT2G42530 Nucleus AT4G02380 Nucleus
AT4G25490 Nucleus AT2G42540 Nucleus
AT4G25490 Nucleus AT5G47230 Nucleus
AT4G25490 Nucleus AT1G27730 Nucleus
AT4G25470 Nucleus AT2G42540 Nucleus
AT4G25470 Nucleus AT5G47230 Nucleus
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Figure B.3 Cold response protein-protein interaction network visualized by
Cytoscape
Conclusions
In this study, we are trying to find if there is any similarity between gene regulatory network
and protein-protein interaction network which are constructed from different data sources and
models. We first select 20 known cold response genes from 200 differentially expressed genes. A
Bayesian network model is used to build a meaningful regulatory network. Then, we predict all
possible 190 interacting pairs for those 20 genes based on the training interaction data collected
from MIPS and DIP. Protein subcellular locations are provided to obtain more evidence for 46
interacting pairs that have the same location. From Figure B.2 and Figure B.3, we observed
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that two cold response gene families COR and CBF are closely gathering together to form two
sub-networks in both gene regulatory network and protein-protein interaction network. COR
genes and CBF genes are marked by green rectangle and red circle for discrimination. Also,
we found more than 20 consistent interactions between these two networks. This suggests that
proteins must be interacting and collaborating in a certain way to respond a specific stress.
The networks should be similar no matter what data sources and computational models you
used to get these interactions.
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