We reduce the problem of impulse elimination via state feedback in singular differential equations to algebra. Our results are developed for systems over an arbitrary Hermite domain. We show that the established theories for the time-invariant and the real analytic time-varying settings can be unified in this way. Besides the constant and real analytic functions, several other function rings are considered. Our algebraic theory is applied to these cases, providing solutions to the impulse elimination problem for classes of systems not previously studied. In particular, our work allows the restriction of the feedback matrix to certain function rings.
Introduction
We are interested in the problem of designing a state feedback law u = K (t) x for a time-varying singular differential equation E(t)i =A(t)x+B(t)u (1) such that the closed-loop system (2) exhibits no impulsive transients. The matrices E, A, and B are assumed to have entries in an appropriate set of functions on R (possibly constant) with E (t) , A (t) E Rnxnfl B (t) E IRnxTn, and K (t) E RTnxn. This problem has been treated in a variety of contexts over the past 25
years [11] , [17] , [13] , [14] , [5] . For example, we originally posed and solved the problem for the time-invariant (i.e. constant matrix) case in [11] . For time-invariant systems, the fact that solutions of (2) can exhibit impulsive behavior was originally established in [15] and [16] , Ch.22. One method of analysis is *This paper is a condensed version of the SICON article [1] . See [1] for the proofs of theorems. PAQ [ X 0 where N is nilpotent. If N :4 0, the solution of (1) contains an impulsive term of the form z =Z-E l(k-)Nkzo.
(3)
More generally, when E (t) and A (t) are analytic functions, it is shown in [4] that an expression similar to (3) holds under mild assumptions Since impulses must be interpreted as unbounded, conventional notions of closed-loop stability dictate that K be chosen to make (2) Our contention is that the impulse elimination problem is primarily a problem in algebra. Indeed, after care-1-4244-0171-2/06/$20.00 ©2006 IEEE.
45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 ful examination (and some modification), the arguments in [5] can be reduced to algebraic manipulations over a certain class of rings. Pursuing this idea not only leads to a unification of the time-invariant and analytic timevarying theories, but also yields a more general framework in which the impulse elimination problem for other classes of time-varying systems can be solved with little extra effort.
An important consequence of our approach is that it allows the entries of K to be restricted to certain function rings (although E, A, and B must share the same restriction). Hence, we are able to solve a wide variety of constrained feedback problems which have not been considered in the literature.
Our algebraic theory is the subject of Sections 2 and 3. In Section 4, we apply our results to various types of time-varying singular systems.
Algebraic Preliminaries
Following the terminology of Campbell and Petzold [4] Consider the set G of all triples (P, Q, D), where P, Q, D E RfXf and P, Q are unimodular. Define the binary operation (P1, Q1, D1)*(P2, Q2, D2) = (P2P1, Q1Q2, D1Q2 + Q1D2).
Theorem 1 Suppose (E, A) has unit index and (E, A). (P, Q, D) is in standard canonical form (7) . Then N = 0.
In practice, algebraic solvability may be difficult to establish, so we introduce a more direct condition that will suit our purposes just as well. We say that (E, A) is presolvable if any one of the following conditions holds: PS1) ImE +AKerE = Rn, PS2) ImEOn AKerE#40, PS3) KerE n KerA#4 0. Algebraic solvability and standard canonical form are related to existence and uniqueness of solutions of (1), as discussed in [4] . However, presolvability is a purely algebraic condition, having no simple connection to the dynamics of (1) . Nevertheless, we can prove the following. 2) Presolvability is invariant under the group action (6).
If (E, A) has unit index, it turns out that the matrix D plays no essential role in establishing standard canonical form. This is made precise in the next theorem.
It is routine to verify that G has the structure of a group. Now consider pairs (E, A), where E, A E Rnxn. We may define a right group action on the set of all (E, A) according to (E, A). (P, Q, D) = (PEQ, P (AQ + ED)).
The orbit of particular (E, A) is the set of all pairs (F. A) such that (F, A) (E, A) (P, Q, D) for some P, Q, D. It is easy to verify that the set of all orbits forms a partition of RnXn x Rnxn. Theorem 3 If (E, A) has unit index, then there exists a unimodular Q E Rnxn such that, for every D E Rnxn, there exists a unimodular P E RnfXln which yields standard canonical form (7) with N = 0.
For an arbitrary commutative ring R, we can establish necessary conditions under which (E, A) has unit index.
Theorem 4 If (E, A) has unit index, then 1) rank E = pE, 2) ImE + AKerE = Rn, 3) (E, A) is presolvable. 5749 and FrBl 5.3 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 Let B E Rnxr. The group action (6) may be extended to triples (E, A, B) according to (E: A: B) (P, Q, D) = (PEQ, P (AQ + ED), PB). (8) In [17] we introduced the concept of "impulse controllability", which is fundamental to the study of state feedback in singular systems. We can adapt this idea to the algebraic setting by taking its feedback characterization as the definition. We say that K E Rm" is impulse eliminating, if (E,A + BK) has unit index. The triple (E,A,B) is impulse controllable, if there exists an impulse eliminating K.
Theorem 5 Impulse controllability is invariant under (8) . Theorem [6] . The arguments used in [6] where nonsingular and where both Q and Q-1 belong to a given class of functions. Assuming differentiability of Q, direct substitution yields the equivalent system ( 
11) -E(t)Q(t))z+P(t)B(t) u,
where P (t) is also nonsingular for every t. (Note the relationship of (11) to the group action (8) .) Another important consideration in working with any kind of differential equation is that of solvability. Roughly, this means that (10) exhibits existence and uniqueness of solutions over a large class of forcing functions u. In the case of equations based on matrices over the real analytic functions A (R), Campbell and Petzold [4] define (E, A) to be analytically solvable if, for every Cn function u, the system E(t) i= A(t)x+u (12) has at least one Cl solution x on R and no two distinct solutions coincide for any t. They then proceed to show that analytic solvability is equivalent to the existence of analytic nonsingular matrices P and Q that put (11) into standard canonical form. Hence, analytic solvability is equivalent to algebraic solvability.
In the time-invariant setting, analytic solvability of (10) reduces to the condition that the matrix pencil (E, A) be regular -i.e. det (sE-A) 0.
(13) (See [9] , pp.45-49.) From [9] , p.28, Theorem 3, (13) In this section, we consider time-varying differential equations E(t) X;= A(t)x;+B(t)tu,
where the entries of E, A, and B belong to a ring of realvalued functions on R. We assume E (t) , A (t) E Rnxn and B (t) E nx m. The interesting case occurs when E (t)
is singular on a subset of R. Such systems have been studied at length under the assumption that E, A, and B are either constant [8] or real analytic [4] , [5] . We will show that these cases fit into our algebraic framework, and examine certain additional classes of functions that can be treated in our setting. Our work does not apply to problems where E, A, B, and K are allowed to have arbitrary entries in Cn, since Cn is not Hermite.
In studying (10) , it is useful to consider a change of variables of the form x = Q (t) z, where Q (t) is every-
PAQ [= X (14) where N is nilpotent. Since Q = 0, (14) and (7) are the same, so (13) is equivalent to algebraic solvability.
In addition to solvability, we note that the unit index property is a natural concept in both the constant and real analytic settings, occurring iff N _ 0.
In order to study the impulsive behavior of singular systems, we must adopt a more sophisticated viewpoint based on distribution theory. In (12) we may investigate the consequences of applying an input u, which is arbitrary Cl up to time t = to and drops abruptly to 0 at to. As discussed in [16] , Chapter 22, the resulting solution exists as a distribution and is, in fact, the unique distribution x satisfying x (t) = 0 for t < to and (15) where 5t0 is the unit impulse and xo = limtt-x (t) . Equation (15) gives a precise meaning to the natural re-5751 FrBl 5.3
45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 sponse of (10) with arbitrary initial conditions. Our principal objective is to find a matrix K (t), whose entries reside in the same ring of functions as the entries of E, A, and B, and such that the state feedback law u = K (t) x yields a unit index closed-loop system E (t) x= (A (t) + B (t) K (t)) x + 5to E (to) xo. (16) Thus we are simultaneously treating a wide variety of constrained feedback problems, which have not been considered in the literature.
In order to apply our results to (10), we first need to identify a function ring R that satisfies the conditions that 1) R is an Hermite domain, 2) R is closed under differentiation, 3) solvability in the classical sense implies presolvability, and 4) the analytic and algebraic notions of the unit index property coincide. Note that it follows from 4) that the analytic and algebraic notions of impulse controllability must also coincide. Once these conditions are established, we are guaranteed that the results of Sections 2 and 3 apply to systems over R. In particular, Theorems 6 and 10 give necessary and sufficient algebraic conditions under which (10) (14) with N = 0. Hence, the two notions of unit index coincide. This establishes that our algebraic theory applies to any Hermite subring of A (R) which is closed under differentiation.
Time-Invariant Systems: To treat time-invariant systems Ei = Ax+Bu, set R = R. Since R is a field, it is Hermite. Viewing R as the set of constant functions, it is closed under differentiation. We therefore conclude that Theorems 6 and 10 specialize to the characterization of time-invariant impulse controllability first established in [17] . The constructions used in proving Theorems 6 and 10 thus constitute an alternative to the known proofs of this result, as presented in [11] 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 Im E (t) + A (t) Ker E (t) + Im B (t) = Im E (oc) + A (oc) Ker E (oc) + Im B (oc) = Rn for every t (E R.
Conclusion
Our work demonstrates that the solutions of the state feedback impulse elimination problem, as originally developed for the time-invariant and time-varying cases in [11] and [5] , share a common algebraic basis. Once exposed, this structure lends itself naturally to numerous generalizations, requiring only a small amount of analytic effort to turn the problem into algebra. The rings discussed in this paper are only a few of the many possibilities. For example, it is easy to show that similar conclusions hold for the real analytic functions with an isolated singularity at oo, those with a pole or removable singularity at oo, those with a zero of order at least k at a fixed point in RU {oo}, rational functions with no pole in R, etc. Perhaps the greatest challenge is to fully exploit our theory by proposing an Hermite domain which is not PID, Bezout, etc. We leave this question for further research.
