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UNICITY FOR REPRESENTATIONS OF REDUCED STATED SKEIN ALGEBRAS
JULIEN KORINMAN
This paper is dedicated to Daciberg Lima Gonc¸alves for his 70-th birthday
Abstract. We prove that both stated skein algebras and their reduced versions at odd roots of unity are
almost-Azumaya and compute the rank of a reduced stated skein algebra over its center, extending a theorem
of Frohman, Kania-Bartoszynska and Leˆ to the case of open surfaces. We deduce that generic irreducible
representations of the reduced stated skein algebras are of quantum Teichmu¨ller type and, conversely, that
generic quantum Teichmu¨ller type representations are irreducible.
1. Introduction
Skein algebras and their representations. The Kauffman-bracket skein algebras were introduced by
Bullock and Turaev as a tool to study the SU(2) Witten-Reshetikin-Turaev topological quantum field theories
([Wit89, RT91]). They are associative unitary algebras Sω(Σ) indexed by a closed oriented surface Σ, with
an eventually empty finite subset P of punctures removed, and a non-zero complex number ω. Despite of the
apparent simplicity of their definition, these algebras possesses deep connections with character varieties, knot
theory and TQFTs (see e.g. [Mar16] for a survey). They appear in TQFTs through their finite dimensional
irreducible representations as in [BHMV95, BCGP16]. Such a representation exists if and only if ω is a root
of unity of order N > 1 and the problem of classifying those representations is quitte difficult. Significative
progresses towards such a classification were made recently by Bonahon and Wong [BW16, BW17] using
quantum Teichmu¨ller theory. Given a topological triangulation ∆ of a punctured surface Σ = (Σ,P), whose
set of vertices is P , the balanced Chekhov-Fock algebra Zω(Σ,∆) is a refinement of Chekhov and Fock’s
quantum Teichmu¨ller space in [CF99]. The representation theory of Zω(Σ,∆) is quitte easy to study since
this algebra is Azumaya of constant rank, hence it is semi-simple and its simple modules are in 1-to-1
correspondence with the characters over its center and all have the same dimension, which is the rank of
Zω(Σ,∆) over its center. In [BW11], the authors defined an algebra embedding Trω : Sω(Σ) →֒ Zω(Σ,∆)
named the quantum trace. In particular, for any irreducible representation r0 : Zω(Σ,∆) → End(V ), one
can define a representation
r : Sω(Σ) Trω−−→ Zω(Σ,∆) r0−→ End(V ).
Such a representation will be referred to as quantum Teichmu¨ller representations of skein algebras. In the
case were P = ∅, the definition of quantum Teichmu¨ller representations is more delicate (see [BW15]). The
family of quantum Teichmu¨ller representations is quitte large and Bonahon and Wong conjectured that a
generic irreducible representation of Sω(Σ) is a quantum Teichmu¨ller representation. More precisely, let Z0
denote the center of Sω(Σ). A representation r : Sω(Σ)→ End(V ) which is either irreducible or of quantum
Teichmu¨ller type sends the elements of Z0 to scalar operators, hence induces a character χr ∈ Specm(Z0).
Bonahon and Wong conjectured the existence of an open dense Zarisky subset U ⊂ Specm(Z0) such that
any irreducible representation with induced character in U is of quantum Teichmu¨ller type.
The unicity representations conjecture was solved recently by Frohman, Kania-Bartoszynska and Leˆ in
[FKL19b], who proved a stronger result by introducing the concept of almost-Azumaya algebra. A unital
associative algebra A over an algebraic closed field is said almost-Azumaya if it becomes Azumaya after
localization by a non zero central element. By [FKL19b, Theorem 3.6], an algebra is almost-Azumaya if:
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(1) A is finitely generated as an algebra,
(2) A is prime,
(3) A is finitely generated as module over its center.
An algebra satisfying these conditions will be called affine almost-Azumaya.
Theorem 1.1 (Frohman, Kania-Bartoszynska, Leˆ[FKL19b, FKL19a]). (1) If A is an affine almost-Azumaya
algebra of rank R over its center Z, then:
(a) The map χ : Irrep → Specm(Z), sending an irreducible representation to the associated char-
acter over its center, is surjective;
(b) any irreducible representation of A has dimension at most the square root of R;
(c) there exists an open dense Zarisky subset U ⊂ Specm(Z) such that for any two irreducible
representations V1, V2 of A such that χ(V1) = χ(V2) ∈ U , then V1 and V2 are isomorphic and
have dimension the square root of R. Moreover any representation sending Z to scalar operators
and whose induced character lies in U is semi-simple.
(2) For a punctured surface Σ = (Σ,P) with Σ closed and ω ∈ C∗ a root of unity of order N > 1, then
Sω(Σ) is affine almost-Azumaya of rank D2, where D is the dimension of the simple modules of
Zω(Σ,∆).
Theorem 1.1 immediately implies Bonahon and Wong’s unicity representations conjecture.
Leˆ generalized in [Le18] the notion of Kauffman-bracket skein algebras to punctured surfaces Σ = (Σ,P)
where Σ is compact oriented (with eventual boundary) and such that P intersects non trivially each boundary
component of Σ. The connected components of ∂Σ \ P are thus open arcs named boundary arcs. The moti-
vation for the introduction of these so-called stated skein algebras is their good behaviour for the operation
of gluing two boundary arcs together. This property provides a deeper understanding of the quantum trace.
The quantum trace Trω : Sω(Σ)→ Zω(Σ,∆) is still defined for open surfaces, though it is no longer injective.
The kernel of the quantum trace was described by Costantino and Leˆ in [CL19] and the quotient of the stated
skein algebra by this kernel is called the reduced stated skein algebra and denoted Sω(Σ). The definition of
quantum Teichmu¨ller representations of the reduced stated skein algebras extends straightforwardly.
Main results. The purpose of this paper is to extend Theorem 1.1 to open surfaces, that is to prove the
Theorem 1.2. If ω is a root of unity of odd order N > 1, both the stated skein algebra Sω(Σ) and the
reduced stated skein algebra Sω(Σ) are affine almost-Azumaya. Moreover the rank of a reduced stated skein
algebra over its center is equal to the square of the dimension of the Zω(Σ,∆) simple modules.
By combining Theorem 1.1 with Theorem 1.2, we obtain an extension of the unicity representations
conjecture for open surfaces. More precisely, denoting by Z the center of Zω(Σ,∆) and by Z0 the center of
Sω(Σ), one obtains the:
Corollary 1.3. (1) There exists a Zarisky open dense subset V ⊂ Specm(Z) such that any simple
Zω(Σ,∆) module whose induced character lies in V induces a simple Sω(Σ) module.
(2) There exists a Zarisky open dense subset U ⊂ Specm(Z0) such that any simple Sω(Σ) module whose
induced character lies in U is isomorphic to a quantum Teichmu¨ller representation.
Explicit formulas for the dimension of quantum Teichmu¨ller representations, hence for the dimension of
generic irreducible Sω(Σ) representation, were computed in [BW17] when Σ is closed and [KQ19b] when Σ
is open.
Plan of the paper. In the second section we briefly recall the definitions and basic properties of the reduced
stated skein algebras, balanced Chekhov-Fock algebras and the quantum trace. In the third section we prove
that both the stated skein algebras and their reduced versions are finitely generated whereas in the fourth
section we prove that they are finitely generated as modules over their centers. The fifth section is devoted
to the construction of suitable valuations on the reduced stated skein algebras derived from the quantum
trace. This is the most technical and original part of the paper and can probably have application beyond
the scope of this paper. In the last section we eventually use these valuations to characterise the center of a
reduced stated algebra and compute its rank aver its center.
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2. Skein algebras and the quantum trace
2.1. Stated skein algebras and their reduced version.
Definition 2.1. A punctured surface is a pair Σ = (Σ,P) where Σ is a compact oriented surface and P is
a finite subset of Σ which intersects non-trivially each boundary component. A boundary arc is a connected
component of ∂Σ \ P . We write ΣP := Σ \ P .
A tangle in ΣP × (0, 1) is a compact framed, properly embedded 1-dimensional manifold T ⊂ ΣP × (0, 1)
such that for every point of ∂T ⊂ ∂ΣP × (0, 1) the framing is parallel to the (0, 1) factor and points to
the direction of 1. Here, by framing, we refer to a thickening of T to an oriented surface. The height
of (v, h) ∈ ΣP × (0, 1) is h. If b is a boundary arc and T a tangle, we impose that no two points in
∂bT := ∂T ∩b×(0, 1) have the same heights, hence the set ∂bT is totally ordered by the heights. Two tangles
are isotopic if they are isotopic through the class of tangles that preserve the boundary height orders. By
convention, the empty set is a tangle only isotopic to itself.
Let π : ΣP × (0, 1) → ΣP be the projection with π(v, h) = v. A tangle T is in generic position if for
each of its points, the framing is parallel to the (0, 1) factor and points in the direction of 1 and is such
that π∣∣T : T → ΣP is an immersion with at most transversal double points in the interior of ΣP . Every
tangle is isotopic to a tangle in generic position. We call diagram the image D = π(T ) of a tangle in generic
position, together with the over/undercrossing information at each double point. An isotopy class of diagram
D together with a total order of ∂bD := ∂D ∩ b for each boundary arc b, define uniquely an isotopy class
of tangle. When choosing an orientation o(b) of a boundary arc b and a diagram D, the set ∂bD receives a
natural order by setting that the points are increasing when going in the direction of o(b). We will represent
tangles by drawing a diagram and an orientation (an arrow) for each boundary arc. When a boundary arc
b is oriented we assume that ∂bD is ordered according to the orientation. A state of a tangle is a map
s : ∂T → {−,+}. A pair (T, s) is called a stated tangle. We define a stated diagram (D, s) in a similar
manner.
Let ω ∈ C∗ a non-zero complex number and write A := ω−2.
Definition 2.2. [Le18] The stated skein algebra Sω(Σ) is the free C-module generated by isotopy classes of
stated tangles in ΣP × (0, 1) modulo the following relations (1) and (2),
(1) = A +A−1 and = −(A2 +A−2) ;
(2) +
+
= −
−
= 0, +
−
= ω and ω−1 −
+
− ω−5 +
−
= .
The product of two classes of stated tangles [T1, s1] and [T2, s2] is defined by isotoping T1 and T2 in ΣP ×
(1/2, 1) and ΣP × (0, 1/2) respectively and then setting [T1, s1] · [T2, s2] = [T1 ∪ T2, s1 ∪ s2].
A connected diagram is called a closed curve it is closed and an arc if it is open. For p ∈ P ∩∂Σ, a corner
arc at p is an arc αp such that there exists an arc α
′ ⊂ ∂Σ with ∂αp = ∂α′, and such that αp ∪ α′ bounds a
disc in Σ whose only intersection with P is {p} (see Figure 1). A stated corner arc is called a bad arc if the
state are − followed by + while we go along the arc counterclockwise around the puncture p as in Figure 1.
Figure 1. A bad arc.
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Definition 2.3. [CL19] The reduced stated skein algebra Sω(Σ) is the quotient of the stated skein algebra
Sω(Σ) by the ideal generated by bad arcs.
A closed component of a diagram D is trivial if it bounds an embedded disc in ΣP . An open component
of D is trivial if it can be isotoped, relatively to its boundary, inside some boundary arc. A diagram is simple
if it has neither double point nor trivial component. By convention, the empty set is a simple diagram. Let
o
+ denote the orientation of the boundary arcs induced by the orientation of Σ and for each boundary arc b
we write <
o
+ the induced total order on ∂bD. A state s : ∂D → {−,+} is o+−increasing if for any boundary
arc b and any two points x, y ∈ ∂bD, then x <o+ y implies s(x) < s(y), with the convention − < +.
Definition 2.4. (1) We denote by B ⊂ Sω(Σ) the set of classes of stated diagrams (D, s) such that D
is simple and s is o+-increasing.
(2) We denote by B ⊂ Sω(Σ) the set of classes of stated diagrams (D, s) ∈ B which do not contain any
bad arcs.
By [Le18, Theorem 2.11] the set B is a basis of Sω(Σ) and by [CL19, Theorem 7.1] the set B is a basis of
Sω(Σ).
Let a, b be two distinct boundary arcs of Σ and let Σ|a#b be the punctured surface obtained from Σ
by gluing a and b. Denote by π : ΣP → (Σ|a#b)P|a#b the projection and c := π(a) = π(b). Let (T0, s0)
be a stated framed tangle of Σ|a#bP|a#b
× (0, 1) transversed to c × (0, 1) and such that the heights of the
points of T0 ∩ c× (0, 1) are pairwise distinct and the framing of the points of T0 ∩ c× (0, 1) is vertical. Let
T ⊂ ΣP × (0, 1) be the framed tangle obtained by cutting T0 along c. Any two states sa : ∂aT → {−,+} and
sb : ∂bT → {−,+} give rise to a state (sa, s, sb) on T . Both the sets ∂aT and ∂bT are in canonical bijection
with the set T0 ∩ c by the map π. Hence the two sets of states sa and sb are both in canonical bijection with
the set St(c) := {s : c ∩ T0 → {−,+}}.
Definition 2.5. Let i|a#b : Sω(Σ|a#b)→ Sω(Σ) be the linear map given, for any (T0, s0) as above, by:
i|a#b ([T0, s0]) :=
∑
s∈St(c)
[T, (s, s0, s)].
Theorem 2.6. [Le18, Theorem 3.1], [CL19, Theorem 7.6]
(1) The linear map i|a#b : Sω(Σ|a#b) → Sω(Σ) is an injective morphism of algebras. Moreover the
gluing operation is coassociative in the sense that if a, b, c, d are four distinct boundary arcs, then we
have i|a#b ◦ i|c#d = i|c#d ◦ i|a#b.
(2) The morphism i|a#b induces, by passing to the quotient, an injective algebra morphism (still denoted
by the same letter) i|a#b : Sω(Σ|a#b)→ Sω(Σ).
Definition 2.7. • The triangle T is a disc with three punctures on its boundary.
• A small punctured surface is one of the following four connected punctured surfaces: the sphere with
one or two punctures; the disc with one or two punctures on its boundary.
• A punctured surface is said to admit a triangulation if each of its connected components has at least
one puncture and is not small.
• Suppose Σ = (Σ,P) admits a triangulation. A topological triangulation ∆ of Σ is a collection
E(∆) of arcs in Σ, named edges, which satisfies the following conditions: the endpoints of the edges
belong to P ; the interior of the edges are pairwise disjoint and do not intersect P ; the edges are
not contractible and are pairwise non isotopic relatively to their endpoints; the boundary arcs of Σ
belong to E(∆). Moreover, the collection E(∆) is required to be maximal for these properties. A
pair (Σ,∆) is called a triangulated punctured surface.
The only connected punctured surfaces with boundary which do not admit a triangulation are the disc
with one boundary puncture, for which both the stated skein algebra and the reduced stated skein algebra
is C, and the disc with two boundary punctures, for which the stated skein algebra is isomorphic to Cq[SL2]
(see [KQ19a]) and the reduced stated skein algebra is isomorphic to C[X±1]. In both cases Theorem 1.2 is
trivial, hence in the rest of the paper we will only consider punctured surfaces which admit a triangulation.
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The closure of each connected component of Σ \ E(∆) is called a face and the set of faces is denoted by
F (∆). Note that the indexing T ∈ F (∆) denotes a face while the indexed T denotes the triangle. The author
hopes that this abuse of notation is harmless. Given a topological triangulation ∆, the punctured surface
is obtained from the disjoint union
⊔
T∈F (∆) T of triangles by gluing the triangles along the boundary arcs
corresponding to the edges of the triangulation. By composing the associated gluing maps, one obtains an
injective morphism of algebras:
i∆ : Sω(Σ) →֒ ⊗T∈F (∆)Sω(T).
2.2. Balanced Chekhov-Fock algebras. A quadratic pair is a pair E = (E, (·, ·)) where E is a free finitely
generated Z-module and (·, ·) : E×E → Z is a skew-symmetric bilinear map. The associated quantum torus
Tω(E) is the quotient of the algebra freely generated by elements Ze, e ∈ E by the ideal generated by the
relations Ze1+e2 = ω(e1,e2)Ze1Ze2 for e1, e2 ∈ E. Equivalently, given {e1, . . . , en} a basis of E, Tω(E) is the
algebra generated by elements (Zei)±1 modulo relations ZeiZej = ω−2(ei,ej)ZejZei . Suppose that ω is a
root of unity of order N > 1 and consider the composition
(·, ·)N : E × E
(·,·)−−→ Z→ Z/NZ.
The center Z of Tω(E) is spanned by the elements Ze0 with e0 in the kernel E0 of (·, ·)N thus the rank
of Tω(E) as a Z-module is the index of E0 in E. By [DCP93, Proposition 7.2] the quantum torus Tω(E)
is Azumaya of constant rank, hence the character map χ : Irrep(Tω(E)) → Specm(Z) is a bijection be-
tween isomorphism classes of irreducible representations and characters over the center Z. Moreover, every
irreducible representation has dimension
√
R, where R denotes the rank of Tω(E) over its center.
Let (Σ,∆) be a triangulated punctured surface. A map k : E(∆) → Z is called balanced if for any three
edges e1, e2, e3 bounding a face of ∆, the integer k(e1) + k(e2) + k(e3) is even. If k1,k2 are balanced, their
sum k1 + k2 is balanced. We denote by K∆ the abelian group of balanced maps. For e and e
′ two edges,
denote by ae,e′ the number of faces T ∈ F (∆) such that e and e′ are edges of T and such that we pass from
e to e′ in the counter-clockwise direction in T. The Weil-Petersson form (·, ·)WP : K∆ × K∆ → Z is the
skew-symmetric form defined by (k1,k2)
WP :=
∑
e,e′ k1(e)k2(e
′)(ae,e′ − ae′,e).
Definition 2.8. The balanced Chekhov-Fock algebra Zω(Σ,∆) is the quantum torus associated to the qua-
dratic pair (K∆, (·, ·)WP ).
The centers of the balanced Chekhov-Fock algebras at odd roots of unity are described as follows.
Definition 2.9. • Let p ∈ P ∩ Σ˚ be an inner puncture. For each edge e ∈ E(∆), denote by kp(e) ∈
{0, 1, 2} the number of endpoints of e equal to p. The central inner puncture element is Hp := Zkp ∈
Zω(Σ,∆).
• Let ∂ a connected component of ∂Σ. For each edge e, denote by k∂(e) ∈ {0, 1, 2} the number of
endpoints of e lying in ∂. The central boundary element is H∂ := Z
k∂ ∈ Zω(Σ,∆).
• Suppose that ω is a root of unity of order N > 1, the Frobenius morphism j(Σ,∆) : Z+1(Σ,∆) →
Zω(Σ,∆) sending a balanced monomial Zk to ZNk, is an injective morphism of algebras whose
image lies in the center.
Proposition 2.10 ([BW17] when Σ is closed, [KQ19b] when Σ is open). If ω is a root of unity of odd order
N > 1, the center of Zω(Σ,∆) is generated by the image of the Frobenius morphism together with the central
inner puncture and boundary elements.
The balanced Chekhov-Fock algebras admit triangular decompositions, similar to the stated skein algebras,
defined as follows. Let
i∆ : Zω(Σ,∆) →֒ ⊗T∈F (∆)Zω(T)
be the linear map sending Zk to ⊗T∈F (∆)ZkT , where given an edge eT ∈ E(T) corresponding to an edge
e ∈ E(∆), one set kT(eT) := k(e). The linear map i∆ is an injective algebra morphism.
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2.3. The quantum trace. We now define an injective algebra morphism Tr∆ω : Sω(Σ) →֒ Zω(Σ,∆). First
consider the case where Σ = T is the triangle. Consider α1, α2, α3 the three arcs in T drawn in Figure 2 and
denote by e1, e2, e3 the three edges of T. The reduced stated skein algebra Sω(T) is generated by the classes
of the stated arcs (αi)εε, for i = 1, 2, 3 and ε ∈ {−,+}, moreover one has (αi)−− = ((αi)++)−1. Define the
balanced maps k1,k2,k3 ∈ KT by ki(ei) = 0 and ki(ej) = 1 for j 6= i. By [CL19, Theorem 7.11], the linear
map TrTq : Sω(T)→ Zω(T), sending (αi)++ to Zki and sending (αi)−− to Z−ki , extends to an isomorphism
of algebras.
Figure 2. The triangle and some arcs.
Definition 2.11. Let (Σ,∆) be a triangulated punctured surface. The quantum trace is the unique algebra
morphism Tr∆ω : Sω(Σ) →֒ Zω(Σ,∆) making the following diagram commuting:
Sω(Σ) ⊗T∈F (∆)Sω(T)
Zω(Σ,∆) ⊗T∈∆Zω(T)
i∆
Tr∆ω ∼= ⊗T Tr
T
ω
i∆
Remark 2.12. Since Zω(T) ∼= Sω(T) is a quantum torus, it has no zero divisors and since both i∆ : Sω(Σ) →֒
⊗TSω(T) and i∆ : Sω(Σ) →֒ ⊗TSω(T) are embeddings, both the stated skein algebra and the reduced stated
skein algebra have no zero divisors. In particular, they are prime algebras.
We now describe the image of a basis element through the quantum trace. Let DΣ be the set of stated
diagrams (D, s) such that D is simple, s is o+-increasing and (D, s) does not contain bad arcs; hence DΣ
is in natural bijection with the basis B. Fix a triangulation ∆ and consider a diagram D isotoped such it
intersects the edges of ∆ transversally with minimal number of intersection points. A full state on D is a
map sˆ : E(∆)∩D → {−,+}. A pair (D, sˆ) induces on each face T ∈ F (∆) a stated diagram in T. A full state
sˆ is admissible if the restriction of (D, sˆ) on each face does not contain bad arcs. A full state sˆ of D induces,
by restriction to the boundary arcs, a state s. We denote by D̂∆ the set of full stated diagrams (D, sˆ) such
that sˆ is admissible and its restriction s is o+-increasing. There is a natural restriction map res : D̂∆ ։ DΣ
and we denote by Sta(D, s) := res−1(D, s) its fibers. For (D, sˆ) ∈ D̂∆, we denote by k(D, sˆ) ∈ K∆ the
balanced map defined by
k(D, sˆ)(e) :=
∑
v∈D∩e
sˆ(v) , e ∈ E(∆).
We first prove a preliminary statement. Let (D, s) be stated diagram such that D is simple and s is o+
increasing. Suppose that D = D1
⊔
D2 is a disjoint union of two sub-diagrams and write s1, s2 the restriction
of s to D1 and D2 respectively. We write (D, s) = (D1, s1) ∪ (D2, s2).
Lemma 2.13. There exists an integer n ∈ Z such that in Sω(Σ) one has the equality [D, s] = ωn[D1, s1][D2, s2].
Proof. Denote by T, T1, T2 some framed tangles representing D,D1 and D2 respectively, with the endpoints
height ordered using o+ and denote by T ′ the tangle obtained by putting T1 on top of T2 in the (0, 1)
direction. The sets ∂T , ∂T ′ and ∂D are in natural bijection and we denote by s and s′ the corresponding
states on T and T ′. By definition, one has [T, s] = [D, s] and [T ′, s′] = [D1, s1][D2, s2]. The stated tangle
(T ′, s′) is obtained from (T, s) by changing the heights of some points of ∂T . Because s is o+-increasing,
one passes from (T, s) to (T ′, s′) by a finite sequence of elementary moves which consists in exchanging the
heights of two boundary points v and v′ such that s(v) ≥ s(v′) and v ≥
o
+ v′. By [Le18, Lemma 2.4], one
has the following height exchange formulas
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+
+
= ω2 +
+
, +
−
= ω−2 +
−
, −
−
= ω2 −
−
Since each of these elementary move changes the class of the stated tangle by multiplying it by a power of
ω, one has [T ′, s′] = ωn[T, s] for some n ∈ Z. Therefore [D, s] = ωn[D1, s1][D2, s2] and the proof is complete.

The following lemma was proved in [Kor19, Lemma 2.15] in the particular case where D is connected.
Lemma 2.14. For (D, s) ∈ DΣ, one has the equality
(3) Tr∆ω ([D, s]) =
∑
sˆ∈Sta(D,s)
ωn(sˆ)Zk(D,sˆ),
for some integers n(sˆ) ∈ Z.
Proof. By [Kor19, Lemma 2.15], the result holds when D is a connected diagram. Consider (D, s) ∈ D∆ and
suppose that (D, s) = (D1, s1)∪ (D2, s2). We show that if Equation (3) holds for both (D1, s1) and (D2, s2),
then it holds for (D, s). The proof of the lemma will then follow by induction on the number of connected
components of D. First note that there is a natural bijection Sta(D, s) ∼= Sta(D1, s1) × Sta(D2, s2) defined
by restrictions of full states on D to full states on D1 and D2. Also note that if sˆ is sent to (sˆ1, sˆ2) through
this bijection, then k(D, sˆ) = k(D1, sˆ1) + k(D2, sˆ2) by definition of k. By Lemma 2.13, there exists n ∈ Z
such that [D, s] = ωn[D1, s1][D2, s2] hence the equality (3) for (D, s) is obtained by multiplying together the
similar equalities for (D1, s1) and (D2, s2).

3. Finite set of generators for the (reduced) stated skein algebras
For Σ = (Σ,P) a punctured surface with Σ closed, the fact that the skein algebra Sω(Σ) is finitely
generated was first proved by Bullock in [Bul99]. This results was refined in [AF17, FK18, San18] by finding
smaller sets of generators. The goal of this section is to prove that, for a given open punctured surface, both
the associated stated skein algebras and their reduced versions are finitely generated. During all this section
we fix a punctured surface Σ = (Σ,P) such that Σ is connected and has non empty boundary.
Lemma 3.1. The stated skein algebra Sω(Σ) is generated by the classes of stated arcs.
Proof. Recall that Sω(Σ) has basis the set of classes [D, s] whereD is a simple diagram and s is o+ increasing.
By Lemma 2.13, an induction on the number of connected components of D shows that [D, s] lies in the
algebra generated by the classes of connected stated diagrams. It remains to show that the class of a closed
curve γ lies in the algebra generated by stated arcs. For such a γ, isotope γ to bring one of its point close
to some boundary arc. The following local relations
= ω−1 −
+
− ω−5 +
−
, = ω +
−
− ω5 −
+
shows that [γ] is a linear combination of classes of stated arcs. This concludes the proof.

For each boundary arc a of Σ, fix a point va ∈ a and denote by V the set {va}a. We denote by Π1(ΣP ,V)
the full subcategory of the fundamental groupoid Π1(ΣP) generated by V. Said differently, Π1(ΣP ,V) is the
small groupoid whose set of objects is V and such that a morphism (called path) α : v1 → v2 is a homotopy
class of continuous map c : [0, 1]→ ΣP with c(0) = v1 and c(1) = v2. The composition is the concatenation
of paths. For a path α : v1 → v2, we write s(α) = v1 and t(α) = v2 and denote by Π1(ΣP ,V) the set of
paths. A subset G ⊂ Π1(ΣP ,V) is said to generate the groupoid Π1(ΣP ,V) if any path α ∈ Π1(ΣP ,V) can
be written as a composition α = α1α2 . . . αn with αi ∈ G. For a path α : v1 → v2 and ε, ε′ ∈ {−,+}, we
denote by αεε′ ∈ Sω(Σ) the class of the stated arc (α, s) where s(v1) = ε and s(v2) = ε′.
Lemma 3.2. If G is a generating set for Π1(ΣP ,V), then the set
AG := {αεε′ |α ∈ G, ε, ε′ ∈ {−,+}} ⊂ Sω(Σ)
generates the stated skein algebra.
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Proof. Let Â be the set of paths α such that for every ε, ε′ ∈ {−,+}, the class αεε′ lies in the subalgebra
of Sω(Σ) generated by AG . By definition one has G ⊂ Â and by Lemma 3.1 it suffices to prove that
Â = Π1(ΣP ,V). Since G generates the groupoid, it suffices to prove that if α, β ∈ Â with t(α) = s(β), then
αβ ∈ Â. Using again the local relations
= ω−1 −
+
− ω−5 +
−
, = ω +
−
− ω5 −
+
we see that (αβ)εε′ lies in the subalgebra generated by elements αεµ and βµ′ε′ for µ, µ
′ ∈ {−,+}, hence that
αβ ∈ Â.

We now define a finite set G of generators for Π1(ΣP ,V). Denote by a1, . . . , an the boundary arcs of
Σ. For i = 2, . . . , n, fix an arbitrary path δi : va1 → vai . Denote by g the genus of Σ and s the number
of inner punctures in P ∩ Σ˚. Fix a generating set {α1, β1, . . . , αg, βg, γ1, . . . , γs} of the fundamental group
π1(ΣP , va1), with relation [α1, β1] . . . [αg, βg]γ1 . . . γs = 1. Let
G := {α1, β1, . . . , αg, βg, γ1, . . . , γs, δ±12 , . . . , δ±1n } ⊂ Π1(ΣP ,V)
and denote by AG ⊂ Sω(Σ) the set of classes of stated arcs αεε′ with α ∈ G, ε, ε′ ∈ {−,+} and such that
αεε′ is not a bad arc.
Proposition 3.3. (1) The set AG generates Sω(Σ).
(2) The set AG generates Sω(Σ).
Proof. The second assertion is an immediate consequence of the first one. To prove the first assertion, by
Lemma 3.2 it suffices to prove that G generates Π1(ΣP ,V). Fix an arbitrary path α : vai → vaj in Π1(ΣP ,V).
Then β := δ−1i αδj is an endomorphism of va1 , hence lies in π1(ΣP , va1) and can be written as a composition
of paths αi, βj and γk. Therefore α = δiβδ
−1
j can be written as a composition of paths in G. 
4. The (reduced) stated skein algebras are finitely generated over their centers
For a punctured surface Σ = (Σ,P) such that Σ is closed, and ω a root of unity of odd order N > 1,
the fact that the Kauffman-bracket skein algebra Sω(Σ) is finitely generated as a module over its center was
proved in [AF17]. The goal of this subsection is to extend this result for both the stated skein algebras and
their reduced versions associated to open surfaces, namely to prove the
Proposition 4.1. For ω a root of unity of odd order N > 1 and Σ = (Σ,P) a punctured surface with
Σ connected with non-empty boundary, both Sω(Σ) and Sω(Σ) are finitely generated as modules over their
centers.
We will then deduce the
Proposition 4.2. The algebras Sω(Σ) and Sω(Σ) are affine almost-Azumaya.
Proof. The algebras Sω(Σ) and Sω(Σ) are: (1) prime algebras by Remark 2.12, (2) finitely generated as
algebras by Proposition 3.3, (3) finitely generated as module over their centers by Proposition 4.1, therefore
they are affine almost-Azumaya. 
A key feature to prove Proposition 4.1 is the following
Lemma 4.3. [KQ19a, Theorem 1.2] For αεε′ the class of a stated arc in Sω(Σ), the element (αεε′ )N is
central.
Note that, by definition of the reduced stated skein algebra, the corresponding element (αεε′ )
N ∈ Sω(Σ)
is also central in the reduced stated skein algebra.
In order to prove Proposition 4.1, we will first consider the case where the connected punctured surface
has at least two boundary arcs.
Lemma 4.4. For a connected punctured surface Σ with at least two boundary arcs, there exists a finite
set G of generators of the groupoid Π1(ΣP ,V) such that: (i) each path α ∈ G has its endpoints in different
boundary arcs, and (ii) any two paths in G have homotopy representatives whose interior are disjoint.
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Proof. Start with any finite generating set G1 such as the one provided by Proposition 3.3. For each loop
path γ ∈ G1 such that s(γ) = t(γ) = vi, decomposes γ = αβ with t(α) = s(β) 6= vi. We get this way a
set of generators G2 which satisfies (i). Represent each path α ∈ G2 by an arc cα, homotope to α through
an homotopy that allow the endpoints to move freely in their boundary arcs, such that any two such arcs
intersect transversally in their interior. Let G ⊂ ΣP be the graph made of the collection of all these arcs;
that is the set of vertices of G is the union of the endpoints of these arcs together with the intersection points
of any two (or one self-crossing) arcs and the edges are the arcs cutted along the intersection points. Let
N(G) ⊂ ΣP be a tubular neighbourhood of G. The set ∂N(G) is made of arcs oriented by the orientation
of N(G) (induced by that of ΣP). After removing the trivial arcs and isotoping the endpoints of the arcs to
V, we get a finite generating set G that satisfies both (i) and (ii).

The bigon B is the punctured surface made of a disc with two punctures on its boundary. The bigon has
a unique isotopy class of arc α ⊂ B such that the classes αεε′ ∈ Sω(B), ε, ε′ = ± generate Sω(B). Let β ⊂ ΣP
be an arc whose endpoints lie in different boundary arcs. Define a morphism of algebras φβ : Sω(B)→ Sω(Σ)
by φβ(αεε′) := βεε′ .
Fix a generating set G satisfying the conclusion of Lemma 4.4, denote by n its cardinal and fix an arbitrary
bijection l : G ∼=−→ {1, . . . , n}. We write βi := l−1(i) ∈ G.
Lemma 4.5. The stated skein algebra Sω(Σ) is spanned linearly by elements of the form
(4) x = φβ1(x1) . . . φβn(xn), x1, . . . , xn ∈ Sω(B).
Proof. Consider a basis element [D, s] ∈ B and let us prove that [D, s] is a linear combination of elements as in
Equation (4). Denote by π : ΣP×(0, 1)→ ΣP the projection on the first factor and by h : ΣP×(0, 1)→ (0, 1)
the projection on the second factor (the height map). If T is a tangle such that π(T ) = D, i.e. if T is obtained
from the tangle underlying D by changing the height of some elements of the boundary, the argument used
in the proof of Lemma 2.13 based on the height exchange formulas
+
+
= ω2 +
+
, +
−
= ω−2 +
−
, −
−
= ω2 −
−
together with the fact that s is o+ increasing, shows that there exists n ∈ Z such that [T, s] = ωn[D, s].
Consider an arbitrary tangle T such that π(T ) is a simple diagram. For each connected component t of
T with corresponding arc α := π(t), we fix a decomposed path βi1 . . . βim with βij ∈ G such that βi1 . . . βim
is homotopic to α through an homotopy that allows endpoints to move freely in their boundary arcs, and
such that ik is minimal. We say that the decomposed path βi1 . . . βim represents α. We write w(t) := m− 1
if α is an arc and w(t) = m if α is a closed curve and write w(T ) :=
∑
t∈pi0(T )
w(t). For v ∈ ∂T belonging
to a connected component t and α = π(t) has decomposed path βi1 . . . βim , we write l(v) = im if v is the
endpoint of t corresponding to βim and l(v) = i1 if v is the endpoint of t corresponding to βi1 .
Start with a tangle T such that π(T ) = D, choose a representant decomposed path for each connected
component of T , and choose the height of the endpoints of T such that for all v, v′ ∈ ∂T , then l(v) < l(v′)
implies h(v) < h(v′). We will define a finite sequence T = T1, T2, . . . , Tp = T
′ of tangles, equipped with path
decomposition of their connected components, such that:
(1) Di := π(Ti) is a simple diagram,
(2) for all state s ∈ St(Ti), [Ti, s] is a linear combination of elements [Ti+1, s′] with s′ ∈ St(Ti+1) (here
states are not necessary o+ increasing),
(3) w(Ti+1) = w(Ti)− 1 for 1 ≤ i ≤ p− 1,
(4) for all v, v′ ∈ ∂Ti, l(v) < l(v′) implies h(v) < h(v′).
By convention, p is chosen such that w(T ′ = Tp) = 0 and w(Tp−1) > 0 if p 6= 1. First assume the existence
of such a sequence of tangles. On the one hand, by (1), the element [D, s] is a linear combination of elements
[T ′, s′] with s′ ∈ St(T ′). On the other hand, by (4) and since w(T ′) = 0, for any state s′ ∈ St(T ′), the
element [T ′, s′] has the form of the right-hand-side of Equation (4), hence the proof will follow.
For 1 ≤ i ≤ p− 1, the tangle Ti+1 is obtained from Ti as follows. Choose a connected component t ⊂ Ti
with w(t) > 0, write α = π(t) and βi1 . . . βim its paths decomposition. Choose a point v ∈ α and a path
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relating v to a boundary point va ∈ a, in some boundary arc a, such that the path does not intersect
Di = π(Ti). One can always choose such a pair (t, v). By pushing v along the path to va and then opening α
by replacing in the neighbourhood of va a segment by , one obtains a diagram α
′, which does not
intersect the other connected components of Ti and which is either an arc if α is a closed curve or two arcs if
α is an arc. If α is a closed curve, the arc α′ is represented by a decomposed path βik . . . βimβi1 . . . βik−1 for
some k. If α is an arc, the two arcs α′1 and α
′
2 of α
′ are represented by some decomposed paths βi1 . . . βik
and βik+1 . . . βim . The tangle Ti+1 will be obtained from Ti by replacing the connected component t by a
tangle t′ such that π(t′) = α′. To define t′ such that it satisfies conditions (1) and (4) above, one needs to
choose carefully the heights of the two points, say w and w′ created in the operation → . Obviously
the properties (1) and (3) will always be satisfied regardless of the choice of these heights. By convention,
we suppose that l(w) ≤ l(w′) and we will impose that h(w) < h(w′) and that h(w), h(w′) are distinct
from the heights of the points of ∂Ti ∩ a. One also imposes that there is no point v ∈ ∂Ti ∩ a such that
h(w) < h(v) < h(w′). This will imply that the property (1) is satisfied because of the local skein relations:
= ω−1 −
+
− ω−5 +
−
, = ω +
−
− ω5 −
+
One further needs to make sure that property (4) is satisfied. To prove the existence of such heights
h(w) < h(w′) that satisfy those conditions, one needs to make sure that there is no point v ∈ ∂Ti ∩ a such
that l(w) < l(v) < l(w′). But the existence of such a point, together with the fact that Ti satisfies (4),
would contradict the fact that Di = π(Ti) has no crossings. Hence we proved the existence of Ti+1. Figure
3 illustrates such a sequence T = T1, . . . , T5 = T
′.
Figure 3. An illustration of the algorithm used in the proof of Lemma 4.5.

The following lemma was proved in the Step 1 of the proof of [Le18, Theorem 4.1].
Lemma 4.6. [Le18] The algebra Sω(B) has basis the set
B(B) := {αa−−αb−+αc++, a, b, c ≥ 0, b 6= 0} ∪ {αa−−αb+−αc++, a, b, c ≥ 0}.
Denote by Z0 the sub-algebra of the center of Sω(Σ) generated by the classes of elements of the form
αNεε′ . Also denote by Z0 the corresponding sub-algebra of the center of Sω(Σ).
Lemma 4.7. For a connected punctured surface Σ with at least two boundary arcs, Sω(Σ) is finitely generated
as a module over Z0. Similarly, Sω(Σ) is finitely generated as a module over Z0.
Proof. By Lemmas 4.5 and 4.6, the algebra Sω(Σ) is linearly spanned by elements of the form
x = φβ1(x1) . . . φβn(xn), x1, . . . , xn ∈ Sω(B),
where either φβi(xi) = (βi)
ai
−−(βi)
bi
−+(βi)
ci
++ or φβi(xi) = (βi)
ai
−−(βi)
bi
+−(βi)
ci
++, for some ai, bi, ci ≥ 0. Let
X ⊂ Sω(Σ) be the finite subset of such elements such that ai, bi, ci ∈ {0, . . . , N − 1} for all 1 ≤ i ≤ n. By
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Lemma 4.3, the set X generates Sω(Σ) as a Z0 module. Similarly the set X, obtained by passing X to the
quotient in the reduced stated skein algebra, generates Sω(Σ) generates as a module over Z0.

Proof of Proposition 4.1. For a connected punctured surface with at least two boundary arcs, the proposition
follows from Lemmas 4.3 and 4.7. Suppose now that Σ = (Σ,P) is a connected punctured surface with one
boundary arc. In this case, consider a punctured surface Σ′ := (Σ,P ∪ {p}) obtained from Σ by adding a
puncture p on its boundary, so that Σ′ has two boundary arcs. Let ι : ΣP∪{p}× (0, 1) →֒ ΣP × (0, 1) denote
the inclusion and consider the surjective algebra morphism ψ : Sω(Σ′)→ Sω(Σ) sending the class [T, s] of a
stated tangle to [ι(T ), s ◦ ι]. Obviously the morphism ψ sends an element of the form (αεε′ )N to (ι(α)εε′ )N ,
hence the following diagram commutes:
Z ′0 Sω(Σ′)
Z0 Sω(Σ)
ψ|Z′
0
ψ
Therefore, the fact that Sω(Σ′) is finitely generated as a Z ′0- module implies that Sω(Σ) is finitely generated
as a Z0-module. The corresponding statement for the reduced stated skein algebra follows.

5. Valuations on reduced stated skein algebras
5.1. A strict valuation. Consider a triangulated punctured surface (Σ,∆). An indexing is a bijection
I : E(∆) ∼= {1, . . . , n}, where n is the cardinal of E(∆). We write ei := I−1(i) such that E(∆) = {e1, . . . , en}
is totally ordered with I increasing. We define a total ordering ≺I on K∆ by setting k ≺I k′ if there exists
i ∈ {1, . . . , n} such that k(ej) = k′(ej) for j < i and k(ei) < k′(ei) (lexicographic order). We extend ≺I
to K∆ ∪ {−∞} by imposing that −∞ ≺I k for all k. The following definition is inspired from [MS19], and
does not agree with the more classical definition of valuation.
Definition 5.1. A map v : Sω(Σ)→ K∆ ∪ {−∞} is called a valuation if one has v(x) = −∞ if and only if
x = 0, v(xy) = v(x) + v(y) and v(x+ y) I max(v(x),v(y)) for all x, y ∈ Sω(Σ). A valuation v is strict if
for (D1, s1), (D2, s2) ∈ DΣ, then (D1, s1) 6= (D2, s2) implies v([D1, s1]) 6= v([D2, s2]).
The quantum trace naturally induces a valuation as follows. For 0 6= x ∈ Sω(Σ), expands its image
through the quantum trace as Tr∆ω (x) =
∑
k∈K∆
xkZ
k and set
v(x) := max{k, such that xk 6= 0},
where the maximum is chosen for the total ordering ≺I . Extend v to a valuation v : Sω(Σ)→ K∆ ∪ {−∞}
by stating v(0) = −∞. The goal of this subsection is to prove that v is strict.
Note that for (D, s) ∈ DΣ, by Lemma 2.14, one has
(5) v([D, s]) = max{k(D, sˆ), (D, sˆ) ∈ Sta(D, s)}.
When s(v) = + for all v ∈ ∂D (for instance when D is closed), this maximum is uniquely reached for the
full state sˆ such that sˆ(v) = + for all v ∈ D ∩ E(∆). In this case, the valuation v has a nice geometric
interpretation: for e ∈ E(∆), the integer v([D, s])(e) is the geometric intersection of D with e. Hence when
D is a closed diagram, v([D]) characterizes D and for a punctured surface Σ = (Σ,P) with Σ closed, the
valuation v is strict. In the closed case, this valuation is the key tool that enabled Bonahon and Wong to
prove in [BW11] that the quantum trace is injective and permitted the authors of [FKL19b] to characterize
the center of the skein algebra at roots of unity (though they did not mention the quantum trace explicitly).
Our goal is to generalize this key tool to the case of open surfaces.
Firs consider the case where (α, s) is a stated arc whose endpoints v and v′ and isotope α such that it
intersects E(∆) transversally and minimally. Orient α from v to v′ and denote by v = v0, v2, . . . , vn = v′ the
points of α∩ E(∆) ordered by the orientation of α. Let αi be the subarc of α between the point vi−1 and vi
and Ti be the face of ∆ in which lies αi. For µ, µ
′ ∈ {−,+}, we denote by (αi)µµ′ ∈ Sω(Ti) the class of the
arc αi with state µ at vi−1 and µ
′ at vi.
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Suppose that s(v) = −. If (α1)−+ is a bad arc in T1, then one has sˆ(v1) = − for all admissible full states
sˆ ∈ Sta(α, s). In this case, if (α2)−+ is a bad arc in T2, then one has sˆ(v2) = − for all admissible full states
sˆ ∈ Sta(α, s) and so-on. This suggests the following:
Notations 5.2. We denote by nv(α) ∈ {0, . . . , n} the biggest integer such that for all 1 ≤ i ≤ nv(α), the
stated arc (αi)−+ is a bad arc in Ti. The critical part of α at v is the subarc α1 ∪ . . . ∪ αnv(α) ⊂ α. By
convention, if (α1)−+ is not a bad arc, we state nv(α) = 0 and the critical part is {v}.
Figure 4. An arc α in blue, its two critical parts in red and the maximal admissible full
state when both endpoints have state −.
Figure 4 illustrates the critical parts of an arc. Note that if s(v) = −, then sˆ(vi) = − for all admissible
states sˆ and for all vi which lies in the critical part of v (i.e. for 0 ≤ i ≤ nv(α)). We can now describe v(α, s)
explicitly. If (s(v), s(v′)) = (−,+), then the maximum in Equation (5) is uniquely reached for the admissible
full state sˆ with sˆ(vi) =
{ − , if vi lies in the critical part of v;
+ , else.
. If (s(v), s(v′)) = (−,−), the maximum is
uniquely reached for the admissible full state sˆ with sˆ(vi) =
{ − , if vi lies in the critical part of v or of v′;
+ , else.
.
The case (s(v), s(v′)) = (+,−) is obtained by exchanging the role of v and v′ and the case (s(v), s(v′)) =
(+,+) was discussed in the last paragraph. Note that we have proved that v(α, s) does not depend on the
choice of I.
We now show that for (D, s) ∈ DΣ, the balanced map v([D, s]) does not depend on the choice of indexing
I. Denote by ≤ the (canonical) partial ordering on K∆ defined by k ≤ k′ if k(e) ≤ k′(e) for all e ∈ E(∆).
Obviously, k ≤ k′ implies k I k′ for all indexing I.
Lemma 5.3. For (D, s) ∈ DΣ, the subset {k(D, sˆ), (D, sˆ) ∈ Sta(D, s)} ⊂ K∆ admits a maximum for the
canonical partial ordering ≤ which is reached for a unique (D, sˆ) ∈ D̂∆.
Proof. Suppose that (D, s) = (D1, s1)∪ (D2, s2) is a non connected stated diagram in DΣ. As in the proof of
Lemma 2.14, remark that there is a natural bijection Sta(D, s) ∼= Sta(D1, s1)× Sta(D2, s2) such that if sˆ is
sent to (sˆ1, sˆ2) then k(sˆ) = k(sˆ1) + k(sˆ2). Hence if the conclusion of the lemma holds for both (D1, s1) and
(D2, s2) then it holds for (D, s) and we are reduced to prove the lemma in the case where D is connected.
This case follows from the above discussion.

We now prove that the valuation v is strict.
Proposition 5.4. The map v : DΣ → K∆ sending (D, s) to v(D, s) := v([D, s]), is injective.
Lemma 5.5. When Σ = T, the map vT : DT → KT is a bijection.
Proof. Note that for (D, s) ∈ DT, there exists n ∈ Z such that TrTω([D, s]) = ωnZvT(D,s). Since the quantum
trace is an isomorphism, its sends the basis B = {[D, s], (D, s) ∈ DT} to a basis of Zω(T), hence vT is a
bijection. 
Let a and b be two distinct boundary arcs of Σ and denote by Σ|a#b the punctured surface obtained by
gluing a and b together. Let π : Σ → Σ|a#b be the gluing map and c = π(a) = π(b). Fix ∆ a triangulation
of Σ and write ∆a#b for the triangulation of Σ|a#b obtained from ∆ by identifying a and b along π. Let
(D, s) ∈ DΣ|a#b , with D isotoped so that it intersects c transversally and minimally and denote by D′ the
diagram of Σ obtained by cutting D along c (hence π(D′) = D). For v ∈ c ∩D, denote by va ∈ a ∩D′ and
vb ∈ b∩D′ the points such that π(va) = π(vb) = v. Let s′ be the (not necessarily o+ increasing) state of D′
such that: (1) s′(v) = s(π(v)) for v /∈ a∪ b, (2) s′(va) = s′(vb) for v ∈ c∩D, (3) (D′, s′) has no bad arcs, (4)
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s′ is maximal (for the partial ordering ≤) among the states satisfying (1), (2) and (3). The existence of such
a maximum follows from the same argument previously used in Lemma 5.3. See Figure 5 for an exemple.
Lemma 5.6. (1) There exists a unique (D′′, s′′) ∈ D∆ such that [D′′, s′′] = ωn[D′, s′] for some n ∈ Z.
(2) The map θa#b : DΣ|a#b → DΣ sending (D, s) to (D′′, s′′) is injective.
(3) If a, b, c, d are four distinct boundary arcs, one has θa#b ◦ θc#d = θc#d ◦ θa#b.
Figure 5. Three stated diagrams (D, s), (D′, s′) and (D′′, s′′) = θa#b(D, s).
Proof. (1) The unicity part of the first statement follows from the fact that B = {[D, s], (D, s) ∈ DΣ} is a
basis. To prove the existence part, let us consider (D, s) ∈ DΣ|a#b . If (D′, s′) is o+-increasing along a and
b, then one can choose (D′′, s′′) := (D′, s′). Suppose that (D′, s′) is not o+-increasing along a. Then there
exists va1 , v
a
2 ∈ a ∩ ∂D′ such that va1 <o+ va2 and s′(va1 ) = +, s′(va2 ) = −. One chooses such a pair (va1 , va2 )
such that there is no element of a ∩ ∂D′ between va1 and va2 . Let α ⊂ D′ be the connected component of D′
containing va2 , let v
′ be the second endpoint of the arc α and let α˜ ⊂ D be the connected component of D
whose image through π contains α.
Let us show that α is a corner arc and that s′(v′) = −. Since s′(v2) = −, and by maximality of s′, then
π(v2) belongs to one of two critical parts of α˜ and the state s at the corresponding endpoint takes value −.
By contradiction, suppose that π(v2) belongs to the critical part of the endpoint of α˜ which is not v
′, say
v′′. Then the arc β ⊂ D′ that connects vb2 to v′′ is a corner arc and s(v′′) = −. Since D is simple, the arc
β′ ⊂ D′ that contains vb1 must also be corner arc and since s is o+-increasing, the value of s′ at the other
endpoint of β′ is −. Thus the stated arc β′ is a bad arc and this contradicts the definition of s′. Therefore
α is a corner arc and s′(v) = −.
Let α′ ⊂ D′ be the arc containing va1 . Consider the stated diagram (D(2), s(2)) obtained from (D′, s′) by
gluing α and α′ by identifying va1 and v
a
2 and then pushing the obtained point in the interior of Σ. Using
the skein relation
= ω−1 −
+
− ω−5 +
−
together with the fact that the +
−
part vanishes in the reduced stated skein algebra because it contains
a bad arc by the preceding discussion, one sees that [D′, s′] = ω[D(2), s(2)]. Let us call the assignation
(D′, s′) → (D(2), s(2)) a positive move along a and its inverse a negative move along a. The positive and
negative moves along b are defined similarly. Since a positive move along a decreases the number of pairs
(va1 , v
a
2 ) such that v
a
1 <o+ v
a
2 and s
′(va1 ) = +, s
′(va2 ) = −, by a finite sequence of positive moves (D′, s′) →
(D(2), s(2)) → . . . → (D(n), s(n)) =: (D′′, s′′) one obtains (D′′, s′′) ∈ DΣ such that [D′, s′] = ωn[D′′, s′′] and
the first assertion is proved. Figure 5 shows an exemple where (D′′, s′′) is obtained from (D′, s′) by two
positive moves along a and one along b.
(2) To prove the injectivity, consider (D1, s1), (D2, s2) ∈ DΣ|a#b such that (D′′1 , s′′1 ) = (D′′2 , s′′2 ) =: (D′′, s′′).
Then both (D′1, s
′
1) and (D
′
2, s
′
2) are obtained from (D
′′, s′′) by a finite sequence of negative moves. For
(D′, s′) a stated diagram obtained from (D′′, s′′) by a finite sequence of negative moves, Let na1 , n
a
2 , n
a
3 ∈ N
the non negative integers such that when running along a in the o+ direction, one crosses na1 points of ∂D
′
with states − followed by na2 points with states + followed by na3 points with states −. By convention, if all
the points of ∂D′ have states −, one set na3 = 0. Define (nb1, nb2, nb3) in a similar manner. A negative move
13
along a increases na2 and n
a
3 by +1 and leaves the other integers unchanged, while a negative move along
b increases nb2 and n
b
3 by +1 and leaves the other integers unchanged. A simple combinatorial arguments
shows that among the set of stated diagrams obtained from (D′′, s′′) by a finite set of negative moves, there
is a single one such that na1 = n
b
3, n
a
2 = n
b
2 and n
a
3 = n
b
1. Since both (D
′
1, s
′
1) and (D
′
2, s
′
2) satisfy these
equalities, one has (D′1, s
′
1) = (D
′
2, s
′
2), thus (D1, s1) = (D2, s2) and the injectivity is proved. The assertion
(3) is a straightforward consequence of the definitions.

Consider a triangulated punctured surface (Σ,∆). Since Σ is obtained from
⊔
T∈F (∆) T by gluing the
triangles along boundary arcs e′ and e′′, by composing the applications θe′#e′′ together, one obtains an
injective map θ∆ : DΣ →֒
∏
T∈F (∆)DT. Let ϕ : K∆ →֒
∏
T
KT be the injective group morphism sending k
to
∏
T
kT where given an edge eT ∈ E(T) corresponding to an edge e ∈ E(∆), one set kT(eT) := k(e). Note
that ϕ was implicitly used in the definition of the gluing map i∆ in Section 2.2.
Proof of Proposition 5.4. It follows from the definitions that the following diagram commutes
DΣ
∏
T∈F (∆)DT
K∆
∏
T∈F (∆)KT
θ∆
v ∼=
∏
T
vT
ϕ
Hence the injectivity of v follows from the injectivity of θ∆,vT and ϕ.

5.2. Further properties of the valuation. In this subsection we state some technical results concerning
the valuation v.
The map v : DΣ → K∆ is not surjective in general. Though, one has the following:
Lemma 5.7. For all k ∈ K∆, there exists (D1, s1), (D2, s2) ∈ DΣ such that k = v(D1, s1)− v(D2, s2).
Let us state an alternative description of the abelian groupK∆ borrowed from [BW17]. Denote by τ∆ ⊂ Σ
the train-tracks such that in each face T ∈ F (∆) it looks like Figure 6. The edges of τ∆ in T can thus be
identified with the corner arcs of T and will be called corner edges. LetW(τ∆,Z) be the abelian group of maps
from the set of the edges of τ∆ to the set of integers that satisfy the switch-condition illustrated in Figure 6,
where the group structure is given by the sum of maps. Define a group isomorphism Φ : K∆
∼=−→ W(τ∆,Z)
as follows. For k ∈ K∆ and c a corner edge of τ∆ that connects two edges ea and eb of a face of ∆ with third
edge ec, one sets
Φ(k)(c) =
k(ea) + k(eb)− k(ec)
2
.
The balanced condition insures that this is an integer.
The inverse map is defined by sending φ ∈ W(τ∆,Z) to the balanced map k such that k(e) is obtained by
choosing an arbitrary face T containing e and setting k(e) = φ(c) + φ(c′) where c, c′ are the two edges of the
train track lying in T and intersecting e. The switch condition insures that this integer does not depend on
the choice of the face T.
Figure 6. On the left: the train tracks associated to the triangle. On the right: the switch condition.
Denote byW(τ∆,N) ⊂ W(τ∆,Z) the subset of maps that take only non-negative values. Let (D, s+) ∈ DΣ
be a stated diagram such that s+(v) = + for all v ∈ ∂D. As discussed previously, v(D, s+) sends an edge e
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to the geometric intersection of D with e (the maximum in Equation (5) is reached for the full state sending
every points of D ∩ E(∆) to +), hence Φ(v(D, s+)) ∈ W(τ∆,N). Conversely, given φ ∈ W(τ∆,N), for each
corner edge c in a face T, draw φ(c) parallel copies of the corner c. The switch condition insures that we can
glue the so-obtained collection of arcs to get a diagram D. Let s+ be the state of D sending every point of
∂D to +. Then one has Φ(v(D, s+)) = φ, therefore the image of Φ ◦ v contains W(τ∆,N).
Proof of Lemma 5.7. Let k ∈ K∆ and write φ := Φ(k). For n ≥ 0, denote by φ[n] ∈ W(τ∆,N) the map
sending any corner edge to n. Let n0 ≥ 0 be such that −n0 ≤ φ(c) for all corner edge c. Then both φ[n0] and
φ′ := φ+ φ[n0] are in W(τ∆,N), hence by the preceding discussion, there exist (D1, s1), (D2, s2) ∈ DΣ such
that Φ(v(D2, s2)) = φ[n0] and Φ(v(D1, s1)) = φ
′. Since φ = φ′−φ[n0], one has k = v(D1, s1)−v(D2, s2). 
Lemma 5.8. One has v(DΣ) +NK∆ = K∆.
Proof. Since W(τ∆,N) ⊂ Φ(v(DΣ)), it is sufficient to prove that W(τ∆,N) +NW(τ∆,Z) = W(τ∆,Z). Let
φ ∈ W(τ∆,Z). Choose n0 ≥ 0 such that −n0N ≤ φ(c) for all corner edge c. Then φ′ := φ + Nφ[n0] ∈
W(τ∆,N). and φ = φ′ −Nφ[n0] ∈ W(τ∆,N) +NW(τ∆,Z).

Lemma 5.9. Let p ∈ P ∩ Σ˚ be an inner puncture and (D, s) ⊂ DΣ be such that D does not contain any copy
of the peripheral curve γp. Write φ := Φ(v(D, s)) ∈ W(τ∆,Z). Then there exists a corner edge c adjacent
to p such that φ(c) = 0.
Proof. Let us fix some notations for the proof. Let (D, sˆ) ∈ D̂∆ be the full stated diagram such that
k(D, sˆ) = v(D, s). For a face T ∈ F (∆), we denote by (DT, sˆT) ∈ DT the stated diagram obtained by
restricting (D, sˆ) to T. For c a corner edge adjacent to p lying in some face T, we denote by p′ and p′′ the
two other vertices of T such that one sees p, p′, p′′ once travelling around ∂T in the trigonometric direction.
Write c′ and c′′ the corner edges in T adjacent to p′ and p′′ respectively (see Figure 7). Note that the points
p, p′, p′′ are not necessary pairwise distinct, whereas the corner edges c, c′, c′′ are. For ε, ε′ ∈ {−,+}, write
cεε′ the associated stated arc with the convention that c−+ is a bad arc (hence c+− is not a bad arc). We
use the same convention for c′, c′′. The stated diagram (DT, sˆT) is a disjoint union of stated arcs of the form
cεε′ , c
′
εε′ , c
′′
εε′ which are not bad arcs. By definition of Φ, one has the equality:
(6) φ(c) = #c++ −#c−− +#c′′+− −#c′+−,
where, for instance, #c++ denotes the number of parallel copies of c++ in (DT, sˆT). We denote by e the
boundary arc of T adjacent to both c and c′ (between p and p′) and e′ the boundary arc adjacent to c′ and
c
′′.
Figure 7. On the left: a face adjacent to p and its corner edges. On the middle: illustration
of Fact 1. On the right: illustration of Fact 2.
We first prove two elementary facts.
Fact 1: the stated diagram (DT, sˆT) does not contain any copy of c−− nor c
′
+−.
By contradiction, suppose that (DT, sˆT) contains some copy of either c−− or c
′
+− and let α ⊂ D be the arc
whose restriction to T contains this copy. Then the point v in α ∩ e with sˆ(v) = − belongs to a critical part
of α hence, once leaving T at v, the arc α spirals around p until it reaches a boundary arc a at which s takes
the value − (see Figure 7). Hence p ∈ a is not an inner puncture and we found our contradiction.
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Fact 2: Suppose that (DT, sˆT) contains at least one copy of c
′′
+− and does not contain any arc of the form
cεε′ . Then for all v ∈ e ∩D, one has sˆ(v) = −.
Let α ⊂ D be an arc whose restriction to T contains a copy of c′′+− and let v be the endpoint of α ∩ e′ on
which sˆ takes value −. Then the point v belongs to a critical part of α hence, once leaving T at v, the arc
α spirals around p′ until it reaches a boundary arc a at which s takes value − (see Figure 7). Suppose that
(DT, sˆT) contains an arc of the form c
′
εε′ and let us prove that ε = ε
′ = −. This will imply Fact 2. Let β ⊂ D
be an arc whose restriction to T contains a copy of c′ and let w the intersection of this copy with e′. Since
D is a simple diagram, β can not intersect α, hence while leaving T at w, it spirals around p′ until it reaches
a at some point w′, thus the copy of c′ in β belongs to its critical part in w′. Because s is o+ increasing, one
has s(w′) = −, thus ε = ε′ = −.
We now proceed to the proof. Because D does not contain any copy of the peripheral curve γp, there
exists a corner edge c adjacent to p in some face T, such that with the above notations the stated diagram
(DT, sˆT) does not contain any of the form cεε′ . If φ(c) = 0 the proof is finished. Else, by Equation (6) and
Fact 1, the stated diagram (DT, sˆT) must contain a copy of c
′′
+−. By Fact 2, for any v ∈ e ∩ D, one has
sˆ(v) = −. Let T(2) be the other face which shares the boundary edge e with T and let c(2) be the corner edge
adjacent to p next to c in the counterclockwise direction (see Figure 7). Because D ∩ e contains no point
at which sˆ has value +, the stated diagram (DT(2) , sˆT(2)) does not contain any copy of c
(2)
++ nor c
′′(2)
+− . Using
Fact 1, Equation (6) implies that φ(c(2)) = 0. This concludes the proof.

6. The center of the reduced stated skein algebra
6.1. Characterisation of the center.
Definition 6.1. Let Σ be a punctured surface.
(1) For p ∈ P ∩ Σ˚ an inner puncture, we call peripheral curve a simple closed curve bounding a properly
embedded disc in Σ whose only intersection with P is {p}. We write γp ∈ Sω(Σ) the class of a
peripheral curve in p.
(2) For ∂ a connected component of ∂Σ, denote by D∂ the simple diagram made of the disjoint union of
every corner arcs αp for p ∈ P∩∂ and write s+ (resp. s−) the state on D∂ sending every point of ∂D∂
to + (resp. to −). The boundary elements in ∂ are the classes α∂ := [D∂ , s+] and α−1∂ := [D∂ , s−]
where we use the o+ orientation.
Lemma 6.2. The elements γp, α∂ and α
−1
∂ are central in Sω(Σ) and α∂α−1∂ = 1.
Proof. This is an immediate consequence of the facts that, given a topological triangulation ∆, the quantum
trace is injective and one has Tr∆ω (γp) = Hp+H
−1
p , Tr
∆
ω (α∂) = H∂ and Tr
∆
ω (α
−1
∂ ) = H
−1
∂ , where Hp, H∂ are
the central elements of Definition 2.9. 
Definition 6.3. The N -th Chebyshev polynomial of first kind is the polynomial TN (X) ∈ Z[X ] defined by
the recursive formulas T0(X) = 2, T1(X) = X and Tn+2(X) = XTn+1(X)− Tn(X) for n ≥ 0.
Theorem 6.4. [[BW16] when ∂Σ = ∅, [KQ19a, Theorem 1.2] in general] Suppose that ω is a root of unity
of odd order N > 1. There exists an embedding (named Chebyshev morphism)
jΣ : S+1(Σ) →֒ Z (Sω(Σ))
of the (commutative) stated skein algebra with parameter +1 into the center of the stated skein algebra with
parameter ω. Moreover, the morphism jΣ is characterized by the property that it sends a closed curve γ to
TN(γ) and a stated arc αεε′ to (αεε′ )
N .
Remark 6.5. The fact that Chebyshev morphisms for open punctured surfaces are only known when ω is
root of unity of odd order is the main reason why we do not treat the case of roots of unity of even order
in this paper. For closed surfaces, Bonahon and Wong still defined a similar morphism for roots of unity of
even order and the proof in [FKL19b] of the unicity representations conjecture holds also for those cases.
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The Chebyshev morphism obviously induces, by passing to the quotient, an injective morphism of algebras
(still denoted by the same letter)
jΣ : S+1(Σ) →֒ Z
(Sω(Σ)) .
The purpose of this subsection is to prove the
Theorem 6.6. For Σ = (Σ,P) a punctured surface with ∂Σ 6= ∅, the center of the reduced stated skein
algebra Sω(Σ) is generated by the image of the Chebyshev morphism together with the peripheral curves and
boundary elements.
When Σ is closed, the analogue of Theorem 6.6 was proved in [FKL19b, Theorem 4.1]. During all
the section, we fix a connected punctured surface Σ = (Σ,P) with ∂Σ 6= ∅, together with a topological
triangulation ∆ and an indexing map I.
Notations 6.7. We denote by K0∆ ⊂ K∆ the kernel of the pairing
(·, ·)WPN : K∆ ×K∆
(·,·)WP−−−−−→ Z→ Z/NZ,
where Z→ Z/NZ is the quotient mapping.
Recall from the discussion at the beginning of Section 2.2 that the center of Zω(Σ,∆) is spanned by the
elements Zk with k ∈ K0∆.
Lemma 6.8. If x 6= 0 is in the center of Sω(Σ), then v(x) ∈ K0∆.
Proof. Let x be a non-zero central element of Sω(Σ). The image of x through the quantum trace writes
Tr∆ω (x) = cxZ
v(x) + lower terms,
where cx ∈ C∗ and ”lower terms” is a linear combination of balanced monomial Zk with k ≺I v(x). For
(D, s) ∈ DΣ, one has similarly
Tr∆ω ([D, s]) = c[D,s]Z
v(D,s) + lower terms,
therefore one has:
Tr∆ω (x[D, s]) = cxc[D,s]Z
v(x)Zv(D,s) + lower terms, Tr∆ω ([D, s]x) = cxc[D,s]Z
v(D,s)Zv(x) + lower terms.
Since x is central, one finds the equalities
Zv(x)Zv(D,s) = Zv(D,s)Zv(x) ⇔ ω2(v(x),v(D,s))WP = 1⇔ (v(x),v(D, s))WPN = 0.
Since this equality holds for any (D, s) ∈ DΣ and since the elements v(D, s) generate the group K∆ by
Lemma 5.7, one has v(x) ∈ K0∆.

Definition 6.9. (1) Let x =
∑
(D,s)∈DΣ
x[D,s][D, s] be a non-zero element of Sω(Σ). Let (D0, s0) be
unique element of DΣ such that v(x) = v(D0, s0) (the unicity is guaranteed by Proposition 5.4).
The leading term of x is the element ld(x) := x(D0,s0)[D0, s0].
(2) Write Tr∆ω (x) =
∑
k
xkZ
k. For e ∈ E(∆), the minimal height of x in e is the integer
me(x) = min{k(e)| xk 6= 0}.
(3) We denote by Z0 ⊂ Sω(Σ) the subalgebra generated by the image of the Chebyshev morphism
together with the peripheral curves γp and the boundary central elements α∂ .
(4) For (D, s) ∈ DΣ, we denote by [D(N), s(N)] ∈ Sω(Σ) the linear combination of classes of stated
diagrams obtained by replacing each stated arc αεε′ of (D, s) by N parallel copies of αεε′ and
replacing each closed curve γ by TN (γ).
(5) A basic element of Z0 is an element of the form z = c[D(N), s(N)]∏p∈P∩Σ˚ γnpp ∏∂∈pi0(∂Σ) αn∂∂ , where
c ∈ C∗, np ∈ N, n∂ ∈ Z and (D, s) ∈ DΣ.
By Lemma 6.2 and Theorem 6.4, Z0 is included in the center of Sω(Σ) thus to prove Theorem 6.6, we need
to show the reverse inclusion. Note that if follows from Lemma 2.13 that basic elements lies in Z0 and that
v(D(N), s(N)) = Nv(D, s). Note also that me(xy) = me(x) +me(y) and me(x + y) ≥ min(me(x) +me(y))
(once setting me(0) =∞), hence me is a discrete valuation.
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Lemma 6.10. For any e ∈ E(∆) and z ∈ Z0 a basic element, one has me(z) = me(ld(z)).
Proof. Let us start by a preliminary remark. Since Tr∆ω (α∂) = Z
k∂ , for any e ∈ E(∆) and x ∈ Sω(Σ)
one has me(xα
n
∂ ) =
{
me(x) + n , if e ⊂ ∂;
me(x) , else.
. Hence if me(x) = me(ld(x)) then me(xα∂) = me(ld(xα∂)).
Therefore it is sufficient to prove the lemma for a basic element of the form z = [(D(N), s(N))]
∏
p∈P∩Σ˚ γ
np
p .
Fix such an element and denote by δ1, . . . , δt the closed connected components of D. For n = (n1, . . . , nt) ∈
{0, . . . , N}t, denote byD(n) ∈ DΣ the stated diagram obtained from (D(N), s(N)) by replacing the composent
TN(δi) by ni parallel copies of δi and adding p parallel copies of the peripheral curve γp for every inner
puncture p. Write TN(X) =
∑N
i=0 ciX
i, where cN = 1. By definition, the basic element z decomposes in
the basis B as:
z =
∑
n∈{0,...,N}t
cn1 . . . cntD(n).
We claim that ld(z) = D(N, . . . , N). Indeed, let s+i be the full state of δi sending every point of δi ∩ E(∆)
to + and write ki := k(δi, s
+
i ) ≥ 0. For n ∈ {0, . . . , N}t, since D(N, . . . , N) = D(n) ∪ ∪ti=1δN−nii , one has
v(D(N, . . . , N)) = v(D(n)) +
t∑
i=1
(N − ni)ki.
Therefore v(D(N, . . . , N)) ≥ v(D(n)) and ld(z) = D(N, . . . , N). Next remark, using Equation (5), that
me(δi) = −i(δi, e) ≤ 0 is the opposite of the geometric intersection of δi with e, hence
me(D(N, . . . , N)) = me(D(n)) −
∑
e,i
(N − ni)i(δi, e) ≤ me(D(n)),
hence me(z) = me(D(N, . . . , N)) = me(ld(z)). 
Lemma 6.11. Let (D, s) ∈ DΣ be such that v(D, s) = Nk for some k ∈ K∆. Then there exists (D0, s0) ∈
DΣ such that v(D0, s0) = k and thus v(D, s) = v(D(N)0 , s(N)0 ).
Proof. First note that since vT : DT → KT is a bijection (Lemma 5.5), the results holds when Σ = T.
We next show a preliminary result: suppose that Σ|a#b is obtained from Σ by gluing two boundary
arcs a and b and that θa#b(D, s) = (D
(N)
1 , s
(N)
1 ) for some (D1, s1) ∈ DΣ; let us show that there exists
(D0, s0) ∈ DΣ|a#b such that (D, s) = (D(N)0 , s(N)0 ). Using the notations of Lemma 5.6, the stated diagram
(D′, s′) is obtained from (D
(N)
1 , s
(N)
1 ) by a finite sequence of, say ma and mb, negative moves along a and
b. By a counting argument, similar to the proof of the injectivity of θa#b, one sees that ma = Nm
0
a and
mb = Nm
0
b for some m
0
a,m
0
b ≥ 0. By performing on (D1, s1) a sequence of m0a negative moves along a and
m0b negative moves along b, one obtains a stated diagram (D
′
0, s
′
0) such that (D
′(N)
0 , s
′(N)
0 ) = (D
′, s′). Gluing
a and b together one obtains a stated diagram (D0, s0) such that (D, s) = (D
(N)
0 , s
(N)
0 ) as claimed.
We can now finish the proof. Recall the commutative diagram in the category of abelian groups:
DΣ
∏
T∈F (∆)DT
K∆
∏
T∈F (∆)KT
θ∆
v ∼=
∏
T
vT
ϕ
Consider (D, s) ∈ DΣ such that v(D, s) = Nk for some k ∈ K∆. Then, using the fact that the lemma
holds for the triangle, one has θ∆(D, s) =
∏
T∈F (∆)(D
(N)
T
, s
(N)
T
) for some (D
(N)
T
, s
(N)
T
) ∈ DT. By definition,
the morphism θ∆ is a composition of morphisms of the form θa#b, hence the results follows from the above
preliminary result.

Lemma 6.12. If x 6= 0 is in the center of Sω(Σ), then there exists a basic element z ∈ Z0 such that
ld(x) = ld(z) and me(z) ≥ me(x) for all e ∈ E(∆).
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Proof. Write ld(x) = c[D′, s′] = [D, s]
∏
p∈P∩Σ˚ γ
mp
p , where c ∈ C∗, (D, s) contains no peripheral curves and
mp ≥ 0. By Lemma 6.8, one has v(D′, s′) ∈ K0∆. Since v(D′, s′) = v(D, s) +
∑
pmpkp, one has also
v(D, s) ∈ K0∆.
Recall from Proposition 2.10 that K0∆ is generated, as a Z-module, by the elements of the form Nk, with
k ∈ K∆, together with the balanced maps kp and k∂ of Definition 2.9 associated to inner punctures p and
boundary components ∂. Therefore we can write
v(D, s) = Nk+
∑
p∈P∩Σ˚
npkp +
∑
∂∈pi0(∂Σ)
n∂k∂ ,
with k ∈ K∆ and np, n∂ ∈ Z. Composing the above equality with the group isomorphism Φ and writing
φ := Φ(v(D, s)), φp := Φ(kp) and φ∂ := Φ(k∂), one finds
φ = NΦ(k) +
∑
p∈P∩Σ˚
npφp +
∑
∂∈pi0(∂Σ)
n∂φ∂ .
Note that φp(c) = +1 if c is a corner edge adjacent to p and is null otherwise. For p ∈ P∩Σ˚, since D does not
contain any copy of the peripheral curve γp, by Lemma 5.9 there exists a corner edge c adjacent to p such that
φ(c) = 0, hence N divides np. Therefore, there exists k
′ ∈ K∆ such that v(D, s) = Nk′ +
∑
∂ n∂k∂ . Since
v(ld([D, s]
∏
∂ α
−n∂
∂ )) = Nk
′, by Lemma 6.11, there exists (D0, s0) ∈ D∆ such that Nk′ = v(D(N)0 , s(N)0 ).
Therefore the element z := c[(D
(N)
0 , s
(N)
0 )]
∏
p γ
mp
p
∏
∂ α
n∂
∂ is a basic element in Z0 such that ld(x) = ld(z).
For e ∈ E(∆), using Lemma 6.10, one has me(z) = me(ld(z)) = me(ld(x)) ≥ me(x). 
Proof of Theorem 6.6. Let x be a non zero central element in Sω(Σ). By Lemma 6.12, there exists z ∈ Z0
such that the element x′ := x−z is either null or satisfies v(x′) ≺I v(x) and me(x′) ≥ me(x) for all e ∈ E(∆).
Let us say that x′ is obtained from x by a central move. Note that there is only a finite number of balanced
maps k such that k ≺I v(x) and k(e) ≥ me(x) for all e ∈ E(∆), therefore after a finite number of central
moves one obtains zero and x is a sum of elements of Z0.

6.2. The rank of a reduced stated skein algebra over its center. During all the section, we fix a
triangulated punctured surface (Σ,∆) and an indexing map I.
Notations 6.13. We denote by R the rank of Zω(Σ,∆) over its center Z and by R0 the rank of Sω(Σ)
over its center Z0.
The goal of this subsection is to prove that R = R0.
Lemma 6.14. One has R0 ≥ R.
Proof. Since Zω(Σ,∆) is a quantum torus, R is the index of K0∆ in K∆ and for {[k1], . . . , [kR]} a family of
representatives of the cosetK∆
/
K0∆ , the set {Zk1, . . . , ZkR} is a generating set for the Z-module Zω(Σ,∆).
It follows from Lemma 5.8 that the composition
v0 : D∆ v−→ K∆ ։ K∆
/
K0∆
is surjective, hence we can choose a family {(D1, s1), . . . , (DR, sR)} ⊂ D∆ such that v0(Di, si) = [ki] for
1 ≤ i ≤ R. Let us prove that the elements of the family {[D1, s1], . . . , [DR, sR]} are linearly independent in
the Z0-module Sω(Σ); this will imply the desired inequality R0 ≥ R. Suppose that
R∑
i=1
zi[Di, si] = 0 , for some zi ∈ Z0.
Let us show that for i 6= j, if zizj 6= 0 then one has v(zi[Di, si]) 6= v(zj [Dj, sj ]). Indeed, if v(zi[Di, si]) =
v(zj [Dj, sj ]) and zizj 6= 0 then v(Di, si)− v(Dj , sj) = v(zj)− v(zj) ∈ K0∆ (by Lemma 6.8), hence one has
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[ki] = [kj ] in the coset K∆
/
K0∆ , thus i = j. It follows that if the zi are not all null, there exists i0 such
that zi0 6= 0 and
−∞ = v
(
R∑
i=1
zi[Di, si]
)
= v(zi0 [Di0 , si0 ]) = v(zi0 ) + v(Di0 , si0).
Since v(Di0 , si0) 6= −∞, one has v(zi0 ) = −∞, thus zi0 = 0 and we have a contradiction. Therefore for all
1 ≤ i ≤ R, one has zi = 0 and the family is free.

It follows from Remark 2.12 and Theorem 6.6 that the center Z0 of the reduced stated skein algebra
is a finitely generated commutative algebra without zero divisors, hence Specm(Z0) is an irreducible affine
variety (it could also be derived from the Artin-Tate theorem as in [FKL19b]). Moreover Theorem 6.6 shows
that the quantum trace embeds Z0 into Z hence defines a dominant map ψ : Specm(Z)→ Specm(Z0). Since
ψ is dominant and Specm(Z0) irreducible, the image ψ(Specm(Z)) contains a dense Zarisky open subset
O ⊂ Specm(Z0).
Lemma 6.15. One has R ≥ R0.
Proof. Let χ : Irrep(Sω(Σ) → Specm(Z0) be the character map. Since the reduced stated skein algebra is
affine almost-Azumaya (Proposition 4.2), Theorem 1.1 implies that χ is surjective and that there exists a
dense Zarisky open subset O′ ⊂ Specm(Z0) such that χ : χ−1(O′) → O′ is a bijection and any irreducible
representation in χ−1(O′) has dimension
√
R0. Since both O and O′ are open dense subsets, their intersection
is non empty. Let ρ0 ∈ O ∩ O′ and ρ ∈ Specm(Z) such that ψ(ρ) = ρ0. Since the balanced Chekhov-
Fock algebra is Azumaya, there exists an irreducible representation r : Zω(Σ,∆) → End(V ) (unique up
to isomorphism) whose induced character on Z is ρ and whose dimension is √R. Hence the quantum
Teichmu¨ller representation r0 : Sω(Σ) → End(V ) defined as the composition r0 := r ◦ Tr∆ω induces the
character ρ0 over Z0. Therefore, r0 decomposes as a direct sum of sub-representations of dimension
√
R0.
This proves that
√
R0 divides
√
R, hence R ≥ R0. 
Proof of Theorem 1.2 and Corollary 1.3. Theorem 1.2 is a consequence of Proposition 4.2 and Lemmas 6.14,
6.15. Corollary 1.3 follows using U := O ∩ O′ (with the notations of the proof of Lemma 6.15) and V :=
ψ−1(U).

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