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ABSTRACT
This paper identifies the effect of neighborhood peer groups on childhood skill acquisition using observational data.
We incorporate spatial peer interaction, defined as a child’s nearest geographical neighbors, into a production
function of child cognitive development in Andhra Pradesh, India. Our peer group definition takes the form of
networks, whose structure allows us to separately identify endogenous peer effects and contextual effects. We
exploit variation over time to avoid confounding correlated with social effects. Our results suggest that spatial
peer and neighborhood effects are strongly positively associated with a child’s cognitive skill formation. Further,
we find that the presence of peer groups helps provide insurance against the negative impact of idiosyncratic
shocks to child learning. We show that peer effects are robust to different specifications of peer interactions and
investigate the sensitivity of our estimates to potential mis-specification of the network structure using Monte
Carlo experiments.
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1 Introduction
There is a sizeable economic literature on cognitive and non-cognitive skill formation of children
(Todd and Wolpin, 2003, 2007; Cunha and Heckman, 2007, 2008). Using a production func-
tion framework, this literature investigates the determinants of the creation of a child’s cognitive
and non-cognitive skills. The most recent advances in this literature attribute important roles to
self-productivity and cross-productivity of cognitive and non-cognitive skills as well as to parental
investment (Cunha and Heckman, 2008).1
However, so far, the literature on skill formation has treated children in isolation, assuming that
they are not directly influenced by their peers.2 At the same time, there is an important literature on
peer and neighborhood effects (Borjas, 1995; Becker, 1996; Hoxby, 2000; Sacerdote, 2001; Gaviria
and Raphael, 2001; Hanushek et al., 2003; Durlauf, 2004; Lin, 2010). In this literature, individual
outcomes are influenced by spatial instead of market interaction of individuals, i.e., the probability
of observing an individual behaving in a certain way is a function of either some characteristics
of the individual’s environment (neighborhood effects) or directly the prevalence of this type of
behavior among her peers (peer effects).3
Durlauf (2004) lists three specific channels through which such neighborhood and peer effects
are mediated. First, psychological factors can stir a child’s desire to behave like others (e.g., purely
imitative behavior), second, interdependencies in the constraints children face motivate similar be-
havior because the costs associated with a given behavior depend on whether others behave in the
same way (e.g., reduction of stigma arising from deviant behavior), and third, behavior of other chil-
dren may change the information on the effects of such behavior available to a child (e.g., expected
income from an additional year of schooling). Intuitively, all channels depend on the existence of
contact between individuals. The probability of contact and its intensity may be a function of geo-
graphical distance between individuals, family or friendship ties etc. Independently of the channel,
in the presence of peer effects, children are directly influenced by actions and characteristics of their
peers. Therefore, peer-effects may be an important determinant of a child’s development of cogni-
tive and non-cognitive skills.
The identification of peer effects encounters well known problems laid out in Manski (1993).
Manski lists three effects that need to be distinguished in the analysis of peer effects. The first type
are endogenous effects which arise from an individual’s propensity to behave in some way as a
function of the behavior of the group. The second are so-called contextual effects which represent
the propensity of an individual to behave in some way as a function of the exogenous characteristics
of his peer group. The third type are so-called correlated effects which describe circumstances in
which individuals in the same group tend to behave similarly because they have similar individual
characteristics or face similar institutional arrangements, i.e., children within the same village may
behave similarly. This means that there are unobservables in a group which may have a direct effect
on observed outcomes, i.e., disturbances may be correlated across individuals in a group. The main
1Self-productivity refers to any effect of past periods’ cognitive/noncognitive skills on the current period’s
cognitive/non-cognitive skills respectively, while cross-productivity refers to any effect of past periods’ cognitive/non-
cognitive skills on current period non-cognitive/cognitive skills.
2Although some of this peer influence is absorbed by school- and household-level controls commonly included in the
specification of the production function.
3Our definitional distinction between neighborhood and peer effects is somewhat arbitrary as Ioannides (2008) notes
in his article for the New Palgrave Dictionary of Economics that ‘[t]erms like social interactions, neighbourhood effects,
social capital and peer effects are often used as synonyms’.
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empirical challenges, therefore, consist in (1) disentangling contextual effects, i.e., the influence
of exogenous peer characteristics on a child’s observed outcome, and endogenous effects, i.e., the
influence of peer outcomes on a child’s outcome, and (2) distinguishing between social effects, i.e.,
exogenous and endogenous effects, and correlated effects, i.e., children in the same peer group may
behave similarly because they are alike or share a common environment. Such correlated effects
can also include sorting of households, i.e., the endogenous location choice by households. The
identification problem explains why existing work looking at children’s and teenagers’ cognitive
outcomes incorporating neighborhood effects, such as Brooks-Gunn et al. (1993), McCulloch and
Joshi (2001), and Ainsworth (2002), only accounts for contextual effects and assumes the absence
of endogenous effects.
In this paper, we use observational data from the Young Lives (YL) project for Andhra Pradesh,
India, to examine neighborhood-level peer influences on child cognitive development by estimating
a production function of a child’s cognitive ability accounting for endogenous and contextual peer
effects. We regard our empirical specification, which explicitly allows children to be influenced by
and learn from their peers, as a step forward towards a more realistic model of skill formation.
A common justification for neglecting peer effects in the analysis of child skill formation in the
existing literature is the lack of appropriate data. The most commonly used data set in this line of
research, the US National Longitudinal Survey of Youth (NLSY), is the result of stratified sampling
which justifies the assumption of independence of children within the data set. Even if information
revealing the identity of a child’s peers were available in the survey data, these peers would most
likely not have been included in the sample. The nature of the available data, therefore, severely
limits the ability to investigate the potential impact of peer effects on skill formation.
In principle, the same applies to the YL data used in our analysis, which justified treating chil-
dren as independent units in earlier work. However, we show that in our data, surveyed households
are located in close geographical proximity within villages due to the small overall size of the sur-
veyed rural villages in Andhra Pradesh. The presence of this spatial pattern, i.e., close geographical
proximity of surveyed households within villages, allows us to employ geographical proximity be-
tween children to identify spatial peer effects on child cognitive outcomes. Our main identifying
assumption is therefore that peer effects arise through geographical proximity between children:
children that live next door to each other are more likely to interact and influence each other than
children at the other ends of the village. We thus construct a child’s peer group based on geograph-
ical proximity of other similar aged children within the same village using GIS location data.4 The
resulting structure of peer groups enables us to disentangle contextual and endogenous effects de-
spite the lack of experimental data. We use variation in our data over time to avoid confounding
social with correlated effects. For estimation, we rely on recent advances in the spatial econometric
literature using the spatial nonparametric heteroscedasticity and autocorrelation consistent (SHAC)
instrumental variable estimator proposed by Kelejian and Prucha (2007). The SHAC approach al-
lows us to remain agnostic regarding the structure of the spatial dependence in the residuals and to
allow for heteroscedasticity of any arbitrary form.
Our results suggest that a child’s geographical neighbors are positively associated in a statistically
significant and economically important way with a child’s own production of cognitive skills between
4Children in our sample are of the same age, which means that peer influences are reciprocal and contemporaneous
which is distinct from role-model influences which could emerge if younger children imitate behavior of older individuals
(Durlauf, 2004).
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age eight and twelve. Furthermore, we find that contextual effects appear to have little influence on
cognitive achievement gains.
The fact that we observe only a sample of children within villages, in principle, does not un-
dermine identification of peer effects because children have not been selected into the sample
based on their location within villages. However, sampling means that we only observe a frac-
tion of a child’s true peer network, which implies that our assumed network structure might be
mis-specified. Regardless of sampling, even if the population of children were observed within vil-
lages, mis-specification of peer links between children might still occur given the lack of information
on actual peer interaction. We investigate the implications of the potential mis-specification of our
proximity-based peer network structure and demonstrate the robustness of spatial peer estimates to
different forms of mis-specification both due to sampling and different assumptions about the true
population peer network structure. Nevertheless, we only have observational data for our analy-
sis, which means that despite our identification strategy and robustness checks, we are cautious in
attributing our results a causal interpretation.
As an additional contribution, we use the augmented skill production function to examine the
relevance of peer groups in assisting children recover from shocks. We investigate whether the
presence of a peer group helps insure children of shock-affected households against an adverse
impact to their cognitive achievement gain. Many studies have found that economic, health or
climatic shocks to a household have a negative impact on child schooling and health. This is because
in such circumstances households will typically tend to under-invest in education or health related
expenditure of their children. While a considerable amount of the literature is devoted to examining
risk-sharing and informal insurance arrangements of households (Townsend, 1994; Gertler and
Gruber, 2002; De Weerdt and Dercon, 2006), there is little evidence to show how children from
such households find support to cope with adversities that significantly compromise investment in
their education and health (Tominey, 2009; Ginja, 2010). By utilizing detailed data on idiosyncratic
household related shocks, we find that the negative effect of a shock on child cognitive achievement
becomes insignificant after incorporating peer effects, which we interpret as evidence that peer
groups provide partial insurance. Moreover, our analysis suggests that this peer insurance effect
applies only to boys.
Our results contribute to the empirical literature on childhood skill formation by providing ev-
idence for the presence and importance of peer and neighborhood effects in the formation of chil-
dren’s cognitive skills in a rural developing country context. Moreover, we contribute to the existing
peer effects literature by providing an example of how to identify endogenous and contextual peer
effects without the need for data from a controlled randomized experiment by using GPS location
data which are routinely collected in household surveys. Our research design may therefore be ap-
plicable in any context in which peer effects are mediated through spatial proximity and location
data are available. It can be applied to study peer effects in other contexts both on other outcome
variables and populations of interest.
From a policy perspective, understanding the role of social interactions and peer effects in shap-
ing childhood skill formation is important as policy interventions targeting only a subset of children
of a population may influence outcomes of other children not directly included in the intervention.5
Because of the bi-directional nature of peer effects, their presence also implies social multiplier ef-
fects which magnify the impact of policy interventions (Manski, 1993; Bobonis and Finan, 2008).
5See Fafchamps and Vicente (2009) for evidence of such ‘diffusion’ effects in the context of political awareness cam-
paigns.
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As noted by Durlauf (2004), peer effects can also lead to persistence in poverty as neighborhoods
can get locked in bad equilibria which are enforced over time by the mutually reinforcing character
of peer effects. Therefore, improved understanding of the role of peer interaction, in particular in a
developing country context, may contribute to the design of novel interventions aimed at improving
children’s cognitive skill production and thus success in later life.
The paper is organized as follows: Section 2 discusses our identification strategy which is trans-
lated into the specification of our empirical model presented in the same Section. The SHAC estima-
tor used in our analysis is presented in Section 3. The data used is described in Section 4. Section 5
discusses our results and reports our robustness checks; Section 6 concludes.
2 Identification of Peer Effects
There are two main challenges to the identification of peer effects: (1) the separate identification of
endogenous and contextual effects and (2) separating social effects, i.e., endogenous and contextual
effects, from correlated effects. Such correlated effects subsume a range of potential unobservables
common to individuals within peer groups that are correlated with the dependent and independent
variables included in the analysis. This may also include the potentially endogenous sorting of
households into geographical locations, i.e., the endogenous formation of peer groups. We show in
this section how we address these two conceptually distinct identification issues with the available
data which consists of observations on individual children at two points in time and a social network
structure that remains unchanged over time.
2.1 Identifying Endogenous Peer Interaction Effects
Our analysis of the YL data for Andhra Pradesh, India, reveals close geographical proximity of the
surveyed households within towns and villages. As an example, Figure 1 shows the map of a sample
village in Andhra Pradesh. The figure suggests that groups of households are located close to each
other within the village6. In fact, the median distance between households within the networks used
to define peer interaction, which we will discuss further below, is 126 meters.7 This short distance
is striking in light of the fact that most households are located in rural areas.
The spatial proximity of households allows us to identify surveyed households’ geographical
neighbors which we use to define each child’s peers. The clustering is important, because the close
geographical proximity of households allows us to reasonably argue that households interact as
neighbors. From the YL child-level questionnaire at age twelve, we have some information on
how children spend their time. We know for example, that the median amount of time that children
spend playing with their peers is four hours a day, which leaves ample room for neighborhood-based
peer interaction.
Note that the spatial clustering emerges randomly. Our data is a random sample of households
within villages, i.e., households have not been selected into the sample based on their location
within villages (see also Section 4). Hence, we can assume that the observed spatial distribution of
observed households is representative of the true underlying spatial distribution of households in the
6Due to data confidentiality agreements, we are unable to disclose the exact locations of sample households or village.
Instead we report detailed statistics on the proximity of sample households throughout the paper.
7The average distance within networks is 447 meters. These figures refer to networks defined as a child’s five nearest
neighbors.
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population (more discussion is provided in Section 2.3). This allows us to use a neighborhood-based
definition of social interactions. Adding the fact that only children of the same age are included in
the sample, we are able to construct our measure of peer effects based on nearest neighbor networks
which represent a child’s peer group. These networks are used to analyze how neighborhood re-
lated spatial peer group effects affect child related outcomes. We assume that interactions between
children occur exclusively through social interactions and are thus unrelated to market interactions,
which appears to be a reasonable assumption in our setting.
The identification of peer effects is notoriously difficult as explained by Manski (1993) and Mof-
fitt (2001) (for a summary of the literature see also Blume and Durlauf, 2006). Manksi noted that
within a linear framework without additional information, it is impossible to infer from the observed
mean distribution of a sample whether average behavior within a group affects the individual be-
havior of members of that group. In other words, the expected mean outcome of a peer group and
its mean characteristics are perfectly collinear due to the simultaneity induced by social interaction.
This fundamental identification problem, termed reflection problem by Manski, makes it clear that
within a linear-in-means model, identification of peer effects depends on the functional relation-
ship in the population between the variables characterizing peer groups and those directly affecting
group outcomes.
Lee (2007) was first to show formally that the spatial autoregressive model specification (SAR),
widely used in the spatial econometrics literature, can be used to disentangle endogenous and ex-
ogenous effects. In a SAR model, identification of endogenous and contextual effects is possible if
there is sufficient variation in the size of peer groups within the sample. As stressed by Davezies et
al. (2006), Lee’s identification strategy crucially requires knowledge of peer group sizes and at least
three groups of different size. Bramoullé, Djebbari, and Fortin (2009) [BDF henceforth] propose
an encompassing framework in which Manski’s mean regression function and Lee’s SAR specifica-
tion arise as special cases. BDF show that endogenous and exogenous effects can be distinguished
through a specific network structure, for example the presence of intransitive triads within a net-
work. Intransitive triads describe a structure in which individual i interacts with individual j but
not with individual k whereas j and k interact.8
We denote the set of children as i (i = 1, ..., n) and yi t denotes the cognitive achievement of
child i at period t, xi t is a 1 × K vector of child and household characteristics. Each child has a
peer group Pi of size ni . By assumption child i is excluded from Pi . Denoting each network as l,
we assume that our sample of size l is i.i.d. and from a population of networks with a fixed and
known structure.9 The assumption of a fixed network structure is made on the basis that networks
are defined according to the location of the households in which children live. Since households in
our sample do not move during the two observed time periods, the network structure is fixed (see
also Section 4).10 We distinguish between three types of effects: a child’s outcome yi is affected by
(i) the mean outcome of her peer group (endogenous effects), (ii) her own characteristics, and (iii)
the mean characteristics of her peer group (contextual effects):
8This particular network structure produces exclusion restrictions which achieve identification in the same way as
exclusion restrictions achieve identification in a system of simultaneous equations.
9In our case, each village is representative of one inter-connected network, l.
10Generally, sample attrition in the YL data for Andhra Pradesh is very low with 1.29% between the two survey rounds
for the ‘older’ cohort of children used in our analysis (Outes-Leon and Dercon, 2008).
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yl i t = β
∑
j∈Pi yl j t
ni
+ γx l i t +δ
∑
j∈Pi x l j t
ni
+ "l i + "l t + ul i t (1)
Hence, β captures endogenous effects and δ contextual effects. Correlated effects are repre-
sented by "l i and "l t . We require strict exogeneity of xl t with respect to ul i t . Note that we do not
require the residuals ul i t to be homoscedastic or normally distributed.
To estimate Equation (1), we construct a neighbor matrix (alternatively interpreted as a peer
interaction matrix), W , which is interacted with the outcome variable and exogenous peer charac-
teristics to form spatial lags. We define W using a ‘K Nearest Neighbors’ (KNN) characterization.
KNN is a distance-based definition of neighbors where ‘K’ refers to the number of neighbors of a
location. Distances are computed by the Euclidean distance between GPS locations of households.
Therefore, under this approach, the set of ‘neighbors’ for child/household i includes the K chil-
dren/households characterized by the shortest distance to child/household i within each village.
We set K = 5.11 The choice of K poses a problem similar to the well-known modifiable areal unit
problem in spatial econometrics (Openshaw, 1984). We are thus careful to check the robustness of
our results to modifications in the definition of K (see Section 5.3).12 However, using this method,
we drop households that are not a nearest neighbor to any other household in the sample.13 De-
pending on the number of nearest neighbors used in our definition of W , this leads us to drop a
small number of households which causes slight variations in the sample size across specifications
(see Section 5). Given that the households are a random sample of the underlying population,
dropping such ‘island’ households should not bias our results.
Alternatively, we can construct the peer reference group as all children of the same age belonging
to the same community. The definition of a community in the Young Lives survey pertains to a
geographically well defined administrative area, such as a zone/neighbourhood in (semi-)urban and
a village in rural areas. As noted by Lee (2007), peer effects are still identified since children interact
in community based groups of different sizes. The peer/neighbourhood interaction matrix, W , has
block diagonal elements of varying sizes. This brings about variation in reduced-form coefficients
across communities of different size that ensures identification. This alternative definition captures
both peer and neighborhood effects and offers a less restrictive way of specifying the structure of
underlying peer interaction as it avoids any assumptions on the number and direction of peer links.
Manski noted that the ‘informed specification of reference groups is a necessary prelude to anal-
ysis of social effects’ (Manski, 1993: 536). In our analysis, the specification of a child’s peer group
arises naturally as we assume that children are limited to interaction within a geographically con-
11The child-level questionnaire at age twelve asks children to indicate the number of friends they have. On average,
children report to have 7 friends, with a standard deviation of 4.8. During the first sampling round, the prevalence of
1-year-old children in the population was estimated to be 2%. This meant only villages with at least 5,000 inhabitants
were selected among the sample villages to ensure the target sample size of 100 children for the ‘younger’ cohort was
met (Himaz et al., 2008). Considering child (1-5 years) mortality of 21% (Indian National Family Health Surveys 1998-
1999), the prevalence of 8-year old children in the population was most likely lower at around 1.6%. This means that the
50 sampled children of the ‘older’ cohort represent up to 60% of the population of 8-year old children in each sampled
sentinel site (see also Section 4). This implies that a five nearest neighbor specification appears appropriate to capture
the share of each child’s friends included in the sample. Nevertheless, for robustness, we also estimate our model using a
network definition based on three and seven nearest neighbors (see Section 5.3).
12In unreported results, we also allow K to vary by including all neighbors in the set of KNN that reside within a specific
distance band from a child’s household. Using this specification, in which links are un-directed, we find similar results.
These tables are available from the authors on request.
13In fact, for such ‘island’ households, column sums of the spatial weight matrix W are zero. This occurs as a result of
specifying a directed network structure, i.e., while any node has five nearest neighbors, this does not automatically imply
the node itself represents one out of five nearest neighbors to any other node in the network.
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fined area, their village and more specifically their nearest neighbors within that village. The as-
sumption appears defendable on the grounds that the sample consists of children aged 8-12 who are
arguably limited in their independent movements beyond their close environment. The construc-
tion of the weights matrix allows us thus to rewrite Equation (1) in structural form as (omitting time
subscripts and subsuming correlated effects " in u):
yl = βW yl + γx l +δW x l + ul (2)
This implies, that the reduced form is given by;
yl = (I − βW )−1(γI +δW )x l + (I − βW )−1ul (3)
If we omitted the endogenous effects (W yl) from Equation (2), the model could be estimated
using OLS under the assumption that all covariates are independent of the error term, i.e., strictly
exogenous. However, OLS is biased and inconsistent in the presence of a spatial autoregressive lag
(Anselin, 1988). Denoting the variance-covariance matrix of ul as ψul , it is easy to see that,
E[(W yl)u
′
l] =W (I − βW )−1ψul 6= 0 (4)
Anselin (1988) suggested an approach based on a Maximum Likelihood (ML) estimator to ad-
dress the endogeneity problem. To avoid computation accuracy problems in the ML approach noted
by Prucha and Kelejian (1999), Kelejian and Prucha (1997, 1998) suggested a spatial two-stage
least squares estimator (S2SLS). They suggest using a set of instrument matrices to instrument for
(x l , W x l , W yl). From Equation (4), we can see that, ideally the set of instruments contains lin-
early independent columns of [x l , W x l , W 2 x l]. Hence, identification of endogenous and contextual
effects is possible if I , W and W 2 are linearly independent.
We use the network structure of our peer reference group to ensure this condition is met. This
is the case when the network is characterized by (a small degree of) intransitivity e.g., child i and
child j are nearest neighbors, child j and child k are nearest neighbors, but child i and child k
are not nearest neighbors. This produces a network topology which achieves identification of peer
effects as shown by BDF. The networks-based intuition of this strategy is straightforward: W 2 x l is
an identifying instrument for W yl , since xkl affects y jl (since they are connected and interact with
each other) but xkl can only affect yil indirectly, through its effect on y jl . Therefore, given our
peer network structure, [x l , W x l , W 2 x l] are valid and informative instruments for endogenous peer
effects W yl .
To illustrate how our peer network structure achieves identification, Figure 2 shows a fragment
of the networks spanned by children in our data set. For example, while child pairs 8,9 and 11,9 are
nearest neighbors to each other, child 8 and 11 are not nearest neighbors. Hence, child 11 influences
child 8 only through child 9. Similar reasoning applies to the other networks displayed in Figure 2.
2.2 Correlated and Selection Effects
Correlated effects occur when individuals within a peer group behave similarly due to the common
environment that they face. This problem may arise in our setting, for example, if children attend
the same school in the village or are subject to the same macro-shocks. Selection effects, which
can be subsumed under correlated effects, arise when an individual chooses his own peer/reference
group, i.e., individuals have not been assigned randomly into peer groups; this causes a bias in the
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peer interaction effect due to the presence of unobservables that both influence the choice of peer
group and outcome. Group formation is endogenous, for example, when popular students interact
primarily with other popular students or when households sort themselves into a locality of their
choice. In our case, a possible concern is that households sort into neighborhoods based on factors
influencing their children’s cognitive development. While in the deprived rural setting of Andhra
Pradesh, it seems rather unlikely that parents choose the location of a household based on school
characteristics, there may still be other location-specific characteristics that attract households that
for example attach greater importance to the education of their children.
Several solutions to the problem of correlated effects have been proposed in the literature. Katz,
Kling and Liebman (2001) analyze the influence of a household’s neighborhood on individual and
household outcomes by looking at the impact of moving from urban public housing to suburban
wealthier neighborhoods in Boston. The problem of endogenous sorting among neighborhoods is
addressed by the random assignment among families of public support to move between neigh-
borhoods to infer the average causal relationship between moving and outcomes. Evans, Oates,
and Schwab (1992) take a more structural approach by using a system of simultaneous equations
to account for endogenous sorting because their data is not generated from a randomized inter-
vention. In particular, the comparison of the results obtained from a ‘naive’ and the structural
regressions lends substantial support to the importance of individuals’ endogenously sorting into
neighborhoods. Gaviria and Raphael (2001) look at the importance of peer interaction in determin-
ing teenagers’ propensity to engage in deviant behavior such as drug use and alcohol drinking in US
schools. In order to address endogenous sorting of families into peer groups, Gaviria and Raphael
(2001) differentiate between families that have recently moved to a neighborhood from families that
have resided in the neighborhood for a long time. The authors argue that the endogeneity prob-
lem is more severe for families that have recently moved into the neighborhood. Sacerdote (2001)
addresses the problem of endogenous sorting by using the random assignment of roommates at
Dartmouth College to identify peer effects.14 Yet, while random assignment into peer groups avoids
the selection effect, members of a peer group may still be exposed to the same environment and
(time-variant) common shocks (e.g. roommates may be exposed to the same noisy street). This
means that even in the presence of random peer group formation, that is data from a randomized
experiment, correlated effects represent a challenge to the identification of peer effects.
In this paper, following Blume and Durlauf (2006), we employ primarily a first-differenced spec-
ification to address the issue of correlated and selection effects. We employ differences between the
two available rounds of data to account for unobservables that are constant over time. This means,
we explain the change in cognitive skill levels achieved by children between t and t − 1. We write
the change in a child’s cognitive skills as a function of the change in a child’s own characteristics,
parental investment and household characteristics. We allow for peer effects by incorporating spatial
lag terms of the dependent variable as well as of a child’s peers’ characteristics, parental investment
and household characteristics. Hence, we rewrite Equation (1) as
4yl i = β
∑
j∈Pi4yl j
ni
+ γ4 x l i +δ
∑
j∈Pi4x l j
ni
+4ul i (5)
where 4yl i = yl i,t − yl i,t−1 denotes the difference in cognitive skill levels between periods t
and t − 1 for child i in network l.
∑
j∈Pi 4yl j
ni
denotes the spatial autoregressive term and 4x l i =
14Our brief review covers only some selected papers. For a more general overview we direct the reader to a compre-
hensive recent review of the social interactions literature by Epple and Romano (2011).
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x l i,t − x l i,t−1 denotes the change in child i’s own characteristics including parental investment and
household characteristics while
∑
j∈Pi 4x l j,t
ni
denotes the change in child i’s peers’ characteristics be-
tween t and t − 1. This can be easily seen in terms of the network specification,
4yl = βW 4 yl + γ4 x l +δW 4 x l +4ul (6)
While we are able to difference out all the child, household and village level fixed effects that are
constant over time, correlated effects will still continue to persist if there are common environment
related time-varying unobservables that affect both the child’s as well as her peer group’s outcome.
For instance, it is possible that more schools were constructed between the two time periods in
a particular village causing growth in education achievement for all children in that village. We
address this issue in three ways.
First we explicitly account for village-level changes to education by utilizing information on the
older siblings of each child. We are agnostic with regard to whether such time-varying village-level
unobservables are due to endogenous sorting or unobserved effects, such as the construction of a
new school. We construct a quasi-cohort data set by pooling information on all the older siblings of
each child in each village.15 We restrict the sample to those children who are up to two years older
than the reference child in both years. To the extent that school enrollment and continuation is a
proxy for student achievement, we calculate the average (highest) grade reached by this subset of
older children for each village for both time periods. In order to capture any time-varying village-
level effects that could have a direct impact on the education/schooling of children we include
this variable (in first difference) in our specification. Our objective is to see whether peer effects
still continue to hold even after conditioning on these time-varying, village-level effects. This is
incorporated as,
4yl = βW 4 yl + γ4 x l +δW 4 x l + θ 4 e¯l +4ul (7)
Since we treat each village as one interlinked network (our peer interaction matrix, W , is a block
diagonal matrix of the large network of all villages), e¯l represents the change in average educational
attainment of a sample of older children in the village where the assumption is that θ4 e¯l = "l t (see
Equation (1)).
Secondly, following BDF, we apply a within transformation at the network-level defined by a
child’s nearest neighbors (‘local’ transformation) to account for correlated effects.16 This involves
averaging Equation (6) over all of child i’s K nearest neighbors. Using average village-level school-
ing of older siblings to control for time-varying unobservables that are correlated with the peer
effects only accounts for differences across villages. By using the local transformation, we can also
account for unobservables that vary by nearest neighbor networks. The structural specification (for
expositional simplicity omitting contextual effects) is thus,
(I −W )4 yl = β(I −W )W 4 yl + γ(I −W )4 x l + (I −W )4 ul (8)
15Our choice of aggregating information at the village-level is supported by findings such as Bayer et al. (2008) who
suggest that endogenous sorting is more likely at broader levels, e.g., the neighborhood-level, than for finer levels of
aggregation, in their case the block-level in the Boston metropolitan area.
16BDF suggest two ways of accounting for correlated effects: ‘local’ and ‘global’ within transformation. In a local
transformation the model is written as a deviation from the mean equation of the individual’s peers and in a global
transformation it is written as a deviation from an individual’s network.
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Hence, using first differences, we not only wipe out unobserved individual, household and vil-
lage characteristics that remain constant over time, but also nearest neighbor network-specific cor-
related effects.
Third, we implement an instrumental variable (IV) approach. We have data on household-
specific idiosyncratic shocks (see Section 2.4), which we use as an instrument to predict a child’s
own cognitive achievement gain. This provides a valid instrument because child i’s peers’ cognitive
achievement gains are not directly affected by the household-specific shock affecting child i, but
indirectly through the impact the shock has on child i’s cognitive development. We show that the
instrument is also highly informative as idiosyncratic shocks are negatively correlated in a statisti-
cally significant way with a child’s own achievement gains. This IV approach provides an alternative
and intuitive way of gauging the effect of correlated effects on our peer effect estimates.
2.3 Mis-specification of the Peer Network Structure
Our identification approach relies on the assumption that social interaction is mediated by geograph-
ical proximity: children that are located geographically close to each other within villages are more
likely to interact than children geographically afar. Our empirical approach requires us to fully spec-
ify the structure of the social interaction between children. An obvious concern with this approach,
which we discuss in this section, is the potential mis-specification of the peer network structure, i.e.,
the spatial weight matrix. We distinguish in our discussion between two related issues that may
lead to mis-specification: (1) data missing at random due to random sampling and (2) the unknown
population network structure.
2.3.1 Sampling
A widespread problem associated with the empirics of social network data is that of mis-measurement
due to sampling. Sampled data on networks are obtained by enumerating links amongst the sam-
ple of individuals who are selected from the population either (i) based on the realization of the
dependent variable or a variable correlated with the dependent variable or (ii) through some ran-
dom mechanism. This would lead to measurement error if there are certain units that exist in the
population, not represented in the sample, but who are connected with some units included in the
sample.
Marsden and Hurlbert (1987) discuss the bias that arises when individuals select into the sample
based on their realization of the dependent variable or a variable correlated with the dependent
variable. The resulting bias is well-known in the literature on sample selection (Heckman, 1976,
1979). In contrast, when nodes are randomly assigned into the sample, a common assumption
(e.g., Hoff, 2007; Taskar et al., 2004) in the estimation of network properties on sampled data is
that the missing information on link presence/absence is missing at random. We consider spatial
networks where the underlying network structure is based on nearest (spatial) neighbors. In our
data, children were sampled randomly and children have not been selected into the sample based
on the geographical location of the household they belong to within villages. Hence, it is reasonable
to assume that the network data on missing links is missing completely at random because the units
in the analysis were sampled at random from the population. In other words the probability of
observing a missing link depends only on the probability of two units i and j being observed which
is assumed to be random due to sampling. We nevertheless use Monte Carlo experiments to explore
more rigorously the potential estimation bias that arises from random sampling in Section 5.3.1.
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2.3.2 Unknown population network structure
The definition of interactions between children is based on geographical proximity between chil-
dren. This is an assumption required in the absence of actual information on interaction patterns
between children within villages.17 This implies that our network structure might only imperfectly
approximate the true underlying social network structure.
Despite the importance of this issue for identification, the spatial econometrics literature pro-
vides hardly any guidance on the magnitude and direction of the bias due to mis-specification of the
spatial weights matrix and the circumstances under which it is most likely to affect the estimates.
Páez et al. (2008) use Monte Carlo exercises where they vary the level of spatial autocorrelation and
network topology to analyze bias in a SAR model from under-specification of the adjacency matrix,
i.e., assuming that a given node’s degree is smaller than in the true model, and over-specification,
i.e., assuming that a given node’s degree is larger than in the true model. For the SAR specifica-
tion, Páez et al. find that bias from under-specification is particularly severe when average degree
and/or clustering in a network is low, i.e., the spatial weight matrix is sparse, and true underlying
spatial autocorrelation high. Over-specification results in pronounced bias when average degree is
low, but clustering high, which means that in networks where there are connected components with
few links between components, adding false links results in particularly severe a bias. Lee (2009)
derives theoretically the bias arising from mis-specification of the adjacency matrix in a model with
spatial lags in the independent variables and provides Monte Carlo results for the SAR model show-
ing that a misspecified spatial weight matrix causes bias in both maximum likelihood and two stage
least squares based estimation. His results suggest that the bias from under-specification points
downward whereas in the case of over-specification estimates are upward biased. Generally, Lee
finds bias from over-specification to be lower than bias from under-specification. In order to inves-
tigate potential implications for our results, we report results from similar Monte Carlo experiments
in Section 5.3.2 and allow the degree, i.e., the number of nearest neighbors, to vary (see Section
5.3.3). In our Monte Carlo exercise, we allow for both over- and under-specification of the network
as well as a mixture of both. Specifically, we simulate random deviations from the true underlying
network and do not restrict these simulated networks to be above or below the hypothesized popu-
lation network. This implies that any random draw from the set of simulated networks could pick
up either an over-specification or under-specification.
2.4 Peer Effects and Insurance against Shocks
Having established identification of peer effects, we are also interested in testing whether peer
effects can provide insurance against adverse shocks to skill acquisition. In the given context, we
have a rather informal way of insurance in mind. Children may intuitively rely more on their
peers when their own household is affected by an adverse shock, rather than benefit from support
mechanisms involving direct transfers.
To test for insurance, we rewrite our specification in Equation (5) to account for idiosyncratic
shocks in period t as
17Actual information on individuals’ networks are rare. Some exceptions are Conley and Udry (2010) who have detailed
data on self-reported communication networks of farmers in Ghana and the Add Health database (see Lin, 2010 for a
description) that incorporates information on friendship links. However, even when data on self-reported networks are
available, the resulting network structure might still be mis-specified due perception bias and other potential reasons for
individuals (un)intentionally mis-reporting their social networks.
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4yl i = φ + β
∑
j∈Pi4yl j
ni
+ γ4 x l i +δ
∑
j∈Pi4x l j
ni
+ηsl i + ul i (9)
where sl i is a dummy variable indicating whether the child’s household has experienced an
idiosyncratic shock between the two time periods. A large body of work has attempted to apply a
test for full/partial insurance for consumption using various methods. The main challenge has been
to identify the coefficient of village/network average consumption. Akin to the literature on peer
effects, identification is not straightforward due to the reflection problem as the OLS estimator would
mechanically fit the mean. Various methods have been proposed and implemented (Townsend,
1994; Gertler and Gruber, 2002; De Weerdt and Dercon, 2006). A standard IV approach is usually
regarded as an appropriate solution (Brock and Durlauf, 2001; Boozer and Cacciola, 2001). Once
identified, the test for full/partial insurance is applied by introducing the idiosyncratic shock as an
overspecification of the model, i.e., ηˆ= 0 is interpreted as evidence in favor of peer group insurance.
In our case, having established identification on our peer effects variable, the test is to see whether
conditional on peer effects, the idiosyncratic shock is orthogonal to our measure of cognitive skill
formation. The intuition for this is that shocks affecting a child’s skill formation through their impact
on household resources should not affect skill growth once skill growth across the child’s peers is
accounted for. As stressed in the relevant literature, the validity of the test for peer group insurance
formulated in Equation (9) rests on the assumption that an individual’s utility function is separable
in the shock and the outcome variable of interest. This means that utility derived from cognitive skill
formation must not depend directly on the household’s endowment affected by a given shock, i.e.,
parents’ preferences for a child’s skill formation must not change as a function of the shock received.
3 Estimation
While the S2SLS estimator proposed by Kelejian and Prucha (1997, 1998) allows consistent estima-
tion of the coefficient associated with the spatial autoregressive term, it requires the residuals to be
i.i.d. and homoscedastic. More recently, Kelejian and Prucha (2007) suggested a spatial nonpara-
metric heteroscedasticity and autocorrelation consistent (SHAC) estimator which accommodates
heteroscedasticity of unknown form and spatial autocorrelation in the residuals.18 Contrary to Con-
ley (1999), Kelejian and Prucha’s estimator does not require the spatial process to be stationary,
which is essential in the context of SAR models as specified in Equation (5) above.19
To see how the S2SLS estimator is implemented, rewrite Equation (5) in a drastically simplified
form, omitting spatial lags in covariates X for expositional simplicity, as
y = Zζ+ u (10)
where Z = [W y, X ] and ζ =
 
β
γ
!
. We use the matrix H = [X , W X , W 2X ] to instrument for
W y . The estimator is then given by
18Empirical applications of the estimator are still rare. Exceptions are the papers by Anselin and Lozano-Gracia (2008)
and Ben Arfa et al. (2009). Anselin and Lozano-Gracia use the estimator in a hedonic model of house prices in the US
whereas Ben Arfa et al. study the geographical distribution of dairy farms in France.
19As noted by Kelejian and Prucha (2007), it suffices that cross-sectional units have different numbers of neighbors to
obtain a nonstationary spatial process. Considering the discussion in Lee (2007), this may even be a desired feature in
the data to be able to disentangle endogenous and contextual effects.
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ζˆ= (Zˆ Z)−1 Zˆ ′ y (11)
where Zˆ = H(H ′H)−1H ′Z . Denote the residuals obtained from this S2SLS estimator as un.
Kelejian and Prucha (2007) assume that the disturbance process can be described as
un = Rnεn (12)
where εn is a n×1 vector of innovations and Rn is an n×n non-stochastic matrix with unknown
elements. Note that vectors and matrices are denoted by n as they may depend on the sample size.
Kelejian and Prucha (2007) assume that Rn is non-singular and the row and column sums of Rn
and R−1n are bounded uniformly in absolute value by some constant cR where 0 < cR < ∞. The
corresponding variance-covariance (VC) matrix is defined as
ψi j,n = n
−1H ′nΣnHn (13)
where Hn is a n× ph non-stochastic matrix of instruments defined above and Σn = RnR′n denotes
the VC matrix of un where row and column sums of Σn are also uniformly bounded. Spatial depen-
dence is introduced through a kernel function which is a real continuous and symmetric function
that defines weights for covariances as K(d∗i j,n/dn) with di j,n ≥ 0 and bandwidth dn > 0. Whenever
di j,n ≥ d(n), the Kernel is equal to zero. We choose a plug-in bandwidth based on the distance to
child i’s K nearest neighbors as discussed above.20 Since the choice of the kernel is usually of little
importance in the implementation of nonparametric estimators, we choose the standard Epanech-
nikov kernel. Then the (r, s)th element of the true VC matrix Ψn of the SHAC estimator is given
by
ψˆrs,n = n
−1
n∑
i=1
n∑
j=1
hir,nh js,nuˆi,nuˆ j,nK(d
∗
i j,n/dn) (14)
Our theoretical justification for the specification of the model in Equation (5) allows us to treat
any potential spatial autocorrelation in the error term as nuisance. Hence, we do not need to impose
any particular functional form on the spatial autocorrelation in the error term which corroborates
our choice of the SHAC estimator.21
4 Data
We use data from the India part of the YL project. YL is a long-term study of childhood poverty
being carried out in Ethiopia, India (in the state of Andhra Pradesh), Peru and Vietnam. The survey
consists of tracking two cohorts of children over a 15-year period. Currently data from two rounds
of data collection are available. In Round 1, 2,000 children aged around one (the ‘younger’ cohort)
and 1,000 children aged around eight (the ‘older’ cohort) were surveyed in 2002. Following up,
Round 2 involved tracking the same children and surveying them in 2006 at age five and twelve
respectively.
20Our choice of the plug-in bandwidth seems appropriate given our modeling choice of peer interaction based on a
child’s K nearest neighbors. As a potential alternative, see Lambert et al. (2008) for a discussion of data-driven bandwidth
selection in the context of the SHAC estimator.
21To implement the SHAC estimator, we use the spdep (Bivand et al., 2008) and sphet (Piras, 2010) packages in R.
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The sample of children is representative of the three regions of Andhra Pradesh: Rayalseema,
Coastal Andhra and Telangana. The sampling process was fourfold. First, six districts were selected
based on the classification of poor/non-poor given by their relative levels of development. In the
second stage, twenty sentinel sites (mandals) within these districts were identified based on the
same classification. Subsequently, one village was randomly selected from approximately four to
five villages that comprised a sentinel site and households within the selected village were also
selected randomly. Finally the questionnaires were administered to around 100 one-year-old and
50 eight-year-old children in these villages. Data was collected through household questionnaires,
child questionnaires and a community questionnaire.
In Helmers and Patnam (2011), we analyzed the formation of both cognitive and non-cognitive
skills paying particular attention to self-productivity as well as cross-productivity effects. We have
found statistically and economically significant evidence for self-productivity for cognitive skills and
cross-productivity effects of cognitive skills on non-cognitive skills. However, we have not found any
evidence of self-productivity for non-cognitive skills nor of non-cognitive skills affecting cognitive
skills. We therefore focus our analysis of spatial peer effects on the formation of cognitive skills.
Moreover we omit the use of many non-cognitive inputs in the production function that the data
allow us to use precisely for this reason. Since we are interested in the determinants of the evolution
of cognitive skills over time, we can only use the ‘older’ cohort of children because for the ‘younger
cohort’ there is no information on children’s cognitive skill levels at age one. This means we only
use information for the ‘older’ cohort of children to analyze the determinants of their cognitive skill
formation between age eight and twelve. For a more detailed description of the data set see Helmers
and Patnam (2011). Table 1 shows some summary statistics for the variables used in our analysis.
4.1 Location and Peer Effects
In order to construct geographical distances between households/children, we collated various ge-
ography variables from two GIS files: the Taluk map of Andhra Pradesh which provides digitized
Taluk (administrative boundary) polygons, and a household location map that contains, as a point
feature class, detailed GPS locations of every household/child in the YL data set. The latter was
overlaid with the Taluk map to identify village level clusters for households. This gives us longitude
and latitude information on the location of households and children and thus allows us to compute
the Euclidean distance between households. The distance is used to determine a household’s near-
est neighbors which are used to measure spatial peer effects. Note that we have GPS locations of
only 750 out of the 1,000 sampled households. To assert that there are no systematic differences in
characteristics of households/children for which GPS information is and is not available, we imple-
ment a number of tests. First, a Kolmogorov-Smirnov test does not reject equality of the outcome
distributions with a p-value of 0.322. We also conduct t-tests for differences in means between the
sample children and those for whom we have missing GPS information over a range of observable
covariates that are included in our empirical specification. The results are reported in Table A-I.
Barring a few variables, we find no significant differences in both child and household demographic
characteristics.
4.2 Cognitive Skills
In principle, cognitive skills are unobserved. In order to proxy them, we use observed measures.
Since we use a specification in first-differences, we need the same measures at age eight and twelve.
15
This restricts our choice of possible measures because the survey questionnaires differed between
Round 1 and Round 2. The only measures for cognitive skills that are available for children at age
eight and twelve are reading and writing test scores.22 These tests assess mostly a child’s general
intelligence and her ability to apply acquired knowledge and skills. These skills are distinct from
non-cognitive skills which aim to measure a child’s personality traits (Borghans et al., 2008). Our
specification in first-differences accounts for unobserved initial conditions. Such initial conditions
due to a child’s unobserved endowment are assumed to exert a constant effect over time on the for-
mation of cognitive skills which means that by taking first-differences we eliminate them from the
specification.23 We focus on the change in reading and writing scores as an indicator of child’s cog-
nitive development. There are two reasons for doing so. Firstly, Cueto et. al. (2009) find evidence
that the change in skill development of mathematics, for children in India is quite negligible. The
authors assess the technical validity of many of the academic and psychometric tests administered
in the YL data and find that by Round 2 of data collection, most children in India could already
do maths and improved only in the other areas (writing and reading). Those children who had
picked up the mathematical skill early on (a high 87%) continued to do well even after four years.
Secondly, we find a huge improvement in writing skills of children between the two rounds. The
percentage of children who were able to write without difficulty improved from 51% to 69% in four
years. Table 1 shows the summary statistics of reading and writing scores at age eight and twelve
as well as in first-differences.
4.3 Inputs
Since we implement a specification in first-differences, only inputs into the production of cognitive
skills that change over time can be included in the conditioning set of variables. This rules out the
use of variables such as a child’s gender, caste, birth order etc. Yet we also split the sample by gender
to investigate differences in the role peers may play to insure children against adverse idiosyncratic
shocks.
The set of potential input variables is further restricted because of the differences in the design
of the questionnaires in the two surveys. We use child anthropometries, that is child weight and
height as proxies for child health and unobserved initial conditions whose expression varies over
time. In addition, we include the change in the number of a child’s siblings. This variable captures
changes in parental input as well as potential effects arising from within-family interaction and
household size. In addition, we include a measure of how much time the child spends working.
Given that a child divides her time between school, work, and leisure, the change in time spent
working captures changes in the time spent at school and spare-time activities. We therefore do not
account separately for a change in schooling. As a measure for the quality of a child’s schooling, we
include a variable indicating whether the child moved from a public to private school between age
eight and twelve. As a direct measure of the resources available to a child, we include the change in
22We use standardized scores. The reading item required children to read three letters, one word, and one sentence.
The reading item was scored as follows: 1 point if children could read the sentence, 0.66 point if they could read the
word, 0.33 point if they could read the letters and 0 points if they could not read anything or did not respond. The
writing item asked the children to write a simple sentence which was spoken out loud by the examiner. This item was
scored as follows: 1 point if children could write the sentence without difficulty or errors, 0.5 point if they could write
with difficulty or errors, and 0 points if they could not write anything or did not respond (Cueto et. al, 2009).
23We recognize that this is a strong assumption as the expression of a child’s initial endowment over time may vary as a
function of a child’s environment. To the degree that changes in child anthropometries, specifically changes in child height
and weight, proxy for time-varying effects of unobserved initial endowments (see Weedon et al., 2007), this problem is
mitigated as we include these variables in the conditioning set (see Section 4.3).
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household assets.24 Moreover, we include a dummy variable indicating whether a child’s household
is located in a (semi-)urban area and a dummy variable for whether the household is located in
the coastal area of Andhra Pradesh. These indicator variables capture time-varying location-specific
effects.
The survey captured detailed information on various shocks faced by the child’s household in-
cluding economic, climatic, health and other miscellaneous shocks. We were able to divide these
shocks into (a) idiosyncratic shocks and (b) covariate shocks. Idiosyncratic shocks include shortfall
of food, loss of livestock, death or serious illness of family members, and job loss in the household,
and whether the household was subjected to crime. Here, we take care to include only those shocks
that are specific to any given household and are not correlated with the occurrence of the same in
other household (this is validated in the results section later on). Covariate shocks include natural
disasters and calamities and crop failures. We create two shock variables which are dummy variables
indicating whether the child’s household had experienced an idiosyncratic or covariate shock respec-
tively between age eight and twelve. The covariate shock is part of the basic model specification,
whereas the idiosyncratic shock variable is used to test for insurance.
5 Results
We first provide descriptive evidence for spatial peer effects on child cognitive achievement gains.
Figures 3 and 4 present nonparametric plots of a child’s first-differenced reading and writing scores
against the average first-differenced scores of her five nearest neighbors. Both graphs provide de-
scriptive evidence that peer effects matter as they show that a child’s own score gain is increasing in
her peer’s performance.
5.1 Peer Effects
Table 2 shows the results for writing skills from estimating Equation (5) using OLS and the estima-
tion procedure described in Section 3 above. Columns (1) and (2) show OLS results not accounting
for potential heteroscedasticity and spatial autocorrelation in the error term. Column (1) does not
allow for peer effects; the results show that a number of variables is statistically significant: the
change in child height and weight, the change in the time worked, the public school variable, and
the indicator for whether the household is located in an urban area. Since the public school vari-
able is equal to one if the child switched from private school to public school between age eight
and twelve, zero if no switch occurred and minus one if the child switched in the other direction,
the positive coefficient suggests that children benefitted on average from switching from private to
public school between age eight and twelve. Since we use first-differenced variables, the location-
specific variables, urban and coastal area, capture time-variant location specific unobservables. The
fact that the urban indicator variable is statistically significant suggests that this is a relevant con-
cern despite using first-differences, i.e., that different locations are on different trajectories in terms
of child skill development. When we account for peer effects in Column (2), we note a positive
and statistically significant coefficient associated with endogenous peer effects. An increase of one
standard deviation of the endogenous effects leads to an increase of 0.2 standard deviations in the
growth of writing skills. The coefficient on the endogenous peer effects as estimated by the OLS
24We use a wealth index which consists of three components: housing quality, consumer durables such as a refrigerator
or a telephone, and services such as electricity or toilets available to the household.
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specification is not close to one in the typical linear-in-means sense, because of the non-linearities
induced by the network structure. However the OLS estimates still remain biased due to simultane-
ity issues and other unobservable factors. The other covariates that were statistically significant in
Column (1) remain so.
In order to test for the presence of spatial dependence in the error term, we apply a Lagrange
Multiplier (LM) test to the OLS residuals in Columns (1) and (2). The null hypothesis is the absence
of spatial autocorrelation, which is tested against the presence of autocorrelation captured by a
spatial error component (Anselin and Hudak, 1992). The p-value reported in Columns (1) and (2)
suggests the presence of spatial dependence in the residuals even when accounting for a spatial lag
of the dependent variable. We apply the studentized Breusch-Pagan test to check for the presence
of heteroscedasticity. The p-values reported in Column (1) and (2) show strong evidence for the
presence of heteroscedasticity.
Column (3) accounts for heteroscedasticity by estimating White’s (1980) robust standard errors.
Obviously, the point estimates remain unchanged. Also, the peer effect term remains statistically
highly significant. Overall, we find that the standard errors are only marginally changed when
computing White’s (1980) robust standard errors which is surprising given the strong evidence for
the presence of heteroscedasticity shown in Columns (1) and (2).
Columns (4) and (5) report the results when using the S2SLS estimator which accounts for
endogenous effects through its instrumental variable approach. The estimates in Column (4) assume
homoscedasticity and absence of spatial autocorrelation in the residuals of Equation (5), but account
for the endogeneity of the spatial lag variable. Hence, the results in Column (4) show the bias when
ignoring this endogeneity in Columns (2) and (3). Column (5), in contrast, reports the results for
the SHAC estimator, which is least restrictive in terms of assumptions imposed on the residuals of
Equation (5) allowing for both heteroscedasticity and spatial autocorrelation and is therefore our
preferred estimator. The results in Columns (4) and (5) show a large increase in the coefficient of
peer effects. Now, an increase of one standard deviation in a child’s peers, has twice the effect on
the change in writing skills it had when using OLS. Among the conditioning variables, an increase in
the height and weight of a child is negatively associated with cognitive achievement. The coefficient
is positive and statistically significant for the public school variable. The urban dummy variable is
no longer statistically significant.
Columns (6) and (7) report the results when also accounting for contextual effects. Column
(6) reports OLS results, whereas Column (7) reports the SHAC estimates.25 Again, we note a
substantial difference in the coefficients associated with endogenous effects between OLS and the
spatial two-step estimator. The coefficient obtained for the S2SLS estimator suggests that a one
standard deviation increase in peer skill growth increases writing skill formation by nearly half
a standard deviation, which is a sizeable effect. Among contextual effects, only the change in
height of a child’s peers as well as whether her peers have switched between public and private
school are statistically significant. Cooley (2010) provides a detailed discussion on the specification
and interpretation of contextual effects in the clasroom/child learning context. She argues that
when the child is able to choose her own effort with a view to increase outcomes, it is unclear
whether increasing peer exogenous characteristics will have a positive or a negative effect. This is
because higher values of peer exogenous characteristics might reduce own outcome values if there
are positive spillovers from endogenous peer effects, which we condition on. For instance, consider
25We computed the corresponding variance inflation factors to investigate the potential presence of multicollinearity,
but there is no evidence for this.
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a child whose writing scores are increasing in its peers’ writing scores as well her own school choice
(switching to public school). If all her peers also decided to switch to public school and increased
their effort then, controlling for the child’s own school switch and her peers’ achievement levels, we
would expect to see a decrease in own achievement levels because the child is inclined to reduce
effort to reap the positive peer spillovers. Overall, the precise interpretation of contextual effects
having accounted for endogenous effects is at best ambiguous.
Table 3 reports the corresponding results for the change in reading scores. In Column (1), we
report again OLS results ignoring both endogenous and contextual effects. Among the covariates,
as for writing scores, the public school dummy variable, and the indicator for whether the house-
hold is located in an urban area are statistically significant. In addition, also the variable indicating
whether a household is located in the coastal area is statistically significant. In Column (2), we add
endogenous peer effects. The coefficient is positive and statistically significant: a one standard de-
viation increase in a child’s peers’ skill growth is associated with an increase of a fifth of a standard
deviation of the child’s own skills. The LM test for spatial autocorrelation in the residuals is flatly re-
jected. Similarly, the Breusch-Pagan test strongly suggests a non-constant variance of the residuals.
Column (3) reports OLS results with robust standard errors where again the standard errors do not
differ dramatically. In Columns (4) and (5), we report the results from using the S2SLS estimator.
As for writing scores, the coefficient associated with peer effects increased markedly. In Column (5),
for our preferred estimation method, the SHAC, a standard deviation of a child’s peers’ skill change,
increases her own skill growth by slightly more than half a standard deviation. Columns (6) and
(7) show the coefficients when including contextual effects in the model. The coefficients for peer
effects drop slightly for both estimators, OLS and SHAC, and we find only a child’s peers’ change in
weight and the public school variable to be statistically significant among the contextual effects.
In the remainder of this section, we discuss a range of additional results that employ different
modifications of the basic specification to investigate the importance of potentially omitted unob-
servables in driving our results. However, considering the great similarity in the results found in
Tables 2 and 3, we limit this discussion to the results obtained for writing test scores.26
Table 4 reports results when accounting for potentially omitted unobservables by augmenting
the specification with the village-level schooling variable constructed using children’s older siblings
or the local within-network transformation as described in Section 2.2 above. In addition, the
table contains results for an IV estimation, in which we instrument endogenous peer effects with
idiosyncratic shocks.
Column (1) shows OLS results when allowing for peer effects and controlling for time-varying
unobservables that are correlated with peer effects, such as unobserved changes in the availability
or quality of schools. We note that the peer effect coefficient remains nearly unchanged compared to
the results reported in Column (2) of Table 2. The schooling of older siblings averaged at the village-
level is statistically not significantly different from zero, providing no evidence for a bias of the
coefficient associated with endogenous effects due to time-varying schooling-related unobservables.
When we look at the second column in which the SHAC results are reported, we note that the added
control variable is also not statistically significant and the magnitude of the peer effect estimate very
close to the one reported in Table 2.
Column (3) reports the results when using a local within-transformation that accounts for unob-
26The corresponding results when using reading test scores as the dependent variable are broadly similar to those
shown for writing test scores and are available upon request from the authors.
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servables at the nearest neighbor network-level.27 The magnitude of the peer effect coefficient falls
slightly relative to Column (2). However, interpretation of the effect is difficult because under the
local transformation peer effects represent the deviation of a child’s gain from the average gain of
her peers. Finally, Columns (4) and (5) report results for an IV approach exploiting the exogeneity
of a child’s idiosyncratic shock with respect to her peers’ cognitive achievement gain. Hence, in a
first stage, we use the idiosyncratic shocks as an instrument for change in peer skills. The exclusion
restriction is that an idiosyncratic shock hitting child i affects her peers only through its direct effect
on the cognitive achievement gain of child i. This is a credible assumption given the idiosyncratic
nature of the shocks. To validate this identification strategy, we include average peer idiosyncratic
shocks in our contextual effects specification shown in Column (7) of Table 3, while controlling for
own idiosyncratic shocks and find a statistically insignificant effect associated with it.28 The results
in Column (4) show that idiosyncratic shocks affect cognitive skill growth adversely in a statistically
significant way, which suggests that the instrument is also informative. When we look at the results
in Column (5), we note the similarity of the magnitude of the peer effects coefficient with respect to
the coefficients obtained using the S2SLS estimator. This is not that surprising given that the S2SLS
uses all variables included in the first stage in Column (4) in its instrument set – with the exception
of the shock variable. Nevertheless, this finding lends further credibility to our choice of the spatial
two-step estimator as our preferred estimator.
We now use our second peer group classification which is based on children belonging to the
same community, i.e., a child’s peer reference group consists of all other children in the sample
who belong to the same community. Table 5 reports results from the community based classifica-
tion. Since we rely only on variation in group size for identification, we only include endogenous
effects in the specification at the community level, i.e., we assume that δ = 0 in Equation (2), to
avoid a potential problem of weak instruments. The results are similar to those obtained using the
neighborhood-based peer group classification. Peer effects are positive and significant across all dif-
ferent specifications.
Overall, these results provide strong evidence for peer effects to matter for the development of
cognitive skills. Moreover, endogenous effects appear to be much more important economically than
contextual effects and we find no evidence for time varying correlated effects to bias our results.
5.2 Insurance Test
Next, we provide evidence to show that peer groups can help children cope with idiosyncratic, ad-
verse shocks. Both OLS and spatial estimators with and without the inclusion of peer effects are
presented in Table 6. Columns (1) and (2) reports results using the five nearest neighbor network
definition whereas Columns (3) and (4) report community-level results. For both, nearest-neighbor
and community-level network definitions, we find that the idiosyncratic shock variable has a neg-
ative and significant effect on child cognitive achievement measured as the change in writing test
scores. This effect, however, becomes insignificant after accounting for peer effects. This result holds
27Since the local transformation eliminates a considerable amount of variation in the data, we choose to estimate the
transformed model assuming that the error process follows a known SAR(1) process using a GMM estimator proposed by
Kelejian and Prucha (2009).
28The coefficient of W∆HH Shock (Idiosyncratic) is -0.004 with a standard error of 0.179. In unreported results, we
also regress the peer idiosyncratic shock directly on the outcome variable without including endogenous effects and also
find a statistically insignificant effect.
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for both neighborhood and community based classifications of peer groups. This means that condi-
tional on peer effects, idiosyncratic shocks have no effect on cognitive skill formation. At the same
time, the coefficient associated with peer effects is positive and statistically significant as shown in
the preceding section. This provides evidence in favor of peer effects helping children to cope with
adverse idiosyncratic shocks.
To investigate potential underlying heterogeneity in peer effects, we split the sample by gen-
der. In rural India, children are often treated differently depending on their gender. In particular,
girls maybe be more restricted in the ability to move around freely outside of the household and
therefore may be exposed to less interaction with their peers. Another reason to split the sample is
the possibility that boys tend to interact more with boys and girls with girls. Table 7 contains the
corresponding results. The most interesting finding is that the idiosyncratic shock negatively affects
skill formation of girls whereas the effect is insignificant for boys. This supports previous findings
in the literature suggesting the presence of widespread discrimination against girls in developing
countries. Bjorkman (2009) for instance finds that negative income shocks have large negative and
highly significant effects on female enrollment in primary schools whereas the effect on boys’ en-
rollment is smaller and only marginally significant. A large body of evidence exists that shows that
girls receive much less schooling in rural India and that intra-household expenditure towards chil-
dren is skewed in favour of boys (Alderman et. al., 1994; Rosensweig and Schultz, 1982; Behrman,
1998). Further, our results show that the adverse effects of negative shocks to the household on
girls’ educational achievement continues to persist even after the inclusion of peer effects in the
model (however the coefficient on shocks falls marginally). Hence, we find that peer effects tend
not to insure girls against adverse shocks. It would be interesting to see whether this effect plays out
differentially in rural as compared to urban areas. Given the limited sample size, it is not possible to
carry out this exercise with the present data, but we highlight this as a matter for future research.
5.3 Robustness
In this section, we conduct various robustness checks to assess the robustness of our estimates to
different sorts of bias. Our key identifying assumption centers around the specification of the peer
network structure. This section, therefore, investigates the sensitivity of our results to different
assumptions regarding the peer network structure.
5.3.1 Monte Carlo Experiment: Repeated Sampling
First, we provide Monte Carlo evidence to investigate the sensitivity of our results to mis-specification
of the social network structure due to the fact that we have data only on a random sample of chil-
dren. We simulate data representing, say, a fictitious village. We generate 260 data points and assign
them random locations in space. This represents our ‘population’. Based on the locations of the units
in our population, we build our peer reference group based on the envisaged spatial structure, i.e.,
five nearest neighbors. We then estimate the parameters of a simple SAR model for the population
(β denotes the peer effect and subscript l a network):
yl = α+ βW yl +δx l + ul (15)
Next, we draw random samples, of size 30%, 40%, 50% and 60% from our population. For
each sample size, we draw 200 bootstrap samples and then estimate Equation (15) to obtain sample
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estimates. We compare the distribution of these sample estimates, i.e., peer effect estimates, to the
true population estimate. Figure 5 plots the histograms of the sample point estimates as a deviation
from the population estimate for each of the four sample sizes. The figure shows that on average,
the sample estimates converge in density to the population value. This provides some evidence
that estimates based on a sample structure of networks are likely to be robust to sampling error if
sampling is undertaken at random and the network structure is built around the assumption that
the probability of observing missing links depends only on observing the units that constitute the
links. We note here that this is a feature of the network structure that we postulate, i.e., a spatially
driven network structure. This assumption may be invalid for other types of network structures, such
as kinship, friendship and more generally structures which incorporate links that are strategically
formed.
5.3.2 Monte Carlo Experiment: Assessing Parameter Bias using Networks with Controlled
Topology
Next we explore bias that arises from empirical mis-specification of the true albeit unknown net-
work structure. To do this, we use a controlled network topology driven Monte Carlo experiment
similar to Páez et al. (2008) discussed in Section 2.3. As in Section 5.3.1 above, we estimate a
population model and compare it to the distribution of sample estimates, but this time we do not
impose any specific network structure on the population. Instead, we allow the network structure
to be chosen at random, controlling only two topological network parameters: network density and
spatial dependence.
The simulation is carried out in two steps. First, we simulate several random networks in the
population given a specific combination of network topology parameter values. We do this for all
combinations within a specified range of parameter values. For each random network we estimate
the population model and compare it to the distribution of sample estimates obtained from 200
sampling draws from the population. The sample estimates are based on a model whose network
structure is given by the five nearest neighbors definition. Hence, in essence, we compare the
peer effect estimate obtained from the population with a random network structure to the estimate
obtained from a sample with a five nearest neighbor network structure over a range of two network
topology parameters.
We calculate the Mean Squared Error (MSE) of the sampling estimates from its true population
value to benchmark the parameter configurations. The MSE combines both, the estimation variance
as well as the bias of an estimate into a measure of goodness of fit. The mean square error of any
given parameter, β , is given by (Florax and Rey, 1995):
MSE(β) = Σr
(βˆr − ¯ˆβ)2
R
+

Σr(βs − βˆr)
R
2
(16)
where βˆr is the estimate in replication r,
¯ˆβ is the mean of the estimate for all replications, βs
is the true value of the parameter, and R is the number of replications in the simulation experi-
ment. This measure adjusts for both over- and under-specification by using squares of the total
deviations thus accounting for both negative and positive deviations which ensures that the bias
will not average out. Figure 6 shows a surface plot of the MSE along with the relevant network
parameters associated with each MSE value. The figure shows that the MSE is lowest when the
spatial dependence in the true social network is high and network density is low. The quality of the
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five nearest neighbor sample estimator suffers with decreasing spatial dependence as captured in
the true weighting scheme.
To place these results in the context of our data, we map the spatial topology of a random sample
village in our data. To do this we analyze the spatial pattern of the sample village incident point
data. We make use of a variant of Ripley’s K-function statistic which evaluates a given spatial dis-
tribution in relation to complete spatial randomness.29 When the observed K-value is larger than
the expected K-value for a particular distance, the distribution is more clustered than a random
distribution at that distance. When the observed K-value is smaller than the expected K, the distri-
bution is more dispersed than a random distribution at that distance (for further details see Boots
and Getis, 1988). Figure 7 plots the distribution of both observed and expected K-values along with
the confidence intervals. The figure shows that the observed K-value is larger than the higher con-
fidence envelope implying that spatial clustering for smaller distances is statistically significant. At
larger distances (exceeding 2 kilometers), the observed K-value is smaller than the lower confidence
envelope, therefore, spatial dispersion for that distance is statistically significant. This shows that
the optimal spatial network involves specifying relatively few neighbors so as to capture high spatial
clustering.30
Thus, since we find the presence of substantial spatial autocorrelation in our estimates and
specify a sparse network structure, these Monte Carlo results suggest that the empirical bias resulting
from potential mis-specification of the sample network structure might be relatively minor.
5.3.3 Network Size
In order to check that our peer effects are not driven solely by choosing a five nearest-neighbor
peer group structure, we provide additional results from varying the size of neighbor groups. In
the network data, the size of a child’s peer group is restricted to some arbitrary number as admin-
istered in the survey. Therefore, it is difficult to see how the results would change if the survey had
recorded more or less peers for the same sample of respondents. In our analysis, we rely on the con-
struction of peer groups after data collection. As described earlier we use the method of K-nearest
neighbors to construct peer groups for each child. Initially, we restricted this set to a number of
five. We now consider nearest-neighbor groups of three and seven. Tables A-II, and A-III in the
Appendix show results for these different neighbor sizes limiting ourselves to the change in writing
test scores as the results for reading test scores are qualitatively very similar. Our results remain
largely unchanged; the coefficient on peer effects is large, positive and statistically significant for
nearly all specifications. The magnitude of the coefficient however falls when we use three nearest
neighbors. When using seven nearest neighbors, the magnitude increases slightly relative to the
results obtained when using five nearest neighbors. This might reflect the findings by Lee (2009)
discussed above. Lee (2009) suggests that the bias from under-specification of the true network
structure points downward whereas that from over-specification upward relative to the estimate
obtained from the true network structure. The results reported in Tables A-II and A-III, therefore,
provide additional support for our choice to construct peer groups based on a five nearest neighbor
29A variant of the K-function, termed L(D) is given by L(d) =
q
A
∑n
i=1
∑n
j=1, j 6=i k(i, j)
pin(n−1) where d is the distance, n is equal to
the total number of features. A represents the total area of the features and k(i, j) is the weight. The weight will be equal
to one when the distance between i and j is less than d and will equate zero otherwise. We specify 10 distance bands to
capture the correct level of clustering.
30The maximum nearest neighbor distance in our 5 nearest neighbor specification is 1.5 km which incorporates all
levels of spatial clustering.
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structure.
5.3.4 Network Scramble
Finally, we provide a falsification test for our networks based identification strategy. All our results
indicate the presence of positive and significant peer effects based on a very specific distance-based
peer interaction network of a child. We now show that such a result is not obtained from consid-
ering just any random peer group network. In essence, we validate the strength and significance of
the actual observed network by ruling out the presence of peer effects within randomly generated
networks. Our objective is to demonstrate that no statistically significant peer interaction is found
among children that have been assigned randomly to a peer network. This is a test for our identify-
ing assumption that geographical proximity mediates peer effects. To test this, we randomly assign
each child in the sample five nearest neighbors and estimate the model in Equation (6) using the
S2SLS estimator employing the randomly generated spatial weight matrix. Again, we limit ourselves
to cognitive skills measured as writing skills as the results carry over to reading skills. We repeat this
exercise 300 times, each time generating random five-nearest neighbor networks. The histogram in
Figure 8 shows the empirical distribution of the point estimates obtained from the 300 replications.
The mean estimate is 0.019 with a standard error of 0.296, which means that we cannot reject the
null hypothesis that peer effects are equal to zero. Moreover, the majority of point estimates are
statistically insignificant. For peer effects associated with each of the 300 iterations, we find that we
are unable to reject the null that the coefficient (point estimate) is different from zero for 275 coeffi-
cients out of 300. Figure 9 plots the joint distribution of coefficients alongwith their standard errors
obtained from randomizing the network 300 times. The grey dotted elipse in the figure encloses
the area under which coefficient estimates are statistically insignificant. We observe that most point
estimates lie within this area. This shows that repeated experiments with different randomized net-
works produce statistical insignificant peer effects on average. Hence, this exercise corroborates our
approach to constructing nearest neighbor peer networks based on geographical proximity.
6 Conclusion
In this paper, we analyze the formation of cognitive skills of children in Andhra Pradesh, India, al-
lowing for spatial peer effects. Making use of the specific nature of our data set, i.e., available data
on spatial proximity of households, we define a child’s peers as her nearest neighbors in terms of
geographical distance. Exploiting intransitivity within the networks formed by nearest neighbors,
we are able to address Manski’s reflection problem. Using first-differences allows us to identify con-
textual and endogenous effects separately and to avoid confounding social effects with unobserved
heterogeneity. We use a number of additional model specifications to rule out that time-varying
unobservables that are correlated with peer effects drive these results. For our preferred estimation
method, which is also the least restrictive one, we find that an increase of one standard deviation
in the growth of the cognitive achievement of a child’s peers, increases cognitive achievement of
the child by half a standard deviation. This is a sizeable effect and suggests that peer effects are an
important determinant of skill formation thus far neglected in the literature on child skill formation.
We also find evidence for peer effects to provide insurance for children of shock-affected affected
households against adverse effects to their cognitive skill acquisition. Interestingly, this result does
not hold when we estimate the model for a sample containing only girls; we interpret this as ev-
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idence suggestive of girls being less able to cope with negative idiosyncratic shocks through their
peer support.
We regard this research project as an exciting step forward towards accounting for peer inter-
action in the literature on the formation of childhood skill acquisition with large potential for novel
policy-relevant insights.
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Figure 1: GIS Data Map - Example of a Sample Village
31
Figure 2: Network Structure - Example of Intransitive Network Structure
Table 1: Summary Statistics
Variable No. Obs. Median Mean St. Dev.
CH Writing Score (Age 8) 731 2 2.098 0.691
CH Writing Score (Age 12) 731 3 2.640 0.580
CH Reading Score (Age 8) 731 3 3.046 1.047
CH Reading Score (Age 12) 731 4 3.660 0.780
4 CH Writing Score 731 1 0.541 0.873
4 CH Reading Score 731 0 0.621 1.114
4 CH Weight2 731 10.85 12.938 10.95
4 CH Height3 731 23.1 22.602 11.23
4 CH Siblings 731 0 0 0.546
4 CH Years of Schooling 731 4 3.652 1.095
4 CH Work 731 0 -0.136 0.583
4 CH Public School4 731 0 -0.123 0.511
4 HH Size 731 0 -0.350 1.551
4 HH Wealth 731 0.429 0.053 0.012
4 HH Covariate Shock 731 0 0.440 0.496
4 HH Idiosyncratic Shock 731 0 0.426 0.494
4 VIL Years of Schooling 731 3.13 2.970 0.582
Urban Area 731 0 0.265 0.441
Coastal Andhra 731 0 0.184 0.388
Notes:
1. CH: Child; HH: Household; VIL: Village.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. Public School: Defined as [(yes=1) at age 12 - (yes=1) at age 8].
Figure 3: Nonparametric Plots of 4 Own Writing Score vs. 4 Peer Writing
Score
Figure 4: Nonparametric Plots of 4 Own Reading Score vs. 4 Peer Reading
Score
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Figure 5: Monte Carlo - Sampling
Note: The histograms show the distributions of the difference between the point es-
timate obtained from using the population network and estimates obtained from 200
bootstrap samples for each different sample size.
Figure 6: Monte Carlo - Mis-specification
Note: The surface plot maps the distribution of the mean square error over two network topology parameters
- network density parameter (degree) and spatial dependence parameter (spatial).
Figure 7: Spatial Topology of a Sample Village
Note: The graph plots the spatial pattern of a sample village. The line plots the distribution of K-values
calculated based on Ripley’s K-function which evaluates a given spatial distribution in relation to complete
spatial randomness. The x-axis represents the distances at which the observed K-value is larger or smaller
than the expected K-value. For more details see Boots and Getis (1988).
Figure 8: Network scramble - Histogram of point estimates of endogenous peer
effects
Coefficient  of W Writing Level
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Figure 9: Network scramble - Lattice map of peer effect coefficients and stan-
dard errors
Note: The figure shows the joint distribution of coefficients along with their standard
errors obtained from randomizing the network 300 times. Coefficients estimates that
fall within the area enclosed by the grey dotted ellipse are statistically insignificant,
i.e., not different from zero.
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Table 2: Results for 5 Nearest Neighbors: Writing
Contextual Effects
OLS OLS Robust SAR SHAC OLS Robust SHAC
(1) (2) (3) (4) (5) (6) (7)
W 4 Writing Level – 0.389 ** 0.389 ** 0.871 ** 0.871 ** 0.316 ** 0.963 **
(0.071 ) (0.076 ) (0.075 ) (0.143 ) (0.081 ) (0.360 )
4 CH Weight2 -0.011 ∗∗ -0.010 ∗∗ -0.010 ∗∗ -0.009 ∗ -0.009 ∗ -0.008 ∗ -0.007+
(0.003) (0.003) (0.003) (0.003) (0.004) (0.003) (0.004)
4 CH Height3 -0.007 ∗ -0.008 ∗ -0.008 ∗ -0.009 ∗ -0.009 ∗ -0.010 ∗∗ -0.010 ∗∗
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
4 CH Siblings 0.079 0.068 0.068 0.054 0.054 0.071 0.047
(0.056) (0.055) (0.054) (0.057) (0.061) (0.054) (0.063)
4 CH Work -0.152 ∗∗ -0.096+ -0.096+ -0.026 -0.026 -0.072 -0.020
(0.054) (0.054) (0.051) (0.060) (0.062) (0.059) (0.072)
4 Public School 0.159 ∗∗ 0.163 ∗∗ 0.163 ∗∗ 0.168 ∗∗ 0.168 ∗∗ 0.189 ∗∗ 0.201 ∗∗
(0.060) (0.059) (0.059) (0.061) (0.066) (0.064) (0.076)
4 HH Assets -0.001 0.007 0.007 0.017 0.017 -0.045 -0.036
(0.238) (0.234) (0.247) (0.241) (0.263) (0.252) (0.280)
4 HH Shock (Covariate) 0.089 0.054 0.054 0.011 0.011 0.034 -0.003
(0.072) (0.071) (0.073) (0.074) (0.085) (0.078) (0.093)
Urban Area -0.194 ∗ -0.150+ -0.150+ -0.095 -0.095 -0.052 -0.035
(0.087) (0.085) (0.073) (0.090) (0.064) (0.090) (0.072)
Coastal Andhra 0.020 0.018 0.018 0.016 0.016 0.102 -0.015
(0.075) (0.073) (0.074) (0.076) (0.058) (0.084) (0.100)
W 4 CH Weight2 -0.004 0.004
(0.007) (0.007)
W 4 CH Height3 0.012+ 0.015 ∗∗
(0.007) (0.005)
W 4 CH Siblings -0.018 -0.143
(0.118) (0.120)
W 4 CH Work -0.218 ∗ 0.001
(0.096) (0.156)
W 4 Public School -0.210 ∗ -0.223 ∗
(0.107) (0.103)
W 4 HH Assets 0.134 0.122
(0.463) (0.411)
W 4 HH Shock (Covariate) 0.295 ∗ 0.055
(0.139) (0.202)
Breusch-Pagan Test4 0.001 0.015
LM Test5 0.000 0.009
Observations 731 731 731 731 731 731 731
Notes:
1. CH: Child; HH: Household.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. P-values (H0: constant error variance).
5. P-values (H0: no spatial autocorrelation).
6. Standard Errors in parentheses (White Standard Errors for OLS Robust).
7. + indicates significance at 10%; * at 5%; ** at 1%.
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Table 3: Results for 5 Nearest Neighbors: Reading
Contextual Effects
OLS OLS Robust SAR SHAC OLS Robust SHAC
(1) (2) (3) (4) (5) (6) (7)
W 4 Writing Level – 0.394 ** 0.394 ** 1.127 ** 1.127 ** 0.372 ** 0.783+
(0.071 ) (0.071 ) (0.334 ) (0.318 ) (0.070 ) (0.420 )
4 CH Weight2 -0.008+ -0.007 -0.007 -0.004 -0.003 -0.005 -0.005
(0.005) (0.005) (0.006) (0.005) (0.007) (0.006) (0.006)
4 CH Height3 -0.003 -0.004 -0.004 -0.005 -0.005 -0.005 -0.007
(0.004) (0.004) (0.006) (0.005) (0.007) (0.006) (0.007)
4 CH Siblings -0.069 -0.076 -0.076 -0.091 -0.091 -0.073 -0.083
(0.075) (0.074) (0.071) (0.079) (0.076) (0.070) (0.069)
4 CH Work -0.062 -0.039 -0.039 0.002 0.002 -0.011 0.007
(0.072) (0.071) (0.075) (0.078) (0.081) (0.085) (0.093)
4 Public School 0.130+ 0.145+ 0.145+ 0.172 ∗ 0.172+ 0.182 ∗ 0.202 ∗
(0.081) (0.079) (0.085) (0.086) (0.093) (0.087) (0.099)
4 HH Assets -0.108 -0.010 -0.010 0.171 0.171 -0.019 0.048
(0.318) (0.312) (0.313) (0.344) (0.345) (0.321) (0.333)
4 HH Shock (Covariate) 0.015 -0.016 -0.016 -0.077 -0.077 -0.045 -0.083
(0.096) (0.095) (0.100) (0.105) (0.123) (0.109) (0.128)
Urban Area -0.232 ∗ -0.199+ -0.199+ -0.138 -0.138 -0.050 -0.071
(0.116) (0.114) (0.109) (0.125) (0.103) (0.129) (0.119)
Coastal Andhra -0.245 ∗ -0.170+ -0.170+ -0.031 -0.031 -0.057 -0.052
(0.100) (0.099) (0.096) (0.123) (0.095) (0.110) (0.081)
W 4 CH Weight2 -0.007 -0.013+
(0.010) (0.008)
W 4 CH Height3 0.001 -0.005
(0.010) (0.007)
W 4 CH Siblings 0.093 0.088
(0.164) (0.117)
W 4 CH Work -0.241 ∗ -0.166
(0.126) (0.143)
W 4 Public School -0.323 ∗ -0.318 ∗
(0.136) (0.132)
W 4 HH Assets -0.458 -0.410
(0.601) (0.515)
W 4 HH Shock (Covariate) 0.361+ 0.186
(0.191) (0.251)
Breusch-Pagan Test4 0.000 0.000
LM Test5 0.000 0.011
Observations 731 731 731 731 731 731 731
Notes:
1. CH: Child; HH: Household.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. P-values (H0: constant error variance).
5. P-values (H0: no spatial autocorrelation).
6. Standard Errors in parentheses (White Standard Errors for OLS Robust).
7. + indicates significance at 10%; * at 5%; ** at 1%.
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Table 4: Results for 5 Nearest Neighbors: Alternative Specifications (Writing)
IV
OLS SHAC SAR-LD4 First Stage Second Stage
(1) (2) (3) (4) (5)
W 4 Writing Level 0.387** 0.882** 0.822+ – 0.844**
(0.072) (0.146) (0.466) (0.311)
4 CH Shock (Idsync.) – – – -0.164∗ –
(0.068)
4 CH Weight2 -0.010∗∗ -0.008∗ -0.009+ -0.012∗∗ -0.010∗∗
(0.003) (0.003) (0.005) (0.003) (0.003)
4 CH Height3 -0.008∗ -0.009∗ -0.013∗∗ -0.008∗ -0.007∗
(0.003) (0.003) (0.004) (0.003) (0.003)
4 CH Siblings 0.067 0.055 0.067 0.074 0.081
(0.055) (0.061) (0.067) (0.056) (0.056)
4 CH Work -0.095+ -0.029 -0.017 -0.136∗ -0.118
(0.054) (0.062) (0.083) (0.054) (0.054)
4 Public School 0.162∗∗ 0.171∗∗ 0.227∗∗ 0.165∗∗ 0.140∗∗
(0.059) (0.066) (0.087) (0.060) ( 0.060)
4 HH Assets 0.006 0.020 0.014 0.004 0.003
(0.234) (0.263) (0.313) (0.237) (0.256)
4 HH Shock (Covariate) 0.054 0.011 – 0.132+ 0.081
(0.071) (0.085) (0.074) (0.075)
4 VIL Years of Schooling 0.013 -0.040 – 0.045 -0.016
(0.064) (0.054) (0.065) (0.068)
Urban Area -0.153+ -0.087 – -0.223∗ -0.045
(0.086) (0.065) (0.088) (0.073)
Coastal Andhra 0.014 0.028 – 0.000 0.078
(0.076) (0.058) (0.077) (0.075)
Observations 731 731 731 731 731
Notes:
1. CH: Child; HH: Household; VIL: Village.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. Refers to the local-differenced specification using the SHAC estimator (Kelejian and Prucha, 2009).
5. Standard Errors in parentheses; White Standard Errors for OLS Robust; Bootstapped, bias-corrected Standard
errors for IV results.
6. + indicates significance at 10%; * at 5%; ** at 1%.
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Table 5: Results for Community: Writing
OLS OLS Robust SAR SHAC
(1) (2) (3) (4)
W 4 Writing Level – 0.378** 0.728** 0.728**
(0.076) (0.171) (0.149)
4 CH Weight2 -0.011∗∗ -0.010∗∗ -0.010∗∗ -0.010∗
(0.003) (0.003) (0.003) (0.004)
4 CH Height3 -0.008∗ -0.008∗ -0.009∗∗ -0.009∗
(0.003) (0.003) (0.003) (0.003)
4 CH Siblings 0.085 0.082 0.079 0.079
(0.054) (0.050) (0.054) (0.052)
4 CH Work -0.151∗∗ -0.105∗ -0.064 -0.064
(0.053) (0.050) (0.057) (0.055)
4 Public School 0.158∗∗ 0.163∗∗ 0.168∗∗ 0.168∗
(0.059) (0.058) (0.059) (0.070)
4 HH Assets 0.002 -0.049 -0.096 -0.096
(0.230) (0.236) (0.231) (0.240)
4 HH Shock (Covariate) 0.094 0.068 0.043 0.043
(0.071) (0.072) (0.072) (0.080)
Urban Area -0.168∗ -0.117+ -0.069 -0.069
(0.084) (0.071) (0.087) (0.064)
Coastal Andhra 0.040 0.036 0.032 0.032
(0.073) (0.074) (0.073) (0.056)
Observations 756 756 756 756
Notes:
1. CH: Child; HH: Household.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. Standard Errors in parentheses (White Standard Errors for OLS Robust).
5. + indicates significance at 10%; * at 5%; ** at 1%.
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Table 6: Testing for Insurance - Results for Peer Groups and Idiosyncratic
Shocks: Writing
Neighbours Classification Community Classification
OLS SHAC OLS SHAC
(1) (2) (3) (4)
W 4 Writing Level – 0.894** – 0.537**
( 0.135) (0.191)
4 HH Shock (Idsync.) -0.164* -0.116 -0.152* -0.098
(0.066) (0.068) (0.080) (0.072)
4 CH Weight2 -0.012∗∗ -0.009∗ -0.012∗∗ -0.010∗
(0.003) (0.004) (0.003) (0.004)
4 CH Height3 -0.008∗ -0.009∗ -0.008∗ -0.010∗
(0.003) (0.003) (0.003) (0.003)
4 CH Siblings 0.074 0.053 0.080 0.076
( 0.056) (0.062) (0.054) (0.052)
4 CH Work -0.136∗ -0.020 -0.135∗ -0.052
(0.054) (0.060) (0.053) (0.053)
4 Public School 0.165∗∗ 0.179∗∗ 0.164∗∗ 0.175∗∗
(0.060) (0.067) (0.060) (0.071)
4 HH Assets 0.004 0.027 0.005 -0.096
(0.237) (0.265) (0.229) (0.242)
4 HH Shock (Covariate) 0.132+ 0.041 0.134+ 0.067
(0.074) (0.082) (0.073) (0.078)
4 VIL Years of Schooling 0.045 -0.049 0.042 -0.007
(0.065) (0.053) (0.064) (0.047)
Urban Area -0.223∗ -0.097 -0.196∗ -0.076
(0.088) (0.068) (0.085) (0.069)
Coastal Andhra 0.000 0.027 0.023 0.031
(0.077) (0.058) (0.076) (0.058)
Observations 731 731 756 756
Notes:
1. CH: Child; HH: Household; VIL: Village.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. Standard Errors in parentheses (White Standard Errors for OLS Robust).
5. + indicates significance at 10%; * at 5%; ** at 1%.
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Table 7: Results for Boys Vs. Girls: Writing
Boys Girls
OLS SHAC OLS SHAC
(1) (2) (3) (4)
W 4 Writing Level – 0.574** – 0.818**
(0.207) (0.199)
4 HH Shock (Idsync.) -0.051 -0.050 -0.265** -0.231*
(0.099) (0.108) (0.087) (0.093)
4 CH Weight2 -0.019∗∗ -0.017∗∗ -0.001 -0.002
(0.005) ( 0.006) (0.006) (0.005)
4 CH Height3 -0.013∗ -0.012+ -0.007 -0.010∗
(0.005) (0.005) (0.005) (0.005)
4 CH Siblings 0.020 -0.000 0.108 0.111
(0.088) (0.107) (0.068) (0.058)
4 CH Work -0.068 -0.055 -0.257∗∗ -0.140
(0.084) (0.078) (0.074) (0.073)
4 Public School 0.193∗ 0.192∗ 0.185∗ 0.180∗
(0.088) (0.091) (0.084) (0.092)
4 HH Assets 0.014 -0.033 -0.114 -0.177
(0.325) (0.376) (0.338) (0.321)
4 HH Shock (Covariate) 0.126 0.110 0.165+ 0.085
(0.110) (0.117) (0.100) (0.102)
4 VIL Years of Schooling 0.092 0.028 -0.079 -0.053
(0.099) (0.083) (0.087) ( 0.063)
Urban Area -0.172 -0.070 -0.262∗ -0.101
(0.126) (0.099) (0.118) (0.083)
Coastal Andhra 0.043 0.107 0.007 0.001
(0.115) (0.088) (0.103) (0.084)
Observations 374 374 365 365
Notes:
1. CH: Child; HH: Household; VIL: Village.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. Standard Errors in parentheses (White Standard Errors for OLS Robust).
5. + indicates significance at 10%; * at 5%; ** at 1%.
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APPENDIX
Table A-I: Missing Data Characteristics
Variable Mean Sample Mean Missing Difference Std. Error (of Difference)
4 CH Weight3 12.866 12.922 -0.056 0.715
4 CH Height4 22.568 23.640 -1.071 0.731
4 CH Siblings 0.0026 0.078 -0.075 0.039
4 CH Years of Schooling 3.654 3.654 0.0004 0.079
4 CH Work -0.1370 -0.320 0.183 0.041
4 CH Public School5 -0.123 -0.160 0.036 0.036
4 HH Size -0.362 -0.304 -0.057 0.115
4 HH Wealth 0.053 0.057 -0.004 0.009
4 HH Covariate Shock 0.436 0.176 0.259 0.034
4 HH Idiosyncratic Shock 0.421 0.267 0.154 0.035
Urban Area 0.192 0.423 -0.231 0.031
CH Male 0.501 0.526 -0.024 0.036
Notes:
1. Differences that are significant at 5% are indicated in bold.
2. CH: Child; HH: Household; VIL: Village.
3. Child weight: Weight for age z-score.
4. Child height: Height for age z-score.
5. Public School: Defined as [(yes=1) at age 12 - (yes=1) at age 8].
Table A-II: Results for 3 Nearest Neighbors: Writing
Contextual Effects
OLS OLS Robust SAR SHAC OLS Robust SHAC
(1) (2) (3) (4) (5) (6) (7)
W 4 Writing Level – 0.355 ** 0.355 ** 0.468 * 0.468 * 0.342 ** 0.061
(0.057 ) (0.076 ) (0.062 ) (0.196 ) (0.064 ) (0.437 )
4 CH Weight2 -0.012 ∗∗ -0.010 ∗∗ -0.010 ∗∗ -0.010 ∗∗ -0.010 ∗ -0.008 ∗ -0.009 ∗∗
(0.003) (0.003) (0.003) (0.003) (0.004) (0.003) (0.003)
4 CH Height3 -0.008 ∗ -0.008 ∗ -0.008 ∗ -0.008 ∗ -0.008 ∗ -0.010 ∗∗ -0.011 ∗∗
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
4 CH Siblings 0.084 0.062 0.062 0.055 0.055 0.064 0.082
(0.057) (0.055) (0.055) (0.057) (0.058) (0.054) (0.062)
4 CH Work -0.159 ∗∗ -0.115+ -0.115+ -0.101+ -0.101+ -0.098+ -0.124+
(0.054) (0.053) (0.051) (0.057) (0.058) (0.056) (0.069)
4 Public School 0.165 ∗∗ 0.172 ∗∗ 0.172 ∗∗ 0.174 ∗∗ 0.174 ∗∗ 0.197 ∗∗ 0.186 ∗∗
(0.061) (0.060) (0.060) (0.061) (0.063) (0.064) (0.071)
4 HH Assets -0.030 -0.036 -0.036 -0.038 -0.038 -0.038 -0.020
(0.241) (0.235) (0.248) (0.236) (0.253) (0.250) (0.258)
4 HH Shock (Covariate) 0.091 0.047 0.047 0.034 0.034 0.012 0.039
(0.073) (0.072) (0.074) (0.076) (0.083) (0.078) (0.097)
Urban Area -0.171+ -0.133 -0.133+ -0.120 -0.120 -0.068 -0.085
(0.090) (0.088) (0.075) (0.091) (0.073) (0.086) (0.092)
Coastal Andhra 0.031 0.038 0.038 0.040 0.040 0.076 0.104
(0.076) (0.075) (0.076) (0.075) (0.064) (0.084) (0.101)
W 4 CH Weight2 -0.002 -0.005
(0.005) (0.005)
W 4 CH Height3 0.012 ∗ 0.009 ∗
(0.005) (0.004)
W 4 CH Siblings 0.010 0.058
(0.112) (0.120)
W 4 CH Work -0.127 ∗ 0.001
(0.081) (0.139)
W 4 Public School -0.178 ∗ -0.143
(0.090) (0.105)
W 4 HH Assets 0.068 0.162
(0.374) (0.404)
W 4 HH Shock (Covariate) 0.200 ∗ 0.265
(0.116) (0.179)
Breusch-Pagan Test4 0.000 0.009
LM Test5 0.000 0.005
Observations 731 731 731 731 731 731 731
Notes:
1. CH: Child; HH: Household.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. P-values (H0: constant error variance).
5. P-values (H0: no spatial autocorrelation).
6. Standard Errors in parentheses (White Standard Errors for OLS Robust).
7. + indicates significance at 10%; * at 5%; ** at 1%.
Table A-III: Results for 7 Nearest Neighbors: Writing
Contextual Effects
OLS OLS Robust SAR SHAC OLS Robust SHAC
(1) (2) (3) (4) (5) (6) (7)
W 4 Writing Level – 0.423 ** 0.423 ** 0.948 ** 0.948 ** 0.291 ** 0.793 *
(0.084 ) (0.076 ) (0.086 ) (0.143 ) (0.096 ) (0.414 )
4 CH Weight2 -0.011 ∗∗ -0.010 ∗∗ -0.010 ∗∗ -0.009 ∗ -0.009 ∗ -0.009 ∗∗ -0.008 ∗
(0.003) (0.003) (0.003) (0.003) (0.004) (0.003) (0.004)
4 CH Height3 -0.007 ∗ -0.008 ∗ -0.008 ∗ -0.009 ∗ -0.009 ∗ -0.009 ∗∗ -0.009 ∗∗
(0.003) (0.003) (0.003) (0.003) (0.004) (0.003) (0.003)
4 CH Siblings 0.070 0.049 0.049 0.023 0.023 0.061 0.035
(0.055) (0.054) (0.053) (0.056) (0.058) (0.052) (0.059)
4 CH Work -0.159 ∗∗ -0.115 ∗ -0.115+ -0.062 -0.062 -0.079 -0.060
(0.053) (0.053) (0.051) (0.057) (0.055) (0.058) (0.068)
4 Public School 0.161 ∗∗ 0.166 ∗∗ 0.166 ∗∗ 0.172 ∗∗ 0.172 ∗∗ 0.185 ∗∗ 0.197 ∗∗
(0.060) (0.059) (0.059) (0.061) (0.068) (0.063) (0.075)
4 HH Assets -0.030 -0.037 -0.037 -0.045 -0.045 -0.091 -0.074
(0.236) (0.232) (0.245) (0.238) (0.260) (0.249) (0.268)
4 HH Shock (Covariate) 0.091 0.061 0.061 0.024 0.024 0.053 -0.037
(0.071) (0.071) (0.073) (0.073) (0.082) (0.078) (0.090)
Urban Area -0.181 ∗ -0.137 -0.137+ -0.081 -0.081 -0.078 -0.057
(0.086) (0.085) (0.073) (0.089) (0.064) (0.095) (0.073)
Coastal Andhra 0.036 0.043 0.043 0.052 0.052 0.133 0.061
(0.074) (0.073) (0.074) (0.075) (0.054) (0.088) (0.092)
W 4 CH Weight2 -0.000 0.009
(0.008) (0.009)
W 4 CH Height3 0.022 ∗∗ 0.024 ∗∗
(0.008) (0.007)
W 4 CH Siblings 0.162 0.008
(0.142) (0.176)
W 4 CH Work -0.257 ∗ -0.098
(0.106) (0.159)
W 4 Public School -0.197+ -0.208+
(0.116) (0.115)
W 4 HH Assets 0.402 0.272
(0.496) (0.419)
W 4 HH Shock (Covariate) 0.285+ 0.130
(0.158) (0.192)
Breusch-Pagan Test4 0.009 0.016
LM Test5 0.000 0.016
Observations 731 731 731 731 731 731 731
Notes:
1. CH: Child; HH: Household.
2. Child weight: Weight for age z-score.
3. Child height: Height for age z-score.
4. P-values (H0: constant error variance).
5. P-values (H0: no spatial autocorrelation).
6. Standard Errors in parentheses (White Standard Errors for OLS Robust).
7. + indicates significance at 10%; * at 5%; ** at 1%.
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