In this paper we present a stable recursive algorithm for the calculation of the probability of ultimate ruin in the classical risk model. We also present stable recursive algorithms for the calculation of the joint and marginal distributions of the surplus prior to ruin and the severity of ruin. In addition we present bounds for these distributions.
I. INTRODUCTION
In this paper we present recursive algorithms for the (approximate) numerical calculation of various quantities for a classical surplus process. These quantities are the probability of ultimate ruin, the distribution of the severity of ruin, the moments of the severity of ruin, the distribution of the surplus immediately prior to ruin and the joint distribution of the surplus immediately prior to ruin and the severity of ruin. Recursive algorithms for the calculation of some of these quantities have already appeared in the actuarial literature, particularly for the probability of ultimate ruin. However, not all of these algorithms are numerically stable. The stability of recursive algorithms has been discussed by PANJER and WANG (1993) and, in their words, "For unstable recursions, alternative methods of evaluation merit further research". The main purpose of this paper is to present stable algorithms. In addition we present bounds and approximations to the (defective) distributions of the severity of ruin and the surplus immediately prior to ruin, and for the (defective) joint distribution of these two quantities.
Our general method for producing algorithms is to approximate the classical surplus process by a discrete process (discrete time and discrete claim amount distribution) and then to derive an algorithm for the appropriate quantity for the discrete model. The discrete model we will be using is an example of a compound binomial model, studies of which have already appeared in the actuarial literature [GERBER (1988) , SHIU (1989) , WmLMOT (1992) and DICKSON (1994) ]. Hence, although in this paper we will regard our algorithms as providing approximations to, for example, the probability of ultimate ruin for a (continuous time) classical surplus process, we could have chosen to regard them as providing exact values for a compound binomial model.
In the next section we introduce the basic continuous time surplus model, the discrete approximation to the basic model and some notation. In Section 3 we discuss the probability of ultimate ruin. In particular, we discuss the stability of some algorithms which have appeared in the actuarial literature, present a new stable algorithm and discuss numerical examples. In Section 4 we consider the calculation of the distribution of the severity of ruin. In Section 5 we use the algorithm presented in Section 4 to derive an algorithm for the calculation of the moments of the severity of ruin. Both the probability of ruin and, perhaps to a lesser extent, the severity of ruin are of obvious interest. Our reasons for considering also the moments of the severity of ruin are that these moments are of some interest in their own right and that these moments can be used to calculate the moments of durations of negative surplus, as shown by DOS REdS (1993) . Finally, in Section 6 we discuss the distribution of the surplus prior to ruin and the joint distribution of the surplus immediately prior to ruin and the severity of ruin.
MODELS AND NOTATION
Let {U(u, t)}t_> 0 be a classical continuous time surplus process, so that 
N(t) U(u, t) = u + ct -~ X;

N(t)
is the insurer's initial surplus, is the insurer's rate of premium income per unit time, is the number of claims in the time interval (0, t] and has a Poisson (20 distribution, and, {X,}~= i is a sequence of i.i.d, random variables representing the individual claim amounts. Throughout this paper we adopt the convention that y0= ~ = 0.
We denote by P (x) the distribution function of X,. We assume that P (x) = 0 for x<0, so that all claim amounts are non-negative. We assume that the mean of X;, which we denote Pl, is finite and that any other moments of Xi which we require are also finite. We assume that c>2p~.
We define 0 to be such that c= (l+0)2pl so that 0 is the insurer's premium loading factor.
Without loss of generality, we make the following two assumptions c = I and Pl = 1
We will refer to the process described above as our "basic process". We want to produce a discrete approximation to this basic process but before doing so it is convenient to rescale the basic process by multiplying all monetary amounts by some positive number ~ and taking a new time unit to be/3-t times the original time unit so that the premium income per unit time for the rescaled process is still 1. In all our numerical examples /3 will be 100. Now let {Xa. i}~ ~ be a sequence of i.i.d, random variables whose (common) distribution is approximately the same as that of/3Xi and which are distributed on the non-negative integers. We denote the probability function of
Let Nd(t) be defined to be N(/3-1t) so that {Nd(t)},_>0 is a Poisson process with parameter 2,8-i. Now consider the discrete time surplus process {Ud(u, n)},~= 0 defined as
so that the premium income per unit time is 1 and the initial surplus is u. The implied premium loading factor for this discrete surplus process will be denoted Od and is given by the formula
Note that if E [Xd, i] = fl then Od = 0. We will always choose fl and the distribution of Xd. ~ tO be such that Od is positive. Let Sd denote the aggregate claims over the first time period for the discrete model. We will denote by Ha(k) and hd(k) the distribution function and probability function, respectively, of Sd, so that
Xd.,--~k for k= O, 1, 2 ....
j=O i
Then it is clear that for any integer n, Ud(/3 u, /31l) will have approximately the same distribution as U (tt, n) . It should also be clear that by increasing the value of /3 we ought to be able to improve this approximation.
THE PROBABILITY OF ULTIMATE RUIN
Let T be the time to ruin for the basic process, starting from initial surplus u, so that
The probability of ultimate ruin for the basic process, ~ (u), and its complement, the probability of ultimate survival, d, (u), are defined as follows V)(u) = I-6(u) = Pr(T<oo)
We are interested in the probability of ruin for our discrete process. However, since we will always take the initial surplus for the discrete process to be an integer we need to define "ruin" carefully. We will use two definitions of ruin for our discrete process, depending on whether or not a surplus of zero, other than at time zero, is regarded as ruin. Accordingly we define J" min {n: U,/(u, n)<0 for some positive integer n} Using (3.6) and (3.2), and rearranging, gives (3.5). DICKSON and WATERS (1991, formula (7. 2)) presented the following formula for the calculation of 6,t(u) for positive integer values of u
This formula can be used recursively starting from formula (3.3). We can then use (3.1) to calculate 6~ (u), with 6,~ (0) given by (3.4).
In the context of a compound binomial model, this formula has been put forward by GERBER (1988, formulae (6) and (7)), WIU.MOT (1993, see the remark following formula (3.3)) and DICKSON (1994, formulae (5.1) and (5.2)). Unfortunately, the recursive scheme based on this formula is not stable. See DICKSON and WATERS (1991, Sections 7.2 and 7.3) and PANJER and WANG (1993, Section 11.5) .
As an alternative to formula (3.7) we propose the following formula:
Formula (3.8) can be used to calculate 6,/(u) recursively for lu = 1, 2, 3 ..... starting from (3.3), and using (3.5). The derivation of (3.8) is elementary. Starting from surplus u, ruin does not occur if either the surplus never falls below u (6d(0)) or falls below u for the first time to u-k, where k = I, 2 ..... u, (gd(O, k) ) but ruin does not occur subsequently from this new level (6d (U-k) ). The important feature of (3.8) is that it is stable. In fact, Theorem 7 of PANJER and WANG (1993) shows that it is, in their terminology, strongly stable.
By choosing a distribution for Xd. i that is, in some sense, a good approximation to that of t3Xi we can use (3.8) to provide a good approximation to 6(u). For reasons explained by DICKSON and WATERS (1991, Section 8) , 6y(/3u) is usually a better approximation to 6 (u) than is 6a(/3u). However, we can also use the discrete rnodel to provide upper and lower bounds for 6 (u).
Result 1
Let Xd. i be defined as follows: 
. + XN(nlfl) ) < I
Hence for the discrete process
and the result follows.
Result 2
Let X,t" i be defined as follows
for some positive integer K, which could be co. Then for any u>O
where {flu} is the least integer greater than or equal to flu.
Proof
Suppose ruin occurs for the discrete process at time n, regarding hitting zero as ruin, starting from initial surplus {flu}. Then:
and so the basic process is ruined at or before time n/13 starting from initial surplus u.
Hence ~p ,~l (113 u l ) <-W ( u )
Comment
The use of the recursive scheme based on formula (3.8) requires knowledge of the premium loading factor for the discrete model, 0,1. This is equivalent to knowing 
130-I 0 d --> __
Now note that since 9,1(0, k) is known for all k, the values of 6d(u), for positive integer values of u are all proportional to 6,1(0). Hence, using the right hand side of (3.9) as an approximation to 6,1(0) in formula (3.8) will produce approximations to 6a ([13u] ) which are lower bounds (and which are lower than the correct values of 6j ([13u] ) by the same factor for all u) and hence lower bounds for 6 (u).
Examples
In the numerical examples at the end of this section we will compare numerical results produced by formulae (3.3) and (3.8) (and the relationship between 6d(U ) and 6~' (u)) with those produced by a different recursive algorithm. This alternative algorithm is called "Method 1" by DUFRESNE and GERBER (1989) and attributed by them to DE VYLDER (1984) and PANJER (1986) . "Method 1" is a stable recursive scheme since it is based on Panjer's recursion for a compound geometric distribution, which PANJER and WANG (1993, Section 9) show to be stable. It also has the advantage that it produces upper and lower bounds for 7)(u).
It requires an interval of discretisation to be chosen. In our examples we will take this to be the unit interval for the rescaled basic process, which is equivalent to an interval of length fl-i for the basic process. Recall that fl= 100 in all our examples.
Example 1
We assume that individual claim amounts for the basic process have an exponential distribution (with mean I) and that 0 =0.1. In this case we can calculate the exact value of 6 (u), which is given by , {0,, l The columns of Table 1 show for the values of u indicated : (1) A lower bound for 600 calculated as in Result I. In this example it is easy to show that the premium loading factor for the discrete process, Oa, is
(1 +0)/3(I -e-°°l) -I = 0.094518. (2) An approximation to 6(u) based on formula (3.8). The discretisation of the rescaled individual claim amounts for this approximation uses the method of DE VYt, OER and GOOVAERTS (1988) . This method preserves the mean of the distribution so that 0d = 0 = 0.1. (3) An upper bound for 6 (u) calculated as in Result 2 with K=oc. The value of 0a can be shown to be (I +O)13(e °°l-1)-I = 0.105518.
(4) The relative percentage difference between the approximation in (2) and the correct value for 6(u), i.e. 100 × (approximation-correct value)/correct value. (5) A lower bound for 6(u) calculated using "Method 1" (6) An upper bound for 6(u) calculated using "Method 1". (7) The relative percentage difference between the average of the values in (5) and (6) and the correct value for 6 (u).
Example 2
Now assume individual claim amounts have a Pareto (2,1) distribution (so that its mean is 1). The columns of Table 2 show for the values of u indicated : (1) A lower bound for 6(u) calculated as in Result 1. The value of 0a has been bounded below as described in the Comment following Result 2, so that its value has been taken to be 0.089109. 
SOME STABLE ALGORITHMS IN RUIN THEORY AND THEIR APPLICATIONS
Comments on Examples 1 and 2
From Table 1 it can be seen that the numerical results provided by (3.8) and by "Method I" are very accurate--recall that columns (4) and (7) give the percentage relative errors--at least for exponential claim amounts. For Pareto individual claim amounts we cannot check the accuracy of the two methods, since the exact values are not known, but we can see from Table 2 that the two methods give remarkably similar answers, agreeing to 4 decimal places in all cases and 5 in most. The bounds produced by "Method I" are closer than those produced by Results 1 and 2.
THE PROBABILITY AND SEVERITY OF RUIN
In this section we present a stable recursive algorithm for the approximate numerical calculation of the probability and severity of ruin for our basic process. Using a different approach, we also derive lower and upper bounds for this quantity.
Let G(u, y) denote the probability that ruin occurs for our basic process, given initial surplus u, and that the deficit at the time of ruin is less than y, so that for 
This formula follows by considering the level of the surplus process on the first occasion that the surplus falls below its initial level (if this ever occurs). We can calculate Gd(0, y) in a recursive manner from (3.5) and hence can also calculate Gd(u, y) recursively. Once again, by Theorem 7 of PANJER and WANG (1993) , this is a stable recursive algorithm. We will give an example to illustrate the use of this algorithm at the end of this section. Before doing so we show how to derive lower and upper bounds for G (u, y). The method does not involve the discrete approximation to the basic process. For the remainder of this section we will make the additional assumption that P(x) is absolutely continuous and we will denote its density function by p(x).
Let g(u, y) denote the derivative of G(u, y) with respect to y. It is well known 
-~ ~t(u-r)[G(O, r+y+l)-G(O, r+y)] r=O
+G(O, u+y) -G(0, u) -~ph(u)G(O, y))
and an upper bound is Gh(u, y) where
Since it is always possible to compute G(0, y), either because (4.3) can be integrated in closed form or because we can integrate (4.3) numerically to any degree of accuracy we choose, we can always compute these bounds for G (u, y). In our examples we will calculate bounds for the rescaled basic process, with /3= 1oo. Table 3 shows bounds and exact values for, and approximations to, G (u, y) when the individual claim amount distribution is exponential with mean I, 0 = O. I and the bounds for WOO have been calculated using "Method I" as described in the previous section. The key to Table 3 is as follows:
Examples
Example 3
(1) gives the value of Gl(u, y), Table 4 shows bounds for, and approximations to, G(u, y) when the individual claim amount distribution is Pareto (2,1), 0 = 0. I and the bounds for ~p (u) have been calculated using "Method 1" as described in the previous section. The key to Table 4 is as follows: (I) gives the value of Gt(u, y), (i) In each example, the two approximations to G (u, y) are close to each other. We can see in Example 3 that for smaller values of u, the approximation based on the bounds is slightly superior, but for large values of u both approximations give values very close to the true value.
(ii) The calculation of Gt(u, y) and Gh(u, y) is not recursive so that separate calculations are required for each combination of u and y. The calculation of Gd(u, y) using (4.2) is recursive in u, and so is more convenient if values are required for several values of u.
IVlOMENTS OF THE SEVERITY OF RUIN
In this section we are interested in the moments of the severity of ruin for the basic process. For this process, let Y be a defective random variable denoting the severity of ruin. The k-th unconditional moment of Y is given by (5.1) E(Yt lu) = ykg(u, y)dy 0 and the conditional moment is found by dividing this quantity by ~0 (u). We can use results from the previous two sections to obtain approximations to these moments.
Let Yd and Y,~¢ denote the deficit at the time of ruin for the discrete process, the distinction being that, for the latter, a surplus of zero, other than at time zero, is regarded as ruin. The unconditional moments of these defective random variables are given by E(Y,~lu) = ~ ykgd(U, y) and E(y~klu) = ~ y~g~ (u, y) y= I y=O
We will approximate (5.1) by/3 -k E (Y~ ~" ] flu). We will derive a recursive algorithm for E (Y~ [u) and then use this to calculate E (Y,T~[u) . In our examples we will consider only the first three moments.
Since 9,~(u, y) = gd(U--I, y+ I) for u = 1, 2, 3 .... and y = 0, I, 2 ..... it follows that for u = 1, 2, 3 .... 
E(Y,T
1.) = E(Yalu-I) -~p.(u-I) E(y,~21u) = E(Y,~ lu-l) -2E(YdlU-1) + V,d(u-1) E(Y~ 3 lu) = ECY,~ lu-1) -3ECY,~ lu-l) + 3E(v,
~E(Sd) TE (SH ) -~E (S,~ ) +
Unfortunately, these recursion formulae are unstable. In our examples we have applied these formulae but have constrained them to satisfy the following inequalities :
for k = 1, 2, 3 and u = 0, I, 2 ....
Zk(u)
.~ Zk+l(u) for k = 1, 2 and u = 0, 1, 2 ....
Examples
We have used the method of this section to calculate the conditional moments of the severity of ruin in two cases: firstly, when individual claim amounts have an exponential distribution with mean 1 and, secondly, when they have a Pareto(4,3) distribution. Thus, we have calculated
fl -k E (y,~k I flu)/V',r (flu)
and we regard this as an approximation to the conditional moment E(Yk [u)/~ (u) for the basic process. The calculation of E(Y2~I0) requires E(S,~ + I) to be finite. For this reason, we have calculated just the first two conditional moments of the severity of ruin for the Pareto(4,3) distribution. For the exponential distribution, where E(S,~ + ~) is finite for all k, we have calculated the first three moments.
PANJER and LUTEK (1983) describe a method which may provide a discretisation of the rescaled individual claim amount distribution that preserves the moments of the original distribution. Because we need values of E(S,~ +~) we have adopted this discretisation method for this section only. PANJER and LUTEK (1983) mention the possibility of obtaining negative values for probabilities under this method. In the examples below we used the software Mathematica and specified a high numerical precision for all calculations in the discretisation procedure. In this way we obtained positive values for all probabilities in the discretised distribution.
Example 5
When the individual claim amount distribution is exponential, so too is the distribution of the severity of ruin given that ruin occurs. In particular, E(Y ~ I u)/ ~p(u) is independent of u. Hence, when the individual claim amount is exponential,
The method of this section gives the following results for 0 = 0.1: In this example it was necessary to apply the constraints described above in the calculation of the functions Zk(u), for k = 1, 2, 3.
Example 6
Now suppose that the individual claim amounts have a Pareto (4,3) distribution. The method of this section gives the results in Table 5 for 0 = 0.1. Using formula (4.3) and (5.1) and the fact that W(0) = 1/(1 + 0), it is easy to show that E(YIO)/v~(O)= 1.5 and E(Y2[O)/w (0)= 9 in this example. It is not possible to check the accuracy of the results in this example, other than when u =0. It is, however, interesting to note that the conditional mornents of Y,T increase with u. In this example there was no need to apply the constraints described above in the calculation of the functions Zk(u), for k = I, 2, 3.
DISTRIBUTIONS FOR THE SURPLUS PRIOR 1"O RUIN
In this section we present stable recursive algorithms for the approximate numerical calculation of the (defective) distribution of the surplus immediately prior to ruin, and for the (defective) joint distribution of the surplus immediately prior to ruin and the severity of ruin for our basic process. We will also apply the ideas introduced in Section 4 to derive bounds for these distributions. Define U(u, i') to be the surplus immediately prior to ruin for our basic process and for u->0 and x>0 define F(u, x) = Pr(T<oz and U(u, 7")<x) so that F(u, x) is the probability that ruin occurs (from initial surplus u) and that the surplus immediately prior to ruin is less than x.
Using the discrete approximation to our basic process, an approximation ~o (u-j,x) hd ( ~(u-j, x) hd ( 
I( ,,-i )
F,f(u, x) - F~(u-1, x) -~ hd(j)F,
Fd(U, x) = ~ gd(O, j)Fd(U--j, X)
j=l Formula (6.5) follows by considering the first occasion on which the surplus falls below its initial level (if this ever occurs). The first term of (6.4) comes from the same consideration. The second term in (6.4) comes from considering the situation when ruin occurs on the first occasion that the surplus falls below its initial level. In this case the surplus must be no more than x-ui above its initial level at time T d-1 in order for the surplus at that time to be less than x. From GERBER (1988, equation (35) Formulae (6.6) and (6.5), used in this order, provide a stable recursive algorithm for calculating Fd(U, x) with the initial value Fd(0, x) given by (6.3). We will illustrate the use of this algorithm later in this section.
Let us now consider how to calculate bounds for F (u, x) . DICKSON (1992) shows
Then for O<-u<--x, a lower bound for F(u, x) is Ft(u, x), where
and an upper bound is Fh (u, x) where
For u>x, a lower bound for F(u, x) is Fl(u, x) where
and an upper bound is Fh(u, x) where
These bounds are easily calculated by the methods described in Sections 3 and 4. Now define
so that F (u, x, y) gives the (defective) joint distribution of the severity of ruin and the surplus immediately prior to ruin for our basic process. Using the discrete approximation to our basic process, an approximation to F (u, x, y) is Fy (flu, fix, t3y) where Fd(U, X, y) = ~ 9d (O, j)Fa(u-j, x, y) j=l Formulae (6.9) and (6.10), with (6.8) as a starting value, give a stable recursive algorithm for calculating Fd (U, x, y) . An application of this algorithm is given at the end of this section. Finally, let us consider bounds for F (u, x, y) . DICKSON and DOS RE1S (1994) show that
(u)
F(u,x,y) = G(u,y) + (G(O,x)-G(O,x+y)) for0-<u<-x
(o)
and
Then for 0~u--<.r, a lower bound for F(u, x, y) is F~ (u, x, y) , where
and an tipper bound is Fh(u, x, y), where
For u~x, a lower bound for F(u, x, y) is Ft(u, x, y), where
and an upper bound is F h (u, x, y), where
+ G (0, x) (~ph (U --X) --V/(u))/6 (0)
+ G (0, x + y) (wh (U) --7) I (U --X))/6 (0) Table 6 shows some bounds and approximations to F(u, x) when the individual claim amount distribution is Pareto (2,1), the premium loading factor, 0, is 0.1 and the bounds for W(u) and G(u, y) have been calculated as in Sections 3 (using "Method 1") and 4. The key to Table 6 is as follows:
Examples
I.I. Example 7
(l) gives the value of Fl(u, x), (2) gives the approximation to F(u, x) calculated from the recursive algorithm for F,l(u, x), (3) gives the approximation to F(u, x) calculated by averaging F/(u, x) and F h (u, x), and (4) gives the value of F h (u, x). Table 7 shows some bounds, approximations and exact values for F (u, x, y) when the individual claim amount distribution is exponential with mean I, the premium loading factor, 0, is 0.1 and the bounds for g,(u) and G(u, y) have been calculated as in Sections 3 (using "Method I") and 4. The key to Table 7 is as follows: (I) gives the value of Ft(u, x, y), (2) gives the exact value of F(u, x, y), (3) gives the approxirnation to F(u, x, y) calculated from the recursive algorithm for Fd (u, x, y), 
