Abstract. Subconvexity bounds are proved for general Epstein zeta functions of k-ary quadratic forms. This is related to sup-norm bounds for Eisenstein series on GL(k), and the exact sup-norm exponent is determined to be (k − 2)/8 for k 4. In particular, if k is odd, this exponent is not in Z/4, which shows that Sarnak's purity conjecture does not hold for Eisenstein series.
Introduction
Eisenstein series are a good testing ground for properties of automorphic forms. In this note we are concerned with general Epstein zeta-functions. Let k 2 be an integer, and let Q(x) = x ⊤ Zx be a (not necessarily rational) positive-definite quadratic form in k variables with symmetric matrix Z. The corresponding Epstein zeta-function [Ep] E(Z, s) := x∈Z k \{0}
Q(x)
−ks/2 can be continued to the complex plane with a simple pole at s = 1 and satisfies the functional equation with Γ R (s) = π −s/2 Γ(s/2). Here and for the rest of the paper we normalize all Dirichlet series such that the "critical strip" is the region 0 ℜs 1. For a given Z, the function s → E(Z, s) is a generalized Dirichlet series that in most cases is not in the Selberg class, but nevertheless satisfies a functional equation essentially of GL(k)-type.
On the other hand, for fixed s = 1/2+it, the function z → E(z ⊤ z, s) for z ∈ H k = GL(k)/O(k)R * in the generalized upper half plane [Gol] is Γ = SL k (Z)-invariant and an eigenfunction of the ring of invariant differential operators of the locally symmetric space Γ\H k . In fact, up to a constant factor ζ(k) it is a totally degenerate Eisenstein series associated to the maximal parabolic subgroup of SL k (Z), see [Gol, 10.7] . It is therefore of interest to study its properties as an automorphic form. We will consider both viewpoints in this note.
1.1. Subconvexity. The Dirichlet series s → E(Z, s) is absolutely convergent in ℜs > 1, and the critical strip is 0 ℜs 1. By the functional equation, the convexity bound on the critical line ℜs = 1/2 is E(Z, 1/2 + it) ≪ ε,Z (1 + |t|) k/4+ε .
The subconvexity problem is one of the central topics for arithmetic Dirichlet series, but has so far only been solved for L-functions of degree 2 and in a handful of special cases of larger degree 8. Our first result is a subconvexity bound for general Epstein ζ-functions of arbitrary degree.
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for any ε > 0. The implied constant depends continuously on Z, in particular the bound is independent of Z as long as Z varies in a fixed compact domain.
This improves in particular the value δ 2 = 1/8, recently obtained by M. Young [Yo] (which in turn improves the value δ 2 = 1/12 of Iwaniec and Sarnak [IS] ). Numerically, going from 1/8 to 1/6 is the typical difference between a Burgess-type exponent coming from amplification and a stronger Weyl-type bound coming from van der Corput-type estimates. For k 3, no bounds of type (1.2) seem to be in the literature. Fomenko [Fo] has estimated E(Z, s) for integral forms Z on the line ℜs = 1 − 1/k. It is not unlikely that Theorem 1 remains true with δ k = 1/2 for all k 2. The proof of Theorem 1 relies on results of Götze [Goe] for k 3 and a method of Titchmarsh for k = 2.
In general, Theorem 1 is (up to the value of ε) best possible for k 4.
Theorem 2. Let k 4, and let I k be the k-by-k identity matrix. Then
In particular, Epstein-zeta functions of degree k 4 in general do not satisfy the Lindelöf hypothesis. (They may also violate the Riemann hypothesis quite badly, for instance E(I 4 , s) = 8(1 − 2 1−2s )ζ(2s)ζ(1 − 2s) has no zeros on the critical line.) The proof of Theorem 2 starts with an application of Siegel's mass formula. For odd k -and we will see in the next subsection that this is the most interesting case -things are a little more complicated, and E(I k , 1/2 + it) turns out to be essentially a special value of a double Dirichlet series outside the region of absolute convergence. It requires several applications of the various functional equations to bound this quantity from below.
The reason why the Eisenstein series at the identity exhibit such strong growth on the critical line is a rigidity phenomenon: the values of integral forms are restricted to integers. In fact, with a little more work one can show the lower bound of Theorem 2 for any fixed rational matrix. The situation changes dramatically for "generic" quadratic forms. It follows essentially from the Maaß-Selberg relations to compute the inner product of truncated Eisenstein series for GL(k) [Ar, Lemma 4.2] that for a fixed compact domain Ω ⊆ SL k (Z)\H k we have
(where dµ(z) is the usual hyperbolic measure on H k ). This is worked out for k = 3 in complete detail in [Mill] (in which case it follows also from the stronger QUE result in [Zh] ). From (1.3) one can easily conclude
for almost all Z ∈ Ω. If k = 2, Spinu [Sp] has obtained bounds of the same quality as in (1.3) for the fourth moment, which implies E(Z, 1/2 + it) ≪ (1 + |t|) 1/4+ε for k = 2 and almost all Z ∈ Ω. We do not go into further details here, but consider the variation of an "almost all" result within diagonal forms. This uses a method of Jarník [Ja] . 
In other words, if we define C(t) := (1 + |t|) k to be the analytic conductor of E(Z, 1/2 + it), then we obtain the individual bound E(Z, 1/2 + it) ≪ C(t) 1/(2k)+ε for generic diagonal quadratic forms, which for large k is almost as strong as the Lindelöf hypothesis. The set M is described explicitly in diophantine terms in [Ja] .
1.2. Sup-norms of automorphic forms. In this subsection we re-interpret the subconvexity results in an automorphic context. The distribution of mass of an eigenfunction of the ring of differential operators on a symmetric space has received a lot of attention in the context of quantum chaos. It is a central question to what extent high energy eigenfunctions φ, i.e. having a large Laplacian eigenvalue λ, behave like random waves or display some structure related to the classical trajectories. One measure of equidistribution is a bound for the sup-norm φ ∞ . While the random wave model predicts that φ ∞ cannot grow too quickly with λ and certainly
there are known phenomena where (1.6) is violated. One is the behaviour close to the cusps [Sa, BT] if the underlying space is not compact. This is an artefact of special functions that we do not focus on in this discussion. Even in a compact part of the manifold, however, large sup-norms can occur when φ is a lift coming from a smaller group. This was first observed by Rudnick and Sarnak [RS] for θ-lifts on arithmetic 3-manifolds, based on similar phenomena of Eisenstein series on SO(3, 1). This has been extended and generalized in [Do, Mili] ; in particular, for each n 5 there exist compact n-dimensional hyperbolic manifolds of constant negative curvature having a sequence of L 2 -normalized eigenfunctions φ j with
In this context, Sarnak [Sa] made the purity conjecture that the set of accumulation points of log φ j ∞ log λ j is contained in Z/4. Up until now, this is consistent with all known examples and in particular with (1.7), but it should be pointed out, however, that not a single non-zero accumulation point on a negatively curved manifold has ever been determined explicitly. Theorems 1 and 2 can be interpreted in this context and show that the obvious variation of Sarnak's purity conjecture for Eisenstein series does not hold. The (totally degenerate) Eisenstein series 1
is an eigenfunction of the ring of invariant differential operators on SL k (Z)\H k with Langlands parameters (t, . . . , t, −(k − 1)t) and Laplacian eigenvalue
It is, of course, not L 2 -integrable on the whole space, but it is in L 2 on each compact subset.
Corollary 4. Let k 4 and let
has the accumulation point k/8 − 1/4. In particular, if k is odd, this is in Z/8, but not in Z/4.
Proof of Theorem 1
Let |t| 10 and let k 2 be fixed. We start with an approximate functional equation for E(Z, s) on the critical line. A Hardy-Littlewood style version can be found in [CN, Theorem 2] , but it is more convenient to use a smooth version. By a slight modification of [IK, Theorem 5.3, Proposition 5 .4] we conclude from the functional equation (1.1) that (1) where
The error term is a (crude) bound for the contribution of the pole of E(Z, s) at s = 1, and the exponential factor e u 2 makes the integral rapidly convergent. Shifting the contour to the far right, we see that W ± (y) becomes negligible, once y (1 + |t|) k/2+ε , so we can truncate the sums at
at the cost of a negligible error. We attach a smooth partition of unity to the x-sum that localizes at Q(x) ≍ T , shift the contour back to ℜu = ε, truncate it at v = ℑu ≪ |t| ε and interchange summation and integration to obtain
where T runs over powers of 2 and V T has compact support in [T, 3T ] and satisfies
denote the Laplace transform (composed with s → −s). This is an entire function in s. Let
By the Laplace inversion formula we have (2.5)
where δ > 0 is arbitrary. In order to keep V T,v (s; t) manageable, we choose δ = 1/T and write s = 1/T + iτ . It is not hard to evaluate V T,v (s; t) by a stationary phase argument, but we get an upper bound in a completely elementary fashion by the "Gauß sum trick". First we observe that by (2.3) and partial integration V T,v (s; t) ≪ |t| −100 unless τ ≍ |t|/T . This follows, for instance, from [BKY, Lemma 8 .1] with X = 1, U = Q = T , Y = |t| and R = |τ | + |t|/T , provided |τ | c|t|/T or |t|/T c|τ | for a sufficiently large constant c. Under the condition |τ | ≍ |t|/T , which we assume from now on, we have
e (x+y)/T e iτ (x−y) dx dy
Again by (2.3) and partial integration, the y-integral is ≪ T 2 w(T τ (x − 1)) for a rapidly decaying function w, so that by trivial estimates
To bound the θ-series in (2.5), we use deep results of Götze. By [Goe, Lemma 3.5, Lemma 3.10, (3.15) ] with
(notice that for these results the assumption d 5 in [Goe] is not used and [Goe, (3.15) ] implies γ 1) we have
Substituting this together with (2.6) and (2.5) into (2.2), we obtain E(Z, 1/2 + it) ≪ |t|
for k 4 and E(Z, 1/2 + it) ≪ |t| 1/2+ε for k = 3.
For the remaining case k = 2 we use a different strategy, which follows an argument of Titchmarsh [Ti] , based on van der Corput's method. Titchmarsh showed E(Z, 1/2 + it) ≪ |t| 1/3 log |t| for |t| 2 and diagonal Z; here we make some minor simplifications of his argument and indicate briefly the necessary changes and additions for arbitrary Z, given by a positive definite quadratic form Q(x) = ax 2 1 + bx 1 x 2 + cx 2 2 . We may, without loss of generality, assume to be reduced, that is, |b| a c (then also Q − is, up to permutation of x 1 and x 2 , reduced), and in particular (2.7)
which we use frequently. On the one hand, we use a more streamlined and effective approximate functional equation that makes [Ti, Theorem 1] and also the discussion of the boundary values at the end of the paper obsolete. Secondly, we slightly simplify some of the estimations of multi-dimensional derivatives.
With this in mind, we return to (2.1), specialize k = 2, and remove the weight function W ± T (Q ± (x)) as well as the factor Q ± (x) −1/2 by partial summation. Thus we need to prove (2.8)
for X 1 , X 2 ≪ |t| 1/2+ε , X := max(X 1 , X 2 ) and, without loss of generality, min(X 1 , X 2 ) ≫ |t| 1/3 , for otherwise the bound is trivial. With the aim of applying Weyl differencing, we consider exponential sums of the type (2.9)
with (2.10) 0 = µ ρ := X|t| −1/3 (≫ 1).
Following Titchmarsh, we divide the double sum (2.9) into O(|t| 2 ρ 2 X −4 ) subsums where both variables run over intervals of length ≪ X 3 (|t| µ ) −1 . The crucial point is now that (2.11)
The first bound is easy to see by direct calculation and trivial estimates as in [Ti, p. 496] , for the second bound we slightly deviate from Titchmarsh's argument on [Ti, to avoid messy computations and use a Taylor approximation (since µ ρ is much smaller than x ≍ X) getting det Hess(g(x 1 , x 2 )) = det Hess
where
for 0 i, j 2 (recall (2.7)). This gives det Hess(g(x 1 , x 2 )) = det Hess
which implies in particular the desired lower bound. Having (2.11) available, a two-dimensional second derivative test [Ti, Lemma δ] bounds each of the subsums in (2.9) by O(X 3 µ −1 |t| −1+ε ) and hence
with our choice (2.10) of ρ, which implies (2.8).
Proof of Theorem 2
Let k 4 be fixed. The theta-series
with r k (n) = #{x ∈ Z k : x 2 2 = n} is a modular form of weight k/2 for the group Γ 1 (4), and
is the corresponding normalized L-series (the critical strip is 0 ℜs 1).
3.1. The cuspidal contribution. Let S(z) = n a(n)e(nz) ∈ S k/2 (Γ 1 (4)), say, denote the orthogonal projection of θ onto the space of cusp forms. As is well-known [Si] , this is 0 unless k 9. It can be decomposed into a sum of two cusp forms S + (z) + S − (z), each of which is an eigenfunction of the level 4 Fricke involution. The corresponding Dirichlet series E 1 (I k , s) = n a(n)n −ks/2 is a linear combination of L-functions
These L-functions have no Euler product in general, but they are absolutely convergent in ℜs > 1 (by Hecke's mean square bound, since S ± are cusp forms) and have holomorphic continuation together with a functional equation (inherited from the Fricke involution). Hence both in the integral and half-integral weight case the convexity bound is available and gives
We now consider the Eisenstein contribution E 2 (I k , s) = E(I k , s) − E 1 (I k , s) and distinguish several cases.
3.2. The case k ≡ 0 (mod 4). Here the weight k/2 is even, and it follows from [He, Theorem 44 
for some polynomial P with P (0) = 1 and some constant c k > 0. The polynomial is given explicitly in [Sh, 3.8 ], but we do not need this information. By the functional equation and Stirling's formula we have
for k > 4 and |t| ≫ 1. Together with (3.1) this gives the desired lower bound. The case k = 4 is slightly more delicate. First we recall that E 1 (I 4 , 1/2 + it) = 0. Next, the zeta-function is now at the edge of the critical strip, and here we conclude from
(see [BIR] ) that ζ(1 + it) = Ω(1). This gives again E(I 4 , 1/2 + it) = Ω(|t| 1/2 ), as desired.
3.3. The case k ≡ 2 (mod 4). Here the weight k/2 is odd. Again by [He, Theorem 44] we have
and it is convenient to record the exact description of P 1 , P 2 from [Sh, 3.8] as
(in particular P 1 and P 2 are constant). We apply the functional equation for the L-series in the first term and for the zeta-function in the second term (noting that this involves slightly different Γ-factors) getting
The Gamma ratio is ≫ |t| k/4−1/2 , and it remains to show that A(it) + B(it) = Ω(1). To this end we consider
The integral on the right hand side equals
Since 4n 1 m 2 is even, but n 2 m 1 is odd, we have min T, log 4n 1 m 2 n 2 m 1 −1 T 1/10 log 4n 1 m 2 n 2 m 1 −9/10 ≪ T 1/10 √ n 1 n 2 m 1 m 2 9/10 .
Since k 6, the entire expression is ≪ T 1/10 , so that (3.2) is ≫ T , and hence A(it) + B(it) = Ω(1).
3.4. The case k odd. Here it is most convenient to use the representation of E 2 (I k , s) by Cohen [Co] 
where the sum is over all fundamental discriminants D with (−1) (k−1)/2 D > 0. We apply the functional equation for the L-function in the numerator. This gives us
for some non-zero constant c k . Since
we can rewrite this as
where now the sum is over all (not necessarily fundamental) discriminants ∆ with (−1)
With this notation,
This can be expressed in terms of the double Dirichlet series
′ are generally characters of conductor dividing 8 and the Euler factors at 2 are removed), which was investigated in detail in [Bl] . For notational simplicity let us assume that k ≡ 1 (mod 4), so that ∆ > 0; the case k ≡ 3 (mod 4) is analogous. Every discriminant ∆ has precisely one of the forms d4 j with d ≡ 1 (mod 4), j 0 or d ≡ 2 (mod 4), j 1 or d ≡ 3 (mod 4), j 1. Hence
for certain polynomials P ψ,ψ ′ (depending on β). The 16-dimensional vector of double Dirichlet series Z(β, w, ψ, ψ ′ ) with ψ, ψ ′ ranging over characters of conductor dividing 8 has a group of functional equations generated by A : (β, w) → (w, β) and B : (β, w) → (1 − β, s + β − 1). The corresponding 16-by-16 scattering matrices are given explicitly in [Bl, (32) , (33)]. Applying the functional equation B • A, we obtain
for certain polynomialsP ψ,ψ ′ (not all 0) and a factor C(β, w) that on fixed vertical lines ℜβ, ℜw > 1 is bounded from above and below. As in the previous subsection, the error term comes from approximating the Gamma-factor Γ R (2 − w)/Γ R (w + 1) for odd characters by Γ R (1 − w)/Γ R (w). At s = 1/2 + it with |t| 1 and with β and w as in (3.3), we obtain
Proof of Proposition 3
Let D be a fixed compact domain of positive diagonal matrices Ξ = diag(ξ 1 , . . . , ξ k ). The key input is the following result of Jarník in [Ja, Hilfssatz 6] Here we used the same notation as before: Q + = Q and Q − (x) = x ⊤ Ξ −1 x.
We are now prepared to prove Proposition 3. We start from the approximate functional equation (2.2). Let W be a fixed smooth function with support in [1, 2] . For the proof of (1.4) it suffices (by the Cauchy-Schwarz inequality) to show that θ(Q ± , s 1 )θ(Q ± , s 2 ) R W t X V T,v (s 1 ; t)V T,v (s 2 ; t)dt ds 1 ds 2 (2πi) 2 .
Again we could compute V T,v (s 1 ; t) by stationary phase uniformly in t and then integrate over t, but an elementary argument suffices. As in Section 2 we write s j = 1/T + iτ j , and we recall that V T,v (1/T + iτ ; t) ≪ |t| −A ≪ X −A unless |τ | ≍ X/T . The t-integral equals Integrating by parts, we see that the t-integral is ≪ X −A unless x = 1 + O(X ε−1 ), and in this range the y-integral is ≪ T −A unless τ 1 x − τ 2 ≪ T ε−1 , so that
We conclude that (4.2) is
τ1,τ2≍X/T |θ(Q ± , 1/T + iτ 1 )θ(Q ± , 1/T + iτ 2 )|T 2 X ε dτ 1 dτ 2
|θ(Q ± , 1/T + iτ )| 2 dτ (using the Cauchy-Schwarz inequality in the second step). If X/T ≪ T 4k , the bound (4.1) follows now from another application of the Cauchy-Schwarz inequality and Lemma 1, otherwise we estimate trivially θ(Q ± , 1/T + it) ≪ T k/2 , getting again the upper bound T k/2+1 X ε ≪ X. This completes the proof of (1.4).
The bound (1.5) follows either from (1.4) and the functional equation (for instance as in [Goo, p. 63] ) or directly from (2.2), (2.5), (2.6) and Lemma 1.
