We consider packing and covering optimization problems over constraints in consecutive and circular 1's. Such problems arise in the context of shift scheduling, and in problems related to interval graphs. Previous approaches to this problem depended on solving several minimum cost network flow problems. We devise here substantially more efficient and strongly polynomial algorithms based on parametric shortest paths approaches. The objective function in the covering and packing problems is to either minimize or maximize the number of sets that satisfy the constraints. The various problems studied are classified according to whether the constraints are all consecutive 1's or if there are also circular 1's constraints, and according to whether the constraints are all of covering type; all of packing type, or mixed. The running time of our algorithm for a pure covering all consecutive 1's constraints problem on n variables and m constraints is O(m + n). For the pure packing problem with consecutive 1's constraints we present an O(m + n log n) time algorithm. For the "mixed" case with both covering and packing consecutive 1's constraints we present an O(mn) time algorithm. An O(mn + n 2 log n)-time algorithm is presented for the case where the constraints are circular (consecutive 1's constraint is also circular) of pure type -either all covering constraints or all packing constraints. Finally, we show an O(n min{mn, n 2 log n + m log 2 n}) time algorithm for the most general problem of mixed covering and packing case where the constraints are circular. All our algorithms are strongly polynomial and improve on the non-strongly polynomial parametric minimum cost network flow or the (strongly polynomial) linear programming known approaches.
Introduction
We study here optimization problems over constraints with 0, 1 coefficients that have the consecutive and circular 1's property. The basic consecutive 1's problem is formulated for a given set of m pairs, or intervals, A = A cover ∪ A pack . Each interval (p, q) for p < q corresponds to the 0, 1 vector, [0, . . . , 0, 1, . . . , 1, 0, . . . , 0] with the positions p + 1, . . . , q with value 1 and all others with value 0. A constraint (p, q) is said to be in consecutive 1's if it is of the covering form Although not explicitly stated, the packing and covering constraints allow modeling of upper and lower bounds on the variables, respectively. So the nonnegativity need not be listed explicitly, as we have in the formulation. When A pack = ∅ the problem is the well known set cover problem.
When substituting the variables y q = q i=1 x i in (Consec) the constraints of the problem become y q − y p ≥ b pq and y q − y p ≤ b pq . (Detailed discussion of this transformation is provided in Section 2.) Such constraints are recognized as the dual of the minimum cost network flow problem, and previous techniques for solving the problem are indeed based on solving minimum cost network flow problems.
The circular 1's problem (Circular) includes, in addition to consecutive 1's constraints, also at least one constraint of the type: x j ≤ b q p for 0 ≤ q < p ≤ n.
Such constraints, called circular, are characterized by having an entry 1 in the first and last columns of the constraint coefficient. That is, a circular constraint corresponding to (p , q ) for p > q is represented by a 0, 1 vector [1, . . . , 1, 0, . . . , 0, 1, . . . , 1] with positions q + 1 through p having 0 value, and the rest are 1. We refer to the problem with constraints that include consecutive 1's and circular 1's as (Circular).
We study here problems (Consec) and (Circular) with either max n j=1 x j or min n j=1 x j as the objective function. These problems have applications ranging from problems on interval and circular-arc graphs, to staff scheduling. Problems on interval and circular-arc graphs that can be modeled using (Consec) and (Circular) include the minimum dominating set where all the constraints are covering constraints with right hand side equals 1, and the maximum independent set where all the constraints are packing constraints with right hand side equals 1. The reader is referred to [BOR80] for details on the application of staff scheduling.
The recognition problem of whether the constraint matrix is of consecutive 1's or circular 1's type is polynomially solvable. Booth and Lueker, [BL76] showed that given a 0, 1 matrix of size m × n with f 1's, one can verify in linear time, O(m + n + f ), whether the matrix has the consecutive 1's property . It is also possible to test quickly whether the matrix has the circular 1's property in O(m+n+2f), [Boo75] .
We present here combinatorial and strongly polynomial time algorithms which are not based on flow and yield improved run times for (Consec) and (Circular) as reported in Table 1 .
Problem
Known best result Running time here Consecutive covering constraints O((m + n) log n) [Ta03] O(m + n) Consecutive packing constraints O((m + n) log n) [Ta03] O(m + n log n) Consecutive packing and covering constraints MCNF [VW62] O(mn) Circular covering constraints O(mn log n) [KO81] O(nm + n 2 log n) Circular packing constraints LP, or O(nm + n 2 log n) O(log b · M CN F ) [BOR80] Circular packing and covering constraints LP, or O(n 2 min{m, n log n}) O(log b · M CN F ) [BOR80] Legend: MCNF, the complexity of solving Minimum Cost Network Flow.
LP, the complexity of linear programming with 0, 1 constraint coefficients. b = (p,q)∈A b pq . Table 1 : Complexity of algorithms for optimizing over consecutive 1's and circular 1's matrices.
Veinott and Wagner [VW62] studied the problem (Consec) and established its relationship to the minimum cost network flow problem. We use this relationship to conclude the known result for mixed (Consec) problem reported in Table 1 . The pure covering (Consec) problem and the pure packing (Consec) problem were solved by Tamir [Ta03] . He considered these problems when each row of the constraint matrix corresponds to a neighborhood in a tree. For this general problem he designed an O((m + n) log 2 n) time algorithm, and noted that in the special case of neighborhoods on a line (i.e., each row is consecutive 1's) the time complexity reduced to O((m + n) log n). His results were obtained for the problem where the coefficient matrix is not given as a set of intervals of the consecutive 1's, and therefore the log n factor is essential to transform the problem into the set of intervals as we have as our input. Shah and Farach-Colton [SF02] presented an O((m + n) log n) time algorithm that finds the optimal solution value (not the solution itself) of the pure covering and pure packing problems where each row of the constraint matrix corresponds to a neighborhood in a tree.
Bartholdi, Orlin and Ratliff [BOR80] were the first to propose a polynomial time algorithm for a generalization of the (Circular) problem in which the cost coefficients are not identical, and demonstrated that the linear optimization problem over constraints with circular 1's is solvable in polynomial time as well although the constraint matrix is no longer totally unimodular. Although they studied the problem with only covering constraints, their results hold also for problems with packing constraints as well, as we show in Section 4. The running time of their algorithm is log b times the complexity of solving minimum cost network flow problem (MCNF), where b is the sum of the right hand sides. A second algorithm they devised solves the problem by calling twice to the linear programming relaxation (in the second linear programming relaxation they fix the value of j x j ). They showed that for the special objective function min j x j and pure-covering, it is enough to solve a single linear programming relax-ation and then round-up the fractional solution vector to obtain an optimal integral solution. A similar result holds also for pure packing constraints but the fractional solution vector is rounded-down. For the mixed case we need to check the two possible solutions obtained by rounding-up and by rounding-down the optimal fractional solution. One of these solutions is guaranteed to be feasible if the problem itself is feasible. Then, we need to check whether these solutions are feasible, and if both are feasible the optimal integral solution is the better one.
A combinatorial linear program with all entries in the constraint matrix that are "small" is solvable in strongly polynomial time, [Tar86] . Thus the second, LP-based algorithm, of [BOR80] is strongly polynomial. The drawback of employing this linear programming algorithm is that in order to achieve strongly polynomial time one has to use the Ellipsoid method which is neither efficient nor practical. We will show how the first algorithm of [BOR80] that is based on MCNF can be transformed into a strongly-polynomial time algorithm, albeit with run time that is still inferior to the run time of the algorithm reported here.
Karp and Orlin [KO81] solved problem (Circular) when all the constraints are covering constraints using parametric shortest path method in O(mn log n) time.
A related problem to the ones studied here is the optimization over constraints with circular 1's in columns. Hochbaum and Levin [HL03] showed that this problem is at least as difficult as the exact matching problem, and thus harder than the problem in circular 1's in rows investigated here. They gave a 2-approximation algorithm for the problem, and presented an O(n 3 log B + n 4 )-time algorithm for the special case where are right hand sides are uniform and equal to B.
Paper overview: In Section 2 we provide a description of Veinott and Wagner's [VW62] transformation. In Section 3, we describe the parametric method of Megiddo [Meg83] and Cole [Col87] which is used to improve the running time of several of the algorithms presented. In Section 4 and in the Appendix we show how the results of Bartholdi et al. [BOR80] are extended to the mixed case where there are packing constraints and covering constraints (rather than pure covering constraints they investigated). We also devise a strongly-polynomial variant of the [BOR80] 's algorithm based on the parametric method. In Section 5, we address the problem (Consec) with pure covering constraints and present an O(m + n) time algorithm that solves it, and in Section 6, we derive for (Consec) with pure packing constraints an O(m + n log n) time algorithm. In Section 7 we show that pure packing problems are at least as difficult as pure covering problems. In Section 8 we show an O(mn) time algorithm for the mixed problem (Consec). In Section 9 we discuss the pure packing circular 1's problem and present an algorithm with complexity O(mn + n 2 log n). Finally, in Section 10 we present an algorithm for the general circular 1's case with both covering and packing constraints. The total time complexity of that algorithm is O(n min{mn, n 2 log n + m log 2 n}). Notation: For i < j, [i, j] is the interval of integers {i, i + 1, . . . , j}. We use the notation convention x to refer to the vector {x j } n j=1 . The vector e j is the vector of n − 1 zeroes and one 1 in the j th position.
The transformation and definitions
Veinott and Wagner, [VW62] , suggested the following transformation for problems on consecutive ones. Let the set of variables y j be defined as follows:
The set of constraints of (Consec) in terms of the new variables is:
This set of constraints has one 1 and one −1 in each row. The coefficient matrix of such a set of constraints is totally unimodular, and furthermore it forms the constraints of the dual of minimum cost network flow problem. This implies the following polynomial time algorithm for (Consec): Take the dual of the transformed problem, solve it with a minimum cost network flow procedure, construct the dual solution (node potentials, in minimum cost network flow terminology) by a shortest paths procedure. We note that the dual node potentials are computed explicitly as part of Orlin's [Orl93] minimum cost network flow procedure. Therefore, if we use Orlin's algorithm, then the last step of computing the shortest paths is redundant.
Using the transformation above for the (Circular) problem, a circular 1's covering constraint
So circular constraints have, in addition to one 1 and one −1, also an additional coefficient 1 for the variable y n . This renders the constraint matrix no longer totally unimodular. Writing the transformed constraint as, y q − y p ≥ b q p − y n , or equivalently as y p − y q ≤ y n − b q p , it is possible to treat y n as a parameter and solve the problem as a parametric dual of minimum cost network flow. Thus a parametric approach plays a crucial role in solving circular problems.
The parametric method
In a parametric optimization problem some right hand sides and some cost coefficients are given as linear functions of a single common parameter λ. The parametric method, introduced by Megiddo [Meg83] and improved for some special cases by Cole [Col87] , solves a parametric optimization problem. The goal is to find an optimal value λ * so that for the instance of the optimization problem where each linear function of λ is evaluated at λ * the optimal solution has a maximum cost (among all values of λ).
The parametric shortest path problem and the parametric minimum cost network flow problem are defined on a graph G = (V, E) where each arc e ∈ E has a cost c e that is a linear function of a common parameter λ. In the minimum cost network flow we are also given a demand vector d. The goal in the parametric shortest path problem is to compute a value λ * for which the length of the shortest path between s and t is maximized. Similarly, the goal for the parametric minimum cost network flow problem is to compute a value λ * that maximizes the optimal cost of the minimum cost network flow problem instance.
The methods of [Col87, Meg83] both use a parallel algorithm with O(f (n)) processors and O(g(n)) parallel time that solves the optimization problem for a single value of λ (the nonparametric problem). The method "simulates" the execution of this parallel algorithm for λ = λ * without the knowledge of λ * . A rough sketch of the idea is as follows: In each parallel time unit a set of O(f (n)) comparisons needs to be answered. For a single comparison, Megiddo [Meg83] proposed to use an algorithm that solves the non-parametric problem in the breakpoint of the two linear functions (of λ) that we have to compare (this is done by a call to a serial algorithm with time complexity T (n)). Megiddo [Meg83] suggested to use a binary search over these comparisons to evaluate the O(f (n)) comparisons of a single parallel time unit using only O(log f (n)) comparisons. This results in time complexity of O(f (n)g(n) + (log f (n))g(n)T (n)) for the parametric problem.
Cole [Col87] suggested to 'slow down' the comparisons that this algorithm evaluates, and to use a sorting network instead of the comparisons.Using Cole's method the number of comparisons that the algorithm evaluates is only O(log f (n) + g(n)). Therefore, the total complexity
Cole's improvement is suitable only for cases when the parallel algorithm is based on sorting. Cole explicitly stated that his improvement cannot be applied to a general parametric problem but only to special cases. Cole also designed an algorithm with time complexity of O(n 3 log n + (log 2 n)T (n)) for the parametric shortest path problem where T (n) is the time complexity of a single comparison. His algorithm was designed for the minimum ratio cycle problem where a comparison is answered using a negative cycle detector. The result however holds also for other applications of the parametric shortest path problem.
Since Orlin's [Orl93] algorithm for the minimum cost network flow uses O(n log n) shortest path computations, the parametric minimum cost network flow problem can be solved in O(n 4 log 2 n + n log 3 nT (n)) where T (n) is the time complexity of a single comparison. Using Orlin's serial algorithm for the minimum cost network flow problem T (n) = O(n log n(m + n log n)). Therefore, the parametric minimum cost network flow problem can be solved in O(n 4 log 2 n + n 2 m log 4 n) time. We conclude this discussion with the following theorem: 4 Extensions on the algorithm to solve the general linear objective function of (Circular)
The algorithm of Bartholdi et al. is based on treating the transformed circular problem, as explained in Section 2, as a parametric minimum cost network flow problem. The algorithm of [BOR80] consists of a binary search for the optimal value of λ = y n where in each call a minimum cost network flow problem is solved for a specific value of λ = y n . That algorithm is applicable to (Circular) with a general linear objective function, min n j=1 c j x j . The algorithm in [BOR80] is given for the pure covering problem. We show in the Appendix how to extend it to the mixed packing and covering constraints. A second modification we propose is a strongly polynomial time algorithm based on the parametric network flow algorithm in Theorem 3.1.
With these modifications we establish the following theorem (proved in the appendix):
time algorithm that solves problem (Circular) with a general linear cost function.
In the remainder of this paper we consider the unweighted objective function case c j = 1 ∀j, and present faster algorithms for this problem and its special cases.
Covering consecutive 1's constraints
For the pure covering problem with A = A cover , only a minimization objective is meaningful since the maximization problem max i x i is trivially unbounded.
Consider the minimum longest path problem in an acyclic graph. This is an optimization problem in which the objective is to find the smallest bound within which we can traverse every path in a network where each arc (i, j) has a cost, or distance, b ij . longest path problem is precisely the transformed formulation of the problem (Consec) on purely covering constraints. In the transformed problem variable y i corresponds to node i and b ij represents the distance between nodes i and j. The objective function of the minimum longest path problem is to minimize y n which is equivalent to the objective function n j=1 x j in the formulation of (Consec). Construct a graph G = (V, A) corresponding to the formulation with a node i ∈ V for each variable y i . For every constraint of the type y j − y i ≥ b ij there is a directed arc (i, j) ∈ A with weight b ij . Arcs (i − 1, i) correspond to the variable x i = y i − y i−1 and can have length 0 for every nonnegativity constraint, or other lower bound constraint. The graph is illustrated in Figure 1 . Since for very arc (i, j), i < j the graph G is necessarily acyclic, or Directed Acyclic Graph, DAG. To demonstrate that our problem is indeed the longest path problem on the DAG G, let P be any path from 0 to n in G. Consider the inequality which is the sum of the constraints that correspond to the arcs of P . This inequality has left hand side y n − y 0 , and its right hand side equals the length of P . Since y 0 = 0, we conclude that y n is at least as large as the total length of P . Since P is an arbitrary path from 0 to n, y n is at least the length of the longest path from 0 to n. Because our objective is to minimize y n , the optimal value of y n equals the length of the longest path from 0 to n.
The longest path problem is solvable in polynomial time on a DAG using dynamic programming (DP). Let the distance labels y * j be the length of the longest path from 0 to j. We compute lower bounds, y * 
Packing consecutive 1's constraints
For the pure packing problem, A = A pack , only a maximization objective is meaningful as the minimization problem min j x j is trivially solved by x j = 0 ∀j.
For the transformed problem there is a corresponding graph G = (V, A) with one node i corresponding to each variable y i and an arc (i, j) of weight b ij corresponding to each constraint y j − y i ≤ b ij . A nonnegativity constraint x j ≥ 0 is transformed into y j − y j−1 ≥ 0, and is represented by a backward zero arc directed from j to j − 1.
The graph G contains cycles but the lengths of arcs are all nonnegative. Our problem is the shortest path problem on G from 0 to n. To see this let P be any path from 0 to n in G. Consider the inequality which is the sum of the constraints that correspond to the arcs of P . This inequality has left hand side y n − y 0 , and its right hand side equals the length of P . Since y 0 = 0, we conclude that y n is at most as large as the total length of P . Since P is an arbitrary path from 0 to n, y n is at most the length of the shortest path from 0 to n. Because our objective is to maximize y n , the optimal value of y n equals the length of the shortest path from 0 to n.
Since the lengths are nonnegative we can apply Dijkstra's algorithm [Dij59] to find the shortest path from 0 to n in G:
Theorem 6.1 Problem (Consec) with pure packing constraints is solved in O(m+n log n) time.
7 The relation between the pure packing problem and the pure covering problem
In this section we consider problems (Consec) and (Circular) with pure covering constraints or pure packing constraints. We note that for the pure packing problem the meaningful objective function is max n j=1 x j as a minimization problem is trivially solved by the zero vector, and for the pure covering problem the meaningful objective function is min n j=1 x j as a maximization problem is trivially unbounded.
Given a "pure" problem we let M ≥ m i=1 b i , and consider the transformation of the variables
This transformation maps a consecutive (circular) constraint to a consecutive (circular) constraint. The objective function max n j=1 x j is mapped to nM + max n j=1 (−x j ) which is equivalent to min n j=1 x j . Similarly, the objective function min n j=1 x j is mapped to nM + min n j=1 (−x j ) which is equivalent to max n j=1 x j . This transformation maps a pure covering problem into a pure packing problem. However, a pure packing problem is mapped into a pure covering problem with additional upper bounds constraints. These upper bounds result from the nonnegativity constraints in the pure packing formulation. This also explains the different time complexities for solving the pure covering (Consec) problem and the pure packing (Consec) problem.
This simple transformation proves the following theorem:
Theorem 7.1 Let T (n, m) be a function that grows at least at a linear rate, T (n, m) = Ω(n). We claim that the sum of variables at the optimum is the length of the shortest path from node 0 to n in the corresponding network, which is possibly cyclic and contains negative arc lengths. The network G = (V, A) is composed of a node set V = {0, 1, . . . , n}. The set of arcs A consists of three types of arcs: For every packing constraint (p, q) ∈ A pack there is an arc (p, q) of length b pq : for every covering constraint (p, q) ∈ A cover there is an arc (q, p) of length −b pq (note that such an arc is in the reverse direction and has a negative length); and for every nonnegativity constraint y j − y j−1 ≥ 0 there is an arc (j, j − 1) of zero length.
To see that our problem is the shortest path from 0 to n in the resulting network we use an argument similar to the one in Section 5. Let P = [j o , j 1 , j 2 , . . . , j k−1 , j k ] where j 0 = 0 and j k = n be an arbitrary path from 0 to n in G. Consider the inequality which is the sum of the constraints that correspond to the arcs of P ,
Figure 2: The graph G with a negative length cycle that corresponds to the set of constraints:
This constraint has left hand side y n − y 0 , and its right hand side equals the length of P , B P . Since y 0 = 0, we conclude that y n is at most as large as the total length of P . Since P is an arbitrary path from 0 to n, y n is at most the length of a shortest path from 0 to n, y n ≤ min P B P . Because our objective is to maximize y n , the optimal value of y n equals the length of a shortest path from 0 to n. We now argue that the existence of a negative length cycle C in G implies that the original (Consec) problem is infeasible (as illustrated in an example in Figure 2 ). Summing up the constraints that correspond to the arcs of C we get 0 on the left hand side, and the length of C on the right hand side. That is, the aggregate constraint is 0 ≤ a negative number. Therefore, the original problem is infeasible.
To solve problem (Consec) we can therefore use Bellman-Ford algorithm for computing the shortest path from 0 to n in G. If there is a negative length cycle, then (Consec) is provably infeasible. Otherwise, the shortest path distance from node 0 to i is the value of the variable y i in the optimal solution. All these distances are computed by Bellman-Ford's algorithm in O(mn) time. 9 Pure packing and pure covering (Circular)
In this section we consider the pure cases of (Circular) with either all packing constraints or all consecutive constraints. We present an O(n 3 log n + mn log 2 n) time algorithm for the pure packing problem, and show how to improve it to an O(mn + n 2 log n) time algorithm. For the pure covering problem the same algorithms are derived analogously.
Applying Veinott and Wagner's [VW62] transformation we get a problem where the objective function is max y n , and there are three types of constraints:
2. y k − y j + y n ≤ b kj (n > j > k) for each circular ones constraint. Here we move y n to the right-hand-side to get a constraint,
3. y j − y j−1 ≥ 0 for each nonnegativity constraint. Multiplying by −1 the constraint is,
The resulting formulation is of the shortest path from 0 to n in a graphG = (V, A), with nodes corresponding to the n variables and one additional node corresponding to y 0 = 0, and the set of arcs has all the consecutive constraints represented by forward arcs, (i, j) for i < j, each of cost b ij ; The circular constraints are represented by backward arcs (p, q) for p > q of cost b qp − y n ; The nonnegativity constraints, are represented by zero cost backward arcs (j, j − 1). A graph of this type is displayed in Figure 3 . ThusG contains cycles, and parameterized arc costs with λ = y n the parameter. For values of y n that are large enough there could be negative cost arcs. Consider applying the Cole's algorithm for computing the parametric shortest path from 0 to n in a parametric network in order to compute the optimal value of the parameter y * n for which the shortest path is maximum (see Section 3). To apply this algorithm, we need a serial algorithm that resolves, for a given parameter value λ, whether y * n is greater than λ, equal to λ or smaller than λ.
The selected serial algorithm is Bellman-Ford algorithm computing a shortest path from 0 to n for the parameter value λ in T (n) = O(mn) time. Note that decreasing λ increases all the arc lengths, and the length of the shortest path can thus only increase. Respectively, increasing λ only decreases the arc lengths, and the length of the shortest path can only decrease. Therefore, when applying a parametric shortest path algorithm in the networkG for a parameter λ, only the following outcomes are possible. Using Theorem 3.1 with T (n) = O(mn) we conclude that the resulting algorithm for computing y * n has a total time complexity of O(n 3 log n + log 2 n(mn)).
Theorem 9.1 Problem (Circular) where all constraints are packing constraints can be solved
in O(n 3 log n + mn log 2 n) time.
Corollary 9.1 Problem (Circular) where all constraints are covering constraints can be solved in O(n 3 log n + mn log 2 n) time.
Proof: By theorems 7.1 and 9.1. If there were a faster single-source shortest path algorithm that can run in poly-log parallel time, we could have gotten a faster algorithm for this case. However, we are not aware of such an algorithm.
An alternative algorithm with better run time to solve the parametric shortest path from 0 to n inG is shown next.
We observe that the length of any path P inG from 0 to n is a linear function of y n with a slope −k where k is the number of circular arcs in P . The key idea of the improved algorithm is to compute the entire lower envelope of the 0 to n shortest path length as a function of the parameter λ = y n . For that we apply the algorithm of Young et al. [YTO91] , YTO-algorithm, which computes the entire lower envelope F (λ) of the 0 to n shortest path length when each arc has length that is a linear function of a common parameter λ with slope that is either 0 or −1. The time complexity of YTO-algorithm is O(mn + n 2 log n).
The lower envelope F (λ) is a list of O(n) linear functions of λ each representing the length of a shortest path from 0 to n inG using k circular arcs (for some k ∈ {0, 1, 2, . . . , n − 1}). In Figure 3 we present a graphG and the corresponding F (λ). In this example the shortest path from 0 to 5 that uses only consecutive arcs is 8, with one circular arc is 13 − λ, and two circular arcs is 19 − 2λ.
By Lemma 9.1 and since F (λ) is continuous monotone non-increasing, then if a fixed point solution to the equation y * n = F (y * n ) exists, it is the correct optimal fractional solution to (Circular). Therefore, in order to find an optimal fractional solution, we seek the value y * n such that y * n = F (y * n ). It remains to consider the case in which there is no fixed point solution. A feasible value of λ is a value for which the networkG does not contain a negative length cycle. Suppose that a fixed point solution y * n does not exist. For λ = 0, F (0) ≥ 0 since for λ = 0 the network does not contain a negative length arc. Since there is no fixed point solution, for all feasible values of λ, F (λ) > λ. Then, by Lemma 9.1, we can resolve comparisons, and therefore conclude that the optimal fractional solution is the maximum value for which the resulting network has no negative cycle. We denote this value by y * n as well. The value of y * n can be deduced from the lower envelope in O(n) time as follows: We traverse the list of intervals forming the linear sections of the lower envelope, seeking whether each intersects with the linear function λ. If such intersection exists, then this is the value y * n . Otherwise, y * n does not belong to this interval. For each interval we spend O(1) time, and since there are O(n) intervals, the total time complexity of this procedure is O(n). If we traverse the entire lower envelope F (λ) without reaching to a fixed point solution then such a fixed point does not exists and we can compute the maximum value for which the resulting network has no negative cycle.
We next use the value of y * n to compute for each u, the shortest length of a path from 0 to u inG where the length of the arcs are set using the parameter value λ = y * n . This can be done by using a single application of Bellman-Ford algorithm on the graph where the values of λ are substituted by y * n , in O(mn) time. Denote the resulting distance vector by y * = (y * 1 , y * 2 , . . . , y * n ). If y * n is integer, then y * is an optimal integral solution. To see this note that when we substitute λ = y * n we obtain right hand side that is an integral vector and the constraint matrix is totally unimodular, and therefore, the resulting solution is integral. This solution is obtained by the Bellman-Ford algorithm, and therefore it equals y * . This solution has a value y * n that is the optimal value.
Otherwise, y * is an optimal fractional solution which is an optimal solution for the linear programming relaxation of the problem. [BOR80] proved for the unweighted case (as we have) and pure covering problem, that an optimal integral solution is obtained from an optimal fractional solution by rounding-up all the elements of the solution vector y. Using the relation between pure covering problems and pure packing problems, the optimal solution for our problem is obtained by rounding-down y * . I.e., the optimal solution is ( y * 1 , y * 2 , . . . , y * n ). The total time complexity of the algorithm is therefore dominated by the complexity of finding F (λ), O(mn + n 2 log n): Theorem 9.2 Problem (Circular) where all constraints are packing constraints can be solved in O(mn + n 2 log n) time. 10 An O(n min{mn, n 2 log n + m log 2 n}) time algorithm for the mixed (Circular) problem
In this section we show an O(n min{mn, n 2 log n+m log 2 n})-time algorithm that solves problem mixed (Circular). We first present an O(n 3 log n + mn log 2 n) time algorithm based on the parametric method, and then an alternative O(mn 2 ) time algorithm. Together, these yield the stated running time.
An O(n
n be the value of n j=1 x j in an optimal solution. Suppose we knew what y * n is, then this constraint can be written as,
Similarly, a packing constraint with circular 1's
Thus the problem becomes a a parameterized instance of (Consec) with mixed packing and covering constraints.
Let the right hand side of a circular constraint (either covering or packing) be denoted by b q p = y * n − b q p and for a consecutive constraint b q p = b q p . The right hand sides in this formulation are linear functions of y * n with slope 1 or 0. We now convert the covering constraints (and the nonnegativity constraints) into packing constraints, as in Section 8, by multiplying these constraints by −1. This result in a formulation of the shortest path from 0 to n where the arcs' lengths are linear functions of the parameter λ = y * n with slopes −1 or 0 or 1. Note that Young et al. [YTO91] algorithm cannot be applied to solve this parametric shortest path problem as their algorithm is suitable only to the cases where the slopes of λ are either 0 or −1 (by changing the definition of λ it can work also for cases where the slopes are either 0 or +1 but not for networks where arcs' lengths are linear functions of the parameter with slopes in {−1, 0, +1}).
Let the length of a shortest path from 0 to n as a function of λ = y n be as before, F (λ). This function is piecewise linear with integer slopes in the range [−n + 1, n − 1]. Since it is a lower envelope of the shortest paths functions of λ, F (λ) is a concave function. F (λ) is defined for an interval I = [y min , y max ] where for λ ∈ I the network does not contain a negative length cycle. In I we define the function L(λ) = F (λ) − λ which is also a piecewise linear concave function with integer slopes in the range [−n, n − 2]. Proof: Let G λ be the network where the arcs lengths are set to the parameter value λ. The constraints in (Circular) for λ ∈ I are equivalent to requiring for each arc (u, v) in G λ , that y v − y u is at most the length of (u, v). Assume first that L(λ) ≥ 0. We add a constraint of the form y n ≤ λ, and find a feasible solution to this augmented set of constraints. Let G λ be the corresponding network resulting from adding to G λ an arc from 0 to n whose length is λ.
Let y(λ) be the shortest paths vector in G λ . Then, y(λ) n ≤ λ because the new arc is a possible path from 0 to n. However, since L(λ) ≥ 0, the length of the shortest path from 0 to n in G λ is at least λ. Therefore, the length of the shortest path from 0 to n in G λ is exactly λ, and y(λ) n = λ. Thus y(λ) is a feasible solution to problem (Circular) whose cost is exactly λ. Now suppose that there is a feasible solution y(λ) to problem (Circular) whose cost is exactly λ, so y(λ) n = λ. Therefore, the shortest path in the network G λ from 0 to n is of length at least λ, and
As a concave function, L(λ) satisfies the following:
Lemma 10.1 L() has a single maximizerỹ ∈ I and at most two zeros
If L(ỹ) ≥ 0, we letŷ min = z 1 . We letŷ max be the maximum value in I for which L(λ) ≥ 0,
If L(ỹ) < 0, then by Theorem 10.1, problem (Circular) is infeasible. In this case we do not defineŷ min andŷ max .
If L(λ) > 0 for all λ ∈ I such that λ ≥ỹ, then we setŷ max = y max . It follows then from Theorem 10.1 thatŷ max is well-defined for all feasible instances of (Circular).
Since our objective is max y n , an optimal solution isŷ max = max{λ ∈ I|L(λ) ≥ 0}. This is derived by first finding a fractional valueŷ max that is an optimal fractional solution value of the linear programming relaxation of (Circular), and then generating from it an optimal integral solution.
We now show how to use Cole's method for computing the parametric shortest path from 0 to n in order to findŷ max that is the solution of the linear programming relaxation of (Circular).
The use of this algorithm requires the resolution of O(log 2 n) questions of the type, "is y * n ≤ λ c ?". In order to resolve such a comparison we apply Bellman-Ford algorithm to find the 0 to n shortest path where the arcs lengths are evaluated for λ = λ c . The time complexity of this algorithm is O(mn). The result obtained from Bellman-Ford algorithm is either a negative length cycle C in the network or a shortest path P from 0 to n if a negative length cycle does not exist.
We now show how to resolve the comparison using the output of Bellman-Ford algorithm.
1. If Bellman-Ford algorithm finds a negative length cycle C, then we compute the linear function f C (λ) that defines its length. Since this is a negative cycle, we know that f C (λ c ) < 0. We compute the slope (derivative) of f C (λ) at λ c , f C (λ c ).
• If f C (λ c ) ≥ 0, then for every λ ≤ λ c the length of C remains negative, and therefore if (Circular) is feasible then y * n > λ c .
• If f C (λ c ) < 0, then for every λ ≥ λ c the length of C remains negative, and therefore if (Circular) is feasible then y * n < λ c .
• If f C (λ c ) = 0, then for all λ the length of C remains negative and therefore (Circular) is infeasible (because the maximum of F (λ) is attained at λ c ).
2. If Bellman-Ford algorithm finds a shortest path P from 0 to n, then there are no negative cycles and λ c ∈ I. We compute the linear function f P (λ) for the length of P . Since P is a shortest path for λ = λ c , there is a sufficiently small interval that contains λ c such that P is the shortest path for λ in that interval, and We thus showed a T (n) = O(mn)-time algorithm that resolves a single comparison. By Theorem 3.1 it then follows thatŷ max is found in O(n 3 log n + mn log 2 n) time. This value may be fractional as it is an optimal solution to the linear programming relaxation.
Using the optimal solutionŷ max , if fractional, we get an optimal integer solution by rounding down the solution cost to ŷ max . This is the optimal value of an integral solution, but we still need to find a corresponding integral solution. We substitute the value of y * n = ŷ max in the circular constraints: We use the following facts obtained in the previous sub-section.
• If the value of y * n is given, then an optimal solution can be found in O(mn) time using Bellman-Ford algorithm in a network where the arc lengths depend on y * n .
• For a given value of λ = y n , one can check in O(mn) time if (Circular) is feasible for this parameter value, and if so obtain a feasible solution of this value.
We next show how to implement the algorithm of the previous sub-section for all values of y n simultaneously in O(mn 2 )-time. The idea is to construct the entire lower envelope of the shortest path lengths as a function of the parameter value, λ. This is similar to the idea used by Young et al. [YTO91] except that their algorithm constructs solutions for a sequence of different values of the parameter one after the other, whereas our algorithm constructs the entire lower envelope simultaneously. Our algorithm is based on implementing Bellman-Ford algorithm for all values of λ simultaneously with an increase of run time compared to the nonparametric case of factor O(n). We first present the non-parametric Bellman-Ford algorithm for arc costs c ij , and then its adjustment to the parametric case. Bellman-Ford algorithm: Input: A graph G = ({0, 1, 2, . . . , n}, E) with arc lengths c ij . Output: Either a certificate of a negative length cycle, or for each i, the length of a shortest path from 0 to i in G.
Negative cycle detector: If there is i such that u n+1 i < u n i , then return G has a negative length cycle. Otherwise, return (u n i ) n i=1 . For the parametric problem each arc cost is of the formb i,j = b i,j + cλ for c ∈ {−1, 0, 1}. The length of the shortest path from 0 to i is therefore a concave piecewise linear lower envelope with up to 2n + 1 linear functions with integer slopes in [−n, n]. We retain these functions as an array u of 2n + 1 entries. Each entry j ∈ [−n, n] has a linear function a + jλ with the least constant value a among all functions of the same slope j, as only the one with the least constant can be on the lower envelope. Note that the lower envelope does not necessarily contain all the functions in the array, but possibly only a strict subset of them. The adjustments made in the parametric version of Bellman-Ford are:
• Initialization u 1 0 = 0, u 1 i =b 0,i ∀i: This is implemented in the same time complexity as the initialization step in Bellman-Ford algorithm.
• A faster way to implement this step is using dynamic trees data structure in O(log n). This however is not going to affect the overall complexity, and thus is not discussed in detail.
• So the main part of the parametric algorithm has complexity O(mn 2 ). We now need to address the negative cycle detection. A negative cycle is identified, when the piecewise linear concave lower envelope U n+1 i is strictly below U n i for some i. To find the representation of the lower envelope of the linear functions as a sequence of O(n) breakpoints and the slopes of the lines between them, we scan the array progressing from the largest slope linear function to lower slope functions. Having evaluated the jth lower envelope including the functions with slopes from n to j, we find the intersection of the jth lower envelope with the next linear function of slope j − 1 or less. If the breakpoint of the intersection of the linear function of slope j − 1 with the rightmost linear function in the envelope is left of the previously evaluated rightmost breakpoint br, then br and the slope of the line adjacent to br's right are omitted from the jth lower envelope and the intersection step of the rightmost linear function with the linear function of slope j − 1 or less is repeated. If the intersection is to the right of all previously evaluated breakpoints it is added, with the new linear function to the j − 1st lower envelope. Each step involves finding the intersection of two linear functions in O(1) and is associated either with proceeding to the next iteration, or else in the elimination of a breakpoint previously evaluated. Since there are at most O(n) breakpoints, the total number of operations is O(n).
We thus find the lower envelopes of U n i and U Therefore, the total complexity of this procedure is O(mn 2 ). At termination, we have an interval [y min , y max ], such that for each integer value in this interval there is a feasible solution to (Circular) with this cost. We set the value of y n to be y max , and then apply the algorithm for mixed (Consec) problem in O(mn) time complexity using Theorem 8.1. This algorithm outputs the solution with cost y max .
Theorem 10.3 There is an O(mn 2 )-time algorithm that solves problem (Circular) with both covering and packing constraints.
Conclusions
We address here covering and packing problems on circular 1's constraints. We show how to solve such problems efficiently and in strongly polynomial time, thereby improving on the method of solving these problems as a parametric dual of minimum cost network flow. A cover y + A .,n cover y n ≥ b cover A pack y + A .,n pack y n ≤ b pack y, y n unrestricted integer.
For a specified integer value of y n we get the problem:
P (y n ) = c n y n + min cy subject to :
A cover y ≥ b cover − A .,ncover y n A pack y ≤ b pack − A .,n pack y n y unrestricted.
Although the integrality constraints for y are dropped here, it is shown in the sequel that it does not affect the algorithm. Multiplying the packing constraints by −1 we get:
A cover y ≥ b cover − A .,n cover y n (−A pack )y ≥ A .,n pack y n − b pack y unrestricted.
The dual of this problem is:
D(y n ) = c n y n + max λ cover (b cover − A .,n cover y n ) + λ pack (A .,n pack y n − b pack ) subject to :
D(y n ) is a minimum cost network flow problem, where the arcs' cost are parameterized by a common parameter y n . Then, as in lemmas 1.1 and 1.2 in [BOR80] , the optimal solution
