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ABSTRACT
Emergency vehicle (EMV) service is a key function of cities and is exceedingly challenging due
to urban traffic congestion. A main reason behind EMV service delay is the lack of communica-
tion and cooperation between vehicles blocking EMVs. In this paper, we study the improvement
of EMV service under V2I connectivity. We consider the establishment of dynamic queue jump
lanes (DQJLs) based on real-time coordination of connected vehicles. We develop a novel Markov
decision process formulation for the DQJL problem, which explicitly accounts for the uncertainty
of drivers’ reaction to approaching EMVs. We propose a deep neural network-based reinforce-
ment learning algorithm that efficiently computes the optimal coordination instructions. We also
validate our approach on a micro-simulation testbed using Simulation of Urban Mobility (SUMO).
Validation results show that with our proposed methodology, the centralized control system saves
approximately 15% EMV passing time than the benchmark system.
Keywords: Deep Reinforcement Learning, Connected Vehicles, Emergency Vehicles
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1 INTRODUCTION
Increasing population and urbanization have made it exceedingly challenging to operate urban
emergency services efficiently. For example, historical data from New York City, USA (1) shows
that the number of annual emergency vehicle (EMV) incidents has grown from 1,114,693 in 2004
to 1,352,766 in 2014, with corresponding average response times of 7:53 min and 9:23 min, re-
spectively (2). This means an approximately 20% increase in response times in ten years. In the
case of cardiac arrest, every minute until defibrillation reduces survival chances by 7% to 10%,
and after 8 minutes there is little chance for survival (3). Cities are less resilient with worsening
response times from EMVs (ambulances, fire trucks, police cars), mainly due to traffic congestion.
The performance of these EMV service systems in congested traffic can be improved with
technology. As a core of modern ITSs, wireless vehicle-to-infrastructure (V2I) connectivity, such
as Cellular Networks, provide significant opportunities for improving urban emergency response.
On the one hand, wireless connectivity provides EMVs the traffic conditions on possible routes
between the station (hospital, fire station, police station, etc.) and the call, which enables more
efficient dispatch and routing. On the other hand, through V2I communications, traffic managers
can broadcast the planned route of EMVs to non-EMVs that may be affected, and non-EMVs can
cooperate to form dynamic queue-jump lanes (QJLs) for approaching EMVs.
Queue jump lane (DQJ) introduced by (4–6), utilizes an additional static lane for bus oper-
ation so that buses can bypass long queues before intersections. It has never been used for EMV
deployment and is considered a novel operation strategy to apply this technology for EMV de-
ployment with the aid of connected vehicle technologies. Although QJLs are a relatively new
technology, literature is available documenting the positive effects they have in reducing travel
time variability, especially when used in conjunction with the transit signal priority (TSP). How-
ever, they are all based on moving-bottleneck models for buses (4–6); we are borrowing this bus
operation strategy for EMV deployment in our setting, since EMVs typically move faster than
non-EMVs and since EMVs can âA˘IJpreemptâA˘I˙ non-EMV traffic because of their priority. On
the other hand, with siren technologies, other vehicles often do not get enough warning time from
the EMVs. Even then, there is a lack of clarity in the direction of the route to avoid, not to men-
tion the added noise pollution. The confusion, particularly under highly congested scenarios, leads
to increased delays as mentioned above, and also to 4 to 17 times higher accident rates (7) and
increased severity of collisions (8), which further lead to increased response times. A study by
Savolainen et al. (9) using data from Detroit, Michigan, verified this sensitivity of driver behavior
to different ITS communication methods for EMV route information.
In addition, QJLs have not been studied as a dynamic control strategy and there’s an ur-
gent need for capturing uncertainties in realistic traffic conditions, especially in events under non-
deterministic setting such as yielding for an approaching EMV. To apply dynamic control strategy
for vehicle’s motion planning for QJLs establishment, we introduce the concept of dynamic queue
jump lane (DQJL), see Figure 1a. During the process of clearing an QJL for the passing EMV,
non-EMVs are constantly monitored and instructed for actions so that DQJL can be established
quickly with safety.
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(a) Establishing a DQJL for Emergency Vehicle
(b) The dynamic queue-jump lane (DQJL) coordination framework via cellular network (CN) and connected
vehicles technologies.
FIGURE 1: V2I DQJL coordination framework.
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The establishment of DQJLs involves real-time motion planning for vehicles, which has
been a focus of robotics both in deterministic and in stochastic settings (7). However, although
robotic motion planning algorithms provide useful insights for EMVs, they do not directly apply
to EMVs, since human drivers are not able to follow high frequency instructions and react in-
stantaneously as robots do. Furthermore, coordination algorithms for multiple robots are hardly
applicable to traffic management due to high randomness in driversâA˘Z´ reaction to coordination
instructions. Instead, human drivers need driving strategies that are easy to interpret and implement
and preferably only dependent of movement of neighboring vehicles, see (10). A study by Zuo et
al. (11) illustrates to use dynamic programming to prevent vehicle-passenger collision and (12)
shows how to employ reinforcement learning methods to ensure vehicle safety. Mixed integer pro-
gramming has been utilized in routing problems for multiple vehicles in different tasks like in (13).
In particular, (14) considered an integer linear program formulation for non-EMVs arrangement of
a discrete road segment with approaching EMV in the centralized and deterministic setting, which
provides a baseline but does not account for the randomness of driver behavior as well as unique
attributes road environment such as vehicle length and deceleration profiles. More importantly, it
doesn’t consider the real-time characteristic and loses practicality in the DQJL application.
In response to these challenges, this paper develops a methodology for utilizing V2I con-
nectivity to improve EMV services. We design link-level coordination strategies for non-EMVs to
fast establish dynamic queue jump lanes (DQJLs) for EMVs while maintaining safety. We model
the DQJL problem into a Markov decision process to cope with the uncertainty in drivers’ behavior
and introduce a deep reinforcement learning (RL) model to address the randomness in traffic con-
ditions. Our approach delivers real-time easy-to-follow instructions for human drivers during the
DQJL establishment process and achieves application purpose within the shortest amount of time
with safety. We validate our methodology based on traffic simulation software against benchmark
system. We also perform sensitivity analysis to study, under what circumstances, the proposed
methodology would prevail.
The rest of this paper is organized as follows. In Section 2, we model the establishment
of DQJL under the V2I framework. In Section 3 we propose the modified DQN algorithm to
solve DQJL problem. In Section 4, the results are validated on validation-based simulation in
comparison with benchmark system and sensitivity analysis is conducted to inspect the impacts by
different factors. Acknowledgements and author contribution are presented in the Section 6 and 7
respectively.
2 MODEL AND PROBLEM STATEMENT
In this section, we elaborate how we formulate the dynamic queue-jump lane (DQJL) problem and
model it in a Markov decision process (MDP) framework.
In order to model the establishment of DQJL for an emergency vehicle (EMV), we can take
a look at a typical urban road segment. The urban road segment consists of two lanes facing the
same direction. When an EMV on duty is approaching this road segment, the centralized control
system based on V2I technologies will send out real-time instructions to all non-EMVs on this
road segment. Specifically, one or more roadside units (RSU) will collect real-time information
from all vehicles. With the cellular networks (CN) prevailing in V2I communication technologies
(15–17) nowadays, vehicles’ information including positions, velocity, acceleration/deceleration
and vehicle unique attributes such as vehicle length and most comfortable deceleration will be
collected by the RSUs. With CN technologies equipped by all of the connected vehicles, the ad-
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hoc RSUs are viable and effective in such settings. The RSUs then transmit all data via CNs to
the server, i.e. the centralized control system. The centralized control system will process the
data and gives optimal coordination strategies instantly, and send back to RSUs. Then, the RSUs
broadcast each instruction to the corresponding vehicle and, after a short time period, recollects the
data. The cycle repeats until a DQJL is established in this segment. The data transmitting latency
is negligible compared with the time horizon for establishing a DQJL, and the server also yields
strategy in real-time, see Figure 1b.
With CNs technologies in the V2I setting, human drivers are practically receiving no more
than one instruction from the centralized control system. The instruction is simply yielding or
continuing the driver’s original trip, so it’s easy for all drivers to follow guidance. Rather than
using traditional sirens on EMVs, DQJL is applicable to settings where siren cannot; they can go
further downstream, go beyond sight distance such as turning in routes, and direct the message to
vehicles much more clearly because sirens are ambiguous as they aim at all nearby vehicles rather
than specific drivers.
Vehicles who have received the yielding instruction will start to yield, after some perception
reaction time, and keep yielding until they park. Vehicles, which are advised to continue, do not
receive any instructions from RSUs and they continue their trip to leave this segment. Under such
setting, even though the centralized control system is collecting, processing and broadcasting data
at a very high frequency, usually 2 to 5 Hz, human drivers will only receive one or no instruction
in the coordination process.
However, there is uncertainty associated with human drivers’ driving behavior, especially
when vehicles are yielding. In this study, the uncertainty has two main categories. The first type
of uncertainty involves a human driver’s perception reaction time. McGehee et al. (18) have
suggested the human driver’s average reaction perception time is 2.3 seconds, but the reaction
perception time varies from person to person. The second type of uncertainty is the deceleration
adopted by human driver when yielding. Although human drivers will attempt to slow down at the
vehicle’s most comfortable deceleration, the actual deceleration reflected by vehicle’s trajectory
varies along time. These two uncertainties will result in variance of vehicle’s stopping distance,
see Figure 2. The variance is generally larger in the pulling-over procedure which includes slowing
down and changing lane. These stochastic driving behaviors should be taken into account by
the centralized control system when planning the optimal coordination strategy for establishing a
DQJL.
FIGURE 2: Braking process of a non-EMV after receiving a yielding instruction.
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2.1 Problem Statement
Given a 2-lane road segment facing same direction with unknown number of vehicles, how should
the centralized control system formulate a policy to instruct whether and when non-EMVs to yield
in real-time, taking into account of human drivers’ driving uncertainties, so that a DQJL can be
established within the shortest amount of time.
2.2 Model Assumptions
There are a few assumptions regarding this modeling: 1. we are only studying a finite urban
roadway segment with two lanes; 2. when yielding for an EMV, all non-EMVs’ speeds cannot
exceed their original speed for safety concerns. They either continue their trips with their original
speeds, or be instructed to yield for the EMV and they cannot pull back in the process; 3. when
vehicles leave the segment of study, they are considered no longer interacting with other vehicles;
4. during the DQJL process, no new vehicles enter into the segment of study; 5. all vehicles are
equipped with CN devices and the CN network communicates data with negligible latency and
there is zero packet loss in data transmitting.
2.3 Markov Decision Process (MDP) Framework
Due to the uncertainty mentioned above, it is beneficial to picture the controlled system in a Markov
Decision Process (MDP) framework so that these randomness can be addressed properly. Notations
for variables describing the environment are listed in Table 1.
TABLE 1: Roadway Environment Notations
Notation Meaning
x front position of the vehicle
v velocity of the vehicle
li length of the vehicle
b∗ most comfortable acceleration/deceleration of the vehicle
y lane position of the vehicle
L Length of the road segment
d Minimum safety gap between two vehicles
2.4 State
The centralized control system considers all non-EMVs as a collection. The positions of all vehi-
cles’ fronts, their lane positions, and current velocities at time point/step t are reflected in the state
vector S(t). An additional status indicator zi is used to represent if the vehicle is yielding. Namely,
the state can be expressed as
S(t) =

x0(t) y0(t) v0(t) z0(t)
x1(t) y1(t) v1(t) z1(t)
· · ·
xn−1(t) yn−1(t) vn−1(t) zn−1(t)
 .
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2.5 Action
The action for the collection of non-EMVs at step t contains actions instructed by the centralized
control system to each vehicle at current time point, which can be described as
A(t) = [A0(t),A1(t),A2(t), . . . ,An−1(t)],
where Ai(t) is a binary variable standing for the instruction for the ith vehicle at step t is to move
forward (0), or yield (1). Non-EMVs on the upper lane receiving a yield instruction will perform a
pull-over, whereas those on the lower lane will brake until stop.
2.6 State Transition
Once a non-EMV is instructed to yield, the instruction for this vehicle remains to be yielding until
the process completes. The status indicator will be consistent with the action value at the current
step. To be specific, zi(t) = Ai(t) and if zi(t) = 1,zi(t +m) = 1, where m is a positive integer. We
have
zi(t) = g(zi(t),Ai(t))
{
1, if Ai(t) = 1 or zi(t) = 1,
0, otherwise.
Combining the driving behavior uncertainty of the perception reaction and the actual de-
celeration together, we can picture the deceleration as a piece-wise function with respect to step
number as
bi(t) =

0, if Ai(t) = 0,
0, if Ai(t) = 1 and t ∈ [Ti,Ti+ tr),
bˆi+ ε j, otherwise.
In this piece-wise function, Ti represents the step in which the vehicle receives a yielding
instruction, tr represents the reaction perception time for this driver, bˆi stands for the most comfort-
able deceleration of the vehicle, ε j is a white noise aiming to capture the deceleration uncertainty.
ε j is also a function of yi(t), saying that the deceleration in performing a pull-over and braking
until stop are following normal distributions with different standard deviation.
Furthermore, tr can be pictured by a geometric distribution. If the average reaction percep-
tion time is 2.3 seconds, it is easy to derive that the probability of success in any step p= 12.3s/∆t ⇒
p = ∆t2.3s , where ∆t represents the temporal step length.
We also need to determine when a vehicle has successfully pulled over at the end of the
step and this can be achieved by examining the zi(t) and vi(t) for non-EMVs with yi(t) = 0:
yi(t+1) = f (yi(t)) =
{
1, if zi(t) = 1 and vi(t) = 0,
0, otherwise.
Therefore, if the centralized control system at some step t adopts an action A(t) for S(t),
the next state can be calculated as
S(t+1) =

x0(t)+ v0(t)∆t f (y0(t)) v0(t)+b0(t)∆t g(z0(t),a0(t))
x1(t)+ v1(t)∆t f (y1(t)) v1(t)+b1(t)∆t g(z1(t),a1(t))
· · ·
xn−1(t)+ vn−1(t)∆t f (yn−1(t)) vn−1(t)+bn−1(t)∆t g(zn−1(t),an−1(t))
 .
2.7 Reward
The reward of this MDP framework is primarily determined by the purpose of the application,
establishing the DQJL with the shortest amount of time. Initialize reward for each step as R(t) = 0,
we penalize the number of non-EMVs appearing on the upper lane for each step, namely, for each
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non-EMV, if xi− li ≤ L and yi = 0, R(t)−= 1. We determined that the DQJL is established when
there are no vehicles remaining on the upper lane.
An important underlying reward definition is that the coordination process must be collision-
free, and this can be examined if there are overlapping parts between vehicle’s positions. In
order to discourage collision, we additionally employ a minimum safety gap d to make sure
neighboring vehicles distance themselves. In terms of overlapping between vehicles’ positions,
i.e. xi(t)+d < x j(t)− l j and yi(t) = y j(t), a large penalize, i.e. R(t) =−2000, will be applied for
the current step if collision happens.
2.8 Objective Function
The objective function for the DQJL problem under MDP framework is
max
T
∑
t=0
R(t),
where T stands for the step in which DQJL is established, upper-bounded by T ≤ Lvb×∆T , where vb
is the initial background traffic speed. The constraints are vehicles only have two actions per step,
yielding or move forward with original speed. Solving this objective function not only outputs the
optimal coordination strategy, but also reveals the minimum amount of time for a DQJL can be
established.
3 METHODOLOGY
In this section, we elaborate how we employ the state-of-the-art deep Q network (DQN) to address
the DQJL establishment involving random road environment and stochastic driving behaviors.
After defining the DQJL problem under the MDP framework, it is straightforward to apply
model-free Q-learning algorithm to approach the optimal policy. Notice that since the centralized
control server is supposed to generate coordination strategy back to RSUs instantaneously, the
solution should ensure practicality against all possible road environment such as different number
of non-EMVs on the segment, different background traffic speeds and varying vehicle lengths.
3.1 Q-learning
In a MDP problem under some policy pi , the combination of some state s and action a will yield a
state-action value as
Qpi(s,a) = Epi{
K
∑
t=0
{γ tRt+k+1|st = S,at = A}}. (1)
In (1), Epi represents the expected long term reward under the stochastic policy pi . The Qpi(s,a)
represents the expected long turn reward by the agent in state s choose action a under policy pi .
The Q function is represented recursively as:
Qpi(s,a) =∑
s′
Pr(s′|s,a)(γ∑
a′
pi(a′|s′)Qpi(s′,a′)+R(s,a,s′)), (2)
where Pr(s′|s,a) means the probability of the state collapsed into s′ when taking action a in the
state s, and R(s,a,s′) represents the reward for that move.
From (2), we can determine the Q function under optimal policy pi∗ should satisfy the
Bellman’s optimality equation:
Q∗(s,a) = Es′{Rt + γQ∗(s′,a′)}. (3)
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When the numbers of states and actions are finite, a simple tabular Q-learning algorithm
can be employed to approach convergence through the centralized control system’s experience as
introduced by (19) as
Q(s,a)←− Q(s,a)+α(Rt+1+ γmaxQ(s′,a)−Q(s,a)), (4)
where 0 < α < 1 represents the learning rate.
Under the traditional Q-learning approach, all non-EMVs may act naively and randomly
to take the reward and update the corresponding Q(s,a) by trial-and-error. The centralized control
system then plans the next action for the next state based on the collected Q(s,a) and update the
new Q(s′,a′) for the new state and new action. The iterations of the Q-learning will eventually
maximize the reward and produce the optimal coordination policy for all non-EMVs at any step.
However, the traditional Q-learning algorithm neither deals with the stochastic driving behavior
efficiently nor be able to yield coordination strategy in real-time.
3.2 Deep Q Network
Since a vehicle’s position is continuous in the road environment, the state containing all non-
EMVs is also continuous, i.e. there is a infinite number of states. The number of actions is finite
and discrete under this MDP framework. Each non-EMV at step t has only 2 actions: continue or
yield. The number of actions for the agent, however, depends on the number of non-EMVs in this
road segment, i.e.,Na = 2n, where n is number of non-EMVs.
To dramatically improve updating frequency, we adopt and modify the state-of-the-art deep
Q network (DQN) introduced by (20) to approximate state-action value to output optimal action
for each state. Rather than calculating the expected long-term reward by value iterations, DQN
approximates state-action value via neural network and has been proven powerful in many real life
reinforcement learning application.
3.2.1 Design of DQN
To deal with varying numbers of non-EMVs, we incorporate a special technique of padding of the
state. That is, we insert additional trivial non-EMVs at the end of the state vector so that the length
of state matrix is consistent. Namely, we pad the state vector from S(t) = [S0(t),S1(t), . . . ,Sn−1(t)]
to Sp(t) = [S0(t),s1(t), . . . ,Sn−1(t),Sn(t), . . . ,Sk−1(t)], where n to k− 1 non-EMVs are trivial ve-
hicles containing meaningless information.
When n is larger than 10, it also raises concerns that the discrete action space is too large
for computation and will harm training performance by making loss functions less reliable when
comparing Q-value between states. To cope with large number of possible actions, we down-scale
the action space by only allowing no more than one non-EMV to yield during any step. We use a
scalar to represent the action adopted by the agent, which is A(t) =m where m ∈ {−1,0,1, . . . ,n−
1} and stands for the vehicle who needs to yield at this step. When A(t) =−1, there is no vehicle
instructed to yield. When ∆t is small, this technique becomes feasible as vehicles yielding process
can be separated.
At the same time, although vehicle’s most comfortable b∗i and vehicle length li are constant
during state transition, it is necessary to incorporate them in the state vector so that all features are
included in training.
The trivial non-EMVs, of course, will not interact with other vehicles and each other. They
are also ignored when calculating reward for the state. After padding, the state vector has fixed
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fixed number of non-EMVs, and can be expressed as
Sp(t) =

x0(t) y0(t) v0(t) z0(t) b∗0 l0
x1(t) y1(t) v1(t) z1(t) b∗1 l1
· · ·
xn−1(t) yn−1(t) vn−1(t) zn−1(t) b∗n−1 ln−1
xn(t) yn(t) vn(t) zn(t) b∗n ln
· · ·
xk−1(t) yk−1(t) vk−1(t) zk−1(t) b∗k−1 lk−1

.
As the state transition are linear transformations, we employ a multi-layer perceptron
(MLP) as the neural network for evaluation and target network. The structure of the neural net-
work is presented as Figure 3. The dimensions of each layer are input layer: B(batch size)×
K(number of vehicles)×6(features per vehicle), first hidden layer: 6K×128, second hidden layer:
128× 256 and output layer: 256× (K + 1)(action size). For each hidden layer, we use ReLU as
the activation function.
FIGURE 3: The double hidden layer DQN structure.
3.2.2 Epsilon-greedy Algorithm
To balance exploration and exploitation, we incorporate ε-greedy algorithm to make the agent more
and more "confident" to select the the optimal action through training. Mathematically speaking,
A(t) =
{
argmaxQt(s,a), with probability of 1− ε,
random action, with probability of ε.
As the training proceeds, ε will decay linearly so that the agent will choose action less and less
randomly.
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3.2.3 Experience Replay
For states where the agent has never been, we need an evaluation function to approximate the
rewards for those states. However, updating weights of the neural network for a specific pair of
state and action will impose change to the Q(s,a) for other pairs of state and action, which may
result in significant increase in the training time or even failure to converge. Experience replay
is introduced by (21) to store some of experience as a tuple of (S(t),A(t),R(t),S(t + 1)) into an
experience history queue D. An off-policy Q-learning algorithm will benefit by randomly select
experience tuples with size of the mini-batch from D so that each memory tuple has equal chance
to be selected into the training.
3.2.4 Training DQN with Fixed Q target
Another important characteristic powering DQN is the fixed Q target. After every certain training
episodes, we replace the weights in the target network by the ones in the evaluation network.
Otherwise, we fix the weights in the target network to increase the efficiency of training. Originally,
DQN updates network parameters by minimizing loss as
L(θi) = Es′(R+ γmax
a′
Q(s′,a′;θi)−Q(s,a;θi))2,
where θi refers to a specific weight in the neural network and E represents expected long-term
reward. Taking the partial derivative with respect to θi and we can update network parameters by
∇θiL(wi) = Es′[R+ γmaxa′Q(s
′,a′;θi)−Q(s,a;θi)∇θiQ(s,a;θi)].
With fixed Q-target, we calculate the loss in a new way as
L(θi) = Es′[(r+ γmax
a′
Q(s′,a′;θ−i )−Q(s,a;θi))2],
where θ−i is the fixed weight parameter and only gets updated every certain steps. From there,
the network performs a stochastic gradient descent to update θi and, accordingly, all weights of
this neural network. For the optimization process, we employ the Adam optimizer, and the hyper-
parameters selected for training are presented in Table 2.
TABLE 2: Hyper-parameters for DQN Training
Hyper-parameters Value
Replay Memory Size (D) 100,000
Minibatch Size (B) 64
Starting ε 1
Ending ε 0.001
ε decay steps 10,000
Discount factor (γ) 0.99
Learning rate (α) 0.0005
Target network update steps 100
3.3 Generating Yielding Time Indicator
After training, we apply offline training to output the optimal action sequence for DQJL coordi-
nation. For a given initial road environment S(0) with padding, we forward feed the state to get
its corresponding optimal action A∗(0) and, then, compute the next state S(1). We store A∗(0) in
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to the sequence and repeat the cycle until DQJL has been established. Eventually, we will get A∗
storing actions for all steps until the end. After dumping actions for no vehicles yielding and for
trivial vehicles, we can get a yielding time indicator T ∗ = [T0,T1,T2, . . . ,Tn−1], where Ti is the step
index to yield, or Ti =−1 if the vehicle is not involved in the coordination process at all.
3.4 Modified DQN Algorithm Summary
Summarizing above, we propose the modified DQN algorithm to solve the DQJL problem for any
given initial road environment. See Algorithm 1 for DQN training and yielding time indicator
generation process.
Algorithm 1 Modified DQN Training and Yielding Time Indicator Generation for DQJL problem
1: Initialize experience history queue D with mini-batch size
2: Initialize evaluation network Q(s,a) with set of weights θ
3: Initialize target network Q(s,a) with set of weights θ−
4: for coordination training episode do
5: Initialize a random state S(0) = [S0(0),S1(0), . . . ,Sn−1(0)]
6: Include vehicle attributes and pad trivial vehicles into a state Sp(0) with fixed length
7: for coordination training step do
8: Select an action A(t) to perform in S(t)
9: Update reward R(t) and the next state S(t+1)
10: Store the tuple into D as (S(t),A(t),R(t),S(t+1))
11: Collect experience samples (S( j),A( j),R( j),S( j+1)) with size of mini-batch
12: Transform (S( j),A( j),R( j),S( j+ 1)) into a training pair (xk,yk) by have xk = S( j) and
yk = R( j)+ γmaxA′Q(S( j+1),A′;θ)
13: Update θ for the training pair of (xk,yk)
14: Replace θ by θ− every few steps
15: end for
16: end for
17: Extract the target network with trained parameters θ
18: Include vehicle attributes and pad trivial vehicles into a state Sp(0)
19: Initialize an optimal action sequence A∗
20: while vehicle left on upper lane within the road segment do
21: Apply S(t) into the forward-feed network to output A∗(t)
22: Update S(t+1) based on S(t) and A∗(t)
23: Store A∗(t) into A∗
24: end while
25: Delete corresponding actions in A∗ for trivial vehicles
26: Generate T ∗ based on A∗
3.5 Double DQN, Dueling DQN and Double Dueling DQN
To improve and evaluate the training performance of the proposed DQN algorithm, we imple-
ment advanced versions of DQN: double DQN (DDQN), dueling DQN, and dueling double DQN
(3DQN).
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Double DQN consists of two identical neural network models as introduced in (22). It
learns through experience replay through the first model just like DQN does, but it computes Q-
value through the secondary model, which is a copy of main model’s last episode. Such design
effectively handles overestimation issue in DQN as the agent may fail to learn if Q-values are
different in experience replay and in actual training. By employing Q(s,a) and Q′(s,a), DDQN
separates the process of choosing optimal action and calculating Q-value for that action. So instead
of updating Q-value in (4), DDQN chooses optimal action by Q(s,a) and estimates expected Q-
value by Q′(s,a), which is described as:
Q(s,a)←− Q(s,a)+α(Rt+1+ γQ′(s′,a)−Q(s,a)).
The rest remains the same with DQN.
Dueling DQN, introduced by (23), incorporates the concept of advantage as A(s,a) =
Q(s,a)−V (s). The neural network structure also divides into two stream, one of which han-
dles estimating state-value and the other handles estimating all state-dependent advantages value.
Aggregating both stream in the practical way, we calculate the Q-value via
Q(s,a;θ ,θA,θV ) =V (s;θ ,θV )+A(s,a;θ ,θA)− 1A∑A(s,a
′;θ ,θA),
where θ stands for common network parameters, θA stands for advantage stream parameters and
θV stands for value stream parameters. Combining double Q-learning and advantage mechanism,
we are able to implement 3DQN.
3.6 Deep Reinforcement Learning Training Result
As described in the algorithm summary, the training is conducted on simulated scenarios where
initial road environments, i.e. initial state vector S0, are generated for each episode. When gen-
erating vehicle’s unique attributes, we use li ∼U(4m,5.5m) to capture the length majority private
vehicles in road as suggested in (24), and use b∗i ∼ N(3.5m/s2,1m/s2) to indicate most com-
fortable deceleration of non-EMVs as suggested in (25). Through trial-and-error, the simulated
random process in state transition adopts parameters in Table 3. With these model parameters,
the learning agent precisely simulates the uncertainty in driver’ perception reaction time as well
as stochastic deceleration behavior. Remember that the perception reaction time is modeled as a
geometric distribution with success rate of apply braking in current step p = ∆t2.3s , and deceleration
for non-EMVs performing lane changing is described as bi(t) ∼ N(b∗i ,σ20 ) and bi(t) ∼ N(b∗i ,σ21 )
for non-EMVs braking until stop.
TABLE 3: Random Process Model Parameters
Parameters Value
Temporal step length (∆t) 0.2s
Road segment length (L) 150m
State vector length/number of vehicles for training K 20
Minimum safety gap distance (d) 0.2m
Standard deviation for pull-over (σ0) 0.8m/s2
Standard deviation for braking until stop (σ1) 0.5m/s2
The training is completed on an 1.4GHz 4-core Intel Core i5 CPU for all DQN implementa-
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tion, and it takes about 150 seconds for 2000 episodes of training for each algorithm. The training
results are shown in Figure 4.
(a) DQN training result (b) DDQN training result
(c) Dueling DQN training result (d) 3DQN training result
FIGURE 4: 2000 Episodes of Training result for DQN, DDQN, Dueling DQN and 3DQN.
As we can see from the learning result in Figure 4a, DQN displays some learning patterns
but struggles to converge within 2000 episodes of training. Meanwhile, DDQN and dueling DQN
exhibit obvious learning patterns and maintain around an average score of -250 in Figure 4b and
Figure 4c respectively, and DDQN converges slightly faster than dueling DQN. The fluctuation of
the learning curves can be explained by random road environment factors, such as different number
of vehicles per episode starts since it’s easier to coordinate fewer vehicles than more. The other
reason behind the fluctuation is the nature of uncertainty in human driver’s perception reaction
time and deceleration behavior, so that yielding distance will differ even with same action adopted
at same state.
Although converging at the same level, 3DQN presents relatively larger variation in learn-
ing as shown in Figure 4d. The possible reason behind is implementing both features may "over-
correct" the overestimation issue in raw DQN training. By employing double Q-learning and ad-
vantage, score difference between actions in some state may be reduced so that agent will choose
non-optimal actions.
Based on the learning results, we select the target network in DDQN to generate yielding
time indicators with offline training, which can be completed in constant time.
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4 SIMULATION-BASED VALIDATION
In this section, we validate our RL-based DQJL coordination strategy on SUMO against the cali-
brated benchmark system. We also conduct sensitivity analysis against different vehicle densities
and background traffic speeds to investigate the most suitable conditions to incorporate our pro-
posed strategy.
4.1 SUMO Setup and Simulation Implementation
SUMO, introduced by (26), is a traffic simulation software aiming to precisely simulate real traffic
conditions. For this specific application, we define the initial road environment from the ran-
domly generated initial conditions. SUMO simulates the process based on the kinematics of all
vehicles, which are determined by SUMO’s default car-following model, until EMV has passed
this segment. Even though vehicles’ velocities and accelerations are now determined by SUMO’s
car-following model rather than the state transition in the MDP, the stochastic elements such as
perception reaction time successfully pick up the dynamic difference on both benchmark system
and centralized controlled system.
To best represent the real life scenarios where non-EMVs are mainly guided by EMV’s
sirens, we implement the benchmark system where non-EMV’s yielding behaviors depend on
their distances to the approaching EMV. SUMO’s built-in methods getNeighbors(),slowDown(),
and changeLane() in the TraCI._vehicle package manage to let non-EMVs yield when EMV ap-
proaches them. Whenever a non-EMV becomes a neighbor vehicle of the passing EMV, it brakes
until stop or pulls over, depending on which lane it is on.
To realize the DQJL establishment process with RL-based coordination strategy, we use the
yielding time indicator, as the coordination strategy to each randomly generated road environment,
to instruct non-EMVs to yield at corresponding timestamps. See Figure 5 for a snapshot of SUMO
simulation of DQJL process, where vehicles’ rear red lights representing they are adjusting their
speeds. As the result from RL training, DQJLs are established with absolute safety, showing
that the RL-based coordination is feasible not only in the simulation settings but also in real field
settings where traffic conditions are more complicated.
FIGURE 5: SUMO simulation.
4.2 Performance Comparison and Sensitivity Analysis
In order to test performance for the benchmark and the RL-based coordination system, we simulate
the process of EMV passing through both systems on SUMO. To inspect the impacts on EMV
passing time by different factors of the given road environment, we conduct sensitivity analysis on
the number of vehicles and background traffic speeds.
Due to the randomness within each scenario, i.e. different starting positions of vehicles
when the number of vehicles is fixed, we run 5 experiments for each set and use the average EMV
passing time to represent the system performance. When generating initial conditions, vehicle
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initial positions xi(0) and vehicle unique attributes li and b∗i are totally randomly generated. Road
length L = 150m and minimum safety gap d = 0.2m are fixed for all experiments. We also set the
maximum allowable speed for the EMV to be 10m/s, so that EMV can fast run through when no
vehicles are blocking its way. The simulation results are shown in Figure 6.
FIGURE 6: EMV passing time against vehicle density and background traffic speed.
To reflect the impacts of different number of vehicles on EMV’s passing time, we calculate
the corresponding spacing to better represent congestion levels. It’s straightforward to observe that
when the average spacing is around 10m/veh, the EMV passing time between two systems differ
the most. The result is expected because the RL-based coordination doesn’t have advantage over
benchmark system when the road environment is too congested or too sparse.
At the same time, when congestion level is moderate, i.e. an average spacing is 12.5m/veh,
we witness the reduction in EMV passing time difference when background traffic speed increases.
The pattern can be explained by the time loss experienced by the EMV is minimized when all
vehicles are fast, thus EMV can travel with maximum speed for longer period. When all vehicles
are running slow, the RL-based coordination strategy manages to save more time to establish the
DQJL for EMV. We report the maximum reduction in average EMV passing time with the RL-
based coordination to be 14.89% when background traffic speed is 5m/s and spacing is 12m/veh.
Under this setting, the RL-based coordination saves around 2.5 seconds per hundred meters in
urban roadway, creating critical time window for EMV to arrive the scene.
5 CONCLUSION
In this study, we picture the DQJL process under V2I communication technologies and model
it under a MDP framework. We propose a modified deep reinforcement learning algorithm to
address the DQJL problem, taking into account of stochastic driving behavior and drivers’ reaction
to approaching EMV. The proposed algorithm is justified effective against any given initial road
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conditions and can deliver real time coordination strategy under the V2I schema. Our methodology
is also justified to outperform benchmark system via validation-based simulation on SUMO, and
we inspect the most suitable circumstance to incorporate RL-based coordination strategy.
This study can be extended into few directions. First, we will consider employing multi-
agent reinforcement learning for DQJL and other EMV-related connected vehicle applications.
Multi-agent RL in the cooperative settings can offer a more nature decomposition of connected
vehicle problem and have the potential for more scalable learning. Second, we’re extending DQJL
process into intersection scenario to formulate intersection-level RL-based coordination strategy.
Last but not least, we will incorporate SUMO’s car-following models directly into state transi-
tion and employ learning-based approach to automate model parameters calibration so that our
proposed model will be more extensible and adaptive for real field settings implementation.
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