ABSTRACT Millimeter wave (mmW) self-backhaul has been regarded as a high-capacity and low-cost solution to deploy dense small cell networks but its performance depends on a resource allocation strategy, which can effectively reduce interference (including co-tier interference, cross-tier interference, and self-interference). Taking the use of beamforming and the advantage of mmW short-range communication into account, this paper formulates a resource allocation problem in which sub-channels can be shared among low-interference links while orthogonal sub-channels can be used at the links that suffer high-level interference among them. The objective is to maximize the sum data rates of all users while ensuring the data rate of backhaul link at each small cell base station is greater than or equal to the sum data rates of all its served users in the access links. Besides, the data rate of each user should achieve its minimum traffic demand. The optimization problem is a combinatorial integer programming problem with a series of inequality constraints, which is difficult to solve. By introducing penalty function and penalty factors into it, the problem is transferred to an equivalent problem without any inequality, and then it can be addressed by the Markov approximation method. First, by leveraging the log-sum-exp method to approximate the equivalent problem, we deduce the near optimal solution. However, it is difficult to calculate the deduced solution since that it needs all possible solution information, and thus a Markov chain is then utilized to converge to the near optimal solution. The numerical results are shown to verify the performance of the proposed algorithm.
I. INTRODUCTION
As the emergence of advanced communication devices and multimedia service, wireless industry is currently facing a 1000-fold increase in data demands beyond 2020 [1] , [2] . To meet this incredible increase in data demands, the throughput per square meter in wireless networks must be boosted by either shrinking cell size, extremely increasing spectral efficiency or acquiring additional spectrum [3] . As a combination of these three, small cell networks (SCNs) with millimeter wave (mmW) has been regarded as a promising solution [4] . In mmW SCNs, there are two kinds of links in each small cell base station (SBS): access (AC) link and backhaul (BH) link.
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The AC link is the connection between SBS and its user (UE), and the BH link is the connection between SBS and core network.
With small cells densely deployed, fiber-based BH are costly and inflexible, and operators are estimating that 80% of the small cells will be connected with the core network by wireless BH [5] . In this context, mmW self-backhaul (mmW-SBH) has gained considerable interest due to the following reasons [6] - [8] : i) it is a flexible solution; ii) by using the same spectrum for AC and BH links, it does not necessarily require extra BH hardware and spectrum at SBSs, and consequently, offers a simple cost-saving strategy to enable dense mmW SCNs; iii) high-capacity performance of BH links enables huge user data traffic to be aggregated to the core network. However, severe interference including co-tier interference, cross-tier interference and self-interference (SI) exists in the mmW-SBH networks, as can be seen in Figure 1 . Thus, an effective resource allocation scheme is necessary to ensure the performance of the mmW-SBH networks.
A. RELATED WORK
The resource allocation problem for SBH networks has been investigated in a number of studies [9] - [18] . Different time resource scheduling schemes are proposed in [9] - [13] , where the entire bandwidth is used for any link of the SBH networks. In [9] , in order to mitigate the co-tier interference, downlink (DL) time slot scheduling is performed at the macro cell base station (MBS) to provide access transmission to macro cell users (MUEs) and backhaul transmission to SBSs. The work in [10] further considers the DL time slot scheduling at the SBSs to reduce the co-tier interference among small cell users (SUEs). Although SBS exploits full-duplex capability to double capacity, SBS causes unwanted interference including cross-tier interference to MUEs (or other SBSs) and co-tier interference to other SUEs. Thus, in [9] and [10] , an operation mode policy is needed for the DL transmission of SBSs to avoid the interference. Besides, the advantages of deploying mmW is not considered for SBH networks in [9] , [10] . The resource allocation for mmW-SBH networks is investigated in [11] - [13] . In [11] and [12] , the flows with no conflict are allowed to be transmitted simultaneously by using directional antennas at the SBSs, and thus, the resource utilization efficiency can be improved. Taking the channel and load traffic characteristics of each SBS into consideration, the non-unified transmission duration allocation problem is studied in [13] .
In [9] - [13] , since that each link of the SBH network occupies the total bandwidth, time resource scheduling algorithms are needed to eliminate the severe interference. However, with the network scale increased, unbearable latency is occurring at both SBSs and SUEs. Multipleinput and multiple-output (MIMO) can achieve simultaneous multi-user transmission in the same frequency band, and is also investigated as a resource allocation solution for SBH networks in [14] , [15] . In [14] , a duplex and spectrum sharing with co-channel reverse time division duplex (TDD) and dynamic soft frequency reuse are considered to reduce the BH interference. In [15] , full-duplex and massive MIMO are exploited to enhance the spectral efficiency of the networks, and a precoding scheme is designed for MBS and SBSs to eliminate both the co-tier interference and cross-tier interference. Nevertheless, traffic demand varies dynamically among SBSs in practice, which means a lack of flexibility in this solution. Spectrum allocation solutions are investigated in [16] - [18] . By optimally allocating spectrum resources, AC links and BH links of all the SBSs can be simultaneously transmitted, and the dynamics of the traffic demand occurred at the SBSs and SUEs can be considered. To avoid crosstier interference and SI, SBSs use separate bandwidth for BH and AC transmission (called BH-AC partition scheme in this paper) in [16] , [17] . The work in [16] proposed an algorithm based on matching theory for BH networks, in which subchannels are allocated to SBSs according to the preference profile of the SBSs and the sub-channels. The resources considered in [17] are orthogonal frequency-division multiple access (OFDMA) resource blocks, and these backhaul resources are allocated for existing and newly arrived moving SBSs. However, if traffic demand suddenly increases in one part of the SBH networks, these schemes in [16] , [17] cannot use BH bandwidth to serve SUEs in the AC links of those SBSs [19] . The optimal spectrum allocation among AC and BH links for cellular SBH network is investigated in [18] , where single-antenna is assumed and bandwidth slicing solution is utilized to avoid the interference. However, bandwidth per SBS and per user will be scarce when SBSs and UEs are densely deployed. The potential of using beamforming technology in mmW networks has been investigated in [20] , [21] . Owing to the high directionality and propagation assets of the mmW networks, the inter-channel interference can be trivial, and thus independent channel conditions on multiple propagation paths and multiple hops are assumed in [20] . The multi-beam concurrent transmission problem is investigated in [21] . Due to the directional beam and short-range transmission, mmW communication generally remains less susceptible to interference, and consequently, the resource allocation problem for mmW-SBH networks should fully exploit spatial reuse.
B. MOTIVATION AND CONTRIBUTIONS
This paper mainly focuses on the spectrum allocation problem for mmW-SBH networks. Spectrum slicing and BH-AC partition solutions effectively avoid the interference, but sacrifice spectral efficiency of the networks. Due to the directional beam and short-range transmission of mmW, spatial reuse can be fully considered in mmW-SBH networks. Thus, this paper formulates a spectrum allocation problem, where sub-channels are shared among the links that interfere less with each other, while orthogonal sub-channels are used at the links that suffer high-level interference among them. There are some interesting works on the minimum time length scheduling optimization [22] , max-min optimization [23] and sum rate maximization [24] for SBH networks. The resource allocation problem for SBH network is different from the traditional resource allocation problems, since that the data rate of BH link at one SBS should be larger than or equal to the sum data rates of all the UEs served by the SBS in the AC links. On the one hand, if most of sub-channels are allocated to AC links, the data rates of BH links will eventually become the bottleneck of AC links due to the existence of interference between AC and BH, as well as the reduction of sub-channels obtained by BH links. On the other hand, if BH links occupy most of sub-channels, the data rates of AC links will be scarce because that their acquired sub-channels are limited, but the extra data rate achieved by BH links is a waste of resources. Hence, the objective of the problem is to maximize the sum data rates of all UEs, while ensuring the data rate of BH link at each SBS is greater than or equal to the sum data rates achieved by all its served UEs in the AC links. Besides, as traffic demands vary in different UEs, the achieved data rate of each UE should satisfy the corresponding minimum traffic demand. To the best of our knowledge, no such specific analysis is provided for the mmW-SBH networks. In the above context, the contribution of this paper can be summarized as follows:
1) A spectrum allocation problem is formulated to maximize the sum data rates of all UEs, while ensuring the data rate of BH link at each SBS is greater than or equal to the sum data rates of all its served UEs in the AC links. Besides, the data rate of each UE should achieve its minimum traffic demand. By fully considering the orthogonal sub-channels allocation and spatial reuse, the formulated problem can significantly improve the spectral efficiency of mmW-SBH network. 2) The formulated problem is a combinatorial 0-1 integer programming with a series of inequality constraints, which is difficult to solve. Thus, the original problem is then transformed to a combinatorial 0-1 integer problem without any inequality constraint by introducing penalty function and penalty factors into it. 3) A resource allocation algorithm based on Markov approximation theory is presented. Using log-sum-exp approximation, the near optimal solution is deduced but is impractical to calculate due to high computation complexity. Hence, the Markov chain is further utilized to converge to the near optimal solution, without knowing all feasible solution information. This paper is organized as follows. Section II states the system model and the channel model. The resource allocation problem is formulated in Section III which maximizes the achievable sum data rates of all UEs in the mmW-SBH network, while satisfying the data rate required by each SBS and each UE. Then, the problem transformation is utilized to simplify the original problem by using penalty function method. In Section IV, we describe the proposed resource allocation algorithm based on Markov Approximation. Simulations and the analysis of the proposed algorithm are shown in Section V. Section VI concludes this paper.
II. SYSTEM AND CHANNEL MODEL
A. SYSTEM MODEL Consider a mmW-SBH network that is composed of a MBS located at (0,0) and N randomly deployed SBSs within its coverage radius d ma , as can be seen in Figure 1 . MBS is situated at the places where fiber deployment or high-capacity line-of-sight (LOS) link is available, and all the SBSs are connected to the core network through MBS. The coverage radius of each SBS is denoted by d sc and SBS i serves U i UEs within its coverage radius. 
respectively. L is the edge set, where e(m, n) ∈ L can be either a downlink BH or AC link from m to n. To simplify the description, V can also be denoted by Due to the short-range transmission of mmW signal and the high directionality of beamforming technology, multiple links can be transmitted concurrently at the same subchannels according to their location and channel state information, for example,
B. CHANNEL MODEL
This paper focuses on the orthogonal sub-channels allocation and reuse among SBSs and UEs, and thus we mainly concern about the severe interference among SBSs and UEs. To simplify such problem, a cluster channel model [4] , [25] - [27] is assumed in this paper with a large-scale path loss model [16] , and more practical channel model which considers the blockages effects in various environments [8] is left for our future work. The discrete-time narrowband channel h m,n,k ∈ C N t ×1 for e(m, n) ∈ L over sub-channel k can be given by
where N t antennas are used at the transmitter m. γ = N t N c1 N ray is a normalization factor. N c1 and N ray represent the number of clusters and the propagation paths in each cluster, respectively. a il ∼ CN (0, σ 2 i ) denotes the complex gain of l th propagation path in i th cluster, which considers the randomness of the average path loss caused by many other environment effects. And θ r il and θ t il are its azimuth angles of arrival and departure, respectively [4] . a(θ t il ), which is a N t × 1 vector, denotes the normalized transmit array response vector of θ t il . The uniform linear array is assumed in this paper, and thus the array response vector is given by a(θ t il ) = 1
is the inter-element spacing [26] . (·) T and (·) * are the transpose and the conjugate transpose, respectively. A t (θ t il ) and A r (θ r il ) are the antenna element gain at the transmitter and receiver, respectively, which are given by 3GPP antenna pattern,
where A m is the maximum attenuation. θ 0 denotes the boresight of antenna that determined by the LOS angle from the transmitter to the receiver. Assuming that BSs use directional antennas, while UEs use omnidirectional antennas, we have
The large-scale path loss L dB (m, n) in dB in (1) is given in [16] , [27] , [28] 
where d 0 denotes the reference distance. λ is the wavelength and the carrier frequency is assumed to be f c = 73GHz. Moreover, α is the path loss exponent and y m − y n is the Euclidean distance between node m and n. In addition, χ is a Gaussian random variable with zero mean and variance ξ 2 .
In this paper, α = 2.0 is considered. However, ξ 2 will naturally have different values for BH and AC link. In fact, parameter ξ 2 for BH and AC link are given as 4.2dB and 5.2dB, respectively [3] .
III. RESOURCE ALLOCATION OPTIMIZATION PROBLEM FORMULATION A. RESOURCE ALLOCATION PROBLEM
In the mmW-SBH network, mmW signal is used for both BH and AC links, and thus an effective spectrum allocation algorithm is required to avoid the interference (co-tier interference, cross-tier interference and self-interference) and to enhance the spectral efficiency of the network. We assume that K is the number of total sub-channels. x m,n (k) = 1 represents that the link e(m, n) uses the sub-channel k for BH/AC transmission, otherwise x m,n (k) = 0. Accordingly, the data rate of e(m, n) over sub-channel k is denoted by r m,n (k). The received signal at SBS i over sub-channel k is given by
where P BH indicates the transmit power per BH channel at the MBS. P AC denotes the transmit power per AC channel at the SBS. Since that the data rate of BH link achieved by SBS m is greater than or equal to the sum data rates of all the UEs served by SBS m, the data rate of BH link is averagely larger than that of AC link. If P BH ≤ P AC , BH links will occupy more sub-channels than AC links, leading to limited available spectrum resources left for UEs. Thus, it is assumed that the transmit power of MBS is larger than that of SBSs, namely, P BH > P AC , in which BH link can achieve the same data rate by using fewer sub-channels. h SI i,k is the SI at SBS i over subchannel k resulting from its own transmission, which is given in [28] . We denote that
where f i,j,k and s i,j,k are the beamforming vector and the transmit signal of e(i, j) over sub-channel k, respectively. Zero forcing (ZF) beamforming is considered, which is given
, where β is the normalization factor.
The received signal at UE n served by SBS m is given by
The signal to interference plus noise ratio (SINR) of SBS i and the UE j served by SBS i over sub-channel k can be given by (7) and (8), as shown at the top of this page, respectively, as shown at the top of the next page. σ 2 is the noise power. The data rate of SBS i and the data rate of UE j served by SBS i over sub-channel k can be respectively given by
and
where ω is the bandwidth per sub-channel. Thus, the data rate of BH link at SBS i can be obtained as
The data rate of AC link at UE j from SBS i can be obtained as
Under given bandwidth B = K ω, the resource allocation problem in this paper can be formulated as (13a)-(13e).
arg max
s.t.
(13a) indicates that the goal of the problem is to maximize the sum data rates of all UEs in the AC links. Constraint (13b) ensures that the data rate of backhaul link achieved by SBS m should be greater than or equal to the sum data rates of all the UEs served by SBS m in the AC links. Considering the difference of the users' traffic demands when using various services and devices, the minimum traffic demand of each UE is assumed in the formulated problem. In (13c), the data rate UE n served by SBS m should at least meet the corresponding minimum traffic demand D m,n . Note that the capacity of BH network is greater than or equal to the capacity of AC network, the sum of all users' minimum traffic demands should be constrained by half of the total bandwidth capacity of AC network. (13d) implies that the variables only can be 0 or 1. From (13e), the amount of sub-channels that assigned to any link of the network is no longer than K .
B. PROBLEM TRANSFORMATION
As can be seen from the constraints (13d) and (13e), the optimization problem (13a)-(13e) are combinatorial and nonconvex. Besides, (13b) and (13c) are inequality constraints, which makes the problem difficult to solve. Inspired by penalty function method [29] , penalty factors and penalty function are introduced into the problem (13a)-(13e). The penalty function is defined by (14) where X = [x 0,1 , ..., x m,n ] is a matrix that composed of the resource allocation vectors of all SBSs and UEs, in which the k th row and n th column of X, namely, X(k, n) = x m,n (k). λ m and µ m,n are the introduced penalty factors, which are very large positive numbers. In (14) , is defined by
It can be observed that (14) will be a large negative value if constraints (13b) and (13c) are not satisfied. Thus, we can define an auxiliary function The first term in (16) is the objective function of the problem (13a)-(13e), and the second term represents the constraints of the self-backhaul networks which are given in (13b) and (13c). The optimization problem (13a)-(13e) has the same optimal solution as the following optimization problem (17a)-(17c).
IV. RESOURCE ALLOCATION BASED ON MARKOV APPROXIMATION
The problem (17a)-(17c) is a combinatorial optimization problem, where the variables are 0-1 integer, which is still difficult to deal with. Besides, the size of all the possible network resource allocation solutions is exponential with respect to the number of SBSs and UEs which makes problem (17a)-(17c) NP hard. To solve the problem, we will introduce the Markov Approximation theory, which has been seen as a suitable mathematical framework to solve the network optimization problems [30] - [32] . Thus, a resource allocation algorithm based on Markov Approximation (RAMA) is presented. First, the problem (17a)-(17c) is regarded as a network resource configuration problem. Then, the log-sumexponential method is used to approximate the configuration problem, and the near optimal solution can be deduced. Finally, problem-specific Markov chains are utilized to converge to the near optimal solution.
A. SETTING
Let f = {X} be a configuration of the current resource allocation of the network, which satisfies (17b), (17c). As shown in Figure 3 , the performance of the network is determined by f . Then, we have the following definition. 
Definition:
The network utility function is defined by U f which indicates the performance of the network on configuration f ; The node utility function is defined by u m,n f which denotes the performance of the node n obtained from m.
In order to solve the optimization problem (17a)-(17c), the network utility function can be given by the objective function in (17a), i.e.,
Note that (18) can be rewritten as
is composed of two components, which help us define the node utility functions of both SBSs and UEs, that are 
Remark: Note that f contains the local configurations of all individual nodes, and thus, the network performance should be the sum of the performance of all nodes (SBSs and UEs). As the network chooses a configuration f , each node of the network will obtain its local certain performance. The performance of each SBS depends on whether its required data rate can be satisfied or not. Specifically, if the achieved data rate of one SBS is greater than the aggregated data traffic from its UEs, the node utility function will be zero, otherwise, it will be a very large negative value. As for UE, if the traffic demand of one UE can be satisfied, the node utility function should be the achieved data rate of it.
The optimization problem (17a)-(17c) can be further cast as the following problem,
where F denotes the set of all possible configurations. Problem (22) has the same optimal value as the following problem (23) [30] ,
where p f denotes the probability of the current network operating on the configuration f . In (23), U f can be seen as the network ''weight'' of the configuration f , and the goal of the problem (22) is to seek the maximum weight in (23) .
Proof: Please see APPENDIX-A.
B. LOG-SUM-EXP APPROXIMATION
Problem MWC-EQ provides an insight to solve the resource allocation optimization problem. However, there are plenty of feasible solutions in F, which makes the optimal probability distribution p * still difficult to obtain. (22) can get an approximate expression by log-sum-exp [30,p.72] , shown in (24) .
max imize
where β is a positive constant. Let |F| denote the size of F. Then the approximation accuracy is given in [30,p.72] max imize
When β → ∞, 1 β log |F| → 0, and the approximation can be precise. The log-sum-exp approximation in (24) is equivalent to the following optimization problem (26) [30,p.72 
The Lagrangian of problem (26) can be given as
where λ is the Lagrange multiplier. Then by solving the Karush-Kuhn-Tucker conditions, we have
where p * f is the primal optimal, and λ * is the dual optimal. Note that p * f is a function of λ * , which is given by
Considering the constraint in (26), we can obtain
Combining (30) with (29), the optimal probability distribution p * can be obtained by
The optimal solution in (26) is an implicit solution for problem (23) , off by an entropy term (31) needs complete information on F, which makes it impractical since that there will be a large and unknown computation space. Therefore, to avoid the exhaustive computation, a problem-specific Markov chain is necessary to deal with the feasibility problem on F.
C. RAMA ALGORITHM
In this section, a problem-specific Markov Chain will be designed. Each state f has its stationary distribution p * f (f ∈ F) shown in (31) and F denotes all feasible configurations. The network configuration f contains the resource allocation configurations of all nodes in the network, and thus as f is given, U f in equation (31) is a constant value by tracking back to equation (19) . Then, the optimal probability distribution p * f is a product-form. According to [30] , for any probability distribution of the product form p * f (f ∈ F), there exists at least one continuous-time time-reversible ergodic Markov chain whose stationary distribution is p * f (f ∈ F), and vice versa.
For constructing a time-reversible Markov Chain with stationary distribution p * f (f ∈ F), we denote q f ,f the nonnegative transition rate between f and f . It is sufficient that we design q f ,f to satisfy 1) the resulting Markov chain is irreducible, i.e. any two states can reach each other; 2) the detailed balance equation should be satisfied: for all f and f and f = f , have
By substituting (31) into (32), it can be then expressed by
According to (33) , the set of all the possible configurations F is no longer needed, as long as the transition rate between any two states can be obtained. Considering the network utilities of the current state f and the target state f , as well as the equation
the state transition rates can be given by
Besides, to ensure the fairness of the network, a Counter is considered to indicate the priority of the nodes in the network, which is given by (36) and (37). For example, for the node m and n, we assume that the traffic demand of the node m is satisfied, while that of the node n is not. Therefore, the node n has a higher priority than the node m according to (36)-(37). Then, the sub-channels are allocated to the node n. A node cannot occupies all the sub-channels so that other nodes can get sub-channels for communication. For any SBS m,
For any UE n,
In the proposed RAMA algorithm, T is the number of iterations, and X (i) denotes the value of X in i th iteration. The proposed algorithm starts by an initial configuration. X (1) = 0 K ×M means none of sub-channels has been allocated to any SBS or UE. U f , Counter can be calculated by (19) , (36)-(37), respectively. There are three procedures in each iteration.
• In Node v * selection procedure: SBSs and UEs send requests to the network, and then the network will select one node v * according to the priority of nodes defined in (36)-(37). The node v has the smallest value in Counter, which means that the achieved data rate cannot satisfy its required data rate. Thus, v has the highest priority, and v * = v. However, if U f > 0 and v is a SBS, the network should find a new node s ∈ V UE v and let v * = s, since that the objective function in (17a) is maximizing the sum data rates of all UEs, rather than that of SBSs.
• In Sub-channel selection procedure: We assume that v * is served by base station m (MBS or SBS). If u m,v * f < 0, v * will add more sub-channels to ensure that its required data demand can be satisfied, otherwise, v * will randomly choose one sub-channel to add or remove from its resource allocation vector to change its own local configuration.
• In Configuration transition procedure: The network will decide the network configuration whether it changes to a new configuration or stay at the previous configuration. If it changes to the new configuration, Counter will be updated according to (36) and (37), otherwise, Counter will be set by a series of random integers. As long as the Markov chain converges to the stationary probability distribution, the network will come close to the near optimal solution of the problem.
D. COMPLEXITY ANALYSIS
This subsection provides the computation complexity of RAMA algorithm. Since ZF beamforming is used, this part involves computation of O(MKN 3 t ). In each iteration of the proposed algorithm, T 1 is a constant determined by the complexity of choosing one node v * from the network in steps 3-5, Algorithm 1 RAMA Algorithm 1. Initialize: f = X (1) , U f = (X (1) ), T , Counter. {1, 2, 3 ,...,T } do 3.
while i=
Node v * selection procedure: 4.
Find node v = (Counter) min .
5.
if U f > 0 and v ∈ V BS Find a new node s ∈ V UE v , and select v * = s.
Sub-channel selection procedure:
if u m,v * f ≥ 0 v * will randomly select one sub-channel to add or remove from x m,v * . else v * will add more sub-channels to enable u
Node v * sends request to the network. 9.
Configuration transition:
10.
Calculate transition rate q f ,f and q f ,f using (35).
13.
X (i+1) = Stay with f with prob. q f ,f Revert back to f with prob. q f ,f 14. f = X (i+1) , and update U f , Counter.
and T 2 is a constant which represents the complexity of finding a new local configuration for the selected node in steps 6-8. For configuration transition process in step 9-13, M (K + 1) times of multiplication and 3M − N times of addition are involved. In step 14, 2M − N times of addition are needed for Counter to update. Thus, RAMA algorithm needs M (K + 1) times of multiplication and 5M − 2N times of addition. The proposed algorithm requires the complexity of O(TMK ), where T is the number of iterations for the algorithm convergence to the near optimal solution.
V. SIMULATION RESULTS
In this section, we provide extensive simulations to evaluate the developed RAMA algorithm. For our simulations, MBS is located at (0, 0) ∈ R 2 , and the radii of the MBS and the SBS are set as d ma = 350m and d sc = 100m, respectively. In each SBS, it is assumed that 70% of UEs demand 100 Mbps, 20% 150 Mbps and 10% 300 Mbps [4] , [33] . Uniform linear array is considered and ZF beamforming algorithm is performed at each transmitter. σ 2 = −174dBm/Hz + 10log 10 ω. We randomly generate a il in each cluster for each UE and SBS. The main parameters we used in the simulations can be seen in Table 2 In this part, we show the convergence of RAMA algorithm and the impact of the vital parameters on the convergence behavior. K = 20, ω = 20MHz are assumed for the simulation. Figure 4 demonstrates the impact of the penalty factors on the convergence of RAMA algorithm, in which two cases are considered: 1) λ m = µ m,n = 100; 2) λ m = 10, µ m,n = 1000. For µ m,n = 100 and µ m,n = 1000, the network utility functions start at around −200 and −2000, respectively, as expected from (20) and (21) . When it converges to the optimal distribution, the best configuration will be obtained, and the sum data rates of all UEs is the current value of the network utility function. In Figure 4 , it can be seen that RAMA algorithm can converge to the same near optimal value under both two cases, that is, around 7 Gbps. Besides, the convergence speed of λ m = 10, µ m,n = 1000 is faster than that of λ m = µ m,n = 100. In order to explain it more clearly, we assume that there is one subchannel k that can be allocated to UE n who served by SBS m. When allocating sub-channel k to UE n, both the data rate r m,n and the utility function u m,n f of UE n will increase. However, since that the data rate of BH link at SBS m does not change, the utility function of SBS m will be a large negative value. Thus, the utility function of the whole network decreases, and the network may stay at the previous configuration. Thus, to speed up the convergence, the penalty factors of UEs should be larger than that of SBSs. Figure 5 indicates the impact of parameter β on the convergence of the proposed algorithm, where β = 500, 1000, 5000 are considered. To show the performance of the RAMA algorithm, the optimal solution obtained via the brute force search method is provided as a benchmark. Since that such a method has exponential complexity with respect to the number of SBSs and UEs, a relatively small network size is considered for the comparison. It can be seen from Figure 5 that, the approximation becomes exact with β increased, and the solution will be close to the optimal value of the problem MWC. Figure 6 shows the data rate performance achieved by RAMA algorithm, where λ m = 10 and µ m,n = 1000 are considered. When RAMA algorithm converges to the optimal solution, the network will stay at the best configuration. Then, the achievable data rates of all SBSs and UEs can be obtained. It can be seen from the Figure 6 that the sum data rates of all UEs can be maximized, with the required data rate of each node (SBS or UE) satisfied. Specifically, the required data rate of each UE is its own minimum traffic demand, while the required data rate of each SBS is the sum data rates of all its served UEs. For SBS 1 in Figure 6 (a), its required data rate is the sum of the achieved data rates of all its UEs (denoted by UE 4, 5, 6 and 7). Moreover, note that the achieved data rate of each SBS (in Figure 6(a), (b) , (c)) is slightly bigger than its corresponding required data rate. When all the constraints in (13b) are satisfied, the percentage of the bandwidth dedicated to repeating BH traffic can be minimized, and more resources will be sufficiently allocated to the AC links, which shows the superiority of our proposed algorithm. Figure 7 compares the spectral efficiency performance achieved by the proposed RAMA algorithm, BH-AC partition algorithm and OBFD algorithm [18] , where λ m = 10, µ m,n = 1000, and different numbers of antennas are considered. The spectral efficiency of the self-backhaul network is defined by the ratio of the network utility function and the total bandwidth, which is given by U f (Kw). In the BH-AC partition solution, a certain number of sub-channels are allocated to the BH links, and the rest sub-channels are left for the AC network. Note that the BH capacity should be slightly larger than or equal to the aggregated traffic from the AC network. For comparison, we bisect the total spectrum for BH and AC transmissions, namely, half of total subchannels are allocated to the BH network, and the other half are allocated to the AC network. Then Markov approximation method or matching game method [16] can be used to maximize the sum data rates of both BH and AC network, and the sum data rates performance of SBH network is determined by the minimum of the sum data rates of BH and AC network. In OBFD algorithm, spectrum slicing is considered, and each sub-channel can only be used in one SBS for its BH or AC transmission. Since that multiple BH links and AC links can be transmitted in the same sub-channels, RAMA algorithm can improve the spectral efficiency of the SBH network, compared to the BH-AC partition solution. It can be seen from Figure 7 that with the number of antennas increased, the performance of RAMA algorithm increases rapidly, while the OBFD solution increase slightly. Since that the crosstier interference, co-tier interference and self-interference can be effectively reduced by mmW directional transmission and optimally allocating sub-channels to the SBSs and UEs, the proposed algorithm can significantly improve the spectral efficiency of the network, compared to the OBFD algorithm.
To show the impact of the network density on the convergence of the proposed algorithm, more SBSs and more UEs are considered in a circular macro cell of coverage radius 350m. We assume λ m = 10, µ m,n = 1000, K = 50, ω = 50MHz for the simulation. Figure 8 indicates the impact of the SBS density on the convergence of RAMA algorithm, in which 5, 10, 15 SBSs and 5UE per SBS are considered. Figure 8 shows that with the SBSs densely deployed, the proposed algorithm needs more iterations to converge to the optimal value. Figure 9 shows the impact of the UE density on the convergence of RAMA algorithm, in which 6 SBSs, and 5 UE per SBS, 10 UE per SBS, 15 UE per SBS are considered. It shows that with the UEs densely deployed, more iterations are necessary for the proposed algorithm to converge to the optimal value. However, it also can be seen from Figure 8 and Figure 9 , the proposed algorithm still has a high convergence speed in a dense self-backhaul network. Figure 10 shows the cumulative distribution function (CDF) of the average spectral efficiency with different network density, where λ m = 10, µ m,n = 1000, K = 30, ω=20. In 400 simulations, SBSs and UEs are randomly deployed in the radii of the MBS and the SBS. Figure 10 shows that when 3 SBSs are deployed, 6 UEs per small cell has lower spectral efficiency compared to 3 UEs per small cell, due to the increase of co-tier interference, cross-tier interference and SI. Interestingly, when 3 UEs are deployed per SBS, 6 SBSs in the macro cell will have higher spectral efficiency, compared to 3 SBSs. The reason is that the co-tier interference from other small cells and the cross-tier interference are increased relatively small. Thus, to densely deploy the mmW-SBH network, more SBSs deployed in the macro cell and fewer UEs per small cell can be a promising solution in a spectrumefficient perspective.
VI. CONCLUSION
In this paper, we study the resource allocation problem for millimeter wave self-backhaul networks. By fully considering the short transmission range of mmW signal and the use of beamforming technology, a novel resource allocation problem model is proposed, in which multiple links in the network can operate on the same sub-channels. In the formulated problem, we maximize the sum data rates of all UEs in the network, under the constraints that the data rate of BH link at each SBS can achieve the sum data rates of all its served UEs and that each user's data rate can satisfy the corresponding minimum traffic demand. To solve the optimization problem, a RAMA algorithm based on Markov approximation method is presented. It can be seen that the RAMA algorithm can converge to the near optimal bounded solution. Simulations can show the convergence of RAMA algorithm, and its superiority on significantly improving the spectral efficiency of the self-backhaul network.
