Let x, e > 0, uu < ■ ■ ■ < ud+e, and h > 0 be real numbers. Let / be a real valued function and let \(h; u, w)f(x)/?"'' be a difference quotient associated with a generalized Riemann derivative. Set / = (x + u0h,x + uJ+eh) and let / have its ordinary (d -l)st derivative continuous on the closure of I and its Jth ordinary derivative /''" existent on /. A necessary and sufficient condition that a difference quotient satisfy a mean value theorem (i.e., that there be a £ e / such that the difference quotient is equal to /''"(£))
here e is a nonnegative integer which we will call the excess and the w/s and m,'s are real numbers. Here we insist upon the d + 1 consistency conditions "v v , 10, y-0,1,....rf-1, [1, 2, 7] . For notational convenience we will always assume m0 < w, < • • ■ < ud+e.
The most natural type of mean value theorem would say something like this. Let I = [x + u0h, x + ud+eh] where x and h are fixed. If Ddf(t) exists for every t G /, then there is a | interior to / with äd(h;u,w)f(x) DJU)-hd But this is not even true for Rx as the choices x = -1, h = 3, and f(t) = \t\ show [3] .
It is possible that the only generalized Riemann derivative for which this mean value theorem holds is d/dx itself. A more fruitful set of mean value theorems are those of the following type.
Statement M(u,w). Fix x and h and set / = [x + u0h,x + ud+eh]. If f(d~l)(t) is continuous on I and differentiable for all t interior to I, then there is a £ interior to I with Ad(h; u, w)f(x)/hd = /(i/>(£).
It is easy to see that any set of d + 1 distinct points u -{u0,...,ad} has a unique d th derivative associated to it via the correspondence u -» D^ where VW* fa ¿,,[";.,(*-m-a**'-,») (see p. 182 of [1] or p. 12 of [3] 
Lemma 1. Let u = (u0,..., ud+e) and w -(u>0,.. .,wd+e) be given and let Dj denote the unique generalized Riemann derivative associated with («•,...,u¡+t¡), 7 = 0_, e. Then the D associated with u and w is itself a generalized Riemann derivative if and only if there are Pj, j = 0,...,e, such that Y.pj = 1 and D = EpjD^.
We will prove this in §2.
Theorem. Let D = Dd(u, w) be a dth generalized Riemann derivative.
(i) Ifthepj associated to D are all positive (so that D is a convex combination of the Dj's), then the mean value theorem M(u, w) holds.
(ii) Conversely if d = 1 or d = 2 or e = 1, and if any p¡ is negative, then Statement M(u,w) is false.
The proof of (i) is easy. First if e = 0 then p0 = 1 and indeed the Theorem is a well-established numerical analysis fact [8] . If e > 0 using this fact e + 1 times we have numbers £, so that The proof of (ii) is longer so we will break it into three lemmas. These are contained in §2. Applications. To yield a generalized Riemann derivative, the c¡, j -0,..., d, must satisfy the consistency conditions (3). In [5] a difference quotient based on d + e points was defined to be optimal if in addition to the consistency conditions (3) we also have c ■ = 0 for j = d + 1,..., r, with r as large as possible, \cr+l\ as small as possible, and |«,--u,\ > 1 for i #7. (The last condition is for normalization [5] .)
With this definition of optimal, the above theorem implies that no optimal first or second derivative with positive excess has the mean value property. This will be proved at the end of §2.
2. From the Theorem it follows that the first derivative -27/(x -2ft) + 32/(x + 3/Q -5/(x + 6/i)
does not have the mean value property. This derivative is optimal in some senses for numerical approximation (see [4] ). To understand how g is constructed in general first consider an example ( Figure  1 ). In Figure 1 the point labeled 4 is u4, and the + sign above the 4 indicates that p4 is positive, etc. The function g is defined by 
Observe that g"(x)
We have A0 = A, = A, = AA Ml 1. To see this note for example that from the viewpoint of A4 = u^giu^ + w54g(w5) + co64g(w6) the function g "is" the quadratic polynomial .5(x -u3)(x -w7) and A4(.5x2 + • • • ) = (.5x2 + ■■■)" = \. Similarly A7 = 0. Next observe that the line joining (u2,g(u2)) to (u4,g(u4)) passes below the point (u3, g(u3)) = (w3,0) so the quadratic q interpolating these three points has negative second derivative. Since g = q from the viewpoint of A2 = A2(«2, u3, u4), it follows that A2 < 0. Similarly, A6, Ag, and A10 are also negative. since in the first sum each A( = 1, while in the second sum each p. < 0 and each Aj < 0. Hence A > E,eâa/?, > 1.
We now show how to construct such a function g whenever Jf is not empty. We suggest that the reader test the construction on the above example to see how it works.
Let 7j g(ue) < 0, gÍMf + i) = 0, and g(ue+2) < 0 so that the quadratic q passing through the three points (uk, g(uk)), k = e, e + 1, e + 2, is concave, whence Ae = q" < 0.
Finally if / =jp + 1, g(«€) < 0, g(ue+l) = g(«,+2) = 0 so that A, < 0.
If now / G <P, then g agrees with a quadratic of the form q(x) = .5(x -a)(x -ß) at x = U/, ue+l, and ue + 2 so that A, = q" = 1.
Let e0 = A -1. We now construct / as a twice differentiable perturbation of g. Any point of (w0, ue+2) where g" does not exist is of the form u¡ where either (i) / g {_/,,} n {&"} (m3 and un in the example), (ii) /g {/c"}\{7"} (w7 in the example), or (iii) / G [jv] \ {kp} (u9 in the example).
In case (i), g looks like the solid curve in Figure 2 . Let / be a rounded version of g on [u¡ -8,u, + 8] (the dotted curve in Figure 2 ). Then on [u¡ -8, u, + 8] n (x: f(x) # g(x)} the slope of / decreases steadily so /" < 0. Pick 8 so small that w -f(Ui)<^k\ U/ -8 u, u¡ + 8 Figure 3 and also so small that (2) 8 < kmin{u/-u,_l,ul+1 -u¡).
Cases (ii) and (iii) are similar. The pictures are given in Figure 3 . Again we get /" < 0 on [u¡ -8, u, + 8] n {x: f(x) # g(x)} in both cases. Again we choose 8 small enough to force (1) and (2). Define /(x) = g(x) on the remainder of [«0'Mi-+2]-Then f"(x) < 1 everywhere on (u0,ue+2) and /' is continuous on where u = -k+ { when k is even and an -k when k is odd. This is easily shown to be negative. Since one of {/?,, p2] must be negative, by the Theorem of §1 each optimal n point first derivative, n ^ 3, fails to satisfy a mean value theorem.
For the second derivative case let A = ¿Z"=lwif(x + «,■«) be the difference associated to an optimal second derivative based on n ^ 4 points. Again using the results from [5] 
