Introduction

Experimental phonology
A century after Rousselot's publication of 'Principes de phonétique expérimentale' (1904) the experimental method is finally taking its approriate place in in linguistics.
Experimental or laboratory phonologies (Ohala & Jaeger, 1986; Kingston & Beckman, 1990; Docherty & Ladd, 1992; Keating, 1995; Connell & Arvaniti, 1995; Broe & Pierrehumbert, 2000; Gussenhoven & Warner, 2002; Local, Ogden, & Temple, 2003; Goldstein, Best, and Whalen, 2005; Cole & Hualde, 2007; Fougeron, Kühnert, D'Imperio, & Vallée, 2010 ) are now well established and are gradually becoming dominant in the field. A new journal, 'Laboratory Phonology,' has been founded to promote this new paradigm. Fundamental issues such as the systematic and quantified description of sound systems and sound phenomena are now evaluated differently than when phonetics and phonology were considered separated by the structuralist and generativist frameworks (e.g. Trubetskoy, 1939; Chomsky & Halle, 1968) . The search for adequate primitives, the types of evidence considered the nature of explanation, the nature of phonological representations, and the types of experimental paradigms used in phonological research are also central issues in Laboratory Phonology.
Rousselot expressed similar concerns in his various publications (1891, 1904, 1923) . The 'Leçon d'ouverture au Collège de France ' (1923) is probably the best synthesis of his ideas and shows that the founder of experimental phonetics had anticipated much of what is now becoming routine in linguistics. Two thirds of a century later he was followed by Ohala (1987) who argued for the establishment of phonology as an experimental discipline. Ohala's first statement was expressed as a reaction '…to escape the endless and agonizing cycle of birth and death of trendy theories, schools, frameworks, etc. and achieve oneness with the spirit and principles that guide all scientific endeavor… ' Cohn (2010) calls for integrated theoretical models in laboratory phonology. Croot (2010) suggests that some findings are becoming central to the emergence of a paradigm in laboratory phonology. This is the occurrence of linguistic categories identified and analyzed using verbal/symbolic categories. This is also the case for gradience that appears at all levels of analysis: the probabilistic nature of sound structures (Pierrehumbert 2001 ).
Phonology
Most phonologists would likely accept that phonology studies the logical, functional and behavioral aspects of speech sounds. Such studies requires the categorization of sounds or features, and implies mental representations and other cognitive aspects of speech sounds.
Phonology is thus concerned with the description and the comparison of the sound systems of human languages. The discipline also aspires to a set of explanatory first principles whereby the sound phenomena found in languages may be understood. Like any scientific endeavor, the discipline is characterized by questions that researchers are trying to answer. Even if the following list is not exhaustive, most phonologists would probably consider these questions as part of their research activities: How are acoustic features categorized? How do we explain the sources of sound change? How does speech perception influence sound change? What can we say about the direction of sound change? How are allophones controlled and categorized? Do we account for sounds better in terms of features or in terms of gestures? How can we account for articulatory control? What is the minimal distance between segments to be distinguished in perception? How can we account for the emergence of sound patterns in ontogeny and phylogeny? What are the correlates of syllables? Are typologies of any use to explain sound patterns? What are the best primitives? What kind of explanation is required to explain the observed phenomena? What are the constraints acting on phonetics and phonological processes? How do we explain universals? What are the universals? Obviously, to answer to these questions our knowledge of speech production and speech perception need to be included in an integrated field of phonetics and phonology.
Between physics and cognition
The interaction between the physical and the cognitive aspects of speech sounds is emphasized by Kingston & Beckman (1990) in their introductory note to the first volume of Laboratory Phonology. The model of articulatory phonology (Browman & Goldstein 1989 , 1992 ) promotes similar views in a different framework. Whatever the limits of articulatory phonology and whether or not one agrees with the model, it is difficult not to acknowledge that it is a serious attempt to integrate the domains of phonetics and phonology. Indeed, in articulatory phonology, phonological units are discrete gestures having both an abstract and a concrete (dynamic) side. This model of phonology takes into account time (the dynamic aspect of gestures) in phonology and allows consideration of processes such as assimilation and epenthesis, for example, as variations in the execution or phasing of gestures. Hume & Johnson (2001) also emphasize the role of perception in phonology. Their proposals on the interplay of speech perception and phonology enable the integration of the cognitive aspects of speech sounds in phonology, and they show how phonological systems influence speech perception, for example in that listeners are more adept at perceiving sounds of their native language than those of a second language. Hume & Johnson also show several influences of speech perception on phonological systems, including the failure to perceptually compensate for articulatory effects, the avoidance of weakly perceptible contrasts, and the avoidance of noticeable alternations. The influence of speech perception in phonology is particularly obvious on what they call phonological repair strategies that can either preserve contrasts (epenthesis, dissimilation and metathesis) or sacrifice contrasts (assimilation and deletion).
What is important in Hume & Johnson's model (2001: 20) is the emphasis given to the fact that the interplay between speech perception and phonology must be defined in a way to include the cognitive and formal representations of phonological systems. ' (1904: 1) . This still applies to generative phonology and several other contemporary approaches to phonology. Rousselot (1923) ' (1923: 17) . Rousselot was strongly questioning this position and was promoting his opinion of the science of language, of which phonetics (and therefore phonology in his view) was a part. Debating issues related to experimental phonetics, Rousselot advocated (1923: 17) . The last part of this quotation shows that Rousselot clearly understood the necessity to be able to recombine elements of speech and to be able to reproduce them in laboratory conditions. This is similar to Ohala's statement (1974) that one of the main goals of such an endeavor is to reproduce the phenomenon under investigation in controlled laboratory conditions . The intent of both men is that the experimental method should be used in phonology as it is in any other scientific discipline. The multiple dimensions involved, i.e. ranging across both the physical and cognitive dimensions of phonological systems, make the enterprise anything but trivial.
Experimentation in phonology
Why experiments?
The question of experimentation can be discussed in a way very similar to that evoked by Claude Bernard (1865) language and phonology is striking and we may be in our own field at a time comparable to the state of medicine in Bernard's. No one will doubt that language is a very complex phenomenon and that to understand the phenomena we observe, multiple disciplines are invoked. Many examples could be given to demonstrate that without combining physiology, acoustics, aerodynamics, and a variety of experimental paradigms treating perceptual and cognitive aspects of speech, it would be difficult to find any satisfactory explanations for the phenomena that we observe. The basis of experimentation lies in the fact that the world is not necessarily what it seems to be. In the world of speech this is sometimes expressed by saying that 'The human ear does not perceive everything that is recorded by a machine'. How does this affects the work of phonologists?' The answer is simply that the acoustic details or cues that are recorded by machines are not always proven relevant in the language but neither do they always prove irrelevant, and in either case, machines allow examination of the details that in fact occur. Indeed this was the starting point of Rousselot's studies in his own dialect (Rousselot 1891) . A good example of this is provided by the emergent bursts that can be observed in languages (see section 3 for more details). Most of the time they go unnoticed, but if they are, they can explain the emergence of stops in those languages. Another example is provided by clicks, which are made by all humans, but are found as phonemes only in one small language family (Traill 1985) . When clicks are phonologically relevant, it is important to be able to give an objective account of the phenomenon. Generative phonologists sometimes raise the question: 'Did any machine ever change the work of phonologists?' The answer is, of course, yes. Just to take one obvious example, the sound spectrograph led to the recognition of formant transitions, VOT, and noise spectra, features that are essential to identifying place of articulation and to processing the categorical aspects of speech perception.
Phonology vs. phonetics
Since the early days of structuralism there has been a tendency to consider phonetics as separate from the main core of language. (This attitude has wrongly been attributed to Saussure, who was by training a Neo-grammarian and therefore aware of the importance of phonetic evidence to solve linguistic problems.) This separation was stated explicitly by Trubetzkoy (1939) who considered phonetics to be in the domain of the natural sciences and phonology as in the domain of linguistic studies. From the beginning this view was shared by generative phonology. For phonology to be an experimental discipline, in my view , phonetics and phonology must be integrated. This requires that phonologists derive fundamental units and processes deductively from independent premises anchored in physical and physiological realities. Issues such as the innateness of phonological features must be considered as working hypotheses. Specifically, the assumption that speakers' knowledge is innate and part of their genetic endowment, an assumption common to generative phonologists (e.g. Halle 1990) , has yet to be proven. Of course, no one challenges that humans have a genetic endowment accounting for some aspects of language. There is no question about the major role played by our biological inheritance determining our physical form and our behavior, but innateness in the sense of a specific link between genetic variation and some grammatical outcome has yet to be demonstrated (Elman et al. 1996: 372) . We must still understand the nature of the interaction between nature and nurture in linguistics. Substance based works (i.e. founded on empirical data) of phonological nature such as (just to cite a few) Maddieson (1984) , Lindblom and Maddieson (1988) , Vallée (1994) and Rousset (2004) , are fundamental to understanding generalizations about how phonological systems are shaped and distributed.
Whatever the model of phonology adopted, phonological theory must be based, as it is in these works, on models that incorporate parameters coming from the sub-systems involved in speech communication. Among these are principles relating vocal tract shape and acoustic output, certain known aerodynamic principles, and finally certain of the principles governing our auditory extraction of information from the acoustic signal (Ohala, 1990) . In addition, feedback and control processes, such as those proposed by Perkell (1981 ), MacNeilage (1981 , and Kingston & Diehl (1994) should be incorporated in such a theoretical framework.
In sum, phonological theory must acknowledge and incorporate well-established facts from models of speech production and speech perception.
Within a scientific study of language, phonology without the phonetic dimension is an illusion. In the same way, phonetics without phonology brings nothing to the understanding of categories upon which language is built. About this relation Ohala (1990: 168) proposed the following: 'My own view is that between phonology and phonetics, phonology is the superordinate discipline, not because it has accomplished more or is better developed -the opposite may be true-but simply because it looks at and seeks answers to a much broader range of phenomena involving speech behavior'. Phonetics is thus an unescapable component within phonology, while Ohala's allusion leaves us to infer that phonology is still wanting in empirical, experimental paradigms for exploring the cognitive aspects of speech sounds. It would seem that the very rapid development of psycholinguistics and cognitive science offers phonologists a path toward such paradigms. Indeed if one defends that there can be no interface between phonetics and phonology because the two domains must be integrated, models and theories must incorporate the abstract sides of speech such as representations and categorization.
Theories and models
Some fundamental points must be raised about models and theories. Considering phonetics and phonology as one domain assumes that models from speech production and speech perception offer a good basis for test phonological hypotheses if phonological problems are formulated using physical primitives. Models are usually expressed in mathematical terms, to render explicit the relevant parameters involved in particular domains of the field under study, in this case speech. A reasonable definition of what constitutes a model is given by Bender (2000): 'a mathematical model is an abstract, simplified, mathematical construct related to a part of reality and created for a particular purpose'. This means that the use of models in phonology will not produce a global explanation of a system, but will instead help to formulate a particular problem, discard unimportant details and specify the interactions between the variables. Using a model can help to make predictions that can be checked against data, or even against common sense; using a model also allows the generation of simulations to compare with observed facts. Phonological studies are essential for systematizing the data and for rendering explicit the observations made in various languages of the world. This is a time consuming job, and there is no other way to accomplish it than the traditional methods of phonologists for describing the sound system of an unknown language. To confirm this, consider all the steps necessary to describe the sound system of an unknown, unwritten language. It requires the determination of the finite set of phonemes, the mapping of their distribution and phonetic variation, and in addition the detection and understanding of any phonological processes. Neither tools nor any machine can accomplish such tasks, and there is still no better method available to linguists than taking a piece of paper and a pencil to write down observations (i.e. start by making good, reliable phonetic transcriptions). Only when this is done can acoustics and other tools allow refinement of the description and the search for explanations of the observed phenomena. One of the best examples of this and of the cumulative nature of experimental work is provided by the study of clicks. Looking at the first systematic description of clicks given by Doke (1926) and Beach (1938) , it is possible to see that Doke and Beach's main tools were the kymograph and palatography to explain the articulation of clicks. It is only much later in the work developed by phoneticians such as Traill (see 1985 for a good summary) that acoustic, articulatory and aerodynamic aspects of clicks were fully understood. Traill's work added deeper and more general explanations to Doke and Beach's original descriptions but the basic description of a click articulation remained unchanged. Rousselot's (1923) expectation that speech and language phenomena would ultimately be reproduced in the laboratory has eventually become true (e.g. Ohala 1974 , Foulkes 1997 ).
Phonology in the laboratory
The recent development of sociophonetics and the integration of psycholinguistic paradigms into the phonetic and phonological components of language clearly go in the direction of the program he initiated a century ago. One of the major lessons from Rousselot's work, one that other trends like generative phonology have failed to follow, is that whatever the linguistic phenomena to be explained, the linguist's task includes developing the appropriate tools to find the correct explanation and the right theoretical framework. This implies the establishment of new methods of observations, the use of new tools, and the integration as appropriate of primitives established in other scientific disciplines.
A remark about the relation between laboratory work and spontaneous speech should be made at this point. This is sometimes heard that laboratory work is only a reduction what of exists what in the 'real world' and that essential points about the behavior of speech are missed by laboratory work. According to this view, there might be little in common between spontaneous speech and laboratory work. On the contrary, working in a laboratory setting allows control of the parameters involved in experiments and is the essential point in the method and its main strength. There is in principle no essential difference between laboratory and spontaneous speech. The same principles apply to both. Understanding the difference between the two will eventually come from demonstrations of how the various parameters identified in the laboratory adapt to more natural conditions.
The experimental method
Discussing the experimental method in his 'Principes de médicine expérimentale', Bernard (1942) This permits quantitative descriptions, which can be used for statistical treatments to understand the data or an associated problem. Phonologists are thus able to make hypotheses about how sounds are produced and perceived or about how some particular process works.
These can be tested in laboratories through various types of experiments. Rousselot and Ohala's claims regarding phonology as an experimental discipline are therefore confirmed.
There is however one point that has to be emphasized. That phonology at its core is about contrasts and categories in the sound system of a language cannot be reduced to the biophysical aspects of speech sounds. The explanation of phonological phenomena therefore requires a cognitive dimension, which naturally renders the enterprise very complicated.
Phonologists now have to formulate hypotheses about the relation between the biophysical aspects and the cognitive aspects of speech in order to explain the phenomena they study. The question of the control that speakers have on the production and perception of sounds within a given phonological system is one of these hypotheses, for instance. Of course phonologists don't make hypotheses from scratch. As in any other scientific discipline, hypotheses are based on a theoretical basis. They are made from the knowledge of the various components involved in speech. Physical laws in acoustics and aerodynamics provide a solid basis to formulate some such hypotheses. The story becomes more complicated, however, when cognitive dimensions are involved, since similar laws in that domain have not yet been established. However it is important to note that phenomena like critical bands, masking and signal detection have cognitive dimensions. Probabilistic influence on acquisition, and anything invoking memory also have law-like aspects that are squarely cognitive. None of this may yet be ripe for phonological application but it will surely become in the future. This is where the interplay between data and models become crucial. To conclude we can say that phonology has now shifted from an observational science towards an experimental science.
However the complexity of the object with its many dimensions -physical, biological, psychological, cognitive, and social -makes clear that experimentation in phonology is still in its infancy.
Methods
This section illustrates the use of different methods for describing phonetic phenomena and for clarifying problems linked to the establishment of phonological categories, processes and primitives. Methods discussed in this paper address acoustics, aerodynamics, electropalatography, and perceptual tests. The phenomena studied are prenasalized stops in Rwanda, geminated consonants in Amharic and perception of vowels in Karitiana. Each subsection presents a problem and shows how it can be processed with a specific method, rather than presenting data as if for a full paper about the subject. However, references will be given to papers giving a complete treatment to the problems discussed.
Prenasalized consonants in Rwanda 3.1.1 Introduction
Rwanda and several other Bantu languages show variations in the articulation of complex consonants (prenasalized and velarized -plain and secondary) that render accurate description a challenge. The phonetic variation observed in the realization of these complex consonants is important for understanding and explaining the phonological patterning of consonants and syllables in Rwanda and in such other Bantu languages as Ikalanga (Matangwane 1999), Shona (Doke 1931) , (Maddieson 1990) and Sukuma (Maddieson 1991) .
Rwanda has three groups of prenasalized stops in its phonetic inventory, i.e. (i) a set of voiced and voiceless prenasalized stops [mh, mb, mf, mv, nh, nd, ns, nz, nЀ, nЋ, nց, ŋh, ŋց] 
Material
The words presented in table 1 were recorded in a small carrier sentence; vuga __ itchumi 'say__ten times'. Each word was recorded 5 times in its carrier sentence. Seven speakers took part in the experiment. In order to understand the phenomenon, aerodynamic recordings were made using the Physiologia workstation (Teston and Galindo 1990) linked to a data collection system equipped with the appropriate dedicated transducers. Oral airflow measurements were made with a small flexible silicon mask placed on the mouth. Nasal airflow was measured at the end of one nostril via a small tube linked to the data collection system. Pharyngeal pressure was recorded with a small flexible plastic tube (ID 2mm) inserted through the nasal cavity into the oro-pharynx. Acoustic recordings were made simultaneously via a High Fidelity microphone on the rig connecting the transducers to the computer. Spectrograms and audio waveforms were processed with Signal Explorer software.
Results
Results show that voiceless nasals are actually rare in the language and are mainly observed before voiceless fricatives. Some of the so-called aspirated sounds are fully voiced rather than voiceless, as shown by Demolin and Delvaux (2001) . Therefore these voiceless prenasalized stops of Rwanda should be described as whispery-voiced nasal stops. However, alternations with voiceless aspirated stops have been observed and must be taken into account. This might reflect dialectal variation. The maximum value of nasal airflow is always much higher for whispery voiced nasal stops (mean =146 ml/s) than for the voiced prenasalized stops (mean = 40 ml/s). The maximum value of oral airflow measured after the stop closure release shows that there is a higher oral airflow after the non-whispery voiced nasal stops (mean =126 ml/s) than after the whispery consonants (mean = 50 ml/s). Pharyngeal pressure, which was measured at the maximum value observed during the production of these consonants, also
shows that pressure was higher during the non-whispery voiced nasal stops (mean = 5.2 hPa) than during the whispery consonant (mean = 2.6 hPa). The total duration of positive pharyngeal pressure measured from the beginning of the increase in pressure to the return to the atmospheric pressure value is longer for the whispery consonants than for the nonwhispery counterpart (means: 187.6 ms compared to 97.4 ms).
Discussion
Two patterns have been observed as direct consequences of variations in the timing of articulatory gestures. These facts play an important role in the phonological status of complex consonants in Rwanda. The first is that in sequences of nasal consonants such as Variations in the temporal realization of gestures involved in the production of prenasalized consonants were also observed by (Doke 1931) and (Maddieson 1990) Hombert & Puech (1984) and Demolin (1992) for use in the field. They were elaborated to explore how tones and vowels are perceived and to estimate how much phonetic variability is tolerated within a single phonological category. A perceptual test of Mangbetu vowels (Demolin 1992) showed that speakers show a great deal of variation between their production and perception, specifically, they perceive as acceptable a much greater range personally produce This difference is a potential source of sociophonetic variation And, ultimately, sound change.
Vowels in Karitiana
Karitiana, a language from the Arikem family, Tupi stock, spoken in the state of Rondonia in Brazil, shows interesting phenomena concerning vowels. Indeed, like several other languages of this linguistic stock, Karitiana has a vowel system with 5 vowel qualities
( Figure 3 ) and shows the typological rarity of not having a high back vowel in its phonemic inventory (see Storto 1999 and Storto and Demolin ms for more details). In order to check how Karitiana speakers perceive their vowels, and if there was a compensatory effect for the absence of high back vowel in the system, a perceptual experiment was performed with three subjects. This experiment was done with stimuli corresponding to short oral vowels. 
Material and method
A set of 53 synthetic stimuli covering the full F1-F2 vowel space was presented to three literate subjects (see Hombert and Puech 1984 and Demolin 1992 for details of the paradigm). After training, the stimuli were presented 10 times in random order to the subjects.
After listening to the stimuli, subjects had to point on one of five monosyllabic words showing one of the five Karitiana short oral vowels. Subjects pointed to an empty box when the stimulus did not correspond to any possible native vowel quality.
Results
Vowels were considered to be correctly identified when they were recognized at least 90% of the time. Results of this test show that the subjects were able to identify the vowel qualities corresponding to Karitiana vowels among the stimuli presented. The areas in the F1/F2 space where these vowels were identified correspond to those observed in production, as shown in Figure 4 . The main difference between the three subjects was that the areas in which the stimuli were identified were smaller for one of the subjects. Two striking features of the results are that no stimulus in the area of the high back /u/ was identified as a possible vowel by the Karitiana, and for one subject the central vowel /ɨ/ was not recognized more than 70% of the time (the dotted areas of Figure 4 ). 
Discussion
The absence of the high back vowel in Karitiana is a typological rarity and therefore requires careful investigation to however not unique for this feature. Crothers (1978) reports five languages where such systems can be found. Maddieson (1984) and Lindblom (1986) . Areas of recognized synthetic stimuli. Hatched areas show rejected stimuli, dot time by subject 2 (upper box also recognized at 90% for subject 1).
The absence of the high back vowel in Karitiana is a typological rarity and therefore requires careful investigation to understand why this basic vowel is missing. Kariti however not unique for this feature. Crothers (1978) reports five languages where such systems can be found. Maddieson (1984) and Lindblom (1986) have noted that a system / /, although rare, exists in the worlds' languages, and this system is comparable to what is found in Karitiana. The measurements made with our 3 subjects show that Karitiana indeed has no high back vowel /u/ in terms of production and perception. The close of 456 Hz for the short vowels and 464 Hz for the long. The results of the perceptual experiment show that /u/ is never identified among the stimuli submitted to the subjects and therefore this seems to confirm that this vowel is not point needing discussion is that, although not achieving The absence of the high back vowel in Karitiana is a typological rarity and therefore why this basic vowel is missing. Karitiana is however not unique for this feature. Crothers (1978) reports five languages where such systems can be found. Maddieson (1984) and Lindblom (1986) 
Geminated fricatives and affricates in Amharic 3.3.1 Introduction
Amharic a Semitic language spoken in Ethiopia has a set of geminated consonants in its phonological inventory. One important question about these consonants is their characterization by features. Ladefoged and Maddieson (1996: 92) remind us that unlike a sequence, geminates cannot be separated by an epenthetic vowel or any other interruption nor will either half undergo a phonological process alone. Amharic's set of fricative and affricate geminates, both plain and ejective, is thus an interesting case to test these claims, as well as those made by Hayes (1986) , Lahiri and Hankamer (1988) . Ladefoged and Maddieson (1996: 92) say that geminate affricates are very clearly different from an affricate sequence.
Geminates are expected to have one long stop closure followed by one fricative portion. 
Length oral vowels
Method
Aerodynamic recordings were made using the Physiologia workstation (Teston and Galindo 1990) linked to a data collection system equipped with appropriate transducers. Oral airflow measurements were taken with a small flexible silicon mask placed against the mouth.
Pharyngeal pressure was recorded with a small flexible plastic tube (ID 2mm) inserted through the nasal cavity into the oro-pharynx. Subglottal pressure ( A second dataset was acquired by electropalatography (EPG). This technique uses a special acrylic artificial palate (see Figure 6 ) in which is embedded an array of silver or gold electrodes that detect tongue contact. These "electropalates" are typically custom-molded to fit the speaker with each electrode connected to its own thin wire. Bundled these thin wires pass behind the back molars on each side of the electropalate and exit at the corners of the mouth. The principle is that the tongue serves as a conductor that connects an electric signal from a sending to receiver electrode. Each palatal electrode is a receiver. The sending electrode is the tongue itself. This is arranged by connecting the subject to an imperceptible current via an electrode generally on the subject's hand or wrist. The entire oral region will then conduct the current so that when the tongue touches any of the electrically isolated pseudopalate electrodes, the circuit is completed. The electropalate is scanned via a high-input impedance amplifier for each electrode, and linguapalatal contact data are sampled at a rate of 100 Hz. The EPG data are also synchronized with the acoustic signal. Five speakers took part in the EPG experiments. Only one measurements. 
Material
The words of the experimental corpus short carrier sentence and in isolation by the speakers. 'knead flour for bread'
'smooth air'
Results
Mean duration measurements
Aerodynamic data given below are mean values of 6 measurements who participated in both the aerodynamic long affricate [tʃ:]. Data presented in Figures 8 to 11 show that ejective fricatives are further front and have a narrower constriction than plain fricatives. They also have a smaller oral cavity (behind the constriction) than non-ejectives. Ejective fricatives have an anterior contact but with leakage that is visible on the audio waveform. Therefore they are almost alveolar affricates (to which they sometimes sound similar, although this is quite rare in the data).
Frication noise increases towards the end of the ejcetive fricatives compared to plain fricatives. This is the consequence of the larynx rising with a closed glottis to generate the ejective. Affricates show that there is a palatal closure followed by a constriction in the palatal region (Figures 12 to 14) . The slight differences in the closure and constriction positions are likely due to different coarticulation patterns. Indeed the short ejective affricate [tʃʼ] is more front than the plain affricate [tʃ] but it is articulated after a high back vowel [u] . The long ejective affricate is produced between two open vowels [a].
Discussion
The comparison between plain and ejectives fricatives shows they have some important differences. Compared to the constant noise of plain fricatives, frication noise increases towards the end for ejective fricatives. This is due to the larynx elevation which is necessary to produce the ejective. In the case of [sʼː] the larynx rise is delayed, as can be seen on the audio waveform showing an increase in the frication noise towards the end. As the air a tʃʼː a resources within the oral cavity are not extensible, it would seem at first glance difficult to geminate an ejective fricative, given that raising the larynx with a closed glottis expels all the air from the oral cavity for the singleton version of the ejective fricative. Producing a geminate ejective fricative seems to require a delay in the larynx's elevation, which suggests that this might be under control by the speakers (see Demolin 2002 for more details). This delay is visible on the audio waveform (Figure 10 ), which has very low frication noise for about 2/3 rd of the closure duration. Other important differences involve the coordination of glottal and oral gestures. For instance, the VOTs of the plain and ejective velar stops are different. The ejective has a noiseless VOT, which suggests that the glottis is still closed at release of the oral constriction. A similar coordination happens at the end of the fricatives.
There is a glottal lag at the end of the ejective fricatives due to continued glottal closure at constriction release. This can be seen at Figure 7 where there is a drop in Ps at the end of the plain fricatives which is not found in the ejective. A similar effect of the closed glottis can be seen comparing the starts of plain and ejective fricatives. The drop in Ps at the start of plain fricatives is due to the wider glottal opening necessary to increase the volume velocity of airflow and thus generate the frication noise. This shows up as a drop of Ps simultaneous to an increase in AFo, as seen at Figure 7 . This effect is not seen in ejective fricatives, as the glottis is closed. The comparison confirms that frication in ejective fricatives is produced only with the air available in the oral cavity between the sealed glottis and the constriction.
Phenomena such as these raise fundamental questions about the control and coordination of articulatory gestures, and notably about the kind and degree of control that speakers exert on articulations. These data about the affricates, plain and ejective, confirm
Ladefoged and Maddieson's (1996) claims about the unity of geminates. It is specifically the increase in duration of the stop that makes the main difference between these sounds, rather than an increase in the duration of frication noise.
Conclusion
The data, and the data analysis, in this paper show that the use of experimental demonstrate that phonological problems and hypotheses, i.e. involving phonological categories, can be formulated and tested through the experimental method, and not only by ad hoc hypotheses produced by armchair work, as is still too often the case. Falsifiable hypotheses are part of the endless progress of the scientific endeavor to which the study of language and phonology is undeniably one part.
