The limiting behaviour of the J m jackknife estimator for parameters associated with stochastic processes is shown to depend on the nature of the underlying process through the asymptotic behaviour of the estimator being jackknifed. In particular, the jackknifed versions of certain estimators associated with renewal processes are shown to have an asymptotic normal distribution.
Introduction
Although the original motivation for considering the jackknifing technique was bias reduction, it is the asymptotic properties of the jackknife that make it a useful general tool in data analysis. Gray, Watkins and Adams [3] extended the jackknife technique to estimation problems for certain parameters associated with stochastic processes. They developed the J estimator by partitioning the observed sample path into n segments and then applying the standard jackknifing procedure to the estimates based on the resulting segments. They proved that if the underlying process was sufficiently well behaved then the bias reduction properties of the jackknife improved as the partition was made finer and this led them to propose the ^ jackknife estimator.
increments. The purpose of this paper is to show that the behaviour of the J m estimator depends on the underlying stochastic process through the behaviour of the estimator being jackknifed. This result is then used to obtain some asymptotic results for the J m estimator when the underlying process is a renewal process.
Notation
Let {X(t) : t € [a, b]} be a stochastic process and suppose that the probability law of X(t) depends on the parameter 9 for every •L = 0, 1, . . . , n and set 9 = 0(a, a+T) and
Define the estimator J (/( §)) by The following result, proved by Watkins [4] , provides sufficient conditions for the convergence of J (/(9)J , s , and a " as n -*• °°a nd is included for completeness.
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THEOREM 1. Let f be a real valued differentiable function. Suppose il(t) : t € [a, a+T]} defined above is such that almost every realisation is piecewise continuous and of bounded variation on [a, a+T] .
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Further, suppose that for each t (. [a, a+T] , I(t) is continuous at t with probability
1 . Then lim a _, = a almost surely.
Asymptotic behaviour of the J estimator
We will now investigate the distribution of J^ifi.Q)) as the record length T becomes larger. We can now apply the above results to obtain Theorem 6.U of Gray et al [3] for processes with s t a t i o n a r y independent increments. 
COROLLARY 2. Suppose {l(t) : t > a] has stationary independent increments, E6(a, t) = 9 for t > a and
we have from the classical central limit theorem for independent random variables and Slutsky's Theorem that
Also oJT -L~* 0 and so the result follows from Theorems 2 and 3.
In 
