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Abstract
Empirical likelihood inference is developed for censored survival data under the linear transformation
models, which generalize Cox’s [Regression models and life tables (with Discussion), J. Roy. Statist.
Soc. Ser. B 34 (1972) 187–220] proportional hazards model. We show that the limiting distribution of
the empirical likelihood ratio is a weighted sum of standard chi-squared distribution. Empirical likeli-
hood ratio tests for the regression parameters with and without covariate adjustments are also derived.
Simulation studies suggest that the empirical likelihood ratio tests are more accurate (under the null hy-
pothesis) and powerful (under the alternative hypothesis) than the normal approximation based tests of
Chen et al. [Semiparametric of transformation models with censored data, Biometrika 89 (2002)
659–668] when the model is different from the proportional hazards model and the proportion of censoring
is high.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Empirical likelihoodmethodswere introduced byOwen [16,17] for constructing nonparametric
conﬁdence regions, which havewider validity than the usual parametric procedures. The inference
procedures for linear models were further studied by Owen [18] and Chen [6,7].
∗ Corresponding author. Fax: +1 919 515 1169.
E-mail address: lu@stat.ncsu.edu (W. Lu).
0047-259X/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2005.09.007
W. Lu, Y. Liang / Journal of Multivariate Analysis 97 (2006) 1586–1599 1587
In survival analysis, the survival time of interest is often subject to right censoring. The Cox
proportional hazards model [10] is widely used for analysis of survival data. However, as noted
by many authors, the proportional hazards model may not be appropriate for modelling survival
times in some medical studies, and alternative models may be more suitable. For example, if the
hazard functions for the two treatment groups converge to the same limit, the proportional odds
model is preferable to the proportional hazards model for such data. See Pettitt [19,20], Bennett
[3], Dabrowska and Doksum [11] and Murphy et al. [15]. The accelerated failure time model is
another useful alternative due to its simple structure and ease of interpretation. Li and Wang [14]
considered empirical likelihood linear regression analysis for right censored data. And empirical
likelihood inference for the median regression model was studied by Qin and Tsao [21]. However,
in their work, either the censoring timeC is assumed to be independent of covariate vectorZ orZ
is assumed to take only ﬁnitely many values, which are often too restrictive in practice for many
medical studies.
In the present paper, we consider empirical likelihood inference for a general class of semi-
parametric regression models, the so-called linear transformation models [9,4,8,12], for censored
survival data. The model is speciﬁed by
H(T ) = −′Z + , (1)
where H is an unknown monotone increasing function,  a p-dimensional regression parameter
vector and  the error term with a known continuous distribution that is independent of censoring
variable C and covariate vector Z. Let  denote the cumulative hazard function for , i.e. pr ( >
t) = exp{−(t)}. If  is chosen to follow the extreme value distribution, i.e. (t) = exp(t),
then (1) becomes the proportional hazards model. On the other hand, if  follows the logistic
distribution, i.e. (t) = log{1 + exp(t)}, then it becomes the proportional odds model.
Chen et al. [5] proposed an estimating equations approach for simultaneous estimation of
the regression parameters  and the transformation function H . This approach does not require
the common censoring distribution assumption. In the next section, we introduce the empirical
likelihood ratio for  based on the martingale integral representation used by Chen et al. [5] and
then derive its asymptotical distribution and its associated inference procedures for. Furthermore,
we consider the problemof testing the effect of one covariate componentwhile adjusting for effects
of other components. Section 3 is devoted to numerical studies. Some conclusions and discussions
are given in §4. The technical details are put together in the Appendix.
2. Methodology and empirical likelihood inference
2.1. Global inference
Deﬁne T˜i = min(Ti, Ci) and i = I (TiCi). Let (T˜i , i , Zi), for i = 1, . . . , n, be independent
copies of (T˜ , , Z). Deﬁne the usual counting process N(t) = I (T˜  t) and the at-risk process
Y (t) = I (T˜  t). In addition, deﬁne
M(t) = N(t) −
∫ t
0
Y (s) d{H0(s) + ′0Z}, (2)
where (0, H0) are the true values of (, H). By the usual counting process and its associated
martingale theory [13,1], M(t) is the Ft -counting process martingale, where Ft is the smallest
sigma-algebra generated by {N(s), Y (s), 0s t}. Based on the fact that M(t) is a martingale
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process, Chen et al. [5] proposed to solve the following estimating equation for the regression
parameters :
n∑
i=1
∫ ∞
0
Zi[dN i (t) − Yi(t) d{Hˆ (t; ) + ′Zi}] = 0, (3)
where for any ﬁxed , the step function Hˆ (·, ) is the unique solution of the following set of
equations:
n∑
i=1
[dN i (t) − Yi(t) d{H(t) + ′Zi}] = 0, t0, H(0) = −∞. (4)
Under certain regularity conditions, they have shown that the solution ˆ of (3) is consistent and
asymptotically normalwith an explicit formula for the limiting variance–covariancematrix, which
can be consistently estimated by the usual plug-in method. This may be used to make inference
about 0. As noted by Chen et al. [5], when the error term speciﬁes the proportional hazards
model, Eqs. (3) and (4) are efﬁcient for estimating 0, while when the error term does not specify
the proportional hazards model, they may lose efﬁciency. Therefore, the normal approximation
based test for 0 = 0 may lose power.
To improve the power of the normal approximation based test, we consider the empirical
likelihood inference for 0 using the above martingale integral representation (3). Since M(t) is
a martingale process with mean zero, the following martingale integral also has expectation zero,
i.e.:
E
(∫ ∞
0
Zi[dN i (t) − Yi(t) d{H0(t) + ′0Zi}]
)
= E
{∫ ∞
0
Zi dMi (t)
}
= 0, i = 1, . . . , n.
For 1 in, we deﬁne
Wi(0) =
∫ ∞
0
Zi[dN i (t) − Yi(t) d{H0(t) + ′0Zi}],
Wni(0) =
∫ ∞
0
Zi[dN i (t) − Yi(t) d{Hˆ (t, 0) + ′0Zi}],
where Wi(0) is the martingale integral for the ith subject and Wni(0) is obtained by plugging
the consistent estimator Hˆ (t, 0) of H0(t) into Wi(0).
If H0 were known, one could test the null hypothesis 0 =  using the empirical likelihood
ratio of Owen [17]:
ln() = −2 sup
{
n∑
i=1
log(npi)
∣∣∣∣∣
n∑
i=1
piWi()=0 ,
n∑
i=1
pi=1, pi0, i=1, . . . , n
}
. (5)
It follows from Owen [17] that, under the null hypothesis, ln() has an asymptotic central chi-
squared distribution with p degrees of freedom.
Unfortunately, the transformation function H0 is generally unknown and thus ln() cannot be
computed since it depends on H0. A natural solution is to replace H0 by its consistent estimator
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in ln(). Therefore, an estimated empirical likelihood ratio, evaluated under the null hypothesis
0 = , is deﬁned by
l˜n()= − 2 sup
{
n∑
i=1
log(npi)
∣∣∣∣∣
n∑
i=1
piWni()=0 ,
n∑
i=1
pi=1, pi0, i=1, . . . , n
}
. (6)
It is easy to show that
l˜n() = 2
n∑
i=1
log{1 + ′Wni()}, (7)
where  is the solution to the equation
1
n
n∑
i=1
Wni()
1 + ′Wni() = 0. (8)
The estimated empirical likelihood ratio l˜n() looks similar to the classical empirical likelihood
ratio ln(). However, there is one essential difference that Wni(), i = 1, . . . , n, are dependent.
Thus, l˜() no longer has an asymptotic standard chi-squared distribution. To derive its limiting
distribution, we need the following similar notations and regularity conditions used by Chen
et al. [5].
Let  = inf{t : pr (T˜ > t) = 0}, and (t) = (/t) log (t) = ˙(t)/(t), where (t) = ˙(t).
The superscript dot is always used for derivatives. We assume that (·) is positive, that (·) is
continuous function and that lims→−∞ (s) = 0 = lims→−∞ (s). Furthermore, we assume that
covariate vector Z is bounded in the sense that pr (|Z| < m) = 1 for some constant m > 0 and
H0 has continuous and positive derivatives. To derive the asymptotic distributions, we need the
following notations. For any t, s ∈ (0, ], deﬁne
B(t, s) = exp
(∫ t
s
E[˙{H0(u) + ′0Z}Y (u)]
E[{H0(u) + ′0Z}Y (u)]
dH0(u)
)
,
Z(t) =
E[Z{H0(T˜ ) + ′0Z}Y (t)B(t, T˜ )]
E[{H0(t) + ′0Z}Y (t)]
,
(0) =
∫ 
0
E[{Z − Z(t)}⊗2{H0(t) + ′0Z}Y (t)] dH0(t), (9)
1(0) =
∫ 
0
E[Z⊗2{H0(t) + ′0Z}Y (t)] dH0(t), (10)
where b⊗2 = bb′ for any vector b. Assume that (0) and 1(0) are ﬁnite and nonsingular.
Proposition 1. Under suitable regularity conditions, we have that
1√
n
n∑
i=1
Wni(0) → N{0,(0)} (11)
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in distribution, as n → ∞. Moreover, (0) and 1(0) can be consistently estimated by
ˆ(0) =
1
n
n∑
i=1
∫ 
0
{Zi − Z¯(t, 0)}⊗2{Hˆ (t, 0) + ′0Zi}Yi(t) dHˆ (t, 0),
ˆ1(0) =
1
n
n∑
i=1
∫ 
0
Z⊗2i {Hˆ (t, 0) + ′0Zi}Yi(t) dHˆ (t, 0),
respectively, where
Z¯(t, 0) =
∑n
i=1 Zi{Hˆ (T˜i , 0) + ′0Zi}Yi(t)Bˆ(t, T˜i , 0)∑n
i=1 {Hˆ (t, 0) + ′0Zi}Yi(t)
,
Bˆ(t, s, 0) = exp
(∫ t
s
∑n
i=1 ˙{Hˆ (u, 0) + ′0Zi}Yi(u)∑n
i=1 {Hˆ (u, 0) + ′0Zi}Yi(u)
dHˆ (u, 0)
)
,
for s, t ∈ [0, ].
Proof. Following the proof of the proposition given in the appendix of Chen et al. [5], we have
1√
n
n∑
i=1
Wni(0)
= 1√
n
n∑
i=1
Wi(0) −
1√
n
n∑
i=1
Zi[{Hˆ (T˜i , 0) + ′0Zi} − {H0(T˜i) + ′0Zi}]
= 1√
n
n∑
i=1
∫ ∞
0
[
Zi −
∑n
j=1 Zj{H0(T˜j ) + ′0Zj }Yj (t)B(t, T˜j )∑n
j=1 {H0(t) + ′0Zj }Yj (t)
]
dMi (t) + op(1)
= 1√
n
n∑
i=1
∫ ∞
0
∫ ∞
0
{Zi − Z(t)} dMi (t) + op(1).
Therefore, Proposition 1 holds. 
Now the limiting distribution for the estimated empirical likelihood ratio l˜n() is established in
the following proposition.
Proposition 2. Assume that similar regularity conditions given in Proposition 1 hold, we have
that, under the null hypothesis 0 = , as n → ∞,
l˜n() → l1	21,1 + · · · + lp	2p,1 (12)
in distribution,where the weights lk are the eigenvalues of−11 (0)(0) and 	2k,1 (k = 1, . . . , p)
are p independent standard chi-squared random variables with 1 degree of freedom.
From Proposition 1, we know that −11 (0)(0) can be consistently estimated by ˆ
−1
1 (0)
ˆ(0). It follows that the lk’s can be consistently estimated by the lˆk’s which are the eigenvalues
W. Lu, Y. Liang / Journal of Multivariate Analysis 97 (2006) 1586–1599 1591
of ˆ−11 (0)ˆ(0). Then Proposition 2 enables us to make global inference about the regression
parameters 0. Speciﬁcally, for 0 < 
 < 1, deﬁne I
 = { : l˜n()cp,
}, where cp,
 is the
upper 
th quantile of the weighted chi-squared distribution lˆ1	21,1 + · · · + lˆp	2p,1. Then I
 is the
asymptotic (1 − 
)100% conﬁdence region for 0, that is, limn→∞ P(0 ∈ I
) = 1 − 
.
2.2. Tests with covariates adjustment
Write 0 = (′01, ′02)′. And suppose that 01 is the q-dimensional subvector we have interest
in. Correspondingly, write Z = (Z′1, Z′2)′. Like Chen et al. [5], for any ﬁxed value of 01, we
may propose the following estimating equation for 02:
n∑
i=1
∫ ∞
0
Zi2[dN i (t) − Yi(t) d{Hˆ (t; 01, 2) + ′01Zi1 + ′2Zi2}] = 0, (13)
where the step function Hˆ (·, 01, 2) is the solution of the following set of equations:
n∑
i=1
[dN i (t) − Yi(t) d{H(t) + ′01Zi1 + ′2Zi2}] = 0, t0, H(0) = −∞. (14)
Let ˆ2 denote the solution of (13). Then Hˆ (·, 01, ˆ2) is a natural estimator for H0 when 01 is
ﬁxed and given. Therefore, for 1 in, we deﬁne
W ∗ni(01) =
∫ ∞
0
Zi1[dN i (t) − Yi(t) d{Hˆ (t, 01, ˆ2) + ′01Zi1 + ˆ′2Zi2}].
Then the estimated empirical likelihood ratio for the subvector 01, under the null hypothesis
01 = 1, is given by
l∗n(1)= −2 sup
{
n∑
i=1
log(npi)
∣∣∣∣∣
n∑
i=1
piW
∗
ni(1) = 0,
n∑
i=1
pi = 1, pi0, i = 1, . . . , n
}
. (15)
The same we can show that
l∗n(1) = 2
n∑
i=1
log{1 + ∗′W ∗ni(1)}, (16)
where ∗ is the solution to the equation
1
n
n∑
i=1
W ∗ni(1)
1 + ∗′W ∗ni(1)
= 0. (17)
To derive the limiting distribution of l∗n(1), we need the following notations and regularity
conditions. Deﬁne
A22(0) =
∫ 
0
E[{Z2 − Z2(t)}Z′2˙{H0(t) + ′0Z}Y (t)] dH0(t),
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A12(0) =
∫ 
0
E[{Z1 − Z1(t)}Z′2˙{H0(t) + ′0Z}Y (t)] dH0(t),
V (0) =
∫ 
0
E[q(t, 0)⊗2{H0(t) + ′0Z}Y (t)] dH0(t), (18)
where
q(t, 0) = Z1 − Z1(t) − A12(0)A−122 (0){Z2 − Z2(t)},
and Z1(t) and Z2(t) are the corresponding subvectors of Z(t) for Z1 and Z2, respectively. In
addition, let V1(0) be the ﬁrst q×q matrix of1(0) corresponding toZ1. Assume thatA22(0),
V (0) and V1(0) are ﬁnite and nonsingular.
Proposition 3. Under suitable regularity conditions, we have that
1√
n
n∑
i=1
W ∗ni(01) → N{0, V (0)} (19)
in distribution, as n → ∞. Moreover, V (0) and V1(0) can be consistently estimated by
Vˆ (01)=
1
n
n∑
i=1
∫ 
0
qˆi (t, 01, ˆ2)
⊗2{Hˆ (t, 01, ˆ2)+′01Zi1+ˆ2Zi2}Yi(t) dHˆ (t, 01, ˆ2),
Vˆ1(01) =
1
n
n∑
i=1
∫ 
0
Z⊗2i1 {Hˆ (t, 01, ˆ2) + ′01Zi1 + ˆ2Zi2}Yi(t) dHˆ (t, 01, ˆ2),
respectively, where
qˆi (t, ) = Zi1 − Z¯1(t, ) − Aˆ12()Aˆ−122 (){Zi2 − Z¯2(t, )},
and
Aˆ22() = 1
n
n∑
i=1
∫ 
0
{Zi2 − Z¯2(t, )}Z′i2˙{Hˆ (t, ) + ′Zi}Yi(t) dHˆ (t, ),
Aˆ12() = 1
n
n∑
i=1
∫ 
0
{Zi1 − Z¯1(t, )}Z′i2˙{Hˆ (t, ) + ′Zi}Yi(t) dHˆ (t, ).
Here Z¯1(t, )and Z¯2(t, )are the corresponding subvectors of Z¯(t, ) forZ1 andZ2, respectively.
Proof. By the similar techniques used in the appendix of Chen et al. [5] and Taylor expansion,
we have the following representation:
1√
n
n∑
i=1
W ∗ni(01)
= 1√
n
n∑
i=1
∫ ∞
0
Zi1[dN i (t) − Yi(t) d{Hˆ (t, 0) + ′0Zi}]
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− 1√
n
n∑
i=1
Zi1({Hˆ (t, 01, 2)+′01Zi1 + ′2Zi2}/2)|2=02(ˆ2 − 02) + op(1)
= 1√
n
n∑
i=1
∫ 
0
[{Zi1 − Z1(t)} + A12(0)A−122 (0){Zi2 − Z2(t)}] dMi (t) + op(1).
Then the conclusion established above easily follows. 
As before, the limiting distribution for the estimated empirical likelihood ratio l∗n(1) can be
established in the following proposition.
Proposition 4. Assume that similar regularity conditions given in Proposition 3 hold, we have
that, under the null hypothesis 01 = 1, as n → ∞,
l∗n(1) → l∗1	21,1 + · · · + l∗q	2q,1 (20)
in distribution,where the weights l∗k are the eigenvalues ofV −11 (0)V (0) and 	2k,1 (k = 1, . . . , q)
are q independent standard chi-squared random variables with 1 degree of freedom.
Statistical inference about 01 can then be easily obtained based on Proposition 4. Similarly,
the l∗k ’s can be consistently estimated by the lˆ∗k ’s which are the eigenvalues of Vˆ
−1
1 (0)Vˆ (0).
And for 0 < 
 < 1, deﬁne I ∗
 = {1 : l∗n(1)cq,
}, where cq,
 is the upper 
th quantile of the
weighted chi-squared distribution lˆ∗1	21,1 + · · · + lˆ∗q	2q,1. Then I ∗
 is the asymptotic (1 − 
)100%
conﬁdence region for 01, that is, limn→∞ P(01 ∈ I ∗
 ) = 1 − 
.
3. Numerical studies
The properties of our proposed empirical likelihood inference were assessed and compared to
those of the normal approximation based approach of Chen et al. [5] in a series of simulations
studies. The hazard function of the error term  in (1) is chosen as (t) = exp(t)/{1 +  exp(t)},
with  = 0, 1, 2 [11]. Note that the proportional hazards and proportional oddsmodels correspond
to  = 0 and  = 1, respectively. The transformation function H(t) is chosen as log(t). For
each model, two independent covariates Z1 and Z2 are generated with Z1 following a Bernoulli
distribution with success probability 0.5 and Z2 a uniform distribution on (0, 1). The censoring
times were generated from a uniform distribution on (0, c), where c was chosen such that the
expected proportion of censoring was achieved. Here we only consider covariate independent
censoring, while our method, like that of Chen et al. [5], can also be applied to covariate dependent
censoring.
The ﬁrst set of simulation studieswere conducted for global inference. The regression parameter
′0 = (01, 02) was chosen from one of the following four cases: (0, 0), (0, 1), (−1, 0) and
(−1, 1). We applied both methods to test the null hypothesis G0 : 0 = (0, 0)′. The type one
error 
 was chosen as 5% and 10%. By Chen et al. [5], we know that the solution ˆ of (3) is
asymptotically normal, i.e.
√
n(ˆ − 0) → N(0, V ∗) in distribution as n → ∞. In addition, V ∗
can be consistently estimated by Vˆ ∗. Therefore, the rejection region based on Chen et al.’s [5]
method can be constructed as
R1 =
{
 : (ˆ − )′(Vˆ ∗/n)−1(ˆ − ) > 	22,

}
,
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where 	22,
 is the upper 
th quantile of the standard chi-squared distribution with 2 degree of
freedom. The rejection region for our proposed empirical likelihood method can be constructed
as R2 = { : l˜n() > c2,
}, where l˜n() and c2,
 are deﬁned the same as in Section 2.1.
The second set of simulation studies were conducted for tests with covariate adjustment. The
choices of 0 are the same as those in the ﬁrst setting. However, the null hypothesis we want to
test is G′0 : 01 = 0. Similarly, the rejection region based on Chen et al.’s [5] method can be
written as
R3 =
{
1 : n(ˆ1 − 1)2/Vˆ ∗11 > 	21,

}
,
where Vˆ ∗11 is the ﬁrst diagonal element of Vˆ ∗ and 	21,
 is the upper 
th quantile of the standard
chi-squared distribution with 1 degree of freedom. And the rejection region of our empirical
likelihood method can be written as R4 = {1 : l∗n(1) > c1,
}, where l∗n(1) and c1,
 are deﬁned
the same as in Section 2.2.
Tables 1 and 3 summarize the results from the ﬁrst and second sets of simulation studies,
respectively. Each entry in the table was based on 500 simulated datasets. From the simulation
results, we see that both tests give the appropriate type one errors in all the cases. And the
probabilities of the type one errors of our test are a little bit bigger than the nominal levels compared
to those of the normal approximation based test, when  = 0, i.e. under the proportional hazards
model, while are much closer to the nominal levels than those of the normal approximation based
test, when  = 1, 2. The powers of both tests decrease when  increases. One possible reason is
that the estimating equations proposed by Chen et al. [5] become less efﬁcient for estimating  as
 increases. In addition, the powers of our test are bigger than those of the normal approximation
based test, when  = 1, 2; 0 = (−1, 0) and (−1, 1). The increases in powers vary from 1%
to nearly 13%. However, when  = 0, as noted by Chen et al. [5], their estimators for  are
equivalent to the partial likelihood estimators for the proportional hazards model, which are
semiparametric efﬁcient [2]. Based on the simulation results, when  = 0, the powers of our
test are very comparable to those of the normal approximation based test, when 0 = (−1, 0)
and (−1, 1). But interestingly, when 0 = (0, 1), for the global inference, i.e. testing the null
hypothesis G0, the powers of our test are smaller than those of the normal approximation based
test for all the ’s. But the differences diminish when the values of  increase. The reason, we
think, may be that when the covariate is uniformly distributed on (0, 1), the estimating equations
used by Chen et al. [5] are quite efﬁcient for estimating 0 even when the model is away from the
proportional hazards model.
4. Concluding remarks
The proposed empirical likelihood method for the linear transformation models generalizes the
test of Owen [18] for linear models in two aspects: ﬁrst, it does not need to specify the parametric
form of the monotone transformation function of response variable, which thus provides a more
robust testing procedure; secondly, it naturally handles the usual right-censored data in survival
analysis and does not require the assumption that the censoring distribution is independent of
covariates. In addition, the resulting empirical likelihood ratio tests aremore accurate and powerful
than the normal approximation based tests of Chen et al. [5], especially when themodel is different
from the proportional hazards model and the censoring level is high.
However, the close form of the relative efﬁciency of the normal approximation based test to
our proposed empirical likelihood ratio test is unknown and the applicability of our method to the
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Table 1
Simulation results for testing G0 : (01,02) = (0, 0)

-level (%)  Censoring Models for (01,02)
level (%) (0, 0) (0, 1) (−1, 0) (−1, 1)
5 0 15 6.4 (3.6) 40.8 (56.0) 98.6 (97.2) 99.8 (100.0)
25 6.8 (4.2) 37.0 (53.6) 95.8 (95.2) 99.6 (99.2)
50 5.6 (5.2) 23.0 (38.0) 87.2 (82.6) 97.2 (93.8)
1 15 4.6 (2.2) 15.8 (20.8) 68.6 (60.8) 80.2 (74.4)
25 5.2 (2.6) 16.0 (19.0) 70.0 (62.0) 83.4 (77.6)
50 5.4 (3.0) 14.2 (17.8) 65.4 (55.0) 83.8 (71.4)
2 15 4.8 (2.0) 8.6 (8.4) 39.6 (29.6) 56.6 (42.4)
25 4.8 (2.2) 9.8 (8.4) 42.0 (31.2) 63.6 (46.2)
50 5.6 (3.2) 9.4 (10.8) 45.4 (36.2) 65.0 (49.0)
10 0 15 11.6 (9.2) 54.8 (68.2) 99.2 (99.0) 99.8 (99.8)
25 12.2 (8.8) 50.4 (64.6) 98.2 (96.8) 99.8 (99.8)
50 10.2 (10.8) 34.6 (50.2) 91.4 (90.4) 99.2 (97.2)
1 15 11.8 (7.4) 25.2 (33.4) 79.6 (73.0) 87.2 (83.4)
25 10.2 (7.6) 23.6 (32.6) 79.4 (75.2) 89.6 (84.0)
50 10.0 (7.4) 24.6 (30.0) 75.6 (68.8) 89.6 (81.2)
2 15 11.0 (6.6) 14.6 (17.0) 52.6 (42.6) 67.2 (55.4)
25 8.4 (6.8) 17.2 (18.0) 56.0 (45.2) 71.8 (58.6)
50 10.4 (7.0) 17.2 (19.8) 57.2 (47.6) 73.8 (61.8)
The numbers in Table 1 give the powers (or the probabilities of the type one errors) (in %) of tests from our empirical
likelihood method and the normal approximation based method of Chen et al. [5] (given in parentheses).
Table 2
Simulation results for testing G′0 : 01 = 0

-level (%)  Censoring Models for (01,02)
level (%) (0, 0) (0, 1) (−1, 0) (−1, 1)
5 0 15 7.4 (6.4) 7.0 (6.4) 99.4 (98.8) 99.4 (99.0)
25 7.0 (5.0) 6.8 (6.4) 98.4 (97.8) 98.4 (98.2)
50 5.6 (5.0) 6.2 (5.4) 92.2 (90.2) 92.8 (90.6)
1 15 6.0 (4.2) 5.4 (4.6) 80.8 (71.4) 80.8 (71.2)
25 5.2 (4.2) 5.0 (4.4) 78.6 (72.0) 78.8 (77.2)
50 6.6 (4.6) 6.2 (4.4) 76.2 (67.6) 76.0 (70.2)
2 15 4.8 (3.2) 5.0 (3.4) 53.0 (40.8) 54.6 (42.4)
25 4.8 (3.8) 4.0 (4.0) 55.8 (43.6) 57.2 (44.4)
50 5.8 (4.6) 5.4 (4.4) 56.2 (46.4) 57.4 (48.2)
10 0 15 11.6 (9.6) 11.4 (9.2) 99.6 (99.4) 99.4 (99.4)
25 13.6 (11.4) 12.2 (10.2) 99.2 (98.8) 99.4 (99.0)
50 9.8 (8.8) 11.8 (10.8) 95.8 (94.2) 96.6 (96.0)
1 15 9.4 (8.4 ) 10.4 (9.2) 86.6 (81.4) 86.8 (82.6)
25 9.2 (7.6) 10.2 (8.4) 84.6 (80.0) 84.4 (80.4)
50 9.8 (9.2) 12.2 (9.8) 83.4 (78.4) 82.6 (79.6)
2 15 10.0 (8.4) 9.8 (8.6) 63.8 (53.0) 63.6 (55.2)
25 10.4 (8.0) 9.8 (8.2) 64.6 (58.8) 64.6 (60.2)
50 10.8 (9.4) 10.6 (8.6) 65.8 (60.0) 66.8 (61.0)
The numbers in Table 2 have the similar meanings as those in Table 1.
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accelerated failure time model for right-censored survival data is unclear. These topics certainly
warrant future research.
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Appendix A.
In this appendix, we prove Propositions 2 and 4 proposed in Section 2. To avoid delicate
technical issues associated with smoothness and tail ﬂuctuation, we assume that related functions
are sufﬁciently smooth and make tail restrictions as in Chen et al. [5].
A.1. Proof of Proposition 2
To prove the proposition, we need to show that (i) max1 in ‖Wni(0)‖ = op(n1/2), and (ii)
 = Op(n−1/2), where  is the solution of (8). We ﬁrst prove (i). Since
Wni(0) = Wi(0) − Zi[{Hˆ (T˜i , 0) + ′0Zi} − {H0(T˜i) + ′0Zi}],
we only need to show that max1 in ‖Wi(0)‖ = op(n1/2) and
max
1 in
‖Zi[{Hˆ (T˜i , 0) + ′0Zi} − {H0(T˜i) + ′0Zi}]‖ = op(n1/2).
For the ﬁrst part, ‖Wi(0)‖ (i = 1, . . . , n) are nonnegative independently and identically dis-
tributed random variables, and
E{‖Wi(0)‖2} =
∫ 
0
E[Z⊗2{H0(t) + ′0Z}Y (t)] dH0(t) = 1(0) < ∞.
Then by Lemma 3 of Owen [17], we have max1 in ‖Wi(0)‖ = op(n1/2). For the second part,
by Chen et al. [5], we have
‖Zi[{Hˆ (T˜i , 0) + ′0Zi} − {H0(T˜i) + ′0Zi}]‖
=
∥∥∥∥∥∥Zi
{H0(T˜i) + ′0Zi}
∗{H0(T˜i)}
⎡
⎣1
n
n∑
j=1
∫ 
0
Yi(t)
∗{H0(t)}
B2(t)
dMj (t) + op(n−1/2)
⎤
⎦
∥∥∥∥∥∥
 max
1 in
∥∥∥∥∥Zi {H0(T˜i) + 
′
0Zi}
∗{H0(T˜i)}
∥∥∥∥∥× op(1)
= op(1).
Therefore, (i) holds.
To prove (ii), denote the left-hand side of Eq. (8) by g(). Write  = , where  > 0 and
‖‖ = 1. Let ej (j = 1, . . . , p) be the p-dimensional unit vector in the j th coordinate direction.
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Then following (2.12) of Owen [17], we have
0 = ‖g()‖
 |′g()|
= 1
n
∣∣∣∣∣′
n∑
i=1
Wni(0)
1 + ′Wni(0)
∣∣∣∣∣
= 1
n
∣∣∣∣∣′
{
n∑
i=1
Wni(0) − 
n∑
i=1
Wni(0)
′Wni(0)
1 + ′Wni(0)
}∣∣∣∣∣
 
n
′
n∑
i=1
Wni(0)W
′
ni(0)
1 + ′Wni(0)
 − 1
n
∣∣∣∣∣∣
p∑
j=1
e′j
n∑
i=1
Wni(0)
∣∣∣∣∣∣
 
′Un(0)
1 + Wn(0)
− 1
n
∣∣∣∣∣∣
p∑
j=1
e′j
n∑
i=1
Wni(0)
∣∣∣∣∣∣ , (A.1)
where Wn(0) = max1 in ‖Wni(0)‖ = op(n1/2) and
Un(0) =
1
n
n∑
i=1
Wni(0)W
′
ni(0).
In addition, by the law of large number and the consistency of Hˆ (·, 0), we have
Un(0) =
1
n
n∑
i=1
Wi(0)W
′
i (0) + op(1). (A.2)
Therefore, limn→∞ Un(0) = E[Wi(0)W ′i (0)] = 1(0).
Let p be the smallest eigenvalue of 1(0), then p > 0. By Owen [17], we have
′Un(0)p + op(1). (A.3)
In addition, we have
1
n
∣∣∣∣∣∣
p∑
j=1
e′j
n∑
i=1
Wni(0)
∣∣∣∣∣∣ = Op(n−1/2) (A.4)
based on Proposition 1. Then it follows from (A.1), (A.3) and (A.4) that  = Op(n−1/2) and thus
‖‖ = Op(n−1/2).
Now from (i) and (ii), we can put bound on the remain term in Taylor’s expansion of l˜n(0).
Speciﬁcally, we have
l˜n(0) = 2
n∑
i=1
log{1 + ′Wni(0)} = 2
n∑
i=1
{
′Wni − 12 (
′Wni)2
}
+ rn, (A.5)
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where Wni = Wni(0) and with probability going to 1 the remain term rn satisﬁes |rn|M0∑n
i=1(
′Wni)3 with M0 being a positive constant. Therefore,
|rn|  nM0‖‖3 max
1 in
‖Wni‖1
n
n∑
i=1
‖Wni‖2 = Op(n)Op(n−3/2)op(n1/2)Op(1)
= op(1) (A.6)
due to (i) and (ii) and the fact that 1
n
∑n
i=1 ‖Wni‖2 = Op(1).
Note that
0 =
n∑
i=1
Wni
1 + ′Wni
=
n∑
i=1
Wni
{
1 − ′Wni + (
′Wni)2
1 + ′Wni
}
=
n∑
i=1
Wni −
(
n∑
i=1
WniW
′
ni
)
 +
n∑
i=1
Wni(
′Wni)2
1 + ′Wni .
Combining with (i), (ii) and (A.2), we get
 =
(
n∑
i=1
WniW
′
ni
)−1 n∑
i=1
Wni + op(n−1/2). (A.7)
Furthermore, we have that
0 =
n∑
i=1
Wni
1 + ′Wni =
n∑
i=1
(′Wni) −
n∑
i=1
(′Wni)2 +
n∑
i=1
(′Wni)3
1 + ′Wni . (A.8)
Again by (i) and (ii) and (A.2), we get
n∑
i=1
(′Wni)3
1 + ′Wni = op(1). (A.9)
Thus,
∑n
i=1 
′Wni = ∑ni=1(′Wni)2+op(1). Then combining with (A.2), (A.5), (A.6) and (A.7),
we get
l˜n(0)=
n∑
i=1
′WniW ′ni + op(1)
=
(
n−1/2
n∑
i=1
Wni
)′ (
n−1
n∑
i=1
WniW
′
ni
)−1 (
n−1/2
n∑
i=1
Wni
)
+ op(1)
=
(
−1/2n−1/2
n∑
i=1
Wni
)′
(1/2−11 
1/2)
(
−1/2n−1/2
n∑
i=1
Wni
)
+ op(1),
where  = (0) and 1 = 1(0). By Proposition 1, we have −1/2n−1/2
∑n
i=1 Wni →
N(0, Ip) in distribution as n → ∞. And note that 1/2−11 1/2 and −11  have the same eigen-
values. Then Proposition 2 follows from Lemma A.3 of Qin and Tsao [21].
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A.2. Proof of Proposition 4
Following the similar steps used in (A.1), we can also show the results established in
Proposition 4. The details are omitted here.
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