ABSTRACT: A series of experiments were performed to measure heat transfer to a cylindrical steel calorimeter engulfed in a 30-minute pool fire. The calorimeter inner surface temperature history was measured at 46 locations. A one-dimensional inverse heat conduction technique was used to determine the net heat flux to the calorimeter as a function of time and location. The uncertainty in heat flux caused by three-dimensional effects is estimated using finite element computer simulations. A Monte Carlo uncertainty simulation is used to estimate the uncertainty in heat flux from propagated uncertainties in dimensions, temperature measurements, and material properties. The estimated uncertainty in the measured heat flux over the 30-minute fire test and the entire calorimeter was found to be ±18 kW/m2, or 27% of the average heat flux of 66.6 kW/m2. The uncertainties for the early times of the fire test are less than those at later times in the test due to the instability of the inverse conduction calculations caused by the Curie effect of the carbon steel calorimeter material.
BACKGROUND
The goal of this work was to measure heat transfer versus time and location to a massive cylindrical object engulfed in a round pool fire [1] . The object is roughly the same size as a high level nuclear waste package transported by tractor trailer truck. It is a 3800 kg (8400 lb) cylindrical carbon steel calorimeter of length L = 4.6 m (15 ft), diameter D = 1.2 m (4 ft), and wall thickness W = 2.54 cm (1 in). The entire setup was located above a 7 m (23 ft) diameter concrete fire pool at the Sandia National Laboratories Burn Site. The 30 minute fire was designed to comply with the 10CFR71.73 regulations [2] used to license such packages. The collected data is believed to be well suited for benchmarking fire simulation codes. Figure 1 (a) shows the calorimeter and the locations where thermocouples were attached to the interior surface. The right side of the section views is toward the west direction during the experiment. Figure 1 (b) shows the method used to attach the thermocouples to the calorimeter wall. Nichrome metal strips were spot welded to the calorimeter wall and were used to hold the thermocouple against the surface. The time response of the 1.6 mm diameter thermocouple is much faster than the response of the 2.54 cm thick calorimeter wall, therefore the thermocouple and interior wall surface are assumed to be isothermal. The interior of the calorimeter was insulated, allowing heat transfer inside the cylinder to be neglected.
Wind fences were used to shield the fire from the ambient wind. They were located in a circle of radius 12.2 m centered around the calorimeter. The wind direction and speed were monitored with propeller type anemometers attached to wind vanes. The measurements were taken outside of the wind fences due to the high temperatures inside the barriers. The anemometers were located 30 m (100 ft) to the northwest of the fire pool, with the intention of measuring the wind speed independent of the fire effects.
The Sandia One-Dimensional Direct and Inverse Thermal (SODDIT) code [3] was used to estimate the heat flux to the outer surface from the inner surface temperature measurements. Temperature versus time data, material properties (specific heat and thermal conductivity versus temperature and a constant density), and the dimensions of the conduction domain were given to SODDIT as input. SODDIT uses this kind of data along Fig 1 (a) with sensitivity coefficients and the future time method to determine a unique heat flux versus time trace for one-dimensional heat conduction problems. SODDIT has the ability to calculate one-dimensional conduction heat transfer in planar, cylindrical, and spherical coordinates.
Because SODDIT is a one-dimensional code, conduction in the axial or azimuthal directions in the calorimeter wall affects the accuracy of the SODDIT heat flux prediction. This happens because the heat flux from the fire to the outer surface of the calorimeter is not uniform [4] . SODDIT is also adversely affected by material properties that vary sharply with temperature. For the case of carbon steel, a solid-solid phase change known as the Curie point occurs at about 768°C. The latent heat of this phase change is approximated in SODDIT as a sharp rise in the specific heat in the range of 726°C to 768°C. This approximation causes the SODDIT heat flux prediction to become unstable and inaccurate while the calorimeter is inside this temperature range. This problem is addressed by bridging the SODDIT heat flux prediction when the calorimeter passes through this temperature range. Figure 2 illustrates the use of the SODDIT computer code to quantify the time dependent heat flux to the calorimeter. The solid line marked T inner shows the measured interior surface temperature on the west side of the central thermocouple ring (thermocouple 201). The line marked T outer is the corresponding outside surface temperature predicted by SODDIT. The line with square symbols is the SODDITpredicted net heat flux to the exterior surface of the calorimeter, q". Positive values of q" indicate heat transfer from the fire to the calorimeter (this does not necessarily mean a negative heat flux indicates the calorimeter is hotter than the fire). Two horizontal lines (labeled Curie Region) show the temperature range of the Curie solid-solid phase change (726-768ºC) for the calorimeter steel.
During the time the inner surface temperature is rising (t = 0 to 24 minutes), the net heat flux is from the fire to the calorimeter. The direction of the heat transfer causes the exterior temperature to be greater than the interior value. The outer surface temperature first passes into the Curie Region at t = 9 minutes and the inner surface temperature does not pass out of that range until t = 13 minutes. The SODDIT predicted heat flux exhibits a sharp oscillation between time t = 11 and 13 minutes due to the spike in the effective specific heat (Curie effect). A straight line is used to bridge the heat flux data at t = 9 and 13 minutes to eliminate this oscillation. This technique is applied to all heat flux data used in this experiment.
The thermal mass of the calorimeter wall causes a delay and attenuates interior surface response and acts as a low pass filter. The thermal diffusion time for the 2.54 cm thick steel calorimeter is roughly W 2 /α = 80 sec, where α is the steel thermal diffusivity and W is the wall thickness. As a result, a given temperature versus time response does not specify a unique heat flux versus time trace. The intent of these heat flux measurements is to measure the time averaged heat flux, as it pertains to the heating of a massive engulfed object. The uncertainty in these heat flux measureme nts is measured against this time averaged fire heat flux, not instantaneous values.
SOURCES OF UNCERTAINTY
There are several sources of uncertainty in the SODDIT heat flux predictions. One source comes from the assumption of one-dimensional conduction. In reality the conduction in the calorimeter wall is three-dimensional. The heat flux from the fire is nonuniform over the calorimeter surface. This causes temperature gradients, and therefore conduction, in the axial and azimuthal directions. In using SODDIT it is assumed that the dominant direction of conduction in the calorimeter wall is in the radial direction.
Another possible source of uncertainty in heat flux comes from the random and systematic (bias) temperature measurement errors. These errors come from the random thermocouple errors, electrical interference, calibration errors, linearity errors, thermocouple and extension wire impurities, and data acquisition system resolution errors. Because SODDIT is an inverse code, small but rapid changes in the input temperatures can result in large changes in the heat flux prediction. SODDIT uses the slope of the temperature data with time (dT/dt) to calculate a heat flux. The magnitude of the temperature data is used only to calculate the slope and for the evaluation of material properties. An offset in the temperature data (a bias error) does not affect the slope of the temperature with time. Therefore, the systematic inaccuracies associated with thermocouples, which are usually much greater than the random errors, do not significantly contribute to the uncertainty in heat flux. The effects of both random and systematic thermocouple errors were examined.
The last source of heat flux uncertainty comes from the material properties of the calorimeter steel. The SODDIT conduction model is supplied with the thermal properties of the material. Uncertainties in these material properties will propagate through the code and into the heat flux calculations.
QUANTIFYING UNCERTAINTY

One -Dimensional Conduction Assumption
The heat flux uncertainty contribution from the one-dimensional conduction assumption made by SODDIT was determined by using a computer model to simulate both the fire heat flux and the conduction in the calorimeter wall.
The CAFE code calculates fire heat flux boundary conditions that can be applied to a finite element (FE) computer model. These heat flux boundary conditions were coupled to a commercial finite element computer code and applied to a detailed model of the calorimeter. CAFE has recently been adjusted using the fire test data discussed in this work; therefore the heat flux predicted by CAFE is similar to the heat flux predicted by SODDIT for this experiment [6] .
The computer simulation has somewhat different heat fluxes than the actual experiment, however the non-uniform and transient characteristics of the simulated and actual heat fluxes are assumed to be similar, as well as the total heat absorbed by the model and experiment. Because of this the heat flux error determined by the computer model serves as a reasonable estimate of the probable error in the experimental heat flux.
A two-dimensional finite element computer model of a section of the calorimeter was used for this analysis. The model was a circular ring with an insulated interior, and the CAFE heat flux boundary condition applied to the exterior surface. The material properties used for the finite element model were the measured properties used in the SODDIT model. The two-dimensional finite element model can simulate radial and azimuthal conduction, but not axial conduction. The uncertainty caused by axial conduction is believed to be small relative to the uncertainty from the azimuthal conduction due to the highly non-uniform heat flux around the circumference of the calorimeter. The computer simulation was run with a 30-minute duration CAFE fire. The temperature versus time data of the interior surface of the ring was extracted from the finite element model, the data from the west side is shown in Fig. 3 . This interior temperature data is a simulation of what a thermocouple would measure during the experiment.
The interior temperature versus time data from the CAFE/FE model was used to predict the model outer surface heat flux using SODDIT. This was done using the same technique as for the actual fire experiment heat flux. The difference with the computer model is the actual heat flux applied to the FE model by CAFE is known. Figure 4 shows both the CAFE and SODDIT heat fluxes for the CAFE/FE model on the west side. The CAFE heat flux has been window averaged over 80 seconds to reduce the high frequency oscillations typical of fires. The flat section of the SODDIT curve shows where the heat flux was linearly bridged while the steel was in the Curie temperature range.
The difference between the SODDIT heat flux prediction and the window averaged CAFE heat flux is the error in SODDIT due to the one-dimensional conduction assumption, as well as the inherent errors associated with an inverse conduction algorithm [4] . The SODDIT heat flux error versus time on the west side only is shown in Fig. 5 . The SODDIT error is shown as a function of time, however the error at any given time cannot be assigned to the real fire test at that time because of the differences in the actual heat fluxes. However, the error can be quantified statistically over a given time period and used as an estimate for the heat flux error during that time period of the experiment.
Two standard deviations (2σ) of the error over the given time period are used to find the probable one-dimensional contribution of uncertainty with a 95% confidence level. Figure 5 also shows the 2σ estimate of the one-dimensional heat flux uncertainty contribution for the entire 30-minute test on the west side, U q"1 = 19.4 kW/m 2 . The error on the west side becomes large as the Curie heat flux interpolation is approached. The error is smaller at the beginning of the simulation and at the end. If a shorter time period is used, instead of 30 minutes, a more accurate estimate of uncertainty can be made for that time period. For example, the 2σ error limit for the west side uncertainty (one-dimensional contribution only) from 0 to 5 minutes is reduced by half to U q"1 = 9.6 kW/m 2 .
Thermocouple Errors
The accuracy reported by the manufacturer of the thermocouples used in this experiment was ± 1.1ºC or 0.4% of reading whichever is greater 2 . The extension wires, data acquisition system, calibration curve, and recording procedure all contribute an unknown amount of uncertainty to the temperature measurements. For this experiment the thermocouple uncertainty is assumed to be 1% of the reading to account for the additional errors. This implies that the temperature measurements made during the experiment could be in error by as much as 14ºC. If a ± 14ºC random noise is added to a set of temperature data, the inverse conduction code predicts highly erratic heat fluxes. This is due to the fact that SODDIT uses the slope of the temperature history data (change in temperature with time) to calculate heat flux, not the temperature magnitude. This method of uncertainty estimation for inverse heat flux calculation was used in reference [5] . The temperature magnitude is used to evaluate material properties, which for the most part change slowly with temperature. Fortunately this uncertainty specification includes both the systematic and random errors that occur with thermocouples. It was desirable to know how much of the thermocouple uncertainty is random. Therefore pre-test thermocouple data was used to determine the magnitude of the random component of thermocouple errors in this experiment. To reduce random thermocouple errors, the data acquisition system sampled the temperature inputs at 300 Hz, then it recorded 1 second averages of these samplings.
Shown in Fig. 6 are three thermocouple traces from the experimental setup that were collected in an 8-minute period before one of the fire tests. A total of 43 thermocouples were used for this analysis, only three are shown for clarity. The pre-test temperatures are almost constant, rising about 0.1ºC in 8 minutes. A linear fit was made for each temperature trace, shown in Fig. 6 . The deviations from the linear fits are assumed to be the random error for each thermocouple at each time step. A standard deviation was found for the error of each thermocouple trace. The standard deviation from all 43 traces was found to be σ n = 0.009ºC. Because some of the temperature traces are slightly curved instead of linear, the random error estimation is conservative. Normally distributed random noise with a standard deviation of σ n was added to the linear temperature fits to show a comparison of generated noise versus measured noise (also in Fig. 6 ). This analysis was done with data that was recorded by the data acquisition system used for the fire tests. Therefore this random error estimate includes the random components of error added by the thermocouples, thermocouple extension wires, and the data acquisition system. The extremely small random error is likely due to the time averaging technique that was impleme nted in the data collection algorithm.
Normally distributed random noise was generated with a standard deviation equal to that of the thermocouple random noise. This noise was added to a temperature versus time trace from the CAFE/FE simulation described previously to create 20 separate temperature versus time traces with random noise. The CAFE/FE simulation data was used because it did not already have random noise superimposed on the temperature data. SODDIT was used to predict heat flux versus time using the clean temperature data trace as well as the 20 noisy traces. The deviations of each noisy heat flux trace from the clean heat flux trace were found at every time step. The two standard deviation limit (95% confidence) of the heat flux uncertainty due to random thermocouple noise was found to be 0.038 kW/m 2 . Considering the small magnitude of this uncertainty, it is assumed to be negligible.
The systematic thermocouple uncertainties were assumed to be the full 1% error as discussed above. A Monte Carlo simulation was performed to determine the sensitivity of the heat flux error to the systematic thermocouple error. As expected, it was found that the systematic thermocouple error also produced a negligible uncertainty component in the measured heat flux. These uncertainties are negligible in comparison to the large uncertainty due to 1-dimensional and transient effects.
Material Properties and Wall Thickness
The thermal properties of the calorimeter steel were measured prior to the fire tests. The thermal diffusivity was measured as a function of temperature using the laser pulse diffusivity technique. The estimated uncertainty in the thermal diffusivity measurement was estimated to be ± 10% with a 95% confidence level 3 . Differential scanning calorimetry was used to measure the specific heat as a function of temperature. The estimated uncertainty in the specific heat measurement was estimated to be ± 5% with a 95% confidence level 3 . The density of the calorimeter steel was measured using a small cylindrical sample, which was measured using a micrometer and weighed using a calibrated digital scale. The uncertainty in the density measurement was estimated using the method described by Coleman and Steele [7] and was found to be ± 0.75% with a 95% confidence level. The thermal conductivity can be found once the density, specific heat, and diffusivity are known, where k = αρc p . The ± 11.2% uncertainty in thermal conductivity was also found using the method described in [7] . The steel plate manufacturer supplied the ± 3.5% uncertainty in the 2.54 cm calorimeter wall thickness with a 95% confidence level. These uncertainties in material properties and wall thickness propagate through SODDIT as uncertainties in the predicted heat flux.
SODDIT was used to find the effect of each material property's uncertainty on the SODDIT predicted heat flux. This was done using a numerical Monte Carlo technique. The CAFE computer simulation that was used to determine the one dimensional conduction errors was also used here. For each material property and dimension variable, random values for the error were found using a Gaussian random number generator. These were then scaled with the specified standard deviations. The individual errors were then added to the true values of the variables to yield simulated random noise of the same magnitude as what was estimated for each variable. The SODDIT code was used with the temperature versus time data from the leeward side of the calorimeter simulation to determine a heat flux trace based on the material properties and dimensions with simulated errors. The resulting deviations in the predicted heat flux represent the uncertainty in the heat flux measurements. This process was repeated for 250 iterations. It was found that 1000 iterations yielded similar results. Figure 7 shows the SODDIT predicted heat flux versus time from the CAFE simulation without simulated errors, and data points that represent the SODDIT predictions of heat flux based on the simulated errors. The resulting relative uncertainty in heat flux due to material property and dimension uncertainties from the Monte Carlo simulation is 6% with a 95% confidence level. absolute uncertainty in heat flux from material properties q" = heat flux The simulation described above determines the uncertainty in heat flux caused by all material property and dimension variables. It is also desirable to know how much uncertainty is contributed by each individual variable. This was accomplished using a similar method, however the simulation was performed by adding random noise to only one variable at a time. In this way the uncertainty contribution from each variable can be examined individually. A normalized sensitivity coefficient can be used to describe the influence of the variable uncertainty on the heat flux uncertainty. The definition for a normalized sensitivity coefficient is shown in Eq. 2 below. A normalized sensitivity coefficient greater than 1 indicates the influence of the uncertainty in the variable is magnified as it propagates through the data reduction into the heat flux result. This technique was used to find normalized sensitivity coefficients for the four variables associated with material properties and dimensions. The calculated values for the sensitivity coefficients are shown in Table 1 .
The normalized sensitivity coefficients for density, wall thickness, and specific heat are close to one. This means that a 5% uncertainty in specific heat, for example, would yield almost the same level of uncertainty in heat flux. The coefficient for thermal conductivity is less than one, meaning the 11.2% uncertainty in thermal conductivity will result in a smaller uncertainty contribution in heat flux. A verification of the individual components of heat flux uncertainty can be done by a combination using the root sum of the squares method described in [7] . Equation 3 shows this result is the same as what was determined by the full Monte Carlo simulation. 
COMBINING SOURCES OF UNCERTAINTY
The uncertainties in heat flux resulting from the uncertainties in material properties and wall thickness are relative uncertainties, expressed as a percentage of the total heat flux. The uncertainty resulting from the one-dimensional assumption is an absolute uncertainty, independent of the magnitude of the heat flux. The combination of these uncertainties follows the same method used earlier, outlined in [7] . The method is shown by Eq. 4. 
where U q"1 = absolute uncertainty in heat flux from the one-dimensional assumption over a given time period " q = mean heat flux over a given time period U q" = total absolute uncertainty in heat flux
The estimate for the one-dimensional assumption uncertainty is based upon a standard deviation over a period of time. For a given period of time, 0 to 5 minutes for example, the 1-dimensional uncertainty is evaluated using the CAFE simulation data from 0 to 5 minutes. The absolute uncertainty contribution from material properties and wall thickness is found using the average heat flux over that time period at a given location. Figure 8 shows the total estimated absolute uncertainty in heat flux, U q" , on the center section of the calorimeter versus angle and for several time periods. For most of the locations on the center section, the uncertainty is always below 20 kW/m 2 . The uncertainty on the west side during the first five minutes of the experiment is 13.0 kW/m 2 , or 9.0% of the mean heat flux during this interval. The uncertainty for the entire center section is below 20 kW/m 2 for the first 10 minutes of the fire test. This is important because the heat fluxes were greater in magnitude in the first 10 minutes than the 20 minutes afterward. Figure 9 shows the total heat flux uncertainty U q" as a function of angle on the center section with uncertainties calculated over the entire 30 minutes. Most of the calorimeter is still under 20 kW/m 2 absolute uncertainty. The location at 45º is at less than 10 kW/m 2 absolute uncertainty. If the uncertainties are calculated over the entire 30 minutes, and over the entire center section of the calorimeter, the absolute heat flux uncertainty is U q" = ±18 kW/m 2 , or ±27% of the average heat flux of 66.6 kW/m 2 . All The accuracy of the SODDIT heat flux calculation is greatly affected by the Curie phase change in steel. Heat flux estimates made while the calorimeter material is in the Curie temperature range have much greater uncertainties than measurements made earlier in the test. Because of this, heat flux data measured early in the test, when the calorimeter material is relatively cool, is better suited for the benchmarking of computer codes.
CONCLUSIONS
The uncertainties of heat flux measurements made in a large scale fire test were estimated using traditional uncertainty analysis techniques as well as computer simulations. 
West Side
The cylindrical calorimeter heat fluxes were calculated using an inverse conduction technique based on interior surface thermocouple measurements.
The heat flux uncertainties due to the one-dimensional conduction assumption made by the inverse conduction code were estimated through the use of computer simulations. The CAFE computer code simulated a fire environment similar to what was measured in the experiment. The CAFE heat flux was applied to a two-dimensional finite element model of the calorimeter. The finite element model simulated the conduction inside the calorimeter wall and supplied the interior temperature versus time. This temperature data was used to run SODDIT, the inverse conduction code, and predict external heat fluxes. These heat fluxes were then compared with the CAFE heat fluxes to find the errors. The deviations are statistically determined over given time intervals and presented as absolute uncertainties, in kW/m 2 . For example, the uncertainty due to the onedimensional assumption in SODDIT on the west side during the first five minutes of the experiment is ±13.0 kW/m 2 , or ±9.0% of the mean heat flux during this interval.
The uncertainties due to material properties were estimated using a Monte Carlo technique. For each material property and dimension variable, random values for the random error were found using a Gaussian random number generator. These were then scaled with the specified standard deviations. The individual errors were then added to the true values of the variables to yield simulated random noise of the same magnitude as what was estimated for each variable. The SODDIT code was used with the temperature versus time data from the leeward side of the calorimeter simulation to determine a heat flux trace based on the material properties and dimensions with simulated errors. The resulting deviations in the predicted heat flux represent the uncertainty in the heat flux measurements. These uncertainties were found as percentages of the heat flux magnitude, or relative uncertainties. The uncertainty predicted by the Monte Carlo method is very similar to the uncertainty that was predicted by the sensitivity coefficient method.
The random errors of the thermocouples were measured using pre-test data; the standard deviation of the random thermocouple errors is 0.009°C. The effects of noisy temperature data on SODDIT were examined; the result was a very small uncertainty in heat flux due to the measured random thermocouple errors and the systematic uncertainties reported by the manufacturer. Therefore the thermocouple error effects were neglected.
The total heat flux uncertainty on the center section was calculated for given time intervals and locations. The average heat flux uncertainty calculated over the entire 30 minutes is less than 20 kW/m 2 for most of the center section. The location at 45º is at less than 10 kW/m 2 absolute uncertainty. If the uncertainties are calculated over the entire 30 minutes, and over the entire center section of the calorimeter, the absolute heat flux uncertainty is U q" = ±18 kW/m 2 , or ±27% of the average heat flux of 66.6 kW/m 2 . All uncertainties were calculated at a 95% confidence level.
