Sequential recommendation recommends items based on sequences of users' historical actions. The key challenge in it is how to effectively model the influence from distant actions to the action to be predicted, i.e., recognizing the long-term dependence structure; and it remains an underexplored problem. To better model the long-term dependence structure, we propose a GatedLongRec solution in this work. To account for the long-term dependence, GatedLongRec extracts distant actions of top-k related categories to the user's ongoing intent with a top-k gating network, and utilizes a long-term encoder to encode the transition patterns among these identified actions. As user intent is not directly observable, we take advantage of available side-information about the actions, i.e., the category of their associated items, to infer the intents. End-to-end training is performed to estimate the intent representation and predict the next action for sequential recommendation. Extensive experiments on two large datasets show that the proposed solution can recognize the structure of long-term dependence, thus greatly improving the sequential recommendation.
INTRODUCTION
Users interact with online service platforms, such as e-commerce or news media websites to fulfill their information need [19, 30, 31] . Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Woodstock '18, June 03-05, 2018, Woodstock, NY © 2018 Association for Computing Machinery. ACM ISBN 978-1-4503-9999-9/18/06. . . $15.00 https://doi.org /10.1145/1122445.1122456 The series of interactions often reveal the development of users' interest [9, 28] ; and thus properly modeling of such data is important for accurate user understanding and service utility optimization. This has motivated the research of sequential recommendation, which makes recommendations based on the modeling of sequences of users' interactive actions with online service systems [1, 6, 25, 26, 33] .
Although previous work [4, 12] validates the influence from distant historical actions on the current action to be predicted, zooming into details of this type of dependence and properly structuring it are still underexplored in sequential recommendation. Following the notions defined in [4] , the distant actions are typically tens or even hundreds of steps before the action to be predicted, while the recent actions are only several steps away. As Cai et al. found in [5] , the influence from those distant actions to the current action differs from that from recent actions, i.e., long-term v.s., short-term dependence. Moreover, because the long-term dependence is accumulated over a larger number of historical actions, its structure inherently is more complex than what short-term dependence might have. This makes the modeling of such a structure non-trivial. Blindly feeding the whole sequence of actions into either a vanilla recurrent neural network (RNN) or self-attention model [4, 16] can hardly recognize the subtle structure, thus leads to inaccurate modeling.
To address the limitation of existing vanilla solutions for longterm dependence modeling, several recent studies introduce hierarchical structures for fine-grained modeling of such dependence. Quadrana et al. [20] proposed a hierarchical recurrent neural network model: one RNN models transition among actions within a time-based session; and on top of it, another RNN models the transition across sessions. As a result, they explicitly structure the longterm dependency with accordance to the session boundaries. You et al. [33] proposed a very similar session-based hierarchical model, i.e., Hierarchical Temporal Convolutional Networks, by replacing the in-session RNN with a Temporal Convolutional Network for fast training. Improved recommendation quality was reported in both models, compared with previous vanilla RNN-based solutions. However, although the distant actions are structured into sessions, they are summarized into one latent vector, which is shared by all actions in the current session. This fails to differentiate a user's potentially different intents behind the actions to be performed. Take the situation illustrated in Figure 1 actions in the current session share the same latent state summarized from previous sessions, though the user's information need differs behind the two actions, e.g., shopping for a cellphone v.s., a handbag. This invariant long-term dependence encoding leads to indiscriminate and sub-optimal recommendations at action "A" and "B", thus undermines the utility of sequential recommendation. As a user's sequential behaviors are driven by her/his underlying intent, the structure of long-term dependence becomes more evident when we can infer the intent driving the current action. Take Figure 1 (a) as an example, when the user intends to research properties of different cellphones at action "A", her/his past actions associated with cellphones suggest what he/she might be interested in at the moment, e.g., examine unexplored cellphones v.s., revisit previously examined ones. Unfortunately, because a user's intent is unobserved, predicting it is no easier than learning the long-term dependence structure.
To break this paradox, we look for proxies of a user's intent behind the sequential actions, and construct the long-term dependence structure with respect to the proxy signal. In this paper, we choose category of the item associated with each action as the proxy, for two main reasons. First, as shown in [36] , the category of an item chosen by a user closely correlates with the user's underlying intent. Second, category information is widely available in many recommendation scenarios, such as news and production recommendations. This ensures the generality of our solution.
With this approximated user intent reflected on the categorylevel, we develop a neural sequential recommendation solution, named GatedLongRec, to structure the long-term dependence. Empirical evidence in [17] suggests that recent actions tend to share similar intents, and therefore are well correlated with each other. Hence we employ a RNN-based intent encoder taking categories of recent actions as input to generate a representation of the user's ongoing intent of the action to be predicted. Then we use this intent representation to structure the long-term dependence. Considering the uncertainty of the inferred user intent, which is introduced by using category as supervision, we propose a top-k gating network which extracts distant actions from the top-k similar categories to the user's predicted intent. With actions of top-k categories as input, another RNN-based long-term encoder produces k per-category summary vectors for predicting the next action collectively.
In addition to the modeled long-term dependency, short-term dependence is also critical in sequential recommendation [10, 15, 23] . We encode recent actions via a separate short-term encoder to capture this dependence in GatedLongRec. For each of the k long-term representations, we concatenate it with the short-term dependence representation to rank all candidate items. To reflect the confidence of the learnt user's intent, We merge these k recommendation lists by their corresponding attention weight obtained in the top-k gating network.
To verify the effectiveness of our long-term dependence modeling for sequential recommendation, we conduct extensive experiments on two large datasets. Compared with state-of-art baselines, our model captures the long-term dependence more accurately, thus providing more accurate recommendations of the target actions. Our ablation analysis demonstrates the contribution of components in GatedLongRec to the improved recommendations. Besides, we analyze how the hyper-parameters influence GatedLongRec to gain some insight on the properties of GatedLongRec.
RELATED WORK
Sequential recommendation is an important direction in recommendation research, which recommends items to users based on sequences of users' historical actions. Different types of solutions have been developed for sequential recommendation, and we organize our related work discussion accordingly.
Long-term dependence has been widely conjectured to present in users' sequential behaviors. From the perspective of cognitive psychology, human's memory mechanism explains how users' future behaviors are affected by distant behaviors [22] . From the perspective of computer science, Belletti et al. [4] proposed a principled estimation procedure to computationally quantify the long-range dependence. These work support that better accounting for longterm dependence enables better behavioral predictions.
Fixed-or varying-order Markov models are one of the earlier attempts [3, 21] , which assume the prediction depends on the last several actions. Particularly Rendle et al. [21] proposed a Factorizing Personalized Markov Chains (FPMC) model for sequential recommendation which combines both the machine factorization and Markov models. Because of the introduced Markov dependence, FPMC achieves better performance than vallina matrix factorization based models. On the other hand, the Markov dependence also limits the performance of these models. Since the state-space grows exponentially with respect to the order of dependency, this type of solutions can hardly capture high-order dependence.
To address the limitations in Markov models, RNN and its its variants, Gated Recurrent Unit (GRU) [7] and Long Short-Term Memory (LSTM) [11] based neural sequence models have been introduced to sequential recommendation [10, 11, 15, 28, 29] . Hidasi et al. [10] applied RNNs to model users' behaviors in sessions; and their results show that RNN can effectively model sparse sequential data. Li et al. [15] used attention mechanism to emphasize influence from important past actions in the same session, which are expected to capture dependence among actions more accurately. Guo et al. [8] proposed a Streaming Session based Recommendation Machine (SSRM) to address the problem of session recommendation in streaming environment. Although these models are believed to be more powerful in modeling dependency among sequential actions than Markov models, they limit the scope to in-session observations. The modeling of longer term dependency, e.g., actions across sessions, is still lacking. As the long-term dependence is accumulated over a larger number of historical actions, its structure is expected to be complex.
Moreover, inspired by the success of the self-attention architecture in the tasks of sequence to sequence learning, such as machine translations [2, 27] , researchers have recently explored selfattention in sequential recommendations, such as [13, 24] . Though these models achieved some encouraging results on sequential recommendation, the complex structure of the long-term dependence is not touched.
Some attempts have been made recently to model long-term dependence for sequential recommendation. Tang et al. [25] proposed a mixture of neural models, i.e., Multi-temporal-range Mixture Model (M3R), by feeding the entire sequence into a self-attention model. But it does not explicit consider the structure of long-term dependence. Quadrana et al. [20] proposed a hierarchical recurrent neural network model to jointly capture the transition among actions within and across sessions. The long-term dependency is thus structured in accordance to the session boundary. As a follow up work, You et al. [33] proposed a similar hierarchical model by replacing within-session RNN with a temporal convolutional network to speed up model training. But as we discussed before, structuring the dependency by session boundary forces actions in the same session to share the same influence from historical actions. It thus cannot provide accurate input for sequential recommendation. To address this limitation, we contextualize the structure of the longterm dependence based on inferred user intent, i.e., actions to be predicted can now condition on different subset of past actions. And we infer user intent by predicting the category of associated items.
METHOD
In this section, we introduce our proposed solution GatedLongRec. Without loss of generality, we assume there are a set of users u ∈ U , a set of items v ∈ V and a set of categories c ∈ C of the items. We denote an action as a tuple a n = (v n , c n ), where n is the index of the action in a sequence, v n is the item that the user has interacted with and c n is the category of the item. Different actions may associate with the same item. A sequence of N actions generated by a user u is denoted as S u = {a 1 , a 2 , ..., a N }, which is listed in the chronological order with respect to the timestamp of actions. In addition, the subsequence composed of a series of actions of the same category c in the sequence S u is denoted as S c u = {a c 1 , ..., a c L }, where a c 1 denotes the first action in the sub-sequence S c u , but it is not necessarily the first action in the sequence S u . Given historical N actions, the goal of sequential recommendation is to rank a subset of items for the current action a N +1 = (v N +1 , c N +1 ) to satisfy the user's interest at this moment.
GatedLongRec
The user's interest at action a N +1 is influenced by past actions, including both recent and distant actions. For example, as illustrated in Figure 1 , a user's choice of which cellphone to examine is affected by her/his past browsing history of items in this category, e.g., revisit a previously examined one or exploring a new one. With respect to the sequential order of past actions, we define actions which are less than M steps towards to the action to be predicted, i.e., a N +1 , as recent actions and those are are more than M steps away as distant actions. M is considered as a hyper-parameter, we will empirically study its impact in our experiments. Because of users' extensive interactions with an online service system, tens or hundreds of actions can be easily accumulated in the log data. The high volume and diversity in such historical actions introduce considerable complexity to modeling the dependence structure among actions.
To structure the long-term dependence at a fine granularity, we develop the GatedLongRec model, which infers users' ongoing intent to differentiate the influence from distant actions. GatedLon-gRec employs an intent encoder to obtain intent representation. Because of its close correlation to the user intent and ubiquitousness, category is utilized as a proxy for the intent representation learning. Based on the inferred user intent, GatedLongRec employs a gating network to identify a subset of distant actions for modeling the long-term dependence on each specific action to be predicted. Specifically, the gating network attends distant actions of a particular category with hard attention scores. Due to the uncertainty in the inferred user intent, top-k categories are taken into consideration for long-term dependence modeling. In each specified category, GatedLongRec uses a shared long-term encoder to create a summary vector for the corresponding distant actions. Consequently, different subsets of past actions are considered to have different long-term influence on the current action, with respect to current user's intent.
The general schematic description of GatedLongRec is shown in Figure 2 . We will introduce each component in a bottom-up manner, beginning with the input and progressing to the output.
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Intent Encoder. The underlying intent drives users to interact with an online service system, and it reveals the structure of longterm dependence. With a particular intent behind the current action, like revisiting a previously examined cellphone, the user's choice of an item would be influenced by previously examined ones. Hence, inferring the intent driving the current action helps to realize its dependence on the distant actions.
Since the user intent is latent, we cannot directly use it as input. As Zhu et al. [36] find that the category information of a user's interacted items closely correlates with his/her intent, we treat the category of the current action as a proxy of the user intent. Specifically, we treat the category as the supervision of learning the representation of the user intent reflected on the category. On the other hand, because of their short distance to the current action, features from the recent actions can be extracted to predict the intent behind the current action. To leverage this, GatedLongRec employs a RNN-based intent encoder to construct a representation of the current intent from recent actions, which should predict the category of corresponding action.
Specifically, the intent encoder takes categories {c N −M +1 , ..., c N } of the M most recent actions {a N −M +1 , ..., a N } as input, which are denoted as the diamonds in the Figure 2 , and map them into dense vectors {e cat e N −M +1 , ..., e cat e N } through an embedding layer E cat e ∈ R d c × |C | of categories. Then we run a RNN over these dense embedding vectors to obtain the hidden representation for the user's intent of the action a N +1 . For the choice of RNN, either vallina RNN or other variants LSTM or GRU should satisfy the need. In our empirical evaluations, GRU obtained the best performance; and we adopt GRU in our discussion in this section. The update of the hidden state h i at step i in GRU is as follows:
where W r ,W z and Wh are parameters to be learnt, ⊙ represents elementwise product and σ is the sigmoid function. We use the hidden state h cat e N at step N as the intent representation, which is obtained via
To predict the categoryĉ N +1 , we feed the intent representation into a feed-forward layer and then a softmax layer. To reduce the complexity of GatedLongRec, the feed-forward layer has the same set of parameters as the embedding layer for the category, i.e.,
The distribution of predicted categories is obtained via
, where sim c = h cat e N · e cat e c As the Figure 2 shows, the intent representation h cat e N is then fed into the gating network to identify related distant actions. We should notice that because the supervision of the category prediction has shorter path to the intent representation than the supervision of item prediction, the updating gradient of the user intent representation would be mainly determined by the supervision of category prediction [18] . Thus, the learnt user intent representation mainly reflects the category-level user intent, and its uncertainty towards the user intent on the item-level exists.
Top-k Gating Network. As a user's interest evolves over time, the large volume of accumulated actions are driven by a diverse set of intent. The distant actions driven by the intent irrelevant to the current action should have little or even no influence on its choice of item. As a result, the inferred user intent provides guidance on which subset of distant actions should be considered for the long-term dependence.
To contextualize the long-term dependence regarding the user's intent at the current action, GatedLongRec employs a gating network to attend distant actions through hard attention. Attention model is widely used in sequence to sequence learning [18, 27] , including soft attention and hard attention. Soft attention, adopted by self-attention models, weights each input with the corresponding attention score [2] . In contrast, hard attention attends one input, which puts sharp weight on one input [32] . Because of the large size of the distant actions, important actions should be clearly emphasized so that the long-term dependence can be recognized. Moreover, uncertainty exists in the inferred user intent, which is derived from the observed category information. Based on hard attention we propose a top-k gating network which attends top-k categories, instead of only the top-1 category. Furthermore, the top-k gating network merges k recommendation lists with attention weight to reflect the uncertainty of the user intent, which we describe in the later subsections.
The gating network takes the intent representation h cat e N as the key and the embeddings of categories of distant actions as queries to compute the attention score, via a dot product. The attention weight α c of the category c is computed by
The weight indicates the probability of the user intents to interact with the items of category c. Distant actions belonging to categories with the top-k attention scores are extracted as the input to the longterm dependence encoder. In this way, distant actions which are driven by the ongoing intent are leveraged for modeling long-term dependence. As the Figure 2 shows, the gates of extracted distant actions turn on. With the change of the user intent representation h cat e N , the extracted actions also vary. Consequently, the long-term dependence is contextualized based on the inferred user intent.
Long-term Encoder. The transition patterns among the identified distant actions shed light on the items that the user would be interested in at the current moment. For example, among a series of viewed cellphones over time, when the user shifts from brand A to brand B, it strongly indicates the new focus on this user. Because the transition pattern is generally high-order and non-linear, we utilize a neural encoder to leverage the information buried in the identified distant actions. As RNN or its variants, i.e., LSTM and GRU are expressive to learn representations that encode highorder and non-linear patterns, GatedLongRec employs a RNN based long-term encoder. As we choose GRU for its promising empricial performance.
For each category among the top-k categories, the long-term encoder learns a vector encoding the transition patterns across actions of the category, thus resulting in k vectors summarizing long-term dependence. Specifically, for actions {a c 1 , ..., a c L } of the category c, denoted as circle in the Figure 2 , we project items associated with these actions into dense vectors {e c 1 , ..., e c L }, e c i ∈ R d e ×1 via the embedding layer E it em . The GRU in the long-term encoder encodes these dense vectors into a d it em l dimensional hidden representation,
.., L In this way, k vectors {h c L } summarizing transition patterns of top-k categories are obtained and integrated with the short-term dependence for item prediction.
Because GatedLongRec extracts actions concerning the user's intent, the transition patterns among actions of the same category become evident to recognize. Without contextualizing the long-term dependence, like HRNN or HierTCN, the large volume of actions of other categories may make the dependence unidentifiable. Take Figure 1 for example, the interleaved actions of examining handbags in between the examination of cellphones would dilute the model's attention on modeling users' preference in both cellphones and handbags. By separating the past actions by the categories of the user's current interest, the model can recognize user preference and therefore provide relevant recommendations.
Short-term Encoder. Apart from the deliberately structured long-term dependence, the short-term dependence is also necessary for the model to accurately understand the user interest. Because of the shorter distance, recent actions generally leave the user with stronger impressions [5] , thus influencing his/her choice of item at the current action. Use Figure 1 as an example again: when examining cellphones, by recalling the attributes of last examined cellphones, the user can make better decisions on what to examine next. This close correlation is also empirically verified by previous work []. Because many models have been proposed for this type of dependence, we do not deliberately model it in the work and adopt the most common and well analyzed model, i.e., RNN, for the shortterm dependence. Due to the better performance in experiments, GatedLongRec employs a GRU-based short-term encoder. It takes the most recent M actions {a N −M +1 , ..., a N } as input and projects their associated items into dense vectors {e N −M +1 , ..., e N }, e i ∈ R d e ×1 via the embedding layer of items. The GRU in the encoder encodes these embeddings into a d it em s dimensional hidden vector via
The representation h shor t N captures the transition pattern among recent actions, which is combined with long-term dependence for item prediction. Item Prediction. To utilize both the short-term dependence and the long-term dependence for sequential recommendation, we fuse their corresponding representations to predict the user's interest of the current action. To satisfy the user's information need, we match the user's interest with the most similar items as our recommendation.
With the output of the short-term encoder h shor t N and the output of the long-term encoder {h c L }, c = top-1, .., top-k, GatedLongRec concatenates h shor t N with these {h c L } separately as
Thus k hidden vectors h c ∈ R d f representing the user interest at the target action. We should notice that as these vectors encode the transition patterns among items, different from the category information encoded by the proxy user intent representation, they are utilized for the recommendations. GatedLongRec feeds these k user vectors individually into a feed-forward layer which has the same parameters as the embedding layer of items, and then individually into a softmax layer to produce k separated distributions of items. To handle the potentially large number of recommendation candidates in practice, we apply negative sampling to compute the loss by drawing Z items as negative samples according to their popularity. Therefore, when the user intents to interact with items from category c, the probability of the item v appearing in the recommendation for action a N +1 is
(1) These k distributions correspond to the top-k most likely user intent inferred by the gating network. To account for the uncertainty of the inferred user intent, the k distributions of items are combined by the attention weight α obtained in the top-k gating network into a distribution of items for recommendation, as
Network Training
GatedLongRec outputs both the item and its category that the user would be interested in for the next action a N +1 . During training, both the observed item and its category of the action a N +1 in the ground truth data serve as supervision. Loss function. To estimate parameters of GatedlongRec, we use cross entropy as the loss function of the category prediction, as
In addition, we also adopt the cross entropy as the loss function of item prediction, as
GateLongRec jointly optimizes the item prediction and the category prediction. Therefore, the joint loss is
where λ is the hyper-parameter controlling the weight of these two losses in the objective function. Unlike training, the category of the action to be predicted is unknown during inference. This difference of category distribution may hurt the performance during inference [34] . To mitigate this issue, we modify the training schedule to enable the model to adopt to the condition. At the early stage of the training, we utilize the joint loss from both item prediction and category prediction for parameter estimation; and at the late stage of the training, we utilize only the loss of item prediction to update the model. This means we change the hyper-parameter λ from 0.5 to 1.
During training, we estimate the parameters of GatedLongRec. During inference, GateLongRec computes probabilities of items according to Eq. (2), ranks items according to these probabilities and recommends top-ranked items to the user.
EXPERIMENTS
In this section, we study the effectiveness of our model on providing sequential recommendations. We first describe two large datasets used for evaluation, followed by the implementation details of our model on these two datasets. To show that structuring the long-term dependence improves the quality of recommendations, we compare our model against a comprehensive set of baselines. Moreover, we perform ablation analysis to understand the importance of the topk gating network, the intent encoder and the long-term encoder to the modeling of the long-term dependence through experiments with different hyper-parameters.
Datasets
We use a public Taobao dataset 1 and a proprietary news recommendation dataset for evaluation. The public Taobao dataset contains sequences of users' actions on an online shopping website 2 . Each action is associated with the user ID, item ID, item's category ID, action's timestamp and behavior type (click, add to cart. etc.). Due to privacy concern, the semantic meaning of the categories is not disclosed. We randomly sampled 100,000 users' sequences from the dataset for evaluation. We used observations from November 25, 2017 to December 3, 2017 , where actions in the first 7 days were used as training set, actions in the 8th day as validation set, and actions in the 9th day as test set. We removed items associated with less than 20 actions, and removed users with less than 20 or more than 300 actions. We merged categories which have fewer than 100 items into a special category, represented as category "UNK".
For the news recommendation dataset, we collected logs of randomly sampled 100,000 users from a news media website. The time span of the log is from April 2, 2019 to April 15, 2019. We use actions in the first 13 days as the training set, actions from April 15 12:00am to April 15 12:00pm as the validation set, and actions from April 15 12:00pm to April 15 11:59pm as the test set. We removed items with less than 20 actions, and removed users with less than 50 or more than 1000 actions. We merged categories with fewer than 500 items into the "UNK" category. The basic statistics of our evaluation datasets is shown in Table 1 3 .
Experiment Setup
Implementation Details. On Taobao dataset, we keep the items' embedding in the input side to be the same as that in the output side in our model, and the dimension d e is chosen from {128, 200, 300, 400}. As we found that d e = 300 led to better results, the results of our model on Taobao dataset were obtained with d e = 300. The dimension d it em s of the hidden representation learnt by short-term encoder is chosen from {128, 200, 300} and we set d s = 300 because of better results. Likewise, we set the dimension d it em l of the hidden representation learnt by long-term encoder to 300. We kept the dimension d f of the hidden vector representing user's dynamic interest to be the same as d e . Besides, the same category embedding layer E cat e was used in both the input and output side of our model. The dimension d c of category embedding was set to 64. The size d cat e h of the hidden representation in the top-k gating network was set to 64. We found that our model is sensitive to the learning rate and the optimal learning rate 0.001 is chosen from {0.0001, 0.0005, 0.001, 0.01}.
On the News dataset, the details of our model are that d e = 400, d it em s = 400, d it em l = 400, d f = 400, d c = 64, d cat e h = 64. The learning rate was set to 0.0005. For both datasets, the dropout rate of GRU was set to 0.2. We used Adam as the optimizer [14] and we change λ = 0.5 to λ = 1.0 when the loss of category prediction in validation set does not decrease. We stop training until the joint loss in validation set does not decrease for 10 consecutive epochs. When investigating the influence of a particular hyper-parameter, we keep other hyper-parameters constant. Baselines. We compare GatedLongRec with an extensive set of baselines for sequential recommendations.
• Global Popularity (GlobalPop). It ranks items according to their popularity in the training set in a descending order. This is a simple and strong baseline [15, 26] . But it ignores the dependency among actions in a sequence.
• Sequence Popularity (SeqPop). It ranks items according to their popularity in the target user's sequence in a descending order. The popularity of an item is updated sequentially with more actions of the target user being observed. But it ignores the dependency 3 Subject to the website's business policy, several fields of News dataset are filled in with N/A. . This method assumes that each action depends only on the last action. It ranks items according to the probability of items given the item in the last action. And this transition probability is estimated from the training set. It only considers the first order dependency, and high-order dependence cannot be captured.
• Recurrent Neural Network (GRU4Rec). Hidasi et al. [10] proposed to use RNN (GRU) to model users' sequences of actions. But this model does not deliberately model the long-term dependence, but simply summarize it with a recurrent latent state vector.
• Self-attentive Sequential Recommendation (SASRec). Kang and McAuley [13] proposed to use self-attention to model users' sequences of actions. It does not deliberately structure the long-term dependency.
• Hierarchical Recurrent Neural Network (HierRNN). Quadrana et al. [20] proposed a hierarchical RNN to model users' sequences of actions. The structure of the long-term dependence is hierarchical with respect to time-based sessions, which we have described in the related work section.
• Multi-temporal-range Mixture Model (M3R). Tang et al. [25] proposed a mixture of neural models to model users' sequences of actions. It separates the dependency among actions into tiny-range dependency, short-range dependency and long-range dependency by time. A self-attention model is used to capture the long-range dependence.
• Category Based Recommender (RNN+MTL). Zhao et al. [35] incorporated the multi-task learning into sequential recommendation. They proposed a RNN-based model which predicts both the category and item of next action. This model also uses the category information of actions to improve recommendation. But it does not deliberately structure the long-term dependence. Evaluation Metrics. To evaluate our model against other models in recommending items, we rank the ground-truth items against predictions by these models. The ground-truth is defined by items associated with the recorded actions. We use Recall@K and Mean Reciprocal Rank@K (MRR@K) as the performance metrics.
• Recall@K: This metric counts the proportion of times when the ground-truth items are ranked among the top-K predictions by a model.
• MRR@K: This metric reports the average of reciprocal ranks of the ground-truth relevant items. If the rank is larger than K, the reciprocal rank is 0.
Comparison against Baselines
On Taobao dataset, the setting of our model is that the most recent M = 20 actions are considered as recent actions for short-term dependence. The rest are considered as distant actions. As the variance of the number of distant actions under each category is very large, for each category we take into account at most T = 20 latest distant actions for the long-term dependence. The number of categories considered in the top-k gating network is k = 3. On News dataset, the setting is M = 20,T = 20, k = 3. We analyze the influence of these hyper-parameters on the performance of our model in the next sections.
The results of our model and baselines on two datasets are reported in the Table 2 . As the number of candidate items in both datasets is huge, we set K to 100 in our evaluation metrics. We find find that GatedLongRec outperforms all baselines on these two datasets. As users would repeat clicking an item at different times on Taobao, SeqPop achieves good performance on it. In contrast, as users are very unlikely to read a news article multiple times at different times, SeqPop performs poorly on News dataset. As Se-qPop does not consider the dependence among actions of different items, it performs worse than GatedLongRec on both datasets. FOT considers the first order dependence among actions, but ignores high-order dependence. As a result, it underperforms GatedLon-gRec.
Because both GRU4Rec and SAS4Rec take the whole sequence as input for the modeling of the dependence, the transition patterns among actions of a certain category, like cellphones in the Figure 1 , can be diluted by the actions of other categories, like handbags. Consequently, neither GRU4Rec nor SAS4Rec can recognize the user's preference at the target action accurately, thus performing worse than GatedLongRec. Although M3R separates the dependence into different types, using self-attention model for the long-term dependence prevents the model from recognizing the user's preference accurately. The same is observed in SAS4Rec. HRNN structures the long-term dependence hierarchically, but the hierarchical structure forces actions driven by different intents to share the same influence from past actions. As a result, the recommendations by HRNN become less discriminate, thus achieving worse performance than GatedLongRec. The comparison between RNN+MTL and GRU4Rec shows that category information generally helps the recommendation. This aligns with the observation that the categories are correlated with the underlying user intent, and therefore providing more helpful information to identify the next item that the user is interested in. The comparison of RNN+MTL with GatedLongRec demonstrates that using category as a proxy of the user intent and structuring the long-term dependence concerning the inferred user intent allows GatedLongRec to better utilize the category information, thus further improving the recommendation quality.
Intent Encoder
GatedLongRec treats the category as the proxy for the user intent. As the category affects the learnt intent representation which then further affects the modeled long-term dependence, we investigate the correlation between the category and the intent representation by evaluating how accurately the intent representation predicts the category. We compare using the learnt intent representation for prediction against other three methods, including "GlobalPop_cate" using the global popularity of the categories for prediction, "Se-qPop_cate" using the popularity of the categories in the target sequence for prediction, and "FOT_cate" using the first order transition probability of categories for prediction. The result is shown in the Table 3 . We can observe that the learnt intent representation can outperform these models on predicting the category of the next action. This observation suggests that the representation learnt by the intent encoder well recognizes the user intent reflected on the categories, providing accurate signals to contextualize the long-term dependence.
Moreover, we could see that on Taobao dataset the category predictions are more accurate than those on News dataset. This difference may correlate with the characteristics of users' behaviors on these two online platforms. When shopping online, like on Taobao, a user's intent may be more consistent in a short-range than that when reading news, so that utilizing categories of recent actions to predict the category of the target action results in better performance on Taobao dataset. To look into how the learnt user intent representation affects the modeling of the long-term dependence, we decompose the performance of the item prediction with respect to the category prediction. We define the case when the ground-truth item ranks top-100 among item predictions as correct item prediction (corresponding to Recall@100). Otherwise it is defined as wrong item prediction. We also define the case when the ground-truth category ranks top-3 among the predicted ones as correct category prediction (corresponding to the top-3 gating network). Otherwise, it is defined as wrong category prediction. To study how item prediction performs given the category prediction, We visualize the ratio of correct item predictions under the correct and wrong category predictions.
The result is as the Figure 4 shows. We can notice that when the user intent representation can predict categories correctly, the item predictions are much more accurate, compared with the situation when category predictions are wrong, especially on Taobao dataset. This observation suggests that learning user intent representation which can accurately predict category helps the modeling of the long-term dependence, thus improving the recommendation quality. ratio of wrong item prediction ratio of correct item prediction Figure 4 : The overall ratio of the correct item predictions, the ratio of the correct item predictions given the correct category predictions, the ratio of the correct item predictions given the wrong category predictions.
Top-k Gating Network
Due to the uncertainty of the inferred user intent, we proposed a top-k gating network to extract actions of top-k categories with respect to the inferred user intent for the modeling of the longterm dependence. To investigate the importance of the top-k gating network to GatedLongRec, we compare the performance of Gat-edLongRec with different values of k. The result is reported in Figure 3 . We observe that on both datasets, when k = 1, the performance of GatedLongRec is bad. When k = 1, the top-k gating network turns into hard attention, which extracts actions of the most related category concerning the inferred user intent. Once the inferred user intent is inaccurate in regard to the true user intent driving the next action, the most related category would be mistakenly identified. The long-term dependence encoded from actions of this wrong category hinders the prediction of the next action, and even hurts the subsequent recommendation. Consequently, ignoring the uncertainty of the inferred user intent limits the performance of GatedLongRec. On both datasets, when k = 3, GatedLongRec achieves the best performance. By introducing k types of transition pattern from the inferred user intent enables GatedLongRec to learn more accurate long-term dependence, thus improving the recommendation quality. When k keeps increasing, the transition patterns of more categories are considered as long-term dependence. Consequently the long-term dependence becomes less discriminate even in regard to two actions driven by totally different intents, thus leading to worse recommendations. The above observations demonstrate that the proposed top-k gating network, unlike the hard attention, enhances the performance of GatedLongRec with the appropriate choice of k. With the large number of distant actions considered for the longterm dependence in GatedLongRec, the complexity of the structure also grows, which may require more finer-grain or more accurate user intent to contextualize the long-term dependence. Likewise, the short-term dependence encoded by the short-term encoder in GatedLongRec is over M recent actions. To understand how the number of recent actions influences the performance of GatedLongRec, we evaluate our model with different values of M. From the results in Table 4 , we can observe that when the number of recent actions modeled by the short-term encoder is small, i.e. 
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GatedLongRec Short GatedLongRec Long GatedLongRec Figure 5 : Performance of variants of GatedLongRec for ablation analysis on two datasets. M = 1, the performance of GatedLongRec is bad. The transition pattern on very few recent actions is too sparse to be useful, which hurts the modeling of the short-term dependence. In addition, with the small number of recent actions, the user intent representation learnt by the intent encoder would contain little information, thus affecting the modeling of the long-term dependence.
To analyze the importance of the long-term dependence and the short-term dependence to the final performance of GatedLongRec, we conduct ablation analysis. We develop two variants of Gated-LongRec as follows, GatedLongRec_Short. This variant only utilizes the short-term encoder to capture the short-term dependence, but excludes other components. The comparison against this variant can show the importance of the long-term dependence. GatedLongRec_Long. This variant excludes the short-term encoder. Like GatedLongRec, it employs the top-k gating network to structure the long-term dependence in regard to the user intent and utilizes the long-term encoder to capture the long-term dependence. The comparison against this variant can demonstrate the contribution of the short-term encoder.
The performance of these variants of GatedLongRec is reported in Figure 5 . We could observe that GatedLongRec performs much better than GatedLongRec_Short on both datasets. Structuring the long-term dependence in accordance with the user intent helps GatedLongRec to produce more accurate recommendations, while GatedLongRec_Short ignores the long-term dependence. Besides, GatedLongRec also outperforms GatedLongRec_Long, which indicates that the short-term dependence is necessary to make accurate recommendations.
CONCLUSION
In this paper, we propose a neural sequential recommender, Gat-edLongRec, which enhances the modeling of the long-term dependence for sequential recommendation. GatedLongRec constructs the structure of the long-term dependence in regard to the proxy user intent of the target action. GatedLongRec learns the latent representation of the proxy user intent by treating the category as the supervision through an intent encoder. Considering the user intent representation is not reliable, GatedLongRec employs a top-k gating network to extract actions of top-k similar categories to the user intent for the long-term dependence modeling. Through a long-term encoder, the transition patterns among actions, i.e., the long-term dependence, is encoded.
Due to the uncertainty of the proxy user intent representation, GatedLongRec concatenates the short-term dependence learnt by a short-term encoder and the k types of the long-term dependence individually, resulting in k vectors representing the user interest at the target action. GatedLongRec makes predictions based on these k user interest vectors separately and mixes them with the attention weight outputted by the gating network. Extensive experiments on two large datasets demonstrate the necessity of fine-grained modeling of long-term dependence by GatedLongRec for sequential recommendation.
In this work, the side information, i.e., category is utilized to structure the long-term dependence. It is possible that other kind of information, like text feature, is available and can be used to contextualize the long-term dependence, which we leave as a future work. In addition, we currently only use distance in between the actions to differentiate recent and distant actions; but another important property of users' sequential actions, i.e., action timestamps are not considered yet. It is necessary to incorporate such detailed temporal information to better capture both short-and long-term dependence among actions. As the interactions involve both users and the system, modeling the interactive process through reinforcement learning for the sequential recommendation would be an interesting direction to explore.
