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ABSTRACT
In this thesis, we focus on variants of the coloring problem on graphs. A coloring of a
graph G is an assignment of colors to the vertices. A coloring is proper if no two adjacent
vertices are assigned the same color. Colorings are a central part of graph theory and over
time many variants of proper colorings have been introduced. The variants we study are
packing colorings, improper colorings, and facial unique-maximum colorings.
A packing coloring of a graph G is an assignment of colors 1, . . . , k to the vertices of
G such that the distance between any two vertices that receive color i is greater than i.
A (d1, . . . , dk)-coloring of G is an assignment of colors 1, . . . , k to the vertices of G such
that the distance between any two vertices that receive color i is greater than di. We study
packing colorings of multi-layer hexagonal lattices, improving a result of Fiala, Klavzˇar,
and Lidicky´ [14], and find the packing chromatic number of the truncated square lattice.
We also prove that subcubic planar graphs are (1, 1, 2, 2, 2)-colorable.
A facial unique-maximum coloring of G is an assignment of colors 1, . . . , k to the vertices
of G such that no two adjacent vertices receive the same color and the maximum color on
a face appears only once on that face. We disprove a conjecture of Fabrici and Go¨ring [12]
that plane graphs are facial unique-maximum 4-colorable. Inspired by this result, we also
provide sufficient conditions for the facial unique-maximum 4-colorability of a plane graph.
A {0, p}-coloring of G is an assignment of colors 0 and p to the vertices of G such that
the vertices that receive color 0 form an independent set and the vertices that receive color p
form a linear forest. We will explore {0, p}-colorings, an offshoot of improper colorings, and
prove that subcubic planar K4-free graphs are {0, p}-colorable. This result is a corollary of
a theorem by Borodin, Kostochka, and Toft [6], a fact that we failed to realize before the
completion of our proof.
1CHAPTER 1. INTRODUCTION
Graph theory is an area of discrete mathematics with applications in a wide range of
fields, including computer science, sociology, and chemistry. The concept of graph coloring
was introduced in order to solve the problem of coloring countries on a map so that no two
countries that shared a border received the same color. This most basic variant of graph
coloring, known as a proper coloring, is a key concept in modern graph theory. Indeed,
the cornerstone of the theory of proper graph colorings, the Four Color Theorem [2], is
one of the most famous results in all of graph theory. Proper colorings have been studied
extensively, and with good reason. There is no shortage of applications of proper colorings,
including scheduling, mobile networks, and Sudoku.
There are many other variants of graph coloring that have arisen from various appli-
cations. We will present new results in packing colorings, improper colorings, and facial
unique-maximum colorings.
In the next chapter, we will review basic terminology from graph theory and define the
three graph coloring variants mentioned above.
In Chapter 3, we will establish methods used to prove results in later chapters. These
include discharging, a well-known proof technique in graph coloring; linear/integer pro-
gramming, an optimization modeling technique commonly used in industry and applied
mathematics; boolean satisfiability, a modeling framework commonly used in computer sci-
ence; and Thomassen’s precoloring method, which he used to prove that all planar graphs
are 5-choosable [23].
2In Chapters 4 and 5, we discuss packing colorings. Chapter 4 contains results on packing
colorings of infinite lattices, in particular the hexagonal lattice and the truncated square
lattice. This chapter is based on the manuscript Packing chromatic numbers of multi-layer
lattices by Messerschmidt [20].
In Chapter 5, we study (1, 1, 2, 2, 2)-colorings, a variant of packing colorings. In Chap-
ter 6, we deal with a type of improper coloring called a {0, p}-coloring. In particular, we
prove that planar subcubic graphs are (1, 1, 2, 2, 2)-colorable and planar subcubic K4-free
graphs are {0, p}-colorable.
In Chapter 7, we will study facial unique-maximum colorings. We will disprove a con-
jecture on 4-color facial unique-maximum colorings and provide a condition for when a
graph has a 4-color facial unique-maximum coloring. This chapter is based on the pub-
lished paper A counterexample to a conjecture on facial unique-maximal colorings and the
manuscript On facial unique-maximum colorings of plane graphs by Lidicky´, Messerschmidt,
and Sˇkrekovski ([19] and [18])
Many of the proofs in this thesis make use of computer programs. These programs are
available in the Appendix so that the interested reader can verify our results.
3CHAPTER 2. DEFINITIONS
In this chapter, we will review graph theory terminology that is relevant to the topics
in this thesis.
2.1 Basics
We denote the set of real numbers by R and the set of integers by Z. We denote the set
{k ∈ Z : 1 ≤ k ≤ n} by [n].
2.2 Graph theory
A graph G is an ordered pair (V,E), where elements of V are called vertices and elements
of E, called edges, are two-element subsets of V . We often use V (G) to denote the vertex set
of G and E(G) to denote the edge set of G. We also use the notation uv as a shorthand for
the edge {u, v}. A graph H is said to be a subgraph of G, written H ⊆ G, if V (H) ⊆ V (G)
and E(H) ⊆ E(G). A subgraph H of G is an induced subgraph of G if E(H) = {uv ∈
E(G) : u, v ∈ V (H)}. A subgraph H of G is a proper subgraph of G if V (H) is a proper
subset of V (G) or E(H) is a proper subset of E(G). Given V ′ ⊆ V (G), the unique induced
subgraph of G with vertex set V ′ is denoted G[V ′]. A simple graph G is a graph without
loops (edges from a vertex to itself) or multiedges (multiple edges between the same two
vertices).
Two vertices u, v ∈ V (G) are adjacent if uv ∈ E(G). The set N(v) = {u ∈ V (G) : uv ∈
E(G)} is called the neighborhood of v and the elements of N(v) are the neighbors of v. A
vertex v and an edge e are incident if v ∈ e. We also say that two edges e1 and e2 are
4incident if e1 ∩ e2 6= ∅. The degree of a vertex v, denoted deg(v), is the number of vertices
that are adjacent to v. We say v is a k-vertex if deg(v) = k, a k−-vertex if deg(v) ≤ k,
and a k+-vertex if deg(v) ≥ k. A graph G is k-regular if each vertex is a k-vertex. In this
thesis, we will often refer to a graph as cubic if each vertex is a 3-vertex or subcubic if each
vertex is a 3−-vertex. An independent set is a subset S of the vertices such that no two
vertices in S are adjacent.
A graph G is connected if, for any vertices u, v ∈ V (G), there exists a path P ⊆ G that
contains u and v. If G is not connected, it is disconnected. A component of a graph G is
a connected subgraph of G that is not a proper subgraph of any connected subgraph of G.
In a connected graph G, a vertex v is a cut-vertex if G[V (G)\{v}] is disconnected. The
distance between two vertices u, v ∈ V (G), denoted dist(u, v), is the length of the shortest
path P ⊆ G that contains u and v. We define the distance between two vertices in different
components to be ∞.
A walk is a sequence v1v2 · · · vk of (not necessarily distinct) vertices in a graph such
that vi is adjacent to vi+1 for 1 ≤ i < k. A path is a walk with no repeated vertices.
A cycle is a path with an extra edge between the endpoints. A chord of a cycle C is
an edge not in E(C) that connects two vertices in V (C). A graph is complete if each
vertex is adjacent to every other vertex. We denote the path on n vertices by Pn, the
cycle on n vertices by Cn, and the complete graph on n vertices by Kn. See Figure 2.1
for examples of these basic graphs. A tree is a connected graph that contains no cycles
as subgraphs. A forest is a graph whose components are trees. A linear forest is a graph
whose components are paths. Given a graph G, the subdivision of G, denoted S(G), is
formed by replacing each edge uv ∈ E(G) with a new vertex w and two new edges uw
and vw. Given two graphs G1 and G2, the Cartesian product of G1 and G2, denoted
G1G2, is the graph with vertex set {(v1, v2) : v1 ∈ V (G1), v2 ∈ V (G2)} and edge set
{(u1, u2)(u1, v2) : u2v2 ∈ E(G2)} ∪ {(u1, u2)(v1, u2) : u1v1 ∈ E(G1)}.
5(a) (b) (c)
Figure 2.1 Examples of basic graphs with five vertices: (a) a path (P5), (b) a cycle (C5),
and (c) a complete graph (K5).
A graph is planar if it can be drawn in the plane without any edges crossing and a
planar graph is plane if it is drawn in the plane in this manner. The edges of a plane graph
partition the plane into contiguous regions called faces. A face f is said to be incident with
the edges and vertices that form the boundary of f . Two faces are adjacent if they share
an incident edge. The length of a face f , denoted `(f), is the number of edges that separate
f from another face plus twice the number of edges around f that do not separate it from
another face. The unbounded face of a plane graph is known as the outer face. We use
F (G) to denote the set of faces of a plane graph G.
2.3 Graph coloring
Given a color set C, a coloring c : V (G) → C of a graph G is an assignment of colors
to the vertices of G. The set of colors used in a graph coloring is usually [k]. We do not
directly study proper colorings in this thesis, but the concept is central to the understanding
of other coloring variants. A coloring is proper if any two adjacent vertices receive different
colors. A k-coloring of a graph G is a proper coloring using k colors and G is k-colorable if it
has a k-coloring. Figure 2.2(a) shows an example of a 2-coloring of P3P3. The chromatic
number of G, denoted χ(G), is the smallest k such that G is k-colorable.
6A list assignment of a graph G is a function L : V (G)→ 2C that assigns to each vertex
a list of colors from C. An L-coloring of G is a proper coloring of G where each vertex
v receives a color from its list L(v). A graph G is L-colorable if it has an L-coloring for
a particular list assignment L. Figure 2.2(b) shows an example of a list assignment L on
P3P3 and an L-coloring of that graph. We say that G is k-choosable if it is L-colorable
for any list assignment L such that |L(v)| ≥ k for all v ∈ V (G). The choosability of G,
denoted ch(G), is the smallest k such that G is k-choosable. If a graph is k-choosable, it
is k-colorable. After all, a proper coloring is just a list coloring where each vertex receives
the same list. On the other hand, K2,4 is an example of a graph that is 2-colorable but not
2-choosable.
2.3.1 Packing coloring
Given a graph G, an i-packing is a set X ⊆ V (G) such that dist(u, v) > i for any
u, v ∈ X. A packing k-coloring is a partition of V (G) into disjoint color classes X1, . . . , Xk
such that Xi is an i-packing for 1 ≤ i ≤ k. Figure 2.2(c) shows an example of a packing
4-coloring of P3P3. The packing chromatic number of G, denoted χρ(G), is the smallest
k such that G has a packing k-coloring. This type of coloring was originally inspired by
the frequency assignment problem, which seeks to optimally assign broadcast frequencies
to radio stations in order to limit interference between signals with the same frequency. It
was introduced by Goddard et al. [16] under the name broadcast chromatic number, which
underscored the original motivation. The term packing chromatic number was first used by
Bresˇar, Klavzˇar, and Rall in [7]. We also study a generalization of packing colorings. A
(d1, . . . , dk)-coloring φ : V (G) → {φi}i∈[k] of a graph G is a coloring such that the set of
vertices that receive color φi forms a di-packing. By this definition packing k-coloring is
equivalent to a (1, 2, . . . , k)-coloring. If di = d, we refer to φi as a d-color.
72.3.2 Improper coloring
A (d1, . . . , dk)-improper-coloring of a graph G is a partition of V (G) into disjoint color
classes X1, . . . , Xk such that each vertex in Xi has at most di neighbors in Xi. In the
literature (see Choi and Esperet [10]), these colorings are simply referred to as (d1, . . . , dk)-
colorings, or more generally as improper colorings. However, we use the term (d1, . . . , dk)-
improper-coloring to distinguish this type of coloring from the packing coloring variant. A
(0, 2)-improper-coloring of a graph G would partition V (G) into sets V0 and V2 such that
V0 is an independent set and G[V2] consists of paths and cycles. We define a slightly more
restrictive variation on the (0, 2)-improper-coloring. A {0, p}-coloring of a graph G is a
partition of V (G) into sets V0 and Vp such that V0 is an independent set and G[Vp] is a
linear forest. Figure 2.2(d) shows an example of a {0, p}-coloring of P3P3.
2.3.3 Facial unique-maximum coloring
A facial unique-maximum k-coloring of a plane graph G is a proper coloring c : V (G)→
[k] such that, for each face f ∈ F (G), there exists a vertex v on F such that c(v) > c(u) for
all vertices u 6= v on f . We often use FUM-coloring as an abbreviation of the term facial
unique-maximum coloring. Figure 2.2(e) shows an example of a FUM 4-coloring of P3P3.
The FUM-chromatic number of G, denoted χfum(G), is the smallest k such that G has a
FUM k-coloring. This concept was introduced by Fabrici and Go¨ring [12], who conjectured
a stronger version of the Four Color Theorem.
81 2 1
2 1 2
1 2 1
1 3 2
3 2 1
2 1 3
{1, 2}
{1, 3}
{2, 3}
{1, 3}
{2, 3}
{1, 2}
{2, 3}
{1, 2}
{1, 3}
3 1 2
1 4 1
2 1 3
(a) (b) (c)
p p 0
p 0 p
0 p p
1 2 1
2 3 2
1 2 4
(d) (e)
Figure 2.2 Various colorings of P3P3: (a) a proper coloring, (b) a list coloring, (c) a
packing coloring, (d) a {0, p}-coloring, and (e) a FUM-coloring. In (d), the
thick edges represent edges in G[Vp]. In (e), the arrows point from each face to
the vertex on its boundary receiving the unique-maximum color.
9CHAPTER 3. METHODS
In this chapter, we outline the various methods used to prove results in the subse-
quent chapters: discharging, linear and integer programming, boolean satisfiability, and
Thomassen’s precoloring method. We will then demonstrate each method by proving a
simple theorem.
3.1 Discharging
Discharging was developed by Wernicke in 1904 [25] in an attempt to prove the Four
Color Theorem. Discharging seeks to quantify the general fact that planar graphs cannot
have too many faces with high length and too many vertices with high degree.
A discharging proof is usually a proof by contradiction. We assume that our result
is false and take G to be a minimum counterexample; that is, among all graphs which
contradict the result, G has the smallest possible number of vertices.
We apply charge to the vertices and faces of G using the function µ : V (G)∪F (G)→ R
defined by µ(v) = a deg(v) − b for all v ∈ V (G) and µ(f) = (−12b − a)`(f) − b for all
f ∈ F (G), where a, b > 0. Recall three well-known formulas in graph theory:
• |V (G)| − |E(G)|+ |F (G)| = 2 (Euler’s Formula)
• ∑v∈V (G) deg(v) = 2|E(G)| (Handshaking Lemma)
• ∑f∈F (G) `(f) = 2|F (G)| (Facial Handshaking Lemma)
10
Using these formulas, we can show that the total charge on the vertices and faces of G is
∑
v∈V (G)
µ(v) +
∑
f∈F (G)
µ(f) =
∑
v∈V (G)
(
adeg(v)− b)+ ∑
f∈F (G)
[(
−1
2
b− a
)
`(f)− b
]
= 2a|E(G)| − b|V (G)|+ 2
(
−1
2
b− a
)
|E(G)| − b|F (G)|
= −b(|V (G)| − |E(G)|+ |F (G)|)
= −2b < 0.
We then construct rules which preserve charge while redistributing it so that each vertex
and face has nonnegative charge. To make this easier, we often rule out certain subgraphs
of G called reducible configurations using our assumptions about G. Since total charge was
initially negative but becomes nonnegative after redistribution, we have a contradiction.
We demonstrate the discharging method by proving the theorem for which Wernicke
initially developed the method.
Theorem 1 (Wernicke [25]). If G is a planar graph with minimum degree 5, then there
exists an edge uv ∈ E(G) such that deg(u) = 5 and 5 ≤ deg(v) ≤ 6.
Proof. Suppose that the statement is false. Let G be a counterexample with the smallest
possible number of vertices. Arbitrarily add as many edges as possible to G while main-
taining its planarity. This will result in a new graph G′ whose faces are all length 3. An
edge is light if one endpoint is a 5-vertex and the other is a 5- or 6-vertex. Each vertex in
G is a 5+-vertex, so any vertex incident to a new edge is a 6+-vertex in G′. Hence, if G′
contains a light edge, that edge must have been in G.
11
Apply charge µ(v) = deg(v)− 6 to each vertex v ∈ V (G′) and µ(f) = 2`(f)− 6 to each
face f ∈ F (G′). We verify that this charge function will result in a negative initial charge:
∑
v∈V (G′)
µ(v) +
∑
f∈F (G′)
µ(f) =
∑
v∈V (G′)
(
deg(v)− 6)+ ∑
f∈F (G′)
(
2`(f)− 6)
= 2|E(G′)| − 6|V (G′)|+ 4|E(G′)| − 6|F (G′)|
= −6(|V (G′)| − |E(G′)|+ |F (G′)|)
= −12.
We now proceed to the discharging phase of the proof. Redistribute charge throughout
G′ according to the following rule:
(R1) Each 5-vertex takes charge 15 from each of its neighbors.
Finally, we show that each vertex and face in G′ has nonnegative final charge, thus
deriving our contradiction. Each face in G′ is a triangle, so each face has charge 0. Each
5-vertex began with charge −1 and took charge 15 from each of its neighbors. Since two
5-vertices cannot be adjacent, each 5-vertex has final charge 0. Let v be a 6+-vertex. Since
v had initial charge deg(v)−6 and gave charge 15 to each degree 5 neighbor, the final charge
of v is at least 45 deg(v) − 6. We immediately see that if v is an 8+-vertex, it must have
positive charge. If v is a 6-vertex, then it cannot be adjacent to a 5-vertex, thus v has final
charge 0. If v is a 7-vertex, then it would need to be adjacent to at least six 5-vertices to
have a negative final charge. This would require that two of these vertices be incident to
the same face, and since each face of G′ is a triangle, those two 5-vertices would have to be
adjacent, which is impossible.
We have thus shown that, while the total initial charge on G′ was negative and no
charge was created or destroyed, each face and vertex has nonnegative final charge. This is
a contradiction, therefore no counterexample exists.
12
3.2 Linear and integer programming
Linear programming is a method of modeling an optimization problem using linear
relationships. It was developed by George Dantzig in 1947 for the U.S. Air Force and has
since been used extensively in industry. Given a system with parameters X1, . . . , Xn, we
seek to maximize or minimize the linear objective function
∑n
i=1 ciXi subject to a set of
linear constraints of the form
∑n
j=1 ai,jXj ≤ bi. Each linear constraint represents a half-
space in Rn and the set of feasible solutions is the intersection of these half-spaces, which
is a convex polyhedron. An optimal solution, if one exists, will occur at a vertex of the
polyhedron.
An integer program is a linear program with a single added constraint: Xi ∈ Z for all
i. While all linear programs are solvable in polynomial time, solving an integer program is
NP-hard, even when Xi ∈ {0, 1} for all i.
Below, we use integer programs to produce a simple result on the packing chromatic
number of P3P3.
Theorem 2. χρ(P3P3) = 4.
Proof. The proof consists of two integer programs: one exhibiting a packing 4-coloring of
P3P3, shown in Figure 3.1, and one showing that no packing 3-coloring of P3P3 exists.
First, we will show that no packing 3-coloring exists. Specifically, we will show that if
three colors are used, we can cover at most eight vertices. Let Xijk be a binary variable
representing whether vertex vij can receive color k. We require that each vertex can receive
at most one color. For each 1 ≤ i, j ≤ 3, we add the constraint
Xij1 +Xij2 +Xij3 ≤ 1.
We also need to enforce the distance restriction. For each color k and each pair of vertices
u, v such that dist(u, v) ≤ k, at most one of u and v can receive color k.
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Figure 3.1 P3P3 with an example of an optimal packing.
For v11 for example, we have the following constraints:
X111 +X121 ≤ 1 X112 +X122 ≤ 1 X113 +X123 ≤ 1
X111 +X211 ≤ 1 X112 +X212 ≤ 1 X113 +X213 ≤ 1
X112 +X132 ≤ 1 X113 +X133 ≤ 1
X112 +X222 ≤ 1 X113 +X23 ≤ 1
X112 +X312 ≤ 1 X113 +X313 ≤ 1
X113 +X233 ≤ 1
X113 +X323 ≤ 1
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The final integer program is
Maximize
∑
i,j,k∈{1,2,3}
Xijk
Subject to X111 +X112 +X113 ≤ 1
...
X331 +X332 +X333 ≤ 1
X111 +X121 ≤ 1
...
X323 +X333 ≤ 1
Xijk ∈ {0, 1} for i, j, k ∈ {1, 2, 3}
We enter this integer program into Sage’s MixedIntegerLinearProgram function and solve
it using Sage’s built-in GLPK solver. The result is that the maximum value of the objective
function is 8. Since P3P3 has nine vertices, no packing 3-coloring exists. Next, we construct
a similar integer program to try and find a packing 4-coloring of P3P3:
Maximize
∑
i,j∈{1,2,3}
k∈{1,2,3,4}
Xijk
Subject to X111 +X112 +X113 +X114 ≤ 1
...
X331 +X332 +X333 +X334 ≤ 1
X111 +X121 ≤ 1
...
X324 +X334 ≤ 1
Xijk ∈ {0, 1} for i, j ∈ {1, 2, 3}, k ∈ {1, 2, 3, 4}
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The objective function achieves a maximum of 9 with the following solution:
X111 = 0 X112 = 0 X113 = 1 X114 = 0
X121 = 1 X122 = 0 X123 = 0 X124 = 0
X131 = 0 X132 = 1 X133 = 0 X134 = 0
X211 = 1 X212 = 0 X213 = 0 X214 = 0
X221 = 0 X222 = 0 X223 = 0 X224 = 1
X231 = 1 X232 = 0 X233 = 0 X234 = 0
X311 = 0 X312 = 1 X313 = 0 X314 = 0
X321 = 1 X322 = 0 X323 = 0 X324 = 0
X331 = 0 X332 = 0 X333 = 1 X334 = 0
These variable assignments can be interpreted as the packing coloring shown in Figure 3.1.
Since P3P3 has a packing 4-coloring but no packing 3-coloring, χρ(P3P3) = 4.
3.3 Boolean satisfiability
A boolean satisfiability problem is a logical statement consisting of boolean variables.
If there exist values for each variable such that the entire statement evaluates to true, the
problem is satisfiable. If no such set of values exists, then the problem is unsatisfiable. A
literal is a single boolean variable or its negation. A clause is a statement consisting of
literals separated by logical ORs. A boolean satisfiability problem is in conjunctive normal
form if it consists of clauses separated by logical ANDs. The boolean satisfiability problem
is one of the classic NP-complete problems, however many efficient heuristics have been
developed to solve boolean satisfiability problems in conjunctive normal form.
Inspired by Chen, Martin, Martin, and Raimondi [9], we provide another proof of The-
orem 2 by constructing boolean satisfiability problems.
Proof of Theorem 2. We proceed by proving that no packing 3-coloring exists and finding
a packing 4-coloring, as in the previous proof. Let Xijk be a binary variable representing
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whether vertex vij can receive color k. First, we require that each vertex receive a color.
For each vertex vij , we add the clause Xij1 ∨Xij2 ∨Xij3. Then, for each color k and each
pair of vertices u, v such that dist(u, v) ≤ k, if one of these vertices receives color k, the
other does not. For vertex v11 for example, we add the following clauses:
¬X111 ∨ ¬X121 ¬X112 ∨ ¬X122 ¬X113 ∨ ¬X123
¬X111 ∨ ¬X211 ¬X112 ∨ ¬X212 ¬X113 ∨ ¬X213
¬X112 ∨ ¬X132 ¬X113 ∨ ¬X133
¬X112 ∨ ¬X222 ¬X113 ∨ ¬X23
¬X112 ∨ ¬X312 ¬X113 ∨ ¬X313
¬X113 ∨ ¬X233
¬X113 ∨ ¬X323
The final boolean satisfiability problem is
(X111 ∨X112 ∨X113) ∧ · · · ∧
(X331 ∨X332 ∨X333) ∧
(¬X111 ∨ ¬X121) ∧
(¬X112 ∨ ¬X122) ∧ · · · ∧
(¬X323 ∨ ¬X333).
Entering this formula into the Glucose SAT solver [3] reveals that the problem is unsatisfi-
able, thus no packing 3-coloring of P3P3 exists.
Next, we construct a similar boolean satisfiability problem to try and find a packing
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4-coloring of P3P3:
(X111 ∨X112 ∨X113 ∨X114) ∧ · · · ∧
(X331 ∨X332 ∨X333 ∨X334) ∧
(¬X111 ∨ ¬X121) ∧
(¬X112 ∨ ¬X122) ∧ · · · ∧
(¬X324 ∨ ¬X334)
Glucose determines that this problem is satisfiable and provides a solution:
X111 = 0 X112 = 0 X113 = 1 X114 = 0
X121 = 1 X122 = 0 X123 = 0 X124 = 0
X131 = 0 X132 = 1 X133 = 0 X134 = 0
X211 = 1 X212 = 0 X213 = 0 X214 = 0
X221 = 0 X222 = 0 X223 = 0 X224 = 1
X231 = 1 X232 = 0 X233 = 0 X234 = 0
X311 = 0 X312 = 1 X313 = 0 X314 = 0
X321 = 1 X322 = 0 X323 = 0 X324 = 0
X331 = 0 X332 = 0 X333 = 1 X334 = 0
These variable assignments can be interpreted as the packing coloring shown in Figure 3.1.
Since P3P3 has a packing 4-coloring but no packing 3-coloring, χρ(P3P3) = 4.
3.4 Thomassen’s precoloring method
This technique was developed by Thomassen [23] in order to prove the following result.
Theorem 3 (Thomassen [23]). All planar graphs are 5-choosable.
Theorem 3 is a corollary of the slightly stronger result in Theorem 4. Thomassen’s
method is best demonstrated by proving Theorem 4, which it was originally developed for.
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Theorem 4 (Thomassen [23]). Let G be a graph with list assignment L such that
• there is a path P with at most two vertices on the outer face such that the vertices in
P have distinct lists of size 1,
• every other vertex on the outer face has at least three colors in its list, and
• every vertex not on the outer face has at least five colors in its list.
Then G is L-colorable.
Proof. Suppose for contradiction that G is a counterexample with the minimum number
of vertices and L is its corresponding list assignment. We refer to the vertices in P as
precolored vertices since we have no choice in which color they receive. We first prove that
the outer face of G is bounded by an induced cycle.
We may assume that G is connected, otherwise by the minimality of G we could color
each component separately. Suppose G has a cut-vertex v. Let G1 and G2 be induced
subgraphs of G such that V (G1) ∪ V (G2) = V (G) and V (G1) ∩ V (G2) = {v}. Assume
without loss of generality that a, b ∈ V (G1). By the minimality of G, there exists an L-
coloring c1 of G1. Let L
′ be a list assignment on G2 such that L′(v) = {c1(v)} and L′ is
equal to L on V (G2)\{v}. Since L′ meets the criteria of a list assignment laid out in the
theorem (v is the precolored vertex), we can find an L′-coloring c2 of G2 that agrees with
c1 on v. Extending the colorings c1 and c2 to the entire graph yields an L-coloring. This is
a contradiction, thus G cannot have a cut-vertex.
Since G is connected and has no cut-vertices, the outer face of G must be bounded by a
cycle C. Suppose that C is not an induced cycle; that is, C has a chord uv. Let G1 and G2
be induced subgraphs of G such that V (G1)∪V (G2) = V (G) and V (G1)∩V (G2) = {u, v}.
Assume without loss of generality that a, b ∈ V (G1). We can again find an L-coloring c1 of
G1 by the minimality of G. Let L
′ be a list assignment on G2 such that L′(u) = {c1(u)},
L′(v) = {c1(v)}, and L′ is equal to L on V (G2)\{u, v}. By the minimality of G, we can find
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an L′-coloring c2 of G2 that agrees with c1 on u and v. We extend c1 and c2 to the entire
graph to again get a contradiction, thus C must be an induced cycle.
If P contains no vertices, arbitrarily pick a vertex and reduce its list to one color,
then redefine P to contain that vertex. Let a be one of the vertices in P . Let x and y be
adjacent vertices on the outer face such that x is adjacent to a and x /∈ V (P ). Let C be a set
consisting of two colors from L(x) not in L(a). Let G′ = G[V (G)\{x}], N = N(x)\{a, y},
and L′ be a list assignment on G′ such that L′(v) = L(v)\C if v ∈ N and L′(v) = L(v)
otherwise. By the minimality of G, there exists an L′-coloring c of G′. Since y is the only
neighbor of x that could have received one of the two colors in C, we can extend c to x,
thus coloring the entire graph. This is a contradiction, therefore no counterexample exists.
PN
G− C
x
y a
Figure 3.2 An example of a graph G with outer face bounded by an induced cycle. Note
that y /∈ V (P ) in this example, which need not be the case.
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CHAPTER 4. PACKING COLORING OF GRIDS
This chapter is based on Packing chromatic numbers of multi-layer lattices [20], a paper
in preparation for submission.
4.1 Introduction
The packing chromatic number of the square lattice Z2 is a major problem and has
already been studied extensively. Goddard, Harris, Hedetniemi, Hedetniemi, and Rall [16]
showed that the packing chromatic number of Z2 is between 9 and 23. Later, Fiala, Klavzˇar,
and Lidicky´ [14] improved the lower bound to 10 while Holub and Soukal [17] improved the
upper bound to 17. Finally, Chen, Martin, Martin, and Raimondi [9] improved the lower
bound further to 13 and the upper bound to 15, which is where both bounds remain. Finbow
and Rall [15] showed that Z3 (or Z2Z) does not have a finite packing. This brings about a
natural question: for which n ∈ N∪{∞} does χρ(Z2Pn) jump to infinity? Fiala, Klavzˇar,
and Lidicky´ [14] showed that the answer to this question is 2.
In [14], Fiala, Klavzˇar, and Lidicky´ also derived two results on the hexagonal lattice H.
They showed that χρ(H) = 7 and χρ(HPn) = ∞ for all n ≥ 6. Left as an open question
was for which n does χρ(HPn) make the jump to infinity. We respond with the following
conjecture.
Conjecture 1. The smallest value of n such that χρ(HPn) =∞ is 3.
Recently, Moss [21] proved that χρ(HP2) ≤ 205. Our main result is the following
theorem.
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Theorem 5. For n ≥ 4, χρ(HPn) =∞, where H is the infinite hexagonal lattice.
We also provide a lower bound for χρ(HP3).
Theorem 6. χρ(HP3) > 346.
While we could not prove that HP3 does not have a finite packing, we believe that
Theorem 6 strongly suggests that Conjecture 1 is true.
Inspired by the hexagonal lattice, we studied another cubic lattice, the truncated square
lattice T , shown in Figure 4.5. We determined its packing chromatic number exactly.
Theorem 7. χρ(T ) = 7, where T is the truncated square lattice.
The proof of Theorem 5 will introduce a new method involving integer and linear pro-
grams for determining packing chromatic numbers. Theorem 7 is proved using SAT solvers,
a technique developed by Chen, Martin, Martin, and Raimondi [9].
In the next section, we prove Theorem 5. Section 4.3 describes the proof of Theorem 7.
4.2 Hexagonal lattices
4.2.1 4 layers
The main topic of this section is the proof of Theorem 5. In order to prove Theorem 5,
we will first need to establish some concepts related to packing density.
Let Xi be the set of vertices in a graph receiving color i. In a finite graph G, the density
of Xi, denoted d(Xi), would simply be defined as
|Xi|
|V (G)| . Since |V (HP4)| = ∞, we need
to tweak the definition slightly. Let Hi be the induced subgraph of H on the vertex set
{u ∈ V (H) : dist(u, v) ≤ i}. Since H is vertex transitive, the choice of v in this definition
is irrelevant. For the purpose of packing colorings on HP4, define the density of Xi as
lim supi→∞
|Xi∩V (HiP4)|
|V (HiP4)| .
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Lemma 1. Given a subgraph G of H, if M is an upper bound for dGP4(Xi), then M is
also an upper bound for dHP4(Xi).
Proof. Suppose dHP4(Xi) > M . Since each vertex in HP4 appears in an equal number
of copies of GP4, dHP4(Xi) is bounded above by the average of the density of Xi over all
isomorphic copies of GP4 in HP4. This would require that the density of Xi in at least
one copy of GP4 be greater than M , which is a contradiction.
We use Lemma 1 to establish density bounds in the next two lemmas.
Lemma 2. d(X3) ≤ 18 .
Proof. Consider the subgraph C6P4 (see Figure 4.1). If a layer of this subgraph contains
a vertex from X3, there is only one location in the adjacent layer that can contain a vertex
from X3 (the opposite corner of the hex). However, three consecutive layers cannot contain
a vertex from X3. It is therefore only possible to have three vertices from X3 in C6P4, for
a maximum density of 18 .
vertices in X3
other vertices
Figure 4.1 An example of a packing X3 of C6P4 with density 18 .
We will now use an integer programming method to bound the density of colors 1, 2,
and 4.
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Lemma 3. d(X1 ∪X2 ∪X4) ≤ 23 .
Figure 4.2 A subgraph H ⊆ H used to bound d(X1 ∪X2 ∪X4).
Proof. Let H be the subgraph of H shown in Figure 4.2. Consider the graph HP4. For
each v ∈ V (HP4) and i ∈ {1, 2, 4}, let Yv,i be a binary variable that represents whether v
can receive color i. Each vertex v can only receive one color, giving us the constraint
Yv,1 + Yv,2 + Yv,4 ≤ 1 for all v ∈ V (HP4).
The distance restriction gives us the following three constraints:
Yv,1 + Yu,1 ≤ 1 for all u, v ∈ V (HP4) s.t. dist(u, v) = 1
Yv,2 + Yu,2 ≤ 1 for all u, v ∈ V (HP4) s.t. 1 ≤ dist(u, v) ≤ 2
Yv,4 + Yu,4 ≤ 1 for all u, v ∈ V (HP4) s.t. 1 ≤ dist(u, v) ≤ 4.
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Hence, the largest packing of HP4 with colors 1, 2, and 4 can be found by solving the
following integer program:
Maximize
∑
v∈V (HP4)
i∈{1,2,4}
Yv,i
Subject to Yv,i ∈ {0, 1} for all v ∈ V (HP4), i ∈ {1, 2, 4}
Yv,1 + Yu,1 ≤ 1 for all u, v ∈ V (HP4) s.t. dist(u, v) = 1
Yv,2 + Yu,2 ≤ 1 for all u, v ∈ V (HP4) s.t. 1 ≤ dist(u, v) ≤ 2
Yv,4 + Yu,4 ≤ 1 for all u, v ∈ V (HP4) s.t. 1 ≤ dist(u, v) ≤ 4∑
i∈{1,2,4}
Yv,i ≤ 1 for all v ∈ V (HP4).
The solution to this integer program is 64. Since HP4 has 96 vertices, this works out to
a density of 23 , which is an upper bound for d(X1 ∪X2 ∪X4) by Lemma 1.
We use weight functions to find bounds on density for the remaining colors. Given a
vertex v ∈ Xi, a weight function wv : V → [0, 1] assigns a weight to the vertices around v in
the hope that no vertex receives total weight greater than 1 from all vertices in Xi. Given
a weight function wv, the area A covered by v is
∑
u∈V wv(u).
The bounds for colors 5 and 6 are calculated using a linear programming method that
takes into account interaction between vertices in different layers that share the same color.
Lemma 4. d(X6) ≤ 0.0273
Proof. Given a vertex v, let
wv(u) =
 1, dist(u, v) ≤ 30, otherwise.
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Notice that a packing X6 is valid only if for each u ∈ HP4,
∑
v∈X6 wv(u) ≤ 1. Let di
be the density of color 6 in layer i and let Ai,j be area in layer i covered by a vertex in layer
j. Finding an upper bound for d(X6) is equivalent to maximizing
1
4(d1 + d2 + d3 + d4). We
can bound di above by
1
Ai,i
1− ∑
1≤j≤4
j 6=i
Ai,jdj
 .
Using the formula
Ai,j =

19, i = j
10, |i− j| = 1
4, |i− j| = 2
1, |i− j| = 3
for color 6, we have the following linear program:
Maximize 14(d1 + d2 + d3 + d4)
Subject to di ∈ [0, 1] for all i ∈ {1, 2, 3, 4}
d1 ≤ 119(1− 10d2 − 4d3 − d4)
d2 ≤ 119(1− 10d1 − 10d3 − 4d4)
d3 ≤ 119(1− 4d1 − 10d2 − 10d4)
d4 ≤ 119(1− d1 − 4d2 − 10d3)
The solution to this linear program gives us d(X6) ≤ 0.0273.
Lemma 5. d(X5) ≤ 0.0417.
Proof. We again wish to construct a weight function that captures the area covered by color
5. Constructing this function for color 5 presents a greater challenge than for color 6. Our
goal is to maximize the total weight given to each vertex while maintaining the property
that each vertex receives a total weight no greater than 1. We could use a binary weight
function like the one used in Lemma 4, but we can do better if we deal with distance 3
vertices as a special case.
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Let u be a vertex in layer 1 or 4. There exist configurations in which there are four
vertices from X5 that are distance 3 from u. However, there also exists configurations in
which there are three vertices from X5 that are distance 3 from u and a fourth cannot be
added. To account for this, we define a new function to help us maximize the total weight
given to the vertices.
Given vertices u and v with dist(u, v) = d, let nv(u) be the number of neighbors x of
v such that there is a path of length d between v and u that passes through x. Let uv be
the vertex in the same layer as v that is closest to u (where uv = u if u is in the same layer
as v) and define n`v(u) := nv(uv). Let wv : V (HP4) → [0, 1] be the function defined as
follows:
• if dist(v, u) < 3, wv(u) = 1
• if dist(v, u) = 3 and u is in layer 2 or 3, then wv(u) = 13n`v(u)
• if dist(v, u) = 3 and u is in layer 1 or 4, then wv(u) = 14nv(u)
• if dist(v, u) > 3, wv(u) = 0
Claim 1. If X5 is a valid packing, then
∑
v∈X5 wv(u) ≤ 1 for all u ∈ V .
Proof. Let u and v be vertices in HP4, where v ∈ X5. If dist(u, v) < 3, then we must have
dist(u, v′) > 3 for any v′ ∈ X5\{v}, in which case v′ contributes no weight to u. Assume
then that dist(u, v) = 3.
Suppose there exists a neighbor x of u such that x lies on a path of length 3 connecting
u and v and a path of length 3 connecting u and some v′ ∈ X5\{v}. Then there is a path
of length 2 connecting v and x and a path of length 2 connecting v′ and x. This gives
dist(v, v′) ≤ 4, which is a contradiction. Hence, for each neighbor x of u, there must be
only one vertex in X5 which is connected to u by a path of length 3 that passes through x.
Consequently, deg(u) is an upper bound on the number of distance 3 neighbors of u from
X5.
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Figure 4.3 Since x1 and x2 both lie on length 3 paths between v2 and u, nv2(u) = 2.
On the other hand, x1 is the only neighbor of v1 that lies on a length 3 path
between v1 and u, so nv1(u) = 1. Notice that v1, v4, and v7 could all be in X5,
but if instead v2 ∈ X5, then only one other vi could be in X5.
If u is in layer 1 or 4, deg(u) = 4. For each v ∈ X5 at distance 3 from u with nv(u)
we reduce by one the maximum number of vertices from X5 that can be distance 3 from
u. Hence, u can receive 12 weight from two vertices, or
1
2 from one vertex and
1
4 from up to
two vertices, or 14 from up to four vertices.
If u is in layer 2 or 3, deg(u) = 5. If v is not in the same layer as u, the only way that
nv(u) = 1 is if v is three layers away from u, which is impossible. We can thus have at most
three vertices in X5 at distance 3 from u: one for each neighbor of u in the same layer as
u. We ignore the neighbors of u in adjacent layers and use the function n`v to determine
the contribution of v. If n`v(u) = 2, then there can be at most one more vertex from X5
at distance 3 from u, so u receives 23 weight from v and at most
1
3 additional weight. If
n`v′(u) = 1 for all v
′ ∈ X5 that are distance 3 from u, then u receives 13 from at most three
vertices. In any case, u receives total weight no greater than 1.
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Let di be the density of color 5 in layer i. Each vertex in layer 2 that receives color 5
covers an area of 7 in layer 1, while each such vertex in layer 3 covers 52 in layer 1 and each
such vertex in layer 4 covers 14 in layer 1. In total, the area in layer 1 covered by vertices
outside of layer 1 is 7d2 +
5
2d3 +
1
4d4. Each vertex in layer 1 that receives color 5 covers an
area of 13 in layer 1, thus d1 ≤ 113
(
1− 7d2 − 52d3 − 14d4
)
. Using similar bounds for d2, d3,
and d4, we construct the following linear program:
Maximize 14(d1 + d2 + d3 + d4)
Subject to di ∈ [0, 1] for all i ∈ {1, 2, 3, 4}
d1 ≤ 113(1− 7d2 − 52d3 − 14d4)
d2 ≤ 114(1− 6d1 − 6d3 − 2d4)
d3 ≤ 114(1− 2d1 − 6d2 − 6d4)
d4 ≤ 113(1− 14d1 − 52d2 − 7d3)
The solution to this linear program gives us d(X5) ≤ 0.0417.
Lemma 6. For k ≥ 4, the density of X2k is bounded above by 16k2−12k+16 .
Proof. Given a vertex v in H, the number of vertices at distance k from v is 3k, hence the
number of vertices at distance at most k, including v, is
1 +
k∑
i=1
3i = 1 + 3
(k + 1)k
2
.
Summing over four layers, we have
A(v) =
k∑
i=k−3
(
1 + 3
(i+ 1)i
2
)
= 6k2 − 12k + 16,
therefore d(X2k) ≤ 16k2−12k+16 .
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We now have all of the bounds necessary to prove Theorem 5.
Proof of Theorem 5. Since d(Xi) decreases monotonically with i, we can use d(X6) as an
upper bound for d(X7) and d(X2k) as an upper bound for d(X2k+1). Thus, we have
∞∑
k=8
d(Xk) ≤ 2
∞∑
k=4
d(X2k)
≤ 2
∞∑
k=4
1
6k2 − 12k + 16
≤ 2
∞∑
k=4
1
6k2
≤ 1
3
∫ ∞
3
1
k2
dk
= −1
3
k−1
∣∣∣∣∞
3
=
1
9
.
Given any packing coloring X1, . . . , Xn, the following inequality holds:
n∑
k=1
d(Xk) ≤
∞∑
k=1
d(Xk)
≤ d(X1 ∪X2 ∪X4) + d(X3) + d(X5) + d(X6) + d(X7) +
∞∑
k=8
d(Xk)
≤ 2
3
+
1
8
+ 0.0417 + 2 · 0.0273 + 1
9
< 0.9992 < 1.
Hence, no finite packing of HP4 exists. For any n > 4, the existence of a finite packing
of HPn would imply that a complete finite packing of HP4. Therefore, for any n ≥ 4,
no finite packing of HPn exists.
4.2.2 3 layers
We also provide a lower bound for χρ(HP3) using methods similar to those used to
prove Theorem 5.
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Lemma 7. d(X3) ≤ 19 .
Proof. Consider the subgraph C6P3. No layer can contain two vertices from X3 and only
two layers of C6P3 can contain one vertex from X3, hence d(X3) ≤ 19 .
Lemma 8. d(X1 ∪X2 ∪X4 ∪X8) ≤ 4972 .
Proof. Let H be the subgraph of H in Figure 4.2. Consider the graph HP3. We can find
the largest packing of HP3 with colors 1, 2, 4, and 8 by solving an integer program similar
to the one in the proof of Lemma 3:
Maximize
∑
v∈V (HP3)
i∈{1,2,4,8}
Yv,i
Subject to Yv,i ∈ {0, 1} for all v ∈ V (HP3), i ∈ {1, 2, 4, 8}
Yv,1 + Yu,1 ≤ 1 for all u, v ∈ V (HP3) s.t. dist(u, v) = 1
Yv,2 + Yu,2 ≤ 1 for all u, v ∈ V (HP3) s.t. 1 ≤ dist(u, v) ≤ 2
Yv,4 + Yu,4 ≤ 1 for all u, v ∈ V (HP3) s.t. 1 ≤ dist(u, v) ≤ 4
Yv,8 + Yu,4 ≤ 1 for all u, v ∈ V (HP3) s.t. 1 ≤ dist(u, v) ≤ 8∑
i∈{1,2,4,8}
Yv,i ≤ 1 for all v ∈ V (HP3).
The solution to this integer program is 49, giving us a density of 4972 .
Lemma 9. Given a vertex v in H, the number of vertices u with dist(u, v) = d and nv(u) =
2 is 3bd−12 c.
Proof. To make the hexagonal lattice easier to work with, we flatten it so that it more
closely resembles a subgraph of the square lattice (see Figure 4.4). The vertices of H can
thus be expressed as elements of Z2: V (H) = {(i, j) : i, j ∈ Z}.
Consider the vertex v from Figure 4.4. Let v = (0, 0). Given a vertex u = (k, `), it is
clear that nv(u) = 1 if ` = 0, so we consider the cases when ` < 0 and ` > 0. Assume by
symmetry that k ≥ 0.
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v
Figure 4.4 A more convenient drawing of the hexagonal lattice.
Claim 2. If ` < 0, then nv(u) = 2 if and only if |`| − k ≤ −1.
Proof. Clearly dist(u, v) = distZ2(u, v) = |`|+k if and only if |`|−k ≤ 1. If |`|−k > 1, then
any path from v to u in Z2 of length distZ2(u, v) must contain a subpath (i, j)(i, j−1)(i, j−2).
Since the path (i, j)(i, j − 1)(i, j − 2) does not exist in H, it must be replaced by either
(i, j)(i+ 1, j)(i+ 1, j− 1)(i, j− 1)(i, j− 2) or (i, j)(i, j− 1)(i+ 1, j− 1)(i+ 1, j− 2)(i, j− 2),
depending on the parity of i and j. The minimum number of edge-disjoint subpaths of the
form (i, j)(i, j− 1)(i, j− 2) in a uv-path in Z2 is b |`|−k2 c, each of which increases distH(u, v)
by 2. Hence, dist(u, v) = |`|+ k + max
{
0, 2
⌊ |`|−k
2
⌋}
. Note that this formula is only valid
because u is below v and v is adjacent to the vertex directly below it.
If |`| − k ≤ −1, then we can easily find two uv-paths of length dist(u, v), one of which
passes through (1, 0) and one of which passes through (0,−1). Suppose that |`| − k > −1.
We will show that any uv-path P that passes through (1, 0) does not have length dist(u, v).
Assume that P begins with (0, 0)(1, 0)(2, 0). If u = (0,−1), then clearly P does not have
length dist(u, v); otherwise, |`| − |k − 2| > −1. Since dist((2, 0), (k, `)) = |`| + |k − 2| +
max
{
0, 2
⌊ |`|−|k−2|
2
⌋}
, the length of P is 2 + |`|+ |k − 2|+ max
{
0, 2
⌊ |`|−|k−2|
2
⌋}
.
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If k < 2, then
|E(P )| = |`|+ 4− k + max
{
0, 2
⌊ |`| − 2 + k
2
⌋}
= |`|+ 2 + max
{
2− k, 2
⌊ |`| − k
2
⌋
+ k
}
> |`|+ k + max
{
0, 2
⌊ |`| − k
2
⌋}
= dist(u, v).
If k ≥ 2, then
|E(P )| = |`|+ k + max
{
0, 2
⌊ |`| − k + 2
2
⌋}
> |`|+ k + max
{
0, 2
⌊ |`| − k
2
⌋}
= dist(u, v).
By Claim 2, for any vertex u = (k, `) with nv(u) = 2 and ` < 0, we have |k|+ ` ≥ 1 and
dist(u, v) = |k| − `. Given a fixed d = dist(u, v),
` ≥ 1− |k|
≥ 1− (`+ d)
≥ 1− d
2
.
This allows for bd−12 c values of `. Since k 6= 0, each value of ` corresponds to two possible
values of k, hence there are 2bd−12 c vertices u with nv(u) = 2 and ` < 0.
Claim 3. If ` > 0, then nv(u) = 2 if and only if k < `.
Proof. Since dist(u, v) = `+k if and only if `−k ≤ 0, we can show that dist(u, v) = `+k+
max
{
0, 2
⌊
`−k+1
2
⌋}
using an argument similar to that in Claim 2. If ` < k, then dist(u, v) =
` + k and clearly no uv-path that passes through (−1, 0) or (0,−1) has length dist(u, v).
Suppose ` ≥ k. The paths P1 = (0, 0)(−1, 0)(−1, 1)(0, 1) and P2 = (0, 0)(1, 0)(1, 1)(0, 1)
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are two uv-paths of length 3 = dist
(
(0, 0), (0, 1)
)
that pass through different neighbors of v.
Consider a (0, 1)(k, `)-path of length dist
(
(0, 1), (k, `)
)
. We have
dist
(
(0, 1), (k, `)
)
= `− 1 + k + max
{
0, 2
⌊
`− 1− k
2
⌋}
= `+ k + max
{
0, 2
⌊
`+ 1− k
2
⌋}
− 3
= dist(u, v)− 3,
hence we can construct uv-paths P1 ∪ P and P2 ∪ P of length dist(u, v) that pass through
different neighbors of v.
By Claim 3, for any vertex u = (k, `) with nv(u) = 2 and ` > 0, we have |k| < ` and
dist(u, v) = ` + |k| + 2
⌊
`−|k|+1
2
⌋
. If d = dist(u, v) is even, then d = 2`. Since |k| + ` must
be even and |k| < `, there are d/2− 1 possible values of k. If d is odd, then d = 2`+ 1. In
this case k + ` must be odd, so there are d−12 possible values of k. Regardless of the parity
of d, there is only one possible value of ` and bd−12 c possible values of k. Therefore, there
are 3bd−12 c vertices u with nv(u) = 2 in total.
Proof of Theorem 6. Let v be a vertex inHP3 in layer i. For each color n ≥ 5, we estimate
the density using a generalized weight function based on the parity of n. If n = 2k, we use
the weight function
wv(u) =
 1, dist(u, v) ≤ k0, otherwise
to calculate the area function
Ai,j = 1 + 3
(k − |i− j|)(k − |i− j|+ 1)
2
.
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If n = 2k + 1, we use the weight function
wv(u) =

1, dist(u, v) < k + 1
1
3nv,i(u), dist(u, v) = k + 1
0, otherwise.
to calculate the area function
Ai,j = 3
(k − |i− j|)(k − |i− j|+ 1)
2
+
⌊
3(k − |i− j|)
2
⌋
+ 2.
The vertices u in layer j with dist(u, v) < k+1 contribute 1+3 (k−|i−j|)(k−|i−j|+1)2 to Ai,j . By
Lemma 9, there are 3bk−|i−j|2 c vertices u in layer j with dist(u, v) = k + 1 and nv,i(u) = 2,
each contributing 23 to Ai,j . This leaves 3(k − |i− j|+ 1)− 3bk−|i−j|2 c vertices contributing
1
3 . The total contribution of vertices in layer j at distance k + 1 is
2
3
(
3
⌊
k − |i− j|
2
⌋)
+
1
3
[
3(k − |i− j|+ 1)− 3
⌊
k − |i− j|
2
⌋]
= 2
⌊
k − |i− j|
2
⌋
+ k − |i− j|+ 1−
⌊
k − |i− j|
2
⌋
=
⌊
k − |i− j|
2
⌋
+ k − |i− j|+ 1
=
⌊
3(k − |i− j|)
2
⌋
+ 1.
Using these values of Ai,j , we construct the linear program
Maximize 13(d1 + d2 + d3)
Subject to di ∈ [0, 1] for all i ∈ {1, 2, 3}
d1 ≤ 1A1,1 (1−A1,2d2 −A1,3d3)
d2 ≤ 1A2,2 (1−A2,1d1 −A2,3d3)
d3 ≤ 1A3,3 (1−A3,1d1 −A3,2d2),
providing the upper bounds for colors 5, 6, and 7, as well as colors 9 through 346.
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These bounds and the bounds from Lemmas 7 and 8 give us
347∑
k=1
d(Xk) ≤ d(X1 ∪X2 ∪X4 ∪X8) + d(X3) +
7∑
k=5
d(Xk) +
346∑
k=9
d(Xk)
<
49
72
+
1
9
+ 0.095754 + 0.112577
< 0.999996 < 1.
4.3 Truncated square lattices
Another infinite cubic graph that we studied was the truncated square lattice, T , shown
in Figure 4.5. Our goal is to prove Theorem 7, which states that χρ(T ) = 7.
Figure 4.5 The truncated square lattice, T .
We flatten T in the same fashion as H (see Figure 4.6) so that its vertices can be
expressed as elements of Z2.
Let m and n be positive integers such that 4 | m and 2 | n and let Vm,n = {(i, j) :
1 ≤ i ≤ m, 1 ≤ j ≤ n}, where vertex (1, 1) is adjacent to (1, 2). Take Gm,n = T [Vm,n]. If
χρ(T ) ≤M , then there must be a subgraph isomorphic to G that has a packing M -coloring.
Conversely, if G does not have a packing M -coloring, then χρ(T ) > M . Hence, our strategy
for finding a lower bound for χρ(T ) is to find a large value of M such that χρ(Gm,n) > M
for some m,n.
36
Figure 4.6 A more convenient drawing of the truncated square lattice.
To find an upper bound for χρ(T ), we use use a similar strategy on a slightly modified
version of Gm,n. Let G
′
m,n be a graph with vertex set V (Gm,n) and edge set
E ∪ {(1, j)(m, j) : 1 ≤ j ≤ n} ∪ {(i, 1)(i, n) : 1 < i < m, degGm,n(i, 1) = 2}.
Notice that this graph is designed to preserve adjacencies lost from cutting G out of the
lattice. If G′m,n has a packing M -coloring, then T can be partitioned into copies of Gm,n,
each receiving the same packing coloring. Finding such a coloring, which we refer to as a
tiling, would be sufficient to prove that χρ(Gm,n) < M . Hence, our strategy for finding an
upper bound for χρ(T ) is to find a small value of M such that χρ(Gm,n) ≤ M for some
m,n.
To find these bounds, we make use of a SAT solver to solve a boolean satisfiability
problem. A boolean satisfiability problem is a logical statement made up of clauses separated
by logical And (∧) operators. Each clause consists of literals – either boolean variables or
their negations – separated by logical Or (∨) operators. We will reformulate the problem of
calculating the packing chromatic number of an infinite graph as a satisfiability problem.
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Let Xi,j,k be a boolean variable that represents whether vertex (i, j) can receive color
k. The problem of finding a packing `-coloring requires two constraints:
• Each vertex must be able to receive at least one color: ∨(i,j)∈Vm,n Xi,j,k, 1 ≤ k ≤ `.
• Two vertices can only receive color k if they are at distance greater than k:
¬Xi1,j1,k ∨ ¬X12,j2,k, (i1, j1), (i2, j2) ∈ Vm,n, 1 ≤ k ≤ `, dist
(
(i1, j1), (i2, j2)
) ≤ k.
According to Chen, Martin, Martin, and Raimondi [9], the SAT solver program will
run more efficiently if the large clauses from the first constraint are broken up into several
smaller clauses. A large clause can be broken up into k + 1 smaller clauses using k new
variables known as commander variables. For example, the clause Xi,j,1∨Xi,j,2∨· · ·∨Xi,j,m
can be broken up using the commander variables Ci,j,1, Ci,j,2, . . . , Ci,j,k as follows:
(
Xi,j,1 ∨ · · · ∨Xi,j,bm/kc ∨ ¬Ci,j,1
)∧(
Xi,j,bm/kc+1 ∨ · · · ∨Xi,j,b2m/kc ∨ ¬Ci,j,2
)∧
...(
Xi,j,b(k−1)m/kc+1 ∨ · · · ∨Xi,j,m ∨ ¬Ci,j,m
)∧
(Ci,j,1 ∨ · · · ∨ Ci,j,k)
Notice that if no Xi,j,k is true, then each ¬Ci,j,k must be true and thus the last clause
cannot be satisfied. It is not clear how best to break up large clauses, so we decided that
a large clause containing m literals would be broken up into b√mc+ 1 clauses using b√mc
commander variables.
Since T is vertex-transitive, we can precolor a single vertex of G′m,n when calculating
an upper bound for χρ(T ). If we are looking for a packing `-coloring of G′m,n, then we
precolor an arbitrary vertex with color ` in order to reduce the number of clauses as much
as possible. If a coloring using fewer than ` colors exists, then we can recolor any single
vertex with `. If a coloring using exactly ` colors exists, then there exists such a coloring
where any single arbitrary vertex receives color `.
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We are now ready to prove Theorem 7.
Proof of Theorem 7. Using the satisfiability problem outlined above, we can obtain the
following two results:
• χρ(G12,12) > 6
• χρ(G′8,6) ≤ 7
The first result implies that χρ(T ) ≥ 7 while the second asserts the existence of a packing
7-coloring of T (see Figure 4.7). Therefore, χρ(T ) = 7.
7 1 2 1 4 1 2 1
1 3 1 2 1 3 1 2
3 1 5 1 3 1 6 1
1 2 1 7 1 2 1 4
2 1 3 1 2 1 3 1
1 6 1 3 1 5 1 3
Figure 4.7 A packing 7-coloring of G′8,6, which can be used to tile T .
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CHAPTER 5. PACKING COLORING OF SUBCUBIC PLANAR
GRAPHS
This chapter is the result of joint work with Bernard Lidicky´.
In [22], Sloper found that there are 4-regular graphs with arbitrarily high packing chro-
matic number. In particular, Sloper found that the infinite 4-regular tree does not have a
finite packing while the infinite cubic tree has packing chromatic number 7. Until recently,
it was unknown whether there was a bound on the packing chromatic number of subcubic
graphs. Balogh, Kostochka, and Liu [4] showed there are indeed subcubic graphs with ar-
bitrarily high chromatic number, but this question has nonetheless inspired much interest
in packing colorings of subcubic graphs.
Recall that the subdivision of a graph G, S(G), is formed by replacing each edge uv
with a vertex w and two new edges uw and vw. In [8], Bresˇar, Klavzˇar, Rall, and Wash
make the following conjecture.
Conjecture 2 (Bresˇar, Klavzˇar, Rall, Wash [8]). If G is a subcubic graph, then χρ(S(G)) ≤
5.
The following proposition is provided as a step towards a possible proof of Conjecture 2.
Proposition 1 (Bresˇar, Klavzˇar, Rall, Wash [8]). If a graph G is (1, 1, 2, 2)-colorable, then
χρ(S(G)) ≤ 5.
The proof of Proposition 1 is fairly straightforward. A 1-packing in G corresponds to a
3-packing in S(G) and a 2-packing in G corresponds to a 5-packing in S(G). If we use color
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1 on all of the vertices in S(G) added during the subdivision, then a (1, 1, 2, 2)-coloring of
G corresponds to a (1, 3, 3, 5, 5)-coloring of S(G) A (1, 3, 3, 5, 5)-coloring also qualifies as a
(1, 2, 3, 4, 5)-coloring, which is a packing 5-coloring.
Balogh, Kostochka, and Liu [5] have a result very similar to Conjecture 2.
Theorem 8 (Balogh, Kostochka, Liu [5]). If G is a connected subcubic graph, then S(G)
has a packing 8-coloring such that color 8 is used at most once.
This is proven using a method similar to that proposed in [8].
Theorem 9 (Balogh, Kostochka, Liu [5]). Every connected cubic graph has a (1, 1, 2, 2, 3, 3, 4)-
coloring such that color 4 is used at most once.
Inspired by Conjecture 2 and Theorem 8, we proved the following result.
Theorem 10. All subcubic planar graphs are (1, 1, 2, 2, 2)-colorable.
Proof. We prove the result using the discharging method. Suppose for contradiction that
the claim is false. Let G be a counterexample with the minimum possible number of vertices.
Throughout the proof, we will use a and b as the two 1-colors and c, d, and e as the three
2-colors. We begin by generating a list of reducible configurations.
Claim 4. G does not contain any 2-vertices.
Proof. We prove an equivalent statement: configurations C2,1 and C2,2 (see Figure 5.1) are
reducible.
Suppose for contradiction that G contains the configuration C2,1. Let U = {u1, u2} and
W = {w11, w12, w21, w22}. Let G′ be the graph constructed from G by removing v and
adding the edge u1u2. Since G
′ has fewer vertices than G, by the minimality of G there
exists a coloring φ of G. We will now try to extend the coloring φ to v. For X ⊆ V (G),
let φ(X) = {φ(v) : v ∈ X}. We may assume that φ(U) = {a, b}, otherwise we can color
v with the 1-color missing from φ(U). Assume without loss of generality that φ(u1) = a
and φ(u2) = b. If we can recolor u1 to b or u2 to a then we can color v with the 1-color we
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C2,1 C2,2
w11
w12
u1 v u2
w21
w22 w1
u1
v
u2
w2
(a) (b)
Figure 5.1 The two possible configurations of a 2-vertex.
freed up, so assume without loss of generality that φ(w11) = b and φ(w21) = a. Since φ(W )
contains at most two 2-colors, we can use the third to color v. This completes the coloring
of G, hence C2,1 is reducible.
Suppose now that G contains the configuration C2,2. Let U = {u1, u2} and W =
{w1, w2}. Let φ be a coloring of G − v. We can again assume that φ(u1) = a, φ(u2) = b,
φ(w1) = b, and φ(w2) = a. This allows us to color v with any 2-color, completing the
coloring of G, hence C2,2 is also reducible.
For the remaining reducible configurations (see Figure 5.2), we use a computer program.
Claim 5. The configurations C3,1, C3,2, C3,3, C3,4, C4, C5, C6, C7, and C8 are reducible.
Proof. Consider the configuration C3,1 from Figure 5.2(a). Our objective is to prove that
any precoloring of the vertices outside of C3,1 can be extended to C3,1. To each 2-vertex, we
append the configuration in Figure 5.3, which we call a 4-cluster. This gives us the graph
C13,1 in Figure 5.4(a). We must also consider two other possibilities. If the two 2-vertices are
adjacent to each other, then we have the graph C23,1 in Figure 5.4(b). If the two 2-vertices
in C3,1 are adjacent to the same vertex, then we append a single 4-cluster, which gives us
the graph C33,1 in Figure 5.4(c).
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C3,1 C3,2 C3,3
(a) (b) (c)
C3,4 C4 C5
(d) (e) (f)
C6 C7 C8
(g) (h) (i)
Figure 5.2 More reducible configurations.
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x
y1
y2
z
Figure 5.3 Precolored vertices added to reducible configurations.
C13,1 C
2
3,1 C
3
3,1
(a) (b) (c)
Figure 5.4 Partial precolorings on these graphs are extended to prove that C3,1 is reducible.
Each 4-cluster receives receives a cluster precoloring
(
φ(x), φ(y1), φ(y2), φ(z)
)
from the
following list, where the color 0 represents leaving x uncolored:
(a, b, c, a) (b, a, c, a) (c, a, b, a) (0, c, d, e)
(a, b, d, a) (b, a, d, a) (d, a, b, a) (0, c, e, d)
(a, b, e, a) (b, a, e, a) (e, a, b, a) (0, d, e, c)
For each combination of cluster precolorings on the two clusters in C13,1, the computer
program will attempt to extend the configuration precoloring to all of C13,1. The program
will likewise try to extend each cluster precoloring of the cluster in C33,1 to all of C
3
3,1. Since
C23,1 does not have any clusters to precolor, the program simply tries to find any (1, 1, 2, 2, 2)-
coloring. We argue that if all of these configuration precolorings can be extended, then
C3,1 is reducible. To do this we make a much simpler argument. If we replaced each 4-
cluster with a 3-cluster consisting only of x, y1, and y2, then we could prove that C3,1
is reducible by iterating through all combinations of proper cluster precolorings of each
3-cluster and extending the configuration precolorings to all of C3,1. However, we will
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show that checking the 12 listed 4-cluster precolorings is equivalent to checking all possible
3-cluster precolorings.
First, we make three observations.
Observation 1. Given a cluster precoloring φ, swapping φ(y1) and φ(y2) has no effect
on our ability to extend φ to C3,1. This means, for example, that the 3-cluster precoloring
(a, b, c) is equivalent to (a, c, b).
Observation 2. If we can extend a precoloring φ with φ(y1) 6= φ(y2), then we can extend
the precoloring φ′ with φ′(y2) = φ(y1) and φ′ = φ elsewhere. Thus, if we can extend (a, b, c),
there is no need to check (a, b, b).
Observation 3. If φ is a precoloring with φ(x) ∈ {c, d, e} and |{φ(y1), φ(y2)∩{a, b}}| = 1,
we can change φ(x) to the available color from {a, b} before trying to extend φ to C3,1. So,
instead of trying to extend the coloring (c, a, d), we could try to extend (b, a, d).
We conclude that checking the 4-cluster precolorings (a, b, c, a), (a, b, d, a), (a, b, e, a),
(b, a, c, a), (b, a, d, a), and (b, a, e, a) is equivalent to checking all 3-cluster precolorings φ
such that either
• φ(x) = a and b ∈ {φ(y1), φ(y2)},
• φ(x) = b and a ∈ {φ(y1), φ(y2)}, or
• φ(x) ∈ {c, d, e} and |{φ(y1), φ(y2) ∩ {a, b}}| = 1.
We also conclude that checking (c, a, b, a), (d, a, b, a), and (e, a, b, a) is equivalent to checking
all 3-cluster precolorings φ such that {φ(y1), φ(y2)} = {a, b}. All that is left to consider
for a 3-cluster coloring φ is the case where {φ(y1), φ(y2)} ⊆ {c, d, e}. We make one final
observation.
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Observation 4. If we can extend a 4-cluster precoloring φ with {φ(y1), φ(y2), φ(z)} =
{c, d, e}, then we can extend the precoloring φ′ with φ′(z) ∈ {a, b, φ(y2)} and φ′ = φ else-
where. Hence, if we can extend (0, c, d, e), we can also extend (0, c, d, a), (0, c, d, b), and
(0, c, d, d).
Thus, checking (0, c, d, e), (0, c, e, d), and (0, d, e, c) is equivalent to checking all 3-cluster
precolorings φ such that {φ(y1), φ(y2)} ⊆ {c, d, e}. With computer assistance, we iterate
through all combinations of the cluster precolorings of the two 4-clusters in C13,1 and all
cluster precolorings of the 4-cluster in C33,1. We find that each configuration precoloring is
extendable, thus C13,1 and C
3
3,1 are reducible. We also find that C
2
3,1 is (1, 1, 2, 2, 2)-colorable.
As a result, C3,1 is reducible.
For the remaining configurations in Figure 5.2, we follow a similar procedure. For each
pair of 2-vertices, the program adds a common neighbor or an edge between them. It
then repeats this procedure for each configuration that is generated in this way, discarding
nonplanar configurations, until it can no longer add vertices or edges without generating
nonplanar configurations. For every valid configuration that is generated, including the
original configuration in Figure 5.2, the program appends a 4-cluster to each 2-vertex.
Then, for each configuration precoloring, it tries to extend the precoloring to the entire
configuration. Each case of each of the configurations in Figure 5.2 is extendable, therefore
C3,2, C3,3, C3,4, C5, C6, C7, and C8 are reducible.
We now proceed to the discharging portion of the proof. Apply charge to the vertices
of G according to the function µ(v) = 2 deg(v) − 6 and to the faces of G according to the
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function µ(f) = `(f)− 6. The total initial charge on G is
∑
v∈V (G)
µ(v) +
∑
f∈F (G)
µ(f) =
∑
v∈V (G)
(
2 deg(v)− 6)+ ∑
f∈F (G)
(
`(f)− 6)
= 4|E(G)| − 6|V (G)|+ 2|E(G)| − 6|F (G)|
= −6(|V (G)| − |E(G)|+ |F (G)|)
= −12.
Redistribute charge according to the following rules:
(R1) Each face f gives charge 1 to each 3-face adjacent to f .
(R2) Each face f gives charge 15 to each 5-face adjacent to f .
Since all vertices in G received an initial charge of 0 and the rules did not affect vertices,
all vertices have a final charge of 0.
Let f be a face and let µ′(f) be the charge on f after applying (R1) and (R2). By
configurations C4, C6, C7, and C8, f cannot be a 4-, 6-, 7-, or 8-face.
If `(f) = 3, then µ(f) = −3 and f receives charge 1 from each of its three adjacent faces
by (R1). By configurations C3,1 and C3,2, f does not have any adjacent 3- or 5-faces to give
charge to by rules (R1) and (R2), thus µ′(f) = 0.
If `(f) = 5, then µ(f) = −1 and f receives charge 15 from each of its five adjacent faces
by (R2). By configurations C3,2 and C5, f does not have any adjacent 3- or 5-faces to give
charge to by rules (R1) and (R2), thus µ′(f) = 0.
If `(f) = 9, then µ(f) = 3. By configuration C3,3, f cannot be adjacent to any 3-faces.
By (R2), f gives up charge of at most 15 to each neighboring face, thus µ
′(f) ≥ 65 .
If `(f) = 10, then µ(f) = 4. Since all vertices have degree 3, any two consecutive
neighboring faces of f must be adjacent to each other. Hence by configurations C3,1, C3,2,
and C5, f gives up charge to at most five of its neighboring faces. The only way that
µ′(f) < 0 is if f gives up charge to five of its neighboring faces and at least four of those
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are 3-faces. This would require that G contains configuration C3,4, which is reducible, thus
µ′(f) ≥ 0.
If `(f) ≥ 11, then f loses charge at most 1 to at most b`(f)/2c neighboring faces. The
final charge of f is
µ′(f) ≥ µ(f)−
⌊
`(f)
2
⌋
= `(f)− 6−
⌊
`(f)
2
⌋
=
⌈
`(f)
2
⌉
− 6
≥ 0,
thus f has nonnegative final charge.
Since all vertices and faces have nonnegative final charge, the total final charge of G is
nonnegative. However, the total initial charge of G was −12 and no charge was created or
destroyed. This provides our contradiction.
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CHAPTER 6. IMPROPER COLORING
This chapter is the result of joint work with Ilkyoo Choi and Bernard Lidicky´.
Recall that a {0, p}-coloring is a partition of the vertices into sets V0 and Vp such that
V0 is an independent set and G[Vp] is a linear forest In this chapter, we prove the following
result.
Theorem 11. All subcubic K4-free planar graphs have a {0, p}-coloring.
It should be noted, however, that after we completed our proof we discovered the fol-
lowing result by Borodin, Kostochka, and Toft [6].
Theorem 12 (Borodin, Kostochka, Toft [6]). Let G be a connected graph with maximum
degree ∆ ≥ 3 and not the complete graph K∆+1. Let also k1, . . . , ks be positive integers,
s ≥ 2, such that k1 + · · · + ks ≥ ∆. Then V (G) can be covered by induced subgraphs
G1, . . . , Gs such that col(Gi) ≤ ki whenever 1 ≤ i ≤ s.
Note that the coloring number of G, denoted col(G), is the minimum k such that in
every subgraph G′ of G, there is a vertex v such that degG′(v) < k. Theorem 11 is a
corollary of Theorem 12 with ∆ = 3, k1 = 1, and k2 = 2. Regardless, we include our proof
below.
Proof of Theorem 11. Suppose by way of contradiction that the statement is false. Let
G be a counterexample with the smallest number of vertices. By minimality, G must be
connected, otherwise we could color each of the components of G. We begin by proving
that every vertex in G has degree 3.
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Claim 6. G contains no 1-vertices.
Proof. Suppose there exists a 1-vertex v. Let v1 be the neighbor of v. Color G − v. No
matter which color v1 receives, we can use the other color for v.
Claim 7. G contains no 2-vertices.
Proof. Suppose there exists a 2-vertex v. Let v1 and v2 be the neighbors of v. Color G− v.
If v1 and v2 receive the same color, we can use the other color for v. Assume that c(v1) = 0
and c(v2) = p. If deg(v2) = 2, then we can color v with p, so assume deg(v2) = 3. Let
v3 and v4 be the other neighbors of v2. Color v with p. This creates a conflict only if
c(v3) = c(v4) = p, in which case we simply recolor v2 with 0.
Since ∆(G) = 3, by Claims 6 and 7 G must be cubic.
Claim 8. Let C = v1v2 · · · vn be an induced cycle. For i = 1, . . . , n, let v′i be the neighbor of
vi outside of C. If c is a proper {0, p}-coloring for G−C, then c is extendable to G unless
c(v′i) = 0 for i = 1, . . . , n.
0
00
0
0 0
Figure 6.1 The only coloring of G− C that cannot be extended to G.
Proof. Assume that at least one of the vertices v′1, . . . , v′n has color p. Consider the following
cases.
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0
vi−1 vi vi+1
v′i−1 v′i v
′
i+1
p
p
p
vi−1 vi vi+1
v′i−1 v′i v
′
i+1
0
0
p
vi−1 vi vi+1
v′i−1 v′i v
′
i+1
p
(R1) (R2) (R3)
Figure 6.2 Rules for coloring the cycle C.
Case 1: At least one of the vertices v′1, · · · , v′n has color 0.
In particular, this means that there exists i ∈ {1, . . . , n} such that c(v′i) = 0 and c(v′i+1) = p
(where v′n+1 = v′1). By symmetry, we may assume that c(v′n) = 0 and c(v′1) = p. Color v1
with 0. Color v2, . . ., vn in order according to the following rules:
(R1) If c(v′i) = 0, then color vi with p.
(R2) If c(v′i) = c(vi−1) = p, then color vi with 0.
(R3) If c(v′i) = p and c(vi−1) = 0, then color vi with p.
Suppose these rules do not result in a proper {0, p}-coloring of G. Then G contains
either a p-cycle (a cycle consisting of vertices colored with p), a p-claw (a vertex and its
three neighbors, all colored with p), or two neighbors colored with 0. It is clear from the
rules that we did not introduce a pair of neighbors colored with 0. If a p-claw centered at
vertex v was introduced, then we can simply recolor v with 0 to make the coloring proper.
Since v1 received color 0, C cannot be a p-cycle. If a p-cycle was introduced elsewhere,
it must contain the path v′ivivi+1 · · · vj−1vjv′j for some i and j with 1 < i < j < n. Since
c(v′j) = p, (R3) must have been applied to vj . This means that c(vj−1) = 0, a contradiction,
hence no p-cycle exists and we must have a proper {0, p}-coloring.
Case 2: c(v′i) = p for i = 1, 2, . . . , n.
If there exists a vertex v′i which does not have a neighbor that is precolored with 0, then
we can recolor v′i with 0. Since G is K4-free, there must be at least two distinct vertices
51
among v′1, . . . , v′n, which means that one of the vertices v′1, . . . , v′n is colored with 0 and at
least one is colored with p, hence the new coloring extends to C by the above argument. If
no such v′i exists and n is even, then we can simply color odd-indexed vertices of C with p
and even-indexed vertices with 0. Assume then that n is odd and for i = 1, . . . , n, v′i has
at least one neighbor precolored with 0. There does not exist a p-path that contains v′n,
v′1, and v′2, otherwise one of those vertices would have two neighbors in the p-path and one
uncolored neighbor. We can assume by symmetry that there is not a p-path that contains
v′n and v′1. In this case, we can again color odd-indexed vertices with p and even-indexed
vertices with 0.
Claim 9. Let C1 = v1v2 · · · vn and C2 = v1v2 · · · vkuk+1uk+2 · · ·um be two induced cycles
that share the path P = v1v2 · · · vk such that vi is not adjacent to uj for k + 1 ≤ i ≤ n and
k + 1 ≤ j ≤ m. The configuration consisting of these two cycles is reducible.
v1
v2
vk vk+1
vk+2
vn
uk+1
uk+2
un
C1C2
Figure 6.3 Two cycles C1 and C2 sharing a path, where uivj /∈ E(G) for any k+1 ≤ i ≤ n
and k + 1 ≤ j ≤ n.
Proof. By minimality, there exists a proper {0, p}-coloring c of G − C1. By Claim 8, c is
extendable to G unless each precolored vertex adjacent to C1 has color 0. If this is the
case, let c′ be a coloring on G − C2 such that c′ = c on G − (C1 ∪ C2) and c′(vi) = p
for i = k + 1, k + 2, . . . , n. Since the neighbors of v1 and vk outside of C2 (vn and vk+1,
respectively) have color p, by Claim 8 c′ is extendable to G.
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Claim 10. No two cycles share a path.
Proof. Suppose the converse is true. Let C = v1v2 · · · vn be the smallest cycle in G that
shares a path with another cycle. For each pair of vertices vi, vj ∈ C, find the shortest path
between vi and vj that does not intersect C except at its endpoints, if one exists. Among
all such paths, let P = vkp1p2 · · · pmv` be the shortest. Note that we are guaranteed at least
one such path: along the cycle that C shares a path with. The path P cannot consist of a
single edge, otherwise there exists a cycle shorter than C which shares a path with another
cycle. The graph C ∪ P forms the reducible configuration from Claim 9 unless there exists
an edge pivj , where j 6= k, `. If 2 ≤ i ≤ m − 1, then vkp1 · · · pivj is shorter than P , which
is a contradiction. By symmetry, we can assume that i = 1. The path P cannot consist
of a single edge and the path vkp1vj cannot be shorter than P , so P = vkp1v`. The cycles
vkvk+1 · · · v`p1 and v`v`+1 · · · vkp1 cannot be shorter than C, so n ≤ 4. Since C consists
of at most four vertices, vj must be adjacent to either vk or v`. One of the cycles vkp1vj
or v`p1vj exists, so we must have n = 3, otherwise there would be a cycle shorter than C
that shares a path with another cycle. Therefore, this configuration only consists of four
vertices, vk, v`, vj , and p1. These vertices form a K4, a contradiction.
We are now ready to prove Theorem 11. Let P = v1v2 · · · vn be a path of maximum
length in G. Since deg(v1) = 3, v1 must have two neighbors u and w besides v2. If u or
w are not both on P , then there exists a path longer than P , so u,w ∈ {v3, . . . , vn}. This
forms two cycles which share a path, contradicting Claim 10.
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CHAPTER 7. FACIAL UNIQUE-MAXIMAL COLORING
This chapter is based on A counterexample to a conjecture on facial unique-maximal
colorings [19], in Discrete Applied Mathematics, and On facial unique-maximum colorings
of plane graphs [18], a paper in preparation for submission.
7.1 Introduction
Facial unique-maximum colorings were first studied by Fabrici and Go¨ring [12]. In the
same paper, Fabrici and Go¨ring proved that for a plane graph G, χfum(G) ≤ 6. This
result was improved upon by Wendland [24] and later by Andova, Lidicky´, Luzˇar, and
Sˇkrekovski [1]. The edge variant of the problem was studied by Fabrici, Jendrol’, and
Vrbjarova´ [13]. More information on these facially constrained colorings can be found in a
survey by Czap and Jendrol’ [11].
One of the most important theorems in graph theory is the Four Color Theorem, which
states that any planar graph has a proper coloring using at most four colors [2]. Fabrici
and Go¨ring [12] proposed the following strengthening of the Four Color Theorem.
Conjecture 3 (Fabrici, Go¨ring [12]). Given any plane graph G, χfum(G) ≤ 4.
In Section 7.2, we show that Conjecture 3 is false. In Section 7.3, we provide sufficient
conditions for a graph G to have χfum(G) ≤ 4, improving a result of Andova, Lidicky´, Luzˇar,
and Sˇkrekovski [1].
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a1
a2
a3
a4
b1
b2 b3
b4
H
a′1
a′2
a′3
a′4
b′1
b′2 b
′
3
b′4
H ′
Figure 7.1 A counterexample to Conjecture 3.
7.2 Counterexample to Fabrici and Go¨ring’s conjecture
In [19], we provide a counterexample to Conjecture 3.
Proposition 2. There exists a plane graph G with χfum(G) > 4.
Proof. Let G be the graph depicted in Figure 7.1. It consists of the induced graph H on
the vertex set {a1, . . . , a4, b1, . . . b4} and the edge set {aiai+1, bibi+1, aibi, ai+1bi : 1 ≤ i ≤
4 with a5 = a1 and b5 = b1}, H ′ (an isomorphic copy of H), and the edge a4a′2 connecting
them. Suppose for contradiction that G has a FUM-coloring with colors in {1, 2, 3, 4}. The
color 4 is assigned to at most one vertex in the outer face of G, so by symmetry we may
assume that a1, a2, a3, and a4 have colors in {1, 2, 3}. Next we proceed only with H to
obtain the contradiction.
By symmetry, assume b4 is the unique vertex in H that (possibly) has color 4. Without
loss of generality, we assume a1, b1, and a2 are colored by x, y, and z, respectively, where
{x, y, z} = {1, 2, 3}. This forces b2 to be colored with x, a3 to be colored with y, and b3
to be colored with z. Since a4 is adjacent to vertices with colors x, y, and z, it must have
color 4, a contradiction.
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H2 H3
HkH`
(a) (b)
Figure 7.2 More counterexamples to Conjecture 3.
The contradiction in Proposition 2 is produced from the property of H that every
coloring of H by colors {1, 2, 3, 4}, where every interior face has a unique-maximum color,
has a vertex in the outer face colored by 4. We can generalize the counterexample in
Figure 7.1 by constructing an infinite family of graphs H = {Hk}k≥1 that can take the
place of H or H ′. We construct a graph Hk on 6k+ 2 vertices by first embedding the cycle
b1b2 · · · b3k+1 inside the cycle a1a2 · · · a3k+1. For 1 ≤ i ≤ 3k, add edges aibi and biai+1, then
add the edges a3k+1b3k+1 and b3k+1a1. By this definition, the graph H is equivalent to H1.
See Figure 7.2(a) for an example of a generalization of the counterexample.
It is possible to construct more diverse counterexamples by embedding copies of members
of H inside the faces of any 4-chromatic graph G and adding an edge from each copy to
some vertex on the face it belongs to. It suffices to embed the graphs from H into a set of
faces K such that in every 4-coloring of G, there is at least one face in K incident with a
vertex of G colored by 4. An example of this with G being K4 is given in Figure 7.2(b).
We now introduce a variation of Conjecture 3 with maximum degree and connectivity
conditions added.
Conjecture 4. If G is a connected plane graph with maximum degree 4, then χfum(G) ≤ 4.
Notice that we constructed a counterexample of maximum degree 5. Moreover, removing
the edge a4a
′
2 from the graph in Figure 7.1 gives a disconnected graph with maximum degree
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4 that does not have a FUM-coloring with colors in {1, 2, 3, 4}. Recall that Andova, Lidicky´,
Luzˇar, and Sˇkrekovski [1] showed that maximum degree 3 suffices.
7.3 Improving the χfum bound for subcubic plane graphs
Fabrici and Go¨ring [12] proved that for any plane graph G, χfum(G) ≤ 6, while Wend-
land [24] improved the upper bound to 5. Andova, Lidicky´, Luzˇar, and Sˇkrekovski [1]
proved that if G is a subcubic or outerplane graph, χfum(G) ≤ 4. In [18], we improve on
the subcubic result with the following theorem.
Theorem 13. Let G be a plane graph and X = {v ∈ V (G) : d(v) ≥ 4}. If G[X] is a
matching, then χfum(G) ≤ 4.
Theorem 13 is proven as a corollary of a slightly stronger result stated in Lemma 10.
Lemma 10. Let G be a plane graph with a path P on the outer face with at most two
vertices. Let X = {v ∈ V (G) : d(v) ≥ 4} ∪ {v ∈ V (P ) : d(v) = 3} such that G[X] is
a matching. Given any proper coloring c of the vertices in P using colors {1, 2, 3}, there
exists an extension of c to G using colors {1, 2, 3, 4} such that color 4 does not appear on
the outer face and all internal faces have a unique maximum color.
Proof. Suppose for contradiction that G is a counterexample of minimum order. Let F be
the outer face of G.
First we introduce a claim, that we repeatedly use when using the minimality of G.
Claim 11. Let H be a proper subgraph of G and P ′ be a path on the outer face of H with
at most two vertices such that dH(v) < dG(v) for all v ∈ V (P ′) \ V (P ). Then any proper
coloring c′ of the vertices in P ′ using colors {1, 2, 3} can be extended to a coloring of H
using colors {1, 2, 3, 4} such that color 4 does not appear on the outer face and all internal
faces have a unique maximum color.
Proof. Let X ′ = {v ∈ V (H) : dH(v) ≥ 4} ∪ {v ∈ V (P ′) : dH(v) = 3}. If X ′ is a matching,
then H can be colored by the minimality of G. Suppose for contradiction that X ′ is not a
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matching. Then there must be a vertex v that is in X ′ but not in X. Since dH(v) ≤ dG(v),
we cannot have dH(v) ≥ 4, otherwise dG(v) ≥ 4 and thus v would be in X. So v must be
in the set {v ∈ V (P ′) : dH(v) = 3}. This implies that either dG(v) ≥ 4 or v ∈ P . In either
case v ∈ X, which is a contradiction.
Claim 12. F is bounded by a cycle.
v
Y ′ Z
P
Figure 7.3 An example of a cut vertex v incident with F where one component of G − v
is drawn inside another.
Proof. First note that G has only one connected component incident to F , otherwise
Claim 11 could be used on each such component of G separately. Also note that if G
has no internal faces, then it is a tree and any proper coloring using {1, 2, 3} works.
If every vertex in the outer face is incident to exactly two edges of the outer face, F is a
cycle. So suppose for contradiction that G has a vertex v incident with at least three edges
in the outer face. Notice that v is a cut vertex. Let Y be the set of vertices consisting of v
and the vertices of the connected component of G−v that intersects P , if such a component
exists. If no component of G− v intersects P , pick an arbitrary one. Let Y ′ be the union of
Y and the set of all vertices that are drawn in the interior faces of G[Y ] in G; see Figure 7.3.
By the minimality of G, there exists a coloring cY ′ of G[Y
′]. Let Z = (V (G) \ Y ′) ∪ {v}.
Since dG[Z](v) < dG(v), by Claim 11 a precoloring of v with cY ′(v) can be extended to a
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coloring cZ of G[Z]. Since v has the same color in cY ′ and cZ , we can combine the two
colorings into a coloring c of G, a contradiction.
Let C be the cycle that bounds F .
Claim 13. C does not have any chords.
v
u
P
Y ′ Z
Figure 7.4 An example of a chord uv on C where one component of G − {u, v} is drawn
inside another.
Proof. Suppose for contradiction that C has a chord uv. Let Y be the set of vertices
consisting of u and v and the vertices of the connected component of G − {u, v} that
intersects P , if such a component exists. If no component of G − v intersects P , pick an
arbitrary one. Let Y ′ be the union of Y and the set of all vertices that are drawn in the
interior faces of G[Y ] in G; see Figure 7.4. By the minimality of G, there exists a coloring
cY ′ of G[Y
′]. Let Z = (V (G) \ Y ′) ∪ {u, v}. Since dG[Z](v) < dG(v) and dG[Z](u) < dG(u),
by Claim 11 a precoloring of u with cY ′(u) and v with cY ′(v) can be extended to a coloring
cZ of G[Z]. Since u and v each have the same color in cY ′ and cZ , we can combine the two
colorings into a coloring c of G, a contradiction. Therefore, C does not have any chords.
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Claim 14. G is not a cycle.
Proof. Suppose for contradiction that G is a cycle. If a vertex in P receives color 3, then
color the rest of G alternately with colors 1 and 2. Otherwise, pick a vertex not in P to
receive color 3, then color the rest of the vertices alternately with 1 and 2. The interior face
has only one vertex that receives color 3, hence all interior faces have a unique maximum
color, which is a contradiction.
Claim 15. V (C) \ V (P ) does not contain a 2-vertex.
v
u
PG− C
Figure 7.5 A non-precolored 2-vertex v on the outer face of G.
Proof. Suppose for contradiction that V (C)\V (P ) contains a 2-vertex v. By Claim 13 and
Claim 14, there must be a vertex u that is on the outer face of G−v but not in C, as shown
in Figure 7.5. Let Y = V (G) \ {u, v}. By the minimality of G, we can color Y such that
every internal face of G[Y ] has a unique maximum color and the vertices in the outer face
receive colors from {1, 2, 3}. Coloring u with 4 gives a unique maximum color to every face
incident with u. We now color v with the color from {1, 2, 3} not used on either of its two
neighbors to complete the coloring and arrive at a contradiction.
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Claim 16. V (C) \ V (P ) does not have a 3-vertex.
v
u
PG− C
Figure 7.6 A non-precolored 3-vertex v on the outer face of G.
Proof. Suppose for contradiction that V (C) \ V (P ) has a 3-vertex v with neighbor u not
in C; see Figure 7.6. Let Y = V (G) \ {u, v}. By the minimality of G, we can color Y such
that every internal face of G[Y ] has a unique maximum color. Coloring u with 4 gives a
unique maximum color to every face incident with u. We now color v with the color from
{1, 2, 3} not used on either of its two neighbors from C to complete the coloring and arrive
at a contradiction.
By Claim 12, C cannot have any 1-vertices. By Claims 15 and 16, V (C) \ V (P ) cannot
have 2- or 3-vertices either. Hence each vertex in V (C) \V (P ) must have degree at least 4.
Claim 17. P does not consist of two 2-vertices.
Proof. Suppose for contradiction that P consists of two 2-vertices v1 and v2. Let u1 and u2
be the neighbors of v1 and v2, respectively, in V (C) \ V (P ). Note that it is possible that
|V (C)| = 3, in which case u1 = u2. Since all vertices in V (C) \V (P ) have degree at least 4,
either u1 = u2 or u1 and u2 are the only vertices in V (C) \V (P ) and are therefore adjacent
along F . By Claim 13 and Claim 14, there must exist a vertex w that is on the outer face
of G− {v1, v2} but not in C, as shown in Figure 7.7. Let Y = V (G) \ {v1, v2, w}. Color u1
with a color from {1, 2, 3} not used on v1 and color u2 with a color from {1, 2, 3} not used
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v1v2
u2 u1
w
P
G− C
Figure 7.7 A precolored path P consisting of two 2-vertices.
on either v2 or u1. By Claim 11, we can extend the precoloring on {u1, u2} to all of G[Y ]
such that every internal face of G[Y ] has a unique maximum color. Coloring w with 4 gives
a unique maximum color to every face incident with w, thus completing the coloring of G
and producing a contradiction.
Claim 18. P does not have a 2-vertex.
v
v1 v2
u
P
G− C
Figure 7.8 A precolored 2-vertex v on the outer face of G.
Proof. Suppose for contradiction that P has a 2-vertex v. Let v1 and v2 be the neighbors of v
in C. By symmetry, we can assume that v1 is not in P . If |V (P )| = 1, then v2 ∈ V (C)\V (P )
and thus has degree at least 4. Since X is a matching, v1 and v2 must be the only vertices
in V (C) \ V (P ). If |V (P )| = 2, then v2 ∈ V (P ) and d(v2) ≥ 3. Since d(v1) ≥ 4, it must
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be the only vertex in V (C) \ V (P ). In either case, v1 and v2 must be adjacent along F . If
v2 is not in V (P ), color v2 with a color from {1, 2, 3} not used on v. Next, color v1 with
a color from {1, 2, 3} not used on either v or v2. By Claim 13 and Claim 14, there must
exist a vertex u that is on the outer face of G− v but not in C, as shown in Figure 7.8. Let
Y = V (G) \ {u, v}. By Claim 11, we can extend the precoloring on {v1, v2} to all of G[Y ]
such that every internal face of G[Y ] has a unique maximum color. Coloring w with 4 gives
a unique maximum color to every face of G incident with w, thus completing the coloring
and producing a contradiction.
By Claim 18, each vertex in P must have degree at least 3. Furthermore, by Claim 15
and Claim 16 each vertex in V (C) \ V (P ) must have degree at least 4. This means that
every vertex in C also belongs to X, a contradiction since X is a matching and C is a
cycle.
We are now ready to prove Theorem 13.
Proof of Theorem 13. Let G be a plane graph and X = {v ∈ V (G) : d(v) ≥ 4} such that
G[X] is a matching. Pick a vertex v on the outer face of G and apply Lemma 10 to G− v.
Color v with 4 to complete the coloring.
We end with a conjecture that would extend the result in Theorem 13.
Conjecture 5. Let G be a plane graph and X = {v ∈ V (G) : d(v) ≥ 4}. If G[X] has
maximum degree 3, then χfum(G) ≤ 4.
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APPENDIX. ADDITIONAL CODE
The following Sage code is used to calculate the maximum density of a packing coloring
of HP4.
# Upper bound f o r dens i ty o f c o l o r 5
p = MixedIntegerLinearProgram ( maximization = True , s o l v e r = ”GLPK” )
x = p . new var iab l e ( i n t e g e r = False , nonnegat ive = True )
p . add cons t ra in t ( x [ 0 ] <= (1 . 0/13 ) ∗(1 − 7∗x [ 1 ] − 2 .5∗ x [ 2 ] − . 25∗ x [ 3 ] ) )
p . add cons t ra in t ( x [ 1 ] <= (1 . 0/14 ) ∗(1 − 6∗x [ 0 ] − 6∗x [ 2 ] − 2∗x [ 3 ] ) )
p . add cons t ra in t ( x [ 2 ] <= (1 . 0/14 ) ∗(1 − 2∗x [ 0 ] − 6∗x [ 1 ] − 6∗x [ 3 ] ) )
p . add cons t ra in t ( x [ 3 ] <= (1 . 0/13 ) ∗(1 − . 25∗ x [ 0 ] − 2 .5∗ x [ 1 ] − 7∗x [ 2 ] ) )
p . s e t o b j e c t i v e ( . 2 5∗ ( x [ 0 ] + x [ 1 ] + x [ 2 ] + x [ 3 ] ) )
d5 = p . s o l v e ( )
p r i n t ”Color 5 : ” , d5
##################################################
# Upper bound f o r dens i ty o f c o l o r 6 ( a l s o used as upper bound f o r
c o l o r 7)
p = MixedIntegerLinearProgram ( maximization = True , s o l v e r = ”GLPK” )
x = p . new var iab l e ( i n t e g e r = False , nonnegat ive = True )
p . add cons t ra in t ( x [ 0 ] <= (1 . 0/19 ) ∗(1 − 10∗x [ 1 ] − 4∗x [ 2 ] − x [ 3 ] ) )
p . add cons t ra in t ( x [ 1 ] <= (1 . 0/19 ) ∗(1 − 10∗x [ 0 ] − 10∗x [ 2 ] − 4∗x [ 3 ] ) )
p . add cons t ra in t ( x [ 2 ] <= (1 . 0/19 ) ∗(1 − 4∗x [ 0 ] − 10∗x [ 1 ] − 10∗x [ 3 ] ) )
p . add cons t ra in t ( x [ 3 ] <= (1 . 0/19 ) ∗(1 − x [ 0 ] − 4∗x [ 1 ] − 10∗x [ 2 ] ) )
p . s e t o b j e c t i v e ( . 2 5∗ ( x [ 0 ] + x [ 1 ] + x [ 2 ] + x [ 3 ] ) )
d6 = p . s o l v e ( )
p r i n t ”Color 6 : ” , d6
##################################################
# Upper bound f o r dens i ty o f c o l o r s 1 , 2 , and 4
d124 = 2.0/3
p r in t ”Colors 1 , 2 , and 4 : ” , d124
# Upper bound f o r dens i ty o f c o l o r 3
d3 = 1.0/8
p r in t ”Color 3 : ” , d3
# Upper bound f o r dens i ty o f c o l o r s 8 , 9 , 1 0 . . .
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d r e s t = 1.0/9
p r in t ”Colors >6: ” , d r e s t
##################################################
# Upper bound f o r a l l pack ings
p r i n t ”Al l c o l o r s : ” , d124 + d3 + d5 + 2∗d6 + d r e s t
The following Sage code is used to calculate the maximum density of a packing 347-
coloring of HP3.
# Generates upper bound f o r the dens i ty o f any c o l o r g r e a t e r than 3
de f LPMaxDensity (n) :
i f (n < 4) :
p r i n t ”Enter n >= 4”
return
p = MixedIntegerLinearProgram ( maximization=True , s o l v e r = ”GLPK” )
x = p . new var iab l e ( i n t e g e r=False , nonnegat ive=True )
i f (n % 2 == 0) :
k = n/2
c0 = 1 + 3∗k∗( k + 1) /2
c1 = 1 + 3∗( k − 1) ∗k/2
c2 = 1 + 3∗( k − 2) ∗( k − 1) /2
e l s e :
k = (n − 1) /2
c0 = 3∗k∗( k + 1) /2 + math . f l o o r ( 3 . 0∗ k/2) + 2
c1 = 3∗( k − 1) ∗k/2 + math . f l o o r ( 3 . 0∗ ( k − 1) /2) + 2
c2 = 3∗( k − 2) ∗( k − 1) /2 + math . f l o o r ( 3 . 0∗ ( k − 2) /2) + 2
p . add cons t ra in t ( x [ 0 ] <= (1 . 0/ c0 ) ∗(1 − c1∗x [ 1 ] − c2∗x [ 2 ] ) )
p . add cons t ra in t ( x [ 1 ] <= (1 . 0/ c0 ) ∗(1 − c1∗x [ 0 ] − c1∗x [ 2 ] ) )
p . add cons t ra in t ( x [ 2 ] <= (1 . 0/ c0 ) ∗(1 − c2∗x [ 0 ] − c1∗x [ 1 ] ) )
p . s e t o b j e c t i v e ( ( 1 . 0 / 3 ) ∗( x [ 0 ] + x [ 1 ] + x [ 2 ] ) )
re turn p . s o l v e ( )
##################################################
# Sums upper bounds f o r c o l o r s in range [ s t a r t , stop )
de f LPMaxDensitySum( s ta r t , stop ) :
i f ( s t a r t < 4) :
p r i n t ”Enter s t a r t >= 4”
return
sum = 0
f o r n in range ( s ta r t , stop ) :
sum += LPMaxDensity (n)
re turn sum
##################################################
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# Upper bound f o r dens i ty o f c o l o r s 1 , 2 , 4 , and 8
d1248 = 49.0/72
# Upper bound f o r dens i ty o f c o l o r 3
d3 = 1.0/9
##################################################
# Upper bound f o r a l l pack ings on 346 c o l o r s
d1248 + d3 + LPMaxDensitySum(5 , 8) + LPMaxDensitySum(9 , 347)
The following Sage program is used to generate the input file for the Glucose SAT
solver [3] in order to determine upper or lower bounds for χρ(T ).
To prove χρ(T ) > 6, we showed that χρ(G12,12) > 6. This can be done by running
Glucose_Input with height = 12, width = 12, num_colors = 6, and wrap = 0. The
resulting string can be entered into Glucose, which concludes that the underlying SAT
problem is unsatisfiable.
To prove χρ(T ) ≤ 7, we showed that χρ(G′8,6) ≤ 7. This can be done by running
Glucose_Input with height = 6, width = 8, num_colors = 7, and wrap = 1. The re-
sulting string can be entered into Glucose, which concludes that the underlying SAT prob-
lem is satisfiable. The Glucose output string can be interpreted as a packing coloring using
the Glucose_Output program below.
# Generates d i s t anc e matrix f o r s e c t i o n o f truncated square g r id
# Assume throughout that he ight i s even , width i s d i v i s i b l e by 4 ,
# and the top l e f t o f the subgr id i s a square
# Example with he ight = 4 , width = 12 :
#
# o−o−o−o−o−o−o−o−o−o−o−o
# | | | | | |
# o−o−o−o−o−o−o−o−o−o−o−o
# | | | | | |
# o−o−o−o−o−o−o−o−o−o−o−o
# | | | | | |
# o−o−o−o−o−o−o−o−o−o−o−o
de f Generate Dist ( height , width , wrap ) :
n = width∗ he ight
d i s t = [ ]
f o r i in range (n) :
d i s t . append ( [ 0 ] ∗ n)
# F i r s t determine ne ighbors
f o r i in range (n) :
r1 = i //width
c1 = i % width
f o r j in range ( i + 1 , n) :
r2 = j //width
c2 = j % width
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i f ( ( r1 == r2 ) and ( c1 + 1 == c2 ) ) :
d i s t [ i ] [ j ] = 1
i f ( ( c1 == c2 ) and ( r1 + 1 == r2 ) and ((2∗ r1 + c1 ) % 4 <=
1) ) :
d i s t [ i ] [ j ] = 1
i f (wrap == True ) :
i f ( ( r1 == r2 ) and ( c1 == 0) and ( c2 == width − 1) ) :
d i s t [ i ] [ j ] = 1
i f ( ( c1 == c2 ) and ( r2 − r1 == he ight − 1) and ((2∗ r1
+ c1 ) % 4 > 1) ) :
d i s t [ i ] [ j ] = 1
i f ( d i s t [ i ] [ j ] == 1) :
d i s t [ j ] [ i ] = 1
d = 1
done = False
# d i s t [ i ] [ j ] == d i f the re i s a ver tex k such that
# d i s t [ i ] [ k ] == d − 1 and d i s t [ j ] [ k ] == 1
whi l e ( done == False ) :
d += 1
f o r i in range (n) :
f o r j in range ( i + 1 , n) :
i f ( d i s t [ i ] [ j ] == 0) :
f o r k in range (n) :
i f ( ( d i s t [ i ] [ k ] == d − 1) and ( d i s t [ j ] [ k ] ==
1) ) :
d i s t [ i ] [ j ] = d
d i s t [ j ] [ i ] = d
break
# I f a l l non−d iagona l e n t r i e s are nonzero , done
done = True
f o r i in range (n) :
f o r j in range ( i + 1 , n) :
i f ( d i s t [ i ] [ j ] == 0) :
done = False
break
i f ( done == False ) :
break
return d i s t
##################################################
def PVar(v , c l r , num colors ) :
r e turn v∗num colors + c l r
de f CVar(v , n , num colors , i ) :
r e turn n∗num colors + v∗ i n t (math . f l o o r ( sq r t ( num colors ) ) ) + i + 1
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##################################################
# Generates input f i l e f o r g l u c o s e s t a t i c SAT so l v e r program
# Format f o r input f i l e :
#
# p cnf (number o f v a r i a b l e s ) ( number o f c l a u s e s )
# ( c l au s e 1)
# ( c l au s e 2)
# . . .
#
# Each va r i ab l e i s numbered 1 through num var iables
# In the input f i l e , each c l au s e c o n s i s t s o f a s e r i e s o f i n t e g e r s
separated by spaces
# and terminated by 0
# We put i in the c l au s e to r ep r e s en t va r i a b l e i and − i to r ep r e s en t
i t s negat ion
# I f l ook ing f o r a lower bound , s e t wrap to Fa l se
# I f l ook ing f o r an upper bound , s e t wrap to True
de f Glucose Input ( height , width , num colors , wrap ) :
# Number o f v e r t i c e s
n = he ight ∗width
# Each ver tex w i l l have sq r t num co lo r s commander va r i ab l e s , which
w i l l be used to
# s p l i t the l a r g e c l a u s e s in to ( sq r t num co lo r s + 1) sma l l e r
c l a u s e s
sq r t num co lo r s = in t (math . f l o o r ( sq r t ( num colors ) ) )
# Each ver tex ge t s one v a r i a b l e s f o r each co lo r ,
# plus sq r t num co lo r s commander v a r i a b l e s
num var iables = n∗( num colors + sqr t num co lo r s )
# Counts the number o f c l a u s e s manually
num clauses = 0
# Distance matrix
d i s t = Generate Dist ( height , width , wrap )
# Let P {v , c l r } r ep r e s en t ver tex v r e c e i v i n g c o l o r c l r
# Var iab le P {v , c l r } i s r e a s s i gn ed to the s ing ly−indexed va r i ab l e
# X {v∗num colors + c l r }
# Let C {v , i } be the i ˆ th commander va r i ab l e f o r ver tex v
# Var iab le C {v , i } i s r e a s s i gn ed to the s ing ly−indexed va r i ab l e
# X {n∗num colors + v∗ sq r t num co lo r s + i + 1}
c l a u s e s = ””
# Each ver tex must r e c e i v e at l e a s t one c o l o r
f o r v in range (n) :
f o r i in range ( sq r t num co lo r s ) :
f o r c l r in range ( ( i ∗num colors ) // sq r t num co lo r s + 1 , ( ( i
+ 1) ∗num colors ) // sq r t num co lo r s + 1) :
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c l a u s e s += ”%d ” % PVar(v , c l r , num colors )
c l a u s e s += ”%d 0\n” % CVar(v , n , num colors , i )
num clauses += 1
f o r i in range ( sq r t num co lo r s ) :
c l a u s e s += ”−%d ” % CVar(v , n , num colors , i )
c l a u s e s += ”0\n”
num clauses += 1
# Preco lo r ver tex ( he ight //2 , width //2) with c o l o r num colors
p r e co l o r ed = ( he ight //2) ∗width + width //2
c l au s e s += ”%d 0\n” % PVar( preco lo red , num colors , num colors )
num clauses += 1
# Con f l i c t s with pr e co l o r ed ver tex
f o r v in range (n) :
i f ( ( v != pre co l o r ed ) and ( d i s t [ p r e co l o r ed ] [ v ] <= num colors ) )
:
c l a u s e s += ”−%d 0\n” % PVar(v , num colors , num colors )
num clauses += 1
# Other c o n f l i c t s
f o r c l r in range (1 , num colors + 1) :
f o r v1 in range (n) :
f o r v2 in range ( v1 + 1 , n) :
i f ( d i s t [ v1 ] [ v2 ] <= c l r ) :
c l a u s e s += ”−%d −%d 0\n” % (PVar( v1 , c l r ,
num colors ) , PVar( v2 , c l r , num colors ) )
num clauses += 1
f o r i in range (n) :
f o r j in range (n) :
p r i n t d i s t [ i ] [ j ] ,
p r i n t
p r i n t
# Print output
p r i n t ”p cn f ” , num variables , num clauses , ”\n” , c l a u s e s
The following Sage program is used to interpret the Glucose output string as a packing
coloring.
# Reads output from g l u c o s e s t a t i c SAT so l v e r program
def Glucose Output ( height , width , num colors , ou tpu t s t r i ng ) :
# Number o f v e r t i c e s
n = he ight ∗width
# Sp l i t ou tpu t s t r i ng at spaces
s t r = ou tpu t s t r i ng . s p l i t ( )
# Cut o f f commander v a r i a b l e s
s t r = s t r [ : n∗num colors ]
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# Convert s t r i n g s to i n t s
f o r i in range (n∗num colors ) :
s t r [ i ] = in t ( s t r [ i ] )
g r i d = [ ]
f o r row in range ( he ight ) :
g r i d . append ( [ 0 ] ∗ width )
f o r row in range ( he ight ) :
f o r c o l in range ( width ) :
f o r c l r in range (1 , num colors + 1) :
i f ( s t r [ ( row∗width + co l ) ∗num colors + c l r − 1 ] > 0) :
g r i d [ row ] [ c o l ] = c l r
break
p r in t g r id
The following Sage code generates input for a C++ program that tests the reducibility
of configurations from Figure 5.2. The program will test the graphs in Figure 5.2 as well
as graphs generated from these by adding common neighbors. This code was written by
Bernard Lidicky´ and is included with his explicit permission. It is included for interested
reader who wants to verify the correctness.
# Sta r t s with ba s i c c on f i g u r a t i o n s and then i t t r i e s to add common
# ne ighbors or add edges to the out s id e .
import i t e r t o o l s
de f draw G with exte rna l ne ighbor s (G, w i th ex t e rna l ne i ghbo r s , name) :
# Drawing o f a graph G with w i th ex t e rna l n e i ghbo r s
# The ex t e rna l ne ighbors are i nd i c a t ed by blue edges
G = G. copy ( )
ex t e rna l n e i ghbo r s =[0]∗G. order ( )
f o r d in w i th ex t e rna l n e i ghbo r s :
e x t e rna l n e i ghbo r s [ d ] = 1
ex t e rna l edg e s=d i c t ( )
e x t e rna l edg e s [ ” blue ” ]= [ ]
f o r v in G. v e r t i c e s ( ) :
f o r i in range ( ex t e rna l n e i ghbo r s [ v ] ) :
u = G. add vertex ( )
G. add edge (u , v )
e x t e rna l edg e s [ ” blue ” ] . append ( [ u , v ] )
G. graphplot ( e d g e c o l o r s=ex t e rna l edg e s ) . p l o t ( t i t l e=”{} with
ex t e rna l ” . format (name) ) . show ( )
##################################################
def str G (G) :
# Converting a graph G to the format that can read l a t e r
b s t r = s t r (G. order ( ) )+” ”
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f o r i in range (G. order ( ) ) :
f o r j in range ( i +1,G. order ( ) ) :
i f G. has edge ( i , j ) :
b s t r += ” 2”
e l s e :
b s t r += ” 1”
bs t r += ” ”
return bs t r
##################################################
def proce s s g raph 11222 (G, w i th ex t e rna l ne i ghbo r s , name) :
# Prepar ing graph f o r 11222 packing c o l o r i n g
G=G. copy ( )
p r i n t name
pr in t l en ( w i th ex t e rna l n e i ghbo r s )
f o r v in w i th ex t e rna l n e i ghbo r s :
a = G. add vertex ( )
b = G. add vertex ( )
c = G. add vertex ( )
d = G. add vertex ( )
G. add edges ( [ [ v , a ] , [ a , b ] , [ a , c ] , [ c , d ] ] )
p r i n t a , b , c , d
# G. add vertex ?
p r in t str G (G)
##################################################
def proces s graph 112233 (G, w i th ex t e rna l ne i ghbo r s , name) :
# Prepar ing graph f o r 112233 packing c o l o r i n g − not used
p r in t name
pr in t l en ( w i th ex t e rna l n e i ghbo r s )
f o r v in w i th ex t e rna l n e i ghbo r s :
a = G. add vertex ( )
b = G. add vertex ( )
c = G. add vertex ( )
d = G. add vertex ( )
e = G. add vertex ( )
G. add edges ( [ [ v , a ] , [ a , b ] , [ a , c ] , [ c , d ] , [ c , e ] ] )
p r i n t a , b , c , d , e
#G. add vertex ?
p r in t str G (G)
##################################################
def proce s s g raph (G, w i th ex t e rna l ne i ghbo r s , name) :
# Prepar ing graph output
#draw G with exte rna l ne ighbor s (G, w i th ex t e rna l ne i ghbo r s , name)
proce s s g raph 11222 (G, w i th ex t e rna l ne i ghbo r s , name)
#proces s g raph 11223 (G, w i th ex t e rna l ne i ghbo r s , name)
# L i s t o f graphs that was a l r eady t e s t ed
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# Used to reduce t e s t i n g the same graphs that d i f f e r s by isomorphism
many times
te s ted for add ing common ne ighbors =[ ]
t e s t e d f o r a dd i n g e x t r a e d g e s =[ ]
##################################################
def i s p l a n a r w i t h f a c e s (G, f a c e s ) :
# Tests i f G i s p lanar sub j e c t to having f a c e s being f a c e s
# f a c e s i s a l i s t o f l i s t s i . e . [ [ 1 , 2 , 3 ] , [ 3 , 4 , 5 , 6 ] ] and the t e s t
# i s done by adding an extra ver tex adjacent to a l l v e r t i c e s
o f the f a c e
# Note i t makes no sense to do t h i s f o r t r i a n gu l a r f a c e
Gtest = G. copy ( )
#return Gtest . i s p l a n a r ( )
f o r f in f a c e s :
v=Gtest . add vertex ( )
f o r u in f :
Gtest . add edge (u , v )
re turn Gtest . i s p l a n a r ( )
##################################################
def t r y add ing ex t r a edg e s (G, w i th ex t e rna l ne i ghbor , name , f a c e s ) :
g l oba l t e s t e d f o r a dd i n g e x t r a e d g e s
f o r ex t ra edge in i t e r t o o l s . combinat ions ( w i th ex t e rna l ne i ghbor ,
2) :
i f G. d i s t ance ( ex t ra edge [ 0 ] , ex t ra edge [ 1 ] ) < 2 :
cont inue
Gadd = G. copy ( )
Gadd . add edge ( ex t ra edge )
i f i s p l a n a r w i t h f a c e s (Gadd , f a c e s ) == False :
cont inue
#Gadd . show ( )
Gadd with externa l ne ighbor = copy ( w i th ex t e rna l n e i ghbo r )
Gadd with externa l ne ighbor . remove ( ex t ra edge [ 0 ] )
Gadd with externa l ne ighbor . remove ( ex t ra edge [ 1 ] )
#pr in t Gadd with externa l ne ighbor
a l r e ady t e s t e d=False
f o r Gdone in t e s t e d f o r a dd i n g e x t r a e d g e s :
i f Gdone . i s i s omo rph i c (Gadd) :
a l r e ady t e s t e d = True
break
i f a l r e ady t e s t e d :
cont inue
t e s t e d f o r a dd i n g e x t r a e d g e s . append (Gadd . copy ( ) )
nameadd=name+”+{}E{}” . format ( ex t ra edge [ 0 ] , ex t ra edge [ 1 ] )
p roce s s g raph (Gadd , Gadd with externa l ne ighbor , nameadd)
t r y add ing ex t r a edg e s (Gadd , Gadd with externa l ne ighbor ,
nameadd , f a c e s )
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##################################################
def try adding common neighbor (G, w i th ex t e rna l ne i ghbor , name , f ace s ,
maxv=None ) :
g l oba l te s ted for add ing common ne ighbors
g l oba l t e s t e d f o r a dd i n g e x t r a e d g e s
i f maxv == None :
maxv = G. order ( )
#f o r ex t ra edge in i t e r t o o l s . combinat ions ( [ 2 , 9 ] , 2) :
f o r ex t ra edge in i t e r t o o l s . combinat ions ( w i th ex t e rna l ne i ghbor ,
2) :
i f ex t ra edge [ 0 ] > maxv or ext ra edge [ 1 ] > maxv :
cont inue
i f G. d i s t ance ( ex t ra edge [ 0 ] , ex t ra edge [ 1 ] ) < 1 :
cont inue
Gadd = G. copy ( )
v=Gadd . add vertex ( )
Gadd . add edge (v , ex t ra edge [ 0 ] )
Gadd . add edge (v , ex t ra edge [ 1 ] )
i f i s p l a n a r w i t h f a c e s (Gadd , f a c e s ) == False :
cont inue
Gadd with externa l ne ighbor = copy ( w i th ex t e rna l n e i ghbo r )
Gadd with externa l ne ighbor . remove ( ex t ra edge [ 0 ] )
Gadd with externa l ne ighbor . remove ( ex t ra edge [ 1 ] )
Gadd with externa l ne ighbor . append (v )
a l r e ady t e s t e d=False
f o r Gdone in tes ted for add ing common ne ighbors :
i f Gdone . i s i s omo rph i c (Gadd) :
a l r e ady t e s t e d = True
break
i f a l r e ady t e s t e d :
cont inue
tes ted for add ing common ne ighbors . append (Gadd . copy ( ) )
nameadd=name+”+{}V{}” . format ( ex t ra edge [ 0 ] , ex t ra edge [ 1 ] )
p roce s s g raph (Gadd , Gadd with externa l ne ighbor , nameadd)
try adding common neighbor (Gadd , Gadd with externa l ne ighbor ,
nameadd , f ace s , None ) # None used to be maxv
t e s t e d f o r a dd i n g e x t r a e d g e s = [ ]
t r y add ing ex t r a edg e s (Gadd , Gadd with externa l ne ighbor ,
nameadd , f a c e s )
##################################################
def t r y ev e ry th ing (G, w i th ex t e rna l ne i ghbor , name , f a c e s = [ ] ) :
g l oba l te s ted for add ing common ne ighbors
g l oba l t e s t e d f o r a dd i n g e x t r a e d g e s
#draw G with exte rna l ne ighbor s (G, w i th ex t e rna l ne i ghbor , name)
#return
#Reset the t e s t i n g s . . .
t e s ted for add ing common ne ighbors =[ ]
t e s t e d f o r a dd i n g e x t r a e d g e s =[ ]
p roce s s g raph (G, w i th ex t e rna l ne i ghbor , name)
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t r y add ing ex t r a edg e s (G, w i th ex t e rna l ne i ghbor , name , f a c e s )
try adding common neighbor (G, w i th ex t e rna l ne i ghbor , name , f a c e s )
##################################################
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 0 , 2 ] , [ 1 , 2 ] , [ 1 , 3 ] , [ 2 , 3 ] ] )
t r y ev e ry th ing (G, [ 0 , 3 ] , ”C3 |C3 ” )
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 4 , 0 ] , [ 0 , 5 ] , [ 1 , 5 ] ] )
t r y ev e ry th ing (G, [ 2 , 3 , 4 , 5 ] , ”C5 |C3 ” , [ [ 0 , 1 , 2 , 3 , 4 ] ] )
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 4 , 5 ] , [ 5 , 6 ] , [ 6 , 7 ] , [ 7 , 8 ] , [ 8 , 0 ] ,
[ 9 , 0 ] , [ 9 , 1 ] ] )
t r y ev e ry th ing (G, [ 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 ] , ”C9 |C3” , [ [ 0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 ] ] )
# With i d e n t i f i c a t i o n o f edges
G=Graph ( )
G. add edges
( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 4 , 5 ] , [ 5 , 6 ] , [ 6 , 3 ] , [ 0 , 2 ] , [ 4 , 7 ] , [ 5 , 7 ] ] )
t r y ev e ry th ing (G, [ 0 , 1 , 6 , 7 ] , ”C9 |C3X ” , [ [ 0 , 1 , 2 , 3 , 4 , 5 , 6 ] ] )
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 4 , 5 ] , [ 5 , 6 ] , [ 6 , 7 ] , [ 7 , 8 ] , [ 8 , 1 3 ] ,
[ 1 3 , 0 ] , [ 9 , 0 ] , [ 9 , 1 ] , [ 2 , 1 0 ] , [ 3 , 1 0 ] , [ 4 , 1 1 ] , [ 5 , 1 1 ] , [ 6 , 1 2 ] , [ 7 , 1 2 ] ] )
t r y ev e ry th ing (G, [ 8 , 9 , 1 0 , 1 1 , 1 2 , 1 3 ] , ”C10 |4∗C3” ,
[ [ 0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 1 3 ] ] )
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 0 , 3 ] ] )
t r y ev e ry th ing (G, [ 0 , 1 , 2 , 3 ] , ”C4” , [ [ 0 , 1 , 2 , 3 ] ] )
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 4 , 5 ] , [ 5 , 6 ] , [ 6 , 7 ] , [ 7 , 0 ] , [ 3 , 7 ] ] )
t r y ev e ry th ing (G, [ 0 , 1 , 2 , 4 , 5 , 6 ] , ”C5 |C5” , [ [ 0 , 1 , 2 , 3 , 7 ] , [ 3 , 4 , 5 , 6 , 7 ] ] )
# With i d e n t i f i c a t i o n o f edges
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 2 , 4 ] , [ 1 , 5 ] , [ 0 , 5 ] , [ 5 , 3 ] ] )
t r y ev e ry th ing (G, [ 0 , 4 ] , ”C5 |C5X ” , [ [ 0 , 1 , 2 , 3 , 5 ] , [ 1 , 2 , 4 , 3 , 5 ] ] )
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 4 , 5 ] , [ 5 , 0 ] ] )
t r y ev e ry th ing (G, [ 0 , 1 , 2 , 3 , 4 , 5 ] , ”C6 ” , [ [ 0 , 1 , 2 , 3 , 4 , 5 ] ] )
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 4 , 5 ] , [ 5 , 6 ] , [ 6 , 0 ] ] )
t r y ev e ry th ing (G, [ 0 , 1 , 2 , 3 , 4 , 5 , 6 ] , ”C7 ” , [ [ 0 , 1 , 2 , 3 , 4 , 5 , 6 ] ] )
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 4 , 5 ] , [ 5 , 6 ] , [ 6 , 7 ] , [ 7 , 0 ] ] )
t r y ev e ry th ing (G, [ 0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 ] , ”C8 ” , [ [ 0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 ] ] )
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# With i d e n t i f i c a t i o n o f edges
G=Graph ( )
G. add edges ( [ [ 0 , 1 ] , [ 1 , 2 ] , [ 2 , 3 ] , [ 3 , 4 ] , [ 2 , 4 ] , [ 1 , 5 ] , [ 0 , 5 ] ] )
t r y ev e ry th ing (G, [ 0 , 5 , 3 , 4 ] , ”C8X ” , [ [ 0 , 1 , 2 , 3 , 4 , 5 ] ] )
The following C++ program tests the reducibility of a graph based on input generated
by the previous Sage program. This code was written by Bernard Lidicky´ and is included
with his explicit permission.
#inc lude <iostream>
#inc lude <f stream>
#inc lude <vector>
#inc lude <ca s s e r t>
#inc lude <s t r i ng>
us ing namespace std ;
const i n t V = 100 ;
#de f i n e COLORING 11222
//#de f i n e COLORING 11223
//#de f i n e COLORING 112233
/∗
Colors
0 . . unco lored
1 . . d i s t ance 1
2 . . d i s t ance 1
3 . . d i s t ance 2
4 . . d i s t ance 2
5 . . d i s t ance 2 ( or 3) ?
∗/
#i f d e f COLORING 11222
const i n t COLORS = 5 ;
const i n t MAX DIST = 2 ; // Largest d i s t ance
const i n t PENDANT VERTICES = 4 ;
const i n t o u t e r c o l o r s [ ] [ PENDANT VERTICES]= {
{0 ,3 ,4 ,5} , {1 ,2 ,3 ,1} , {3 ,1 ,2 ,5} ,
{0 ,3 ,5 ,4} , {0 ,4 ,5 ,3} , {1 ,2 ,4 ,1} , {1 ,2 ,5 ,1} , {2 ,1 ,3 ,5} , {2 ,1 ,4 ,5} ,
{2 ,1 ,5 ,2} , {4 ,1 ,2 ,5} , {5 ,1 ,2 ,3} } ; // In ’ t r i p l e s ’ o f c o l o r s . . . .
const i n t ou t e r cn t = 12 ;
const i n t o u t e r c n t f i r s t = 3 ;
const i n t c o l d i s t [ ]={0 , 0 , 0 , 1 , 1 , 1} ; // Index o f c o l o r to c o n f l i c t graph
const char ∗ f i l ename=” input . txt ” ;
#end i f
#i f d e f COLORING 11223
const i n t COLORS = 5 ;
const i n t MAX DIST = 3 ; // Largest d i s t ance
const i n t PENDANT VERTICES = 4 ;
const i n t o u t e r c o l o r s [ ] [ PENDANT VERTICES]= {
{0 ,3 ,4 ,5} , {0 ,3 ,5 ,4} , {1 ,2 ,3 ,5} , {1 ,2 ,5 ,1} , {2 ,1 ,5 ,2} , {3 ,1 ,2 ,5} ,
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{5 ,1 ,2 ,3} , {0 ,4 ,5 ,3} ,
{1 ,2 ,4 ,5} , {2 ,1 ,3 ,5} , {2 ,1 ,4 ,5} , {4 , 1 , 2 , 5} ,} ; // In ’ t r i p l e s ’ o f c o l o r s
. . . .
const i n t ou t e r cn t = 12 ;
const i n t o u t e r c n t f i r s t = 8 ;
const i n t c o l d i s t [ ]={0 , 0 , 0 , 1 , 1 , 2} ; // Index o f c o l o r to c o n f l i c t graph
const char ∗ f i l ename=” input . txt ” ;
#end i f
#i f d e f COLORING 112233
// 123456
const i n t COLORS = 6 ;
const i n t MAX DIST = 3 ; // Largest d i s t ance
const i n t PENDANT VERTICES = 5 ;
const i n t o u t e r c o l o r s [ ] [ PENDANT VERTICES]= {
{0 ,3 ,4 , 5 ,6} , {0 ,3 ,5 , 4 , 6} , {0 ,3 ,6 , 4 , 5} , {0 ,4 ,5 , 3 ,6} , {0 ,4 ,6 , 3 , 5} ,
{0 ,5 ,6 , 3 , 4} ,
{1 ,2 ,3 , 5 ,6} , {1 ,2 ,4 , 5 , 6} , {1 ,2 ,5 , 6 , 1} , {1 ,2 ,6 , 5 ,1} ,
{2 ,1 ,3 , 5 ,6} , {2 ,1 ,4 , 5 , 6} , {2 ,1 ,5 , 6 , 1} , {2 ,1 ,6 , 5 ,1} ,
{3 ,1 ,2 , 5 ,6} , {4 ,1 ,2 , 5 , 6} , {5 ,1 ,2 , 6 , 1} , {6 ,1 ,2 ,5 ,1} } ; // In ’ t r i p l e s ’
o f c o l o r s . . . .
const i n t ou t e r cn t = 17 ;
const i n t o u t e r c n t f i r s t = 18 ;
const i n t c o l d i s t [ ]={0 , 0 , 0 , 1 , 1 , 2 , 2} ; // Index o f c o l o r to c o n f l i c t graph
const char ∗ f i l ename=” input112233 . txt ” ;
#end i f
vector<vector<int> > t r i p p l e s ;
// Adjacency matrix
i n t G[MAX DIST ] [V ] [V ] ; // Index 0 and index 1 are G and Gˆ2
in t v = 0 ; // number o f v e r t i c e s
// L i s t o f ne ighbors
i n t deg [MAX DIST ] [V ] ;
i n t N[MAX DIST ] [V ] [V ] ; // Index 0 and index 1 are G and Gˆ2
in t c o l o r i n g [V ] ;
void p r i n t c o l o r i n g ( )
{
f o r ( i n t x = 0 ; x < v ; x++)
{
cout << c o l o r i n g [ x ] << ” ” ;
}
}
bool i s c o l o r i n g e x t e n d ab l e ( i n t x )
78
{
// We co l o r ed a l l v e r t i c e s
i f ( x >= v)
{
// p r i n t c o l o r i n g ( ) ;
// cout << endl ;
r e turn true ;
}
// Already co l o r ed
i f ( c o l o r i n g [ x ] != 0) re turn i s c o l o r i n g e x t e n d ab l e ( x+1) ;
// Now co l o r i n g
f o r ( i n t c = 1 ; c <= COLORS; c++)
{
// Test i f C i s p o s s i b l e
bool f o u nd c on f l i c t = f a l s e ;
f o r ( i n t i = 0 ; i < deg [ c o l d i s t [ c ] ] [ x ] ; i++)
{
i f ( c o l o r i n g [ N[ c o l d i s t [ c ] ] [ x ] [ i ] ] == c )
{
f o u nd c o n f l i c t = true ;
break ;
}
}
i f ( f o u nd c on f l i c t ) cont inue ;
c o l o r i n g [ x ] = c ;
i f ( i s c o l o r i n g e x t e n d ab l e ( x+1) )
{
c o l o r i n g [ x ] = 0 ;
re turn true ;
}
}
c o l o r i n g [ x ] = 0 ;
re turn f a l s e ;
}
bool g e n e r a t e p r e c o l o r i n g s ( i n t t o c o l o r )
{
i f ( t o c o l o r >= ( in t ) t r i p p l e s . s i z e ( ) )
{
// cout << ” Preco l o r i ng ” ;
// p r i n t c o l o r i n g ( ) ;
i f ( ! i s c o l o r i n g e x t e n d ab l e (0 ) )
{
cout << ” Preco l o r i ng ” ;
p r i n t c o l o r i n g ( ) ;
cout << ” does not extend” << endl ;
r e turn f a l s e ;
}
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re turn true ;
}
f o r ( i n t oc = 0 ; oc < out e r cn t ; oc++)
{
f o r ( i n t i = 0 ; i < PENDANT VERTICES; i++)
{
c o l o r i n g [ t r i p p l e s [ t o c o l o r ] [ i ] ] = ou t e r c o l o r s [ oc ] [ i ] ;
}
i f ( ! g e n e r a t e p r e c o l o r i n g s ( t o c o l o r +1) ) re turn f a l s e ;
}
re turn true ;
}
bool g e n e r a t e p r e c o l o r i n g s f i r s t ( )
{
i f ( t r i p p l e s . s i z e ( ) > 0)
{
f o r ( i n t oc = 0 ; oc < o u t e r c n t f i r s t ; oc++)
{
f o r ( i n t i = 0 ; i < PENDANT VERTICES; i++)
{
c o l o r i n g [ t r i p p l e s [ 0 ] [ i ] ] = ou t e r c o l o r s [ oc ] [ i ] ;
}
i f ( ! g e n e r a t e p r e c o l o r i n g s (1 ) ) re turn f a l s e ;
}
}
e l s e
{
i f ( ! g e n e r a t e p r e c o l o r i n g s (0 ) ) re turn f a l s e ;
}
re turn true ;
}
i n t main ( i n t argc , char ∗ argv [ ] )
{
i f s t r e am input ;
input . open ( f i l ename ) ;
c e r r << ”Opening f i l e : ” << f i l ename << endl ;
whi l e ( input . good ( ) )
{
s t r i n g name ;
whi l e ( input . good ( ) && (name . l ength ( )==0 | | name == ” ” | | name == ”
” | | name == ” ” ) )
{
std : : g e t l i n e ( input , name) ;
// c e r r << name << endl ;
}
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i f ( ! input . good ( ) ) break ;
cout << ” ’ ” << name << ” ’ ” ;
i n t t r i p l e s c o u n t = 0 ;
input >> t r i p l e s c o u n t ;
// cout << ”Loading ” << t r i p l e s c o u n t << ” t r i p l e s ” << endl ;
t r i p p l e s . c l e a r ( ) ;
f o r ( i n t i = 0 ; i < t r i p l e s c o u n t ; i++)
{
vector<int> abc ;
f o r ( i n t i = 0 ; i < PENDANT VERTICES; i++)
{
i n t x ;
input >> x ;
abc . push back (x ) ;
}
t r i p p l e s . push back ( abc ) ;
}
input >> v ;
// cout << ”Loading graph on ” << v << ” v e r t i c e s ” << endl ;
a s s e r t ( v < V) ;
f o r ( i n t x = 0 ; x < v ; x++)
{
G[ 0 ] [ x ] [ x ] = 0 ;
f o r ( i n t y = x+1; y < v ; y++)
{
i n t e ;
input >> e ;
G[ 0 ] [ x ] [ y ] = e−1;
G[ 0 ] [ y ] [ x ] = e−1;
}
}
// Generate other d i s t an c e s o f G
f o r ( i n t g = 1 ; g < MAX DIST; g++)
{
f o r ( i n t x = 0 ; x < v ; x++)
{
G[ g ] [ x ] [ x ] = 0 ;
f o r ( i n t y = x+1; y < v ; y++)
{
G[ g ] [ y ] [ x ] = G[ g ] [ x ] [ y ] = G[ g−1] [ x ] [ y ] ;
f o r ( i n t z = 0 ; z < v ; z++)
{
i f (G[ g−1] [ x ] [ z ] == 1 && G[ 0 ] [ y ] [ z ] == 1)
{
G[ g ] [ x ] [ y ] = 1 ;
G[ g ] [ y ] [ x ] = 1 ;
}
}
}
}
}
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// Create l i s t o f ne ighbors
f o r ( i n t g = 0 ; g < MAX DIST; g++)
{
f o r ( i n t x = 0 ; x < v ; x++)
{
deg [ g ] [ x ] = 0 ;
f o r ( i n t y = 0 ; y < v ; y++)
{
i f ( y == x | | G[ g ] [ x ] [ y ] == 0) cont inue ;
N[ g ] [ x ] [ deg [ g ] [ x]++ ] = y ;
}
}
}
// Uncolor everyth ing
f o r ( i n t x = 0 ; x < v ; x++) c o l o r i n g [ x ] = 0 ;
// cout << ” L i s t i n g non−extendable c o l o r i n g s : ” << endl ;
i f ( g e n e r a t e p r e c o l o r i n g s f i r s t ( ) )
{
cout << ”Reducible ” << endl ;
}
// cout << ”Done” << endl ;
}
input . c l o s e ( ) ;
r e turn 0 ;
}
