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Projekt se zabývá vývojem části konfigurace vložného zařízení Digitizéru. Návrh je 
zaměřen na využití procesoru přímo v FPGA pro možnosti vzdálené správy a dosažení 
dostatečného datového toku vysílaných dat do ethernetové sítě. Práce shrnuje používaná 
řešení a hodnotí jejich použitelnost v navrhovaném systému. Jsou navrženy vyhovující 
koncepty jednotlivých problémů, zpravidla kompromisně spojující pozitivní vlastnosti 
používaných řešení. Systém s MicroBlaze procesorem a vybranými moduly byl 
implementován do cílového zařízení, na kterém bylo ověřeno splnění vytyčených cílů. 
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ABSTRACT 
The bachelor’s project looks into the development of a part of Digitizer embedded 
system. The design is focused on the usage of FPGA-based processor managing the 
remote control operations and on the achievement of the sufficient bitrate for 
transmitting data to the ethernet network. The project summarizes used solutions and 
evaluates their applicability in the developed system. Matching concepts of solved 
problems are designed properly; in most cases they associate positive properties of used 
solutions. The implementations of MicroBlaze processor system and chosen modules 
were performed into the target device and the desired characteristics were measured 
with successful outcome. 
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Většinu pokročilých elektronických zařízení je pro stoprocentní funkčnost ve 
vyvíjejících se infrastrukturách potřeba nějakým způsobem udržovat. Jedná se 
především o změnu nastavení parametrů zařízení tak, aby vyhovovaly požadavkům 
provozovatele. S požadavkem spolehlivosti zařízení se nutně pojí monitorovaní zařízení 
a také aktualizace softwaru a firmwaru, která se provádí pro odstranění známých 
nedostatků a zajištění shody s novými standardy. To vše lze shrnout pod pojem správa 
zařízení. 
Tato práce se zabývá návrhem a realizací části konfigurace obvodu FPGA 
a firmwaru procesoru v zařízení Digitizéru vyvíjeném na Ústavu radioelektroniky 
Fakulty elektrotechniky a komunikačních technologií Vysokého učení technického 
v Brně. 
Řešená část má za úkol přijímat data z modulu zpracování dat, která následně bude 
posílat ethernetovým rozhraním na předem nastavenou IP adresu prostřednictvím 
nespojované služby v UDP rámcích. V základní konfiguraci by datový tok neměl být 
větší než 100 Mbps. Při řešení byla snaha dosáhnout co největší datové propustnosti, 
aby zařízení nebylo zbytečně omezeno při vyšších požadavcích na datový tok. Zařízení 
musí být schopné zpracovávat požadavky vzdálené správy – nastavení parametrů 
Digitizéru, monitorování stavu Digitizéru a aktualizace firmwaru se systémem 
zabezpečení proti selhání nové verze. Dále musí podporovat synchronizaci času 
s referenčním NTP serverem. 
Cílem této práce není rozebírat používané standardy, i přestože jsou některá řešení 
na nich založena. Z tohoto důvodu jsou v průběhu textu zmíněna pouze nejdůležitější 
fakta a místo detailů je uvedena reference na příslušný materiál. 
Práce je strukturovaná do devíti hlavních kapitol, tematicky rozdělených podle 
řešeného problému. První kapitola představuje zařízení Digitizéru, pro který je řešený 
systém navrhován. Jelikož se jedná o firmou zadaný projekt, nemohou být představeny 
detaily a bez hlubších souvislostí jsou uvedeny požadavky na navrhovaný systém tak, 
jak vyplývají z požadavků zadavatele na Digitizér. 
Druhá kapitola se okrajově zabývá prací s vývojovým prostředím pro návrh 
embedded systémů. Práce s tímto studiem může přinášet velké potíže zejména 
v počátcích, než si uživatel osvojí funkční postupy. 
Problém implementace zpracování dat ethernetového rozhraní s dosažením 
požadované datové propustnosti rozebírá třetí kapitola. Část této kapitoly se zabývá 
praktickým měřením generovaného datového toku ethernetu, interpretací naměřených 
výsledků, identifikací úzkých hrdel systému a návrhem jejich odstranění. V závěru této 
kapitoly je popsána implementace navrženého řešení. 
Čtvrtá kapitola se věnuje návrhu čítače reálného času implementovatelného do 
obvodu FPGA. Navržený čítač je možné číst a aktualizovat z navrhovaného systému. Je 
zde popsáno reálné testování čítače a jeho úprava pro dlouhodobou přesnost čítaného 
času. 
Spojení stávajícího řešení systému Digitizéru s novou navrhovanou verzí řeší 
kapitola pátá, ve které je popsán návrh prostředků realizujících řízení stávajícího 
systému a nastavení Digitizéru. 
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Hlavní program nakonfigurovaného procesoru je rozebrán v šesté kapitole. Popis 
funkce hlavního programu je doplněn blokovými diagramy, které názorně vystihují 
procesy v popisovaných blocích programu. V této kapitole lze najít použití některých 
dříve popsaných periferií, jako například čítače reálného času a použitý algoritmus pro 
jeho synchronizaci s referenčním serverem. 
Sedmá kapitola se zabývá bootloaderem, který zajišťuje spuštění hlavního 
programu po startu zařízení, a popisuje, k čemu jsou určeny jednotlivé paměti zařízení. 
Poslední kapitola přibližuje dva největší problémy, které bylo nutné překonat pro 
úspěšné oživení hardwaru Digitizéru. Většinu menších problémů, které bylo nutné při 
návrhu systému odstranit, nelze víceméně popsat. Přesto má jejich vyřešení nemenší 
význam než ostatní problematika popsaná v tomto textu a k jejich odstranění bylo 
zapotřebí poměrně hodně času a úsilí. 
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1 POPIS DIGITIZÉRU 
Digitizér je specializované zařízení určené pro přímou digitalizaci devíti rádiových 
vstupů filtrovaných pásmovými propustmi (bez směšování). Vzorkovací frekvence A/D 
převodníků s 16bitovým rozlišením je 122,88 MHz. S uvedenými parametry převodníky 
generují datový tok téměř 16,5 Gbps. O redukci datového toku se stará blok zpracování 
dat (viz obr. 3), jehož výstupní datový tok je přibližně 80 Mbps. 
 
Obr. 1: Přední pohled na Digitizér 
 
Obr. 2: Přední pohled na osazenou DPS Digitizéru bez vstupních filtrů 
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1.1 Hardwarové prostředky Digitizéru 
Hardwarové prostředky Digitizéru jistým způsobem vymezují okruh použitelných 
řešení, proto je potřeba brát tyto možnosti v úvahu. Hardwarové prostředky vymezují 
přehled používaných řešení a návrh výsledného řešení. Nemá význam zabývat se 
řešeními, která nevyhovují předloženému hardwaru. 
 
Obr. 3: Blokové schéma zapojení Digitizéru 
Pro komunikaci s ethernetovým rozhraním je k FPGA připojen integrovaný obvod 
PHY zajištující funkce fyzické vrstvy OSI modelu. Integrovaný obvod fyzické vrstvy 
má standardizované registry, které je možné číst a nastavovat pomocí rozhraní SMI. 
Velká část datového toku ethernetovým rozhraním je tvořena daty z bloku 
zpracování dat. Tato práce se tímto blokem nezabývá a je k němu přistupováno jako 
k existujícímu objektu bez znalosti jeho činnosti. 
  
































Servisní připojení Digitizéru k počítači je realizováno sběrnicí USB. Na výstupu 
FPGA je standardní sériové rozhraní a o konverzi těchto signálů na USB se stará 
integrovaný obvod FTDI. Servisní počítač s obvodem komunikuje pomocí driveru 
virtuálního COM portu. 
Pro potřeby řešené části je k dispozici hodinový signál vysoce kvalitního oscilátoru 
s frekvencí 125 MHz. Hodinový signál o frekvenci 10 MHz je připojen především pro 
činnost bloku zpracování dat, v případě potřeby je možné ho využít také v řešené části. 
Ve výchozím nastavení je ze stálých pamětí pro uchování konfiguračního záznamu 
FPGA použita systémová paměť PROM (typu flash) o velikosti 32 Mb. Vnější obvody 
FPGA je ale možné nakonfigurovat tak, aby byla konfigurace zaváděna z SPI flash 
paměti o velikosti 64 Mb. Pro uchování několika základních údajů bez nutnosti napájení 
je k FPGA dále připojena paměť EEPROM přes sběrnici I2C. Osazená EEPROM má na 
rozdíl od flash pamětí asi desetkrát větší počet možných zápisů a před zápisem se 
nemusí mazat celá stránka jako u flash paměti. Její nevýhodou je však relativně malá 
velikost a připojení po pomalé sběrnici. 
Operační paměť zařízení je realizována pomocí jednoho integrovaného obvodu 
DDR SDRAM o velikosti 512 Mb s 8bitovou šířkou datové sběrnice. Maximální 
taktovací frekvence této paměti může být až 200 MHz. 
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2 PRÁCE V EDK PLATFORM STUDIU 
EDK Platform Studio je vývojový nástroj firmy Xilinx pro návrh embedded systémů 
s 32bitovými procesory. Doporučené postupy práce s EDK Platform Studiem jsou 
shrnuty v [1]. Při nedodržení některých z nich může, především při implementaci 
designu, dojít k fatálním chybám. Většinou nemají věcné opodstatnění a jsou chybou 
návrhového prostředí. Svým hlášením jsou však dosti zavádějící a mohou způsobit, 
především v začátcích práce s EDK Platform Studiem, značné problémy. Několik 
objevených nedostatků EDK je v  následujících odstavcích popsáno a je uveden postup, 
kterým lze uvedenou chybu vývojového prostředí obejít. Uvedené nedostatky byly 
zjištěny ve verzi programu Xilinx ISE 13.1 a v novějších verzích mohou být již 
opravené. 
Pro korektní implementaci designu je třeba dodržet postup spouštění EDK Platform 
Studia z programu Project Navigator, ve kterém se běžně pracuje při návrhu 
konfigurace FPGA. Procesorový systém se do projektu přidá jako samostatný modul 
typu Embedded System, pro jehož editaci je automaticky spuštěno EDK Platform 
Studio. Návrh celého designu včetně implementace je možné provést v EDK – bez 
nutnosti spouštět vývojové prostředí Project Navigator. Tento postup se ovšem 
neosvědčil – při implementaci došlo k selhání procesu implementace s nerelevantními 
chybovými hlášeními. Při spuštění přes Project Navigator probíhá v EDK pouze proces 
Create Netlist, který musí proběhnout ještě před syntézou projektu. Tento proces lze 
spouštět z EDK Platform Studia, případně je tento proces spuštěn automaticky v rámci 
syntézy. 
Výše uvedeným postupem lze předejít chybovému hlášení o neexistující licenci pro 
IP jádro hardwarového modulu XPS LL TEMAC. Chybové hlášení je neopodstatněné – 
zobrazení detailu o chybě vypíše informaci, že k požadovanému modulu byla licence 
nalezena (přestože hlavní výpis tvrdí opak). Kromě toho hard jádro XPS LL TEMAC 
podle [2] licenci nepotřebuje. Při práci se síťovými licencemi je potřeba dbát na to, aby 
síťový server byl stále dostupný. V opačném případě může dojít k neočekávaným 
chybovým hlášením o nepřeložitelnosti projektu z důvodu nekorektně popsaného 
systému, přičemž systém korektní je. 
Při zadávání kmitočtů v konfiguraci jádra generátoru hodin [3] v EDK Platform 
Studiu je potřeba smazat předvyplněné čárky oddělující tisíce hertzů, aby byla hodnota 
přijata. Při ponechání čárek se konfigurace standardním způsobem (bez jakéhokoliv 
hlášení) zavírá, ale provedená změna není aplikována. Tyto změny je také možné bez 
problémů dělat editací zdrojového souboru v textovém režimu, tento postup je ale určen 
především pro zkušenější návrháře, jelikož může vést ke kritickým chybám. 
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3 ETHERNETOVÉ ROZHRANÍ 
Dle požadavků uvedených v úvodu musí být Digitizér schopen plnohodnotně 
komunikovat po ethernetu. 
Funkce první – fyzické vrstvy zajišťuje externí PHY driver připojený k FPGA 
sběrnicí GMII pro vysílaný a přijímaný datový tok ethernetu. 
Linková vrstva je ve většině dostupných projektů [4], [5], [6], [7], [8] řešena IP 
jádrem ethernetové MAC vrstvy. Osazené FPGA Virtex-5 disponuje čtyřmi 
hardwarovými jádry [9] Embedded Tri-Mode Ethernet MAC [5], které jsou 
nejvhodnější pro zajištění funkce linkové vrstvy. 
V implementaci funkcí vyšších vrstev se používaná řešení rozcházejí. Skibik ve své 
diplomové práci [4] používá čistě hardwarové řešení, naproti tomu projekty dostupné od 
firmy Xilinx [5], [6], [7], [8] používají řešení se soft nebo hard procesorem. 
3.1 Analýza používaných řešení 
3.1.1 Hardwarové řešení třetí a vyšších vrstev OSI modelu 
Skibik [4] řeší funkci všech vrstev modelu OSI dle blokového schématu na obr. 4. Čistě 
hardwarové řešení má bezesporu jednu nepřekonatelnou výhodu (oproti řešení 
s procesorem), a tou je při optimálním návrhu vysoká datová propustnost. 
 
Obr. 4: Blokové schéma hardwarového řešení ethernetové komunikace (převzato z [4]) 
Nevýhody tohoto řešení však značně převažují nad výhodami. Jednou z prvních 
nevýhod je značná náročnost na prostředky FPGA. (Skibikovo řešení včetně aplikační 
vrstvy spotřebuje asi 15 % dostupných prostředků hradlového pole XC5VSX50T.) 
Využitá plocha čipu přitom nemá univerzální použití, jako je tomu při použití 
procesoru. Změny, případně přidání dalších funkcí modulu (podpora DHCP serveru, 
protokol TCP, webový server ad.), jsou mnohonásobně pracnější ve srovnání se změnou 
softwaru procesoru. 
3.1.2 Procesorem řešené zpracování na síťové a transportní 
vrstvě 
Standardně používanými jsou 32bitové procesory, a sice nejvíce soft procesor 
MicroBlaze a hard procesor PowerPC. Jejich hlavní předností pro použití je podpora ve 
vývojových prostředích. Procesory jsou plně podporovány v programu EDK Platform 
Studio pro návrh celých procesorových systémů včetně periferií. Základní koncepty 
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procesorových systémů a postupy, jak EDK Platform Studio používat, jsou shrnuty 
v uživatelské příručce [1]. 
Z dalších běžně používaných procesorů stojí za zmínku 8bitový procesor 
PicoBlaze. Oproti uvedeným 32bitovým procesorům zabírá po implementaci do 
hradlového pole mnohem méně plochy čipu. Jeho výkon však pro zpracování datové 
komunikace na vyšších vrstvách pro dosažení požadované propustnosti není dostatečný. 
Vhodné uplatnění však může nalézt v řízení modulů hardwarového zpracování vyšších 
vrstev modelu OSI. 
V systémech s ethernetovým rozhraním, ke kterému má přístup výhradně FPGA, 
jsou z pravidla používána dostatečně velká hradlová pole, do kterých lze MicroBlaze 
bez problému implementovat. Pokud je v FPGA přítomen hard procesor PowerPC, 
odpadá možnost nedostatku logických buněk pro implementaci MicroBlaze procesoru. 
Použitím hard procesoru se zároveň šetří dostupné prostředky, jelikož místo, které by 
zabral soft procesor, může být využito pro jinou funkci. Kromě nízkých nároků na 
konfigurovatelnou logiku FPGA má hard procesor ještě značnou výhodu v maximální 
taktovací frekvenci a výkonu. Jeho implementace je maximálně optimalizovaná díky 
tomu, že nemusí využívat programovatelné struktury, bez které se soft procesor 
neobejde. 
Nejpoužívanější koncepce zapojení procesorů s IP jádrem XPS LL TEMAC [11] 
(jedná se o rozšíření IP jádra Embedded Tri-Mode Ethernet MAC, přizpůsobeného pro 
procesorové systémy s interní sběrnicí PLB), jsou shrnuty v aplikačním listu [12]. Pro 
dosažení větší propustnosti systému je jádro XPS LL TEMAC připojeno přímo ke 
kontroléru MPMC externí DDR RAM paměti, ve které se předpokládá uložení dat 
programu, jedná se o SDMA (Soft Direct Memory Access). 
 
Obr. 5: Blokové schéma zapojení ethernetového jádra s procesorem MicroBlaze 
(převzato z [12]) 
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Stejná koncepce jako na obr. 5 se soft procesorem MicroBlaze může být použita 
s procesorem PowerPC. 
Na blokovém schématu obr. 6 je použit procesor PowerPC 440, který umožňuje 
připojit LocalLink sběrnici od ethernetového jádra XPS LL TEMAC přímo na svůj port. 
 
Obr. 6: Blokové schéma zapojení ethernetového jádra s procesorem PowerPC (převzato z [12]) 
Pro navrhované řešení má velký význam datová propustnost ethernetu. V koncepci 
řešení síťové a vyšších vrstev programem se stává úzkým hrdlem procesor, který musí 
zpracovávat pakety ethernetového rozhraní. Závislost datové propustnosti 
ethernetového rozhraní na rychlosti výkonu programu procesorem ukazuje, jak velkou 
roli hraje výkon procesoru (v tab. 1). 
Tab. 1: Srovnání datových propustností ethernetového rozhraní (1 Gbps) jednotlivých 





(obdobné obr. 5) 
MicroBlaze 
(obr. 5) 
Taktovací frekvence jádra 400 MHz 300 MHz 125 MHz 
Taktovací frekvence PLB 133 MHz 100 MHz 125 MHz 
Datová propustnost 762 Mbps 305 Mbps 19 Mbps 
Využití ethernetového 
rozhraní 
100 % 41 % 2,5 % 
Zatížení procesoru 90 % 82 % 100 % 
Datová propustnost je uváděna na rozhraní síťové a linkové vrstvy, z tohoto 
důvodu nebyla při použití 64bytových paketů dosažena maximální teoretická rychlost 
1 Gbps – k paketu jsou na linkové vrstvě přidány další byty hlavičky a zápatí. 
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3.1.3 Programová podpora ethernetu 
V případě podpory vyšších vrstev OSI modelu procesorem, musí být na procesoru 
spuštěn program, který zajistí zpracování příchozích paketů na všech vyšších vrstvách 
a předá data aplikační vrstvě. Na té může fungovat webový server s protokolem HTTP, 
klient pro vzdálenou správu (např. s protokolem SNMP) a kromě standardizovaných 
fungují na této úrovni také uživatelsky definované aplikační protokoly. Je nutné, aby 
program kromě podpory pro aplikační vrstvu zajišťoval funkci protokolů na nižších 
vrstvách. Z požadovaných funkcí je to načtení konfigurace síťového rozhraní z DHCP 
[13] serveru, překlad síťových adres na fyzické adresy protokolem ARP [14] a pro 
odesílání chybových zpráv a zjištění dostupnosti zařízení protokol ICMP [15]. 
Splnění všech standardů RFC je rozsahově tak náročné, že i pro nejjednodušší 
aplikace využívající ethernetové připojení se vyplatí použít již hotových knihoven (tzv. 
IP stack), které běžně podporují výše zmíněné požadavky. 
Z konkrétních knihoven je nejvíce používanou lwIP stack [16] vyvinutý ve 
Švédském institutu počítačových věd. Dále je možné použít také Treck TCP/IP 
stack [17] od Treck, Inc. Vlastnosti a možnosti obou knihoven jsou rozdílné. Značnou 
výhodou balíku lwIP je oproti balíku Treck TCP/IP jeho otevřená licence BSD, která je 
jednou z nejotevřenějších programátorských licencí a umožňuje s určitými podmínkami 
šířit a upravovat kód knihovny. 
Vybrané podporované protokoly balíkem lwIP jsou 
 IP (Internet Protocol), 
 ICMP (Internet Control Message Protocol), 
 UDP (User Datagram Protocol), 
 TCP (Transmission Control Protocol) s kontrolou zahlcení, 
 DHCP (Dynamic Host Configuration Protocol), 
 PPP (Point-to-Point Protocol), 
 ARP (Address Resolution Protocol), 
 SNMP (Simple Network Management Protocol). 






Volitelně lze k základnímu balíku Treck TCP/IP přidat další protokoly, jako jsou 
 PPP, 
 DHCP, 
 FTP (File Transfer Protocol), 
 TFTP (Trivial File Transfer Protocol), 
 SNMP, 
 IPsec, 
 DNS resolver, 
 HTTP (Hypertext Transfer Protocol). 
Oba balíky podporují internetový protokol verze 4 a verze 6. 
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Tab. 2:  Datové propustnosti systému s balíkem lwIP na vývojové desce ML605 s procesorem 
MicroBlaze se sběrnicí PLB v závislosti na velikosti použitých cache pamětí (údaje 
převzaty z [18]) 
Velikost cache pamětí 
(datové i instrukční je stejná) 
Datová propustnost 
Příjem (Rx) [Mbps] Vysílání (Tx) [Mbps] 
8 kB 51,3 45,7 
16 kB 73,9 63 
32 kB 129 104 
Tab. 3: Datové propustnosti systému s balíkem Treck TCP/IP na vývojové desce ML505 
s procesorem MicroBlaze se sběrnicí PLB v závislosti na maximální přenosové 
jednotce (údaje převzaty z [19]) 
MTU [byte] 
Datová propustnost 
Příjem (Tx) [Mbps] Vysílání (Tx) [Mbps 
1500 77,1 101 
9000 434 531 
Rychlosti uvedené v  tab. 2 a tab. 3 nejsou přímo srovnatelné, protože měření 
rychlosti nebyla provedena za stejných podmínek (jiný hardware, u Treck TCP/IP není 
uvedena velikost použité cache paměti). Při použití normální maximální přenosové 
jednotky (tj. MTU 1500) pro ethernet, je zřejmé že se datové propustnosti systému 
s balíkem lwIP a Treck TCP/IP nijak značně neliší. 
3.2 Měření datové propustnosti systému 
Z důvodu nesrovnatelných hodnot jednotlivých měření uváděných v literatuře 
a nesrovnalosti mezi hodnotami tab. 1 a tab. 2 bylo v rámci této práce provedeno měření 
datové propustnosti systému. Datová propustnost byla měřena s různými konfiguracemi 
systému, aby bylo možné sledovat, jaký vliv mají různá nastavení. 
Měření bylo provedeno s vývojovou deskou XUPV5-LX110T [20] (hardwarově se 
jedná o vývojovou desku ML505, avšak obsahuje větší FPGA typu Virtex 5 LX 110T). 
Z důvodu požadavku velkého datového toku v odchozím směru byla měřena 
propustnost pouze v tomto směru. Lze předpokládat, že propustnost v příchozím směru 




Obr. 7: Blokové schéma pro měření datové propustnosti systému bez cache pamětí 
Pro účely měření byla na procesoru spuštěna smyčka, která generovala data 
a posílala je protokolem UDP na předem určenou IP adresu a port. Z dvou možných 
balíků (lwIP a Treck TCP/IP stack) byl pro měření z důvodu přímé podpory ve 
vývojovém prostředí SDK a otevřenosti zdrojového kódu vybrán lwIP stack. 
Program generující data nejprve inicializuje spojení (při použití UDP jako 
nespojové služby jsou pouze inicializovány proměnné používané balíkem lwIP). 
Posílání probíhá ve dvou variantách (zdrojové kódy dle přílohy A). V první variantě se 
generuje vysílaný paket opakovaně (až na naplnění vysílaných dat). V druhé variantě je 
vysílaný paket generován pouze jednou a později se pouze využívá již vygenerovaná 
struktura včetně stejných dat. Ani jedno z řešení není příliš použitelné v praxi, běžně 
totiž není potřeba vysílat nedefinovaná nebo stále stejná data. Praktickému použití se 
více blíží varianta první, která generuje vysílaný paket opakovaně. Pro úplné využití by 
bylo třeba doplnit načítání vysílaných dat, pro vyvození závěrů z měření však postačí 
































Obr. 8: Blokové schéma pro měření datové propustnosti systému s cache paměťmi 
Byly měřeny rychlosti hardwarové konfigurace systému MicroBlaze procesoru bez 
cache pamětí (podle blokového schématu na obr. 7) a s různě velkými cache paměťmi 
(podle schématu na obr. 8). Účelem měření bylo zjistit, jak velký vliv má velikost 
a použití cache pamětí na rychlost posílání dat. Při měření byly hodnoty velikosti cache 
pamětí pro data a pro instrukce nastaveny na shodnou hodnotu. 
Objem dat vkládaných do UDP datagramu má nemalý význam na rychlost 
ethernetové komunikace (což už bylo ukázáno v  tab. 3). Jedním z cílů měření z tohoto 
důvodu bylo zjistit, jak velký rozdíl datové propustnosti lze dosáhnout změnou velikosti 
dat vkládaných do UDP datagramu. Systém byl nakonfigurován tak, aby nepodporoval 
tzv. jumbo rámce. Standardní MTU v ethernetové síti je 1500 bytů, maximální délka 
hlavičky IPv4 je 60 bytů a délka hlavičky UDP datagramu je 8 bytů. Generovaná data 
vkládaná do UDP datagramu by měla mít maximálně 1432 bytů, aby byl paket nejvýše 
stejně velký jako maximální přenosová jednotka. 
Posledním sledovaným aspektem byl vliv optimalizací (na velikost programu) 
překladače zdrojového kódu na výsledný datový tok generovaný systémem. 
Vývojová deska XUPV5-LX110T byla připojena ethernetovým rozhraním 
o propustnosti 1 Gbps k Cisco přepínači Catalyst 2940, kterým byl zároveň měřen 
datový tok generovaný programem. Datový tok byl měřen jako pětiminutový průměr 
vstupního datového toku ethernetového rozhraní přepínače. 
Z důvodu časové náročnosti měření nebyl datový tok proměřován pro všechny 
kombinace měnících se parametrů systému. Menší objem generovaných dat bude 
vyžadovat větší režii procesoru než větší objem dat. V tom případě nebude záviset na 
tom, jestli bude systém vybaven vyrovnávacími cache pamětmi či zda bude zdrojový 
kód překládán s optimalizacemi. Lze proto předpokládat, že datový tok v závislosti na 








































Tab. 4: Měřený datový tok v závislosti na velikosti použitých cache pamětí 
0 8 16 32 64
1450 B UDP dat 5,5 45,1 83,0 108,1 114,1
512 B UDP dat 4 26 41 61 68























Velikost cache pamětí [kB]
Generovaný datový tok v závislosti na velikosti použitých 
cache pamětí
1450 B UDP dat 512 B UDP dat
 
Obr. 9: Graf závislosti generovaného datového toku na velikosti cache pamětí 
Použití cache pamětí znatelně zvyšuje výkon systému s procesorem a tím 
i generovaný datový tok. MicroBlaze procesor bez cache pamětí je značně limitován 
rychlostí sběrnice PLB. Na obr. 7 je vidět, že se využívá stejná datová cesta pro data, 
pro instrukce a pro řízení linkové vrstvy ethernetu i dalších periferií. V tomto případě 
má procesor dostatečnou rezervu v rychlosti zpracování instrukcí a většinu času čeká na 
PLB sběrnici. 
Velikost cache paměti dále nemálo ovlivňuje rychlost MicroBlaze procesoru. 
Pokud je paměť malá, vejde se do ní pouze malá část strojového kódu (případně dat). 
Při volání instrukcí (případně přístupu k datům), které v paměti nejsou uloženy, musí 
procesor čekat, než je cache kontrolér načte z externí paměti. 
Pro testovaný program by bylo vhodné zvolit velikost cache pamětí 32 kB, větší 
vyrovnávací paměti nepřinesou (za cenu dvojnásobku použitých paměťových bloků) 
o mnoho větší výkon procesoru. Menší vyrovnávací paměti naopak výkon procesoru 
zásadně sníží. Je však nutné poznamenat, že pro jiný program více náročný na množství 
zpracovávaných instrukcí může být přínosem použití větších vyrovnávacích pamětí. 
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Tab. 5: Měřený datový tok v závislosti na velikosti dat vkládaných do UDP datagramu 
UDP data [B] 100 200 300 400 500 600 700
Datový tok [Mbps] 25,1 38,9 49,9 60,4 69,2 77,1 83,3
UDP data [B] 800 900 1000 1100 1200 1300 1450
Datový tok [Mbps] 89,7 95,5 100,1 104,3 108,6 112,3 114,1
velikost cache pamětí 64 kB




















Generovaný datový tok v závislosti na velikosti dat vkládaných 
do UDP datagramu
 
Obr. 10: Graf závislosti generovaného datového toku na velikosti dat vkládaných 
do UDP datagramu 
Ze závislosti datového toku na velikosti dat vkládaných do UDP datagramu (obr. 
10) lze odvodit, že úzkým hrdlem systému je výpočetní výkon procesoru. Aby byl 
vytvořen paket, který bude předán linkové vrstvě (řešená hardwarově), musí aplikační 
data projít zpracováním na transportní vrstvě (čtvrtá vrstva OSI modelu) a na síťové 
vrstvě (třetí vrstva). Jelikož je na třetí a čtvrté vrstvě přidávána pouze hlavička datové 
jednotky bez nutnosti zpracovávat data vyšší vrstvy (pouze třetí vrstva musí znát 
protokol použitý čtvrtou vrstvou), lze čas potřebný k tomuto zpracování považovat za 
stejný pro libovolnou délku vkládaných dat do UDP datagramu. Zvýšením objemu 
přenášených dat se markantně zvyšuje přenosová rychlost, protože procesor není tak 
často zatěžován zpracováním na třetí a čtvrté vrstvě. Dalším pozitivním efektem, který 
je způsoben zvýšením přenášených dat v jednom rámci, je zvýšení efektivity 
komunikace. Ta je definována jako poměr užitečných dat a celkového objemu 
přenesených dat (užitečná plus režijní data). 
Tab. 6: Datový tok ethernetu generovaný programem bez a s optimalizacemi 
.
UDP data [B] 500 1450 500 1450
Bez optimalizací 4,8 6,8 24,2 62,1




generování dat dle přílohy A.2





Tab. 6 ukazuje, jaký vliv mají na generovaný datový tok optimalizace -O2 
zdrojových souborů. V systému bez cache paměti při optimalizaci zdrojových souborů 
datový tok roste. Optimalizace se snaží redukovat velikost strojového kódu, což ve 
výsledku znamená použití menšího počtu instrukcí, jejichž vykonání trvá v celku větší 
počet hodinových taktů. Úzkým hrdlem systému bez cache pamětí je sběrnice PLB, 
kterou používá procesor kromě jiného pro načítání instrukcí. Redukování počtu 
načítaných instrukcí, které byť trvají více hodinových taktů, se proto projeví jako 
zvýšení výkonu systému a tím i datového toku. 
V systému s vyrovnávacími pamětmi je situace odlišná. Úzkým hrdlem již není 
sběrnice PLB, ale výkon samotného jádra procesoru. Zvýšení počtu hodinových taktů 
potřebných pro vykonání celku instrukcí (v důsledku snížení počtu instrukcí 
optimalizací na velikost strojového kódu) má za důsledek snížení datového toku. 
Procesor vykoná ve výsledku méně instrukcí, ale jejich vykonání zabere celkem více 
hodinových taktů než vykonání většího počtu instrukcí bez optimalizací. 
Zvýšení rychlosti lze dosáhnout také úpravou programu. Stačí vysílat paket s daty, 
která mají stále stejný paměťový prostor. Při měření to znamenalo, že vysílaná data byla 
stále stejná. Datové toky pro jednotlivé velikosti vyrovnávacích pamětí a pro různé 
programy zobrazuje graf na obr. 11. 
Tab. 7: Datový tok pro různé programy v závislosti na velikosti vyrovnávacích pamětí 
0 8 16 32 64
program dle A.1 5,5 45,1 83,0 108,1 114,1
program dle A.2 6,8 62,1 87,9 111,9 121,5
Velikost cache [kB]
Datový tok [Mbps]
1450 B UDP dat pro programy bez optimalizací
 
Program s menším počtem instrukcí v kritické oblasti hlavní smyčky (tj. program 
dle přílohy A.2) dosahuje relativně většího výkon při použití menších vyrovnávacích 
pamětí. To je způsobeno nahráním větší části instrukcí kritické oblasti programu do 
























Velikost cache pamětí [kB]
Generovaný datový tok v závislosti na velikosti použitých 
cache pamětí
program dle A.1 program dle A.2
 
Obr. 11: Graf závislosti datového toku na velikosti použitých vyrovnávacích pamětí 
pro různé programy 
3.3 Návrh řešení 
Jednoznačně nelze z výše uvedených možností určit jedinou, která by byla pro 
navrhovaný systém optimální. Některá řešení jsou lepší z hlediska výpočetního výkonu 
(potažmo dosažitelného datového toku), ale mají také své nevýhody (např. ve smyslu 
složité implementace). V následujícím textu je nastíněn postup návrhu řešení a hlediska 
pro jeho výběr. 
Čistě hardwarové řešení ethernetové komunikace na síťové a transportní vrstvě by 
bylo pro UDP protokol náročné na implementaci a na hardwarové prostředky. V případě 
předpokladu vzdálené správy realizované protokolem TCP by bylo řešení pro 
navrhované zařízení příliš složité po všech stránkách (spotřeba hardwarových 
prostředků, náročnost na vývoj). Jeho značnou výhodou by však byla maximální 
dostupná datová propustnost, pro daný systém nepotřebná. 
Protikladem všem výhodám využití hard procesoru PowerPC (jsou popsány 
v kapitole 3.1.2 Procesorem řešené zpracování na síťové a transportní vrstvě) stojí 
perspektivní zařízení, pro které je systém navrhován. V nových řadách FPGA již 
výrobce Xilinx skončil s podporou hard procesoru PowerPC. Jeho použití by tedy 
v případě potřeby využít nový typ FPGA nebo specializovaného FPGA (např. odolného 
vůči radiačnímu záření) vedlo k nepoužitelnosti koncepce navrženého systému. Soft 
procesor MicroBlaze má pro daný systém velkou cenu v kompatibilitě s různými typy 
FPGA i v budoucnosti. Jeho nevýhodou je menší dosažitelná taktovací frekvence a tím 
pádem v porovnání s PowerPC i menší výpočetní výkon. Použití vyrovnávacích pamětí 
je z důvodu dosažení výkonu systému nezbytné. 
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Pro softwarovou podporu je zřejmě nejlepší volbou lwIP stack z důvodu 
otevřenosti licence, pod kterou je vyvíjen. LwIP stack má přímou podporu ve 
vývojovém prostředí SDK pro vývoj programu pro procesory MicroBlaze i PowerPC. 
3.3.1 Systém s DMA kontrolérem 
 
Obr. 12: Blokové schéma návrhu systému s DMA kontrolérem 
Návrh řešení na obr. 12 vychází z metody dosažení velkého datového toku 
použitím dostatečně velkých vyrovnávacích pamětí a odesíláním dat programem dle 
přílohy A.2 (vysílané struktury jsou při inicializaci vyplněny a odkazují stále na stejný 
paměťový prostor). Způsob vysílání by vypadal tak, že by bylo předpřipraveno několik 
struktur pro vysílání dat, které by procesor cyklicky procházel a odesílal. Data by byla 
do paměťových míst nahrávána DMA kontrolérem bez přímého působení procesoru. 
Procesor by pouze řídil cyklické procházení paměťových prostorů dat tak, aby aktuální 
data obsahovalo několik struktur před strukturou, kterou aktuálně vysílá procesor do 
ethernetu. Princip činnosti takového systému je znázorněn na obr. 13. 
 








































































Lze předpokládat, že takovýto systém s DMA přístupem, by se datovým tokem 
blížil měřenému systému s programem dle přílohy A.2. Rozdílem programu by bylo 
řízení DMA kontroléru. Při použití dostatečně velkých paketů by mělo být řízení DMA 
časově zanedbatelné. Dosažitelný datový tok při použití maximální velikosti 
vyrovnávacích pamětí (64 kB) by mohl být dle tab. 7 až 120 Mbps. 
Značnou nevýhodou tohoto řešení jsou vysoké nároky na počet použitých bloků 
BRAM pro vyrovnávací paměti a nutnost ukládat vysokorychlostní data z modulu 
zpracování do paměti. Změřená rychlost v  tab. 7 byla na vývojové desce XUPV5-
LX110T osazené rychlými pamětmi DDR2 se šířkou datové sběrnice 64 bitů. Zařízení, 
pro které je systém navrhován, obsahuje paměti DDR se šířkou datové sběrnice 
pouhých 8 bitů. Tato koncepce by v Digitizéru díky menší datové propustnosti pamětí 
nemusela dosahovat potřebných parametrů. Pro jiné aplikace může být takováto 
koncepce uspokojivě využita. 
3.3.2 Systém s modulem na sběrnici LocalLink 
 
Obr. 14: Blokové schéma systému s modulem vloženým na sběrnici LocalLink 
Navrhovaný systém s blokovým schématem na obr. 14 spojuje výhody 
hardwarového a procesorového řešení. Modul vložený na sběrnici LocalLink mezi jádro 
XPS LL TEMAC a XPS LL FIFO nazvaný LocalLink inserter využívá sběrnici 
LocalLink pro vysílání UDP rámců s daty z bloku zpracování dat (v obrázku označen 
jako SDR) v čase, kdy je periferií XPS LL FIFO (procesorem) nevyužita. Procesor tedy 
není zatěžován zpracováním velkého toku dat, která je třeba poslat. Nepotřebuje díky 
tomu tak velké vyrovnávací paměti (menší nároky na hardwarové prostředky). Zabývá 
se pouze nastavením síťového rozhraní, zpracovává příchozí rámce a umožňuje 
vzdálenou správu. 
Hardwarový modul LL inserter může být velice jednoduchý pro implementaci, 
protože UDP rámce mají až na obsažená data stále stejný formát. Nastavení cílových 
i zdrojových adres se provádí přes sběrnici PLB procesorem pouze jednou při 

































(jedna sběrnice je pro jeden směr datového toku), její signály (obr. 15) se vyloženě hodí 
pro sériové řazení vysílačů. V době, kdy bude vysílat periferie XPS LL FIFO, přemostí 
modul signály této periferie na vstup jádra XPS LL TEMAC. 
Velkou výhodou uvedeného řešení je vysoká datová propustnost, která je omezená 
ethernetovým rozhraním o propustnosti 1 Gbps. Procesor je z velké části dostupného 
výpočetního výkonu nevyužit a může být použit pro řízení celého systému včetně 
modulů, kterými se tato práce nezabývá. 
3.4 Implementace modulu LocalLink inserter 
Blok LocalLink inserter jehož idea byla popsána v předchozí kapitole je v systému 
implementován jako samostatná periferie procesoru, připojená ke sběrnicím LocalLink.  
3.4.1 Sběrnice LocalLink 
O sběrnici LocalLink pojednává především specifikace [20] a důležité informace jsou 
uvedeny také v dokumentu popisujícím XPS LL TEMAC [11]. Sběrnice je pouze 
jednosměrná a je tedy nutné jednu sběrnici použít pro uplink a druhou sběrnici pro 
downlink. 
Všechny signály sběrnice jsou zobrazeny na obr. 15 včetně synchronizace signálů 
s hodinami. Pro blok LocalLink inserter je podstatný charakter především signálů 
 SRC_RDY (source ready – informující o platných datech na sběrnici), 
 DST_RDY (destination ready – informuje zdroj o přijetí dat ze sběrnice), 
 SOF (start of frame – puls značící začátek rámce), 
 SOP (start of packet – puls značící začátek vlastních dat rámce), 
 EOP (end of packet – puls značící konec vlastních dat rámce), 
 EOF (end of frame – puls značící konec rámce). 
Pokud vysílající strana požaduje vyslat rámec, nastaví signál SRC_RDY do aktivní 
úrovně a čeká na aktivní úroveň signálu DST_RDY (pokud byl signál již aktivní, 
komunikace pokračuje v následujícím taktu bez čekání). V následujícím taktu je 
nastavena značka začátku rámce signálem SOF. Data v následujících taktech obsahují 
hlavičku rámce (hlavička obsahuje režijní informace pro přijímající stranu – nevysílá se 
do ethernetové sítě). Po vyslání dat hlavičky následují vlastní data rámce (budou 
vyslána do ethernetové sítě), která jsou uvedena signálem SOP. Za daty následuje zápatí 
značené aktivní úrovní signálu EOP. Celá komunikace je ukončena signálem EOF. 
Během komunikace může dojít k stavům, ve kterých přijímající strana není 
schopná zpracovávat data sběrnice (např. při naplnění vyrovnávacích pamětí). 
Protistranu o tom informuje pomocí signálu DST_RDY. Vysílací strana musí 
komunikaci pozastavit a počkat na opětovné nastavení signálu DST_RDY. 
Obdobně může dojít i k opačné situaci, kdy vysílající strana nemá z nějakého 
důvodu následující data. V takovém případě může komunikaci dočasně přerušit 




Obr. 15: Signály sběrnice LocalLink (převzato z [11]) 
3.4.2 FSM modulu LocalLink inserter 
Pro implementaci do FPGA byl použit stavový automat, který zajistí slučování rámců 
z bloku zpracování dat a rámců procesoru v odchozím směru do ethernetu. Příchozí 
směr sběrnice LocalLink je přímo propojen se sběrnicí procesoru. Signály sběrnice 
příchozího směru pro blok zpracování dat jsou nastaveny trvale do neaktivních úrovní. 
Makroskopický náhled periférie LocalLink inserter je zobrazen na obr. 16. 
 
Obr. 16: Periférii LocalLink inserter z makroskopického pohledu 
Z průběhu komunikace na LocalLink sběrnici vyplývá požadavek nulové latence 
bloku – vysílané slovo je potvrzeno ve stejném taktu hodin signálem DST_RDY. 
Všeobecně je doporučeno, aby všechny signály všech entit ve VHDL byly synchronní 
s hodinovým signálem. Aby bylo možné oba tyto požadavky splnit, musí být použitý 

































Obr. 17: Stavový diagram periférie LocalLink inserter 
Na obr. 17 je zobrazen zjednodušený stavový diagram implementovaného Mealyho 
automatu. Pro zjednodušení diagramu není zakreslen synchronní reset, který přivádí 
automat z každého stavu do stavu idle. 
V klidovém stavu (v případě, že ani jedna strana, master ani slave nepotřebuje 
vysílat rámce) je stavový automat ve stavu idle a čeká na nastavení signálu SRC_RDY 
do aktivní úrovně. V případě, že signál SRC_RDY je nastaven na straně komponenty 
master, automat přechází do stavu master_time, ve kterém propojí signály výstupní 
sběrnice LocalLink se signály komponenty master. Komunikace je ukončena sledem 
aktivní úrovně signálu EOF následovaným neaktivním stavem signálu SRC_RDY, po 
kterém stavový automat přechází opět do stavu idle. Stavový automat obdobně funguje 
i při požadavku komunikace komponenty slave. V případě současného požadavku od 
obou komponent dostává přednost komponenta master – v systému odpovídá procesoru, 
který má prioritu kvůli rychlosti vyřizování synchronizace času. 
Stav výstupních signálů stavového automatu shrnuje tab. 8. IDLE_OUT nastavuje 
všechny sběrnice do neaktivních stavů. Při stavu výstupních signálů s názvem M_OUT 
jsou propojeny signály sběrnice komponenty Temac a Master, sběrnice Slave je 




Tab. 8: Kombinace výstupů stavového automatu periférie LocalLink inserter 
 IDLE_OUT M_OUT S_OUT 
LlinkT_Data X“00000000“   
LlinkT_SRC_RDY ‘0’ M_Llink_SRC_RDY S_Llink_SRC_RDY 
LlinkM_DST_RDY ‘0’ T_Llink_DST_RDY ‘0’ 
LlinkS_DST_RDY ‘0’ ‘0’ T_Llink_DST_RDY 
LlinkT_REM “0000” M_Llink_REM S_Llink_REM 
LlinkT_SOF ‘0’ M_Llink_SOF S_Llink_SOF 
LlinkT_SOP ‘0’ M_Llink_SOP S_Llink_SOP 
LlinkT_EOP ‘0’ M_Llink_EOP S_Llink_EOP 
LlinkT_EOF ‘0’ M_Llink_EOF S_Llink_EOF 
(v tabulce jsou použity zkratky: T pro Temac, M pro Master a S pro Slave) 
Reálná implementace je složitější z důvodu synchronních výstupů. Každý výstup 
obsahuje klopný obvod řízený hranou, jehož výstup je povolený na základě úrovně 
signálu TemacLlink_DST_RDY. 
3.4.3 Použití periférie LocalLink inserter 
Periférie LocalLink inserter je připojena k ethernetovým sběrnicím LocalLink od 
procesoru, od bloku zpracování dat (výstup kanálových filtrů) a k XPS LL TEMAC, 
který posílá rámce přes integrovaný obvod fyzické vrstvy do ethernetové sítě. 
LocalLink inserter je pouze jednoduchý směšovač dat směrem do ethernetové sítě 
a nepotřebuje žádné řízení procesorem, proto není připojen k žádné datové sběrnici 
procesoru. 
Výše popsaná funkčnost periférie byla implementována do zařízení Digitizéru 
a periférie byla s úspěšnými výsledky testována. Bylo ověřeno tvrzení, že datový tok 
může v tomto případě dosahovat maximální přenosové kapacity ethernetového 
připojení. Kromě zmíněných výhod tohoto řešení lze používat stejnou periférii pro 
slučování datových toků od několika zdrojů pouhým řazením periférie za sebe. Počet 
zdrojů dat je omezen pouze dobou, na kterou mají jednotlivé zdroje sběrnici zabranou, 
v případě ideálních datových zdrojů je jejich počet omezen pouze celkovou přenosovou 
rychlostí. 
Ve vývojovém prostředí programu (Software Development Kit) bylo třeba upravit 
Tcl skripty pro kontrolu návrhových pravidel systému u dotčených programových 
řadičů, aby byla periférie LocalLink inserter vývojovým prostředím přijata. 
3.5 Ethernet přes SFP modul 
Starší typ Digitizéru neobsahuje integrovaný obvod fyzické vrstvy s klasickou 
ethernetovou zásuvkou, ale pouze zásuvku pro SFP modul. Aby bylo možné konfiguraci 
FPGA používat na starém typu Digitizéru, případně na novém typu mít možnost vybrat 
si, které ethernetové rozhraní bude aktivní (klasická ethernetová zásuvka nebo SFP 
modul), bylo nutné řídicí systém upravit. Periferie XPS LL TEMAC umí standardně 
pracovat s rozhraním SGMII, přes které se také připojuje SFP modul, přesto ale bylo 
nutné tuto periférii poupravit, aby splňovala specifika designu Digitizéru. 
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Vstupní hodinový signál pro FPGA o frekvenci 125 MHz je u Digitizéru pouze na 
pinech GTX transceiveru. Periférie XPS LL TEMAC nemá vyvedeny signály pro 
připojení hodinového signálu (dle obr. 18) a předpokládala existenci dalších hodinových 
vstupů. 
 
Obr. 18: Zapojení hodin SGMII rozhraní periférie XPS LL TEMAC (převzato z [5]) 
Periferie XPS LL TEMAC byla upravena tak, aby fungovala pouze s jedním 
zdrojem hodinového signálu. Schéma zapojení hodinového signálu upravené periferie je 
na obr. 19. Výstup GTX transceiveru REFCLKOUT je vyveden z periférie a připojen 
jako hlavní vstupní hodinový signál ke komponentě hodinového generátoru. 
Z hodinového generátoru jsou zpět vedeny hodinové signály o frekvenci 125 MHz 





Obr. 19: Schéma zapojení hodin upravené periférie XPS LL Temac 
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4 SYNCHRONIZACE ČASU 
Digitizér pro svou činnost potřebuje znát skutečný čas s přesností 1 ms. Jelikož zařízení 
neobsahuje žádný bateriově zálohovaný RTC obvod, musí zařízení informaci o 
aktuálním čase získat z ethernetové sítě. Pro synchronizaci času zařízení v síti se 
využívá NTP [22]. RFC [22] uvádí dosažitelnou přesnost s moderními síťovými prvky a 
rychlou lokální sítí v desítkách mikrosekund. 
Je požadována synchronizace s jedním referenčním NTP serverem, jehož IP adresa 
bude do Digitizéru předem zadána. Není tedy třeba využívat všech možností protokolu 
NTP jako je dynamické vyhledávání serverů, případně synchronizace s více zdroji 
časové informace. 
4.1 Čítač hodin reálného času 
Systém v obvodu FPGA musí obsahovat čítač hodin reálného času. Vstupním signálem 
tohoto čítače je výstup přesného oscilátoru o frekvenci 125 MHz, který se používá pro 
taktování celého systému. Pomocí NTP se získá a vypočte informace o přesném čase, na 
který se potom tento čítač nastaví. Podle [22] je čas NTP v sekundách od 1. 1. 1900 ve 
formátu pevné desetinné čárky. 
4.1.1 Návrh čítače reálného času 
Jednoduchý binární čítač frekvence 125 MHz by čítal každou 1/8 s. NTP čas však 
není uváděn v mocninách deseti, ale v mocninách dvou. To přináší problém neshody 
formátu času, ve kterém by čítal jednoduchý binární čítač, a času získaného z NTP. 
Problém lze obecně řešit dvěma způsoby. Čítač RTC může čítat frekvenci mocniny 
dvou, potom lze do něj přímo zapisovat čas zjištěný pomocí NTP. V případě použití 
jednoduchého binárního čítače musí být čas z NTP před zápisem do RTC čítače 
převeden do mocniny deseti a při čtení času z čítače převeden zpět do formátu 
NTP času. 
 
Obr. 20: Blokové schéma principu čítání na frekvenci mocniny deseti 
Předdělička frekvence záměrně snižuje rozlišovací schopnost RTC čítače. 
Požadovaná přesnost je 1 ms, je tedy zbytečné čítat každých 0,125 ns. Nižší frekvence 
na vstupu RTC čítače umožňuje použít čítač s menší bitovou šířkou a následně 
i jednodušší násobičky a děličky. 
Vstupní a výstupní slova jsou ve formátu času v NTP. Vyšší polovina vstupního 




















sekund má v NTP verzi 3 šířku 32 bitů stejně jako zlomková část, výstupní slovo je tedy 
64bitové s desetinnou čárkou přesně v polovině. 
Nevýhodou tohoto zapojení je potřeba použití dvou číslicových násobiček 
a především dvou číslicových děliček, které nejsou svou funkcí jednoduché. Běžně se 
realizují pomocí hardwarových bloků matematických operací, které jsou v zařízení 
zpracovávajícím číslicový signál využitelné podstatně lépe. Výhodou této koncepce je 
dlouhodobá přesnost času, která je dána pouze přesností a stabilitou vstupního kmitočtu 
oscilátoru. 
Jinou možností je čítání na frekvenci mocniny dvou, v tom případě je potřeba 
upravit vstupní frekvenci tak, aby byla rovna 
kde R je z oboru reálných čísel a n je z oboru přirozených čísel. 
V reálném FPGA obvodu nelze dělit frekvence reálným číslem, ale pouze 
celočíselně. Frekvence oscilátoru je podělena celým číslem (zvoleno nejbližší vyšší) 
a rozdíl mezi skutečnou a požadovanou frekvencí musí být kvůli dlouhodobé přesnosti 
času korigován. Byl zvolen nejbližší vyšší dělitel, a proto je výsledná frekvence nižší 
než požadovaná. Korekce se tedy provádí inkrementací hlavního čítače opakovaně po 
určité době. Odvození vychází ze vztahu (1). 
kde N je horní celá část R a TK je čas, po kterém by hodnota hlavního čítače bez korekce 
byla právě o jedna menší. S touto periodou je potřeba navíc zvyšovat hodnotu hlavního 
čítače, dosáhne se tím požadované korekce. Korekce jsou tedy vykonávány s korekční 
frekvencí 
Jelikož korekční frekvence může být opět pouze celočíselným podílem frekvence 
oscilátoru, není korekce naprosto přesná. Postupem popsaným výše by však mohl být 
vzniklý rozdíl opět obdobně korigován, rozvojem do nekonečného počtu korekcí by 
vznikla přesná frekvence    Hz, za předpokladu naprosto přesného a stabilního 
vstupního kmitočtu. 
V obvodech FPGA se nepoužívá přímého dělení taktovacího signálu pomocí 
logických operací. Hodinový signál je pro všechny moduly stejný, dělení kmitočtu je 
zajištěno tzv. enable vstupy. Obecný návrh čítače této koncepce pro implementaci 
v FPGA je na obr. 21. Bloky děliček kmitočtů v blokovém schématu obr. 21 na svém 
výstupu generují pulsy s délkou trvání kladné části právě jedné periody taktovacího 
signálu     . RTC čítač zvýší svoji hodnotu na každý příchozí pulz z jedné nebo z druhé 
děličky. 
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Obr. 21: Blokové schéma RTC čítače pro implementaci do FPGA 
Pro návrh parametrů čítače je třeba zvolit       
 , pro navrhovaný oscilátor byla 
zvolena jako dostačující frekvence (určuje časové rozlišení systému) 65536 Hz, 
a vypočítat N dle vztahu 
K je zaokrouhlenou hodnotou vztahu 
Chyba výsledné frekvence čítání je dána vztahem 
Chybou frekvence potom vznikne chyba čítaného času. Ten se o 1 ms od skutečného 
času bude lišit za dobu T1ms podle 
Použití jednoho stupně korekce tedy bude dostatečné (větší nepřesnost času bude 
do systému vnesena nepřesností vstupního kmitočtu) a nezbytné, bez korekce by chyba 


















   ⌈
    
  
⌉  ⌈
         
     
⌉        (5)  
   ̇
     
        
 ̇            (6)  
       (
    
 
 
    
 
)  (7)  
       
     
  
 
       
   (
    
  
    
 )
 ̇         ̇           (8)  
29 
 
4.1.2 Implementace čítače reálného času 
Čítač reálného času byl implementován jako jádro periferie procesoru MicroBlaze do 
vývojové desky XUPV5-LX110T. S úspěšným výsledkem byla vyzkoušena jeho plná 
funkčnost aktualizace a čtení času z programu procesoru. 
V systému řídicí Digitizér byla použita malá modifikace testovaného čítače. Pro 
synchronizaci času s NTP serverem je výhodnější použít čítač, u kterého se nenastavuje 
aktuální čas přímo, ale nastavuje se diference, o kterou se čítač reálného času liší od 
času skutečného. Tato změna vyplynula z principu synchronizace času a procesů s tím 
spojených, uvedených ve standardu NTP [22]. Postup zvolený pro synchronizaci času je 
uvedený v kapitole 6.1.1 NTP klient. 
Úryvek VHDL kódu realizující čítač je uveden v příloze B. 
Testováním čítače byla potvrzena domněnka, že značnou chybu bude způsobovat 
vstupní kmitočet, který má přesnost ± 50 ppm. Z uvedené přesnosti lze určit maximální 
chybu vzniklou nepřesností frekvence oscilátoru na 50 s za každou sekundu. Tím by 
byla požadovaná přesnost synchronizace času 1 ms dlouhodobě nestálá. Proto byl 
koncept čítače upraven tak, aby korekční dělička kmitočtu kromě nepřesnosti 
celočíselného dělení korigovala také nepřesnost frekvence oscilátoru. 
Po dostatečném počtu synchronizací s referenčním NTP serverem lze určit 
průměrnou odchylku skutečné frekvence oscilátoru od jmenovité a podle toho upravit 
korekční koeficient K. Čítač tedy musí umožňovat nastavení korekčního činitele K. 
Blokové schéma takového čítače je zobrazeno na obr. 22. 
 






















5 ROZHRANÍ PRO NASTAVENÍ DIGITIZÉRU 
Řídicí systém Digitizéru musí umožňovat nastavovat parametry celého zařízení. Je 
nutné nastavit signály, kterými se řídí blok zpracování dat (výběr rádiového kanálu, 
nastavení parametrů hlaviček ethernetových rámců s daty z filtrů atd.). Dále je potřeba 
nastavit integrované obvody A/D převodníků a obvod pro distribuci hodinových 
signálů, oba tyto typy obvodů komunikují po dvouvodičové sběrnici SPI, ke které bylo 
zapotřebí napsat vlastní hardwarové rozhraní. 
5.1 Nastavení bloku zpracování dat 
Jedná se o jednoduchou periferii, která svojí funkcí připomíná GPIO. Vstupní 
a výstupní signály periferie jsou vedeny většinou uvnitř FPGA, jejich směr je pevně dán 
charakterem signálu. Výstupní signály nastavují parametry bloku zpracování dat, 
rozsvěcují LED čelního panelu ad. Vstupní signály slouží k získání informací o stavu 
Digitizéru. 
Periferie má jednoduchou koncepci, ve které jeden bit určitého registru odpovídá 
jednomu výstupnímu signálu. Každý registr obsahuje funkcí si blízké signály. 
U každého registru je definované, zda jsou jeho signály vstupní (takový registr lze 
pouze číst) nebo výstupní (lze zapisovat i číst). 
Tab. 9: Mapa registrů periferie nastavení Digitizéru 
Offset Název Typ Reset Popis 
0x00 ADC_limit RO 0x0000.0000 Informace o saturaci ADC 
0x04 PLL status RO 0x0000.0000 Stav IC pro distribuci hodin 
0x08 ADC_OEB RW 0x0000.01FF Povolení výstupů ADC 
0x0C ADC_PDWN RW 0x0000.01FF Vypnutí ADC 
0x10 FIFO_rst RW 0x0000.0001 Reset vstupní FIFO paměti 
0x14 ADC_LED RW 0x0000.0000 LED předního panelu 
0x18 NCO RW 0x0000.0000 Číslicově řízený oscilátor 
0x1C FUNC_ENA RW 0x0000.0000 Povolení FIFO a DDC funkce 
0x20 FIFO_freq RW 0x0000.0000 Frekvence posílání FIFO dat 
0x24 DDC_pps RW 0x0000.0000 Frekvence posílání DDC dat 
0x28 FIFO_ch RW 0x0000.0000 Výběr kanálů v FIFO datech 
0x2C DDC_ch RW 0x0000.0000 Výběr kanálů v DDC datech 
0x30 FIFO_SRC_port RW 0x0000.0000 Zdrojový port FIFO paketu 
0x34 FIFO_DST_port RW 0x0000.0000 Cílový port FIFO paketu 
0x38 FIFO_SRC_IP RW 0x0000.0000 
Zdrojová IP adresa FIFO 
paketu 
0x3C FIFO_DST_IP RW 0x0000.0000 Cílová IP adresa FIFO paketu 
0x40 FIFO_SRC_MAC_H RW 0x0000.0000 
Zdrojová MAC adresa FIFO 
rámce 
0x44 FIFO_SRC_MAC_L RW 0x0000.0000 
Zdrojová MAC adresa FIFO 
rámce 
0x48 FIFO_DST_MAC_H RW 0x0000.0000 




Offset Název Typ Reset Popis 
0x4C FIFO_DST_MAC_L RW 0x0000.0000 
Cílová MAC adresa FIFO 
rámce 
0x50 DDC_SRC_port RW 0x0000.0000 Zdrojový port DDC paketu 
0x54 DDC_DST_port RW 0x0000.0000 Cílový port DDC paketu 
0x58 DDC_SRC_IP RW 0x0000.0000 
Zdrojová IP adresa DDC 
paketu 
0x5C DDC_DST_IP RW 0x0000.0000 Cílová IP adresa DDC paketu 
0x60 DDC_SRC_MAC_H RW 0x0000.0000 
Zdrojová MAC adresa DDC 
rámce 
0x64 DDC_SRC_MAC_L RW 0x0000.0000 
Zdrojová MAC adresa DDC 
rámce 
0x68 DDC_DST_MAC_H RW 0x0000.0000 
Cílová MAC adresa DDC 
rámce 
0x6C DDC_DST_MAC_L RW 0x0000.0000 
Cílová MAC adresa DDC 
rámce 
0x70 CPLD_DGE RW 0x0000.0000 Výstupní signál řídicí CPLD 
0x74 CPLD_D RW 0x0000.0000 
Vstupně výstupní signály 
k CPLD 
0x78 CPLD_dir RW 0x0000.FFFF 
Nastavení směru signálů 
k CPLD 
Detailní popis významu jednotlivých bitů registrů této periferie není předmětem 
tohoto dokumentu. 
5.2 Dvouvodičová SPI periferie 
A/D převodníky (AD9268) a obvod pro distribuci hodinových signálů (AD9510), od 
společnosti Analog Devices, umožňují nastavení svých parametrů výhradně po 
proprietární dvouvodičové SPI sběrnici, ke které bylo nutné napsat řadič a použít ho 
jako jednu z periférií MicroBlaze procesoru. 
Každý ze zmíněných obvodů je na Digitizéru připojen k FPGA vlastními vodiči, je 
tedy možné komunikovat se všemi obvody zároveň. Tato možnost však vyžaduje využít 
pro každý obvod jednu periférii SPI řadiče. Jedná o relativně pomalé rozhraní, u kterého 
není kladen důraz na rychlost provedení zápisu, stejně tak velikost datového toku není 
pro systém nijak kritická. Při implementaci byla kvůli úspoře prostředků zvolena 





Obr. 23: Blokové schéma SPI periférie pro čtyři obvody 
5.2.1 Formát rámce SPI komunikace 
Formát datových rámců SPI komunikace je detailně popsán v aplikačním listu [23]. 
Stejnou komunikaci lze s výhodou využít také pro integrovaný obvod distribuce 
hodinových signálů (musí být však správně nastaven). V obou případech je možné 
použít datovou komunikaci s hodinovým signálem SPI sběrnice o frekvenci až 25 MHz. 
Průběh jednoho datového rámce sběrnice je zobrazen na obr. 24. Na začátku 
komunikace je nejprve nastaven signál CSB do aktivní úrovně (každý obvod má svůj 
signál), čímž se vybere konkrétní obvod, se kterým se bude komunikovat. Datový signál 
SDIO je vzorkován v časech náběžných hran hodinového signálu a je doporučeno, aby 
k jeho změnám docházelo se sestupnou hranou hodinového signálu. 
Prvních 16 bitů rámce tvoří tzv. instrukci, která je vždy vysílána nadřazeným 
zařízením. První bit instrukce značí, zda se jedná o čtení nebo zápis registru. Bity W1 
a W0 dávají podřízenému obvodu informaci o počtu datových slov, který bude v rámci 
přenesen. Následuje 13 bitů adresy registru, který se bude číst, případně zapisovat. Po 
16 bitech instrukce následují 8bitová datová slova, která na signál sběrnice SDIO vysílá 
buď nadřazený obvod při zápisu, nebo podřízený obvod při čtení. V nejjednodušším 
případě každý rámec obsahuje pouze jedno datové slovo – čtení případně zápis se týká 





























Obr. 24: Průběh SPI komunikace (převzato z [23]) 
5.2.2 Implementace 
Při implementaci byla snaha vytvořit velmi flexibilní komponentu, kterou bude možné 
nastavit pro komunikaci s různým počtem obvodů, volitelnou frekvencí hodinového 
signálu sběrnice a dalších, bez nutnosti měnit zdrojový kód periferie. Všechny 
parametry periférie lze pohodlně měnit z Platform Studia. 
Úsek zdrojového kódu je uveden v příloze C. Svou podstatou je jádro periférie 
stavovým automatem, který kromě generování datového signálu generuje také hodinový 
signál sběrnice. Stavový automat tedy zajišťuje, aby se data měnila na sestupnou hranu 
hodinového signálu a při čtení byla vzorkována vzestupnou hranou. Stavový automat 
také nastavuje aktivní obvod a směr vstupně výstupních pinů FPGA – při čtení 
z cílového obvodu je pin SDIO nastaven jako výstupní během vysílání instrukce a jako 
vstupní v době datového slova. 
Periférie kvůli jednoduchosti umožňuje jedním rámcem číst a zapisovat pouze 
jeden registr, jelikož se nepředpokládá velké vytížení sběrnice a doba zpoždění v tomto 
případě také nehraje zásadní roli. 
5.2.3 Mapa registrů 
Tab. 10: Mapa registrů periferie dvouvodičové SPI 
Offset Název Typ Reset Popis 
0x00 REG_ADDR RW 0x0000.0000 Adresa registru 
0x04 DATA RW 0x0000.0000 Přečtená nebo zapisovaná data 
0x08 SLAVE_SEL RW 0x0000.0000 Výběr aktivního obvodu 




5.2.4 Popis registrů 
Registr 1: Adresa registru cílového obvodu (REG_ADDR) 
Nastavuje adresu registru, který má být čten nebo zapisován následující SPI operací. 
Offset 0x00 
Type RW, reset 0x0000.0000 
 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 
                 
       rezervováno       
                 
Type RO RO RO RO RO RO RO RO RO RO RO RO RO RO RO RO 
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
                 
   REG_ADDR 
                
Type RO RO RW RW RW RW RW RW RW RW RW RW RW RW RW RW 
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Bity Jméno Typ Reset Popis 
31:13 rezervováno RO 0x00 Program by neměl brát v úvahu hodnotu těchto 
bitů. Pro zajištění kompatibility s budoucími 
verzemi by nemělo docházet ke změnám těchto 
bitů při změně hodnoty ostatních bitů registru. 
12:0 REG_ADDR RW 0x00 Adresa registru cílového obvodu, který bude 





Registr 2: Datový registr (DATA) 
Při následující operaci zápisu obsahuje data, která jsou obsahem rámce SPI 
komunikace. 
Offset 0x04 
Type RW, reset 0x0000.0000 
 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 
                 
 rezervováno 
                 
Type RO RO RO RO RO RO RO RO RO RO RO RO RO RO RO RO 
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
                 
 rezervováno DATA 
                 
Type RO RO RO RO RO RO RO RO RW RW RW RW RW RW RW RW 
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Bity Jméno Typ Reset Popis 
31:8 rezervováno RO 0x00 Program by neměl brát v úvahu hodnotu těchto 
bitů. Pro zajištění kompatibility s budoucími 
verzemi by nemělo docházet ke změnám těchto 
bitů při změně hodnoty ostatních bitů registru. 
7:0 DATA RW 0x00 Při další operaci zápisu obsahuje data, která 
jsou zapsána do registru cílového obvodu 
s adresou nastavenou registrem REG_ADDR. 
Po operaci čtení obsahuje hodnotu přečtenou 





Registr 3: Výběr cílového obvodu (SLAVE_SEL) 
Nastavuje cílový obvod pro komunikaci. 
Offset 0x08 
Type RW, reset 0x0000.0000 
 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 
                 
 SLAVE_SEL 
                 
Type RW RW RW RW RW RW RW RW RW RW RW RW RW RW RW RW 
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
                 
 SLAVE_SEL 
                 
Type RW RW RW RW RW RW RW RW RW RW RW RW RW RW RW RW 
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Bity Jméno Typ Reset Popis 
31:0 SLAVE_SEL RW 0x00 Podle nastavených bitů jsou vybrány obvody, 
které jsou aktivovány v následující komunikaci. 
Pořadí bitu odpovídá číslu obvodu. 
Pro čtení musí být nastavený vždy pouze jeden 





Registr 4: Řídicí a stavový registr 
Registr, pomocí něhož se nastavuje čtení nebo zápis, spouští se komunikace 
a kontroluje se, zda SPI driver dokončil komunikaci. 
Offset 0x0C 
Type RW, reset 0x0000.0000 
 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 
                 
 rezervováno 
                 
Type RO RO RO RO RO RO RO RO RO RO RO RO RO RO RO RO 
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
                 
 rezervováno BU ST RW 
                 
Type RO RO RO RO RO RO RO RO RO RO RO RO RO RO WO RW 
Reset 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Bity Jméno Typ Reset Popis 
31:3 rezervováno RO 0x00 Program by neměl brát v úvahu hodnotu těchto 
bitů. Pro zajištění kompatibility s budoucími 
verzemi by nemělo docházet ke změnám těchto 
bitů při změně hodnoty ostatních bitů registru. 
2 BU RO 0 Busy 
Příznak zaneprázdněného SPI řadiče. Pokud je 
nastaven probíhá operace čtení nebo zápisu. 
1 ST WO 0 Start 
Zápisem jedničky do tohoto bitu se spouští 
komunikace s nastavenými parametry. 
0 RW RW 0 Read / Write 
Příznakový bit požadované operace čtení nebo 
zápisu do nastaveného registru. 







6 HLAVNÍ PROGRAM PROCESORU 
Hlavní program běžící na procesoru zajišťuje funkčnost navrženého řídicího systému, 
bez něj by nic spojeného s procesorem nefungovalo. Z požadovaných funkcí na 
Digitizér, uvedených v úvodu, musí procesor zajistit zpracování požadavků vzdálené 
správy a synchronizaci času s NTP serverem. 
Pro software zajišťující správný běh procesoru je možné použít různé přístupy. Na 
procesoru je možné spustit RTOS, kterým může být například i menší distribuce 
unixového operačního systému. V takovém případě hraje velkou výhodu možnost 
využívat mnoho funkcí systému bez nutnosti je programovat. Operační systém, ale 
kromě žádoucích funkcí musí také vykonávat spoustu operací pro zajištění svého chodu, 
což zbytečně zatěžuje procesor a jeho periférie (především paměti). Z tohoto důvodu 
byla zvolena jako dostačující varianta systému tzv. stand-alone s nutností 
doprogramovat všechny potřebné funkce, z nichž některé by mohl vykonávat 
jednoduchý operační systém. 
Všechny periferie dostupné z procesoru jsou zobrazeny na blokovém schématu 
v příloze D, které automaticky generuje Xilinx Platform Studio. V této kapitole bude 
popsáno, jak jsou jednotlivé periférie využívány programem. Každá periferie připojená 
k procesorové sběrnici má vyhrazený svůj adresní prostor, přes který softwarový 
ovladač přistupuje k jejím registrům. Softwarový ovladač je v případě stand-alone 
systému oddělený soubor (nebo více souborů) se zdrojovým kódem, který obsluhuje 
danou periférii. Hlavičkové soubory ovladače periferie slouží pro zveřejnění prototypů 
funkcí a typů, přes které se k periferii přistupuje. Pro přístup ke standardním perifériím 
dodávaným v rámci Platform Studia lze s výhodou využít připravené ovladače. 
V případě nedostačujících funkcí lze naprogramovat ovladače vlastní, což je nutné pro 
vytvořené periferie. 
Programování pro MicroBlaze procesor je velice podobné programování pro 
32bitové procesory s architekturou ARM. Je ale nutné dávat pozor na fakt, že se jedná, 
na rozdíl od většiny ARM procesorů, o little-endian architekturu a přístup na datovou 
sběrnici je vždy zarovnán na adresu dělitelnou čtyřmi. Pokud tyto dva aspekty nejsou 
důrazně brány v úvahu, mohou se v programu projevit neurčité (téměř až náhodné) 
chyby při práci s pamětí. 
Pro urychlení nastavení vývojového prostředí je vhodné při zakládání nového 
programu volit volbu některé z připravených šablon. Vždy je dobré použít takovou, 
která se svojí funkcí nejvíce podobá zamýšlenému programu. Pro řešený program se 
například nejvíce hodilo vyjít ze šablony lwIP echo serveru, která vytvořila dobrý 
základ, který má nastavené všechny potřebné parametry překladače a generátoru 
knihoven ovladačů periferií. 
6.1 Struktura hlavního programu 
Tento dokument nebude rozebírat řádek kódu po řádku, bude se ale zabývat 
souvislostmi programu z nadhledu. Seznámí čtenáře s pozadím celé aplikace a principy, 




Pro jednodušší vysvětlení je hlavní program rozdělen do několika částí, které jsou 
na sobě nezávislé. Funkce každé části je následně komentována, případně rozdělena na 
další menší části. 
 
Obr. 25: Blokový diagram hlavního programu 
Po spuštění hlavního programu (vývojový diagram na obr. 25) je nejprve 
inicializována SPI flash paměť, ze které je načtena konfigurace systému (nastavení 
síťového rozhraní, nastavení výchozích parametrů bloku zpracování dat ad.), v rámci 
načítání konfigurace jsou všechny dostupné parametry aplikovány. Nastaví se přerušení 
potřebná pro funkci systému (přerušení od časovače a od periférie XPS LL TEMAC pro 
potřeby lwIP stacku). Podle získaných parametrů proběhne nastavení síťového rozhraní 
– nastaví se MAC adresa, IP adresa, maska sítě a výchozí brána. Po uvedených krocích 
mohou být spuštěny uživatelské funkce NTP klienta a TCP serveru pro příjem 
konfigurace. V případě NTP klienta proběhne nastavení soketu pro nespojovanou UDP 
službu, jeho připojení na vzdálený server s předem definovanou IP adresou a na předem 
definovaný port (standardně se využívá UDP port 123 určený pro NTP) a registrace 
callback funkce pro obsluhu přijímaných paketů od NTP serveru. 
Při spouštění TCP serveru pro konfiguraci Digitizéru se nastaví hlavní soket pro 
poslouchání na zvoleném portu (aktuálně se využívá port 23). Registruje se funkce pro 
obsluhu žádostí komunikace s tímto portem, která má za úkol komunikaci přijmout 
(volá určenou funkci lwIP stacku, která vyřídí tzv. three-way handshake – korektní 
otevření TCP komunikace) a dále se registruje callback funkce pro obsluhu přijímaných 

























V hlavní nekonečné smyčce programu probíhá zpracování paketů (ve formě volání 
funkce ovladače periferie TEMAC) a jednou za určitý čas je odeslán NTP dotaz 
referenčnímu serveru (zatím nastaveno na pevnou frekvenci dvou dotazů za sekundu). 
6.1.1 NTP klient 
Spouštějící akcí synchronizace času je odeslání dotazu na nastavený NTP server. 
Odesílaná zpráva je sestavena již při inicializaci klienta po nastavení soketu. Na obr. 26 
je uveden formát NTP zprávy, vysvětlení jednotlivých polí je možné dohledat 
v RFC [22]. 
 
Obr. 26: Formát NTP zprávy (převzato z [22]) 
Před odesláním zprávy je pouze znovu vyplněna hodnota položky Originate 
timestamp, která zůstává v odpovědi nezměněna a používá se pro výpočet diference 
lokálního hodinového čítače od referenčního. Diference lokálního čítače od 
referenčního a dopravní zpoždění odpovědi (doba cesty žádosti a odpovědi sítí) jsou 
podle RFC [22] definovány dle vztahů 
kde d je dopravní zpoždění a t je diference lokálního a referenčního času. Význam 
časových značek T1 až T4 je uveden v tab. 11. 
  
   (     )  (     )   (9)  
   
(     )  (     )
 
   (10)  
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Tab. 11: Význam časových značek NTP 




Originate Timestamp T1 Čas odeslání žádosti klientem (lokální čas) 
Receive Timestamp T2 Čas přijmutí žádosti serverem (referenční čas) 
Transmit Timestamp T3 Čas odeslání odpovědi serverem (referenční čas) 
Destination Timestamp T4 Čas přijmutí odpovědi klientem (lokální čas) 
Výpočet diference lokálního a referenčního času probíhá při příjmu odpovědi 
v callback funkci, která je registrovaná pro zpracování příchozích zpráv NTP soketu. 
Blokový diagram tohoto procesu je vidět na obr. 27. 
 
Obr. 27: Blokový diagram zpracování NTP odpovědi 
Po příjmu zprávy odpovědi se uloží čas příjmu odpovědi, zpráva se analyzuje 
a jsou z ní vyčteny zbývající tři časy (odeslání žádosti, přijmutí žádosti a odeslání 
odpovědi). Podle vztahu (10) se vypočítá diference lokálního a referenčního času, 
vypočítaná diference se přičte ke globální proměnné střádající vypočítané diference. 
V případě, že byl nastřádán požadovaný počet diferencí, diference se zprůměrují 


























průměrování se provádí kvůli dosažení lepší přesnosti synchronizace časů. 
O vypočítaný průměr diferencí se změní hodnota běžícího RTC čítače. 
Použitý algoritmus neobsahuje všechny doporučené postupy uváděné v RFC [22], 
jedná se o zjednodušenou implementaci, která se někdy také označuje zkratkou SNTP. 
 
Obr. 28: Úprava zpracování NTP pro korekci kmitočtu systémového oscilátoru 
Pro korekci chyby kmitočtu systémového oscilátoru bylo nutné program upravit, 
aby fungoval podle vývojového diagramu na obr. 28. Program po aktualizaci lokálního 
RTC čítače sčítá diference, o které je upravován lokální čas. Po dosažení předem 
stanoveného počtu aktualizací času se vypočítá aritmetický průměr diferencí, podle 
kterých byl aktualizován lokální čas. Vypočítaná hodnota odpovídá dlouhodobému 
trendu rozdílu lokálního a referenčního času způsobeného především chybou kmitočtu 
systémových hodin 125 MHz. Tato chyba může být potlačena změnou korekčního 
koeficientu K čítače RTC. Funkce RTC čítače (včetně možnosti korekcí) je popsána 
v kapitole 4.1 Čítač hodin reálného času. 
Popsaná metoda předpokládá stejné intervaly mezi jednotlivými dotazy. V jiném 
případě by bylo nutné počítat korekční koeficient K složitějším způsobem. 
6.1.2 TCP server pro příjem konfigurace 
TCP server přijímá pevnou délku binárních dat, v kterých má každý parametr svoji 
pevnou pozici (formát konfiguračních dat byl zadán). Jelikož se jedná o komunikaci 





























Server musí počkat na celou konfiguraci a poté ji může zpracovávat. Příjem 
konfigurační zprávy zajišťuje funkce registrovaná pro obsluhu přijatých paketů 
TCP serveru, její blokový diagram je znázorněn na obr. 29. 
 
Obr. 29: Blokový diagram příjmu konfigurační zprávy 
Existuje-li aktivní host, který začal posílat konfiguraci, a přijatá zpráva není od 
tohoto hosta, je odmítnuta. V případě, že zpráva od aktivního hosta je, je přidána do 
globální fronty a čeká se na dokončení příjmu celé konfigurace. Pokud aktivní host 
zatím neexistoval, stává se odesílatel zprávy aktivním hostem. Po příjmu celé 
konfigurace dochází k jejímu zpracování – verifikace a dekódování. Podrobnější popis 





























Obr. 30: Blokový diagram zpracování přijaté konfigurace 
Při zpracování přijaté konfigurace se nejprve zkontroluje formát přijatých dat, 
pokud je v pořádku, probíhá dekódování dat, tedy rozdělení dat na jednotlivé parametry 
systému. Nová konfigurace je aplikována a v případě, že je v přijaté konfiguraci 
nastaven příznak uložení, je uložena do SPI flash paměti. Před koncem zpracování dat 
se odesílá odpověď klientovi o akceptování konfigurace a v případě jejího aplikování 
a uložení také informace o těchto provedených úkonech. Obdobný výpis se provádí také 
do sériové linky. 
Pro účely vzdálené konfigurace po ethernetové síti byl vytvořen program pro 
operační systém Windows odesílající konfigurační binární soubor na nastavitelnou 
IP adresu Digitizéru. 
6.1.3 Ethernet přes SFP modul 
Ovladače periferie XPS LL TEMAC jsou určeny pro použití výhradně s obvodem 
fyzické vrstvy, který umožňuje správu svých parametrů přes SMI. U SFP modulu toto 
rozhraní není možné použít, pro správu parametrů lze použít sběrnici I2C, případně lze 
parametry nastavovat přímo po hlavním komunikačním rozhraní SGMII, což podporuje 
také periferie XPS LL TEMAC. Aby bylo možné tuto variantu využít, bylo nutné 
upravit ovladač této periferie. Bylo třeba zakázat externí sběrnici SMI, čímž periferie 


























Hlavní program po spuštění zabírá poměrně hodně operační paměti (přibližně 830 kB), 
a proto nemůže být spuštěn z interní paměti FPGA, ale musí být spouštěn z externí 
RAM. Integrovaný obvod operační paměti po ztrátě napájení ztrácí informace v něm 
uložené, proto bylo nutné navrhnout řešení, jak nahrát hlavní program z některé stálé 
paměti systému do RAM a následně ho spustit. 
První otázkou byl výběr vhodné paměti Digitizéru pro uchování obrazu hlavního 
programu. K dispozici je sériová EEPROM o velikosti 8 Kb, do které by se hlavní 
program v žádném případě nevešel. Další možnost je použít PROM flash paměť, do 
které by byl kromě konfiguračního záznamu pro FPGA nahrán také obraz hlavního 
programu. Tato varianta je reálná a běžně se používá v systémech, které jsou 
hardwarově pro tuto možnost připraveny. PROM flash paměť je v Digitizéru zapojená 
tak, že je určená pouze pro konfiguraci buněk FPGA, ale není možné ji číst uživatelsky. 
Poslední a vhodnou volbou je SPI flash paměť o velikosti 64 Mb, což je dostačující 
velikost, jak pro uchování obrazu hlavního programu, tak i parametrů systému, které 
mají být načteny po startu zařízení. V budoucnu se počítá s dalším využitím této paměti. 
Rozvržení paměťových prostorů Digitizéru je znázorněno na obr. 31. 
Proces, který dekóduje obraz hlavního programu ve flash paměti a nahraje ho do 
RAM paměti, odkud se následně spustí, je také možné vytvořit z rychlé logiky FPGA. 
Výhodnější a často používané řešení je použití jednoduchého a tím pádem malého 
programu spuštěného v MicroBlaze procesoru. Tento program se označuje jako 
bootloader. 
 
Obr. 31: Využití pamětí Digitizéru 
Bootloader je spouštěn z interní paměti FPGA, do které je načten z PROM flash 
paměti při konfiguraci logických buněk, jelikož je součástí konfiguračního záznamu. 
Jeho úkolem je nahrát a dekódovat obraz hlavního programu z SPI flash paměti do 
RAM, nastavit vektory obsluhy přerušení a hlavní program spustit. 
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7.1 Implementace bootloaderu 
Pro formát obrazu hlavního programu byl zvolen typ SREC, který je doporučován 
firmou Xilinx pro MicroBlaze procesor. Jeho velkou výhodou je možnost exportování 
tohoto formátu souboru přímo z SDK. Díky tomu není nutné vytvářet konverzní 
program pro převod výstupu linkeru do formátu obrazu. 
SREC obraz obsahuje základní zabezpečení kontrolními součty, není tedy nutné 
složitých manipulací se záznamem při ukládání do flash paměti, stačí jednoduché 
zapsání celého záznamu na předem stanovenou pozici. Záznam obsahuje další 
dodatečné informace pro bootloader, jako například: kde začíná funkce main, která má 
být spuštěna po dokončení nahrávání záznamu do RAM, informace o vektorech 
přerušení a další. 
Pro tvorbu vlastního bootloaderu lze s výhodou použít šablonu, která je připravena 
k použití s SREC formátem. Do programu bylo potřeba doplnit funkce pro čtení SPI 
flash paměti pomocí ovladače SPI periférie. 
Linker pro bootloader musí být nastaven tak, aby byl bootloader spouštěn z interní 
paměti FPGA, což omezuje celkovou velikost programu bootloaderu, který musí být 
minimalizován (závisí především na typu použitých funkcí a knihoven). 
Pro úspěšné použití bootloaderu po konfiguraci FPGA je třeba program 
bootloaderu přidat do programovacího souboru pro FPGA. To se provede přidáním 
výstupního soboru linkeru bootloaderu (soubor s příponou *.elf) do projektu 
v programu Project Navigator. 
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8 LADĚNÍ HARDWARU 
Zařízení Digitizéru, do kterého byly konfigurace FPGA a firmware procesoru 
implementovány, je zařízení velmi nového návrhu a všechny jeho hardwarové části 
nebyly v době první implementace ještě vyzkoušeny a odladěny. Jedním z nemalých 
úkolů této práce bylo oživení neodladěných částí Digitizéru, z nichž některé byly přímo 
vyžadovány pro funkci procesoru MicroBlaze (například RAM). 
8.1 DDR SDRAM 
První periferií, kterou bylo potřeba využívat pro potřeby procesoru, byla operační 
paměť. Pro ověření funkčnosti pamětí systému existuje v SDK šablona programu pro 
testování pamětí. Testovací program do paměti nejprve zapíše známou posloupnost dat 
a posléze se snaží data přečíst a ověřit jejich hodnoty, vše samozřejmě probíhá se 
zakázanými vyrovnávacími paměťmi. 
Na prvním oživovaném Digitizéru, se běh programu při zápisu do paměti zastavil 
a procesor musel být resetován. Zastavení programu způsobil kontrolér DDR paměti, 
který od paměti nedostával korektní signály. Komunikace s pamětí probíhá s frekvencí 
125 MHz a sledovat ji osciloskopem není úplně vhodné. Nabízela se možnost využít 
logického analyzátoru k sledování signálů v Digitizéru, s externím hardwarovým 
analyzátorem by byl problém s připojením jednotlivých sond k vývodům paměti, proto 
byla zvolena možnost využít jádro logického analyzátoru Chipscope přímo v FPGA. 
Jelikož kontrolér neprovádí pouze zápis do DDR paměti, ale její řízení je velice 
komplexní a složité, nebylo reálně přímo možné sledovat chyby v komunikaci mezi 
pamětí a jejím kontrolérem. Na tomto kusu Digitizéru se při dalším testování projevily 
chyby v hodinovém signálu o frekvenci 10 MHz, což vedlo k úvahám o špatném 
připájení BGA pouzdra FPGA, na základě čehož bylo provedeno testování paměti na 
dalším kuse. 
Program pro kontrolu paměti se na druhém kuse již nezastavoval, přesto ale končil 
s negativním výsledkem testování. Při dalším zkoumání bylo zjištěno zvláštní chování 
paměti. Test byl změněn a byl cyklicky prováděn zápis a čtení buňky se stále stejnou 
adresou. Z buňky byla v některých náhodných okamžicích čtena očekávaná hodnota a 
více často byla čtena hodnota nesprávná. Tato důležitá informace naznačovala na špatné 
úrovně signálů paměti nebo FPGA, které byly následně chybně vyhodnoceny. Chyba 
byla způsobena nekorektním impedančním zakončením, které mělo být provedeno 
rezistorem o odporu rovnému charakteristické impedanci proti polovině napájecího 
napětí. Obvod vytvářející poloviční napětí pro zakončení neměl zapojenou zpětnou 
vazbu, což způsobilo, že vodiče, které měly být napájeny polovičním napájecím 
napětím paměti, byly přímo připojeny k zemi. 
Chyba návrhu byla odstraněna a paměť na tomto kuse fungovala bezchybně. První 
Digitizér na základě zjištění nefunkční paměti a podezření ze špatně zapájeného 
pouzdra obvodu FPGA prošel RTG testováním bez zjevného negativního výsledku. 
Následně byla potvrzena hypotéza špatného zapájení, jelikož bylo zjištěno, že na 
některých nezapojených vstupech FPGA nejsou měřitelné ochranné diody, které by 
v obvodu měly být. 
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8.2 Obvod fyzické vrstvy ethernetu 
Prvotní problém tohoto obvodu byl, že nekomunikoval s ehternetovými zařízeními 
k němu připojených na úrovni signálů. Síťové zařízení k tomuto obvodu připojené přes 
ethernet hlásilo, že linkový protokol nebyl zjištěn – jevil se stejně jako volný konec 
ethernetového kabelu. 
Pro zjištění stavu PHY obvodu byl napsán driver SMI sběrnice. Následně bylo 
zjištěno, že obvod neodpovídá na nastavené adrese, ale odpovídá na broadcast adrese 
sběrnice SMI. Hodnoty registrů, které byly z obvodu čteny na broadcast adrese, byly 
nesmyslné, jelikož některé pevně nulové bity byly nastavené a naopak. 
Po dlouhé době ladění tohoto obvodu bez výsledku bylo přistoupeno k variantě 
vytvořit rozšiřující ethernetový modul pro Digitizér se stejným obvodem, který by 
umožňoval nastavit více parametrů zapojení tohoto obvodu a zároveň simulovat chyby, 
a tím zjistit, které vedou ke zjištěnému chování obvodu na Digitizéru. 
Schéma a výkres desky plošného spoje vytvořeného rozšiřujícího modulu je 
uveden v příloze E. 
Metodou tvorby umělých chyb bylo zjištěno stejné chování obvodu při 
nekorektním nebo žádném hodinovém signálu. Následně byla také zjištěna chyba 
návrhu zapojení integrovaného obvodu v Digitizéru, hodinový signál byl přiveden na 
výstup interního oscilátoru, nikoliv na jeho vstup. Po opravě této chyby obvod funguje 




V rámci tohoto projektu byla rozebrána používaná řešení generování vysokého 
datového toku pro ethernetovou síť. Byly diskutovány výhody a nevýhody uvedených 
řešení a následně kvůli porovnatelnosti dosažitelných datových toků bylo provedeno 
měření na systémech s různými konfiguracemi a pro různé parametry generovaných 
paketů. Výsledky měření byly řádně interpretovány a na jejich základě byla navržena 
metoda posílání výstupních dat bloku zpracování dat jako základní a nezbytná součást 
systému pro Digitizér. 
Dostačující požadované datové propustnosti je dosaženo hardwarovým modulem 
následným vkládáním do odchozího směru sběrnice LocalLink. Navržené řešení bylo 
implementováno do Digitizéru s velmi kladnými výsledky, reálně byly splněny všechny 
předpoklady tohoto modulu. 
Čítač reálného času byl navržen jako periferie pro MicroBlaze procesor. Čítač byl 
použit v Digitizéru a byla potvrzena domněnka o nepřesnosti kmitočtu hodinového 
signálu, který zhoršuje parametry dlouhodobé přesnosti času. Z důvodu tohoto faktu 
byla navržena úprava čítače, aby mohla být nepřesnost kmitočtu korigována. 
Podle procesorem přijímané konfigurace musí být nastaven blok zpracování dat 
a hardware Digitizéru. Pro tyto funkce byly vytvořeny periferie procesorového systému, 
umožňující provádět veškeré nastavení z hlavního programu procesoru. 
Hlavní program procesoru plní zatím především funkci TCP serveru, který přijímá 
konfiguraci zařízení a synchronizuje lokální čítač reálného času. Do budoucna se počítá 
s větším využitím procesoru zejména pro testování hardwaru a přijímání nových verzí 
konfigurací. Hlavní program je spouštěn z RAM. Aby mohl být spuštěn po startu 
zařízení, byl vytvořen bootloader, který ho nahraje a spustí. 
Jedním bodem zadání bylo vytvořit možnost vzdálené aktualizace firmwaru 
Digitizéru. Tato funkce zatím nebyla vytvořena, protože kromě úkolů uvedených 
v zadání se objevily jiné důležitější problémy k řešení. Předpokládá se ale, že tato 
funkce bude do systému doplněna v blízké budoucnosti. Koncept metody aktualizace 
firmwaru byl již navržen, je nutné ho pouze doprogramovat a otestovat. 
Monitorování a testování Digitizéru nemohlo být v rámci této práce plně 
implementováno, protože hlavní monitorovací parametry nebylo možné číst kvůli 
kritické a neopravitelné chybě návrhu zapojení systémového monitoru zařízení. Obě 
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK 
A/D analogově digitální 
ARM architektura procesoru s redukovanou instrukční sadou (Advanced RISC 
Machine) 
ARP protokol pro překlad adres (Address Resolution Protocol) 
BRAM Blok paměti s náhodným přístupem (Block Random Access Memory) 
COM objekt binárního rozhraní (Component Object Model) 
SDRAM synchronní paměť s náhodným přístupem a potřebou obnovování 
(Synchronous Dynamic Random Access) 
DDR přenos dat na obě hrany hodinového signálu (Double Data Rate) 
DHCP protokol automatické konfigurace síťového rozhraní (Dynamic Host 
Configuration Protocol) 
DMA přímý přístup do paměti (Direct Memory Access) 
DPS deska plošných spojů 
EDK vývojové prostředí pro návrh vložných systémů (Embedded Development 
Kit) 
EEPROM elektricky mazatelná semipermanentní paměť (Electrically Erasable 
Programmable Read-Only Memory) 
FPGA hradlové pole (Field Programmable Gate Array) 
Gbps gigabit za sekundu (1024
3
 bitů za sekundu) (Gigabit per second) 
GMII gigabitové rozhraní nezávislé na médiu (Gigabit Media Independent 
Interface) 
HTTP protokol pro výměnu hypertextových dokumentů (Hypertext Transfer 
Protocol) 
I2C multimasterová sériová sběrnice (Inter-Integrated Circuit) 
ICMP internetový protokol pro zasílání chybových zpráv (Internet Control 
Message Protocol) 
IP duševní vlastnictví (Intellectual Property) 
IP internetový protokol na síťové vrstvě (Internet Protocol) 
IPv4 internetový protokol na síťové vrstvě verze 4 (Internet Protocol version 4) 
IPv6 internetový protokol na síťové vrstvě verze 6 (Internet Protocol version 5) 
LL sběrnice LocalLink (LocalLink bus) 
lwIP "odlehčený" balík TCP/IP funkcí (lightweight TCP/IP stack) 
MAC podvrstva linkové vrstvy OSI (Media Access Control) 
Mbps megabit za sekundu (1024
2
 bitů za sekundu) (Megabit per second) 
MPMC více portový kontrolér pamětí (Multi-Port Memory Controller) 
MTU maximální přenosová jednotka (Maximum Transfer Unit) 
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NTP protokol síťového času (Network Time Protocol) 
OSI standardní komunikační model dle ISO (Open System Interconnection) 
PHY zkratka pro fyzickou vrstvu OSI (abbreviation for the physical layer) 
PLB vnitřní sběrnice procesorového systému (Processor Local Bus) 
RAM paměť s náhodným přístupem (Random Access Memory) 
RFC dokument standardu organizace IETF (Request For Comments) 
RO pouze čtení (Read Only) 
RTC hodiny reálného času (Real Time Clock) 
RTOS operační systém reálného času (Real-time Operating System) 
RW zápis a čtení (Read and Write) 
SDK vývojové prostředí pro návrh programů (Software Development Kit) 
SDR softwarově definované rádio (Software Defined Radio) 
SDMA implementace DMA u MPMC portu (Soft Direct Memory Access) 
SDRAM synchronní dynamická RAM (Synchronous Dynamic Random Access 
Memory) 
SFP malý zásuvný komunikační modul (Small Form-factor Pluggable) 
SGMII sériové gigabitové rozhraní nezávislé na médiu (Seriál Gigabit Media 
Independent Interface) 
SMI jednoduché konfigurační rozhraní (Simple Management Interface) 
SNMP jednoduchý síťový konfigurační protokol (Simple Network Management 
Protocol) 
SNTP jednoduchý protokol síťového času (Simple Network Time Protocol) 
SPI sériové rozhraní pro periferie (Serial Peripheral Interface) 
Tcl programovací jazyk (Tool Command Language) 
TCP internetový protokol transportní vrstvy (Transmission Control Protocol) 
UDP internetový protokol transportní vrstvy (User Datagram Protocol) 
USB universální sériová sběrnice (Universal Serial Bus) 
WO pouze zápis (Write Only) 
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A PROGRAM PRO GENEROVÁNÍ DAT 








#define UDP_PORT  1012 
#define UDP_DATA_SIZE 1450 
 
struct udp_pcb *pcb_data; 
 
void PacketRecvCallback(void *arg, struct udp_pcb *upcb, 
 struct pbuf *p, struct ip_addr *addr, u16_t port) 
{ 





 err_t err; 
 int req_bin [UDP_DATA_SIZE]; 
 struct pbuf *pbuffer; 
 
// alokace pameti pro strukturu pbuf, PBUF_REF rika, 
// ze pamet dat je referovana 
 pbuffer = pbuf_alloc(PBUF_TRANSPORT, UDP_DATA_SIZE, PBUF_REF); 
 pbuffer->payload = req_bin;     // naplneni ukazatele na pamet 
 
 err = udp_send(pcb_data, pbuffer);  // poslani paketu NTP serveru 
 
 if (err != ERR_OK) 
 { 
  xil_printf("Error UDP packet sending to NTP server: err = %d\r\n",  
   err); 









 struct ip_addr ntp_ipaddr; 
 err_t err; 
  
 pcb_data = udp_new();      // vytvoreni nove pcb struktury 
 if (!pcb_data) 
 { 
  xil_printf("Error creating PCB. Out of Memory\r\n"); 





 // data se vysilaji na adresu 10.0.255.153 
IP4_ADDR(&ntp_ipaddr,   10, 0, 255, 153); 
 
 // pripojeni struktury ke specifikovanemu portu 
 err = udp_bind(pcb_data, IP_ADDR_ANY, UDP_PORT); 
 if (err != ERR_OK) 
 { 
  xil_printf("Unable to bind to port: err = %d\r\n", err); 
  return -2; 
 } 
 
 // pripojeni pcb ke vzdalene stanici 
 err = udp_connect(pcb_data, &ntp_ipaddr, UDP_PORT); 
 
 if (err != ERR_OK) 
 { 
  xil_printf("Unable to connect to remote server: err = %d\r\n", 
   err); 
  return -3; 
 } 
 
 // specifikace funkce pro obsluhu prijmu UDP paketu 
 udp_recv(pcb_data, PacketRecvCallback, NULL); 
 
 return 1; 
} 






#define UDP_PORT  1012 
#define UDP_DATA_SIZE 1450 
 
struct udp_pcb *pcb_data; 
struct pbuf *pbuffer_global; 
int req_bin [UDP_DATA_SIZE]; 
 
void PacketRecvCallback(void *arg, struct udp_pcb *upcb, 






 err_t err; 
 err = udp_send(pcb_data, pbuffer_global);   // poslani paketu 
 
 if (err != ERR_OK) 
 { 
  xil_printf("Error UDP packet sending to NTP server: err = %d\r\n", 
   err); 
  return -1; 
 } 






 struct ip_addr ntp_ipaddr; 
 err_t err; 
 
 // vytvoreni nove pcb struktury 
 pcb_data = udp_new(); 
 if (!pcb_data) 
 { 
  xil_printf("Error creating PCB. Out of Memory\r\n"); 
  return -1; 
 } 
 
 // nastaveni adresy vzdalene stanice na 10.0.255.153 
 IP4_ADDR(&ntp_ipaddr,   10, 0, 255, 153); 
 
 // pripojeni ke specifikovanemu portu 
 err = udp_bind(pcb_data, IP_ADDR_ANY, UDP_PORT); 
 if (err != ERR_OK) 
 { 
  xil_printf("Unable to bind to port: err = %d\r\n", err); 
  return -2; 
 } 
 
 // pripojeni pcb ke vzdalenemu serveru 
 err = udp_connect(pcb_data, &ntp_ipaddr, UDP_PORT); 
 if (err != ERR_OK) 
 { 
  xil_printf("Unable to connect to remote server: err = %d\r\n", 
   err); 
  return -3; 
 } 
 
 // specifikace funkce pro obsluhu prijmu UDP paketu 
 udp_recv(pcb_data, PacketRecvCallback, NULL); 
 
 // vytvoreni UDP paketu, ktery se bude opakovane posilat 
 // alokace pameti pro strukturu pbuf, PBUF_REF rika,  
 // ze pamet dat je referovana 
 pbuffer_global = pbuf_alloc(PBUF_TRANSPORT, UDP_DATA_SIZE, 
  PBUF_REF); 
 pbuffer_global->payload = req_bin;  // naplneni ukazatele na pamet 
 




B VHDL KÓD ČÍTAČE REÁLNÉHO ČASU 
-- frequency 125 MHz is divided by 1908 to achieve aprox. 65536 Hz 
freq_division_proc : process (Bus2IP_Clk) 
begin 
 if rising_edge (Bus2IP_Clk) then 
  freq_div_cnt <= freq_div_cnt + 1; 
  if (freq_div_cnt = "11101110011") then        -- 1907 
   freq_div_cnt <= (others => '0'); 
   freq_div_ena <= '1'; 
  else 
   freq_div_ena <= '0'; 
  end if; 
 end if; 
end process freq_division_proc; 
 
-- frequency 125 MHz is divided by 5587051 to achieve correction 
-- main cnt is incremented 
correct_cnt_proc : process (Bus2IP_Clk) 
begin 
 if rising_edge (Bus2IP_Clk) then 
  correction_cnt <= correction_cnt + 1; 
  if correction_cnt = "10101010100000001101010" then  -- 5587050 
   correction_cnt <= (others => '0'); 
   correction_cnt_ena <= '1'; 
  else 
   correction_cnt_ena <= '0'; 
  end if; 
 end if; 
end process correct_cnt_proc; 
 
-- main counter is normally incremented with aprox. 65536 Hz 
-- main counter is number of seconds from the 1st January 1900 with 
-- 125 MHz input clock  
-- the decimal point is after 16th bit from the right 
main_cnt_proc : process (Bus2IP_Clk) 
 variable pricist : integer; 
begin 
 if rising_edge (Bus2IP_Clk) then 
  pricist := 0; 
  if (correction_cnt_ena = '1') then 
   pricist := pricist + 1; 
  end if; 
  if (freq_div_ena = '1') then 
   pricist := pricist + 1; 
  end if; 
  if (slv_reg0 (slv_reg0'right - 1) = '1') then  -- write flag 
   if (slv_reg0 (slv_reg0'right - 2) = '1') then -- direct. flag 
    main_cnt <= main_cnt - (slv_reg1(0 to 31) & 
     slv_reg2(16 to 31)) + pricist; 
   else 
    main_cnt <= main_cnt + (slv_reg1(0 to 31) & 
     slv_reg2(16 to 31)) + pricist; 
   end if; 
  else 
   main_cnt <= main_cnt + pricist; 
  end if; 
 end if; 
end process main_cnt_proc; 
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C ŘADIČ DVOUVODIČOVÉ SPI 
------------------------------------------ 
-- FSM of SPI controller 
------------------------------------------ 
-- output process 
process (clk) 
begin 
  if rising_edge (clk) then 
  if ce = '1' then 
   spi_sck_i <= '0'; 
   spi_mosi_i <= '0'; 
   start_strobe_i <= '0'; 
    
   case spi_state_next is 
    when 0 => SS_n <= (others => '1');      -- no slave is select 
          SDIO_T <= (others => '1');    -- SDIO act as input 
         if start_strobe_i = '1' then 
         spi_state_next <= spi_state_next + 1;  
         end if; 
    when 1 => spi_state_next <= spi_state_next + 1; 
          SS_n <= slave_sel_i;       -- select slave 
          SDIO_T <= (others => '0'); -- enable output 
    -- write Read/Write_n bit 
    when 2 => spi_state_next <= spi_state_next + 1; 
          spi_mosi_i <= rd_wr_i; -- SCK down, set data 
    when 3 => spi_state_next <= spi_state_next + 1; 
          spi_mosi_i <= rd_wr_i; 
          spi_sck_i <= '1';   -- set SCK up, data stays 
    -- write W1 and W0 bits 
    when 4 => spi_state_next <= spi_state_next + 1; 
          spi_mosi_i <= '0';  -- set data to W1 = 0 
    when 5 => spi_state_next <= spi_state_next + 1; 
          spi_mosi_i <= '0'; 
          spi_sck_i <= '1';   -- set SCK up, data stays 
(část kódu vynechána) 
    -- write adress of SPI device register 
    when 8 => spi_state_next <= spi_state_next + 1; 
          spi_mosi_i <= addr_i (12); 
    when 9 => spi_state_next <= spi_state_next + 1; 
          spi_mosi_i <= addr_i (12); spi_sck_i <= '1'; 
(část kódu vynechána) 
    -- write and read data 
    when 34 => spi_state_next <= spi_state_next + 1; 
           spi_mosi_i <= data_wr (7); 
           -- if read operation disable pin output 
           SDIO_T <= (others => rd_wr_i); 
    when 35 => spi_state_next <= spi_state_next + 1; 
           spi_mosi_i <= data_wr (7); 
           data_rd (7) <= spi_miso_i; 
           spi_sck_i <= '1'; 
(část kódu vynechána) 
    when 50 => spi_state_next <= 0; data_out<=data_rd; busy<='0'; 
    when others => spi_state_next <= 0; 
   end case;      




  -- when fsm is not busy and external start_strobe is asserted 
  -- catch all port signals to internal registers 
  if spi_state_next = 0 and start_strobe = '1' then 
   start_strobe_i <= '1'; 
   slave_sel_i <= slave_sel_in; 
   rd_wr_i <= rd_wr; 
   addr_i <= address; 
   data_wr <= data_in; 
   busy <= '1'; 
  end if; 
 end if; 
end process; 
 
SCK    <= (others => spi_sck_i); 
SDIO_O <= (others => spi_mosi_i); 
 
-- input multiplexer 
process (SDIO_I, slave_sel_i) 
 function ONE_HOT (index : integer; width : integer) 
  return std_logic_vector is 
  variable result : std_logic_vector (width - 1 downto 0); 
 begin 
  for i in width -1 downto 0 loop 
   if i = index then 
    result (i) := '1'; 
   else 
    result (i) := '0'; 
   end if; 
  end loop; 
  return result; 
 end ONE_HOT;  
begin 
 spi_miso_i <= '1'; 
 for i in slave_num - 1 downto 0 loop 
  if slave_sel_i = (not ONE_HOT(i, slave_num)) then 
   spi_miso_i <= SDIO_I (i); 
  end if; 
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E.2 Vodivý motiv horní strany DPS 
 
Rozměr desky 70 x 56 [mm], měřítko M3:2 
E.3 Vodivý motiv spodní strany DPS 
 
Rozměr desky 70 x 56 [mm], měřítko M3:2 
