Abstract. This paper discusses the existence of gradient estimates for second order hypoelliptic heat kernels on manifolds. It is now standard that such inequalities, in the elliptic case, are equivalent to a lower bound on the Ricci tensor of the Riemannian metric. For hypoelliptic operators, the associated "Ricci curvature" takes on the value −∞ at points of degeneracy of the semiRiemannian metric associated to the operator. For this reason, the standard proofs for the elliptic theory fail in the hypoelliptic setting. This paper presents recent results for hypoelliptic operators. Malliavin calculus methods transfer the problem to one of determining certain infinite dimensional estimates. Here, the underlying manifold is a Lie group, and the hypoelliptic operators are invariant under left translation. In particular, "L ptype" gradient estimates hold for p ∈ (1, ∞), and the p = 2 gradient estimate implies a Poincaré estimate in this context.
set. Under this assumption, by a celebrated theorem of Hörmander, the operator
is hypoelliptic. Recall that a subelliptic operator L is said to be hypoelliptic if Lu ∈ C ∞ (Ω) implies that u ∈ C ∞ (Ω), for all distributions u ∈ C ∞ (Ω)
′ on any open set Ω ⊂ o M . Let ∇ = (X 1 , . . . , X k ). This paper continues the work begun in [10] , considering L p -type gradient inequalities of the form
for f ∈ C ∞ c (M ) and t > 0. The paper [10] addressed the special case of the real three-dimensional Heisenberg Lie group, and the estimate (1.2) was proved to hold for all p > 1 with constant coefficient K p (t) ≡ K p . For p = 1, the estimate (1.2) is equivalent to a one parameter family of log Sobolev estimates for the heat kernel; for p = 2, (1.2) is equivalent to a one parameter family of Poincaré estimates. The former has implications for hypercontractivity of an associated semigroup; see [14, 15] .
When L is an elliptic operator, the estimate (1.2) is equivalent to a lower bound on the Ricci tensor of the Riemannian metric; in this case, the coefficients have exponential growth, and K p (t) = e pkt , where −2k is the lower bound on the Ricci curvature; see for example [2, 3, 4] . However, an operator L of the form (1.1) need not be elliptic. The principle symbol of L at ξ ∈ T * m M is given by σ L (ξ) =
2 . By definition, the operator L is degenerate at points m ∈ M where there exists 0 = ξ ∈ T * m M such that σ L (ξ) = 0. At points of degeneracy of L, the Ricci tensor is not well defined and should be interpreted to take the value −∞ in some directions. Thus, there exists no lower bound on the Ricci curvature in this case. Nevertheless it is reasonable to ask if inequalities of the form (1.2) might still hold. In particular, under what conditions do functions K p (t) < ∞ exist such that (1.2) is satisfied for all f ∈ C ∞ c (M ) and t > 0? This paper addresses the case where the manifold M is a Lie group and the vector fields {X i } k i=1 are invariant under left translation.
Related results appear in Kusuoka and Stroock [22] , Picard [31] , and Auscher, Coulhon, Duong, and Hofmann [1] . Also, [1, 6] include some potential applications of the result proven here.
1.2. Statement of results. Let G be a d-dimensional Lie group with Lie algebra g = Lie(G) and identity element e. Suppose {X i } k i=1 ⊂ g is a Lie generating set; that is, there exists some m ∈ N such that
i, i r ∈ {1, . . . , k}, r ∈ {1, . . . , m} = g. Notation 1.2. Let Σ = Σ 0 := {X 1 , . . . , X k } and Σ r be defined inductively by
is a Lie generating set, there exists a finite m such that span (∪ m r=0 Σ r ) = g. Let g 0 := span(Σ 0 ), and let
is an orthonormal basis of g 0 . Extend ·, · to a right invariant metric on G by defining ·, · g :
The g subscript will be suppressed when there is no chance of confusion.
by an element g ∈ G, and let R g denote right translation. Given an element X ∈ g, letX denote the left invariant vector field on G such thatX(e) = X, where e is the identity of G. Recall thatX being left invariant means that the vector field commutes with left translation in the following way:
for all f ∈ C 1 (G). Similarly, letX denote the right invariant vector field associated to X. Definition 1.4. The left invariant gradient on G is the operator on C 1 (G) defined by ∇ := (X 1 , . . . ,X k ). The subLaplacian on G is the second-order operator acting on C 2 (G) given by
satisfies the Hörmander condition (HC) and Hörmander's theorem [16] implies that L is a hypoelliptic operator.
Let L 2 (G) denote the space of twice integrable functions on G with respect to right invariant Haar measure. Then L is a densely defined, symmetric operator on L 2 (G) and the symmetric bilinear form associated to L is given by
Note that E 0 is positive, and so E 0 is closable. The minimal closure E is associated to a self-adjoint operatorL which is an extension of L, called the Friedrichs extension of L. Now define the following. Definition 1.6. Let P t denote the heat semigroup e tL/2 , whereL is the Friedrichs extension of L| C ∞ c (G) to L 2 (G, dg) with dg right Haar measure on G. By the left invariance of L and the satisfaction of the Hörmander condition, P t admits a left convolution kernel p t such that
, where gh is defined by the group operation of G and dh again denotes right Haar measure on G. The function p t the heat kernel of G.
The operator P t is a symmetric Markov semigroup. By Remark 1.5, L is a hypoelliptic operator, and so p t is a smooth density on G. In the sequel, let L denote its own Friedrichs extension. For the semigroup theory used here, see [7, 12, 30, 40] .
This theorem was established in [10] in the case of the real three-dimensional Heisenberg Lie group. The method of proof in this case is analogous. The heat kernel p t (g) dg may be realized as the distribution in t of the Cartan rolling map on G, the process ξ satisfying the Stratonovich stochastic differential equation 
Sections 2.2 and 2.3 discuss properties of ξ. This representation of P t transforms the finite dimensional problem to a problem on Wiener space. Section 2.4 describes a "lifting" procedure which constructs vector fields X i on Wiener space from the vector fieldsX i and the map ξ. Then Malliavin's probabilistic techniques on proving hypoellipticity give componentwise bounds of
. Section 2.1 reviews some calculus on Wiener space necessary for this argument. Section 3 contains the proof of Theorem 1.8. Results from Section 2 and [27] show that for a Lie group G, K p (t) < ∞ for all t > 0; however, this method does not give any estimates on the behavior of K p with respect to t. In a generalization of the Heisenberg scaling argument in [10] , Section 3.2 addresses the special case of nilpotent and stratified groups. When G is stratified, dilation arguments imply that the coefficients K p are independent of the t parameter. When G is nilpotent, covering G with a stratified group shows that there is a constant K p such that K p (t) < K p for all t > 0, and this completes the proof of Theorem 1.8. This implies the following Poincaré estimate for the heat kernel measure in this context. Theorem 1.9. Suppose G is a nilpotent Lie group with identity element e. Then
for all f ∈ C ∞ c (G) and t > 0, where K 2 is the constant in Theorem 1.8 for p = 2. Note that this theorem gives a slight improvement in the elliptic case, where the estimate is known only to hold with coefficients of exponential growth. This is stated explicitly in Corollary 3.16.
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2.
Wiener calculus over G 2.1. Review of calculus on Wiener space. This section contains a brief introduction to basic Wiener space definitions and notions of differentiability. For a more complete exposition, consult [8, 18, 20, 25, 26, 28, 29, 39] and references contained therein. |ω t |, µ is standard Wiener measure, and F is the completion of the Borel σ-field on W with respect to µ. By definition of µ, the process
For those ω ∈ W which are absolutely continuous, let
denote the energy of ω. The Cameron-Martin Hilbert space is the space of finite energy paths,
ω is absolutely continuous and E(ω) < ∞}, equipped with the inner product
Definition 2.1. Denote by S the class of smooth cylinder functionals; that is, random variables F : W → R such that
. For E be a real separable Hilbert space, let S E be the set of E-valued smooth cylinder functions F : W → E of the form
for some m ≥ 1, e j ∈ E, and F j ∈ S.
Definition 2.2. Fix h ∈ H . The directional derivative of a smooth cylinder functional F ∈ S of the form (2.1) along h is given by
where ∇ i f is the gradient of f with respect to the i th variable.
The following integration by parts result is standard; see for example Theorem 8.2.2 of Hsu [17] .
The gradient of a smooth cylinder functional F ∈ S is the random process D t F taking values in H such that (DF, h) H = ∂ h F . It may be determined that, for F of the form (2.1),
where s ∧ t = min{s, t}. For F ∈ S E of the form (2.2), define the derivative D t F to be the random process taking values in H ⊗ E given by
Iterations of the derivative for smooth functionals F ∈ S are given by
and these are measurable functions defined almost everywhere on [0, 1] k × W . The operator D on S E is closable, and there exist closed extensions D k to L p (W , H ⊗k ⊗ E); see, for example [29] , Theorem 8.28 of [17] , or Theorem 8.5 of [18] . Denote the closure of the derivative operator also by D and the domain of
by D k,p , which is the completion of the family of smooth Wiener functionals S with respect to the seminorm · k,p,E on S E given by
It is known that D is a continuous operator from D ∞ to D ∞ (H ), and similarly, D * is continuous from D ∞ (H ) to D ∞ ; see for example Theorem V-8.1 and its corollary in [18] .
Malliavin [19, 23, 24] introduced the notion of derivatives of Wiener functionals and applied it to the regularity of probability laws induced by the solutions to stochastic differential equations at fixed times. The notion of Sobolev spaces of Wiener functionals was first introduced by Shigekawa [33] and Stroock [34, 35] .
2.2.
Rolling map. Now turn to the case of a general Lie group G with identity e and Lie algebra Lie(G) = g, and suppose
is an orthonormal basis of the hypoelliptic subspace g 0 = span({X i } k i=1 ) with respect to the inner product defined on g.
The sequel will use the following facts:
and similarly
are k independent real-valued Brownian motions. Then
is a (g 0 , ·, · ) Brownian motion. In the sequel, the convention of summing over repeated upper and lower indices will be observed. Let
, with ξ 0 = e. The solution ξ exists by the standard theory; see, for example, Theorem V-1.1 of [18] . Additionally, Remark V-10.3 of [18] implies that
i , is the associated Markov diffusion semigroup to ξ, where P t is as defined in Definition 1.6; that is, ν t := (ξ t ) * µ = p t (g) dg is the density of the transition probability of the diffusion process ξ t , where dg here denotes right Haar measure, and
, where the right hand side is expectation conditioned on ξ 0 = e.
Ad ξτ X i dτ ,
Note that Theorem 2.7 implies that, for f ∈ C ∞ c (G) and h ∈ H , f (ξ t ) ∈ Dom(∂ h ), and
2.3. Covariance matrix. The Malliavin covariance matrix of ξ is the matrix
for all h ∈ H , and its adjoint ξ
Ad ξs P Ad † ξs ds R tr ξt * .
Ad ξs P Ad † ξs ds, and ∆ t := detσ t . Then ∆ t > 0 a.e., and soσ t is invertible a.e. for t > 0. Moreover,
Proof. Now compute ξ
with respect to the Cameron-Martin inner product and the right invariant metric on T G. By Equation (2.9), for any X ∈ g,
where the penultimate equality follows from the right invariance of the metric on G. It then follows that
as an element (k 1 , . . . , k k ) of the Cameron-Martin space H . Combining Equations (2.9) and (2.11) for k :
Ad ξs P Ad † ξs Xds, and Equation (2.10) follows from the above.
The proof that ∆ t > 0 and ∆
Proposition 2.13. For any X ∈ g, X ∈ D ∞ (H ), and
Proof. Combining Equations (2.10) and (2.11) gives
Thus, rewrite Equation (2.12) explicitly as
Ad ξt X, X i ds
It is shown in Proposition 2.5 of [27] 
with W † 0 = I, which is linear with smooth coefficients. A similar argument to that in Proposition 2.5 of [27] shows that
for all t ∈ [0, 1]. Also, Theorem 2.10 implies that
exists and is in L ∞− (µ) componentwise. Thus the Equation (2.13) implies that X ∈ D ∞ (H ), since D ∞ (H ) is an algebra. For f ∈ C ∞ (G) and (h 1 , . . . , h k ) ∈ H , by Equation (2.9),
Ad ξs X iḣ i s ds , and so
Ad ξt X ds
where the penultimate equality used Equation (2.4).
Definition 2.14. For a vector field X acting on functions of W , denote the adjoint of X in the L 2 (µ) inner product by X * , which has domain in L 2 (µ) consisting of functions G such that for all F ∈ D 1,2 ,
for some constant c. For functions G in the domain of X * , (2.14)
Note that for any lifted vector field X acting on function F ∈ D 1,2 as defined in Definition 2.12,
Thus,
∞ ; see for example Theorem V-8.1 and its corollary in [18] . Thus, for X a vector field on W as defined in Equation (2.12), Proposition 2.13 implies that D * X ∈ D ∞ . This proves the following proposition.
Proposition 2.15. LetX be a left invariant vector field on G. Then for the vector field on W defined by
Lie group inequalities
Again let G be a Lie group with identity e and Lie algebra Lie(G) = g, and suppose {X i } k i=1 ⊂ g is a Hörmander set, in the sense of Equation (1.3) . The gradient ∇ = (X 1 , . . . ,X k ) and the subLaplacian L = k i=1X 2 i are operators on smooth functions of G with compact support. Let L also denote the self-adjoint extension of the subLaplacian and P t = e tL/2 be the heat semigroup as in Definition 1.6.
The following lemmas were proved in [10] in the context of the Heisenberg Lie group (Lemmas 2.3 and 2.4). The proofs are identical in the general Lie group case.
Lemma 3.1. By the left invariance of ∇ and P t , the inequality (I p ) holds for all g ∈ G, f ∈ C ∞ c (G), and t > 0, if and only if,
for all f ∈ C ∞ c (G) and t > 0, where e ∈ G is the identity element. Lemma 3.2. For X ∈ g,X P t f (e) = P tX f (e).
for all f ∈ C ∞ c (G). More generally, XP t f = P tX f, from which the previous equation follows, sinceX =X at e.
(The proof of Lemma 3.2 is actually easier than its analogue Lemma 2.4 in [10] , since working with functions with compact support -versus functions with polynomial growth -requires only the invariance of Haar measure to justify passing the derivative through the integral.) 3.1. L p -type gradient estimate (p > 1).
Notation 3.3. For each r ∈ {0, 1, . . . , m}, let Λ r = Λ k,r be the set of multi-indices α = (α 0 , α 1 , . . . , α r ), with α l ∈ {1, . . . , k} for l ∈ {0, . . . , r}. For any α ∈ Λ r , define α ′ := (α 1 , . . . , α r ) and
Define the order of α by |α| := r + 1. Let
When r = 0 and |α| = 1, that is, α = (α 0 ), then X α = X α0 = X α . For each α ∈ Λ r , there exist ǫ β,α ∈ {−1, 0, 1} such that Proof. Recall from Notation 1.2 that
for r = 0, . . . , m. Recall also from Notation 1.2 that {X i , Y j : i ∈ {1, . . . , k}, j ∈ {1, . . . , d − k}} of g is an orthonormal basis, where d = dim(G) and, for each j ∈ {1, . . . , d − k}, Y j = X α(j) ∈ Σ r(j) for some α(j) ∈ Λ r(j) , r(j) ∈ {1, . . . , m}. Thus, for any g ∈ G and X ∈ g,
where ǫ α,α(j) ∈ {−1, 0, 1}. So, for each l = 1, . . . , k,
where c l,α (g) = Ad g −1 X l , X i , when r = 0 and α = (i), and c l,α (g) = ǫ Ad g −1 X l , Y j , ǫ ∈ {−1, 0, 1}, when r ∈ {1, . . . , m}.
Note that Ad ξt satisfies the Stratonovich stochastic differential equation Proof. Lemma 3.1 implies that the inequality (I p ) is translation invariant on groups. Thus it suffices to determine a finite coefficient K p (t) such that the inequality holds at the identity. Lemma 3.2 and Equation (3.2) imply that
for a constant C = C(k, m). Recall that Equation (2.7) implies that, for any
, where ξ is the solution to the Stratonovich equation (2.6). Thus, for any α ∈ Λ r ,
, by Hölder's inequality, where q is the conjugate exponent to p, X α is the lifted vector field on W of the vector fieldX α , as defined in Equation (2.12), and (
where C = C(k, m, p) and q = p−1 p . Thus, the inequality (I p ) holds with
Propositions 2.15 and 3.4 imply that
and α ∈ Λ r . Therefore, K p (t) ≤ C p (t) < ∞ for all t > 0 and p ∈ (1, ∞). It is important to note that, in this general Lie group case, there is currently no good control over the behavior of the functions C p in Equation (3.5) with respect to t. In fact, from certain scaling arguments, it is expected that C p (t) → ∞ as t → 0; see for example [5, 21] . However, these coefficients almost certainly not optimal.
In the sequel, it will be become useful to extend the set of test functions considered. The following proposition relaxes the condition of compact support to boundedness with bounded first order derivatives. 
for all t > 0. For any X ∈ g,
implies that |∇f m | → |∇f | boundedly. Thus, by the dominated convergence theorem, lim
Similarly,
by dominated convergence, and hence
Poincaré inequality.
The following result is a direct corollary to Theorem 3.5. The proof is completely analogous to the proof of Theorem 4.2 in [10] in the Heisenberg Lie group context. Theorem 3.7 (Poincaré Inequality). Let K 2 (t) be the best function for which (I p ) holds for p = 2, and let p t (g) dg be the hypoelliptic heat kernel. Then
for all f ∈ C ∞ c (G) and t > 0, where
Integrating this equation on t implies that
where the inequality follows from Theorem 3.5. Evaluating the above at e ∈ G gives the desired result. This Poincaré inequality is less useful in the general Lie group case because nothing is known about the integrability of K p (t). However, in the next two sections, when G is a nilpotent Lie group, K p (t) is a bounded function for all p ∈ (1, ∞). In particular, when p = 2, this implies the Poincaré inequality holds with Λ(t) < ∞, for all t > 0.
Stratified nilpotent Lie groups.
Definition 3.8. A Lie algebra g is said to be nilpotent if ad X is a nilpotent endomorphism of g for all X ∈ g, that is, if there exists m ∈ N such that
If m is the smallest number for which the above equality holds, g is nilpotent of step m. A Lie group G is nilpotent if g = Lie(G) is a nilpotent Lie algebra. Definition 3.9. A family of dilations on a Lie algebra g is a family of algebra automorphisms {Φ r } r>0 on g of the form Φ r = exp(W log r), where W is a diagonalizable linear operator on g with positive eigenvalues. For a general exposition on nilpotent Lie groups and dilations, see [11, 13] and references contained therein. If G is a stratified Lie group, a natural family of dilations may be defined on g by setting Φ r (X) = r j X, for all X ∈ V j . The generator W of this dilation acts on parts of the vector space decomposition by W V j = jV j , for each j = 1, . . . , m. The automorphism Φ r induces a group dilation φ r via the exponential maps, φ r = exp •Φ r • exp −1 . Since G is a simply connected nilpotent group, the exponential map is in fact a global diffeomorphism on g, and exp −1 exists everywhere on G; see for example Theorem 3.6.2 of Varadarajan [36] . Then for each X ∈ V 1 ,
for all f ∈ C 1 (G), where the second equality used thatφ r is a homomorphism. Let
⊂ V 1 be a basis of V 1 , and consider the operators ∇ = (X 1 , . . . ,X k ) and
and thus the following proposition. Proposition 3.11. Let L denote the self-adjoint extension of k i=1X 2 i , and P t = e tL/2 be as in Definition 1.6. Then
be a Dirichlet form associated to L. Recall from Section 1 that E 0 has a closed extension E. By definition,
Now note that
where J(r) is the Jacobian of the transformation φ r ,
as operators, and thus U −1
r LUr/2 = e r 2 tL/2 , from which it follows that
Given these equations, an argument identical to the proof of Proposition 2.6 in [10] proves the following proposition. Proposition 3.12. Suppose G is a stratified Lie group with vector space decompo-
, ∇, and L be as above, and let p ∈ (1, ∞). If K p is the best constant such that
is the function defined in Notation 1.7.
3.2.2. Nilpotent Lie groups. Now let G be a general nilpotent Lie group. Because not all nilpotent Lie groups admit dilations, the functions K p (t) are not scale invariant in this context. However, covering G with a group which has a family of dilations adapted to its structure, shows that there exists some constant K p < ∞ for which K p (t) < K p for all t > 0. 
. Then L is the unique (up to isomorphism) nilpotent Lie algebra of rank m such that, for every nilpotent Lie algebra g of rank m and mapΠ : {e 1 , . . . , e k } → g, there exists a unique homomorphism Π : L → g which extendsΠ. Let N = N (k, m) be the free nilpotent Lie group of rank m with k generators, which is the simply connected group of L(k, m).
The Lie algebra L(k, m) admits a vector space decomposition by setting V 1 = span{e 1 , . . . , e k }. Thus, N is a stratified Lie group with Hörmander set {e i } k i=1 ⊂ L; for definitions and further details, see [38] . Let ∇ L = (ẽ 1 , . . . ,ẽ k ), L = k i=1ẽ 2 i , and P t = e tL /2 . Theorem 3.5 and Proposition 3.12 imply that, for all p ∈ (1, ∞), there exist constants K L p < ∞ such that
for all f ∈ C ∞ c (N ) and t > 0. Proposition 3.14. Let G be a nilpotent group of step m with Hörmander set 
where e N is the identity element of N . Since K p (t) is the best constant for which |∇P t f | p (e) ≤ K p (t)P t |∇f | p (e) holds, the above implies that K p (t) ≤ K L p for all t > 0. This method of lifting the vector fields to a free nilpotent Lie algebra was learned from [37, 38] . A generalization of this procedure may be found in [32] .
Remark 3.15. Note that the above argument is independent of the minimality of the Hörmander set {X i } k i=1 . So suppose that the collection {X i } k i=1 spans the Lie algebra g. Since G is a nilpotent Lie group (and thus unimodular) it is then well known that the operator L = k i=1X 2 i is in fact the Laplace-Beltrami operator on the Riemannian manifold (G, ·, · ). Then it is well known that the inequality (I p ) holds with exponential coeffiecients:
where −2k is a lower bound on the Ricci curvature; see for example Theorem 1.1 in [10] . Proposition 3.14 improves this result for large t by implying that there exists a K p < ∞ independent of t such that
for all f ∈ C ∞ p (G) and t > 0. This implies the following corollary.
Corollary 3.16. Let G be a nilpotent Lie group of step m and
spans the Lie algebra g. Then, for K p (t) as in Notation 1.7,
where K L p is the best constant so that (I p ) holds on L(k, m) and −2k is a lower bound on the Ricci curvature associated to the Riemannian metric determined by L = k i=1X 2
i . This also gives the following Poincaré Inequality for nilpotent Lie groups.
