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an equivalent theorem with ω2r
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1. INTRODUCTION
Let f be a function deﬁned on 0 1. The Bernstein–Kantorovich oper-
ator is deﬁned by
Knf x = n+ 1
n∑
k=0
Pnkx
∫ k+1
n+1
k
n+1
f tdt (1.1)
where Pnkx =
(
n
k
)
xk1− xn−k.
The linear combinations of Bernstein–Kantorovich operators (see [1,
p. 116 (9.2.6)]) are given by
Kn rf x =
r−1∑
i=0
αinKnif x (1.2)
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where ni and αin satisfy
a n=n0< ···<nr−1≤Kn
 b
r−1∑
i=0
αin≤C

c Knr1x=1
 d Knrt−xm
x=0 m=1r−1
(1.3)
In [2] Ditzian introduced ω2ϕλf t and gave an interesting direct result
for the Bernstein operators which united the result with ω2f t and
ω2ϕf t. For polynomial approximation, in [3] Ditzian and Jiang used
ωrϕλf t to bridge the gap between the classical estimate λ = 0 and the
recently developed estimate by Ditizan–Totik λ = 1.
We recall that [1]
ω2rϕλf t = sup
0<h≤t
sup
x±rhϕλx∈01
∣∣∣2rhϕλxf x∣∣∣ ϕ2x = x1− x (1.4)
is equivalent to the K-functional
Kϕλf t2r= inf
g2r−1∈ACloc
{f − g + t2rϕ2rλg2r}
2rh f x=
2r∑
k=0
−1k
(
2r
k
)
f x+ rh− kh · = ·∞
(1.5)
In [5–7] we obtained equivalent theorems with ωrϕλf t for Sza´sz-type
and Bernstein-type operators. But can this kind of result be improved with
ω2rϕλf t? In this paper we obtain this kind of equivalent theorem with
ω2rϕλf t for Kn r , which includes the corresponding result of [6]. We point
out that the Bernstein–Kantorovich operators were introduced because they
apply in Lp0 1 1 ≤ p ≤ ∞ (cf. [8, 9]) and not just to C0 1. Since for
the estimate by ω2rf tpλ = 0 the converse theorem does not work,
we cannot deal with Lp0 1 by ω2rϕλf tλ ∈ 0 1. On the converse
result, we just get a Steckin–Marchaud inequality in [10] for the Bernstein–
Kantorovich operator. In this paper, we attempted to get a strong converse
inequality; however, we failed.
Now we state our main result.
Theorem 1. For f ∈ C0 1 r ∈ N 0 ≤ λ ≤ 1 and 0 < α < 2r2−λ
we have
Kn rf x − f x = O
((
n−
1
2 δ1−λn x
)α)⇐⇒ ω2rϕλf t = Otα (1.6)
where δnx = ϕx + 1√n .
Remark 1. For λ = 1, this is the result of [1, (9.3.3)].
Throughout this paper, C denotes a constant independent of n and x,
but it is not necessarily the same in different cases.
bernstein–kantorovich operators 137
2. LEMMAS AND DIRECT THEOREM
To prove our main theorem, we need the following lemmas:
Lemma 2.1. Let f ∈ C0 1 f 2r−1 ∈ ACloc , and rλ−m > 0. We have
ϕ2rλ−2mxf 2r−mx ≤ C(f + ϕ2rλf 2r) (2.1)
Proof. We observe that (see [1, p. 136])
f 2r−m( 12 ) ≤ C(f 14  34  + f 2r 14  34 ) ≤ C(f + ϕ2rλf 2r) (2.2)
For rλ−m > 0 , when x is near 0 x ≤ 12 ,
f 2r−mx − f 2r−m( 12 ) ≤ ∫
1
2
x
f 2r−m+1udu
≤ xrλ−m+1f 2r−m+1x0 12 
∫ 1
2
x
u−rλ+m−1 du
≤ Cxrλ−m+1f 2r−m+1x0 12 x
−rλ+m
which implies by (2.2)
xrλ−mf 2r−mx ≤ C(f + ϕ2rλf 2r + xrλ−m+1f 2r−m+1x (2.3)
From these, by induction one has
ϕ2rλ−2mxf 2r−mx ≤ C(f + ϕ2rλf 2r)
This is (2.1) for x ∈ 0 12 . We can treat the case x ∈  12  1 similarly.
Lemma 2.2. For f 2r ∈ C0 1, let R2rf t x =
∫ t
xt − u2r−1f 2r×
udu, r ∈ N , and 0 ≤ λ ≤ 1. Then for x ∈ En =  1n  1− 1n , one has
Kn rR2rf t x x ≤ Cn−
1
2ϕ1−λx2rϕ2rλf 2r (2.4)
Proof. From [1, (9.5.3)] Kn rt − x2r x ≤ Cn−rϕ2rx x ∈ En, and
t − u2r−1
ϕ2rλu ≤
t − x2r−1
ϕ2rλx 
for u is between x and t (see [1, p. 141]). So we have∣∣∣∣Kn r
(∫ t
x
t − u2r−1f 2rudu x
)∣∣∣∣ ≤ ϕ2rλf 2rKn r
(∫ t
x
t − u2r−1
ϕ2rλu du x
)
≤ ϕ−2rλxϕ2rλf 2rKn rt − x2r x
≤ Cn− 12ϕ1−λx2rϕ2rλf 2r
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Theorem 2. For f x ∈ C0 1, r ∈ N , and 0 ≤ λ ≤ 1, J = maxirλ−
2r + i ≤ 0, i ≤ 2r − 1. Then
Kn rf x − f x ≤ C
( J∑
i=r
ωif n−rϕ2i−rx1/i
+ω2rϕλf n−
1
2ϕ1−λx + ϕ
2r1−λx
nr
f
)
 (2.5)
Proof.
Case 1. x ∈ En =  1n  1 − 1n . According to the deﬁnition of Kϕλf tr
and ωrϕλf t ∼ Kϕλf tr, we can choose g = gn x λ for the ﬁxed x and λ
such that
f − g + (n− 12ϕ1−λx)2rϕ2rλg2r ≤ Cω2rϕλf n− 12ϕ1−λx) (2.6)
As
Kn rf x − f x ≤ Cf − g + Kn rg x − gx
now we estimate the second term. Writing Rn ix = Kn rt − xi x,
hf x = f x+ h − f x rhf x = hr−1h f x,
ωrf t = sup
0<h≤t
sup
x+rh∈0+∞
∣∣rhf x∣∣
From [1, p. 26], we know ωrf t ∼ ωrf t.
We deﬁne [4]
Tn if x =
−1
i!
sgn Rn ixiRn ix 1i f x r ≤ i ≤ J
By a simple calculation, we can get [4]
Tn it − xj x =


−Rn ix i = j

CijRn ix
j
i sgn Rn ix i < j ≤ 2r − 1

0 i > j

(2.7)
Kn rt − xi x = 0 1 ≤ i ≤ r − 1 (2.8)
where Ci j are constants that depend on i j but not on n and x.
Let Tn i j1g x = −Ci j1/j1! sgn Rn ix
j1
Rn ix
1
i
gx i < j1 ≤ J.
Generally, if
Tn i j1  jk−1t − xjk  x = Ci j1  jk Rn ix
jk
i
× sgnRn ix i < j1 < · · · < jk ≤ J
then we deﬁne the operator
Tn i j1 jkg x = −
Ci j1  jk
jk!
sgn Rn ixjkRn ix 1i gx
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These operators have the properties [4]
Tn i j1  jkg x ≤ Cωjkg Rn ix
1
i 
Tn i j1  jkt − xj x =


−Ci j1  jk Rn ix
jk
i sgn Rn ix j = jk

Ci j1jk Rn ix
j
i sgn Rn ix j > jk

0 jk > j

where Cij1jkj are constants that depend on i j1     jk j but not on n
and x. Now let
Ang x = Kn rg x +
J∑
i=r
{
Tn ig x +
∑
r≤i<j1<···<jk≤J
Tn i j1 jkg x
}

where the second sum is taken on all ﬁnite sequences j1     jk which
satisfy r ≤ i < j1 < · · · < jk ≤ J. By computation we have
An ≤M +
J∑
i=r
{
2i
i!
+ ∑
r≤i<j1<···<jk≤J
Ci j1jk 
2jk
jk!
}
≤ C (2.9)
Using the Taylor expansion,
gt = gx + t − xg′x + · · · + 1
J!
gJxt − xJ
+ 1J + 1!g
J+1xt − xJ+1 + · · ·
+ 12r − 1!g
2r−1xt − x2r−1 + R2rg t x
where R2rg t x = 12r−1!
∫ t
xt − u2r−1g2rudu. By [1, (9.5.3)], we know
that for x ∈ En,
Kn rt − x2r−i x ≤ Cn−rϕ2r−2ix i ≤ r
So for x ∈ En, ϕ−2x ≤ n, and J + 1 ≤ j ≤ 2r − 1, we have
Ant − xj x ≤ CRn ix
j
i ≤ Cn−rϕ2j−rx (2.10)
From the deﬁnition of Ang x, we can write
Ang x − gx =
2r−1∑
j=J+1
1
j!
Ant − xj xgjx +AnR2rg · x x
= I1 + I2 (2.11)
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First we estimate I1. From (2.10) and Lemma 2.1, when rλ− 2r + j > 0, by
Lemma 2.1, we can get
I1 ≤ Cn−rϕ2j−rxgjx
≤ Cn−rϕ2r1−λxϕ2j−2r+rλxgjx
≤ Cn−rϕ2r1−λx(g + ϕ2rλg2r) (2.12)
Now we estimate I2,
Tn i j1  jkR2rg t x x ≤ C
∣∣∣∣
jk∑
m=0
(
jk
m
)x+jk−m ∫ Rn ix 1i
x
x+ jk −m
× Rn ix1/i − u2r−1g2rudu
∣∣∣∣
≤ Cϕ2rλg2rϕ−2rλRn ix2r/i
≤ Cn−rϕ2r1−λxϕ2rλg2r
By this and Lemma 2.2 we obtain
I2 ≤ Cn−rϕ2r1−λxϕ2rλg2r (2.13)
From (2.11)–(2.13) and the deﬁnition of Ang x, we get
Kn rg x − gx ≤ Ang x − gx
+
∣∣∣∣
J∑
i=r
{
Tn ig x +
∑
r≤i<j1<···<jk≤J
Tn i j1  jkg x
}∣∣∣∣
≤ C
( J∑
i=r
ωig n−rϕ2i−rx 1i 
)
+n−rϕ2r1−λx(g + ϕ2rλg2r)
≤ C
(
f − g +
J∑
i=r
ωif n−rϕ2i−rx 1i 
)
+n−rϕ2r1−λx(f + ϕ2rλg2r)
By (2.6), we can deduce (2.5).
Case 2. x ∈ Ecn = 0 1n ∩ 1− 1n  1. For ﬁxed x, we can choose g ≡ gn x
satisfying f − g + n−rgr ≤ Cωrf 1
n
. From [1, (9.5.12) and (9.5.13)],
Bn rt − x2r−2j x =
r−j−1∑
m=j
ϕ2r−2j−2mxqmx
r−1∑
s=0
Csn
−r+j−m
s
= n−2r
r−j−1∑
m=j
ϕ2r−2j−2mxn2rqmxdr−j+mn
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Bn rt − x2r−2j+1 x =
r−j−1∑
m=j−1
ϕ2r−2j−2mxqmxdr−j+m+1n
where Bn r is the combination of Bernstein operators, qm is a ﬁxed bounded
polynomial, and
∑r−1
s=0 Csn
−ρ
s = dρn = On−ρ. When j = 0, we have
Bn rt − x2r x = n−2r
r−1∑
l=0
nϕ2xr−lqlxdr+lnnr+l
Bn rt − x2r+1 x = n−2rϕ2x
r∑
l=0
nϕ2xr−lqlxdr+lnnr+l
Using nϕ2x ≤ C for x ∈ Ecn and the relation of Bn and Kn [1, (9.5.14)],
Knt − x2r x =
d
dx
[
Bn+1
( t − x2r+1
2r + 1  x
)]
+ Bn+1t − x2r x
we know (see [1, Chap. 9.2, the deﬁnition of Kn rf x])
Kn rt − x2r x =
r−1∑
s=0
CsKns−1t − x2r x
=
r−1∑
s=0
CsBnst − x2r x +
r−1∑
s=0
Cs
d
dx
Bnst − x2r+1 x
= Bn rt − x2r x +
d
dx
Bn rt − x2r+1 x
So, Kn rt − x2r x ≤ Cn−2r ; by the Ho¨der inequality we have Kn rt −
xr x ≤ Cn−r . From Kn rt − xi x = 0, 0 < i ≤ r − 1, we have
Kn rf x − f x ≤ Cf − g + Kn rg x − gx
≤ Cf − g +
∣∣∣∣Kn r
(∫ t
x
t − ur−1grudu x
)∣∣∣∣
≤ C
(
f − g + n−rgr
)
≤ Cωr
(
f n−r 1r
)

Theorem 2 has been proved.
3. PROOF OF THEOREM 1
To prove Theorem 1, we need the following lemmas:
Lemma 3.1. For 0 < α < 2r2−λ , 0 ≤ λ ≤ 1, if ω2rϕλf t = Otα, then
ωif t = Otα1− λ2  r ≤ i ≤ 2r
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Proof. From [1, (3.1.5)], we get
ω2rf t = ω2rf t1− λ2  11−λ/2 
≤ Cω2rϕλf t1−
λ
2  ≤ Ctα1− λ2 
From [1, (4.3.1)] and 0 < α1− λ2  < r, we have
ω2r−1f t ≤ Ct2r−1
{∫ c
t
uα1−
λ
2 
u2r
du+ f
}
≤ Ctα1− λ2 
By induction, we can obtain Lemma 3.1.
By [6] or [11, (2.6)] with the Ho¨lder inequality, we can easily get
Lemma 3.2. For 0 < t < 116r 
rt
2 < x < 1− rt2 , 0 ≤ β ≤ 2r, we have∫
· · ·
∫ t
2
− t2
ϕ−βx+ u1 + · · · + u2rdu1 · · ·du2r ≤ Ct2rϕ−βx
Lemma 3.3. For r < N , 0 ≤ λ ≤ 1, and 0 < α < 2r, we have∣∣ϕ2rλxK2rn f x∣∣ ≤ Cnrδ2rλ−2rn xf (3.1)∣∣ϕ2rλxK2rn f x∣∣ ≤ Cϕ2rλf 2r (3.2)
Proof. From [1, (9.3.5)], ϕ2rxK2rn f x ≤ Cnrf, for x ∈ En,
we have∣∣ϕ2rλxK2rn f x∣∣ ≤ ϕ2rλ−1xϕ2rxK2rn f x
≤ Cnrϕ2rλ−1xf ≤ Cnrδ2rλ−1n xf
For x ∈ Ecn, from the procedure of the proof of [1, (9.4.1)] and noticing
ϕ2rλL∞Ecn ∼ n−rλ, we can easily get∣∣ϕ2rλxK2rn f x∣∣ ≤ Cn2rn−rλf ≤ Cnrδ2rλ−1n xf
So we have (3.1).
Now, we prove (3.2). When λ = 0, by the Jensen inequality, we have (cf.
[1, (9.4.4)])
∣∣K2rn f x∣∣ ≤ n!n− 2r!
n−2r∑
k=0
∣∣2rakn+ 1∣∣Pn−2r kx
≤ n!n− 2r!
(n−2r∑
k=0
Pn−2r kx
(2rakn+ 1) 1λ
)λ

bernstein–kantorovich operators 143
where akn = n
∫ k+1
n
k
n
f uduak = ak+1 − ak, and mak = m−1ak.
Therefore (cf. [1, p. 153])
ϕ2rλxK2rn f x ≤ n!n− 2r!
(n−2r∑
k=0
ϕ2rxPn−2r kx
(2rakn+ 1) 1λ
)λ
=
(
n!
n− 2r!
)1−λ
×
(n−2r∑
k=0
Pnk+rxk+ r · · · k+ 1n− r − k · · ·
× n− 2r − k+ 1(2rakn+ 1) 1λ
)λ
≤ C
(
n!
n− 2r!
)1−λ
(
nrPn rx2ra0n+ 1
1
λ + nrPn n−rx
×2ran−2rn+ 1
1
λ + n2r
n−2r−1∑
k=1
Pnk+rx
×
(
k
n
(
1− k
n
))r
2rakn+ 1
1
λ
)λ
= C
(
n!
n− 2r!
)1−λ
I1 + I2 + I3λ (3.3)
For k = 1 2     n− 2r − 1 (cf. [1, p. 154])
2rakn+ 1
1
λ ≤ C
(
n−2r+1
∫ k+2r+1
n+1
k
n+1
f 2rudu
) 1
λ
≤ C
(
n−2r+1ϕ2rλf 2r
∫ k+2r+1
n+1
k
n+1
u1− u−rλ du
) 1
λ
≤ C
(
n−2r+1ϕ2rλf 2r 1
n
k
n
1− k
n
−rλ
) 1
λ
= Cn −2rλ ϕ2rλf 2r 1λ
(
k
n
(
1− k
n
))−r

So,
I3 ≤ Cn2r1−
1
λ ϕ2rλf 2r 1λ  (3.4)
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On the other hand (cf. [1, p. 154]),
2ra0n+ 1
1
λ ≤ C
(
n−r+1
∫ 2r+1
n+1
0
ur f 2rudu
) 1
λ
≤
(
n−r+1ϕ2rλf 2r
∫ 2r+1
n+1
0
ur1−λ1− urλ du
) 1
λ
≤ Cn−2r+rλϕ2rλf 2r 1λ 
Therefore we get
I1 ≤ Cn−
1
λ 2r−rλ+rϕ2rλf 2r 1λ  (3.5)
Similarly, we have
I2 ≤ Cn−
1
λ 2r−rλ+rϕ2rλf 2r 1λ  (3.6)
Combining (3.3), (3.4), (3.5), and (3.6), we get for λ = 0,
ϕ2rλxK2rn f x ≤ Cϕ2rλf 2r
For λ = 0,
K2rn f x ≤ n!n− 2r!
n−2r∑
k=0
2rakn+ 1Pn−2r kx
≤ n2rPn−2r 0x2ra0n+ 1 + Pn−2r n−2rx2ran−2rn+ 1
+
n−2r−1∑
k=1
2rakn+ 1Pn−2r kx
From the procedure of the proof in the case where λ = 0, we have
2rakn + 1 ≤ Cn−2rf 2rk = 1 2     n − 2r − 1 2ra0n + 1 ≤
Cn−2rf 2r 2ran−2rn + 1 ≤ Cn−2rf 2r. Thus we have (3.2). This
ﬁnishes the proof of Lemma 3.3.
The proof of Theorem 1:
“⇐”: By Theorem 2,
Kn rf x − f x ≤ C
( J∑
i=r
ωif n−rϕ2i−rx 1i +ω2rϕλf n−1/2ϕ1−λx
+n−rϕ2r1−λxf
)
 (3.7)
For the ﬁrst term on the right side of (3.7), from Lemma 3.1, we can-
not obtain On−1/2ϕ1−λxα For example, if i = rωrf n−r 1r  =
On−r α1−λ/2r  = On−1/2ϕ1−λxα. In fact, if n−r α1−λ/2r ≤ Cn−1/2ϕ1−λ
xα then  1√
nϕx α1−λ ≤ C. Let x→ 0; this is impossible. So, we cannot
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get the result as in the following:
ω2rϕλf t = Otα ⇒ Kn rf x − f x = O
(
n−1/2ϕ1−λxα
)

But from (3.7) and Lemma 3.1, for α < 2r2−λ , we have
Knrfx−f x
≤C
( J∑
i=r
ωifn−rδ2i−rn x 1i +ω2rϕλfn−1/2δ1−λn x+n−rδ
2r1−λ
n xf
)
≤C
(
J∑
i=r
(
n−rδ2i−rn x
) α1−λ/2
i
+
(
n−
1
2 δ1−λn x
)α)
 (3.8)
For r ≤ i ≤ J, rλ− 2r + i ≤ 0; noticing δ−1n x ≤
√
n, then
(
n−rδ2i−rn x
) α1−λ/2
i = (n−1/2δ1−λn x)α(n1/2δnx)−α 2r−rλ−ii
≤ (n−1/2δ1−λn x)α
Hence, the relation of “⇐” in (1.6) holds.
Remark 2. In Theorem 1 (1.6), when α > 2r2−λ , the “⇐” is not true. We
observe that f t = tr r ≥ 2. Obviously, ω2rϕλf t = 0. Let x = n−1; we
have
Knrf x − f x = Knrt − xr x ∼
1
nr

If the relation “⇐” is right, then Knrf x − f x = On−1/2δ1−λn xα ∼
n−α1−
λ
2 , but we know, when α > 2r2−λ  α1− λ/2 > r, so “⇐” is not true.
“⇒”: Let γnλx = n−
1
2 δ1−λn x. If Kn rf x − f x = Oγαn λx,
for every n  n > 2r, we have∣∣∣2rtϕλxf x∣∣∣ ≤ ∣∣∣2rtϕλxKn rf x − f x∣∣∣+ ∣∣∣2rtϕλxKn rf x∣∣∣
≤ Cγαn λx +
r−1∑
i=0
Cin
∫
· · ·
∫ tϕλx
2
− tϕλx2
×
∣∣∣∣K2rni
(
f x+
2r∑
j=1
uj
)∣∣∣∣du1 · · ·du2r
≤ Cγαn λx +
r−1∑
i=0
Cin
∫
· · ·
∫ tϕλx
2
− tϕλx2
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×
∣∣∣∣K2rni
(
f − g x+
2r∑
j=1
uj
)∣∣∣∣du1 · · ·du2r
+
r−1∑
i=0
Cin
∫
· · ·
∫ tϕλx
2
− tϕλx2
∣∣∣∣K2rni
(
g x+
2r∑
j=1
uj
)∣∣∣∣du1 · · ·du2r
= Cγαn λx + J1 + J2 (3.9)
Combining Lemma 3.2 and Lemma 3.3, we have
J1 ≤ Ct2rγ−2rn λxf − g (3.10)
J2 ≤ Ct2rϕ2rλg2r (3.11)
Using (3.9), (3.10), and (3.11), choosing appropriate g, we can obtain∣∣∣2rtϕλxf x∣∣∣ ≤ C(γαn λx + t2rγ−2rnλ xω2rϕλf γnλx)
For every ﬁxed h  0 < h < 116r and every x  x ≥ rt, we can choose n such
that γnλx ≤ h < 2γnλx. Then∣∣∣2rtϕλxf x∣∣∣ ≤ C
(
hα +
( t
h
)2r
ω2rϕλf h
)

So,
ω2rϕλf t ≤ C
(
hα +
( t
h
)2r
ω2rϕλf h
)

which yields the assertion of Theorem 1 by the Berens–Lorentz lemma.
Remark 3. For Sza´sz–Kantorovich and Baskakov–Kantorovich opera-
tors, one can get similar results with the same method.
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