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VOORWOORD 
Deze studie gaat over het analyseren van kwalitatieve gegevens met het doel 
de invloeden die er inwerken op een door veel mensen gedeelde gedrapsvorn of 
opvatting, getalsmatig te waarderen. Dat dit een boeiende doch niet lichte 
aangelegenheid is, zal de lezer al lezende merken. Niet minder eenvoudiρ is 
het evenwel de verschillende invloeden naar waarde te schatten, als het paat 
om de totstandkoming van een eennalig iets als het onderhavige proefschrift. 
De kwaliteit en de bereidheid van veel personen hebben daar in ieder peval 
toe bijgedragen. Ik wil tegenover hen alle op deze plaats mijn oprechte er­
kentelijkheid uitspreken, wetende dat elk woord van dank peen recht doet aan 
hun feitelijke bijdrage. 
Dat zijn op de eerste plaats mijn collega's en studenten van de vakgroen 
Theorie, ca., ze vormden voor mij het dagelijkse klankbord. Onder hen hebben 
vooral veel voor mij betekend raijn beide promotores prof.dr. Ы. Albinski en 
prof.dr A.J.A Felling, niet het minst vanwege de prikkels die ze ne paven 
om door te zetten. Ook wil ik hierbij met name betrekken Fred Nienan die tij­
delijk in onze vakgroen werkzaam is geweest en met wie ik in een vroep sta­
dium op het terrein van tabelanalyse heb samengewerkt. Als vaste lezer heeft 
hij me nadien vele malen gecorrigeerd. 
Veel dank ben ik ook verschuldipd aan Piet Diemans, Jan Gubbels, Janet Stepe-
man en Ad Vernulst die zich de noeite petroost hebben het manuscript door te 
lezen en nauwgezet te becomnentaneren. Hun vele nuttige suggesties tot tekst­
verbetering hebben me on de valreep nog veel werk bezorgd Een bijzondere 
dienst heeft nij ook bewezen Ben Pelzer die me in hoofdstuk 7, mijn pek1unpel 
aanschouwend, liet zien hoe het echt moest. Hij stelde een computerprogramma 
op voor het vinden van alle samentrekkingen van een tabel en schakelde voor 
me de vele analysen hierop machinaal aan elkaar 
Veel bewondering en waardering heb ik verder voor de medewerksters van het 
Algemeen Secretariaat, met name Anne Brand. Zij bleek de moed te bezitten het 
met vele doorhalingen en tussenvoegingen bezaaide manuscript geheel naar de 
letter serieus te nemen tot het einde toe, waar ze fijntjes haar (maar ook 
mijn) wens te kennen gaf dat 'observeren' nu toch wel 'oberserveren' diende 
te zijn. 
De grafische verzorging berustte bij André Kalden van de Tekenkamer, A-Facul-
teit. Hij is het ook geweest die op de omslag de structuur van de zogeheten 
dichotome kubus op artistieke wijze doorzichtig heeft gemaakt. Ik ben hem zeer 
erkentelijk voor deze blikvanger. Ook Ria Lap wil ik danken voor het omzetten 
van mijn summary in een verstaanbare nette Engelse Summary. 
Tenslotte wil ik mijn vrouw Tineke en onze beide kinderen Margit en Juгjan 
speciaal vermelden. Ze hebben de tolerantie die voor het produceren van dit 
soort geschriften nu eenmaal helaas nodig is, ruimschoots ten aanζj.en van mij 
aan de dag gelegd. En voor Margit en Jurjan komt daarbij dat het vermoedelijk 
niet helemaal dat geworden is wat ze ervan verwachtten. 'Wordt dat boek van 
jou spannend of moeten we erom lachen?' zo vroegen ze me eens. Het antwoord 
laat ik aan de lezer, vrezend dat hij aan deze dichotomie niet voldoende heeft. 
Jan Lammers, 
Nijmegen, maart 1984. 
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SAMENVATTING 
Bij de analyse van contingentietabellen beginnen multiplicatieve modellen een 
steeds belangrijker plaats in te nemen. Zoals Goodman (1981d), één van de pro-
minenten op dit terrein, aangeeft, zijn er een aantal redenen waarom men van 
deze modellen gebruik kan maken. Eén ervan is 'to assess the possible depen-
dence of a response variable upon an explanatory or regressor variable'; van 
deze zeer brede doelstelling is binnen het sociaal-wetenschappelijk onderzoek 
in allerlei inhoudelijke varianten sprake. Deze studie gaat over de tabelana-
lyse met behulp van multiplicatieve modellen, wanneer deze doelstelling voor 
ogen staat. 
Het multiplicatieve model neemt binnen dit brede perspectief de vorm aan van 
een model voor de relatieve kans op twee categorieën van een respons variabe-
le (dit is een afhankelijke variabele), verklaard aan de hand van andere, on-
afhankelijke variabelen. Men kan denken aan de kansverhouding, die er voor een 
kind bij het verlaten van de lagere school bestaat, een diploma voor vervolgon-
derwijs al dan niet te behalen. Deze relatieve kans op schoolsucces is in het 
'Van jaar tot jaar'-rapport (Collaris, e.a., 1978) voor de kinderen uit 1965 
geschat op 2.25, hetgeen wil zeggen dat de kans een diplona vervolgonderwijs 
te behalen 2.25 keer groter is dan de kans geen diploma te behalen. Dit geldt 
in het algemeen; het individuele kind kan bepaalde eigenschappen bezitten, 
waardoor deze kansverhouding groter of kleiner wordt. Is het kind bijvoorbeeld 
een meisje en komt zij uit het arbeidersmilieu, dan ligt de kansverhouding 
wel/geen diploma lager. Het kan zijn dat beide eigenschappen afzonderlijk hier-
in bijdragen; het kan ook zijn dat juist de combinatie van beide eigenschappen 
de relatieve kans wel of geen diploma te behalen extra kleiner maakt. De mate 
waarin de algemene relatieve kans groter of kleiner wordt binnen categorieën 
van variabelen (de categorie 'meisje' van de variabele 'geslacht', de catego-
rie 'arbeidersmilieu' van de variabele 'sociaal milieu' en de gecombineerde 
categorie 'meisje uit arbeidersmilieu' van beide variabelen gezamenlijk) 
wordt uitgedrukt in vermenigvuldigingsfactoren Het zijn de parameters van 
het muitïplicatïeve model Ze worden middels een analyse van een frequen-
tie-tabel die op een bepaalde populatie betrekking heeft, geschat Omdat in 
deze analyses gewerkt wordt met de logarithmische variant van de multiplica-
tieve modellen, worden ze ook wel log-lineaire analyses genoemd 
Het aangeven van de voornaamste mogelijkheden van deze analyses voor het 
cross-sectionele sociaal-wetenschappelijke onderzoek vormt een belangrijke 
doelstelling van deze studie Maar behalve deze illustratieve kant is het 
toch vooral een andere, ook op de practijk gerichte vraag geweest, die de 
lijn van deze studie bepaald heeft Sociale wetenschappers zijn veelal ge-
neigd om in causale modellen te denken De parameters van zulke modellen wor-
den dan gezien als indicaties van de invloed van een oorzaak op zijn gevolg, 
in het voorbeeld hierboven de invloed van oorzaken als 'geslacht' en 'milieu' 
op de relatieve kans een 'diploma vervolgonderwijs' te behalen als gevolg 
Een lange traditie van causale analyse kennen de sociale wetenschappen dan 
ook met als huidige toonaangevende techniek de zogenaamde padanalyse Het be-
grip van causaliteit en het causale denkschema, waarin het onderzoek geplaatst 
wordt, worden niet zelden met deze techniek in verband gebracht Zoals bekend, 
zijn de eisen die deze techniek aan het onderzoeksmateriaal stelt, hoog en is 
het in de practijk vaak moeilijk daaraan te voldoen De ontwikkeling van de 
log-lineaire analyse, die veel zwakkere eisen aan het onderzoeksmateriaal 
stelt heeft mede de verwachting gewekt, dat zij voor de sociaal-wetenschappe-
lijke gegevens van meer kwalitatieve aard als een causale analyse-techniek kan 
gaan fungeren Zo stelt Duncan (1975) zonder meer 'now we have, especially 
in the contributions of Goodman the statistical tools needed to produce the 
functional equivalent of structural equation models (dat zijn padanalyse mo-
del len) for qualitative variables' Maar in hoeverre strekt zich die equiva-
lentie uit' In hoeverre zijn ze niet equivalent' Onder welke condities mag men 
de parameters van een multïplicatief model interpreteren als causale effect-
pa raneters9 Het zijn dit soort vragen die ons vooral hebben aangetrokken en 
die naast de practische toelichting op de techniek, onze aandacht hebben ge-
had in de achtereenvolgende hoofdstukken 
f f- is een inleidend hoofdstuk Het plaatst de analyse met behulp van 
mul tipiïcatieve с q log-lineaire nodellen binnen de ontwikkelingen, die er 
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zich de laatste decennia met betrekking tot tabelanalyse hebben voorgedaan. 
Ze hebben geleid tot een momenteel rijk aanbod van technieken met een breed 
scala van doelstellingen. Met name wordt wat ruimere aandacht besteed aan de 
tabelanalyse-traditie binnen de sociale wetenschappen, die vooral streefde 
naar het geven van causale verklaringen. De bijdrage van Lazarsfeld en zijn 
leerlingen staat daarin centraal. De voornaamste methodische begrippen, de 
soorten van causale verklaringen en de wijze van werken binnen deze school 
worden kort aangegeven met de bedoeling de lezer op een voor hem of haar waar-
schijnlijk bekend spoor te zetten. 
Hoofdstuk 2 gaat meer concreet in op de vraag wat in verband met tabelanalyse 
onder causaliteit verstaan moet worden. Dat is natuurlijk geen licht onder-
werp, maar moet binnen de opzet van deze studie op zijn minst beperkt aandacht 
krijgen. Eerst worden meer algemene aspecten van het begrip oorzaak binnen het 
onderzoek beschouwd naar aanleiding van een tweetal misverstanden. Op de eer-
ste plaats betreft dat de schijnbare eenduidigheid van het begrip. Gewezen 
wordt op het operationele karakter ervan waaruit voortvloeit, dat gegeven de 
omstandigheden, met name het soort gegevens, de operaties kunnen verschillen 
die nodig zijn om oorzaken op te sporen. Men kan zelfs stellen dat ook de be-
tekenis van wat een causaal effect is in hoge mate daardoor bepaald wordt. Een 
tweede misverstand is dat dergelijke operaties bijvoorbaat ongeschikt zouden 
zijn voor een andere dan de zogenaamde causale verklaring; met name geldt dat 
voor de functionele verklaring. Het schijnt ons toe dat dergelijke verklarin-
gen van een andere orde zijn en in principe het gebruik van causale analyse, 
opgevat in de operationele technische zin, niet onmogelijk maken. 
Meer concreet wordt het begrip oorzaak uitgewerkt, zoals dat in de causale 
analyse 'bij uitstek', de reeds genoemde padanalyse voor interval variabelen, 
wordt aangetroffen. Het gaat ons daarbij niet zozeer om deze techniek, als 
wel om te laten zien op welke punten het in de tabelanalyse gehanteerde be-
grip oorzaak daar soms fundamenteel van afwijkt. De volgende aspecten worden 
in deze vergelijking betrokken: asymmetrie (waaronder reciprociteit), produc-
tie-karakter, gradatie, determinisme, multicausaliteit en transitiviteit. De 
verschillen die er met betrekking tot deze aspecten bestaan leiden er ener-
zijds toe dat in de tabelanalyse volgens multiplicatieve modellen andere, 
soms aanvullende operaties moeten worden gedaan; anderzijds hebben ze tot ge-
volg dat de resultaten van analyse anders verstaan dienen te worden. Het ver-
schil komt - ruwweg geformuleerd - vooral hierin tot uiting, dat padanalyse 
de invloed van variabelen op variabelen nagaat en tabelanalyse de invloed van 
categorieën op categorieën. En hiermee samenhangend duldt een effect in de 
tabelanalyse niet op een verandering in schaalwaarden, maar op een verandering 
in de kansverdeling van een gevolgvariabele. 
Aansluitend wordt ingegaan op de algemene wijze waarop in de log-lineaire ana* 
lyses een effect gedefinieerd wordt. Met welke variant men ook te maken heeft, 
de definitie houdt altijd in dat de kansverhouding van twee categorieën van 
een gevolgvariabele (zoals hierboven de kansverhouding op wel/geen diploma 
vervolgonderwijs) in de ene categorie van de oorzaakvariabele vergeleken wordt 
met die in een andere categorie; ook combinaties van categorieën zijn hierbij 
mogelijk. In deze definitie komt de samenhangsmaat 'oddsratlo' c.q. 'log odds-
ratio' naar voren. Een aantal eigenschappen van deze maat worden belicht naast 
die van enkele andere; ook wordt nog ingegaan op een aantal basis-interpreta-
ties. 
Hoofdstuk 3 en volgende houden zich specifiek bezig met de log-lineaire analy-
setechnieken, gezien vanuit de gezichtshoek van oorzaak-gevolg relaties. In het 
begin, in hoofdstuk 3, ligt het accent vooral op een toelichting van de analy-
setechniek, in latere hoofdstukkken worden geleidelijk aan meer vragen met be-
trekking tot causaliteit aan de orde gesteld. Daarbij maken we voornamelijk 
gebruik van één tabel uit het rapport van het Instituut voor Toegepaste Socio-
logie 'Van jaar tot jaar' (Collaris, e.a., 1978). Deze tabel bevat gegevens 
van kinderen die in 1965 de lagere school verlieten, betreffende het milieu 
van herkomst, het geslacht en het behalen van een diploma van een bepaald type 
vervolgonderwijs. Eerst wordt in hoofdstuk 3 een verkleind gedeelte van deze 
tabel, een (2x2)tabel, gebruikt voor de toelichting bij de techniek. Geleide-
lijk aan wordt deze (2x2)tabel in volgende hoofdstukken uitgebreid om telkens 
nieuwe vragen met betrekking tot causaliteit te beantwoorden. In hoofdstuk 7 
wordt de grote oorspronkelijke tabel geanalyseerd. Voor het laatste hoofdstuk 
is tenslotte een nauw eraan verwante tabel gebruikt. 
Hoofdstuk ¿ vangt aan met een kort overzicht van het analyseproces, waarna 
successievelijk de belangrijkste momenten erin apart aandacht krijgen; dit zijn 
de steekproefmodellen, de verklaringsmodellen en de modelselectie. De steek-
proefmodellen worden summier behandeld. Ze zijn vooral statistisch van belang 
en de onderzoeker hoeft er in de practijk doorgaans weinig aandacht aan te 
schenken Dat geldt niet voor wat wij de verklaringsmodellen noemen, waarin 
oorzaak- en gevolgvariabelen op elkaar worden betrokken. Het hierboven in woor-
den aangegeven mul tipi ιcatieve model met betrekking tot schoolsucces is daar 
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een voorbeeld van. Gewoonlijk werkt men echter met de log-variant van deze 
modellen, de zogenaamde logit-modellen. Ze zijn het meest adequaat voor het 
geven van een causale verklaring. Ook worden de zogeheten logfrequentie-mo-
dellen behandeld, die met hetzelfde doel kunnen worden gebruikt en voor gro-
tere tabellen onontbeerlijk zijn. Ook de procedure van modeleelectie wordt 
globaal toegelicht. Belangrijk zijn de schattingsprocedures, de selectie-cri-
teria en de te onderscheiden hoofdfasen in dit proces. Verschillende onder-
werpen die in dit hoofdstuk met het accent op de grote lijn slechts globaal 
zijn aangegeven, worden in latere hoofdstukken nader uitgewerkt. 
Hoofdstuk 4 gaat, evenals het volgende hoofdstuk, in op het definiëren van 
de effecten in het model aan de hand van een (2x3)tabel. Reeds is daarvan ge-
zegd, dat effecten altijd een vergelijking tussen categorieën van variabelen 
tot uitdrukking brengen. Wanneer een tabel groter wordt dan een (2x2)tabel 
kan ZO'D vergelijking op meerdere wijzen gedaan worden. Anders dan bij de ge-
bruikelijke padanalyse verdient de definitie van effect daarom extra aandacht. 
Eerst wordt ingegaan op de manier, waarop dit in het veel gebruikte ECTA-pro-
gramma ('by default') gedaan wordt. Essentieel hierin is dat een combinatie 
van categorieën als referentie optreedt, zodat voor de meeste gevallen de in-
terpretatie van deze effecten ingewikkeld zal zijn. Eenvoudiger wordt de de-
finitie wanneer in het effect rechtstreeks het verschil tussen categorieën 
wordt opgenomen. Voor variabelen met geordende categorieën zal dit meestal be-
tekenen dat telkens twee opeenvolgende categorieën met elkaar worden vergele-
ken. Het is in dit laatste geval ook veelal gebruikelijk om van de veronder-
stelling uit te gaan dat voor elk tweetal opeenvolgende categorieën de effec-
ten gelijk zijn. Men spreekt in dit verband wel van het opleggen van constraints 
aan effecten. Zowel het veranderen van de definitie van effect als het opleggen 
van constraints vereisen, dat de opzet van analyse hiervoor wordt bijgesteld. 
Varianten van model-constructie worden in dit hoofdstuk gedemonstreerd. 
Hoofdstuk 5 sluit aan bij het vorige en geeft meer nauwkeurig een aantal manie-
ren aan om effecten te definiëren. Gebruikt wordt een (5x3)tabel. Op vele wij-
zen kunnen dan de categorieën van oorzaak- en gevolgvariabelen onderling verge-
leken worden om tot een bepaalde definitie van effect te komen. Geïllustreerd 
wordt, hoe zo'n definitie in de analyse moet worden ingevoerd. 
Daarnaast komen een paar andere onderwerpen aan de orde, die met het groter 
worden van de tabel hebben te maken. Op de eerste plaats is dat het uitvoeren 
van meerdere logit-analyses tegelijk binnen het kader van één log-frequentie 
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analyse. Hierboven werd daar reeds op gewezen. Vervolgens krijgt de modelse-
lectie meer aandacht, waarvoor nogal wat procedures bestaan. Aan de practlsch 
meest gangbare wordt vooral aandacht besteed. Zij maken gebruik van het nul-
stellen van effecten in de uitgangsmodellen. Ingegaan wordt ook op de mogelijk-
heid modellen te selecteren door het opleggen van constraints aan de effecten. 
Een bekende typologie van modellen van Goodman komt daarbij ter sprake, maar 
ook laten we zien hoe soms meer in aansluiting op de gegevens in de tabel een 
goed model verkregen kan worden. 
Deze twee hoofdstukken hebben vooral laten zien hoe effecten gedefinieerd moe-
ten worden. Het spreekt vanzelf dat dergelijke definities niet inhouden, dat 
ze ipso facto ook als causale effecten beschouwd kunnen worden. Dat zal afhan-
gen van de mate waarin deze effecten ongewijzigd aanwezig blijken te zijn on-
der wisselende omstandigheden. Pas dan wordt het immers aannemelijk, dat het 
om de 'productie' gaat van het gevolg door de oorzaak. Als men mag aannemen, 
dat dit voor alle effecten in het model opgaat, spreekt men wel van een geslo-
ten model. De volgende hoofdstukken gaan vooral hierover. 
Hoofdstuk 6 begint in dit verband met een uiteenzetting van de zogenaamde col-
lapsibiliteitsregel. Deze regel gaat in op de vraag onder welke voorwaarden 
een tabel over een of meerdere variabelen kan worden samengetrokken zonder dat 
de waarden van de effecten in het model veranderen, of andere geformuleerd: 
aan welke eisen moeten variabelen die niet in de tabel zijn opgenomen, voldoen 
om het model als gesloten te kunnen beschouwen. In vergelijking met de klas-
sieke tabelanalyse en de padanalyse gelden over het algemeen dezelfde eisen. 
Met name is van belang dat deze variabelen niet 'schijnmakend' zijn. Er is 
echter één belangrijke additionele voorwaarde, die men in deze anlayse moet 
stellen ten aanzien van variabelen buiten de tabel; ze mogen namelijk niet, 
onafhankelijk van de opgenomen oorzaakvariabelen een eigen invloed op de ge-
volgvariabele hebben. En dat is een vrij zware, meestal weinig realistische 
voorwaarde, zodat we in hoofdstuk 8 uitvoeriger op deze zelfstandig concurre-
rende variabelen terugkomen 
Het hoofdstuk vervolgt met een analyse van de tabel, die met één variabele is 
uitgebreid. Ditmaal wordt gebruik gemaakt van een niet zo vaak gehanteerde ef-
fect-definitie met behulp van zogenaamde 'continuation-ratio's'. Speciale 
aandacht krijgt ook een typisch bij grotere tabellen optredend verschijnsel; 
namelijk het verschijnsel, dat twee oorzaken interacteren op een gevolgvaria-
bele. Er bestaan een drietal, reeds in hoofdstuk 1 aangehaalde, interpretaties 
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hiervan. We laten zien, hoe de analyse opgezet kan worden met het oog op één 
van deze, overigens onderling verwante, interpretaties. 
Hoofdstuk 7 houdt zich bezig met dezelfde vraag of effecten constant blijven, 
wanneer de tabel zou worden uitgebreid. Het gaat nu echter niet om toevoeging 
van een nieuwe variabele, maar om het onderscheiden van meerdere categorieën 
van reeds opgenomen variabelen. De vraag die dan voorligt is, onder welke voor-
waarden de effecten hun waarde blijven behouden, als de tabel in die zin gro-
ter zou worden; of andersom geformuleerd, wanneer is het geoorloofd de grotere 
tabel samen te trekken, zodat de geanalyseerde tabel ontstaat, zonder dat 
daarmee de effecten in waarde veranderen? Een onderscheid naar soorten samen-
trekkingen is dan van belang. Worden categorieën van een nominale variabele 
samengetrokken, dan valt gemakkelijk af te leiden dat effecten in het algemeen 
niet veranderen, wanneer de verdelingen binnen deze categorieën homogeen (dit 
is aan elkaar gelijk) zijn. Voor de meest gebruikelijke definities van effect 
gaat dat op Maar vaak kan men de categorieën van een variabele als geordend 
beschouwen op basis van een onderliggend continuum. De aanname van homogeni-
teit over een bepaalde interval is dan weinig realistisch, zodat niet verwacht 
kan worden dat effecten constant blijven, wanneer slechts een beperkt aantal 
categorieën wordt beschouwd. Maar in welke mate en in welke richting zullen de 
waarden van effecten dan veranderen? Omdat hier weinig over bekend is, is een 
beperkt experiment opgezet, waarin van een (2x10)tabel met een perfect li-
neaire structuur wordt uitgegaan. Deze tabel is op alle 510 mogelijke manieren 
samengetrokken Resultaat is dat er lichte afwijkingen ten aanzien van het oor-
spronkelijke effect ontstaan Hoewel de trend is, dat in samengetrokken tabel-
len effecten lager uitval1en en ook lager naarmate het aantal categorieën waar-
toe wordt samengetrokken, geringer is, wordt ook in betrekkelijk veel gevallen 
een hogere waarde geconstateerd. Belangrijk 15 daarnaast dat in geen enkel ge-
val de gestandaardiseerde waarde, op grond waarvan tot een statistisch signi-
ficant effect kan worden besloten , groter is dan de oorspronkelijke gestan-
daardiseerde waarde. Nagegaan is verder in hoeverre bepaalde eigenschappen van 
samentrekking - aantal categorieën waartoe wordt samengetrokken, de schalings-
fout, die daarbij gemaakt wordt en de ongelijkheid van de verde1ing van de sa-
mengetrokken variabele - samenhangen met de afwijkingen die in de effectmetin-
gen optreden Afwijkingen van het ongcstandaardiseerae effect blijken gevoe-
liger voor het aantal categorieën en de gemaakte schalingsfout, terwijl afwij-
kingen van het gestandaardiseerde effect meer met de ongelijkheid van de ver-
deling samenhangen. 
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Het laatste hoofdstuk ö is gewijd aan de bestudering van meer ingewikkelde 
causale ketens In de vorige hoofdstukken was er steeds sprake van één gevolg 
met een of meerdere oorzaken In causale ketens kunnen variabelen zowel oor-
zaak als gevolg zijn Goodman heeft de analyse die hij hiervoor ontwikkeld 
heeft, de naam gegeven van een gemodificeerde padanalyse Er zijn namelijk 
duidelijke overeenkomsten van deze analyse met de gebruikelijke padanalyse 
Na een uiteenzetting ervan wordt uitvoerig ingegaan op de interpretatie van 
de effecten, die in dergelijke analyses worden verkregen Om vooral ook de 
verschillen met de gebruikelijke padanalyse uit te laten komen worden ze ver-
geleken met de effecten, zoals die volgens deze laatste analyse worden verkre-
gen Het eigen karakter van de effecten uit de gemodificeerde padanalyse be-
staat - wat globaal geformuleerd - hierin dat zij informatie geven omtrent ca-
tegorieën en niet omtrent variabelen Dit is reeds eerder ter sprake geweest 
en houdt verband met wat in hoofdstuk 2 gezegd is over de causale samenhang 
van nominale variabelen Daar werden ook nog andere aspecten genoemd, waar-
van er enkele in de discussie rond het .causale karakter van deze techniek te-
rugkeren Ze hebben geleid tot meer, meestal minder wezenlijke critiekpunten, 
waarop tenslotte in dit hoofdstuk wordt ingegaan 
Er zijn op de eerste plaats problemen rond de reciprociteit en transltiviteit, 
ze vormen de minder wezenlijke punten van critiek Ze doen zich voor, wanneer 
men van een causale analyse-techniek verwacht dat wederkerige effecten tussen 
twee variabelen in principe een verschillend meetresultaat moeten kunnen op-
leveren en vervolgens dat ook vastgesteld moet kunnen worden, in welke mate 
er van transltiviteit sprake is (hoe groot de indirecte effecten zijn) Maar 
uit de wijze waarop in deze analyses het causale proces gespecificeerd is, 
volgt dat wederkerige effecten weliswaar geschat kunnen worden, maar steeds 
noodzakelijkerwijs aan elkaar gelijk zijn En verder volgt daar ook uit dat 
indirecte effecten nooit gemeten kunnen worden 
Veel wezenlijker is de critiek die erop neerkomt, dat de techniek niet in 
staat is de mate aan te geven waarin de oorzaak het gevolg 'produceert' omdat 
- zoals hoofdstuk 6 liet zien - alle oorzaken eigenlijk hiervoor in de ana-
lyse zouden moeten worden opgenomen Hiertoe moeten ook die oorzaken worden 
gerekend, die we de zelfstandig concurrerende oorzaken hebben genoemd In een 
aantal computer-simulaties is getracht na te gaan in welke mate deze variabe-
len het kwantitatieve beeld in de analyse verstoren Gebleken is, dat de ver-
tekening doorgaans gering is Voor de practijk kan men het beste ervan uitgaan, 
dat dergelijke niet-opgenomen oorzaakvariabelen een relatief sterkere invloed 
moeten hebben dan de opgenomen oorzaakvariabelen, wil de vertekening practisch 
enige betekenis hebben Maar de moeilijkheid is natuurlijk, dat de onderzoeker 
die variabelen meestal niet inhoudelijk zal kunnen aangeven, zich beperkend 
tot wat hij in de analyse constateert, kan hij slechts als zeker aannemen, dat 
de effecten van de opgenomen oorzaakvariabelen in werkelijkheid niet kleiner 
zullen zijn dan de waarde die ze in de analyse aannemen en vervolgens dat de 
onderlinge verhouding van deze effecten in werkelijkheid nagenoeg overeen zal 
komen met de verhouding zoals hij die in de analyse constateert In deze rich-
ting tenderen althans, wat dit laatste betreft, de resultaten van de uitge-
voerde simulaties die op enkele meer eenvoudige gevallen berusten 
En hiermee hebben we deze studie afgesloten, waarin de effecten van multipli-
catieve modellen centraal hebben gestaan, hun betrokkenheid op categorieën, 
die in verschillende definities tot uitdrukking kan komen en vooral de condi-
tiee, waaronder zij stabiel blijven om ze zo mogelijk causaal te interprete-
ren In vergelijking met de gebruikelijke padanalyse zijn daarmee het geheel 
eigen gezicht van deze vorm van causale analyse, maar ook tevens haar beperkin-
gen aan de orde geweest 
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But in field research, the explicit 
use of causal concepts cannot be 
avoided As a result, we encounter the 
full range of problems associated with 
causation, problems philosophers have 
encountered for centuries 
Τ D Cook en D Τ Campbell 
Quasi-experimentation, 1979 
1. INLEIDING 
De analyse van kruistabellen (ook aangeduid als contingentie- of frequentie-
tabellen) wordt wel eens als geen andere analyse typisch sociaal-wetenschap-
pelijk genoemd Voor velen lijkt zij intrinsiek verweven te zijn met de so-
ciaal-wetenschappelijke benadering van de realiteit, waarin het vóórkomen van 
menselijk gedrag (meningen) verklaard wordt vanuit de maatschappelijke groe-
peringen waarin mensen participeren De verschillende gedragsmogelijkheden 
komen doorgaans in de rijen van de tabel te staan, de maatschappelijke groe-
peringen in de kolommen en in de cellen van de tabel de frequenties, waaruit 
het relatief voorkomen van een bepaalde gedragsvorm in de verschillende groe-
peringen is af te leiden Ook in het hedendaagse sociaal-wetenschappelijk on-
derzoek, waarin het aanbod van technieken toch zeer omvangrijk is, neemt de 
analyse van de kruistabel nog steeds een duidelijk centrale plaats in Zo 
wordt van alle programma's uit het Statistical Package for the Social Scien-
ces (SPSS, Nie e a , 1975), dat sinds 1968 in toenemende mate door sociale 
wetenschappers gehanteerd wordt, het CROSSTABS-programma veruit het meest 
toegepast Uit informatie van het Universitair Rekencentrum Nijmegen (1978) 
kan bijvoorbeeld afgeleid worden, dat van alle CPU-tijd die aan analyse-
programma's uit dit pakket in 1978 besteed is, 42% besteed is aan CROSS-
TABS, gevolgd door FACTOR met 19% en PEARSON CORR met 9% Aan REGRESSION 
was dat slechts 4% Voor Amsterdam (volgens opgave van het Technisch Cen-
trum FSW Universiteit van Amsterdam) liggen deze percentages voor een wille-
keurige periode in 1981 CROSSTABS 55%, gevolgd door REGRESSION 9%, PEARSON 
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CORR 5% en FACTOR 5% 
Behalve een zeer veelvoudige toepassing kent de analyse van de kruistabel in 
de sociale wetenschappen ook een zeer lange traditie en is zij waarschijn-
lijk de eerste analyse, die een formele presentatie heeft gekregen in de zo-
genaamde elaboratie-analyse van Lazarsfeld gedurende de 50-er jaren. Sinds-
dien is er echter op tabelanalyse-gebied veel gebeurd In dit inleidende 
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hoofdstuk zal tegen de achtergrond van de vele ontwikkelingen op dit terrein 
de doelstelling van deze studie worden aangegeven en nader toegelicht (para-
graaf 1.1). In paragraaf 1 2 zal In het kort een schets worden gegeven van de 
Lazarsfeldsiaanse manier van tabelanalyse. De beschrijving van deze klassieke 
methode dient vooral als een vertrekkader om er bij de later te behandelen 
analyse op te kunnen teruggrijpen, immers de werkwijzen zijn wel drastisch 
veranderd, maar de ideeën zijn voor een groot deel ongewijzigd gebleven. 
1.1 Historische plaatsbepaling en doel van de studie. 
Voor de plaatsbepaling van wat er in het vervolg behandeld gaat worden, is 
het goed de ontwikkelingen te beschouwen, die er zich op het terrein van de 
tabelanalyse hebben voorgedaan We zullen deze schetsen vanuit de gezichts-
hoek van de sociale wetenschappen in het besef, dat daarmee niet het hele 
terrein bestreken wordt 
Overzien we dan de geschiedenis van de tabelanalyse, zoals deze zich vooral 
binnen de sociale wetenschappen sinds Lazarsfelds elaboratle heeft voorge-
daan, dan vallen er een aantal samenhangende tendenties op. Vooreerst is 
dat de steeds duidelijker wordende gecompliceerdheid van dit analyse-terrein, 
vervolgens het steeds meer afnemende onderscheid tussen de sociaal-weten-
schappelijke traditie en het gebied daarbuiten (biometrie, epidemiologie, 
econometrie, statistiek) en als derde de verbreding van analysedoelen in 
die zin dat de door Lazarsfeld zo benadrukte causale aanpak van tabelanalyse 
nog wel steeds belangrijk is, maar daarnaast toch ook andere, vaak meer alge-
mene onderwerpen (zoals statistische onafhankelijkheid) zijn komen staan. 
Dit zijn evenwel tendenties die zich in de onderzoekspractijk nog lang niet 
voltrokken hebben. Ze hebben zich vooral voorgedaan in de methodologische 
literatuur De practijk kenmerkt zich, zoals gezegd, vooral door het be-
schrijven van twee- en drie-dimensionele kruistabellen, waaruit men wellicht 
het belang van Lazarsfelds methode, die deze nu nog voor de practijk heeft, 
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kan afleiden. 
Grofweg gesteld kan men sinds de laatste wereldoorlog op het methodische 
vlak van de tabelanalyse een drietal perioden onderkennen, de 50-er de 60-er 
en de 70-er jaren, waarin telkens verschillende aanzetten tot tabelanalyse 
werden gegeven с q. In de sociale wetenschappen breder bekend werden en die 
in de daarop volgende jaren hun eigen ontwikkelingen verder hebben gehad. 
In figuur 1 1 is dit in beeld gebracht door voor deze decennia aan te geven, 
wanneer in de sociaal-wetenschappelijke methodologische literatuur een be-
2 
paald belangrijk geschrift verscheen. In de rijen van deze figuur zijn deze 
geschriften verder verdeeld in drie tradities: de klassieke van Lazarsfeld, 
de regressie c.q. padanalytische en de statistische traditie. Het schema is 
natuurlijk niet volledig; ook brengt het slechts trends in kaart, die ver-
moedelijk alleen meer juist dan niet juist zullen zijn. Wat opvalt is dat de 
beginfasen van de verschillende tradities zich (voor de sociale wetenschap-
pen althans) na elkaar aftekenen, ongeveer samenvallend met de opeenvolgende 
decennia en dat ze daarna zich als lagen boven elkaar verder voortzetten, 
hetgeen resulteert in een momenteel vrij bont gekleurd aanbod van tabel-
analyse-technieken. Elke traditie (misschien met uitzondering van de klas-
sieke traditie van Lazarsfeld) kent overigens vóór deze beginfase een ontwik-
keling buiten het terrein van de sociale wetenschappen. 
In de 50-er jaren was het Lazarsfeld, die zijn elaboratie-analyse presen-
teerde in een gezamenlijke bijdrage met Patricia Kendall aan de Continuities 
in Social Research (Kendall, 1950). Reeds in 1946 had hij er een lezing over 
gehouden op de Cleveland bijeenkomst van the American Sociological Society. 
Het op een specifieke manier gebruik maken van kruistabellen om tot een be-
paald oorzakelijk verband tussen drie variabelen te kunnen besluiten was 
in die tijd weliswaar niet gesystematiseerd maar in inhoudelijke studies al 
wel gebruikelijk. Vanuit de Columbia School werd de elaboratie-methode voor-
al door de boeken van Zeisel (vanaf 1947), Hутл aη (1955) en Rosenberg (1968) 
verder uitgedragen en vond ze een blijvend gehoor in de wereld van de prac-
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tische onderzoekers. Ook in de vele methodologische onderwijsboeken ziet 
men de elaboratie steeds terugkeren tot bijvoorbeeld Segers (1980) en Jans-
sens (1982) toe. Dat de methode in zo'η brede kring aansloeg, was overigens 
niet zo verwonderlijk. Het was immers een aan het ideale experiment verwante 
techniek en de sociale wetenschapper kreeg er 'zijn' instrument door waarmee 
hij in staat werd gesteld tot causale uitspraken te komen, zoals de psycho­
loog dat kon met 'zijn', overigens bewijskrachtiger, experiment. In het ver­
volg (paragraaf 1.2) zullen we daar op terugkomen. We zullen daar ook zien, 
dat latere auteurs zoals Galtung (1967), Nowak (1960), Davis (1971) bijge­
dragen hebben tot een verdere verdieping, c.q. uitbreiding van de methode. 
In het begin van de 60-er jaren is er in de sociaal methodologische litera­
tuur een duidelijke kentering ontstaan. Men ging zich meer oriënteren op 
technieken die elders gebruikt werden. Factor-analyse, regressie-analyse 
en in mindere mate variantie-analyse maakten opgang. Vooral de aan de re-
gressie-analyse verwante padanalyse, geïntroduceerd door Blalock (1961), 
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Гіоииг 1.1 De in de tekst genoemde auteurs met jaartal van een belangrijk geschrift naar drie 
onderscheiden tradities van tabelanalyses in de sociale wetenschappen. 
50-er Jaren 60-er jaren 70-er jaren 
klassieke 
Lazarsfeld 
benadering 
Lazarsfeld (1950, 1955) 
Hyraan (1955) 
Lazarsfeld (1961) 
Nowak (1960) 
Galtung (1967)5) 
Rosenberg (1968) 
Davis (1971, 1974) 
Nowak (1975, 1977) 
regressie-
c.q. pad-
analytische 
benadering 
Blalock (1961) 
Coleman (1964) 
Boudon (1965, 1967, 1971) 
Lazarsfeld (1972) 
Davis (1975, 1980) 
Andrews (1973) 
Maxwell (1961) 
Goodman (1966, 1969 1972a, 1972b, 1973a, 1973b, 
1974, 1976, 1979, 1981) 
statistische 
benadering 
Grizzle (1969) Theil (1970) 
Ku (1971) 
Bock (1973, 1975) 
Neider (1972, 1974) 
Hildebrand (1974, 1976) 
С 
Lindsey (1973) 
de Leeuw (1971)5) Gifi (1981) 
maar daarin steunend op Simon (1954, 1957) en andere econometristen, scheen 
de natuurlijke voortzetting te zijn van wat in de tabelanalyse van Lazars-
feld begonnen was. Daarin prevaleerde immers een combinatie van empirische 
analyse en causaal denken en de padanalyse deed, statistisch beter onder-
bouwd, wezenlijk niets anders. Geleidelijk verschoof daarmee ook de opvat-
ting over wat een sociaal-wetenschappelijke analyse was. Hield dat voordien 
vooral een subgroepen-analyse in, een vergelijken van sociaal relevante 
categorieën, wat in de tabelanalyse zo letterlijk tot uitdrukking kwam; nu 
ging dit idee plaats maken voor de meer algemene idee van de data-matrix 
waarin onder elkaar scores van individuen gegeven zijn. In 1967 opent Gal-
tung zijn boek over theorie en methode van sociaal-wetenschappelijk onder-
zoek dan ook met de data-matrix als het algemene uitgangspunt van analyse. 
Hoewel het natuurlijk in de data-matrix slechts om een andere presentatie 
van dezelfde gegevens gaat, was het eraan gekoppelde beeld een andere. Ana-
lyse van frequenties van sociale categorieën leek vervangen te gaan worden 
door analyse van scores van individuen die in een regressie-analytische 
aanpak verwerkt zouden kunnen worden. Hiermee gepaard gaand kon men soms 
ook een duidelijke passé-teneur van tabelanalyse bespeuren. Zo werd door 
Gadourek in zijn boek waarin hij de "Sociologische Onderzoekstechnieken" 
(1967) op een rij zet, de tabelanalyse in twee pagina's onvolledig behan-
deld, temidden van een 16 pagina's tellend betoog over correlatie-analyse 
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waarmee alles zo veel sneller en beter zou gaan 
In het spoor van de regressie- c.q. padanalyse hebben zich een aantal ont-
wikkelingen voorgedaan. Voor een deel zijn die evenwel nauwelijks als een 
ontwikkeling van tabelanalyse te zien, omdat als uitgangspunt de data-
matrix wordt gekozen. Het zijn eerder pogingen de regressie-analyse ook toe-
gankelijk te maken voor nominale variabelen, waarvoor men voordien aangewe-
zen was op tabelanalyse. In de Multiple Nominal Analysis bijvoorbeeld gebeurt 
dit door een dummyfleering van deze variabelen (Andrews e.a., 1973 , Stege-
man, 1978). Voor een overzicht, ook met betrekking tot ordinale variabelen, 
verwijzen we naar Nieman (1978). 
Veel dichter aansluitend bij tabelanalyse zijn er een aantal andere ontwik-
kelingen in samenhang met regressie-analyse geweest. Het oudste is de ana-
lyse van Coleman (1964), die wat de uitkomsten betreft overeenkomt met de 
andere in de triptiek Lazarsfeld-Coleman-Boudon, maar grondig ervan afwijkt 
qua conceptie van het proces waardoor de tabel tot stand is gekomen. Hij 
gaat uit van een Markov-proces waarin discrete (attnbuuts-)toestanden van 
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individuen zich kunnen wijzigen, afhankelijk van bepaalde factoren; dit 
proces verloopt continu over de tijd en ie, zo neemt hij voor cross-sectio-
nele data aan, in een evenwlchts-fase gekomen. De parameters in zijn model 
blijken regressie-coëfficiënten te zijn (cf. Feldman, 1970). Ditzelfde is 
zo voor de, niet wezenlijk van elkaar te onderscheiden, 'analyse de depen-
dance' van Boudon (1965, 1971) en de 'regression-analysis with dichotomous 
attributes' van Lazarsfeld (1972). Zij liggen het meest in de lijn van de 
klassieke elaboratie, men zou kunnen zeggen, dat ze er de mathematisch mo-
delmatige versie van zijn. Ze starten met een op basis van een causale 
volgorde opgezet lineair-additief model voor de conditionele kansen in een 
tabel. Dit model komt geheel en al overeen met een padmodel voor variabe-
len, met waarden nul en één (0-1 variabelen), waarvan de parameters door 
middel van de gewone kleinste kwadratenmethoden geschat worden (Beek,1972). 
Ook blijkt de elaboratie van een oorspronkelijke samenhang in partiële en 
marginale samenhangen zeer sterk te gelijken op de decompositie van een 
correlatie in de padanalyse. 
Als laatste in de padanalytische traditie willen we noemen 'the contingen-
cy table analysis with linear flow graph' van Davis (1975,1960). Het visu-
ele aspect speelt er een belangrijke rol in, maar de 'flow graph' is eigen-
lijk niets anders dan het paddiagram maar dan geschikt gemaakt voor nomi-
nale, (in het geval van plytomieen) gedummyfïceerde variabelen. De modellen 
zijn ook weer lineair-additief. De gelijkenis met de padanalyse is dus hier 
bijzonder hoog. 
De in het kader van de padanalytische traditie aangehaalde auteurs hebben 
een paar dingen gemeen. Dat is op de eerste plaats natuurlijk hun overeen-
komst met de regressie-analyse waaronder men echter niet steeds hetzelfde 
moet verstaan Voor de richting die uitgaat van de data-matrix met 0-1 
variabelen betekent het een toepassing zonder meer van de regressie-techniek 
en een plakken van het geëigende jargon voor interval variabelen (0LS-
schatters, verklaarde variantie, etc.) op de nieuwe 0-1 situatie. In de ana-
lyse waar wordt uitgegaan van de tabel, is er sprake van een taalgebruik 
en opzet, die past bij een tabel met frequenties, c.q. proporties en blijkt 
er achteraf pas dat er zo'n sterke overeenkomst met regressie-analyse is. 
Een ander gemeenschappelijk kenmerk is dat zij zich ontwikkeld hebben bin-
nen de sociale wetenschappen, hoewel de aanzetten daartoe (regressie-, pad-
analyse) duidelijk van buiten afkomstig zijn. Men zou ze daarom kunnen zien 
als resultaten van pogingen sociaal-wetenschappelijke variabelen (veelal 
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van nominale of ordinale aard) ermee in overeenstemming te brengen. Een 
laatste gemeenschappelijk punt is dat deze methoden door de 'officiële' 
statistiek niet gekend, dan wel niet genoemd, dan wel niet erkend worden. 
Zo valt het op dat in het algemene handboek voor tabelanalyse (Bishop e.a., 
1975) geen van bovenstaande analyse-technieken genoemd wordt, ook niet in 
het algemene overzicht (p. 343-372). Ze zullen óf als lokale vruchten niet 
opvallen óf - en dat lijkt waarschijnlijker - niet als statistische metho-
den worden beschouwd. En daar is ook reden toe. De moeilijkheid is nu een-
maal dat de kleinste kwadratenmethode uit de regressie-analyse geen effi-
ciënte schattingsmethode is als de afhankelijke variabele dichotoom is. 
Gezien de assumptie van homoscedasticiteit zou zij eigenlijk niet mogen 
worden toegepast. Samenhangend daarmee is er het nare gevolg van voor-
spelde kansen, die kleiner kunnen zijn dan nul en groter dan één. We komen 
daar te zijner tijd nog op terug. Overigens is het niet zo dat alle ver-
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melde technieken maar klakkeloos de kleinste kwadratenmethode hanteren 
In het volgende decennium (de 70-er jaren) vindt er pas goed een doorbraak 
plaats van de statistische methoden binnen de sociaal-wetenschappelijke 
literatuur. Vóór die tijd waren dat maar zeer sporadische druppels die door-
sijpelden, zoals het boekje 'Analysing qualitative data' van de statisticus 
Maxwell (1961), behelzend ondermeer een partitionering van de gebruikelijke 
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X , die door Stouthard (1966a, b) onder de aandacht van de Nederlandse so-
ciale wetenschappers werd gebracht. Ook werd men al meer en meer geconfron-
8) 
teerd met, zo niet overrompeld door artikelen van Goodman, waarmee al 
snel duidelijk werd dat tabelanalyse een statistisch volwaardige analyse 
kan zijn. Maar de echte doorbraak is pas gekomen in het begin van de 70-er 
jaren met de algemene inleidende artikelen van Goodman (1972a, 1972b, 1973), 
met de verspreiding van het voor ieder bestemde ECTA-programma (Everyman's 
Contingency Table Analyzer; Fay, 1973) en met het tegelijk bekend worden 
van talloze andere methoden en programma's. In een tijd van vijf jaar waren 
daar ineens de vele analyse-mogelijkheden, hoewel de meeste daarvan evenals 
de Goodman benadering buiten het sociaal-wetenschappelijke gezichtsveld zijn 
eigen voorgeschiedenis had. Illustratief voor dit laatste is wellicht de 
de bibliografie over tabelanalyse van Killion (1976) die loopt van 1900 tot 
1974. Deze vermeldt - 1250 titels waarvan er - 1000 vóór 1970 gedateerd 
zijn. Voor de sociale wetenschappen betekende de plotselinge doorbraak te-
vens de kennismaking met een aantal onderwerpen, die voordien in de praktijk 
van het onderzoek niet of nauwelijks speelden: ondermeer een toetsing op 
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statistische onafhankelijkheid van meer dan twee (drie) variabelen, de 
diverse hypothesen daaromtrent, de genestelde tabellen naast de kruista-
bellen, verschil tussen theoretische en geobserveerde nul-cellen, het wer-
ken met multiplicatieve in plaats van addltieve modellen 
Om een indruk van deze vrij plotselinge overspoeling van de sociale weten-
schappen te krijgen, noemen we kort een aantal tabelanalysen in een vrij 
willekeurige volgorde 
- Eerst dan de tabelanalyse met multiplicatieve modellen van Goodman met 
daaraan verbonden het ECTA-progranuna, waarin de Deming-Stephan schat-
tingsprocedure is verwerkt Vervolgens noemen we 
- tabelanalyse voor lineaire modellen met behulp van de gewogen kleinste 
kwadratenmethode van Grizzle, Starmer en Koch (1969), de zogenaamde GSK-
methode, door ondermeer Theil (1970) onder de aandacht van de sociale-
wetenschappers gebracht Programma's waren er onder vele namen, maar worden 
nu door GENCAT (Landis, 1976) ondervangen, onder de naam FUNCAT maakt het 
ook deel uit van het SAS-pakket (zie voor toepassingsgerichte informatie 
Nieman, 1979) 
- tabelanalyse van Ku, Varner en Kullback (1971), die berust op beginselen 
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uit de informatie-theorie Door het minimaliseren van de 'discriminant 
information' worden schattingen van de kansen in een tabel verkregen In 
de sociale wetenschappen is deze techniek niet zo bekend Wel is het mo-
gelijk bepaalde maten uit deze theorie te gebruiken in verband met ande-
re technieken, zoals bij de GSK-raethode (cf Theil, 1970) en bij Goodman-
methoden (cf Pannekoek, 1981) 
- de multivariate analyse van kwalitatieve gegevens van Bock (1975) 
Uitgaande van een bepaalde respons-theorie komt Bock tot een analyse-
opzet, die op multiplicatieve modellen is gebaseerd Hij maakt onder-
scheid tussen nominale afhankelijke variabelen met categorieën waaruit 
de respondent kiest en geordende afhankelijke variabelen met een onder-
liggend continuum, waarbij de respons bepaald wordt door het interval 
dat voor de respondent geldt Het bijbehorend programma MULTIOUAL (Bock, 
1973) kent hierop aansluitend twee versies voor nominale en ordinale af-
hankelijke variabelen (zie voor toepassingsgerichte informatie Lammers, 
1980) 
- Nelder (e a , 1972) plaatst de tabelanalyse onder de alperneen lineaire 
analyse modellen Dit is mogelijk door de voor tabellen geschikte multi-
plicatieve modellen om te zetten in log-lineaire (zie hoofdstuk 3) en met 
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betrekking tot de еггог-termen aan te nemen dat zij niet normaal (zoals 
gebruikelijk) maar Poisson-verdeeld zijn Het bijbehorende GLIM (Genera­
lised Linear Interaction Modelling) programma is dus ook geschikt voor 
tabelanalyse en heeft bovendien het voordeel dat het interactief is (Ba­
ker, 1978) 
10) 
- Hildebrand e a (1974, 1976) ontwikkelden een analyse voor kwalita­
tieve variabelen op basis van een 'prediction logic' Essentieel hierbij 
is dat vooraf een voorspelling gedaan wordt in welke cellen van de tabel 
observaties mogen voorkomen en in welke niet, deze predicties steunen 
vaak op een noodzakelijke en/of voldoende voorwaarde redenering 
In hoofdstuk 2 wordt op deze procedure nog nader ingegaan 
- Hier in Nederland (de Leeuw, 1971, Gifi, 1981) is een programmapakket 
tot stand gekomen en deels nog in ontwikkeling, bestemd voor variabelen 
van verschillend meetniveau Echte tabelanalyse prograuma's voor nomina­
le variabelen in dit pakket zijn ANACOH (correspondentie-analyse) en 
ANAPROF (analyse van profielen) Het eerste analyseert twee-dimensionele 
tabellen , het tweede analyseert tabellen van elke dimensie en is de 
tabelvariant van HOMALS (homogeniteitsanalyse) Een belangrijk aspect, 
verwant aan multidimensionele schaalmethoden, is het weergeven van ge­
lijkenissen tussen categorieën in afstanden in een meestal twee dimensio-
nele plot Kent men aan een of meer variabelen hogere meeteigenschappen 
toe of beschouwt men één of meerdere variabelen als afhankelijk van an-
deren, dan kan men van andere programma's in het pakket gebruik maken 
- Verder heeft Lindsey (1973a) een tabelanalyse-benadering (met programma's) 
in de sociaal-wetenschappelijke wereld gepropageerd, die echter nadien, 
voorzover we dat overzien, weinig is aangeslagen Ze berust op een, van-
uit het begrip likelihood opgezet, statistisch begrippenkader (Edwards, 
1972), dat in de sociale wetenschappen nagenoeg niet gangbaar is (zie 
voor toepassingsgerichte informatie Vermulst, 1976) 
Deze opsomming, ter illustratie van het zowat gelijktijdig voorhanden komen 
van de vele tabelanalyse-technieken, is zeker niet uitputtend Ook is er 
sprake van een zekere overlapping in die zin, dat de onderlinge verschillen 
niet steeds zodanig groot zijn, dat we telkens met een totaal andere tech-
niek hebben te maken We komen daar zo dadelijk op terug, maar melden eerst 
nog dat deze periode van ongeveer 5 jaar gevolgd is door een periode waarin 
geleidelijk aan de handboeken, с q inleidende boeken verschenen (Bishop, 
e а , 1975, Goodman, 1978 Fienberg 1977, Everitt, 1977, Upton, 1978, 
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Reynolds, 1977a, b; Knoke, I960; Hagenaars, 1980) en evaluatie-studies van 
computerprogramma's, zoals Kershner (1976), Kuckler (1978), Pahnke (1979). 
De genoemde tabelanalysen, waaronder we ook rekenen de uit eerdere decen-
nia afkomstige tabelanalysen, kunnen verschillen naar de volgende punten: 
- het al dan niet werken met een mathematisch verklaringsmodel waarvan het 
belangrijkste onderdeel is een stelsel vergelijkingen, waarin observatie-
gegevens uitgeschreven worden als een combinatie van theoretische ele-
menten. De meesten kennen een dergelijk model. 
- de observatie-gegevens die in het model worden opgenomen. Dit kunnen 
scores van respondenten zijn, frequenties, proporties of bepaalde trans-
formaties daarvan, zoals de logarithmische, de logit- en de probittrans-
formatie. 
- het theoretisch gedeelte van het model. De observaties worden beschouwd 
als een combinatie van theoretische effecten. Deze combinatie kan opge-
vat worden als een som (additieve modellen) ofwel als een product (multl-
plicatieve modellen). 
- de schattingsmethodiek waarmee de effecten of de op grond van het model 
verwachte observaties worden geschat. Vooral kleinste kwadraten en maxi-
mum likelihood proceduren zijn gangbaar. 
Gelet on de voorafgaande ontwikkelingen op het gebied van tabelanalyse laat 
de status quo van dit moment zich in een ongetwijfeld levendige reeks van 
kenmerken samenvatten 1) een zeer veel voorkomende practijk van het 'draai-
en en lezen' van meestal bivariate tabellen, 2) een als onderzoeksinstrument 
(vermoedelijk) verbleekt, klassieke elaboratieprocedure, 3) een rijk aanbod 
van statistisch goed onderbouwde tabelanalysen met een veelheid van proce-
duren (programma's) en doelstellingen, maar met voor de practlsche onder-
zoeker niet altijd duidelijke recepten, 4) een door de tijd heen en in de 
onderzoeksnractijk prevalerende causale belangstelling, die echter in de 
statistische vormen van tabelanalysen onduidelijker ligt dan in vroegere 
vormen, 5) een groeiende voorkeur onder sociale wetenschappers voor tabel-
analysen van Goodman met behulp van multinlicatieve modellen 
Met deze situatie voor ogen hebben we ons in deze studie voorgenomen de bin-
nen de sociale wetenschappen meest gangbare statistische vorm van tabel-
analyse namelijk die met behulp van multinlicatieve modellen te beschrij-
ven en daarin zoveel mogelijk aan te sluiten bij de Dractijk van 
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het onderzoek, waarin het causale denken domineert. Als voornaamste doel 
van tabelanalyse wordt derhalve In deze studie beschouwd de meting van 
causale invloeden, zoals die volgens een voorafgegeven richting verlopen. 
Dit laatste is een gebruikelijk uitgangspunt in de causale analyse. Zo wordt 
in de padanalyse deze richting meestal vooraf in een diagram vastgelegd. 
Overeenkomstig dit doel komen de theoretische effecten van het mathematisch 
model centraal onder de aandacht te staan. Een aantal onderwerpen, geïllus-
treerd aan de hand van voorbeelden, zullen aan de orde komen, zoals de de-
finitie van een effect, de modelopzet, het verloop van analyse, de inter-
pretatie van effecten en de assumpties, onder welke de interpretaties gel-
den. Vooral in het nagaan van de draagwijdte van de causale uitspraken, die 
op basis van zo'n analyse kunnen worden gedaan, ligt de voornaamste doel-
stelling van deze studie. Daarom zal de beschrijving van de analyse gepaard 
gaan met een crltische bezinning op de mogelijkheden ervan als causaal ana-
lyse-instrument. In hoofdstuk 2 zal worden ingegaan op het begrip 'oorzaak' 
bij tabelanalyse. De verschillende operationele elementen die daarbij ter 
sprake komen, worden in volgende hoofdstukken uitgewerkt. De verdere inde-
ling in hoofdstukken zal ter plaatse in hoofdstuk 2 worden toegelicht. 
Met deze aandacht voor de effecten in het mathematische model wordt het 
gebruikelijke analysedoel enigszins naar de achtergrond verschoven. Dat is 
het toetsen van hypothesen met betrekking tot de statistische onafhanke-
lijkheid van de variabelen. Gewoonlijk gaat het primair daar om, hetgeen 
begrijpelijk is omdat effecten pas van belang worden na een gebleken samen-
hang. Maar is deze eenmaal geconstateerd, dan stelt zich de vraag hoe groot 
mogelijk causale effecten zijn en welke categorieën van de variabelen daar-
bij zijn betrokken. Bij de keuze van het voorbeeld (de verklaring van 
schoolsucces) heeft vooral deze vraag meegespeeld. 
Deze, op zich al brede doelstelling, houdt een selectie in, aan een aan-
tal voor tabelanalyse relevante onderwerpen moet noodzakelijkerwijs worden 
voorbijgegaan. Zonder ze nader toe te lichten noemen we onder meer analyse 
van tabellen met theoretische nul-cellen, analyse van symmetrische tabellen, 
analyse met latente variabelen, analyse met meerdere afhankelijke variabe-
len, analyse met gecombineerd gebruik van discrete en continue variabelen 
(cf. Haberman, 1978, 1979). 
Een tweede beperking ligt daarin, dat we voorbijgaan aan statistische-
theoretlsche aspecten van de analyse zoals schattings- en toetsingstheorieën 
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en de verschillende schattlngsproceduren We zullen aan deze slechts inzoverre 
aandacht besteden, als ze naar onze mening voor de nractijk van analyse van 
belang zijn We gaan er namelijk vanuit dat in zo'n practische situatie de on-
derzoeker in hoge mate mag steunen on de resultaten van statistisch-methodisch 
onderzoek en hij zich, baserend op een werkvoorstelling van deze, vandaaruit 
aan de slag moet kunnen Tot zijn taak behoort eerder een nrobleemformulenng, 
die gericht is op deze vorm van analyse en een interpretatie in het kader van 
de uitkomsten Deze studie is een poging tot het inzicht in deze bij te dragen 
1 2 De klassieke manier van tabelanalyse, Lazarsfelds elaboratieprocedure. 
De elaboratie-procedure van Lazarsfeld heeft altijd in nauwe relatie gestaan 
met de practijk van het onderzoek Ze is er zelfs, zo zou men kunnen zeggen, 
uit voortgekomen, het is immers voor een groot deel waar dat datgene wat 
onderzoekers als Durkheim en Stouffer in concrete studies al deden, in de 
elaboratie slechts meer schematisch tot uitdrukking werd gebracht Beoogd 
werd daarmee tegemoet te komen aan 'problems of survey analysis', wat de 
titel is van het stuk, waarin de procedure voor het eerst werd beschreven 
en die de practijk-gerichtheid ervan duidelijk aangeeft Na de eerste pre-
sentatie is ze vervolgens gedurende een lange periode toegepast, bepaalde 
ze het denkkader en liet ze een spoor van ook nu nog gebruikt jargon ach-
ter Omdat we ons hier met meer ingewikkelde vormen van tabelanalysen wil-
len gaan bezighouden, is het goed met een duidelijk beeld van deze metho-
de met zijn voors en tegens te beginnen Veel zaken kunnen dan straks in de 
meer gecompliceerde situatie herkend worden deels als blijvend, deels in 
verbeterde vorm We zullen er naar streven de analyse niet zo zeer te illus-
treren dan wel naar de erin oppesloten denktrant te beschrijven Voor een 
goed geïllustreerde, vrij recente uiteenzetting verwijzen we naar Segers 
(1980, hfdst 4) 
1 2 1 Het elaboratie-proces 
Met de elaboratie-analyse wilde Lazarsfeld, zoals gezegd, de onderzoeker in 
het veld te hulp komen met het inrichten van de analyse van zijn survey-
gegevens Het gaat dan niet zozeer om een eenmalige toenassing van één be-
paalde techniek, maar om oen totale strategie, die stap voor stap de basis-
vragen van het onderzoek wil beantwoorden Lazarsfeld (1950, 1957) richt 
zich op dit totale analyse-Droces Hij onderkent daarin verschillende fasen 
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in deze volgorde het vaststellen van een samenhang tussen twee variabelen, 
het toetsen op schijnbaarheid van deze samenhang en het vervolgens nader 
trachten te interpreteren en specificeren van deze samenhang We zullen de­
ze fasen nader toelichten en laten zien hoe verschillende causaliteitscn-
teria erin verwerkt zijn 
In het meest eenvoudige geval worden bij de verklaring van een sociaal ver­
schijnsel (y) - in navolging van het experiment waar van een experimentele 
en controle-groep sprake is - twee subgroepen met elkaar vergeleken in de 
ene is de bij hypothese verklarende factor (x) aanwezig, in de andere is de­
ze niet aanwezig Wanneer nu blijkt dat het sociale verschijnsel (y) in de 
eerste subgroep meer voorkomt dan in de tweede, dan is de bij hypothese 
verklarende factor inderdaad verklarend, als dat ook de enige factor is, 
waarin de beide subgroepen van elkaar verschillen Lazarsfeld drukt dit 
verklaringseffect gewoonlijk uit in het percentage - verschil 
Het eerste causaliteitscriterium is hiermee gegeven als χ oorzaak is van y, 
dan moeten we y meer waarnemen, wanneer χ aanwezig is dan wanneer χ afwezig 
is In Lazarsfelds visie bestaat ook de eerste fase van het analyse-proces 
in het aantonen, dat er een samenhang bestaat tussen de afhankelijke varia­
bele en een voor de onderzoeker meest centrale onafhankelijke variabele 
Omdat deze samenhang het startpunt is, wordt ze de oorspronkelijke samen­
hang genoemd 
Eenmaal de oorspronkelijke samenhang vastgesteld, stelt zich de vraag of 
deze niet in plaats van een echte, een schijn-samenhang is Immers het on­
derscheiden van de beide subgroepen op grond van χ kan wel eens tegelijker­
tijd een onderscheid naar andere factoren hebben ingehouden, zodat de in de 
subgroepen geconstateerde verschillen naar y een gevolg kunnen zijn van de­
ze andere factoren We kunnen deze 'confounding factors' vergelijken met de 
prè-experimentele factoren in het experiment Bestaan er echter m het ex-
periment meerdere manieren om deze pré-experimentele factoren te controle-
ren, de onderzoeker kan in zijn survey slechts een controle toepassen door 
de bovengenoemde vergelijkingen tussen de twee subgroepen van χ meerdere 
malen te doen in verschillende populaties, die gevormd zijn naar de - nu 
genoemde - antecederende testfactoren Doel daarbij is erop te letten of 
binnen deze verschillende populaties de oorspronkelijke vergelijking tus­
sen de twee subgroepen steeds hetzelfde uitvalt 
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Lazarsfeld heeft hier een tweede causaliteitscriterium ingevoerd, dat eigen-
lijk tweeledig is de oorspronkelijke samenhang is een causale samenhang, 
als zij blijft bestaan bij invoering van antecederende teatfactoren, daar-
mee aangevende dat het om de constantie van de oorspronkelijke samenhang 
én het in de tijd aan χ voorafgaan van de testfactor gaat. 
Tot nu toe hebben er zich dus twee analyse-factoren voorgedaan om het 
causale karakter van χ ten opzichte van y vast te stellen. In de laatste 
fase van het 'proces of elaboration' wordt de gebleken causale samenhang 
nog nader beschreven met behulp van andere variabelen, waarvan er twee 
soorten van belang zijn. Op de eerste plaats zijn dat variabelen, die tus­
sen χ en y intervenieren. Voorwaarde voor zo'n intervenierende rol is dat 
de betreffende variabele (t) zowel met χ als met y samenhangt. Keren we 
terug naar de oorspronkelijke vergelijking tussen de twee subgroepen (x-
aanwezig en x-afwezig), dan betekent dit dat de twee subgroepen niet enkel 
naar χ verschillen, maar tevens naar de interveniërende factor t. Het weg-
nemen van deze verschillen naar t, dit is het controleren van t, zal tot 
gevolg hebben dat ook de verschillen naar χ verdwijnen. De oorspronkelijke 
samenhang wordt nul in categorieën van t. 
Daarnaast kan de reeds gebleken causale samenhang nader worden beschreven 
aan de hand van variabelen, die niet met χ en/of y samenhangen, maar die 
desondanks wel de wijze beïnvloeden, waarop χ met y samenhangt. Verwijdering 
van de verschillen naar zo'n specificerende factor t, zal de verschillen 
naar χ niet opheffen. In de verschillende categorieën van t zal de oorspron-
kelijke samenhang naar sterkte verschillen. 
Hiermee is de analyse ten einde. De fasen zijn klein in aantal en vloeien 
min of meer logisch uit elkaar voort. Dit wil niet zeggen dat een concrete 
elaboratie-analyse kort en strak schematisch is opgebouwd. Het hele pro-
ces is in wezen open en flexibel. Op elk punt van de analyse kunnen zoveel 
variabelen als gewenst (afzonderlijk) worden Ingevoerd. 
1.2.2 De typen van elaboratie. 
Beperken we ons tot één in te voeren variabele t, dan zijn in het vooraf-
gaande ook de elaboratie-typen gegeven als mogelijke resultaten van zo'n 
invoering. Voor het onderscheid naar deze typen zijn van belang de tijds-
volgorde van de ingevoerde variabele ten opzichte van χ en Y en de uit­
slag van de controle. Wat dit laatste betreft, hanteert Lazarsfeld een for-
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mule van Yule en Kendall, die naar zijn essentie er als volgt uitziet: 
(ху) = (xylt) + (xylt) + (xt) (ty) 
In woorden: de oorspronkelijke samenhang (xy) is een gewogen som (vandaar 
omcirkelde somtekens) van de partiële samenhangen in de categorieën van de 
testvariabele ((xylt) en (xylt)) en het product van de marginale samenhangen 
12) ((xt) en (ty)). Blijken vooral de partiële samenhangen van belang te zijn 
bij de totstandkoming van de oorspronkelijke samenhang, dan spreekt Lazars-
feld van het P-type van elaboratie. Zijn dat de marginale samenhangen, dan 
spreekt hij van het M-type. Van beide bespreken we een voorbeeld. 
Het M-type kent twee subtypen die we hierboven al zijn tegengekomen. Gaat 
de testfactor t in de tijd vooraf aan zowel χ als y, dan is er sprake van 
een schijnsamenhang tussen χ en у. Lazarsfeld spreekt van het explanatte-
type. Vooral in de eerste fase van analyse zal de onderzoeker naar mogelijk 
storende testfactoren op zoek zijn. Heeft de onderzoeker een echte (causale) 
samenhang gevonden, dan kan hij deze interpreteren door het invoeren van in­
terveniërende testfactoren. In dat geval spreekt Lazarsfeld van het inter-
pvetatie-time. In de practijk komen deze M-typen evenwel niet vaak in hun 
zuivere vorm voor. We spreken dan liever van gedeeltelijke interpretatie of 
gedeeltelijke schijnsamenhang. 
Voor een voorbeeld van deze gedeeltelijke M-typen, nemen we gegevens over 
uit Albinski (1981). Voor 60 niet-communistische landen heeft Jackman de sa-
13) 
menhang bestudeerd tussen het democratische gehalte van de staatsinrich-
ting (x) en het sociale gelijkheidsniveau (y). Hij vermoedt dat deze samen-
hang een schijnsamenhang is, omdat het economische ontwikkelingspeil (t), zo 
neemt hij aan, zowel aan χ als у in de tijd voorafgaat. 
De gegevens hebben betrekking op het jaar 1960. In figuur 1.2 staan de ver­
schillende tabellen en het diagram dat de tijdsvolgorde van de variabelen 
aangeeft. 
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figuur 1. ?. Diagram en verticaal gepercenteerde tabellen betreffende drie va­
riabelen van 60 niet-communistische landen te weten het sociale 
gelijkheidsniveau (y), het democratische gehalte van de staatsin­
richting (x) en het economische ontwikkelingspeil (t), alle voor 
het jaar I960. Tussen haakjes staan de absolute totalen. 
X 
У 
meer 
minder 
X 
У 
meer 
minder 
origl 
tabel 
meer 
71 
29 
(31) 
ε 
[iele 
(xy) 
minder 
31 
69 
(29) 
= 40 
partiële 
tabel (xy|t = 
meer) 
meer 
83 
17 
(24) 
F 
minder 
71 
29 
( 7) 
= 12 
t 
X 
meer 
minder 
marginale 
tabel (xt) 
meer minder 
77 
23 
(31) 
E 
parti 
tabel 
meer 
29 
71 
( 7) 
ε -
24 
76 
(29) 
= 53 
ele 
(xylt = 
minder) 
minder 
18 
82 
(22) 
= 11 
t 
У 
meer 
minder 
marginale 
tabel 
meer 
81 
19 
(31) 
F 
(yt) 
minder 
21 
79 
(29) 
= 60 
M-type 
economisch 
ontwikkelings 
peil 
democratisch 
gehalte 
staatsinrichting 
Э У 
sociale 
gelijkheid 
We lezen in deze tabellen dat er een sterke oorspronkelijke samenhang is 
tussen democratie (x) en sociale gelijkheid (y). Gemeten in het percentage-
verschil (ε) is deze samenhang 40. De testfactor t is echter, gezien de mar­
ginale tabellen, gerelateerd aan zowel χ als y. Mede omdat t zowel aan χ als 
у voorafgaat (zie diagram), kan de oorspronkelijke samenhang een schijnsa-
menhang zijn. In de partiële tabellen blijkt dat dit voor een groot gedeel-
te het geval is en de echte (causale) samenhang niet 40 maar 12 (resp. 11) 
is. Dit is dus een voorbeeld van het explanatie-type. 
Dezelfde gegevens kunnen we ook gebruiken om het interpretatie-type toe te 
lichten. We zouden namelijk de samenhang tussen economie en sociale gelijk-
heid als een oorspronkelijke samenhang kunnen zien. De marginale tabel (yt) 
met ε = 60 wordt daarmee de oorspronkelijke tabel. Omdat het democratisch 
gehalte van de staatsinrichting (x) als testfactor zowel met het economisch 
ontwikkelingspeil (t) als met de sociale gelijkheid (y) is gerelateerd (zie 
de tabellen (xt) en (xy)) en in de tijd tussen deze variabelen in ligtf zou χ 
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deze (nieuwe) oorspronkelijke samenhang kunnen 'interpreteren' Door een 
herrangscbikking van de kolommen van de partiele tabellen, ontstaan nieuwe 
partiele tabellen met e = 83 - 29 = 54 en ε = 71 - 18 = 53. 
De conclusie is die van een slechts gedeeltelijke interpretatie van het 
oorspronkelijke verband door χ 
Zoals uit dit voorbeeld blijkt, zijn de 2 subtypen van het M-type elabora-
tie sterk op elkaar betrokken. Voor een volledig beeld van de sterkte van 
de causale verbanden tussen de variabelen zijn zelfs beiden nodig. 
Van het P-type wordt gesproken, wanneer de partiele tabellen samenhangen 
laten zien die sterk van elkaar verschillen. Meestal zal het zo zijn, dat 
de ene partiele samenhang sterker en de andere zwakker is dan de oorspron­
kelijke samenhang. Voor een voorbeeld nemen we gegevens over uit tabel 6.1, 
hoofdstuk 6 Het zijn gegevens van jongens en meisjes van ongeveer 18 à 19 
jaar Van hen is bekend, of ze een vwo-diploma behaald hebben en het soci-
aal milieu van herkomst. 
In figuur 1 3 staan de tabellen en het diagram dat de onderlinge verbanden 
aangeeft. 
fzquur 1.Ä Draqram en егігкааі neperrenteerde tabellen betreffende drie va­
riabelen het acstacht (t)3 het sortaal тгігеи van herkomst (x) 
met cateaorbeen 'hoaer' en 'midden o? laaer' en het behaald heb­
ben van het vwo-diploma (y) met rateaorzeen 'wo' en 'aeen', 
russen haakje? staan de absolute totalen. 
vwo 
geen 
originele 
tabel (xy) 
hoger midden 
lager 
23 6 
77 94 
(324) (1513) 
F = 17 
hoger 
31 
69 
(164) 
ε = 
partiele tabellen 
(xylt = (xylt = 
jongen) meisje) 
midden 
lager 
9 
91 
(753) 
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hoger 
15 
85 
(160) 
( = 
midden 
lager 
3 
97 
(760) 
12 
P-type 
t geslacht 
beroep vwo-
vader diploma 
In de gedachte van Lazarsfeld wordt er eerst een oorspronkelijke samenhang 
geconstateerd kinderen uit het midden of lager sociaal milieu behalen dui­
delijk minder vaak het vwo-diploma Er is echter een derde variabele (t ge­
slacht) in het geding De reden is nu niet dat t met de beide variabelen 
uit de oorspronkelijke tabel samenhangt, zodat t een schijnmakende dan wel 
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een interpreterende rol kan spelen Er is immers zeker geen verband tussen 
het geslacht van het kind en het sociaal milieu, zodat een dergelijke rol 
voor t Is uitgesloten en de marginale tabellen in figuur 1.3 kunnen verval-
len, omdat ze niet interessant zijn Op een andere manier kan t echter wel 
in het geding zijn. Zoals uit de partiële tabellen blijkt, is de oorspron-
kelijke samenhang duidelijk sterker voor jongens dan voor meisjes. De sa-
menhang zelf wordt dus door het geslacht beïnvloed, zoals in het diagram tot 
uitdrukking komt. Lazarsfeld noemt dit het sppc%focatie-type van élaborâtie, 
men duidt het ook wel aan als het geval van (statistische) interactie. 
Het onderscheid dat Lazarsfeld hier maakt tussen het M- en het P-type van 
elaboratie, is van groot belang gebleven in de later ontwikkelde analyse met 
behulp van multiplicatieve modellen De gedachte achter het M- en P-type is, 
dat bij het M-type de marginale tabellen (waaronder men ook de oorspronke-
lijke tabel moet rekenen) en bij het P-type de partiele tabellen bepalend 
zijn voor de drie-dlmensionele tabel, tn de elaboratie-analyse gaat dit in 
grote lijnen op, in de analyse volgens multlplicatleve modellen, geldt dit 
14) 
op een veel exactere wijze 
Terugblikkend vallen er van de klassieke tabelanalyse een aantal aantrekke-
lijke eigenschappen op, die tot haar populariteit in belangrijke mate hebben 
bijgedragen 
- zij berust op methodologische beginselen, zoals die in het experiment be-
sloten liggen. Ze wordt gedacht in het verlengde daarvan te liggen. 
Op een voor het veld-onderzoek aangepaste wijze komt zij tot causale uit-
spraken die zij in een aantal belangrijke typen onderscheidt. 
- zij is qua toepassing bijzonder eenvoudig. Het gaat slechts om het con-
strueren van tabellen, zowel binnen de totale populatie (de oorspronkelij-
ke tabel) als binnen subpopulaties, gevormd naar de testfactor (de partie-
le tabellen), het berekenen van percentages en het op grond van een verge-
lijking van de percentage-verschillen concluderen tot één van de typen van 
elaboratie. 
- In haar presentatie naar buiten is zij overvloedig wat data-informatie be-
treft Dit is een direct gevolg van haar redeneertrant die start bij een 
subgroepen-vergelijking, waarna invoering van één of meerdere testfacto-
ren, etc. De samenhanp tussen de variabelen wordt zo in extenso, niet ge-
comprimeerd tot enkele cijfertjes, weergegeven 
- Het analyse-schema is weinig strak. Op diverse punten laat het alle ruim-
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te aan de onderzoeker. Er worden hem weinig beperkingen opgelegd in te-
genstelling tot vele andere technieken, die de onderzoeker vaak verplich-
ten tot het vooraf opstellen van een structureel model en het maken van 
een aantal assumpties die hem gewoonlijk als een te strak zittende jas, 
nooit echt lekker zitten. Dit maakt dat deze tabelanalyse een sterk ex-
plorerende inslag heeft, hetgeen in positieve zin verstaan dient te wor-
den. Het voorkomt automatisme bij het analyseren en doet een voortdurend 
beroep op het creatief vermogen van de onderzoeker, die hiermee eerder 
nlet-gezochte vondsten zal doen en achteraf-interpretaties zal moeten ge-
ven om op basis daarvan weer verder te kunnen (Rosenberg, 1968). 
Naast deze gunstige eigenschappen staan evenwel ook een aantal tekorten en 
onduidelijkheden. Ze hebben deels betrekking op de uitvoering, de beslis-
singsregels, het technische aspect, maar deels ook op het causale aspect. 
Latere auteurs zijn daarop ingegaan en hebben de analyse dienovereenkomstig 
aangepast. 
1.2.3 Latere aanvullingen. 
Bij het presenteren van de hier geschetste analyse was Lazarsfeld afgegaan 
op twee gescheiden referenties. Enerzijds waren dat algemeen causaal metho-
dologische beginselen, zoals die in de practijk ook al wel werden toegepast; 
anderzijds baseerde hij zich op de formule van Yule en Kendall, die hierbo-
ven in zijn ruwe vorm is gegeven, maar in zijn exacte vorm eigenlijk alleen 
voor dichotome variabelen opgaat. Beide aspecten, causale en technische, la-
gen besloten in zijn analyse en het is daarom ook, dat in deze beide rich-
tingen de magische kracht gewerkt heeft, die volgens Somers (1964) de 'dicho-
tomous cube' - Lazarsfelds ruimtelijke voorstelling van de drie-dimensione-
le tabel - uitstraalde. Onze aandacht zal vooral uitgaan naar wat er in cau-
saal-methodologische opzicht door latere auteurs aan toegevoegd is. De tech-
nische ontwikkelingen zijn voor ons niet zo interessant, omdat we ons in het 
vervolg met een ander technische kader gaan bezighouden. 
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Technische problemen waren er natuurlijk vele : kun je meerdere testfacto-
ren tegelijkertijd invoeren? Waar moet je dan op letten^ Kunnen niet-dicho-
tome variabelen in de analyse worden opgenomen? Geldt dan de formule ook? 
Wat houdt die weging in? Moet je daar nu wel of geen rekening mee houden? 
In de practijk verschillen de samenhangen in de partiële tabellen altijd ; 
is er in zo'n geval een statistische theorie die de relatie legt tussen po-
pulatie-waarden en steekproefresultaten? 
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In causaal-methodologische zin zijn er een aantal belangrijke toevoegingen 
gekomen, waar we hier wel bij willen'stilstaan. Zij kunnen van nut zijn voor 
elke analyse, waarmee beoogd wordt causale uitspraken te doen. Lazarsfeld 
stelde drie, empirisch te controleren, criteria aan een causale relatie: het 
bestaan van een (oorspronkelijke) samenhang, de constantie ervan onder ante-
cederende testfactoren en de tijdsvolgorde. 
Bekijken we eerst het laatstgenoemde criterium. Tijdsvolgorde wordt nu vaak 
als criterium vervangen door causaal theoretische volgorde. Dit mag op een 
licht verschil duiden, maar heeft waarschijnlijk te maken met een veel fun-
damenteler bezwaar. Lazarsfeld geeft de Indruk dat hij bij het opzetten van 
de procedure van de vraag uitgaat, hoe je vanuit waarnemingsgegevens kunt 
besluiten tot causale relaties. Tijdsvolgorde is zo'n feitelijk gegeven en 
vormt mede een basis voor zo'n uitspraak. In het algemeen zijn de typen van 
elaboratie dus als typen waarnemingsuitkomsten te zien en heeft het analyse-
verloop een inductieve inslag. Theorieën hebben daarin geen sturende functie, 
maar moeten eerder als resultaat van analyse worden beschouwd. Deze in de 
practijk zeker herkenbare benadering - maar door Lazarsfeld niet zo extreem 
gesteld -, is nu min of meer verlaten. De gedachte heeft hoe langer hoe meer 
veld gewonnen dat zowel theorie als empirische data essentieel bijdragen aan 
het inzicht in causale samenhangen. In de padanalyse geschiedt dit door eerst 
op basis van theoretische beschouwingen te komen tot een zogenaamd structu-
reel model, waarvan het belangrijkste deel bestaat uit een stelsel-vergelij-
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kingen , waarvan de onbekenden met behulp van gegevens geschat worden. Wan-
neer het model (eventueel na herziening) eenmaal past, kan men spreken van 
een structuurovereenkomst tussen het waargenomen causale proces en het theo-
retische model-matige proces. Het aantal variabelen in zo'n model en de re-
laties daartussen worden dus in belangrijke mate bepaald door onze voorkennis 
17) 
Zijn er op grond hiervan meer dan drie variabelen in het spel , dan is het 
in de meeste gevallen onmogelijk de multivariate causale betrokkenheid te be-
studeren door er slechts drie te beschouwen, dan wel na elkaar verschillende 
testfactoren in de analyse telkens afzonderlijk in te voeren. Terugkomend op 
het tijdsvolgordecriterium moet derhalve gezegd worden dat het niet steeds 
relevant is. Zoals ook Lazarsfeld in een later artikel (1968) zegt, gaat het 
in wezen om een ordeningsprincipe en als voorbeeld geeft hij de mate van al-
gemeenheid, zoals bijvoorbeeld een specifieke opinie van een persoon, zijn 
bredere attitude en nog algemener zijn 'basic value system'. 
Ook zeer sterk afgezwakt is het criterium van het bestaan van een (oorspron-
kelijke) samenhang. Er is een reeks van auteurs geweest, die zich hebben be-
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ziggehouden met het methodologisch interpretatie-kader van de elaboratie 
(Hyman, 1955, Rosenberg, 1966, Hlrschi en Selvin, 1967, Nowak, 1960, Galtung, 
1967, Davis, 1971, Mac Donald, 1972) 
Zij hebben in belangrijke mate de interprétâtìe-raogelιjkheden aangevuld door 
testfactoren te onderscheiden naar de rol, die ze bij het elaboreren van een 
oorspronkelijke samenhang vervullen Beschouwt men nu bepaalde testfactoren, 
dan moet gesteld worden dat het criterium van een statistische samenhang on­
houdbaar is 
We zullen in het kort laten zien, welke verschillende testfactoren onder­
scheiden zijn De bijdrage van Rosenberg zal daarbij centraal staan Voor de 
overzichtelijkheid delen we ze vooraf in volgens drie categorieën 
1 testfactoren die de oorspronkelijke samenhang veranderen, doch die in sub-
categorieën, gevormd naar deze testfactor, gelijke partiele relaties te 
zien geven We noemen deze de ' i n d i reet-makende' testfactoren 
2 testfactoren die de oorspronkelijke samenhang niet veranderen en die in 
subcategorieën, gevormd naar deze testfactor, partiele relaties te zien 
geven, die aan de oorspronkelijke gelijk zijn We noemen ze de 'герігср— 
rende' testfactoren 
3 testfactoren die de oorspronkelijke samenhang wel veranderen, maar waarbij 
de oorspronkelijke relatie verschillend terugkeert in de subcategorieën 
van deze testfactoren Het zijn de ' 'cünaltxonevende* testfactoren 
- De 'ïndirect-makende' testfactoren 
In het algemeen zijn dit testfactoren die zowel met de onafhankelijke varia-
bele χ als met de afhankelijke variabele y samenhangen en op grond daarvan 
verantwoordelijk zijn voor de onderlinge samenhang tussen χ en y We zagen 
dat Lazarsfeld twee van dit soort testfactoren onderscheidt aan de hand van 
het tijdsvolgorde-criterium de intervenierende en de antecederende testfac-
tor Volgens Rosenberg roept het begrip intervenierende variabele te zeer 
het idee op van een variabele, die 'tussen beide' andere 'komt' Dit hangt 
nauw samen met de opvatting, dat het bij een oorzaak om een van buitenaf ko­
mende invloed gaat en dat een causaal proces zich afspeelt tussen in de rea­
liteit te isoleren gebeurtenissen In veel sociaal-wetenschappelijke onder­
zoekssituaties verdraagt zich dit idee echter maar moeilijk Rosenberg 
spreekt daarom liever van een σοπφογκ я/"-variabel e, als deze een integrerend 
deel is van een algemene onafhankelijke variabele en van deze alleen concep­
tueel daarvan te onderscheiden is (zoals inkomen van sociaal milieu) Elabo-
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reren dient dan ош die inhoudelijke elementen van een algemene begripsvaria-
bele aan te wijzen, die voor de afhankelijke variabele vooral verantwoorde­
lijk zijn. 
Ook ten aanzien van de antecederende testfactor is er een nuancering van 
termen voorgesteld. Rosenberg, maar ook wel andere auteurs, noemen dit soort 
factoren 'extraneous', wat goed aangeeft, dat men er vooral niet-relevante 
factoren onder verstaat. Voor Mac Donald (1972) was dit een reden onderscheid 
te maken naar 'explicatie' en 'detectie van een senijnrelatie'. In het eerste 
geval gaat het om een testfactor, die binnen de theorie betrokken is en als 
zodanig een samenhang tussen twee andere kan verklaren, ook al gaat hij aan 
deze beide vooraf. In het tweede geval is er meer sprake van een echte extra­
neous variabele, die bulten het theoretisch beschouwde model ligt. 
Van meer belang is de door vele auteurs expliciet onderscheiden suppressor 
testfactor. Dat is een variabele die een samenhang tussen de onafhankelijke 
en afhankelijke variabele onderdrukt, of - wat ook wel wordt gezegd - mas­
keert. De oorspronkelijke samenhang kan zelfs gelijk aan nul zijn, maar na 
invoering van de suppressor-variabele ongelijk aan nul blijken te zijn. Mees­
tal is dit een gevolg van het feit dat er zich tussen de onafhankelijke en 
afhankelijke variabele twee elkaar opheffende processen afspelen, waarmee de 
suppressor variabele heeft te maken. 
Het is duidelijk dat de auteurs met het naar voren brengen van het suppres-
sor-variabele-geval impliciet aangeven dat het criterium van een empirische 
samenhang tussen de variabelen die elkaar causaal beïnvloeden niet houdbaar 
is. Of er feitelijk een samenhang optreedt, is mede afhankelijk van het af-
wezig zijn van suppressor-variabelen. 
Dezelfde gedachte voortzettend, komt Rosenberg nog tot het onderscheiden van 
een distorter variabele. Dit is een testvariabele die een positieve oorspron-
kelijke samenhang omzet in negatieve partiële samenhangen of omgekeerd. In 
tegenstelling tot de suppressor variabele zal deze variabele In de practijk 
1Θ) 
niet zo vaak voorkomen Een redelijk goed voorbeeld , dat Rosenberg aan­
haalt, is te vinden bij Durkheim. In zijn studie over zelfdoding (1951) con­
stateert hij aanvankelijk een positieve (hoewel zeer lage) samenhang tussen 
het gehuwd-zijn en zelfdoding in die zin dat gehuwden meer zichzelf doden dan 
ongehuwden. De factor leeftijd blijkt deze samenhang echter 'om te draaien'. 
Bij invoering blijkt, dat de werkelijke richting van deze samenhang precies 
omgekeerd is en veel sterker: het zijn juist de ongehuwden die zich veel 
meer doden dan de gehuwden, een uitkomst, die in de lijn ligt van Durkheim's 
theorie. 
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- De 'replicerende' testvarlabelen. 
Deze categorie testvarlabelen komt in de literatuur niet duidelijk uit de 
verf. Bij Lazarsfeld komen ze helemaal niet aan bod. Gezien zijn primaire 
belangstelling voor de oorspronkelijke samenhang is dat ook wel begrijpe-
lijk. Zo'n replicerende testvarlabele verandert namelijk niets aan die sa-
menhang en is daarom voor uitdieping van het inzicht in deze niet interes-
sant. Anders wordt dat wanneer de aandacht verlegd wordt naar de causale sa-
menhang van de drie variabelen onderling. Er is nogal eens het misverstand 
dat een replicerende testvarlabele, die dus in technische zin niet storend 
werkt, ook causaal-theoretisch niet van belang is. In feite is dit slechts 
èén van de mogelijkheden. 
In het algemeen verwachten we dat een testvariabele replicerend werkt, wan-
neer deze variabele causaal niet gerelateerd is ófwel met de onafhankelijke 
variabele, ófwel met beide. Alleen in het laatste geval zouden we kunnen 
zeggen dat hij oninteressant is. 
Rosenberg besteedt uitvoerig aandacht aan een testvariabele, die alleen aan 
de onafhankelijke variabele direct voorafgaat (t-*x-*-y) . De consequenties, die 
hij uit dit ketenmodel voor de analyse afleidt, houden in dat de samenhang 
(xy) onveranderd blijft bij invoering van t en dat de samenhang (ty) ver-
dwijnt bij invoering van x. Gewoonlijk echter impliceren deze consequenties 
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elkaar. Bij padanalyse (gecorrigeerde elaboratie formule ) la aantoonbaar, 
dat het één uit het ander volgt. Bij een meer globale toepassing zou men voor 
elke keten beide controles kunnen uitvoeren. 
Replicerende testvarlabelen spelen verder een belangrijke rol in het model, 
dat door Lazarsfeld in het geheel niet besproken wordt en een noodzakelijke 
aanvulling is op zijn onderscheiden typen van elaboratie. Het is het model, 
waarin de testvariabele alleen aan y voorafgaat en verder niet samenhangt 
met x. Het is het type van de onafhctnkelUjke oorzaken. We zullen deze later 
ook wel aanduiden als zelfstandig concurrerende oorzaken. Een dergelijke va-
riabele t werkt replicerend, omdat de oorspronkelijke samenhang volgens de 
elaboratie-formule geheel in de partiële moet terugkeren. 
- De conditionerende testvarlabelen. 
Conditionerende testvarlabelen hebben te maken met het P-type van elabora-
tie: onder invoering van deze variabelen treden er verschillen op in de par-
tiële samenhangen. De term conditionerend ( of specificerend aansluitend bij 
'A3 
Lazarsfeld) verwijst naar een bepaalde interpretatie van dit verschil in 
partiele relaties, die voor tabelanalyse erg gebruikelijk is: de subcatego-
rieën van t fungeren als condities waaronder de samenhang tussen χ en y een 
bepaalde waarde aanneemt. Niet voor alle categorieën van t is die waarde het-
zelfde (zoals bij het M-type). Men kan hierin drie onderscheidingen naken. 
1. De conditionerende testvariabele bakent de populatie af waarbinnen de oor-
spronkelijke samenhang alleen maar aanwezig is De testvariabele - zo zegt 
Rosenberg - modificeert de oorspronkelijke samenhang door haar meer exact 
te maken. In sommige gevallen leidt dit tot een wijziging van de theorie, 
wanneer volgens deze de oorspronkelijke samenhang overal aanwezig had moe-
ten zijn. 
2 De conditionerende testvariabele nuanceert de oorspronkelijke samenhang; 
in de ene subcategorie is zij sterker dan in de andere. De richting van de 
samenhang blijft evenwel dezelfde. Rosenberg spreekt van een ondersteunen-
de of versterkende functie van de testvariabele. In het algemeen is het 
bijvoorbeeld zo dat kinderen psychische stoornissen te verwerken krijgen, 
wanneer hun ouders scheiden. De variabele godsdienst nuanceert deze rela-
tie in die zin, dat waar de sociale omgeving meer negatief tegenover echt-
scheiding staat, dit sterker het geval is. 
3. De conditionerende testvariabele laat tegengestelde relaties zien in de 
subcategorieën. Doorgaans zal de oorspronkelijke samenhang laag of nabij 
nul liggen. Men spreekt daarom ook wel van een 'suppressor-effect' (Fen-
nessey, 1969) of zoals Hyman (1955) van 'specification of zero-relation-
ship*. De onderzoeker kan in zo'n geval twee verklaringen volgen: ener-
zijds kan hij proberen de tegengestelde samenhangen met behulp van ver-
schillende theorieën inzichtelijk te maken, anderzijds kan hij proberen 
de tegengestelde samenhangen op een hoger abstractie-niveau te integreren. 
Een bekend voorbeeld van dit laatste is dat van Lazarsfeld, die maar nauwe-
lijks vond dat het ouder worden met een conservatiever stemgedrag gepaard 
ging. Na opsplitsing van de populatie naar katholieken en protestanten 
vond hij dat de oudere protestanten meer conservatief (republikeins) stem-
den , maar de oudere katholieken meer progressief (democratisch). 
Deze tegengestelde samenhangen bracht Lazarsfeld op een hoger abstractie-
niveau bij elkaar door dit zo te interpreteren dat, naarmate je ouder 
wordt, je meer stemt overeenkomstig je godsdienstige omgeving 
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Het constateren van conditionerende testvanabelen is meestal aanleiding 
binnen één, enkele of alle categorieën van deze variabele de analyse afzon-
derlijk voort te zetten. Bij een klassieke tabelanalyse is dat wel gebruike-
lijk. 
Naast deze interpretatie in strict-conditionerende termen wordt nog wel een 
andere interpretatie gevolgd. Men vindt ze vooral terug in variantie- c.q. 
regressie-analyse, maar ook in de later ontwikkelde tabelanalysen komt men 
ze vrij veel tegen. Men let dan niet alleen op de conditionerende werking 
van de testvariabele, maar ook op de eigen werking (naast x) die t op de af-
hankelijke variabele y heeft. Men spreekt dan van hoofdeffecten van χ en van 
t en het interactie-effect van χ en t gezamenlijk. Keren we voor een voor­
beeld terug naar figuur 1.3, dan zien we dat daar in de presentatie het ge­
slacht enkel als een conditie wordt gezien voor de samenhang tussen sociaal 
milieu en diploma vwo. Het is evenwel mogelijk om eerst te letten op de 
hoofdeffecten van geslacht en milieu. Zo zou men kunnen beginnen met de con­
statering dat voor meisjes in het midden en lager milieu het percentage 3 is. 
Voor jongens uit dezelfde milieugroepen is dit 9, zodat het hoofdeffect voor 
geslacht op 9 - 3 = 6 kan worden gesteld. Het hoofdeffect voor milieu is dan 
15 - 3 = 12 en als interactie-effect komt dan in aanmerking het surplus dat 
de gecombineerde categorie (jongens en hoger milieu) met zich meebrengt, 
(31 - 3) - 12 - 6 = 10, hetgeen gelijk is aan het verschil van de partiële 
samenhangen. Het nadeel van dit soort interpretaties is natuurlijk de wille-
keur van het uitgangspercentage. Vandaar dat men dit soort interpretaties 
alleen toepast wanneer het uitgangspercentage voor de hand ligt bijvoorbeeld 
het percentage bij afwezigheid van een aantal kenmerken. Als dit niet goed 
mogelijk is, zoekt men wel een oplossing in een bepaalde middeling van de 
partiële samenhangen. In figuur 1.3 zijn bijvoorbeeld de partiële samenhang-
en tussen milieu en diploma 22 en 12. Als hoofdeffect voor milieu kan men 
dan nemen 17. Voor het hoofdeffect voor geslacht wordt dit ((31 - 15) + 
(9 - 3))/2 = 11. Het interactie-effect geeft dan de afwijking aan van de af-
zonderlijke partiële relaties ten opzichte van deze gemiddelden. Dat is hier 
5. Zij kunnen dus worden opgevat als maten, die aangeven hoe goed de hoofd-
effecten als centrale tendenties fungeren. En het hangt natuurlijk van de 
ernst van de afwijking af, of men deze interpretaties aanhoudt. 
Dan is er nog een derde interpretatie-wijze. Zij gaat uit van de gedachte, 
dat de combinatie van een categorie van χ met een categorie van t tot con 
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bepaalde effect leidt. Eén combinatie kan men dan als referentie nemen, waar-
tegen men de ander afzet. Zo kan men in het voorbeeld van figuur 1.3 de eerste 
3 combinaties afzetten tegen de laatste met effecten resp. 3 1 - 3 , 9 - 3 en 
15 - 3. In feite heeft men dan eennieuwe variabele geconstrueerd waarvan men 
in technische zin de hoofdeffecten bekijkt. In de practijk doet men dat dan 
ook wel nadat interactie geconstateerd is en dan niet zozeer om zodoende de 
'lastige' interactie-effecten kwijt te zijn, maar juist om de effecten van de 
gecombineerde categorieën te leren kennen. 
De drie interpretatie-mogelijkheden bij het P-type zijn in wezen natuurlijk 
niet zo verschillend. Dezelfde gegevens worden immers slechts in een ander 
licht bezien en het hangt vooral van de inhoud van de variabelen af welke 
zienswijze men prefereert. 
Komen we dan nu tot een sarncnvattirw van het interpretatie-kader van de klas-
sieke tabelanalyse. Behalve Lazarsfelds bijdrage willen we daaronder ook de 
aanvullingen door latere auteurs verstaan. 
In de klassieke tabelanalyse wordt een oorspronkelijke samenhang (xy), die 
in principe ook een waarde nul mag hebben, aan een test onderworpen. Deze 
test bestaat uit het Invoeren van een testfactor t: in categorieën van deze 
testfactor wordt gekeken wat er met die samenhang, die dan in meerder par-
tiële is uiteengelegd, gebeurt. Cruciaal is het onderscheid naar een uit-
komst van het M-type en een uitkomst van het P-type. Omdat het gebruikelijk 
is eerst te kijken of er sprake is van het P-type, vatten we dit eerst samen. 
Het P-type. 
- de partiële samenhangen zijn verschillend; t wordt conditionerend, specifi-
cerend of interacterend genoemd. 
- de vraag naar de causale volgorde tussen χ en t is (in de meeste gevallen) 
niet relevant. 
- men kan drie accenten leggen bij de interpretatie, zoals weergegeven in 
figuur 1.4. 
26 
figuur 1.4 Het P-type. 
Interpretatie-mogelijkheden 
1 samenhang (xy) wordt door t gecon-
ditioneerd, partiele samenhangen 
zijn verschillend, 
- sommige zijn gelijk nul 
- alle hetzelfde teken, maar on-
gelijk in sterkte 
- alle verschillend teken én on-
gelijk in sterkte 
2 hoofdeffecten van χ en van t én 
een interactie-effect xt 
3 (hoofd)effect van gecombineerde 
categorieën van χ en t 
diagram 
t 
Φ 
t of t 
1\ 
χ » y 
xl J 
χ >y 
Het M-type. 
- partiële samenhangen zijn gelijk, t heeft verschillende namen, zoals in 
figuur 1 5 is aangegeven, 
- relevant bij interpretatie zijn 1) causale volgorde tussen x, t en y (het 
antecederen of intervenieren van t) 2) de waarden van de verschillende 
componenten in de elaboratie-formule Deze formule is 
oorspronke- _ gewogen som product van 
lijke (xy) ~ partiele (xylt)*s marginale (xt)(ty) 
met de betekenis van 
totaal effect = direct effect + indirect effect 
- een aantal mogelijkheden staat m figuur 1 5, vergezeld van trefwoorden 
(Soms zijn de pijlen in het diagram voorzien van een teken Zijn er bij 
meerdere pijlen twee tekens, dan gelden óf de beide tekens boven óf de 
beide tekens onder de pijlen) 
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figuur Ι.δ Het M-type. 
tot. 
eff. 
dir. 
eff. 
ind. 
eff. 
t antecederend t interveniërend trefwoorden. 
-»У 
-> У 
+ / \+ 
-»• У 
->y 
+ s* \+ 
-> У 
ге р. gedeeltelijk 
explanatie gedeelte­
lijk interpretatie 
(schijnsamenhang) 
respectievelijk ex­
planatie (schijnsa­
menhang) en interpre­
tatie. 
onafhankelijke oorza­
ken , replicatie 
gedeeltelijke ontmas­
kering , is suppresor 
sor. 
ontmaskering, t is sup­
pressor 
t is distorter varia 
bele 
Dit inleidende hoofdstuk is begonnen met de constatering, dat het analyseren 
van frequentie-tabellen bij sociale wetenschappers bijzonder in trek is. De 
klassieke tabelanalyse heeft daar zeker toe bijgedragen omdat zij de moge­
lijkheid bood om causale uitspraken te doen. Maar ontstaan als 'vuist-pro­
cedure' voor de onderzoeker in het veld in een periode, waarin de computer­
techniek nog nauwelijks ontwikkeld was, lijkt die rol van een causaal ana­
lyse-instrument nu overgenomen te zijn door andere m.n door de zogenaamde 
causal-modelling technieken (padanalyse). Inmiddels zijn ook de tabelanaly-
se-technieken in een stroomversnelling geraakt en is het mogelijk de vele 
structurele componenten van een piulti-dimensionele tabel op statistisch meer 
verantwoorde wijze bloot te leggen. Er is echter veel discusie over de vraag 
of deze ook een causale interpretatie toelaten. In het volgende hoofdstuk 
bezinnen we ons eerst op het begrip oorzaak in verband met tabelanalyse 
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2. CAUSALITEIT EN TABELANALYSE 
Zoals in het vorige hoofdstuk is aangegeven, heeft het causaliteitsidee in 
de traditie van het sociaal-wetenschappelijk onderzoek sterk overheerst. De 
populariteit van Lazarsfelds methode van tabelanalyse en de ongekende toe-
passing van de padanalyse zijn daar de duidelijke tekenen van. De tabel-
analysen van onder meer Goodman, zijnde analysen van frequenties waarover 
logarithmen worden genomen en die uitgaan van multiplicatieve modellen, 
lijken verder weg te staan van de idee, dat daarmee oorzaken van menselijk 
gedrag kunnen worden aangegeven. 
Alvorens we in volgende hoofdstukken meer in detail op deze vorm van ana-
lyse ingaan, besteden we in dit hoofdstuk eerst aandacht aan de vraag, wat 
onder causaliteit in verband met tabelanalyse verstaan moet worden. We doen 
dit in drie gedeelten. In paragraaf 2.1 wordt meer in het algemeen gewezen 
op enkele aspecten die de term oorzaak in het onderzoeksspraakgebruik heeft 
en die binnen het kader van deze studie van belang zijn. Op de eerste 
plaats is dat het au,i.ne*'e karakter van de term, dat naar een algemeen type 
van verklaring verwijst. Het tweede aspect betreft het operationele karak-
ter dat onder meer tot gevolg heeft dat de inhoud ervan mede afhankelijk is 
van de aard van het onderzoek c.q. van de aard van de analyse. In paragraaf 
2.2 zullen we meer concreet voor tabelanalyse aangeven, wat onder oorzaak 
verstaan wordt, alsmede een aantal criteria opsommen waaraan zo veel moge-
lijk moet zijn voldaan om van een causale analyse te kunnen spreken. We 
doen dit door een vergelijking te maken met de criteria, zoals die in de 
padanalyse voor interval-gegevens gelden. In het kwantitatief sociaal-
wetenschappelijk onderzoek is deze techniek immers toonaangevend en dient 
voor velen als hét vergelijkingskader als het om causale analyse gaat. 
We sluiten dit hoofdstuk af met een paragraaf over het begrip samenhang 
dat in elke empirische causaliteitsopvatting centraal staat; met name gaan 
we in op enkele maten van samenhang, die voor tabelanalyse relevant zijn. 
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2.1 Causaliteit in het algemeen. 
Over causaliteit is veel geschreven. Algemeen methodologen, filosofen en 
wetenschappers van diverse empirische disciplines hebben er zich mee bezig­
gehouden en de laatste decennia vooral hebben zich daarbij gevoegd degenen, 
die zich meer op het statistisch-formele onderzoeksniveau bewegen. Ongeveer 
parallel hieraan loopt de indeling van auteurs, die Heise (1975) geeft op 
het einde van zijn eerste hoofdstuk 'causality and causal analysis'. Hij 
geeft daar hints voor literatuur op het filosofische terrein, vervolgens 
op dat van de epistemologie, sociale wetenschappen, algemene systeemleer en 
theorieconstructie. Het begrip valt duidelijk niet onder het specifieke 
werkterrein van een bepaalde wetenschap, maar heeft raakvlakken met vele en 
is daarom ook binnen de verschillende wetenschappen op eigen wijze uitge­
werkt en ontwikkeld (Zwart, 1967). Het spreekt vanzelf dat in deze para­
graaf niet een beschrijving van dit omvangrijke terrein volgt. Van de drie 
onderscheiden niveau's van behandeling - het meer algemeen wetenschapsfilo­
sofische, het disciplinaire en het technische niveau - zullen we ons vooral 
op het laatste richten en eerder nog een bepaald gedeelte ervan: gebruik en 
betekenis van de term oorzaak zoals deze in de analyse-technische fase van 
het non-experimentele onderzoek voorkomt. 
In het algemeen delen we de veel gehoorde opvatting dat op dit niveau de 
term oorzaak minder gelukkig is om bepaalde functionele afhankelijkheden tus­
sen verschijnselen aan te geven; ongelukkig vooral omdat ze een pretentie 
lijkt te bevatten, die goed moet maken wat in de conceptuele setting van 
het onderzoek achterwege blijft. Soms komt men dan ook voorstellen tegen 
(Geltung, 1967; Gibbs, 1972) de term maar helemaal af te schaffen, terwijl 
anderen, het succes daarvan betwijfelend, aanraden de term met een zekere 
gelatenheid te accepteren als verbaal instrument; gemakkelijk, omdat men 
in zo'η algemene term veel kwijt kan, zonder alles nu direct te hoeven uit­
leggen (Simon, 1968; Dubin, 1969; Burr, 1971), maar ongeschikt natuurlijk 
als men daartoe als wetenschapper verplicht wordt. De onvrede met de term 
vloeit voort uit het feit, dat hetgeen men in het gewone spraakgebruik ge­
wend is eronder te verstaan, niet geheel overeenkomt met hetgeen men er bin­
nen de sfeer van de analyse-technieken onder verstaat. Daar verwijst het 
naar analyse-operaties en is het bij gevolg primair verbonden aan het pro­
ces van kennisverwerving, het werkplan ter vaststelling van een oorzaak. 
En het is duidelijk, dat vanwege het onvolledige karakter van deze operaties 
een definitieve vaststelling niet mogelijk is. Na de bespreking van het an-
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dere genoemde aspect dat we willen belichten, komen we hier uitvoeriger op 
terug. 
2.1.1 Het algemene aspect van de term oorzaak in de causale analyse. 
Er zijn veel auteurs, die - de een meer dan de ander - een aantal verkla-
ringskaders onderscheiden, waarbinnen de sociale verschijnselen min of meer 
verschillend geplaatst kunnen worden. Als dergelijke kaders worden onder 
meer genoemd de genetische verklaring, de historische, institutionele, dis-
positionele, causale, functionele (teleologische), mechanische, dialectische, 
organicistlsche, analogische, etc. Van deze komen de causale en de functio-
nele (of teleologisch) verklaring als contradictoir duo het meest naar vo-
ren (Nagel, 1961, 1965; Bralthwaite, 1959; Bunge, 1959; Davis, 1959; Durk-
heim, 1963; Brown, 1963; Nettler, 1970; Lerner, 1965; Boudon, 1970; Gal-
tung, 1967, 1977; Pasquinelli, 1967). 
In het algemeen is het nuttig dit soort onderscheidingen te maken. Ze heb-
ben een heuristische functie in het onderzoek, omdat ze de denkrichting van 
de onderzoeker verschillend bepalen. Wat we ons hier alleen afvragen, is of 
deze onderscheidingen niet van een veel meer algemeen-formele aard zijn dan 
de analytisch-procedurele aard, zoals die in de straks te omschrijven ope-
raties naar voren komt. Zij fungeren als algemene verklaringsmodellen en 
niet als ultvoeringsmodellen, waaronder mathematische model-constructie, 
onderzoeksopzet, schattingsmethodiek een rol spelen. Deze beide zijn be-
trekkelijk onafhankelijk. Of een intentioneel verklaringsmodel bijvoorbeeld 
eerder om een 'verstehende' dan wel een padanalytische methodische uitwer-
king vraagt, is niet met de aanduiding intentioneel gegeven en hangt af van 
andere zaken dan het intentioneel zijn van de verklarende factoren. 
Bovendien wordt vaak de vraag gesteld of in de reeks verklaringsmodellen de 
causale verklaring niet van een algemenere status is dan de andere en in 
deze slechts verschillend gespecificeerd wordt. Brown (1963) die de causale 
verklaring niet als aparte verklaring opneemt, geeft stellig deze indruk en 
zegt het expliciet met betrekking tot de functionele verklaring. Ook bij-
voorbeeld op een meer filosofisch niveau bestrijdt Sher (1975) de opvatting 
van Taylor over de incompatibiliteit van de 'purposive' en 'causal explana-
tion* . 
Zonder dit nu voor alle verklaringstypen nader uit te werken willen we hier 
als onze mening naar voren brengen, dat wat op het technische vlak onder 
causale analyse c.q. causale verklaring verstaan wordt, geen bijzondere re-
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latie heeft met een van de genoemde verklaringsmodellen, maar eerder refe-
reert naar een meer algemeen type Causale analyse zal daarom met betrek-
king tot waarschijnlijk alle modellen toegepast kunnen worden, afhankelijk 
of in een concrete onderzoekssituatie aan toepassingscrltena als kwanti-
ficeerbaarheid, voldoende aantallen, etc is voldaan 
We willen dit nadrukkelijk stellen, omdat daar vermoedelijk misverstand 
over bestaat De indruk wordt nogal eens gewekt dat causale analyse, ge-
richt op het vinden van een causale verklaring tegenover een functionele 
staat, gericht op te verwezenlijken doeleinden Zo plaatst bijvoorbeeld 
Boudon (1970) de causale analyse, met duidelijke verwijzing naar de beken-
de padanalyse, naast het Mertoniaans functionalisme als voorbeelden van een 
formeel paradigma Formele paradigmata vergelijkt hij verder met theore-
tische, zoals de ruiltheorie van Homans Hiermee wordt naar onze mening 
causale analyse te zeer in een niet-relevant vergelijkingskader geplaatst 
en wordt de indruk gewekt, dat een structureel- functionalistische probleem-
stelling niet causaal-analytisch onderzoekbaar is Zonder nu bijvoorbeeld 
de studie van Davis (1961) structureel-functionalistisch in de zin van 
Merton te noemen, laat ze wel zien dat dit in het algemeen mogelijk is 
Centraal in deze studie staat de 'functional hypothesis', dat de 'survival 
rate' van een groep afhankelijk is van de mate waarin oplossingen van func-
tionele interactie-problemen in de groep geïnstitutionaliseerd zijn Zijn 
studie betreft 172 groepen, geanalyseerd volgens een tabelanalyse van 
Lazarsfeld, maar even zo goed zou een padanalyse of tabelanalyse met multi-
plicatieve modellen mogelijk zijn geweest 
Hiermee vergelijkbaar is ook het onderscheid dat Coleman (1973) maakt tus-
sen 'causal processes' en 'purposive action', twee termen die - zoals hij 
zegt - verwijzen naar twee fundamenteel verschillende mensopvattingen, theo-
retische stromingen, maar ook verschillende filosofie- en religie-systemen 
Ze hebben aldus Coleman, de la-atste jaren geleid tot twee tamelijk ver-
schillende mathematische toepassingsgebieden Bij causale processen gaat 
het daarbij om de afhankelijkheid van de uitkomst van een gebeurtenis van 
mogelijke oorzaken, bij 'purposive action' om de controle en selectie van 
uitkomsten van gebeurtenissen door de bewuste keuze van actores "As such 
it constitutes a 'functional' theory, in which an action is conceived to 
be shaped by its future consequences rather than by prior causal factors . ' 
Hiermee wordt de indruk achtergelaten dat een causale analyse alleen gericht 
zou zijn op oorzakelijke gebeurtenissen uit het verleden zonder perspectief 
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op de toekomst Dit laatste hoeft echter niet het geval te zijn Als oor-
zaken - liggend in het verleden - kunnen ook optreden de percepties van 
een actor op de toekomstige gevolgen van zijn mogelijke keuzen In die zin 
wordt ook 'purposive action' door gebeurtenissen uit het verleden tot stand 
gebracht Keuze-gedrag is dan ook in principe onderwerp van causale ana-
lyse Zo heeft Lange (1978) een studie gemaakt naar de determinanten van 
de keuze van de sociologie-studie Daar komen onder meer voor in aanmer-
king de sociale oriëntering van de abituriënt (de wens mensen te helpen en 
van nut te zijn), de carrière oriëntering (het streven later via meerdere 
banen een carrière te maken om aanzien en prestige te verwerven), de 
machtsorientering (de mate van zelfstandigheid in het latere beroep), de 
prestatie-oriëntering (de bereidheid voor het latere beroep nu offers te 
brengen) Met behulp van padanalyse wordt vervolgens het differentiële be-
lang van deze oorzaken nagegaan 
Hiermee wil niet gezegd zijn, dat in de mathematische sociologie en psy-
chologie causale analyse en keuze-analyse (beslissingstheorie en spel-
theorie) niet min of meer gescheiden zijn en zeker wil niet gezegd zijn, 
dat elk probleem van keuze-gedrag causaal-analytisch oplosbaar is We wil-
len hier alleen betogen dat het soort analyse, welke in een bepaalde pro-
bleemstellende situatie toegepast zou kunnen worden, niet afhangt van het 
soort verklaring dat men nastreeft Geen enkele verklaring zal causale 
analyse bij voorbaat in- dan wel uitsluiten In plaats van het type ver-
klaring zal de keuze van analyse veel eerder afhangen van zaken als kwan-
tificeerbaarheid, aantal analyse-eenheden, omvang van het probleem (cau-
sale analyse kan slechts een beperkt aantal variabelen omvatten), analy-
tische oplosbaarheid van de schatting van parameters in het mathematische 
model en hiermee samenhangend de gedetailleerdheid van ons inzicht in het 
proces Het is zelfs geen geheim dat de meeste studies, waarin causale 
analyse toegepast wordt, van een pover inzicht in het causale proces ge-
tuigen en wellicht daarom juist ervan gebruik maken Causale analyse wordt 
dan aangewend om vanuit een bepaald ordeningsschema een beschrijving te 
geven van een groot aantal onderzoeksgegevens Met betrekking tot welk 
verklaringstype dan ook, vertoont zo'η analyse daarom eerder het karakter 
van een exploratieve vóórstudie 
2 1 2 Het operationele en relatieve aspect 
Vrij algemeen is men van mening (Blalock, 1964, Simon, 1968, Boudon, 1970, 
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Burr, 1971, Gibbs, 1972, Galtung, 1977), dat In de empirische wetenschap-
pen 'oorzaak' operationeel gedefinieerd moet worden dat wil zeggen, op 
grond van een meer of minder vage notie van causaliteit moet een serie on-
derzoekshandelingen worden aangegeven, waarvan het resultaat ons doet be-
sluiten, dat we met iets te maken hebben dat we gewoonlijk 'oorzaak' noe-
men. 
Hoe eens men het ook Is in de wens een operationele definitie op te stel-
len, over de vraag om welke operaties het dan zou moeten gaan, bestaat 
geenszins eenstemmigheid. De vraag doet zich echter voor of deze eenstem-
migheid ook noodzakelijk is Vermoedelijk moet het ontbreken ervan gezien 
worden als een gevolg van het verschillend inspringen van de vele weten-
schappelijke disciplines op verschillende onderzoekssituaties en is de ge-
ringe eensgezindheid eerder natuurlijk dan bevreemdend. 
Om dit relatieve karakter nader te adstrueren, kunnen we het beste beginnen 
met wat Boudon zegt over het begrip structuur. In 'The uses of structura-
lism' (1971) is hij op zoek naar de betekenis van het begrip structuur, 
een begrip dat in menig opzicht overeenkomt met het begrip oorzaak. Dit 
laatste begrip (causal structure) zal alleen iets extra's aan het eerste 
hebben toe te voegen. Op de eerste plaats kan men - aldus Boudon - zo'n 
begrip omschrijven door het met synoniemen te verbinden. Op een veel in-
dringender wijze kan men evenwel de betekenis van het begrip aangeven door 
het te plaatsen binnen de context van operaties, dat wil zeggen door te 
laten zien, dat de structuur in de verschijnselen een gevolg is van de 
toepassing van een theorie, die steeds op een aantal axioma's is gebaseerd. 
Klinkt dit wellicht vanzelfsprekend, het komt ons voor dat de consequen-
ties niet altijd volledig gerealiseerd worden. Het betekent immers dat bij 
de benoeming van een factor tot oorzakelijke factor (of breder causale 
structuur) van de ene kant de inhoudelijke theorie meespeelt en daarmee 
het ontwikkelingsniveau van de theorie binnen een wetenschap, maar tevens 
houdt het in, dat onder meer het onderzoeksinstrumentarium en soort gege-
vens binnen zo'n wetenschap van belang zijn en dat onderzoeksoperaties 
een andere concrete vorm kunnen aannemen. Het is niet zelden, dat men een 
binnen een bepaald vakgebied vigerende operationele definitie, geponeerd 
ziet als de enige. 
Lezen we bijvoorbeeld bij Nagel (1961), de voorwaarden, die volgens hem in 
navolging van Hume aan een causale wet ten grondslag moeten liggen (te we-
ten 1 invariante relatie in de zin, dat als de oorzaak verschijnt ook 
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steeds het effect moet verschijnen, 2. de ruimtelijke nabijheid, 3. het in 
de tijd voorafgaan van de oorzaak aan zijn effect, 4. de asymmetrie in de 
zin dat het effect niet de oorzaak van zijn oorzaak кал zijn), dan is dit 
een definitie die natuurwetenschappelijk getint is. Wat het eerste punt, 
de invariante relatie, aangaat, deze zal in de natuurwetenschappen van een 
veel absoluter karakter zijn in tegenstelling tot de sociale wetenschappen, 
waar relaties meestal sterk geconditioneerd zijn. Ook met betrekking tot 
het tweede punt, de ruimtelijke nabijheid, kan de vraag gesteld worden wat 
dit criterium en de eraan verbonden operatie voor veel sociaal-wetenschap­
pelijke verschijnselen moeten betekenen (bijvoorbeeld autoritarisme leidt 
tot conservatisme). Uitgaande van de genoemde criteria zal men in de socia­
le wetenschappen nooit een causale wet kunnen opstellen, niet zozeer om­
dat ze te stringent zouden zijn, maar omdat de ermee gepaard gaande opera­
ties met name die van punt twee, niet uitvoerbaar zijn (cf. Galtung, 1977). 
Een tweede voorbeeld dat deze betrokkenheid op een bepaalde discipline en 
onderzoeksveld naar voren brengt, is een definitie van Costner en Leik, 
die zij in de American Sociological Review de sociologen voorhouden:* a 
relationship, that would be verified by an experiment in which the first-
named variable is manipulated while controlling for or randomizing all 
other variables, whereas the relationship would not be verified by an ex­
periment in which the second variable is manipulated while controlling for 
or randomizing all other variables' (1964). Het blijkt hier om een opera­
tie te gaan (experiment) die wat de menswetenschappen betreft, vooral in 
de psychologie wordt toegepast, hoewel ook daar, zo vermoeden we, de toe­
passing gering zal zijn, omdat zowel de oorzaak- als de gevolgvariabele in 
de voorstelling van Costner en Leik als stimulus moeten kunnen worden aan­
geboden. Dit lijkt ons voor de sociale wetenschappen zo goed als uitge­
sloten. Aanvullend zeggen de auteurs overigens dat niet elke causale uit­
spraak op een aldus uitgevoerd experiment hoeft te berusten. Veelal heeft 
een causale uitspraak aanvankelijk de status van een assumptie die dan op 
een andere, meer indirecte wijze op basis van empirische deducties wordt 
getoetst. 
Ook op het non-experimentele onderzoeksterrein treft men geen eenstemmig­
heid omtrent de operationele elementen van het begrip oorzaak aan. In het 
vorige hoofdstuk zagen we, dat Lazarsfeld drie elementen noemde: aanwezig­
heid van een statistische samenhang (1) die invariant blijft onder invoe­
ring van antecederende testfactoren (2) en de aanwezigheid van een tijds-
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volgorde (3) Het zijn de drie criteria die in de literatuur steeds weerke-
ren (Segers, I960), maar het is duidelijk dat ook deze geen algemene gel-
digheid hebben en slechts geschikt zijn voor die onderzoekssituaties, waar-
in van veel eenheden gegevens met betrekking tot een beperkt aantal varia-
belen in het veld zijn verzameld Er zijn ook binnen de sociale wetenschap-
pen onderzoekssituaties, waarvoor deze definitie niet 'werkt'. Men kan den-
ken aan kwalitatieve case-studies Met betrekking tot deze studies bena-
drukt Lindesmith (1981), uitgaande van de idee dat een oorzaak meer als 
een geheel van tussenmenselijke processen dan als een conditie gedacht 
moet worden, dat men slechts bij één of enkele gevallen deze processen op 
het spoor moet zien te komen om zich vervolgens pas, na het dwingend ka-
rakter van dit proces te hebben aangetoond, te wenden tot meerdere geval-
len Hij refereert in dit verband naar een succesvol onderzoek naar de oor-
zaak van malaria-ziekte, dat tenslotte toch ook begonnen is bij 'one man 
seeing one parasite in one blood sample', ni de Franse arts Laveran in 
1880 (zie ook themanummer Sociological Review 4 (1979) over analytische 
inductie) 
In de volgende paragraaf zullen we uitvoerig ingaan op de operationele de-
finitie voor een tabelanalyse en deze plaatsen naast die welke in de pad-
analyse wordt gehanteerd De onderzoekssituatie waarvoor deze bestemd zijn, 
zijn het best vergelijkbaar met die waarvoor Lazarsfelds definitie bestemd 
is, namelijk het (redelijk) grootschalige kwantitatieve onderzoek 
Uit al deze definitie-voorbeelden blijkt het relatieve karakter van elk er-
van, elk is toegeschreven naar een bepaalde onderzoekssituatie, die de op-
steller van de definitie (meestal impliciet) voor ogen heeft Het beeld 
mag niet zo zijn, dat er eerst een begrip is van wat oorzaak nu en ten al-
le tijden is, welk begrip vervolgens operationeel gedefinieerd wordt Het 
gaat veeleer om, voor bepaalde situaties geldende, werkconcepties waaruit 
een aantal onderzoeksoperaties voortvloeien De vraag ligt dan voor, wat 
er in de vele wisselende probleem- en onderzoekssituaties gedaan moet wor-
den om meer zekerheid omtrent de vermoedelijke oorzaken van een verschijn-
sel te komen Zo stelt Glbbs (1972) zeer nadrukkelijk 'which conception of 
causation sociologists adapt (if any) should depend on the practical pro-
blems and conditions of work in the field' Is er sprake van veel kennis 
(ervaring) vooraf en een korte effectueringsperiode tussen oorzaak en ge-
volg (bijvoorbeeld pijn ten gevolge van een mogelijke beenbreuk), dan zal 
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men wanneer de situatie zich voordoet en men met het gevolg wordt geconfron-
teerd, ook de geëigende maatstaven ter causale inferentie hanteren. Het zul-
len andere zijn dan die bij weinig voorkennis, lange effectueringsperioden 
en een veelheid van mogelijke oorzaken. Zo zal het bekende door sommigen ge-
stelde criterium van een hoge samenhang tussen oorzaak en gevolg opgaan voor 
een situatie waarin sprake is van een directe effectuering zonder tussen-
schakels. Maar het zal plaats moeten maken voor een lage, zelfs geen samen-
hang (cf. hoofdstuk 1 de critiek op Lazarsfelds criteria), wanneer er zich 
veel in die tussentijd tussen oorzaak en gevolg kan afspelen, dat die sa-
menhang (voor een deel) opheft. 
Samenvattend kunnen we zeggen dat in deze studie noch het algemeen weten-
schapsfilosofische, noch het disciplinaire causaliteltsbegrlp wordt beoogd. 
Causaliteit wordt in deze studie betrokken op het methodisch-technische ni-
veau, zoals dat in het grootschalige, kwantitatieve onderzoek tot uitdruk-
king komt. We hebben erop gewezen, dat op dit niveau met causale analyse 
niet een specifieke verklaring wordt nagestreefd, maar dat een dergelijke 
analyse in principe voor meerdere te onderscheiden verklaringen openstaat. 
Ook is gezegd dat de aard van de operaties die het omvat, van een aantal 
factoren afhankelijk is, waaronder de aard van de te analyseren gegevens. 
2.2 Een operationele definitie van oorzaak in het kader van een tabelana-
lyse met behulp van multiplicatieve modellen. 
In deze paragraaf zal getracht worden tot een aantal operaties te komen, 
die gelden voor een tabelanalyse met behulp van multiplicatieve modellen, 
wanneer men deze causaal zou willen opzetten. Nu worden er binnen het non-
experiméntele onderzoeksterrein met de term 'causaal' veelal associaties 
gelegd met een opvatting van causaliteit, zoals die ontwikkeld is binnen de 
padanalyse voor interval-gegevens en daar door toepassers van deze techniek 
algemeen geaccepteerd wordt. Padanalyse wordt daarom wel kortweg aangeduid 
als 'causal analysis'. De monopoliserende suggestie die daarvan uitgaat, 
is gezien de vorige paragraaf natuurlijk ten onrechte, maar dat neemt niet 
weg, dat deze 'front-running-technique' (Miller, 1977) zeer ver is ontwik-
keld en meer dan welke andere ook bijgedragen heeft tot de ontwikkeling van 
het operationele denken in de non-experimentele grootschalige onderzoeks-
ontwerpen. Voor goede overzichten verwijzen wij naar Duncan (1975) en Heise 
(1975). Waar onze aandacht in het bijzonder naar uitgaat zijn de diverse 
elementen in deze techniek, die als relevant voor een causale relatie wor-
den beschouwd. Minder geïnteresseerd zijn we in de precíese aard van de 
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operaties die uit deze elementen voortvloeien en die we daarom slechts 
globaal zullen aanduiden Ook wat de tabelanalyse betreft, zullen we, uit-
gaande van deze elementen, ons hier nog niet al te zeer verdiepen in een 
uitgewerkte omschrijving van de operaties - zij volgen in volgende hoofd-
stukken - maar ons vooral bezighouden met een meer globale aanduiding er-
van Hun overeenkomsten en verschillen met die in de padanalyse interesse-
ren ons het meest 
Het komt ons voor dat momenteel de volgende elementen als relevant voor 
een causale relatie worden beschouwd uitwendigheid, asymmetrie, produc-
tie, gradatie, determinisme (irersus probabillsme), multi-causaliteit, trans-
itiviteit Het zijn elementen, die men bij veel auteurs expliciet of im-
pliciet kan tegenkomen (Blalock, 1961, Helse, 1975, Asher, 1976, Verschu-
ren, I960), soms zijn de uitgebreid met andere, of worden één of enkele 
vervangen door andere. ' Onlangs (1981, 19Θ2) heeft ook Tacq de definitie 
van de filosoof Bunge gelegd naast de kerneigenschappen van de padanalyse. 
Hij bediscussieert deze grondig, zowel de padanalyse eigenschappen in het 
licht van de filosofieën rond causaliteit als de filosofische eigenschappen 
van oorzaak bij Bunge in het licht van technische inzichten bij de padana-
2) 
lyse Ook in zijn betoog keren de boven gekozen elementen terug. We zul-
len ons dan nu richten op de vraag hoe deze elementen in een tabelanalyse 
begrepen moeten worden en m welke mate dit anders is dan in de padanalyse. 
De elementen worden beknopt afzonderlijk besproken, maar zijn conceptueel 
sterk op elkaar betrokken, zodat het besprokene onder één punt vaak een of 
meerdere andere punten conceptueel veronderstelt 
2 2 1 Uitwendigheid 
Essentieel in de notie omtrent een causale relatie is de opvatting dat we 
te maken hebben met identificeerbare, van elkaar te onderscheiden ver-
schijnselen, gebeurtenissen of eigenschappen Een oorzaak is van zijn ef-
fect onderscheidbaar Ogenschijnlijk wellicht vanzelfsprekend heeft deze 
opvatting menig filosofische voetangel (Bunge, 1959, Tacq, 1981), waar we 
hier aan voorbijgaan In de onderzoekspractijk wordt hieronder verstaan, 
dat aan een persoon (in het algemeen een onderzoekseenheid) op een bepaal-
de tijd en plaats meerdere eigenschappen zijn te onderkennen, die van el-
kaar onderscheidbaar zijn Een scheiding in tijd en ruimte staat daarbij 
meestal niet voorop, belangrijker is dat de eigenschappen conceptueel on-
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derscheiden zijn en in onafhankelijk van elkaar gemeten variabelen (kunnen) 
3) 
worden vastgelegd. Zowel padanalyse, als de hier te behandelen tabelana-
lyse gaan uit van dergelijke uitwendige eigenschappen. De aard van de ei-
genschappen zijn echter verschillend; padanalyse gaat ervan uit dat de ei-
genschappen continu (of discreet met gelijke intervallen) zijn, tabelana-
lyse is gebaseerd op het nominale karakter ervan, de eigenschap bestaat 
uit slechts nominaal van elkaar te onderscheiden categorieën. Dit is een 
belangrijk verschil met - zoals zal blijken - verstrekkende consequenties 
2.2.2 Asymmetrie. 
De verhouding tussen de eigenschappen is asymmetrisch, dit wil zeggen dat 
de verhouding van eigenschap A ten opzichte van eigenschap В niet dezelf­
de is als die van В ten opzichte van A. In een causale relatie ligt met 
andere woorden een bepaalde richting, volgorde besloten. Wat de aard van 
deze verhouding betreft komt in het volgende punt naar voren. Het gaat in 
ieder geval ook hier niet direct om een tijdsvolgorde, hoewel controle op 
tijdsvolgorde altijd, waar mogelijk, als een valideringsoperatie kan wor­
den uitgevoerd. In het cross-sectlonele onderzoek zal dit echter veelal 
een moeilijke zaak zijn, omdat de eigenschappen nu eenmaal op één moment 
gemeten zijn en men derhalve aangewezen is op informatie uit retrospec-
tieve vragen dan wel andersoortige informatie buiten het onderzoek om. 
Hoe hiervan gebruik gemaakt kan worden, vindt men bijvoorbeeld treffend 
geïllustreerd in een onderzoek van Deutsch en Collins, dat Tacq (1981) in 
het kader van de asymmetrie van een causale relatie bespreekt. Men moet 
overigens niet vergeten, dat de situatie niet altijd van dien aard is, dat 
er behoefte bestaat aan een controle op tijdsvolgorde Dat is zo het geval, 
wanneer er sprake is van enerzijds een min of meer permanent aanwezige ba-
siseigenschap (zoals sociaal milieu, conservatisme) en anderzijds een meer 
wisselende mening- of gedragsuiting van een bepaald moment (zoals iemands 
stem op een politieke partij bij een verkiezing) Men kan gevoeglijk van 
een ordening van het relatief permanente naar het wisselvallige uitgaan 
Houden we de tweedeling (basiseigenschap en concrete menings- of gedrags-
uiting) nog even aan, dan zijn er vooral moeilijkheden bij de bepaling van 
een volgorde wanneer we met twee basiselgenschappen hebben te maken (con-
servatisme en autoritaire persoonlijkheid) en in mindere mate wanneer het 
om twee concrete menings- of gedragsvariabelen gaat (het zien van een be-
paalde film en het meedoen aan een bepaalde demonstratie) In het laatste 
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geval zal de kans op succes om tot vaststelling van de tijdsvolgorde te 
komen groter zijn, maar verdient het tegelijk de voorkeur, gezien het ver-
anderlijke karakter van de eigenschappen, de oorzakelijke werking van de 
een op de ander niet In een cross-sectionele, maar in een longitudinale 
aanpak te bestuderen De behoefte aan Inzicht in de tijdsvolgorde om tot 
de conclusie van een oorzakelijke werking te komen is waarschijnlijk dan 
ook veel groter Het geval van twee basiseigenschappen is problematischer. 
Het veel meer statische karakter van deze eigenschappen maakt het onder-
zoek naar tijdsvolgorde onmogelijker, maar maakt tegelijk een cross-sec-
tionele aanpak gerechtvaardigder. Het beste kan men dan uitgaan van een 
dubbele asymmetrische verhouding, één van A ten opzichte van В en één van 
В ten opzichte van A. Hiermee is de relatie tussen A en В niet symmetrisch 
geworden Zijn deze beide asymmetrieen echter van een zodanige aard dat ze 
practisch gelijkwaardig zijn, dan kan men volgens sommigen (Nilsson, 1976) 
van een symmetrische causale relatie spreken In het algemeen wordt ge­
steld, dat een causale analyse-techniek zodanige operaties dient te be­
vatten, dat deze verschillend gerichte asymmetrische verhoudingen In de 
resultaten van die operaties zichtbaar worden. In de padanalyse is dit het 
geval, in de tabelanalyse met multiplicatleve modellen niet Dit betekent 
volgens sommigen een ernstig tekort van deze tabelanalyse. 
2.2.3 Productie 
De asymmetrische verhouding tussen de eigenschappen is een productie-ver­
houding, de oorzaakeigenschap produceert de gevolgeigenschap, hetgeen im­
pliceert dat er een kort of lang productie-proces tussen deze eigenschap­
pen plaatsvindt, waarbij de oorzaakeigenschap aan de gevolgeigenschap voor­
afgaat De problemen, die zich in het empirisch onderzoek m verband met 
dit aspect voordoen betreffen vooral de Vastbtelltna van de productie van 
de gevolgeigenschap door de oorzaakeigenschap, maar een probleem daaraan 
voorafgaand is nog, wat onder de zinsnede het produceren van een eigen­
schap verstaan moet worden Beginnen we met dit laatste. 
Het klassieke idee dat steeds naar voren komt, is dat de gevolgeigenschap 
er niet is voordat de oorzaakeigenschap er was, verondersteld lijkt daarmee 
een dichotome gevolgeigenschap met een aan- en afwezigheidscategone, zo­
dat de oorzaakeigenschap een verandering produceert in deze gevolgeigen-
schap van afwezig naar aanwezig of omgekeerd Uitgebreid wordt deze idee, 
wanneer niet alleen van een aan- en afwezigheidscategone wordt gesproken, 
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maar algemeen van verschillende toestanden van de gevolgelgenschap. Pro-
duoeven betekent dan een verandering teweeg brengen in de toestanden van 
een gevolgelgenschap. Nu bezitten eigenschappen niet alle dezelfde struc-
tuur. Gewoonlijk onderscheidt men continue, geordend discrete (met gelij-
ke of niet-gelijke Intervallen) en nominaal discrete eigenschappen. Heeft 
men deze eigenschappen in variabelen gemeten, dan spreekt men wel van in-
terval, ordinale en nominale variabelen. De betekenis nu van een verande-
ring in toestanden van een eigenschap (variabele) is afhankelijk van de 
structuur van die eigenschap. Tabelanalyse bestemd voor nominale varia-
belen en padanalyse, bestemd voor interval variabelen gaan daardoor ver-
schillende wegen op, die (bijna) niet tot elkaar te herleiden zijn. 
Voor een intervaleigenschap kan men voor de meting van de verandering vol-
staan met een verschil in waarden op de variabele (schaal). Meerdere ver-
schillen kan men dan evalueren in termen van groter, kleiner of gelijk, 
en dit is mogelijk omdat ze refereren naar één schaal met gelijke inter-
vallen (bijvoorbeeld inkomensverschillen verwijzen naar een inkomens-
schaal). Voor de betekenis die aan deze verschillen wordt verleend, kan 
men direct verwijzen naar de inhoud van de eigenschap als zodanig. 
Bij een nominale eigenschap ligt dit heel wat gecompliceerder. Een veran-
dering in toestanden van zo'η eigenschap kan niet simpelweg worden aange­
geven door te verwijzen naar één schaal, waarop verschillen een betekenis 
hebben. Dat zijn dus twee handicaps. Men weet niet of men hiervoor wel 
naar één schaal (dimensie) mag verwijzen en vervolgens - als men dat al 
zou weten - hoe de afstanden op die schaal (of schalen) gewaardeerd moeten 
worden. Men zal zich daarom bij het aangeven van een verandering niet mo-
gen beperken tot de algemene inhoud van de eigenschap (bijvoorbeeld gods-
dienst), maar primair deze moeten duiden in termen van de categorieën van 
deze eigenschappen (katholiek, hervormd, etc.) daarmee bovenstaande kwes-
4) 
ties van dimensionaliteit en afstand in het midden latend. We zullen 
in het vervolg daarom spreken van de 'categorie-gebonden' interpretaties 
van de veranderingen in een nominale variabele in tegenstelling tot de 
'variabele-gebonden' interpretatie als het om een interval of ordinale 
variabele gaat. 
De vragen, die bij het meten van een nominale eigenschap beantwoord die-
nen te worden, betreffen dan ook vooral de categorieën. Hoeveel en welke 
categorieën moeten onderscheiden worden? Wat zijn de specificerende cri-
teria? In de verandering tussen welke categorieën is men vooral geïnter-
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esseerd7 
Voor de beantwoording van dit soort vragen sluit men doorgaans in eerste 
instantie aan bij logische indelingen of indelingen die in de maatschap-
pij of ander onderzoek gehanteerd worden. Daaraan kan de onderzoeker dan 
nog zijn eigen criteria toevoegen, die van empirische of theoretische aard 
kunnen zijn. Zo kan men voor een indeling in kerkgenootschappen afgaan op 
de fijne Indeling van het Centraal Bureau voor de Statistiek of een gro-
vere van het Nationaal Kiezersonderzoek (Katholiek, Gereformeerde Kerken, 
Gereformeerde Kerken art. 31, Gereformeerde Gemeenten, Gereformeerde Bond, 
Confessioneel Hervormd, Vrijzinnig Hervormd, Midden Orthodox, andere 
richting Hervormd, geen richting Hervormd, overige, weet niet) (de Bruyn, 
1974). Daarnaast kan de onderzoeker zijn eigen criteria aanwenden, hetgeen 
betekent dat hij sommige categorieën nader kan opsplitsen of andere kan 
samenvoegen. Een_overweging dient daarbij steeds te zijn of zo'n opsplit-
sing dan wel samenvoeging relevant is voor de beoogde causale relatie. 
Kan verwacht worden, dat de gekozen indeling bijvoorbeeld van de oorzaakva-
riabele veranderingen in de gevolgvariabele teweegbrengt? Of wanneer we 
kijken naar de gevolgvariabele, is de vraag zijn het vooral deze catego-
rieën, waartussen de verschillen relevant zijn? Van de ene kant spelen 
daarbij inhoudelijke overwegingen een rol (lijkt de ene categorie inhou-
delijk veel op de andere?), maar van de andere kant is daarbij ook de 
vraag van belang of empirische verdelingen, die men verwacht binnen de te 
onderscheiden categorieën, al dan niet aan elkaar gelijk zijn Men spreekt 
dan van al dan niet homogene verdelingen. Met tabelanalyse is het mogelijk 
na te gaan of verdelingen homogeen zijn, waarna tot een eventuele samen-
voeging kan worden besloten. 
We sluiten hier voorlopig de beschouwing af omtrent wat onder productie van 
een nominale variabele verstaan moet worden. Zij is tot nu toe nog onvol-
ledig en moet aangevuld worden met wat onder het volgend punt 'gradatie' 
gezegd wordt over het kans-karakter 
Wanneer eenmaal is overeengekomen dat onder het produceren van een gevolg-
elgenschap verstaan wordt het produceren van een verandering van catego-
rieën in deze eigenschap, dient zich vervolgens het probleem aan van hoe 
last te stelten dat een verandering geproduceerd wordt door de oorzaakeigen-
schap In dit verband wordt Hume veel geciteerd, waar hij zegt dat de pro-
ductie niet waarneembaar is (1977). Wat zichtbaar is, is slechts een con-
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stant samengaan, er ontstaat gewenning aan dit samengaan met op den duur 
de indruk dat het ene gevolg is van bet andere In de methodische litera­
tuur klinkt dit door in de waarschuwing 'correlatie is nog geen causatie' 
Hoewel dit betekent dat men er nooit absoluut zeker van kan zijn, dat er 
sprake is van causatie, kan men binnen de mogelijkheden die onder meer met 
een bepaald data-bestand, met een bepaalde stand van wetenschap, met een 
bepaalde methodiek gegeven zijn, proberen dit plausibel te maken In een 
padanalyse en tabelanalyse kan dit door te laten zien dat veranderingen in 
de oorzaakvariabele samengaan met veranderingen in de gevolgvariabele wan­
neer (in principe alle) andere oorzaakvariabelen constant worden gehouden 
In de practijk is dit niet sluitend te bewijzen en zal men slechts enkele 
candidaat-oorzaakvariabelen kunnen controleren Zij kunnen van diverse aard 
zijn zij kunnen feitelijk geen oorzaak (blijken te) zijn, een belangrij­
ke groep hiervan zijn echter ook de variabelen die hoewel zelf geen oor­
zaak, wel een conditie kunnen vormen voor de werking van de eerste oorzaak-
variabele, zoals de trek in een kachel geen oorzaak maar wel conditie is, 
waaronder je met een lucifer het vuur kunt aanbrengen (interacterende va­
riabelen) Dan zijn er onder de candidaat-oorzaakvariabelen die wel feite­
lijk oorzaak zijn nog verschillende typen, van belang is het onderscheid 
tussen oorzaakvariabelen die statistisch onafhankelijk zijn van de oor­
spronkelijke en oorzaakvariabelen die dat niet zijn We werken dit hier 
niet verder uit Het gaat er ons om dat zowel in tabel- als in padanalyse 
het producerend karakter van de causale relatie plausibel gemaakt wordt 
door de controle van candidaat-oorzaakvariabelen De verschillen zitten 
verder in het soort variabelen dat voor controle in aanmerking moet ko­
men In padanalyse is de controle van conditionerende (interacterende) va­
riabelen beperkt, doorgaans veronderstelt men dat die niet aanwezig zijn 
Verder kan bewezen worden dat controle van de candidaat oorzaakvariabelen 
die onafhankelijk zijn van de oorspronkelijke, overbodig is, hetgeen een 
groot voordeel is van deze techniek Het maakt het werk een stuk gemakke­
lijker, omdat het de onderzoeker alleen verplicht te kijken naar die fac­
toren welke met de beschouwde oorzaakvariabele(n) samenhangen 
In tabelanalyse met behulp van multiplicatieve modellen ligt dit anders, 
zij heeft weliswaar het voordeel dat controle van conditionerende varia­
belen een veel meer in de procedure opgenomen routine is, maar daar staat 
tegenover, dat er meer variabelen in principe gecontroleerd moeten worden, 
namelijk ook die, waaraan een padanalyticus rustig kan voorbijgaan Wc 
zullen deze variabelen noemen de "elfstandi η (dat wil zeggen zij vertonen 
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geen samenhang met de oorspronkelijke) concurrerende (candidaat-oorzaak) 
аггаЪеІеп. 
Het Is duidelijk dat bij de bespreking van dit punt ook een aantal andere 
noties besloten liggen namelijk die van multicausallteit en transitiviteit 
In mindere mate is dat het punt van gradatie. 
2 2 4 Cradatie 
Gewoonlijk gaat men van het standpunt uit dat niet alle oorzaken in de­
zelfde mate een verandering in de gevolgvariabele teweegbrengen De diver­
se gradaties in veranderingen die aan de verschillende productie-bronnen 
worden toegeschreven, kunnen in sterkte variëren Dit kan zelfs tot ge-
volg hebben, dat elkaar-tegengestelde productie-processen uiteindelijk in 
de gevolgvariabele tot geen of slechts een kleine verandering leiden De 
resulterende verandering in de gevolgvariabele speelt in causale analysen 
daarom een ondergeschikte rol, het gaat eerder om de relatieve causale 
importantie, die uit deze graduele verschillen in teweeggebrachte veran-
5) deringen is af te leiden 
In het voorafgaande hebben we reeds gezien, dat het bij een verandering 
gaat om een verandering in de categorieën, respectievelijk waarden van een 
eigenschap Ook is erop gewezen dat dit voor een nominale eigenschap iets 
anders inhoudt dan voor een interval eigenschap 
Uit het karakter van een interval eigenschap volgt immers dat het relatie-
ve belang van oorzaakvariabelen rechtstreeks af te leiden is uit de ver-
schillende veranderingen op de ene onderliggende schaal van de gevolgei-
genschap Voor een nominale gevolgeigenschap is deze referentie naar één 
onderliggende schaal uitgesloten, zodat de relatieve grootte van de ver-
andering niet op deze manier is aan te geven Zo kan een mens doodgaan 
door het innemen van cyaankali, een dodelijk verkeersongeluk, een ernsti-
ge ziekte of door andere oorzaken Deze oorzaken kunnen echter niet ver-
schillende gradaties In de verandering van toestand van levend naar dood 
met zich meebrengen Elke verandering is in absolute zin dodelijk en er 
is ook maar één oorzaak, die uiteindelijk de verandering teweegbrengt 
Hoewel echter de verschillende oorzaken geen grotere of kleinere verande-
ring tot gevolg hebben, ervaren we desondanks dat bijvoorbeeld niet alle 
ziekten in gelijke mate de dood tot gevolg hebben Ook ten aanzien van no-
minale eigenschappen ervaren we gradaties en wel in die zin dat niet alle 
oorzaakvariabelen een gelijke fan hebben de verandering in de gevolgva-
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riabele feitelijk tot stand te brengen Om dit idee van gradatie operatio-
neel te krijgen moet derhalve dat wat tot nu toe steeds genoemd is 'veran-
dering in de categorieën van een gevolgeigenschap' vervangen worden door 
'verandering in de kans, dat de categorieën van een gevolgeigenschap zich 
wijzigen' Als zodanig is daarmee ook tabelanalyse gericht op een conti-
nue variabele, zijnde deze kans dan wel bepaalde transformatie daarvan 
We stuiten hier wat dit aspect betreft op een fundamenteel ander causaal 
inferentieprincipe Bij analyse van interval variabelen in een padanalyse 
wordt er vanuit gegaan, dat graduele verschillen in teweeggebrachte ver-
anderingen in schaalwaavden van de gevolgvariabele indicaties zijn voor de 
sterkte van bepaalde oorzaken, bij de analyse van nominale variabelen in 
een tabelanalyse gaat men ervan uit dat verandering in de kansverdelbng 
van de gevolgvariabele indicaties oplevert voor de relatieve sterkten van 
bepaalde oorzaken en de techniek is verder afgestemd op verschillen in 
kaneen. De twee benaderingen om de relatieve importantie vast te leggen 
lijken moeilijk binnen één analysetechniek verenigbaar, waardoor beide 
technieken in gebreke blijven In de realiteit spelen immers in één cau-
saal proces zowel interval- als nominale eigenschappen een rol en het zou 
daarom technisch mogelijk moeten zijn om zowel interval- als nominale va-
riabelen in één analyse op te nemen Het lijkt erop, dat de problemen die 
in de padanalyse ontstaan door opname van nominale variabelen geringer 
zijn, dan omgekeerd de problemen in de tabelanalyse, wanneer daarin inter-
val variabelen worden opgenomen Er zijn dan ook auteurs (onder andere 
Gillespie, 1977), die voordelen en nadelen van elk afwegend, het 
gebruik van padanalyse bepleiten, ook als nominale variabelen in het ge-
ding zijn 
2 2 5 Determinisme versus probabilisme 
Determinisme en probabilisme zijn (evenals causaliteit en functionaliteit) 
zwaar belaste termen in de wetenschap en we huiveren dan ook enigszins ze 
hier aan te snijden Er is echter nogal wat misverstand over onder meer in 
verband met padanalyse (Hummel, 1972, met critiek van Keuth, 1972) en we 
willen daarom op zijn minst onze opvatting weergeven over het determinis-
tisch karakter van een oorzaakeigenschap, zoals opgevat binnen de padana-
lyse en het probabilistisch karakter ervan, zoals begrepen binnen een ta-
belanalyse Juist door dit verschil, nauw aansluitend aan het voorafgaande 
punt, kent padanalyse enkele gunstige eigenschappen die tabelanalyse met 
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behulp van multiplicatieve modellen ten enenmale mist. We bedoelen hier 
niet. dat achter belde benaderingen verschillende visies op de werkelijk­
heid schuil gaan. De ontologische vraag of een oorzaak probabilistisch dan 
wel deterministisch is (Bunge kiest voor het laatste)» is empirisch niet 
interessant. Zij is niet te beantwoorden, zolang onze menselijke kennis 
ontoereikend is om bepaalde processen volledig te begrijpen. Dat nu eens 
dit gevolg verschijnt en dan weer eens dat gevolg bij eenzelfde oorzaak, 
kan inderdaad liggen aan het inherent probabilistisch karakter van het na­
tuurlijk verloop van de verschijnselen, maar voorlopig hebben we met de 
ontoereikendheid van onze kennis te maken. Het is Suppes (1970, 1975), die 
dan ook met betrekking tot de causale inferentie een probabilistische op­
vatting van causaliteit voorstaat. De vraag doet zich dan voor hoe met de 
ontoereikendheid van onze kennis in de analyse-techniek rekening kan wor­
den gehouden. Padanalyse doet dat door opstelling van een deterministisch 
model, waarin onbekende oorzaken zijn opgenomen; tabelanalyse door op­
stelling van een probabilistisch model -dat op kansen gericht is. We zullen 
dit kort illustreren (Lindsey, 1973) zonder overigens op tabelanalyse in 
te gaan. Het gaat ons vooral om de daarmee gepaard gaande gunstige eigen­
schappen van de padanalyse. 
In een padanalyse wordt een causaal proces tussen drie interval eigenschap­
pen A,B en C, zoals weergegeven in diagram 2.1, geformaliseerd in een mo­
del dat bestaat uit de vergelijkingen (2.1) en (2.2). 
diagram 2.1 model 
UC > C v C = PCA A + PCU UC <2.1) 
/ 
> В B = p A + p C + p U f? 9\ BA ГВС rBU В 
UB 
In het model komt tot uitdrukking, dat de waarde op variabele С op multi-
causale en gradueel verschillende wijze tot stand komt, namelijk door А 
in de mate ρ en door vele andere productiebronnen U in de mate P_If; 
evenzo is vergelijking (2.2) voor В te verwoorden. De waarden voor В en С 
worden op deze wijze exact bepaald, ook al zijn er in het model inhoude­
lijk onbekende variabelen opgenomen. Door deze exacte bepaling is het mo-
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gelijk С in vergelijking (2.2) te substitueren, zodat (2.3) ontstaat. 
B = (PBA + PBC PCA ) A + < PBC PCU UC + PBuV <2·3> 
Om tot schatting van de effectparameters, ρ , etc. te komen wordt ver­
volgens aangenomen dat de variabelen U en U ongecorreleerd zijn met de 
oorzaakvariabelen A en С Een belangrijk voordeel van deze deterministi­
sche aard van modelconstructie is de mogelijkheid van substitutie, waar­
door ook samengestelde effecten zijn te bepalen, in vergelijking (2.3) 
is dat ( P B A + P B C P C A ) . 
Daarmee kan het totale effect van A op В naar zijn verschillende compo­
nenten gewogen worden (p
n
. tegenover Р
П Г
Р
Г Д
) en kan bijvoorbeeld worden 
nagegaan in welke mate de causale relatie tussen A en В transitief is in 
C. Maar wat nog belangrijker is, is dat uitbreiding van het model met 
nieuwe variabelen in een later stadium mogelijk is zonder dat daarmee de 
oude informatie met betrekking tot de waarde van de effectparameters on­
bruikbaar wordt Padanalyse is in dit opzicht flexibel te noemen. Zo zou­
den we in dit voorbeeld aanvankelijk kunnen zijn uitgegaan van een een­
voudiger diagram (2 2) en model, zoals weergegeven in (2 4) om pas daarna 
over te gaan naar het voorafgaande model. 
diagram 2.2 model 
* "J? B = P B A A + P ' B U U B - < 2 · 4 > 
и
в 
(· duidt erop dat de parameters bij dit model horen en niet bij het vo­
rige) . 
Er zou dan aanvankelijk weliswaar een grovere totaalinformatie verkregen 
zijn in de waarde van p* , maar deze informatie blijft hanteerbaar, omdat 
p" bij uitbreiding van het model, gezien vergelijking (2.3), gelijk is 
aan ρ + P
n r
P
r A· Deze belangrijke eigenschap van flexibiliteit over meer­
dere analysen ontbreekt bij technieken, die van probabilistische modellen 
gebruik maken We kunnen dit ook weer laten zien door uit te gaan van het­
zelfde causale proces, zoals weergegeven in diagram 2.1. Volgens een pro­
babilistische redenering kunnen op één bepaalde waarde van variabele A in 
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plaats van één enkele waarde van С verschillende waarden van С volgen. 
Elke waarde van С kan onder een bepaalde kans optreden. We zouden kunnen 
aannemen, dat deze kansverdeling van mogelijke waarden van С normaal is 
Zo'n normaal verdeling is bepaald als de parameters Ц (gemiddelde) en o 
(varlantie) bepaald zijn. Met elke waarde van A is op deze manier een (con­
ditionele) normaal verdeling van С verbonden. Als we voorts ervan uitgaan 
dat de varianties van deze conditionele verdelingen gelijk zijn aan een 
bepaalde constante, blijft er tenslotte de vraag over, in welke mate de 
gemiddelden van deze verdelingen bepaald worden door de betreffende A-
waarden. Onder condititie A is het gemiddelde van С E(C|A) en onder con­
ditie A én С is het gemiddelde van В E(B|A,C). Het model wordt dan 
E(ClA) = р
с д
А
 C2.5) 
E(B|A,C) = p B AA + P B C C ( 2 . 6 ) 
Het verschil met de eerder genoemde vergelijkingen (2.1) en (2.2) is, dat 
vergelijking (2.5) niet in vergelijking (2.6) substitueerbaar is met als 
gevolg dat geen samengestelde effecten af te leiden zijn, de mate van 
transitiviteit van de relatie AB niet meer is na te gaan en de genoemde 
flexibiliteit naar latere of eerder gedane analysen komt te vervallen. 
De termen probabilisme en determinisme verwijzen in deze context dus naar 
de aard van het causale model; in een deterministisch model is er één te 
realiseren uitkomst van het causale proces, in een probabilistisch model 
zijn er meerdere uitkomsten met verschillende kansen. Er is veel verwarring 
in het gebruik van deze termen. Zo wordt in de onderzoeksliteratuur de term 
probabilistisch vaak gekoppeld aan een onvolledige voorspelling op grond 
van bekende oorzaken. Dit is bij intervalvariabelen, wanneer de correlatie 
kleiner is dan één. Er moeten nog meer factoren zijn, die de voorspelling 
tot één zouden doen toenemen, hoewel er altijd wel factoren zijn zoals 'ge-
luk' of het specifiek eigen van de mens, die feitelijk onbekend blijven en 
daarmee een exacte voorspelling onmogelijk maken. Men kan deze gedachte 
echter modelleren in een deterministisch model, zoals boven. De spraakver-
warring wordt no" p-roter als er met betrekking tot andere vraagstukken in 
de analyse ook probabilistische modellen gehanteerd worden. Zo wordt mees-
tal bij de schattingen van de parameters van bijvoorbeeld een determinis-
tisch causaal model gebruik gemaakt van een random steekproef. Dit betekent 
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dat men ook bij de schatting een bepaald probabilistisch model moet han-
teren 
2 2.6 Multicausaliteit 
Reeds eerder bij de bespreking van het productiekarakter is naar voren ge-
komen dat in de typische wijze waarop de productie plausibel gemaakt wordt 
de idee van multicausaliteit besloten ligt Er kunnen meerdere productie-
bronnen zijn en tegelijkertijd kan één bron (oorzaak) meerdere effecten 
hebben Dit houdt tevens in dat er in principe meerdere proceslljnen zijn 
(vaak in een diagram met pijlen aangegeven) Men moet dit ook hier vooral 
zien als een methodisch uitgangspunt in het onderzoek naar oorzaken Ver-
plaatst men zich op het ontologische vlak, dan is het waarschijnlijk moei-
lijker om multicausaliteit aan te nemen Zo noemt Bunge, die een ontolo-
gisch oorzaakbegrip voor ogen staat, de uniciteit als kenmerk van een oor-
6) 
zakelijke relatie Hoewel dit naar onze mening te stringent is, kan het 
geen methodisch uitgangspunt zijn Als men in een fase verkeert van kennis-
verwerving, moet men rekening houden met de mogelijkheid van meerdere oor-
zaken Is de gevolgeigenschap continue dan zal de voorstelling voor meer-
dere oorzaken niet op bezwaar stuiten De totale verandering in deze eigen-
schap kan immers gezien worden als bestaande uit een aantal deelverande-
ringen daarin, die elk afzonderlijk toegeschreven kunnen worden aan een 
eigen oorzaak, verschillend van de ander In de padanalyse is dit de ge-
bruikelijke voorstellingswijze 
In een tabelanalyse, bestemd voor nominale variabelen, wordt zoals we reeds 
zagen, het kansaspect erbij betrokken Multicausaliteit verwijst dan niet 
naar het feitelijk voorkomen van het gevolg, maar naar de kans dat het 
gevolg optreedt In het voorafgaande is dit reeds toegelicht 
2 2 7 Transitiviteit 
Over het algemeen accepteert men ten aanzien van een causale relatie de 
idee van transitiviteit Het causale proces wordt dan opgevat als een 
stroom van gebeurtenissen, waarbij alle gebeurtenissen op een bepaald mo-
ment weer nieuwe gebeurtenissen doen ontstaan Onderzoekers schematiseren 
deze stroom door bepaalde lijnen in deze stroom af te bakenen en op ba-
sis van hun interesse begin- (A) en eindgebeurtenissen (C) daarin te on-
derkennen met daartussen èén of meerdere intermedierende gebeurtenissen 
(B) De causale relatie tussen A en С heet dan transitief wanneer A oor-
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zaak is van В en В oorzaak van С, A oorzaak is van С. De gebeurtenis A 
heeft met andere woorden middels В zijn werking op C. Het is een vereiste 
van een causale analysetechniek, zo wordt dan vervolgens wel gesteld, dat 
zij deze transitlviteit aan het licht brengt middels meting van de zoge­
naamde indirecte effecten. Zoals reeds eerder uiteengezet« zijn deze in de 
padanalyse te berekenen. Tabelanalyse met behulp van multlplicatieve mo­
dellen voldoet echter niet aan deze transltiviteitseis, hetgeen onder 
meer samenhangt met enkele eerder besproken elementen van causaliteit. Om­
wille van de elementen 'gradatie' en 'multicausaliteit' moet immers een 
probabilistische denktrant ingevoerd worden, waarmee het tegelijkertijd 
onmogelijk wordt aan de eis van transitlviteit te voldoen. Onder het 
punt 'determinisme versus probabilisme' is het waarom ervan uitgelegd. 
2.2.8 Researchoperaties, afleidbaar uit de causale relatie eigenschappen. 
Uit de besproken aspecten van een causale relatie die naar onze mening 
binnen het cross-sectionele onderzoek vrij algemeen aanvaard worden, zijn 
een aantal operaties c.q. onderzoeks- of analysecriteria af te leiden, die 
we hier in het kort zullen aangeven. Op twee na zullen ze in volgende hoofd­
stukken uitvoeriger aan de orde worden gesteld. De operaties, die we on­
derscheiden zijn: 
- Het onafkanketi-jk meten van de eigenschappen, die in het causale proces 
op basis van de onderzoeksvraagstelling worden geselecteerd. Het is een 
gevolg van het uitwendlgheidsaspect. Omdat deze operatie geheel losstaat 
van de analyse, zullen we hier niet verder op terugkomen. 
- Het ordenen van de variabelen volgens de richting van het causale pro­
ces, hetgeen voortvloeit uit het aspect van asymmetrie. In bijna alle 
komende hoofdstukken speelt dit ordeningscriterium een rol. Speciale aan­
dacht krijgt het echter in hoofdstuk 6 en 8, waar het in verband met de 
controle op zelfstandig concurrerende variabelen wordt besproken. 
- Het defin%êven van effecten. Aangegeven moet worden tussen welke cate-
gorieën van de eerder-geordende oorzaakvariabele A de verandering in de 
kans (of een bepaalde transformatie ervan) op een bepaalde categorie 
van de later-geordende gevolgvariabele В moet worden vastgelegd. 
Bij de bespreking van het productie-aspect is gebleken, dat het expli­
ciet aanwijzen van categorieën in het geval van nominale variabelen no-
dig is en, om graduele verschillen in causale effecten mogelijk te ma-
50 
ken, is gezegd dat de verandering in kansen moet worden uitgedrukt. De 
hoofdstukken 4 en 5 zijn aan dit onderwerp gewijd. 
- Het onderzoek naar constant-te van de verandering onder invoering van 
candidaat oorzaakvanabele (C) . Dit moet gezien worden als een poging 
het productie-karakter zo plausibel mogelijk te maken. Deze variabelen 
zijn in twee groepen te verdelen 
1. variabelen, die zowel voor A als voor В als candidaat oorzaak worden 
beschouwd, het zijn de sehijnmakende variabelen, dezelfde die in de 
analyse van Lazarsfeld moesten worden gecontroleerd. Omdat het hier 
een alom bekende operatie betreft, hebben we gemeend hier geen extra 
aandacht meer aan te moeten schenken. De wijze waarop het eventueel 
in de hier behandelde tabelanalyse uitgevoerd zou moeten worden, zal 
vanzelf impliciet duidelijk worden, 
2. in de tabelanalyse met behulp van multiplicatieve modellen komt er 
een belangrijke groep te controleren variabelen bij namelijk de varia­
belen, die alleen als oorzaak voor В worden beschouwd. Het zijn de 
zelfstandig coneurrerende variabelen. Het vormt een groep, waar veel 
tabelanalyses onder meer die van Lazarsfeld aan voorbij kunnen gaan. 
De tabelanalyse met multiplicatieve modellen moet hier expliciet op 
controleren, omdat de meting van de verandering van В ten gevolge 
van A van deze variabelen С afhankelijk is. In hoofdstuk 8 zullen we 
dit uitgebreid onder de aandacht brengen, 
Daarnaast is het onderzoek naar de constantie van de verandering onder 
verdere opsplitsina van de variabelen in relevante categorieën. Wil men 
Immers de uitspraken, die men doet, tevens laten gelden voor deze nader 
te onderscheiden subcategorieën, dan dienen de conditionele verdelingen 
in deze subcategorieën homogeen te zijn. Het criterium van homogeniteit 
speelt een belangrijke rol, ook wanneer men omgekeerd tot het samentrek-
ken van categorieën wil besluiten. In hoofdstuk 7 zal het een en ander 
hierover worden gezegd en geïllustreerd 
Een opmerking van algemene aard zouden we tot besluit van deze paragraaf 
nog willen maken. Alle hiergenoemde operaties hebben in een bepaald op-
zicht een keerzijde. In de practische situatie van een gegeven onderzoek 
zal men maar tot beperkte hoogte in staat zijn uitvoering eraan te geven. 
Men zal immers nooit volledig in staat zijn alle relevante variabelen en 
categorieën te controleren, niet steeds precies kunnen nagaan of de vari-
abelen onafhankelijk gemeten zijn, ook zal men er niet altijd zeker van 
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zijn dat de aangebrachte ordening de juiste is. Toch wordt dat voor een 
causale uitspraak vereist. Aan alle operaties corresponderen dus even zo-
veel veronderstellingen, namelijk dat alle overige operaties die men op 
dat vlak nog had moeten doen, maar heeft nagelaten, bij feitelijke uit-
voering een gunstig resultaat zouden geven. Van tabelanalyses wordt wel 
gezegd, dat zij in tegenstelling tot de padanalyse weinig assumpties telt. 
Vanuit statistisch oogpunt gezien is dat juist, vanuit causaal oogpunt 
blijken er dat vele te zijn. 
2.3 Het meten van samenhang. 
Een belangrijk element in de operationele definitie van causaliteit is de 
gecontroleerde samenhang (het causale effect) tussen oorzaak- en gevolg-
variabele als een plausibiliteitsargument voor de productie van het ge-
volg door zijn oorzaak. Als maat voor de samenhang wordt in de tabelana-
lysen met behulp van multiplicatieve modellen de zogenaamde oddsratio ge-
hanteerd. We zullen deze maat bekijken naast twee andere, het verschil van 
conditionele kansen en de ratio van conditionele kansen. Veel auteurs heb-
ben de verschillen tussen deze maten beschreven o.a. Cox (1970), Gille-
spie (1977), Goodman (1973, 1975), Knoke (1975), Lammers (1976), Lindsey 
(1973, 1975), Reynolds (1977) Nauw hiermee samenhangend komen nog twee 
andere onderwerpen aan de orde te weten het onderscheid naar variabele-
en categorie-niveau en het feit dat de genoemde maten van samenhang op een 
vergelijking van condities berusten. Vanwege de meer algemene aard van het 
laatste beginnen we hiermee 
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2.3.1 Het causale effect als resultaat van een vergelijking van condities. 
Bij alle categorieën van de oorzaakvariabele behoort een verdeling van de 
gevolgvariabele. Ze worden conditionele verdelingen genoemd. De maatstaven 
voor het causaal effect die hier ter sprake komen, hebben alle gemeen dat 
ze een vergelijking impliceren van deze conditionele verdelingen. Dat zal 
geen verbazing wekken, omdat elke kennis volgens velen tenslotte op verge-
lijken berust. Daar staat tegenover dat een dergelijke vergelijking in de 
menselijke ervaring van een oorzaak vaak niet geïmpliceerd ligt en op de 
tweede plaats zijn we van mening dat in het algemeen methodologisch woord-
gebruik van voldoende en/of noodzakelijke voorwaarden deze vergelijking 
wat naar de achtergrond wordt geschoven. 
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Als deelnemers aan het maatschappelijk leven Is het voor mensen veelal 
moeilijk om als het ware vanuit een hoger platform een vergelijking te 
treffen tussen datgene wat er zich binnen de vele condities afspeelt. 
Zij ervaren dan ook primair de condities waaraan zij blootstaan als ver-
antwoordelijk voor het gevolg, en meten zo het effect af van wat er zich 
binnen één conditie afspeelt. Dit hoeft niet altijd overeen te komen met 
wat uit zo'η vergelijking tussen condities zou resulteren. Zo kunnen er 
mensen zijn, die vanuit bijvoorbeeld christelijke beginselen sterk gemoti­
veerd zijn op een bepaalde politieke partij te stemmen, tegelijkertijd 
kunnen er echter evenzoveel meneen zijn, die om meer algemeen-humanitaire 
redenen deze partij aantrekkelijk vinden, terwijl weer andere - even sterk 
gemotiveerd - vanwege practische programma-punten deze partijen in gelij­
ken getale verkiezen. Worden in een onderzoek de verschillende stemmotie-
ven (als conditie) vergeleken, dan kan het effect van elk ervan - hoe door­
leefd ook - gering blijken. Zou men de effecten van de verschillende stem-
motieven als afzonderlijke effecten beschouwen, dan ontstaat het technische 
probleem dat deze niet te schatten zijn Men beperkt zich daarom tot het 
schatten van de onderlinge verschillen of verhoudingen van deze oorspron­
kelijke effecten, zodat slechte het meer-effect van de ene conditie boven 
de andere wordt verkregen. 
Behalve onze menselijke ervaring bevat ook het spreken in termen van vol­
doende of noodzakelijke voorwaarden de tendens om niet zozeer tussen als 
wel binnen condities te kijken. Het zijn twee termen die diepe wortels 
hebben in filosofische causallteitsopvattingen. In de onderzoeksliteratuur 
komt men ze vooral tegen in de meer algemeen methodologische literatuur 
(Kruyer, 1973, Hyman, 1955). Direct in verband met tabelanalyse worden ze 
gebruikt door Boudon (1971), Nowak (1960, 1975), Hildebrand (1974, 1975) 
Vanwege de sterke band van dit begrippenpaar met tabelanalyse (bij inter­
pretatie bedient men er zich wel van) zullen we er hier wat uitvoeriger 
bij stil staan met de primaire bedoeling het bovenstaande enigszins toe 
te lichten 
Het is vooral Nowak, die zeer diepgaand op deze materie ingaat Ook Boudon 
legt het startpunt van zijn dependentie-analyse in een noodzakelijke-vol-
doende voorwaarden-redenering die een stricte implicatie van de factoren 
met zich brengt, zegt vervolgens, dat er slechts van een zwakke implicatie 
sprake kan zijn, om tenslotte vast te stellen dat 'le langage de l'impli-
53 
cation est présent Mais l'existence des facteurs...(welke met in de ana-
lyse zijn opgenomen) fait qu'il est impossible d'énoncer une relation 
d'implication entre χ et χ (welke wel zijn opgenomen). Tout ce que nous 
pouvons attendre à observer est une со еЪаЬъоп entre les deux variables'. 
Zowel bij Boudon als Nowak is naar onze mening een sprong in de redene­
ring aanwezig, die doet vermoeden dat wat de gepractiseerde tabelanaly­
sen betreft het uitgangspunt van voldoende-noodzakelijke voorwaarden niet 
goed gekozen is. Omdat Nowak het meest uitgebreid hierover spreekt, zullen 
we vooral hem volgen. 
Op een nog vrij algemeen niveau betekent een oorzakelijke relatie tussen 
8) 
S (stimulus) en В (behavior) dat er een samenhang te zien moet zijn tus­
sen S en B, maar afhankelijk van het type oorzaak, zal ook het soort te 
observeren samenhang verschillen Onderscheid kan gemaakt worden tussen 
1. oorzaak S als een voldoende voorwaarde voor B. Dit betekent dat bij 
waarneming van S, steeds ook В moet worden waargenomen, dit prediceert 
met andere woorden een verdeling van В onder conditie S zoals in figuur 
2.1a is gegeven. 
ftguur ? Λα fbguur 2.1b 
s s s" 
В 
В 
• betekent dat elke waarneming in deze cel moet kunnen worden onderge­
bracht 
"> betekent dat het nog onduidelijk is of in deze conditie В of В wordt 
waargenomen. 
Gewoonlijk echter verstaat men onder een voldoende voorwaarde nog iets 
meer, namelijk een voorwaarde die de mogelijkheid van andere alterna­
tieve oorzaken A niet uitsluit, men spreekt dan liever van een 'vol­
doende, maar niet noodzakelijke voorwaarde' Dit houdt de predictie in 
dat В ook kan worden waargenomen als S niet optreedt (figuur 2.1b), 
oorzaak S als een noodzakelijke voorwaarde voor В Dit betekent dat, als 
S niet optreedt, В niet kan worden waargenomen, wat een predictie ten 
aanzien van de verdeling В onder S inhoudt (figuur 2 2a). 
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figuur ?. 2a 
S 
в 
в 
figuur 2.2b 
S S 
в 
в 
Ook hier bedoelt men gewoonlijk iets meer namelijk dat als S optreedt 
het mogelijk is, dat een supplementaire factor D (disposition) optreedt, 
zodat S en D tezamen (SD) het effect В realiseren, maar D hoeft ook niet 
op te treden tegelijk met S, zodat В niet altijd waargenomen hoeft te 
worden, als S optreedt, of В dan wel niet В geprediceerd moet worden, 
blijft dus in feite een open vraag (figuur 2.2b). Alen spreekt van S als 
een 'noodzakelijke, maar niet voldoende voorwaarde'. 
oorzaak S, als een noodzakelijke én voldoende voorwaarde voor B. Dit 
betekent dat de predictie van В zowel wanneer S optreedt als wanneer 
S niet optreedt, vastligt. Een combinatie van de figuren 2.1a en 2 2a, 
resulterend in figuur 2 3. 
fiauur 2.4 
S S 
figuur 2.3 
s S 
В 
в 
4. oorzaak S, als een noch noodzakelijke noch voldoende voorwaarde voor Β. 
Evenals 3 is ook dit een combinatie van 2 en 3, alleen dan gelet op het 
feit dat er zowel alternatieve oorzaken in het spel zijn (2.1b) als sup­
plementaire factoren (2.2b). S wordt dan wel een 'conducive factor' ge­
noemd, dat wil zeggen gecombineerd met D, is S een voldoende voorwaarde 
voor Β naast andere alternatieve oorzaken (Nowak, 1977). Predictie van 
Β is daardoor onmogelijk geworden in beide gevallen, S en S (figuur 2.4). 
Voordat we hier verder op zullen ingaan, merken we nu reeds op, dat bij ta­
belanalyse, waar het om het meer-effect van S boven S gaat, er nog in geen 
van de figuren, behalve figuur 2.3, van een oorzakelijk effect gesproken 
wordt. Zolang één van de condities of beide niet is ingevuld, kan er van een 
vergelijking van de twee immers geen sprake zijn. Niet de aanwezigheid van 
een nul-cel is immers dan wezenlijk, maar het verschil in voorkomen van В 
onder beide condities. Alleen bij oorzaak-type 3 (voldoende en noodzakelijk) 
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is het laatste criterium vervuld; bij de andere typen weet men dat niet. Het 
komt ons voor dat er hier twee verschillende uitgangspunten in het geding 
zijn, die terug te voeren zijn tot twee verschillende inductiemethoden van 
9) 
J.S. Mill. Zijn methode van overeenkomst en verschil dient ertoe om vol­
doende en/of noodzakelijke voorwaarden op het spoor te komen; de methode van 
concomitante variatie spoort op een andere wijze een oorzakelijke relatie 
op en lijkt meer aan te sluiten bij het vergelijken van condities. Helaas is 
het niet zo dat met beide methoden dezelfde resultaten worden verkregen. 
Om dit te illustreren werken we een wat ingewikkelder voorbeeld uit. We ne­
men daarvoor aan dat er een causaal proces is, zoals in het diagram van fi­
guur 2.5 is gegeven. De variabelen D-, S, D„, A en С zijn dlchotoom en on­
derling statistisch onafhankelijk. 
figuur· 2.b Causaal diagram (links) met daaruit voortvloeiende kansen ov В 
binnen de vier condities gegeven door A en S (rechts). 
S S 
P
c +
 { (I-PC) 
( 4 + PD2- 4
PD 2
) } 
V (1-pc)pDl 
P C + ( 1 - P C ) P D 2 
In dit causale proces selecteert een onderzoeker alleen de variabelen S, A 
en B. Hij ziet over het hoofd dat 5 en A beide niet voldoende zijn en met 
respectievelijk D1 en D aangevuld zouden moeten worden om В te doen optre­
den. Ook gaat hij voorbij aan een alternatief voldoende blok van factoren С 
Hij onderscheidt derhalve slechts vier condities AS, AS, AS en AS, waarbinnen 
hij de kansen op В vaststelt. Aangetoond kan nu worden, geheel voortbordurend 
op de hierboven gegeven omschrijving van voldoende en noodzakelijke voorwaar­
den, dat de vier conditionele kansen waaronder В optreedt, zijn zoals gege-
10) 
ven rechts in figuur 2.5 
Voor een numeriek voorbeeld zouden we kunnen denken aan een .40-.60 verde­
ling voor D , een .60-.40 verdeling voor S en .50-.50 verdelingen voor D , 
A en C. Dit zou dan de volgende tabel doen ontstaan: 
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A 
S S 
.85 75 
.70 .50 
hoofdeffect A 75 - 50 = 25 
hoofdeffect S .70 - 50 = .20 
hoofdeffect AS (.85 - 50)-(.25 + .20) = - 10 
Merkwaardig Is hier, dat volgens welke gebruikelijke maatstaven dan ook, er 
sprake is van een interactie-effect van A en S op B, terwijl in de reali­
teit van diagram 2 5 deze interactie ontbreekt. Gemakshalve kunnen we voor 
een meting van het hoofdeffect van A kiezen voor het verschil in propor­
ties bij afwezigheid van S, evenzo voor het hoofdeffect van S het verschil in 
proporties bij afwezigheid van A en voor het interactie effect het verschil 
in proporties voor AS en AS, verminderd met de som van de hoofdeffecten. 
Wat we hier constateren, komt overeen met onze indruk, die op meerdere uit­
gewerkte voorbeelden berust, en die we voorzichtig formuleren 
- als in de realiteit interactie aanwezig is, geeft deze interactie volgens 
de noodzakelijk-voldoende voorwaarde redenering een tabel, waarin ook 
volgens de gangbare criteria sprake is van interactie, 
- als er in de realiteit interactie ontbreekt en er alleen hoofdeffecten 
aanwezig zijn, is het zeer goed mogelijk dat de noodzakelijk-voldoende 
voorwaarde redenering een tabel geeft waarin volgens de gangbare crite­
ria interactie niet uitgesloten is 
Nu is natuurlijk niet de ene methode goed en de andere methode fout. De cau­
sale inferentie-principen lijken van elkaar te verschillen Het denken in 
noodzakelijke en voldoende voorwaarden en, daarop aansluitend, het hanteren 
van de methoden van overeenkomst en verschil zijn in hoofdzaak gericht op 
de verdeling van В binnen één conditie. Conditionele variantie-maten lijken 
daarom eerder geschikt als maten voor noodzakelijkheid of voldoendheid. Om 
bijvoorbeeld na te gaan in welke mate asperine afdoende is tegen hoofdpijn 
is het nuttig na te gaan wat de kans is dat dit middel helpt of niet helpt, 
het heeft voor dit doel minder zin na te gaan of andere middelen beter of 
slechter dan asperine zijn. Samenhang betekent hier dus dat S meer B, dan 
niet-B tot gevolg heeft. Pogingen om vanuit deze gedachte de gangbare maten 
te interpreteren (Boudon, 1971, Kang, 1972, 1973) calculeren echter ook 
steeds een vergelijking in met de situatie waarin S niet optreedt Dat heeft 
iets tweesporige. 
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Dezelfde tweesporigheid kent de multivariate analyse-techniek van Hilde-
brand e.a., die in hoofdzaak op bovenstaand principe berust (1974, 1975). 
Maten die in deze techniek centraal staan en waarvoor de onderzoeker zoals 
in de figuren 2.1 tot en met 2.4 bepaalde error-cellen (nul-cellen) moet 
aangeven (prediceren in hun terminologie), zijn sterk afhankelijk van de 
scheefheid van een betreffende conditionele verdeling. Er zijn nog twee 
andere hiermee samenhangende nadelen verbonden aan het denken in noodza-
kelijke en voldoende voorwaarden (Goodman, 1974b). Het eerste heeft vooral 
betrekking op de wijze waarop dit denken in de methode van Hildebrand een 
technische vorm heeft gekregen. Het betreft het verplicht vooraf-aangeven 
van error-cellen. Dit is strijdig met de idee, dat de onderzoeker in de 
meeste gevallen nog niet van de oorzaken op de hoogte is en dus daar niet 
toe in staat is. In dergelijke onzekere situaties lijkt het beter zich eer-
der te baseren op een vergelijking van condities. Een tweede meer algemeen 
bezwaar is dat het denken in noodzakelijke en voldoende voorwaarden steeds 
gepaard gaat met het denken in aan- dan wel afwezigheid van bepaalde eigen-
schappen. De aanwezigheid van het ene verschijnsel bepaalt de aanwezigheid 
van het andere. De andere categorieën worden als rest-categorieën zonder 
bepaalde Inhoud beschouwd. In de sociale wetenschappen komen dit soort 
eigenschappen vaak voor; al dan niet deelname aan demonstraties, al dan 
niet lid zijn van een vakbond. Daarnaast staan variabelen met duidelijk 
twee inhoudelijke categorieën; man en vrouw, hoog en laag milieu, links 
en rechts stemmen. De vraag naar het effect van bijvoorbeeld het sociaal 
milieu op het stemgedrag lijkt dan eerder aan te sturen op een vergelijking 
van hoog en laag milieu, wat in wezen een vergelijking is van de twee cate-
gorie-effecten op het stemgedrag, anders gezegd van het verschil in de ma-
ten, waarin belde milieugroepen afzonderlijk voldoende zijn. 
We ronden deze wat lange uitweiding over de triviaal klinkende opmerking, 
dat de causale effect-meting in de verschillende maten berust op een ver-
gelijking van condities van de oorzaak-variabele, af met de conclusie dat 
daarin een causaal inferentie-principe schuil gaat, dat waarschijnlijk het 
meest adequaat is voor die situatie waarin de onderzoeker onzeker is om-
trent de causale werking van meerdere variabelen met meerdere substantieve 
categorieën. Omdat deze situatie meer regel dan uitzondering is, zien we 
dan ook dat in verreweg de meeste nominale analyse-methoden (inzoverre we 
deze overzien) de gedachte van noodzakelijk en voldoende voorwaarden niet 
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aan de orde is en het relatieve meer-effect centraal staat. In het vervolg 
zullen we dit meer-effect dan ook kortweg, zoals gebruikelijk met het (cau-
saal) effect zonder meer aanduiden ofwel met de (causaal) effect-parameter, 
daarmee aangevend dat dit effect een bepaalde plaats in een model-functie 
heeft. 
2.3.2 Een onderscheid naar variabele- en categorie-niveau. 
Wanneer de oorzaakvariabele meer dan twee categorieën heeft, kan men op 
meerdere manieren vergelijkingen tussen categorieën maken. Dat geldt ook 
voor een gevolgvariabele. Spreekt men daarom met betrekking tot nominale 
variabelen van een samenhang, dan moet onderscheid gemaakt worden naar het 
categorie- en het variabele-niveau. Corresponderend hiermee is er naast de 
grote tabel van de twee variabelen een reeks van kleinere (2x2)tabellen te 
beschouwen. In figuur 2.6a en 2.6b zijn achtereenvolgens een kleine (2x2)ta-
bel en een grote tabel gegeven. 
Figuur ?.6a kleine Label. 
oorzaak-variabele A 
j J + l 
Ftauur 2.6b ¡rote Label. 
gevolg i 
varia-
bele В i + 1 
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1 2 J 
1 
2 
I 
pili 
P2ll 
pili 
Pll2 ··· 
P2l2 ··· 
P l l 2 •·· 
···
 p i U 
···
 P2lj 
··
 piU 
In de grote tabel heeft variabele A J categorieën (J=1,..,J) en variabele В 
Ι categorieën (1=1,..,1). De som van de conditionele kansen binnen één cate-
gorie van A is gelijk aan 1. Wanneer I en/of J groter zijn dan 2, zijn er 
meerdere (2x2)tabellen in de grote tabel te onderscheiden. Het is veelal 
gebruikelijk om deze kleinere tabellen zo te kiezen, dat ze elkaar horizon-
taal en vertikaal half overlappen (de kleine tabel links voor 1=1,..,1-1 en 
j=l,..,J-l). Maar noodzakelijk is dit niet; men kan ook andere dan opeen-
volgende categorieën nemen. Het is zelfs mogelijk om combinaties van cate-
gorieën te vergelijken. In hoofdstuk 4 en 5 wordt hierop uitvoerig terug-
gekomen. Maar hoe men de (2x2)tabellen ook samenstelt, er zijn (I-1)(J-1) 
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(2x2)tabellen te maken, die informatie bevatten welke niet in anderen be­
sloten ligt. Beide tabellen, de grote tabel en de deeltabel, hebben hun 
nut, de grote dient om een globaal inzicht te krijgen van de verandering 
in В tengevolge van A; de deeltabel verschaft meer precies inzicht hoe 
groot de verandering is tussen bepaalde categorieën en alle deeltabellen 
bij elkaar verschaffen dus (I-1)(J-1) detail-informaties. Maten voor samen-
hang tussen twee nominale variabelen zijn gebaseerd op deze detail-infor-
maties, maar drukken de totale samenhang uiteindelijk in één getal uit. De 
principen, die aan deze maten ten grondslag kunnen liggen, zijn onder meer 
die van de statistische onafhankelijkheid en reductie van onzekerheid 
(Goodman en Kruskal, 1954, 1959, 1963, 1972). Interpretatie van deze glo-
bale maten loopt dan ook langs de lijnen van deze nrincipen. Voor een cau-
sale interpretatie lenen zij zich evenwel moeilijker. Dan gaat het immers 
uiteindelijk om de vraag wat in A wat in В doet veranderen. Behoefte be­
staat er dan ook om na constatering van een globale samenhang op Varïabete-
nïveau tabel-intern te gaan kijken, waar er iets aan de hand is. In tegen-
stelling met deze globale samenhang zullen we de samenhangen in deeltabel-
len samenhangen op categorie-niveau noemen. In de regel kunnen samenhangen 
op variabele-nlveau als een indicatie beschouwd worden voor het al dan niet 
bestaan van samenhangen op categorie-niveau. We zullen nu enkele samenhangs-
maten op categorie-niveau aan de hand van een (2x2)tabel met i=l en J=l 
(figuur 2.6a) kort bespreken. 
2.3.3 Het verschil van conditionele kansen ρ - ρ . 
'lil Ί | ; 
Dit verschil wordt gewoonlijk aangeduid als het verschil in proporties, 
ervan uitgaande dat de kansen in relatieve frequenties worden uitgedrukt. 
Vermenigvuldiging van deze proporties met 100 geeft het percentage-verschil. 
De maat wordt in de practijk zeer veel gehanteerd. Ze staat ook centraal 
in de tabelanalysen, die met de pad-, c.q. regressie-analyse overeenkomen 
(Boudon, Coleman, Davis, Lazarsfeld). Zij deelt bijgevolg de gunstige eigen­
schappen van de padcoëfficient, ze is asymmetrisch, opsplitsbaar in causale 
componenten (transitiviteit, flexibiliteit) en constant onder controle van 
zelfstandig concurrerende variabelen. Het zijn eigenschappen die reeds eerder 
in dit hoofdstuk zijn toegelicht. Nog niet vermeld is een ander voordeel, 
dat er is wanneer in één regressie-analyse zowel interval als dichotome 
(of in dummies uiteengelegde polytome) variabelen zijn opgenomen. De maat 
functioneert dan als een regressie-coefficient, zodat de effecten van alle 
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variabelen onderling vergelijkbaar worden De afhankelijke variabele 
is in zo'η analyse meestal een dichotome 0-1 variabele, dit is een varia­
bele met scores 0 en 1 Minder vooordelig is het niet geringe interpreta­
tie-probleem dat daarmee tegelijkertijd in huis is gehaald, van het ver­
talen van voorspelde scores in voorspelde kanswaarden, twee begrippen die 
conceptueel niet vereenzelvigd kunnen worden Een naar gevolg is ook dat 
de voorspelde scores groter dan 1 of kleiner dan 0 kunnen worden, terwijl 
kanstheoretisch daar geen betekenis aan kan worden gehecht, kansen (pro­
porties) zijn immers gebonden aan de range 0-1 Men spreekt dan meestal 
van een statistisch-technisch ongemak, maar in wezen betreft het natuur­
lijk een moeilijkheid van niet-statistische aard Nu is dit ongemak ver­
waarloosbaar, als aan de voor ons gevoel strenge eis voldaan is, dat in 
een tabel alle conditionele kansen binnen een range vallen van 25 - 75 
(Goodman, 1975) Aangetoond is, dat dan technieken gebaseerd op het ver­
schil in proDorties gebruikmakend van additieve modellen, tot dezelfde re­
sultaten leiden als technieken, die de kansen wel in hun 'recht' laten en 
werken, met logoddsratio's en multiplicatieve modellen 
Er zijn nog andere nadelen verbonden aan deze maat Het tegelijkertijd op­
nemen van 0-1 variabelen binnen een padanalystlsch model met interval-
variabelen stuit op het probleem, dat de gewoonlijk toegepaste schattinp--
procedure (kleinste kwadraten methode) normaliteit van de verdeling van de 
afhankelijke \ariabele veronderstelt met constante vanantie voor alle waar­
nemingen, terwijl noch van normaliteit, noch van homoscedasticiteit bij een 
0-1 variabele sprake kan zijn Mathematisch gezien ligt het in het geval 
van een afhankelijke 0-1 variabele ook meer voor de hand van een binomiaal 
verdeling uit te gaan en niet voor ρ, maar voor de logistische transforma­
tie van ρ (logodds of logit) een model te construeren We zullen dat hier 
niet verder uitwerken, maar de geïnteresseerde lezer verwijzen naar de li-
ratuur (Lindsey, 1973, pp 120-122 en 1975, pp 48-49, Cox, pp 14-29) 
2 3 4 De ratio van conditionele kansen ρ /ρ 
Hl и; 
Hoewel naar uitvoering een even eenvoudige maat als het verschil in condi­
tionele kansen wordt deze maat door sociale wetenschappers veel minder 
gebruikt Het effect wordt hierin niet in een absoluut verschil maar pro­
portioneel uitgedrukt Het gaat dus niet om de vraag hoeveel, maar om de 
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vraag hoeveel keer ρ . groter is dan Ρ 1 ) 9· Tekstueel lijkt dit misschien 
een onnozel onderscheid, maar methodisch gezien spreekt hier een fundamen­
teel andere beoordeling van een causaal effect uit, die ons midden in de 
sfeer brengt van de multiplicatieve modellen met de daaraan verbonden ei­
gen mathematiek en statistiek. Durkheims 'coëfficiënt de preservation' (dit 
zijn de bedoelde ratio's) is een treffend voorbeeld van het totaal ande-
re karakter van deze maat. In Frankrijk kwamen bijvoorbeeld van 1889-1891 
106 zelfdodingen voor onder ongehuwde vrouwen tussen 20-25 jarige leeftijd 
en 53 onder de gehuwde vrouwen van dezelfde leeftijdsklasse, beide aan-
tallen per 1 miljoen inwoners. De 'coëfficiënt de preservation' is daarom 
.5, hetgeen betekent dat de gehuwde staat de vrouw van zelfdoding 'weer-
houdt' met een fractie .5 in vergelijking met de ongehuwde staat of omge-
keerd dat de ongehuwde staat de vrouw met zelfdoding 2 maal zoveel belast 
als de gehuwde staat. Gemeten naar het verschil in proporties zou het ef-
fect .0106 - .0053 = .0053 zijn, hetgeen als een flinke onderwaardering 
van de samenhang beschouwd zou kunnen worden. Mathematisch krijgt de eer-
ste effect-beoordeling (ratio van kansen) vorm in een multiplicatief model, 
terwijl de laatste (verschil van kansen) in een additief model tot uitdruk-
king komt. Stellen we het gehuwd zijn (G) en het ongehuwd zijn (G) als een 
dichotomie voor, en noteren we zelfdoding met Ζ dan zouden dit de beide mo­
dellen kunnen zijn: 
additief model multiplicatief model 
"Z IG 
zodat 
PZ |G " P Z I G 
In het additieve model staat, dat de kans dat een ongehuwde vrouw zichzelf 
13) 
doodt een effect ε is van alle overige eigenschappen . Is de vrouw ge­
huwd, dan wordt daarbij opgeteld het effect van het gehuwd zijn α . Dit be-
tekent dat, welke uitwerking de overige factoren ook hebben de toename van 
de kans op zelfdoding ten gevolge van het gehuwd zijn, altijd constant 
blijft namelijk p_ ._ - ρ .— (=oO- In het multiplicatieve model ligt 
Ζ |G ZIG G 
dit anders; daar gaat het weliswaar ook om de effecten c_ en α , maar dat-
Z G 
PZlG -
PZIG = 
zodat 
p
z |G/P: 
°G 
ζ IG" 
e
z 
ε
ζ 
=
 "G 
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gene wat toegevoegd wordt aan p„•—• door toedoen van het gehuwd zijn (et ) 
ZIG G 
is niet meer constant, maar afhankelijk van p_.— (=e ). Dit verdisconteren 
ZIG Ζ 
van een beginsituatie ie typisch voor effectparameters ineen multiplicatief 
model. Lindsey (1975) spreekt in dit verband van een correctie op de range. 
De vorige maat, het verschil in conditionele kansen in het additleve model 
heeft deze eigenschap niet. Over de gehele range van kanswaarden (0-1) 
worden in dit model gelijke verschillen tussen twee conditionele kansen ook 
als gelijke effecten beschouwd. Dit wordt als een nadeel van deze maat ge­
zien. Immers in principe kan als de beginsituatie (p —) heel hoog (of heel 
Ζ |G 
laag) is, door toedoen van het effect α de range van 0-1 overschreden wor-
G 
den. Bij multiplicatieve modellen kan dat niet; en dat is kanstheoretisch 
een voordeel. De vraag blijft evenwel of dat ook inhoudelijk theoretisch 
een voordeel is. Wordt bijvoorbeeld het effect van het gehuwd-zijn in Frank­
rijk (53/106 = .50) terecht als een groter effect op zelfdoding beschouwd dan 
in een landje met 1000 gehuwde en 1500 ongehuwde vrouwen die zichzelf do­
den (1000/1500 = .67)? Dat is een vraag, die niet algemeen is te beantwoor­
den. 
Een andere eigenschap van deze maat - die hierboven al opgevallen zal zijn -
is dat het keerpunt van de samenhang niet 0 is maar 1. Bij 1 zijn de beide 
proporties aan elkaar gelijk, zodat er geen samenhang is. Het teken is met 
andere woorden niet van belang (groter of kleiner dan 0), maar de mate waar­
in de samenhang groter of kleiner dan 1 is en dit dan verstaan als een pro­
portionele afstand tot 1. Intuïtief is dit lastiger. Een effect van .50 is 
bijvoorbeeld sterker als een effect van .67. Men geeft er daarom wel de 
voorkeur aan met logarithmen te werken, waardoor het keerpunt bij log 1 = 0 
komt te liggen en getallen op het teken na dezelfde mate van samenhang aan-
geven. 
We bespreken deze maat niet vanwege de tot nu toe opgesomde eigenschappen. 
Deze zijn gunstig te noemen, zeker ook de misschien nog weinig benadrukte 
eenvoud. Toch wordt ze niet veel gebruikt. Dat kan ook zeker niet liggen 
aan de onmogelijkheid haar in een roultivariaat verband toe te passen. Wat 
vooral bezwaarlijk van deze maat is, is dat op twee wijzen de samenhang 
in een (2x2)tabel ermee uit te drukken is en waarden worden verkregen, die 
met elkaar in een onduidelijke relatie staan. Stel bijvoorbeeld twee con-
ditionele verdelingen als in: 
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A A 
1.00 1.00 
Hierin zijn twee ratio's van proporties te berekenen 80/ 40 = 2 en 
.20/.60 = .33. 
De laatste ratio is bijvoorbeeld niet het tegengestelde (-2) of het omge­
keerde (£) van de eerste Dit verschil in waarden ten gevolge van een ande­
re keuze van een rij in de tabel vormt een ernstig bezwaar van het gebruik 
van deze maat Gebruik lijkt ons daarom alleen dan raadzaam wanneer de af­
hankelijke variabele dichotoom is met een duidelijke inhoudsloze afwezig-
heidscategorie, zoals bijvoorbeeld al dan niet zelfdoding in het voorbeeld 
van Durkheim, immers dan is de keuze van de rij niet arbitrair Komt daar 
in zo'η geval nog bij, dat de proporties van de inhoudelijke categorie erg 
laag zijn in vergelijking met die van de andere categorie, dan komt ons 
deze maat als een goede keuze voor, ze is Immers gevoelig voor kleine ver­
schillen in lage proporties We merken overigens op dat bij erg scheve 
conditionele verdelingen de waarde van deze maat de waarde van de oddsratio 
dicht benadert en de keuze tussen deze maten arbitrair wordt. 
2.3 5 De oddsratio (p /p )/(D /p ) 
lil ¿11 112 ¿\? 
Veel van de bezwaren die kleven aan beide voorafgaande maten, worden onder-
vangen door de oddsratio, een maat die onder meer in tabelanalyse van Good-
man een centrale plaats inneemt en met de verwachte toename in populariteit 
van deze methode ook aan practische betekenis zal winnen De duidelijke 
verbetering in vergelijking met de voorafgaande maten gaat echter gepaard 
met een verlies aan eenvoud en direct practische interpreteerbaarheid We 
zullen hier kort op haar belangrijkste eigenschappen en interpretaties in-
gaan. 
De oddsratio is een ratio van odds en odds zijn op hun beurt ratio's van 
kansen binnen één bepaalde conditie van de oorzaak-variabele(n) Voor een 
(2x2)tabel zijn er dus 2 odds te weten (p /p ) en (p /p ) Neemt 
men hiervan de loparithmen met prondtal e, dan spreekt men van lopodds of 
kortweg log its en de ratio tussen de lojrodds heet logoddsratio 
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Deze termen zijn vooral in zwang, wanneer de variabelen dichotoom zijn. 
Wanneer er geen verdere aanduidingen in een tekst staan, dan kan men ervan 
uitgaan dat zulks het geval is en bovenstaande definities bedoeld zijn 
Omdat voor een dichotome gevolgvarlabele geldt, dat ρ ι = i - ρ.ι ,( is de lo-
glt voor j te schrijven als log (ρ /(1-ρ )) De transformatie die ρ 
omzet in deze logit, wordt de lopistische transformatie genoemd. In 
hoofdstuk 4 en 5 zullen we nog een aantal varianten van logits с q. logodds-
ratio's zien Wat hier gezegd wordt over de meest gebruikelijke oddsratio, 
is ook van toepassing - mutatis mutandis weliswaar - op deze varianten. We 
zullen eerst ingaan op de meer technische eigenschappen, daarna meer op 
aspecten van interpretatie 
Met de percentage-ratio heeft de oddsratio gemeen, dat er multiplicatieve 
modellen aan corresponderen. In het volgende hoofdstuk komt de constructie 
van deze modellen uitvoerig aan de orde, zodat we deze modellen hier achter­
wege laten. Wat ermee samenhangt, is dat de oddsratio (evenals de logodds-
ratio) ook een correctie op dl range kent, zodat overschrijdingen van de 
range 0-1 voor de kanswaarde niet mogelijk zijn. Deze correctie is echter 
nu tweezijdig, wat voor gevolgvariabelen met twee inhoudelijke categorieën 
beter is Om een beeld te krijgen wat deze correctie inhoudt, is in figuur 
2 7 een grafiek gegeven, waarin op de X-as de kans ρ , staat en op de Y-as 
de waarde van de verschillende samenhangsmaten voor de (2x2)tabel, ervan 
uitgaande, dat I^i^ = Ρ
Ί
Μ
 + 1 
?irnmv P.7 Waarden van de àrie bcschouude samenhanaamaten voor ρ , -ι9,.., 1 
verschil van proporties 
logratio van proporties 
logoddsratio 
- op de X-as staat ρ 
Mi 
op de Y-as staat de waarde van de 
sanenhang 
1 .2 Λ A .5 Λ .7 .ö .δ .1 
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De grafiek laat zien, dat het verschil in proporties (de onderbroken lijn) 
constant is en gelijk aan -.1. De log van de ratio van proporties (de 
fijne stippellijn) varieert sterker naarmate P,., kleiner wordt, wordt 
dus gevoeliger voor kleinere kanswaarden. De logoddsratio (de gesloten 
lijn) daalt zowel links als rechts op de X-as sterk en is dus gevoelig 
voor zowel kleinere als voor grotere kanswaarden. Ook is te zien dat deze 
gesloten lijn links practisch samenvalt met de fijne stippellijn (log ra­
tio proporties), zodat de keuze van welke maat men moet gebruiken bij klei­
ne kanswaarden, arbitrair is. Wanneer zowel p. als P 1 | 9 binnen de range 
vallen van .25 en 75., dan wordt de logoddsratio als redelijk stabiel be­
schouwd (in de grafiek is dit Interval op de gesloten lijn met dwarsstre-
pen aangegeven) en kan men ervan uitgaan, dat de uitkomsten van een ana­
lyse met de logoddsratio sterke overeenkomsten vertonen met die van een 
analyse met het verschil in proporties als centrale maat. Buiten die 
range kunnen belde uitkomsten van elkaar afwijken en de afwijkingen zullen 
vanzelfsprekend groter worden naarmate ет meer extreem hoge en/of lagere 
kanswaarden voorkomen. In de extreme gebieden op de X-as wijken twee sa­
menhangen, uitgedrukt in de logoddsratio sterk van elkaar af, maar blijven 
gelijk Indien uitgedrukt in het percentage-verschil. Ook het omgekeerde kan 
natuurlijk voorkomen, logoddsratio's die gelijk zijn, maar verschillen in 
proporties die van elkaar afwijken. Uitspraken van interacties of relatieve 
importantie zijn dus in deze extreme gebieden sterk afhankelijk van de ge­
kozen maat. 
De oddsratio varieert evenals de ratio van proporties tussen 0 en ^ met 1 
als keerpunt Is de oddsratio gelijk aan 1 dan is ρ /ρ = ρ /ρ , 
У Ъ J
 *1 |1 2|1 *1 |2 *2|2 
hetgeen Impliceert dat er In de (2x2)deeltabel sprake is van statistische 
onafhankelijkheid. We hebben reeds gewezen op het ongemak, dat dit met zich 
meebrengt bij het interpreteren, vandaar dat meestal met de logarithmen 
van de oddsratio wordt gewerkt. Deze loopt van -«tot +»met een keerpunt 
in 0, zodat dezelfde waarde met verschillend teken op dezelfde samenhang 
dulden. Over het algemeen Is dit gemakkelijker, maar dat neemt niet weg, 
dat het logarithmiseren uiteindelijk maar een hulpmiddel is, geschikt 
voor een globaal beeld. Als men voor een meer nauwkeurige interpretatie 
kiest zal men terug moeten gaan naar de oorspronkelijke oddsratio's 
In tegenstelling tot de beide voorafgaande maten is de (log)oddsratio sym­
metrisch, hetgeen betekent, dat men dezelfde waarden verkrijgt als men de 
conditionele verdelingen van een variabele vergelijkt onder condities van 
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de ander dan wel omgekeerd. Voor één (2x2)tabel Is er maar één waarde. 
Meestal wordt dit symmetrisch karakter als een nadeel ervaren, omdat het 
niet lijkt te stroken met de asymmetrie van causale proceseen. Maar men 
moet een goed onderscheid maken tussen het symmetrisch karakter van een maat 
en het symmetrisch karakter van modellen. Causale processen worden in a-
symmetrlsche modellen omgezet en de effecten in deze modellen staan voor 
asymmetrische causale relaties. De waarden van de (log)oddsratio is dan 
de numerieke uitdrukking van een asymmetrische relatie. Dat de waarden 
van het tegenovergestelde effect (dat wil zeggen de parameter in het mo-
del, dat op grond van een tegenovergesteld causaal proces geconstrueerd 
zou kunnen worden) dezelfde waarde zal aannemen, doet daar niets aan af. 
Men zou een parallel kunnen trekken met de padcoefficiënt, die het effect 
meet van een interval-variabele A op een interval-varlabele B, aangenomen 
dat er niet meer variabelen relevant zijn en in het model moeten worden 
opgenomen. De waarde van deze coëfficiënt (=P.n) Is ook gelijk aan de te-
genovergestelde effectmeting als het proces van В naar A liep. Dat soort 
afleidingen zijn mathematisch, gezien de definitie van de coëfficiënt, 
juist maar zijn vanuit een causaal gezichtspunt niet relevant. Bij de 
introductie van de padanalyse in de sociale wetenschappen is een soortge-
lijk debat gevoerd over mathematische consequenties versus causale uit-
gangspunten, die soms met elkaar in strijd lijken (Polk, Robinson en Bla-
lock, 1962). Een andere situatie doet zich voor, als men op grond van een 
causaal proces in beide richtingen tot een symmetrisch model zou beslui-
ten. De oddsratio is dan ook een meting van beide verschillend gerichte 
effecten en de informatie die deze dan bevat is, zoals we nog zullen zien, 
voor beide richtingen niet onjuist. 
Een vermeldenswaard voordeel dat uit het symmetrisch karakter volgt, is 
dat daarmee de mogelijkheid is gegeven om een causale relatie van A naar 
В te bestuderen met behulp van data, die met 'reversed'-sampling (van В 
naar A) zijn verkregen; men kan met andere woorden binnen de categorie van 
de gevolgvariabele В steekproeven trekken om daarbinnen de conditionele 
verdelingen van de oorzaakvariabele A op te stellen. De dan berekende odds­
ratio' s kunnen vanwege hun symmetrische eigenschap beschouwd worden als 
metingen van de causale effecten van A op B. Gebruik van de oddsratio's 
met dit doel vindt onder andere plaats in het zogenaamde patiënt-controle 
onderzoek, een veel voorkomend onderzoekstype in de epidemiologie, waarin 
mensen met een bepaalde ziekte worden vergeleken met mensen die niet aan 
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die ziekte lijden (Sturmans, 1982) 
Keren we nu naar de meer interpretatieve aspecten van de (log)oddsratio. 
Er zijn vier typen interpretaties te onderkennen, één algemene en drie 
die afhankelijk van het onderzoeksprobleem meer of minder voor de hand 
liggen 
1. Interpretatie in termen van statistische onafhankelijkheid dan wel af-
hankelijkheid. Immers als de oddsratlo gelijk is aan één dan ie de 
kansverdeling van de gevolgvariabele В onder conditie А - 1 gelijk aan 
die van В onder conditie А = 2. Naarmate de oddsratio een waarde aan­
neemt die verder van één afwijkt, gaat de kansverdeling in de (2x2)ta-
bel meer afwijken van de kansverdeling onder statistische onafhankelijk-
heid. Dit interpretatie-type is algemeen toepasbaar. 
2. Een odds is per definitie de verhouding van twee conditionele kansen. 
Als zodanig is de odds een maat voor de spreiding over twee categorieën. 
Is de odds gelijk aan 1, dan is de variabele gelijk verdeeld voor wat 
deze categorieën betreft; waarden ongelijk aan één wijzen op scheef-
heid van de verdeling De oddsratio kan men bijgevolg beschouwen als 
een maat, die aangeeft in welke mate twee conditionele verdelingen, 
voor wat de beschouwde categorieën betreft, verschillen in scheefheid. 
Het beste komt deze zienswijze tot zijn recht als de gevolgvariabele 
dlchotoom is immers dan worden de spreidingen van de gehele variabele 
als zodanig tussen twee condities met elkaar vergeleken. Binnen be-
paalde inhoudelijke contexten kan het beter uitkomen de oddsratio als 
een vergelijking van spreidingen (varianties) te zien Zo kan men de 
mate van consensúe over een bepaalde zaak (voor/tegen) in de ene groep 
willen vergelijken met die in andere, of de mate van umformïtett in 
een gedrag (rookgedrag, kijkgedrag). De politicoloog Rae (1970) spreekt 
van de mate van fvact%ondt%sevina waar het om stemgedrag (republikeins/ 
democratisch) gaat en Laponce en Uhler (1974) hebben deze gedachte ver-
der in het kader van loglineaire modellen uitgewerkt. Bij al deze meer 
inhoudelijk geduide begrippen heeft men bepaalde (bevolkings)groepen 
voor ogen, waarbinnen de verdelingen van een bepaald kenmerk verschil-
lende soreidingen kennen Dit wijkt enigszins af van wat men zich in 
een causale gedachtengang voorstelt. Het zijn dan meer de individuele 
kansen, dat wil zeggen verdelingen die gelden voor het individu, waar-
op de aandacht gericht is Vanuit het oogpunt van interpretatie is dat 
een andere zienswijze hoewel het methodologisch volkomen arbitrair is 
uelkc zienswijze men verkiest 
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3. Het meest gebruikelijk is de odds te zien als een ratio van kansen, die 
gelden voor het individu. In de medische statistiek (Armitage, 1973) 
14) 
spreekt men zo van het relatieve risico , dat er voor het individu 
bestaat om de ene ziekte wel of niet te krijgen. Dit relatieve risico 
kan dan bijvoorbeeld door inenting verminderen en de oddsratio geeft 
dan de mate aan waarin dit relatieve risico vermindert De term risi-
co Impliceert echter een gevaar of dreiging voor de mens en in veel 
contexten zal ze daarom geen geschikte term zijn Veelal zal de term 
'relatieve slaagkans' of 'relatieve eucceskans' beter passen wanneer 
het meer algemeen om de resultaten van menselijke inspanningen gaat 
zoals opvoeding, onderwijs, arbeid De meest algemene aanduiding voor 
de odds is natuurlijk de neutrale term kansverhouding of relatieve kans 
De oddsratio is dan de toe- of afname-coefflcient in deze relatieve 
kansen, wanneer er een verandering plaats vindt van de ene conditie 
naar de andere. Dit komt in het volgende, wat rechtstreeks volgt uit de 
definitie van de oddsratio, goed tot uitdrukking 
Plll ,.„ .. Pl|2 
= oddsratio 
P2|l P;|2 
In woorden de relatieve kans in conditie 1 is een bepaalde fractie van 
de relatieve kans in conditie 2. Deze interpretatie is enigszins verge-
lijkbaar met die van de regressie-coefficlent Deze geeft de verandering 
van een score op een afhankelijke variabele Y aan, wanneer je on X van 
de ene categorie naar de volgende gaat. Hier duidt de oddsratio op de 
verandering in de relatieve kans, als je van de ene categorie van de 
nominale variabele naar de andere gaat. 
Wat verder opvalt is, dat er steeds 2 categorieën van de gevolgvariabe-
le in het geding zijn Daarin wijkt de oddsratio af van beide voorgaan-
de maten en is ze gecompliceerder dan deze. Toch moet men dit vanuit 
een causale gezichtshoek niet helemaal als een nadeel zien. De productie, 
als een van de meest belangrijke aspecten van causaliteit, kan immers 
het beste aangegeven worden als een door de oorzaakvariabele teweegge-
brachte verandering van de ene categorie naar een andere categorie in 
de gevolgvanabele. De beide voorgaande maten laten de lezer in het on-
gewisse ten gunste van (of ten nadele van) welke andere categorie de 
verandering plaats vindt. Wat bij deze maten verkregen kan worden door 
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een inspectie van de totale tabel, wordt bij de oddsratio dus vooraf in 
de maat ingebouwd. 
4 Hebben de voorafgaande interpretatie-typen vooral betrekking op de odds-
ratio het laatste heeft alleen betrekking op de logoddsratio Het Is 
Bock (1975) geweest, die heeft laten zien dat deze maat in termen van 
relatieve voorkeuren geïnterpreteerd kan worden. Hij zegt dat veel ge-
volgvariabelen als zogenaamde respons-variabelen gezien kunnen worden, 
die uit een aantal (zeg I) categorieën bestaan, waaruit de respondent 
er eentje als resultaat van een keuzeproces kiest. Bij elke categorie 
(zeg i) kan een continue variabele gedacht worden, die inhoudelijk is 
te omschrijven als de neiging die categorie te verkiezen. Er zijn dan 
I van deze variabelen te onderscheiden, waarvan aangenomen wordt dat 
ze multinormaal verdeeld zijn. Bock bewijst nu, dat het gemiddelde van 
de variabele, die op categorie i betrekking heeft gelijk is aan (log 
ρ - Σ-_ log ρ ). Voor een vergelijking van twee gemiddelden bijvoor­
beeld van de variabelen, die op categorie 1 en 2 betrekking hebben, 
kan men het verschil nemen van belde gemiddelden, hetgeen resulteert in 
log ρ - log ρ (=log ρ /ρ ). De logit kan daarmee geïnterpreteerd wor-
den als de relatieve voorkeur (of gewoon voorkeur) voor categorie 1 bo-
ven categorie 2 Zo kan men ook tussen twee condities van de oorzaak-
variabele de respectievelijke logits met elkaar vergelijken in de log-
oddsratio De logoddsratio kan men dan interpreteren als een verande-
ring in de relatieve voorkeur tengevolge van de oorzaakvarlabele. 
Het spreekt vanzelf, dat de interpretatie-mogelijkheid, die Bock hier 
aandraagt voor sociaal-wetenschappers zeer aantrekkelijk is. In veel 
sociaal-wetenschappelijk onderzoek zal zijn visie goed aansluiten bij 
het antwoordproces, zoals zich dat bij het individu ten tijde van de 
ondervraging heeft afgespeeld Voor veel afhankelijke variabelen is de 
scoring immers niet louter een mededeling van de schaalwaarde die men 
heeft (zoals bij leeftijd, inkomen), maar geschiedt zij pas na een af-
weging van keuze-alternatieven. 
In dit hoofdstuk is getracht in vogelvlucht een schets te geven van de wij-
ze waarop causaliteit in verband kan worden gebracht met tabelanalyse, in 
het bijzonder tabelanalyse met behulp van multiplicatieve modellen Vanwege 
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de breedte van dit onderwerp is het noodzakelijk geweest uit de vele pro-
blemen er slechts een aantal te selecteren en in slagorde te plaatsen. Ze 
diepgaand uitwerken is niet de opzet geweest. Het doel was slechts om van-
uit het brede causaliteits perspectief een concreet werkplan aan te geven 
zoals dat zou kunnen gelden voor de genoemde tabelanalysen. Het raamwerk 
van dit plan is gegeven; in de volgende hoofdstukken zullen de onderdelen 
worden uitgewerkt en geïllustreerd. 
3. DE ANALYSE VOLGENS MULTIPLICATIVE MODELLEN: 
DE (2X2)TABEL 
De analyse van een tabel met behulp van muitiplicatieve modellen doorloopt 
een proces, waarvan in dit hoofdstuk de belangrijkste elementen in één keer 
worden gegeven. Het gaat daarbij zowel om hoofdgedachten als om hoofdproce-
duren. Zij centreren zich rond de vraag, hoe met behulp van de frequenties 
in een tabel de (causale) effecten in een multiplicatief model kwantita-
tief gewaardeerd kunnen worden. Omdat de weg van frequenties naar effecten 
lang is, is het analysegeval eenvoudig gehouden en beperkt tot een (2x2)ta-
bel. In paragraaf 3.1 zullen we meer globaal de gedachtengang van de analyse 
aangeven. De daarop volgende paragrafen zullen besteed worden aan de hoofd-
momenten, te weten steekproefmodellen (paragraaf 3.2), verklaringsmodellen 
(paragraaf 3.3) en modelselectie (paragraaf 3.4). 
Om de uitleg van het een en ander wat te vergemakkelijken presenteren we 
eerst een inhoudelijke (2x2)tabel. Het is de bedoeling, dat geleidelijk aan 
in latere hoofdstukken bij het ingewikkelder worden van de analyses deze 
(2x2)tabel verder uitgebreid wordt, zodat uiteindelijk in hoofdstuk 7 de 
oorspronkelijke grote tabel (tabel 7.1), ineens geanalyseerd wordt. De grote 
tabel is afkomstig uit Collaris, e.a. (1978). 
tabel . .1 Aantal ! en Jongeren van ae generatie 19C5 uit het îaqer en midden 
nilieuj dat wel/^een diplome a.v.o., l.h.o., ν.w.o. heeft behaald: 
tur jen haakjes de percentages. 
lager milieu midden milieu 
diploma 
a. ν. o. , 
1.b.o., 
V.w.o. 
geen 
diploma 
461 (63.3) 
267 (36.7) 
586 (74.6) 
199 (25.4) 
1047 (69.2) 
466 (30.8) 
Totaal 728 (100.0) 785 (100.0) 1513 (100.0) 
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Tabel 3.1 bevat de steekproef aantallen van Nederlandse jongeren (jongens 
en meisjes) uit een bepaald milieu van herkomst, dat een diploma algemeen 
vormend onderwijs (a.v.o), lager beroepsonderwijs (l.b.o) of voortgezet we-
tenschappelijk onderwijs (v.w.o) al dan niet heeft behaald. 
De populatie, waaruit de steekproef getrokken is, wordt in het betreffende 
onderzoek aangeduid met 'de generatie 1965*. Het zijn de jongens en meisjes, 
die in het schooljaar 1964/1965 in de 6e klas van de lagere school zaten. De 
steekproef, proportioneel naar geslacht gestratificeerd, wordt in het rap-
port representatief genoemd. De steekproef is verschillende malen benaderd 
onder meer in 1974 voor gegevens omtrent de afsluiting van het secundair on-
derwijs. Het milieu van herkomst is geïndiceerd naar het beroep van de va-
der. 
De cellen van bovenstaande tabel bevatten de frequenties, die voor de onder-
zoeker het empirisch uitgangspunt zijn. Ze worden Geobserveerde frequenties 
of kortweg observaties of frequenties genoemd. Met behulp van deze frequen-
ties zullen de effecten berekend moeten worden, welke het milieu (lager en 
midden) heeft op de individuele kans van het kind om een diploma te behalen. 
3.1 Kansen, frequenties en causale verklaring. 
Zoals al eerder is opgemerkt, is het over het algemeen minder direct inzich-
telijk, hoe frequenties iets kunnen zeggen over de mate waarin gedrag van in-
dividuen door bepaalde factoren beïnvloed wordt. Bij de gebruikelijke regres-
sie-analyse waarin het individuele gedrag teruggevoerd (geregresseerd) wordt 
op een aantal individuele eigenschappen, lijkt dit veel meer voor de hand te 
liggen. Bij de tabelanalyse ontstaat al snel de indruk, dat het niet gaat 
om het individuele gedrag van mensen, maar om de samenhang tussen variabe-
len op het niveau van de populatie. Toch is dit in principe niet zo en ver-
schilt de start van de analyse-redenering maar nauwelijks. Die ligt namelijk 
niet bij de feitelijke score van een individu (bijvoorbeeld het al dan niet 
behaald hebben van een diploma), maar bij de kans dat het individu een di-
ploma behaalt. 
Nu is deze individuele kans een veel fluider uitgangspunt dan zijn harde 
score. Het individu hoeft het namelιjk niet gedacht of gedaan te hebben, er 
bestaat voor hem slechts een kans, dat hij iets denkt of doet Dit wil even­
wel niet zeggen dat deze kans minder reëel zou zijn dan zijn feitelijk ge-
drag. Ook in het dagelijks leven ervaren wc een kans als iceel-bestaand voor 
het individu. Bij een donker bewolkte hemel ervaren we nu eenmaal dv kans 
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om nat te worden groter dan bij heldere hemel en we houden er reëel rekening 
mee door in het eerste geval een regenjas aan te trekken. 
Maar ook al is de kans waaronder een bepaald individu een gedrag of mening 
tentoonspreidt een reële zaak, de vaststelling van deze kans voor het Indi-
vidu is niet zo gemakkelijk Klassiek is de omschrijving van kans als zijnde 
de fractie van het aantal gunstige uitkomsten op het totaal aantal mogelijke 
uitkomsten van een bepaalde gebeurtenis (onder voorwaarde dat alle uitkomsten 
even waarschijnlijk zijn). Voor het empirisch onderzoek is het gebruikelijk 
deze klassieke omschrijving te vertalen in relatieve populatiefrequenties, in 
dit voorbeeld het aantal diploma-bezitters op het totaal aantal jongeren. 
Gewoonlijk vat men een dergelijke kans op als een kans voor de onderzoeker op 
het tijdstip van de waarneming (1974) om een jongere waar te nemen die in het 
bezit van een diploma is. Evenzo goed zou men echter deze kans kunnen opvat-
ten als een kans bestaande voor de jongere vóór het tijdstip van de onderzoeks-
waarneming, bijvoorbeeld in 1965 bij het verlaten van de lagere school, om 
in 1974 een diploma in bezit te hebben. Toch doet men dat gewoonlijk niet 
Slechts zelden zal men geneigd zijn de relatieve frequenties in een populatie 
op te vatten als kansen, die gelden voor de individuele persoon. Op een tref-
fende wijze wordt dat geïllustreerd door de bekende anekdote van de 100-jari-
ge Op de heuglijke dag van zijn verjaardag wordt deze toegesproken door de 
burgemeester, die op het eind van zijn speech de wens uitspreekt, dat de 
feesteling nog lang in hun midden zal blijven De hoog-bejaarde - hiervoor 
niet het minst bevreesd - antwoordt geruststellend, dat hij nog zeker lang 
in hun midden zal blijven, omdat de kans dat een mens sterft op 100-jarige 
leeftijd of ouder nu eenmaal uiterst gering is Deze anekdote geeft precies 
aan, dat het bij de vraag of een kans geldt voor een individuele persoon, aan-
komt op de mate waarin de voor die persoon relevante condities gespecificeerd 
zijn. Dit zal nooit volledig het geval zijn, maar het is duidelijk dat infor-
matie, die men als onderzoeker omtrent deze condities heeft de bepaling van 
de subjectieve kansen kan verbeteren In plaats van subjectieve of individue-
le kans spreekt men daarom ook wel van logische kans (Good, 1959, Salmon, 
1971), omdat deze kans berust op het rationele geloof in het optreden van een 
gebeurtenis Er wordt immers een expliciet verband gelegd tussen het optreden 
van een gebeurtenis en de aanwezige kennis Dit rationele geloof kan beperkt 
blijven tot één of enkele onderzoekers, het kan ook in het maatschappelijk 
veld door vele anderen gedeeld worden, zoals in het voorbeeld van tabel 3 1. 
Maatschappelijk is vrij algemeen aanvaard dat binnen het huidige schoolsys-
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teem naast de genetische aanleg het milieu van herkomst in sterke mate de 
schoolgeschiktheid (gemeten naar het kunnen behalen van een diploma) be-
paalt (Jaspers, 1980, Jungbluth, 1978), In de tekst van Jungbluth rond de 
tabel van het voorbeeld wordt zo, doelend op de relatieve frequenties in 
het lager en middenmilleu, spontaan gesproken over de kans voor het arbei-
derskind (c q kind uit het middenmilieu) op een diploma. Ook in de gelijke-
kansen-discussie over onderwijs-democratisering worden dergelijke conditio-
nele relatieve frequentiee snel in termen van subjectieve kansen begrepen. 
Maar het zal duidelijk zijn, dat in wezen de subjectieve beleving door het 
Individu of de maatschappelijke aanvaarding van dergelijke kansen niet ter 
zake doen voor de bepaling ervan. Daarvoor moeten ze door de onderzoeker be-
studeerd worden in hun empirische samenhang met factoren, die geacht worden 
causaal ervoor van betekenis te zijn. 
Vergelijken we dit met de regressie-analyse, dan is er eigenlijk geen wezen-
lijk verschil. Het lijkt alleen maar zo, alsof de regressie-analyse meer op 
het individu betrokken is, maar ook in deze analyse gaat het om het voor-
spellen van een score op basis van een aantal predictoren en zoals men zijn 
bedenkingen kan hebben, omdat voor de bepaling van individuele kansen de 
condities te weinig gespecificeerd zijn, zo zou men die ook terecht kunnen 
hebben, als het aantal predictoren ter voorspelling van iemands score op een 
afhankelijke variabele ontoereikend is. Er kan echter uit de redenering tot 
nu toe een onjuist beeld ontstaan van het doel van tabelanalyse. We zullen 
daar zo dadelijk op ingaan Eerst willen we de betekenis aangeven van de in-
dividuele kansen voor de modelconstructie 
Het totale model dat bij een tabelanalyse gehanteerd wordt, bestaat uit twee 
deelmodellen. Het eerste wordt het steekproefmodel genoemd. Over het tweede, 
het verklaringsmodel, komen we zo dadelijk te spreken Het steekproefmodel 
legt een relatie tussen de kansen, zoals die voor het individu in een bepaal-
de populatie gelden en de geobserveerde frequenties in de tabel, die behalve 
van de steekproefgrootte ook van deze kansen afhankelijk zijn Mathematisch 
krijgt deze relatie gestalte in een aannemelijkheidsfunctie Deze geeft voor 
alle mogelijke schattingen van de individuele kansen aan, hoe aannemelijk 
deze zijn, als men van de tabelfrequenties als gegeven uitgaat Gekozen wordt 
voor die schattingen die het meest aannemelijk zijn. Dit modelgedeelte is 
vooral statistisch-theoretisch van belang, maar voor de onderzoekspraktijk 
niet zozeer In paragraaf 3 2 zullen we er kort aandacht aan besteden, toe-
lichten waarom kennis ervan voor de praktijk niet zo relevant is en ons ver-
der tot wat praktische opmerkingen beperken 
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De draad van het voorafgaande weer opnemend, willen we eerst de indruk weg­
nemen dat het in een tabelanalyse gaat om de bepaling van Individuele kansen 
op basis van vooraf aanwezige kennis omtrent een aantal factoren Dat is niet 
zo, het zou een niet-haalbare doelstelling zijn, omdat de sociale wetenschap­
pen zich niet met alle relevante factoren kunnen bezighouden, zoals die fac­
toren, die de strikte individualiteit van de persoon betreffen Maar ook fac­
toren, die wel tot haar terrein gerekend kunnen worden, hoeven niet in een 
bepaalde studie voor te komen Het is zelfs zo dat de hier beschouwde tabelana­
lyse geen maat kent, die aangeeft in hoeverre men in deze kansbepaling ge­
slaagd is, hoewel sommige (Magidson, 1981) daar voorstellen voor gedaan heb­
ben 
Het primaire doel van tabelanalyse is echter niet hierin gelegen, maar in het 
aangeven van het relatieve belang van in de analyse ingevoerde oorzaakvaria­
belen voor de verklaring van de individuele kansen Het is dezelfde doel­
stelling die de regressie-analyse, opgevat als causale analyse, heeft 
Een zo goed mogelijke voorspelling van de werkelijke score's is daar ook naar 
de achtergrond geschoven ten gunste van de vaststelling van de relatieve 
sterkte van causale factoren Het is bekend, dat dit daar slechts mogelijk 
is onder strenge voorwaarden Ook voor tabelanalyse gelden er strenge voor­
waarden, die we echter nu nog laten rusten Ze komen, tezamen met de proble­
men die ermee samenhangen, in de hoofdstukken 6, 7 en β aan de orde 
Het op de achtergrond geraken van de individuele kansbepaling als doel van 
analyse heeft tot consequentie dat het soms (namelijk wanneer sommige assump­
ties opgaan) zinvol is om een tabelanalyse uit te voeren met slechts een be­
perkt aantal oorzaakvariabelen om hun relatief effect te weten te komen, ter­
wijl men tegelijkertijd weet dat daarnaast nog andere variabelen een invloed 
hebben Zo zou het relatieve belang van milieu en peslacht voor het behalen 
van een diploma bekeken kunnen worden, ook al weet men dat de genetische aan­
leg van het kind tevens een rol speelt Talloze gegevens, ook bevolkingsgege-
2) 
vens , kunnen zo onder die voorwaarde voor een causale analyse in aanmerking 
komen Maar tegelijkertijd betekent dit, dat de relatieve frequenties, zoals 
dio in de kolom-condities van de tabel binnen een analyse met een beperkt 
aantal oorzaakvariabelen geschat worden, minder als de echte 'reële' kansen 
ervaren worden voor de individuen binnen de betreffende condities Die 'reële* 
kansen worden namelijk mede bepaald door de factoren die men buiten de ana-
lyse heeft, pehouden 
H(t tweede pedcelte van het totale model dat bij de analyse gehanteerd wordt, 
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heeft betrekking op deze belangrijkste doelstelling. Het legt een relatie 
tussen de kansen, die binnen de - op grond van causale factoren in de popu-
latie aan te brengen - condities voor het individu gelden, en de verschillen-
de effecten van deze causale factoren. We zullen dit gedeelte daarom het ver-
klaringsmodel noemen. Het spreekt vanzelf dat dit deelmodel voor de onderzoe-
ker in de praktijk van groot belang is en het zal daarom in paragraaf 3.3 en 
volgende hoofdstukken veel aandacht krijgen. 
Er zijn meerdere mogelijkheden om zo'n verklaringsmodel op te stellen. We 
zullen twee hoofdvormen bespreken, die in de literatuur bekend staan als het 
log-frequentie model en het logitmodel. Maar hoewel deze model-typen mathe-
matisch te onderscheiden zijn, verschillen ze niet zoveel, als men op de uit-
komsten van beide let. In paragraaf 3.3 zullen we onder meer zien, dat zon-
der gevolgen voor de interpretatie de modellen naar elkaar toe herleidbaar 
zijn. Binnen deze typen zijn de variaties echter groot, vooral wanneer meer-
dere variabelen met meer dan twee categorieën in het geding zijn. Zoals in 
het voorafgaande hoofdstuk is betoogd, zal men voor de bepaling van causale 
effecten bij nominale variabelen vooraf de categorieën dienen aan te wijzen, 
die men met elkaar wenst te vergelijken. Dit leidt tot een vooraf te bepalen 
ontwerp van analyse, waarmee de richting van de interpretatie voor een groot 
deel al wordt vastgelegd. Het is daarom van groot belang, dat de onderzoeker 
bij het begin van het opstellen van een model een keuze doet in overeenstem-
ming met zijn onderzoeksdoel. In latere hoofdstukken zal dit echter pas voor-
al duidelijk worden en daar zullen wij er dan ook uitvoerig op ingaan, hier 
bij de analyse van een (2x2)tabel zijn er practisch nog geen verschillen keu-
ze-alternatieven, die tot verschillende uitkomsten en interpretaties leiden. 
In de laatste paragraaf 3.4 zal verder de procedure besproken worden, hoe 
men vanuit het ontwerpmodel komt tot het in de realiteit als geldig aan te 
nemen model. Men noemt dit wel de model-selectie fase. De meest gangbare be-
slissingsregels zullen aan de orde komen. 
Samenvattend kan de weg, die er loopt van de causale effecten naar de fre-
quenties in de tabel, weergegeven worden, zoals dat schematisch in figuur 3.1 
is gedaan. 
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figuur Ъ. 1 Schematzsch verloop van de weg van causale effecten naar de fre-
quentzes гп een tabel. 
verklaringsmodel steekproefmodel 
oorzaak­
variabelen 
op grond waarvan 
men de populatie 
in condities inge­
deeld kan denken 
frenuenties 
in de tabel 
met betrekking tot 
gevolgvariabele voor 
de individuen in de 
populatie-condities 
waarvan de kolommen 
overeenkomen «net de 
populatie-condities 
Op grond van de vermoedelijke oorzaken van een object van studie wordt de 
populatie in gedachte naar condities ingedeeld Afhankelijk van de werking 
van deze oorzaken zullen de conditionele kansen met betrekking tot een ge­
volgvariabele verschillen. Op hun beurt bepalen deze kansen bij gegeven 
steekproefgrootten de frequenties in de tabel. Dat is in hoofdlijnen het 
proces, zoals men zich dat kan indenken bij het tot stand komen van de fre­
quenties in de tabel De procedure in de analyse, die van het grootste-aan-
nemelijkheidspnncipe uitgaat verloopt in omgekeerde richting. Gegeven zijn 
de frequenties, op basis daarvan worden volgens een bepaald steekproefmodel 
de meest aannemelijke kansen berekend en op basis van deze kansen worden de 
effecten berekend Dit is althans de ECTA-procedure, andere programma's 
schatten eerst de meest aannemelijke effecten om vervolgens pas de kansen 
te berekenen. Het doel van de analyse is in ieder geval de relatieve waar­
den van de effecten vast te stellen 
3 2 De steekproefmodellen 
De kansen, zoals die in werkelijkheid voor een persoon in een bepaalde popu­
latie gelden, spelen een rol in de totstandkoming van de steekproeffrequen­
ties in de tabel De frequenties zijn voor de onderzoeker bekend, de kansen 
echter niet. Een steekproefmodel geeft aan hoe aannemelijk verschillende 
schattingen van deze kansen zijn gezien de tabelfrequenties We zullen er 
drie kort bespreken* het product Poisson model, het multinomiale model en 
het product-multinomiale model Al eerder is gezegd, dat uit het oogpunt van 
interpretatie het onderscheid niet belangrijk is. 
Aan een tabel ligt een door de onderzoeker gekozen steekproefprocedure ten 
grondslag, meestal spelen bij de keuze van de procedure een aantal practi-
sche argumenten een rol In het algemeen zijn de onderzoeker de volgende 
7Θ 
mogelijkheden gegeven hij kan geen enkele voorwaarde stellen ten aanzien 
van de populatie, waaruit hij de steekproef trekt (iets wat In de sociale 
wetenschappen niet zo vaak voorkomt), vervolgens kan hij de populatie defi-
niëren waaruit hij één a selecte steekproef trekt en een laatste mogelijk-
heid is het vooraf aangeven van een aantal subpopulaties, waaruit hij elk 
al dan niet proportioneel een aselecte steekproef trekt Theoretisch gezien 
maakt het echter voor de verklaringsmodellen, die we zullen beschouwen (het 
logfrequentie- en logitmodel) niets uit volgens welke van de drie genoemde 
steekproefraodellen de steekproeftrekking feitelijk uitgevoerd is De drie 
steekproefmodellen hebben namelijk de eigenschap (Bishop e a , 1975) dat zij 
tot dezelfde (meest aannemelijke) schattingen van de relevante parameters in 
het logfrequentie- of logitmodel leiden, mits bij het opstellen van het mo-
del rekening is gehouden met de door de onderzoeker gefixeerde condities En 
daarmee is de mogelijkheid geschapen om, vanwege het gemak bij de analyse-
uitvoering ©f om wat voor reden dan ook, een ander steekproefmodel 'achter 
de tabel' te denken dan het model, volgens welke de steekproef feitelijk is 
getrokken Als dat zo uitkomt, mag men van model verspringen Zo zal men bij-
voorbeeld bij het interpreteren van de gegevens meestal doen alsof bij de 
trekking volgens het product-multinomiale model te werk is gegaan, bij het 
schatten van de parameters in het log-frequentiemodel en GLIM (Baker, Nelder, 
1978) gebruikend, is impliciet het Poisson model toegepast, terwijl zonder 
bezwaar bij de feitelijke steekproeftrekking volgens het multinomiale model 
te werk mag zijn gegaan Aan de hand van tabel 3 1 zullen we deze modellen 
kort toelichten 
3 2 1 Het product-multinomiale model 
Het product-multinomiale model ligt het meest in de lijn van een causale re-
denering en sluit dan ook direct aan bij wat in de vorige paragraaf daarover 
gezegd is (figuur 3 1) Verondersteld wordt, dat er in de populatie twee ca-
tegorieën jongeren (condities) zijn jongeren uit het lager milieu en jonge-
ren uit het middenmilieu, overeenkomend met de twee kolommen van de tabel 
Uit elk van beide categorieën worden aselecte steekproeven getrokken, res-
pectievelijk ter grootte van ïi\ en N2 Per categorie jongeren wordt zo een 
verdeling van de steekproeffrequenties van diploma en geen-diploma bezitters 
verkregen (figuur 3 2) 
79 
figuur 3*2 Steekproeftrekking volgens product-multinomale model. 
lager milieu midden milieu 
diploma 
geen diploma 
steekproefgrootte H\ 
461 
267 
72Θ 
diploma 
geen diploma 
steekproefgrootte N2 
586 
199 
785 
Corresponderend hieraan hebben we te maken met twee paren van conditionele 
kansen. Voor het kind uit het lager milieu bestaat er een bepaalde kans een 
diploma te behalen dan wel er geen te behalen. De som van deze kansen is ge­
lijk aan één. Ook voor het kind uit het middenmilieu bestaan er dergelijke 
kansen, welke in waarde waarschijnlijk zullen afwijken van die voor een kind 
uit het lager milieu. We noteren deze conditionele kansen als ρ . (D staat 
voor diploma met 1 = 1 (diploma), 2 (geen diploma) en M voor sociaal milieu 
met j = 1 (lager milieu), 2 (middenmilieu)). Gegeven deze kansen en een 
steekproeftrekking als hierboven omschreven, is de kans op de verdeling van 
de frequenties in de eerste kolom gelijk aan 
ρ (kolom, lager milieu) (1-P , ) 
1 h 
Nl-fll 
3) 
Hierin is f 11 de frequentie diploma bezitters in de eerste kolom. Op ge­
lijke wijze is ρ (kolom, middenmilieu) uit te drukken, zodat de kans dat in 
de totale tabel de geobserveerde frequenties verkregen worden, wanneer de 
conditionele kansen bekend zijn, gelijk is aan 
ρ (tabel) = Π 
J 
4 f i / 
N 
( 1
-
p H J
) 
IJ 
Hierin is Π het productteken en fij de frequentie diploma-bezitters in ko­
lom j. Deze kansfunctie bepaalt voor elke steekproefuitkomst een getal, dat 
de kans aangeeft op die uitkomst bij gegeven conditionele kansen. Een aan-
nemelijkheidsfunctie (L) doet precies het omgekeerde, zij voegt aan elke 
schatting omtrent de conditionele kansen een getal toe, dat de aannemelijk­
heid van die schatting aangeeft, gegeven de tabelfrequenties. Dat getal is 
bij definitie gelijk aan de kans dat de frequenties m de tabel geobserveerd 
worden, als die schattingen de feitelijke conditionele kansen in de popuia-
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tie zouden zijn. Of korter L (schattingen | tabel) = ρ (tabel I schattingen 
zijn de conditionele kansen). Met bovenstaande formule kan bijvoorbeeld uit­
gerekend worden, hoe aannemelijk het is, dat alle conditionele kansen .5 
zijn. Deze is 
' 7 2 8 \ „„„ „„„ / 7 8 5 \ 
Lc.....-..>-n •·4β1·»Μ7 Π · 
\ 4 6 1 / \ 5 8 б / 
5 5 8 6 199 
Maar de waarde .5 zal niet de meest aannemelijke waarde zijn voor alle con­
ditionele kansen. De meest aannemelijke waarden zijn die, waarvoor deze func­
tie zijn maximale waarde heeft. 
Samengevat kunnen we van dit model zeggen, dat het direct aansluit bij een 
causale interpretatie van de gegevens. In veel onderzoek zijn ook volgens 
dit model de steekproeven werkelijk zo getrokken. Experimenten en gestrati-
ficeerde steekproeven zijn daar typische voorbeelden van. Is dat niet zo, 
dan moet van causale factoren verondersteld worden, dat zij de populaties 
aangeven waaruit steekproeven getrokken zouden kunnen zijn. Voor andere doel­
einden is dit model meestal niet zo gunstig. Zo is het onze ervaring, dat 
bij het programma MULTIQUAL, (Bock, 1973), dat de mogelijkheid biedt schat­
tingen volgens dit model te doen, het toch verstandiger is procedureel te 
doen alsof de steekproef volgens het volgende, multinomiale model is getrok­
ken (Lammers, 1980). 
3.2.2 Het multinomiale model. 
Dit model lijkt erg veel op het voorafgaande. Uitgegaan wordt niet van twee, 
maar van één steekproef N uit de jongeren-populatie. Hierdoor wordt de ge-
zamenlijke frequentie-verdeling van de variabelen milieu en diploma vastge-
legd. 
figuur 3.3 Steckproeftrekkina votrtens het multinomiale model. 
lager milieu midden milieu 
diploma 
geen diploma 
461 586 
267 199 
Steekproefgrootte N 1513 
Ook aan deze tabel correspondeert een kansfunctie die bij gegeven noDulatie-
kansen de kans aangeeft dat deze tabel geobserveerd wordt. We noteren de po-
pulatie-kansen als ρ . De som van deze vier kansen is gelijk aan 1. 
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De kansfuDCtie is dan 
Ν' f 
p(tabel) = Π (ρ™) l j 
? , fiJ· *.ι ч Ir J 
De aannemelijkheidsfunctie vloeit op gelijke wijze, zoals beschreven voor 
het product-multinomiale model, hieruit voort Het bezwaar van dit model is, 
dat het niet afgestemd is op een mogelijk causale verklaring van 'diploma' 
DM 
door 'milieu' De kansen ρ zijn immers moeilijk voor te stellen als kansen 
ij 
die gelden voor de jongere om (op het tijdstip van onderzoek) tot een be­
paald milieu te behoren én een diploma al dan niet be behalen Tot een mi-
lieu behoor je meestal door en vanaf geboorte Alleen wanneer er sprake is 
van causaal gelijkwaardige variabelen, zou deze moeilijkheid er niet zijn 
Maar zoals al eerder is opgemerkt, is dit bezwaar, wanneer men een causale 
verklaring nastreeft, niet ernstig Het multinomiale model wordt immers niet 
uit interpretatie-overwegingen gekozen dan wel (soms) om ermee te rekenen 
3 2 3 Het product-Poisson model 
Volledigheidshalve vermelden we ook dit model De achterliggende gedachte 
ervan is, dat er op een bepaalde plaats en binnen een bepaalde tijdsperiode 
waarnemingen gedaan worden naar een jongere uit het lager milieu in het be-
zit van een diploma Het aantal onafhankelijke waarnemingen wordt, wanneer 
de tijd verstreken is, geteld Dat blijken er 461 te zijn In dezelfde tijds-
periode en op dezelfde plaats worden ook waarnemingen gedaan naar jongeren 
uit het lager milieu zonder een diploma, eveneens naar jongeren uit het mid-
denmilieu met een diploma en naar jongeren uit het middenmilieu zonder een 
diploma Zo ontstaat figuur 3 4 
ftquur *>.4 Steekproe Ctrekktna volqens het vrodurt-Pot^son model 
midden 
milieu 
lager 
milieu 
461 
geen 
diploma 
lager 
milieu 
267 diploma 
midden 
milieu 
586 
geen ι 
diploma 199 
De aldus ontstane frequenties zijn voor elke cel onder een bepaalde kans 
tot stand gekomen De kans per cel wordt in een Poisson-functie gegeven 
Voor de vier cellen gezamenlijk wordt de kans het product van de vier af­
zonderlijke Poisson-functies 
-m f 
p(tabel) = Π ((e 3 m 1 J)/f ') 
Hierin is e bij benadering het getal 2.71828 en m de verwachte frequentie; 
de indices in m komen overeen met die in f ., de feitelijk geobserveerde 
frequenties. Voor dit model geldt eveneens dat het niet rechtstreeks in de 
lijn van een causale redenering ligt, waarin de kans van de individuele jon­
gere op een diploma centraal staat. Ook komt het zelden voor dat het gehan­
teerd wordt bij de feitelijke steekproeftrekking. Het is vooral een model 
waarmee gerekend wordt. Corresponderend aan de kansfunctie wordt de aanne-
melijkheidsfunctie opgesteld, op basis waarvan de meest aannemelijke schat­
tingen onder de gegeven steekproeffrequenties berekend worden. 
3.3 De mathematische verklaringsmodellen. 
Uit het oogount van inhoudelijke interpretaties is het opzetten van een goed 
verklaringsmodel een belangrijke zaak. Immers hiermee wordt de analyse van 
de tabel in een bepaalde richting gestuurd en kan er slechts een interpre­
tatie plaats vinden binnen de marges, die het gekozen model aangeeft. Nu 
gaat het bij de keuze van zo'η model niet zozeer om de twee hoofdtypen, die 
in de literatuur veel terugkeren en die we hier kort zullen uiteenzetten: 
het log-frequentie model en het logit-model. Deze modellen zijn weliswaar 
op een formeel niveau verschillend, maar desondanks toch erg nauw verwant. 
Waar het bij de keuze vooral om gaat, is het design, ofwel design-matrix 
die bij beide typen een rol speelt. Daar dient alle aandacht,aan besteed 
te worden. In de volgende hoofdstukken zal daar uitgebreider op ingegaan 
worden dan hier. De bedoeling van deze paragraaf is een toelichting te geven 
op de twee hoofdtypen van verklaringsmodellen en de interpretaties die daar­
bij gebruikelijk zijn. Omdat het log-frequentie model als het meest algemene 
model beschouwd wordt, beginnen we daarmee. 
3.3.1 Het log-frequentie model. 
In het voorafgaande zijn drie streekproefmodellen behandeld die, elk op hun 
manier, inzicht verschaffen in de wijze waarop de frequenties in de tabel 
tot stand (zouden kunnen) zijn gekomen. In deze modellen komen respectieve-
D|M 
lijk een aantal belangrijke grootheden voor: de conditionele kansen p . in 
DM *' J 
het product-muitinomiale model, de kansen p. in het multinomiale 
model en de verwachte frequenties m . in het product-Poisson model. In de 
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kansfuncties worden ze als bekend verondersteld. In feite zijn ze echter on­
bekend. 
Het log-frequentie model is een model voor de verwachte frequenties m , die 
in het Poisson-model voorkomen en eigenlijk ook in het multinomiale model. 
DM 
Immers als er een kans ρ bestaat, mag je bij N waarnemingen een frequentie 
DM DM 
Np . (= m ) verwachten. Proportioneel worden de variaties in de p, -waarden 
ij iJ ij 
weerspiegeld in de m -waarden. Met betrekking tot deze twee steekproefmodel-
len (Poisson en multinomiaal) is reeds opgemerkt, dat zij voorbijgaan aan de 
causale prioriteit, die er tussen de variabelen van de tabel aanwezig kan 
zijn. Een causale interpretatie van de effecten in het log-frequentie model 
is dan ook in principe niet mogelijk. We zullen zien, dat een dergelijke in­
terpretatie slechts aan sommige effecten in het model gegeven kan worden, 
omdat zij in het logit-model terugkeren In het algemeen kan dit model gezien 
worden als een uiteenlegging van (de logarithmen van) de verwachte frequen-
DM 
ties m in een aantal componenten, die met de tabel-opdeling hebben te ma­
ken In deze zin willen we het een verklaringsmodel noemen. De aldus ontsta­
ne componenten worden in de literatuur ook effecten, effect-parameters of 
parameters genoemd. 
In het log-frequentie model, zijnde een stelsel vergelijkingen, bevat het 
linker lid de (natuurlijke) logarithmen van de verwachte frequenties en het 
4) 
rechter lid de effecten, die men wil onderscheiden De niet-logarithmische 
vorm van dit model wordt multiplicatief frequentiemodel of gewoon het multi-
plicatieve model genoemd, verwachte frequenties worden daarin als een pro­
duct van effecten gezien. Vooral voor de interpretatie is deze muitiplicatie-
ve vorm van belang. Het rekenwerk wordt vooral gedaan met de log-variant 
Ook voor de presentatie van het model is de log-variant gemakkelijker. Wij 
zullen daarom zo veel mogelijk deze variant aanhouden. Voor tabel 3.1 is het 
volgende model op te stellen, dat we als het volledige oorspronkelijke model 
aanduiden 
,D .M DM 
(3 1) 
(3 2) 
(3.3) 
(3.4) 
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1 D M ! 
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+ 
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ID matrix-termen is dit te schrijven als hieronder. Omdat een dergelijke roa-
trix-algebraïsche voorstelling heel overzichtelijk is, zullen we de modellen 
zoveel mogelijk op deze wijze weergeven. Ook zijn superindices, waar moge-
3) lijk, ter vereenvoudiging van de notatie weggelaten 
DM 
log m 
11 
log m 
log ш 
log m (3.5) 
22 
We noteren dit als l = Αλ_, waar l een vector is van de logarithmen van de 
verwachte frequenties, λ_ een vector met effect-parameters en A een matrix, 
die we de oorspronkelijke designmatrix noemen. 
De effecten die in dit model zijn opgenomen, hebben betrekking op de catego­
rieën van de variabelen diploma en milieu. In figuur 3.5 staat vermeld op 
welke wijze. 
figuur '¿.b Inhoudelijke interpretatie· van de effecten van het oorspronke-
lijke log-frequenti e model voor tabel 6A. 
inhoudelijke-interprétâtie effect aangeduid met 
algemeen effect van het behoren tot de 
totale populatie 
effect van het hebben van een diploma 
effect van het niet-hebben van een diploma 
effect van het behoren tot het lager milieu 
effect van het behoren tot het midden milieu 
effect toegeschreven aan de combinatie 
- lager milieu en diploma 
- middenmilieu en diploma 
- lager milieu en geen diploma 
- middenmilieu en geen diploma 
subset 1 
? 
1 
subset 2 
subset 3 
subset Ί 
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Op basis van de tabel-samenstelling zijn er maximaal 9 effecten. We zullen 
naar deze effecten steeds refereren als de oorspronkelijke effecten^ direct 
voortvloeiend uit de tabelsamenstelling, maar te groot in aantal. Immers 
vier verwachte frequenties (m .) herleiden tot negen effecten maakt de rea-
liteit niet inzichtelijker maar juist complexer; ook statistisch gezien is 
het onmogelijk om met de vier waargenomen frequenties (f .) een zo groot 
aantal effecten te schatten. Het aantal zal teruggebracht moeten worden tot 
maximaal vier onafhankelijke effecten. Deze reductie moet op een zinvolle 
wijze geschieden en wordt ook als een onderdeel van de model-constructie be-
schouwd . 
Er zijn drie verschillende methoden van reductie: 
1. het nul-stellen van vijf effecten. Deze methode wordt (DEFAULT weliswaar) 
gehanteerd in het GLIM-programma. 
2. het opleggen van vijf restricties aan de negen effecten. Dit wordt gedaan 
in het ECTA-programma. De restricties houden in, dat de som van effecten, 
die tot een bepaalde groep in een subset behoren, nul moet zijn. 
3. in plaats van deze 9 effect-parameters worden vier lineaire combinaties 
ervan opgesteld die (lineaire) contrasten worden genoemd. Omdat er oor-
spronkelijke parameters door nieuwe vervangen worden, wordt deze methode 
de repárame tri seringsmethode genoemd. Deze reparametrisering (contrast-
keuze) kan op meerdere wijzen gedaan worden en het is natuurlijk zaak dit 
te doen op een voor het analyse-doel zinvolle manier. Het programma MUL-
TIQUAL werkt met deze methode. In een beperkte mate biedt ook ECTA deze 
mogelijkheid, terwijl men in GLIM ook deze methode kan toepassen. 
Vermeld moet worden dat de methode van het opleggen van restricties (2) neer-
komt op het kiezen van een bepaald contrast (het zogenaamde deviatiecontrast) 
bij methode (3). Vanaf dit punt gaan de wegen, die men kan bewandelen, uit-
een en is het aan de onderzoeker te zeggen welke kant hij op wil. Zo heel 
ver uit eikaars buurt komen deze wegen echter voor de (2x2)tabel niet uit; 
we zullen ze kort schetsen en waar mogelijk op interpretatie-verschillen c.q. 
overeenkomsten wijzen. 
- De methode van het nul-stellen van sommige oorspronkelijke effecten. 
De negen oorspronkelijke effecten zijn onder te verdelen in vier subsets: te 
weten het algemeen effect, effecten met betrekking tot diploma, effecten met 
betrekking tot milieu, effecten met betrekking tot de combinatie diploma én 
milieu. De effecten die met één variabele hebben te maken, worden effecten 
Θ6 
genoemd van de eerste orde (ieder met één cijfer in de subindex); effecten, 
die met twee variabelen hebben te maken van de tweede orde (ieder met twee 
cijfers in de subindex). In het algemeen noemen we een effect van de orde k, 
wanneer dat effect op к variabelen betrekking heeft. De tweede en derde sub­
set (figuur 3.5) bevatten dus effecten van de eerste orde; de laatste sub­
set de effecten van de tweede orde. In het GLIM-programma worden die effec­
ten van de oorspronkelijke effecten nul pesteld, waarvan de subindex het 
cijfer 1 bevat. Deze nul-stelling is eenvoudig uit te voeren door in het 
oorspronkelijke volledige model (3.5) de desbetreffende effecten in de vec­
tor λ_ en de corresponderende kolommen in de designmatrix te laten vervallen. 
Noteren we de resterende effecten met ν om aan te geven, dat ze een gevolg 
zijn van deze reductie-methode, dan ontstaat l = Xv: 
DM' l o g m 
11 
l o g m 
12 
l o g m 
21 log m 
22 
1 
1 
1 
1 
0 
0 
1 
1 
0 
1 
0 
1 
0 
0 
0 
1 
D 
'Ä 
»2 
DM 
22 
(3.6) 
Hierin Is ν de vector met nieuwe effecten ν en X de nieuwe desigrmatvix. Dit 
5) 
design wordt wel het 'cornered design' (Kritzer, 1978) genoemd. De bijbe­
horende matrix bestaat uit enen en nullen, aangevende dat het betreffende 
effect al dan niet een rol speelt. Het beste kan men dan denken aan een va­
riabele, waarvan één categorie op de aanwezigheid en de ander op de afwezig-
heid van het kenmerk duidt. De afwezigheidscategorie (in GLIM categorie 1) 
fungeert voor die variabele als een referentie-categorie;een categorie waar 
die variabele geen effect kan hebben. Een voorbeeld zou zijn het al dan niet 
toedienen van een medicijn voor een bepaalde ziekte. De referentie-categorie 
is dan 'geen medicijn en geen ziekte' waarmee de andere dan worden vergele-
ken. Om inzicht te krijgen in de betekenis van deze effecten kan uit (3.3) 
afgeleid worden 
D 
v? 
M 
ν? 
DM 
v 2 ? 
DM 
= log mjι 
= log m 2 1 - ν 
= log m 1 2 - ν 
= log m 22 - ν 
DM 
log m
n 
log т2і/т]j 
log mi2/miι 
log ml] m22/m12 m?l 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
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De effecten worden dus m een bepaalde hiërarchie gedacht: het algemeen ef-
D 
fect is het effect als beide variabelen afwezig zijn. Het v2 effect drukt 
uit wat de variabele diploma bij invoering aan het algemene effect toevoegt. 
Evenzo voor het effect v-; het effect v22 1 S dat extra-effect dat toegevoegd 
D M 
wordt aan het algemene effect en de effecten v2 en v2, wanneer beide varia-
belen tegelijk worden ingebracht. 
De effecten zijn ook uit te drukken in de verwachte frequenties alleen. Uit 
(3.7) blijkt dat het algemeen effect de logarithme is van de verwachte fre-
quentie van de categorie waarin beide variabelen afwezig zijn, de referen-
D 
tie-categorie. In het diploma-effect v2 wordt de logarithme genomen van de 
ratio пц./т , die tegelijk de ratio is van de kans een diploma niet te heb­
ben versus de kans dit wel te hebben bij 'afwezigheid' van milieu. Het geeft 
dus de spreiding van het diploma-bezit aan in deze milieu-categorie. Op 
soortgelijke wijze is ν te interpreteren. Uit (3.10) blijkt verder dat het 
DM 
V22 
logoddsratio. 
Al deze effecten (dus ook die van lagere orde) hebben een eenvoudige inter­
pretatie. Dit is, zoals we nog zullen zien, niet het geval bij de andere de­
signs. Het beste komt deze eenvoud van interpretatie tot zijn recht, wanneer 
alle variabelen een afwezigheids-categorie hebben, die als referentie kan 
dienen. Hebben de variabelen niet een natuurlijke referentie-categorie, dan 
moet men voor elke variabele een categorie daarvoor kiezen. Lagere orde ef­
fecten zijn dan conditionele effecten binnen deze referentie-categorieën. 
Een nadeel van dit design is dat alle variabelen als zodanig, met één refe-
rentie-categorie, moeten kunnen worden voorgesteld. Dit hoeft niet altijd 
even wenselijk te zijn. Combinaties van categorieën zouden daarvoor ook in 
aanmerking kunnen komen of, wat ook mogelijk is, is dat men voor verschil-
lende categorieën verschillende referenties wil gebruiken. Het design zou 
dan volgens deze verschillende vergelijkingswijzen moeten kunnen worden bij-
gesteld, maar het 'natuurlijke' design laat dit niet toe. Dit is gemakke-
lijk in te zien, wanneer we de reparametnzeringsmethode wat meer uiteenge-
zet zouden hebben (zie bijlage A; in de terminologie daar komt het er op 
neer, dat bij dit design geen corresponderende contrastmatrix is te constru-
eren) 
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- De methode van het opleggen van restricties. 
Deze methode reduceert het aantal oorspronkelijke effecten niet in letter­
lijke zin, naar legt ze een aantal restricties op, zodat er maar vier onaf­
hankelijke effecten overblijven. Deze restricties zijn (gehanteerd in het 
ETCA-programma) de volgende 
rx
D
 = o, EX" = o, zxDM = o. zx™ = o 
i 1 J J i l j j i j 
zodat in het voorbeeld als onafhankelijke parameters overblijven 
(3.11) 
λ, XT (= -λ,), λ, (= -λ,), Χ' DM (= -λ 12 
DM 
λ 2 1 
X D M) Α22'· (3.12) 
Passen we de gelijkheden in (3.12) toe in het oorspronkelijke volledige mo­
del ((3.3) t/m (3.4)), dan ontstaat het model: 
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(3.13) 
(3.14) 
(3.15) 
(3.16) 
In de matrix notatie wordt dit geschreven als I XX: 
DM' 
l o g m j j 
l o g m ï 2 
l o g m 2 i 
l o g m 2 2 
1 
1 
1 
1 
1 
1 
- 1 
-1 
1 
-1 
1 
-1 
1 
-1 
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X 
X? 
*ï 
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(3.17) 
5) 
Het design in de matrix X wordt wel een 'centered* design genoemd (Kritzer, 
1978). Voor een inzicht in de interpretatie van de effecten, kunnen ze het 
beste uitgedrukt worden in de verwachte frequenties. Middels de modelverge-
lijkingen kan afgeleid worden: 
89 
λ = k log <m
n
 m 1 2 m 2 1 m ^ ) (3.18) 
λ° = Ì lop ((m^ m12)/(m21 m^)) (3.19) 
λ" = i log ((m
n
 n 2 1)/(n 1 2
 m
2 2)> О 20) 
λ ™ = i log <<m
n
 n 2 2)/(" 1 2
 m
2 1 ) ) (3.21) 
Het gemakkelijkst is het hoogste orde effect Xjj te interpreteren. In (3.21) 
blijkt het te gaan om de logoddsratio en de interpretatie van deze maat is 
bekend (zie hoofdstuk 2 3.5) De interpretatie van de effecten λ, en λ, is 
echter niet zo eenvoudig. Er is pas een simpele interpretatie als er sprake 
4DM is van onafhankelijkheid, als met andere woorden λ . = 0 . Immers dan is 
- ,D 
m /m - m /m , zodat m (3.19) met betrekking tot λ ontstaat 
11 21 12 22 1 
(mil mi2 ) / ( m2i m22 ) = ( Ш11 / П ,21 ) 2 = ( Ш]2 А ,22 ) = ( Ш1 ^2 У ' ( 3 ' 2 2 ) 
(Een punt in de index geeft een som aan hier over j). Het effect λ, heeft 
te maken met de verhouding van de verwachte frequenties in de categorieën 
D 
van D. Substitutie van (3.22) in (3 19) laat zien dat λ, gelijk is aan de 
helft van de logodds over D. Zoals we hebben gezien (hoofstuk 2.3.5) kan 
een logodds beschouwd worden als een spreidingsmaat Het effect Aj geeft 
derhalve aan in welke mate de verwachte frequenties in de categorieën van 
D ongelijk zijn. Zijn deze gelijk, dan is de waarde van het effect nul. 
Een soortgelijke interpretatie is er voor het effect λ,, onder conditie van 
onafhankelijkheid van D en M geeft het aan in welke mate de milieuklassen 
gelijke verwachte frequenties hebben 
DM 
Zijn daarentegen de variabelen D en M niet onafhankelijk (λ ψ 0), dan is de 
interpretatie niet meer zo eenvoudig Uit (3 19) volgt dat 
2Aj = \ (log (m
n
/m ? 1) + log (m 1 2/m 2 2)), 
zodat 2λ de gemiddelde logodds (diploma versus geen) is over de twee milieu-
.D 
categorieën Davis (1974) noemt 2Aj daarom een partiele scheefheidsmaat, om-
dat het de scheefheid van diploma aangeeft, gecontroleerd voor milieu. Ver-
der is gemakkelijk af te leiden dat de afwijking welke een logodds binnen 
een willekeurige milieu-groep heeft ten aanzien van dit gemiddelde, op het 
DM 
teken na gelijk is aan 2Aj], bijvoorbeeld 
log (m, )/m?1) - 2Xj = 2Ajj 
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DM 
Op gelijke wijze geeft 2λ,, de afwijking aan van de logodds over milieu, 
ten aanzien van hun gemiddelde gecontroleerd voor diploma. Is die afwijking 
DM 
gelijk aan nul (X]j = 0), dan zijn deze gecontroleerde logodds gelijk aan 
elkaar en daardoor ook gelijk aan de logodds over milieu, niet-gecontroleerd 
voor diploma, hetgeen de simpeler interpretatie mogelijk maakt 
Het verschijnsel, dat bepaalde effect-parameters pas gemakkelijk geïnterpre-
teerd kunnen worden als andere gelijk aan nul zijn, treedt ook bij uitge-
breidere modellen op. In het algemeen geldt voor parameters, die we volgens 
deze (en de nog te behandelen derde) methode hebben verkregen, dat parame-
ters van lagere orde eenvoudiger interpreteerbaar zijn als overeenkomstige 
hogere orde parameters gelijk aan nul zijn. Met Overeenkomstig' wordt be-
doeld, dat de hogere orde parameter in de superindex minstens die letters 
(variabelen) moet bevatten, die de lagere orde parameter heeft. Dus λ^  is 
pas simpel interpreteerbaar als λ .. = 0. Vandaar verdient het ook aanbeve­
ling om bij de statistische significantietoetsing eerst na te gaan of deze 
hogere orde parameters als gelijk aan nul zijn te beschouwen Men kan met 
andere woorden het beste volgens het hierarchisch principe (van hoger naar 
D lager) te werk gaan Overigens wil dit alles niet zeggen, dat λ. niet p-elijk 
aan nul kan zijn, wanneer \ц een bepaalde waarde (^  0) heeft. Het model kan, 
wat men noemt, niet hiërarchisch zijn In de volgende paragraaf komen we op 
de hiërarchie-eigenschappen van een model terug. 
Resteert nog de interpretatie van het algemeen effect λ. Rekentechnisch is 
dit het gemiddelde van de logarithme van alle verwachte frequenties Een ge­
makkelijker interpretatie is ook hier pas te geven als alle hogere orde ef­
fecten gelijk aan nul zijn Statistische onafhankelijkheid en gelijkheid van 
de marginale frequenties impliceert automatisch dat in de vier cellen naar 
DM 
milieu en diploma de verwachte frequenties с q. de kansen ρ gelijk zijn. 
Uit het voorgaande komt naar voren, dat niet alle (2x2)tabellen beschreven 
hoeven te worden met een model, dat vier effect-parameters bevat. Soms kan 
men met minder effecten volstaan Figuur 3 6 geeft een overzicht van de mo­
gelijke modellen (zie onder andere Goodman, 1970). De opgenomen notatie van 
Goodman (kolom 2) wordt in hoofdstuk 4 toegelicht 
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figuur δ.6 Overzicht loa-frekwentie modellen van een (IXJ) tabel met een 
centered desian. 
model notatie verwachte 
Goodman frequenties 
- alle gelijk 
D - ongelijk binnen milieu-categorieën, 
gelijk binnen diploma-categorieën. 
M - gelijk binnen milieu-categorieën. 
ongelijk binnen diploma-categorieën. 
D,M - onafhankelijkheidsmodel 
verwachte frequenties diploma propor-
tioneel binnen milieu-categorieën ge-
lijk (en omgekeerd). 
DM - genoemde frequenties proportioneel 
niet gelijk binnen milieu-categorieën 
(en omgekeerd). 
- De reparametrizeringsmethode. 
Deze methode om de negen oorspronkelijke effecten terug te brengen tot ten-
minste vier onafhankelijke nieuwe effecten is ingewikkelder dan beide voor-
gaande, maar biedt dan ook aantrekkelijke mogelijkheden. De vorige methode 
(het opleggen van restricties op de parameters) is overigens te zien als 
één van de mogelijkheden van reparametrizering, ook al komt de wijze waarop 
er gereparametrizeerd is, niet zo goed naar voren. Zo dadelijk zal dit dui-
delijk worden. Voor de eerste methode (het nul-stellen) geldt deze overeen-
komst niet; zij is niet te zien als één van de varianten van deze laatste 
methode. 
Voor een toelichting moeten we terug naar het oorspronkelijke volledige model 
(3.5), genoteerd als i_ = Αλ. De oorspronkelijke designmatrix A wordt bij de­
ze reparametrizeringsmethode beschouwd als het product van twee andere ma­
trices: een nieuwe designmatrix X (door Bock basismatnx genoemd) en een re-
parametrizeringsmatrix С (door Bock ook wel contrastmatrix genoemd). Men kan 
natuurlijk op vele manieren twee van dergelijke matrices samenstellen, die 
als product de oorspronkelijke designmatrix opleveren. Slechts een aantal 
zijn zinvol en de werkwijze is eerst na te gaan welke reparametrizering (wel­
ke contrasten) men wenst om vervolgens de designmatrix zo te maken dat door 
vermenigvuldiging de oorspronkelijke design-matrix ontstaat. Op de keuze van 
de contrasten na is de verdere procedure vrij technisch van aard. We gaan er 
hier aan voorbij ïn het MULTIOUAL-programroa van Bock en Yates (1973) wordt 
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bij een opgegeven keuze van contrasten de bijbehorende deslgmnatrix automa-
tisch berekend. Voor andere programma's, zoals het GLIM-programma, moet men, 
als men deze methode wil hanteren, de designmatrix zelf berekenen. Ook het 
ECTA-programma biedt een enkele mogelijkheid hiertoe. In bijlage A wordt op 
de technische procedure van het construeren van beide matrices ingegaan. 
De reparametrizeringsmethode begint eigenlijk daar, waar de vorige methoden 
eindigden. In de vorige methoden worden eerst mathematische criteria CO-
stellen en bepaalde sommen gelijk 0) gesteld en worden vervolgens de nieuwe 
effecten die na toepassing van deze criteria ontstonden, geïnterpreteerd. 
In de reparametrizeringsmethode gaat men eerst na wat op een zinnige wijze 
als een 'nieuw' effect beschouwd kan worden om daarna pas de consequenties 
ervan voor de oorspronkelijke effecten te bekijken. We zullen hier de weg 
van de vorige methode in omgekeerde richting volgen. 
Eerst dan de vraag, welke effecten op zinvolle wijze zijn te construeren. 
Het ligt voor de hand om in ieder geval een algemeen effect te construeren 
en hiervoor te nemen het gemiddelde van de vier logarithmen van de verwach-
DM 
te frequenties (log m ). In het volledige oorspronkelijke model is elke 
log m . uitgedrukt in λ-parameters. Het gemiddelde van deze log m 's is 
daar bijgevolg ook in uit te drukken. Noemen we dit algemene effect γ, dan 
laat zich uit (3.1) t/m (3.4) afleiden: 
b , D ,D . ,M ,H4 i,,DH .DM ,DM . DM , 0 о о ч 
γ = λ + ¿(Xj + λ2) + è(Xj + λ 2) + i(X n + λ 1 2 + λ 2 1 + λ 2 2) (3.23) 
Het algemene effect γ blijkt dus een lineaire combinatie van alle λ-parame­
ters te zijn. Om de scalairen in deze lineaire combinatie te weten te komen 
kan men eenvoudig in de oorspronkelijke designmatrix in (3.5) het gemiddelde 
van de vier rijen nemen. Duiden we deze rijen aan met г , t=l, ..,,4 dan ont­
staat de rij-vector, die met het algemene effect correspondeert 
4 
Σ г /4 = (1 4 4 4 4 έ έ έ έ ) (3.24) 
1 
Vervolgens kan het zinvol zijn om afwijkingen van dit algemene effect als 
bijzondere effecten te beschouwen, die aan categorieën van variabelen apart 
of in combinatie worden toegeschreven. Zo kan de afwijking van de categorie 
'wel diploma' ten aanzien van dit gemiddelde beschouwd worden als het diplo-
D 
ma-effect (notatie γ ). Nu zijn er echter voor de categorie 'wel diploma' 
twee logarithmen van verwachte frequenties zowel voor het lager als voor het 
midden milieu. Voor de hand ligt het om hiervan het gemiddelde te nemen. Doen 
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we dit tevens voor de corresponderende rijen in de oorspronkelijke designma-
trix dan ontstaat als gemiddelde van de twee diploma-categorieën 
Σ г /2 = ( 1 1 0 è i è è O O ) (3.25) 
Dit gemiddelde moet vervolgens nog in afwijking van het algemeen gemiddelde 
genomen worden. Door het verschil te nemen van de betreffende rij-vectoren 
D 
ontstaat de rij-vector die bij het γ -effect hoort: 
(3.25) - (3.24) = (0 \ -\ 0 0 \ \ -\ -έ) (3.26) 
met a l s r e s u l t a a t 
γ = è U j - λ 2 ) + i ( X n + λ 1 2 - λ 2 1 - λ 2 2 ) ( 3 . 2 7 ) 
Waren we uitgegaan van de tweede categorie van diploma, dan was slechts het 
D 
tegengestelde van γ ontstaan, zodat dit niet als een onafhankelijk effect is 
te beschouwen. Een soortgelijke beschouwingswijze voor het milieu-effect (no-
M 
tatie γ ) leidt tot de rij-vector 
(0 0 0 \ -\ \ -\ \ -i) (3.28) 
zodat te schrijven is: 
Ύ = Í(Xj - λ 2) + έ ( λ η - λ 1 2 + λ 2 1 - λ 2 2) (3.29) 
Zowel dit milieu-effect als het diploma-effect hebben te maken met de afwij­
king van de categorieën van deze variabelen afzonderlijk met het algemeen ge-
middelde. Het laatste te construeren effect kan besteed worden aan de afwij-
king van elke gecombineerde categorie ten aanzien van het algemeen gemiddelde, 
maar dan inzoverre deze afwijking niet op basis van de reeds geconstrueerde 
D M 
effecten γ en γ is ontstaan. Het is dezelfde redenering als in de variantie-
analyse, waarbij het bij elk volgend hoger orde effect om de extra-bijdrage 
van de nieuwe combinatie van categorieën gaat. Voor de vier cellen van de ta-
DM bel levert dit één onafhankelijk effect (notatie γ ) op. De rij-vector, die 
bij dit effect hoort is, uitgaande van bijvoorbeeld de eerste rij (r ): 
г - (3.24) - ((3.26) + (3.28)) = ( 0 0 0 0 0 i -\ -\ à) 
DM 
zodat γ te schrijven is als : 
DM i,,DM ,DM , DM ,DM4 ,„ „ л ч 
γ = i(X - λ - λ + λ ) (3.30) 
11 1? 21 2? 
Het zal duidelijk zijn, dat wanneer in het oorspronkelijke volledige model 
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(3.5) de logarithmen van de verwachte frequenties in de nieuwe effecten uitge­
drukt worden, de design-matrix in dit model ook zal veranderen. De vier rij-
vectoren, die corresponderen met de vier nieuwe effecten, vormen tezamen de 
reparametrizeringsmatrix С De designmatrix in (3.5) zal nu zodanig verande­
ren, dat de nieuwe designmatrix X, na-vermenigvuldigd met de matrix С de oor­
spronkelijke designmatrix moet opleveren. Dit is in het volgende model gerea­
liseerd: 
log 
log 
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log 
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ra22 
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λ22 
(3.31) 
In matrix-notatie verandert het oorspronkelijke model ^_ = Αλ_ in £_ = XCX_, waar­
van het laatste gedeelte CX_ de nieuwe effecten bevat. Eenvoudiger is (3.31) in 
deze nieuwe effecten te schrijven: 
1 1 1 1 
1 1 - 1 - 1 
1 - 1 1 - 1 
1 - 1 - 1 1 γ 
DM' 
log m
u 
log m 1 ? 
log m ? 1 
log m 2 2 
(3.32) 
Het resultaat is, zoals verwacht, gelijk aan model (3.17), dat ontstond in de 
tweede methode van het stellen van restricties. Dit is echter niet altijd zo. 
Keuze van andere reparametrizeringsmatrices laat andere designmatrices zien. 
Wat verder bij deze methode blijkt, is dat het reduceren van het aantal oor­
spronkelijke effecten met zich meebrengt, dat de nieuwe effecten niet altijd 
even gemakkelijk te interpreteren zijn in termen van de oorspronkelijke. Dit 
is pas mogelijk bij inachtneming van de hiérarchie. Zo zou het erg prettig 
zijn als γ overeenkwam met het verschil tussen λ, en λ-. Maar zoals (3.29) 
laat zien, wordt aan ¿(λ, - λ ?) nog een lnteractie-achtlge term toegevoegd, 
die deze interpretatie niet meer toelaat. Pas als (3.30) gelijk aan nul 
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wordt , komt ook deze interactie-achtige term voor de interpretatie te ver­
ni 
vallen en is γ wel in bovenstaande zin te interpreteren. Voor de verdere 
uitleg van de γ-parameters verwijzen we naar wat er gezegd is over de λ-рага-
meters (met restricties) van de vorige reductiemethode. 
De behandeling afsluitend van de drie methoden ter reductie van het aantal 
oorspronkelijke effecten, moet geconcludeerd worden, dat de verschillen in 
dit voorbeeld niet zo groot zijn. Er zijn eigenlijk slechts twee designs met 
elkaar vergeleken, het 'cornered' design in de eerste methode van het nul­
stellen van oorspronkelijke effecten en het 'centered' design in de tweede me­
thode van het opleggen van restricties In de derde methode werd een zodanige 
reparametrizering gekozen dat ook het 'centered' design ontstond. Wanneer de 
variabelen dichotoom zijn en men in de analyse hierarchisch te werk gaat 
(waar gezien het voorafgaande wel argumenten voor zijn), verschillen deze de­
signs nauwelijks. 
Onder een hierarchische werkwijze verstaan we het volgende 
- bij de aanvang van de analyse wordt uitgegaan van een zo uitgebreid moge­
lijk hierarchisch model·. Een model wordt hierarchisch genoemd, als de erin 
voorkomende effecten hierarchisch geordend kunnen worden. Dit houdt in dat 
bij aanwezigheid van hogere-orde effecten in het model ook de corresponde­
rende lagere-orde effecten aanwezig zijn Heeft een hogere-orde effect bij­
voorbeeld betrekking op de variabelen А, В en C, dan geeft men dit in het 
ABC 
'centered' design aan door deze letters m de index te plaatsen λ De 
А В 
hiërarchie vereist dan dat ook in het model opgenomen moeten zijn λ , λ , 
С AB АС ВС 
λ , λ , λ , λ , met andere woorden alle effecten met combinaties van de 
letters А, В en С. Meestal begint men met een zogenaamd verzadzgd model, 
dit is een model met alle mogelijke onafhankelijke (ook wel genoemd vrije) 
parameters. Hun aantal is gelijk aan het aantal cellen in de tabel. In het 
gehanteerde voorbeeld zijn er dat vier. 
- Van dit verzadigd model wordt met behulp van steekproefgegevens nagegaan of 
de hoogste orde effecten als gelijk aan nul zijn te beschouwen. Vervolgens 
komen de dan-hoogste orde effecten aan de beurt, etc. Op deze procedure 
van hoog naar laag wordt nog nader ingegaan in de volgende paragraaf. 
- alleen de in een model voorkomende hoogste orde effecten worden geïnterpre-
teerd De lagere orde effecten komen daar minder direct voor in aanmerking, 
in het 'cornered' design hebben de lagere-orde effecten alleen een beteke-
nis binnen de referentiecategorie en in het 'centered' design is de inter-
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prêtâtie van deze effecten beslist moeizamer. 
Wanneer de variabelen dichotoom zijn, leidt bovenstaande werkwijze tot schat-
tingen van de hoogste orde effecten, die proportioneel aan elkaar gelijk zijn 
De gestandaardiseerde waarden (dat zijn de schattingen van de effecten, ge-
deeld door hun standaardfout) zijn zelfs identiek (Shih, 1975). De vraag naar 
welke reductie-methode men moet kiezen, is daarmee irrelevant geworden. Ook 
wanneer de tabel uitgebreid wordt met niet-dlchotome variabelen en men alleen 
op variabele-niveau bepaalde samenhangen beoogt vast te stellen, is het on-
derscheid naar de drie methoden van weinig belang. Dit wordt anders, wanneer 
men bij grote tabellen effecten tussen categorieën van variabelen wil opspo-
ren. Bij een tabel-interne interesse is het onderscheid wel van belang. We 
zullen dan vooral van de reparametrizeringsmethode gebruik maken, omdat deze 
gemakkelijk op de veelsoortigheid van een causale vraagstelling kan Inspelen. 
3.3.2 Het logit-model in twee varianten. 
Logit-modellen zijn zeer nauw verwant aan log-frequentie modellen en resul-
taten van analysen met deze modellen stemmen dan ook zeer nauw overeen. Dat 
neemt echter niet weg dat het uitgangspunt van een logit-analyse anders is 
en veel meer aansluit bij het idee van een causale verklaring van menselijk 
gedrag. In een logit-analyse wordt dit gedaan door de relatieve kans op dit 
gedrag te bepalen aan de hand van kennis van factoren, die het beïnvloeden. 
De inhoudelijke keuze van deze factoren is natuurlijk een theoretische aan-
gelegenheid; de analyse gaat na of de relatieve kans binnen de diverse com-
binaties van de gekozen factoren verschillend ligt om zo de differentiële 
sterkten van de causale effecten te kunnen bepalen. De analyse richt zich 
derhalve op conditionele kansen en sluit daarom zeer goed aan bij het pro-
duct-multinomiale steekproefmodel. De in dit model voorkomende conditionele 
kansen zullen uitgeschreven worden in de effecten van de oorzaak-variabelen. 
Voorafgaand aan de modelconstructie is dus de vraag in het geding welke de 
causale volgorde is van de variabelen. In hoofdstuk 2 is de asymmetrie als 
een belangrijke eigenschap van een causale relatie bediscussieerd. Voor het 
voorbeeld van de tabel lijkt het redelijk aan te nemen, dat het niveau van 
de opleiding van het kind (behaald diploma), een gevolg is van het milieu, 
waarin het opgroeit. Het kan immers zo goed als zeker uitgesloten worden ge-
acht, dat omgekeerd het diploma van het kind het milieu, gemeten naar de be-
roepsgroep van de vader bepaalt. Voorwerp van analyse worden derhalve de lo-
gits over de variabele diploma en de categorieën van het milieu worden als 
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condities beschouwd Binnen elke conditie bestaat er een bepaalde loglt De 
meest gebruikelijke definitie van een loglt (logodds) is die van de loga­
rithme van de verhouding van de kansen op de een dan wel de andere waarde 
van een dichotome variabele 
, D|M . DlM^ ._ „. 
log (Pj J / p 2| ) (3 33) 
Omdat ρ - = m /Ν en ρ . = nu /Ν kan deze logit ook geschreven worden als 
log(m /m ) In het logit-model worden de logits (voor j=l en j = 2), geschre­
ven als een lineaire functie van een aantal effecten, die verband houden met 
de condities, gevormd naar de oorzaakvarlabele Uitgangspunt is ook hier weer 
7) 
het volledig oorspronkelijk model 
logimjj/mjj) = η 
D log(m 1 2/m 2 2) = n 
Η (3 34) 
(3 35) 
In matrix-notatie is dit oorspronkelijke model te schrijven als ζ = Ад, waarin 
^ de vector met logits is, A de oorspronkelijke designmatrix en д de vector 
met oorspronkelijke effecten 
log 
log 
'll/m21 
'l2/m2 2 
0 
1 
D 
n 
Η 
11 
Η 
_
n 2 _ 
(3 36) 
Het algemeen effect is η , voorzien van een superindex om aan te geven, dat 
het een algemeen effect is op de variabele D Het streepje boven D geeft aan 
dat D als gevolgvariabele beschouwd wordt De beide andere effecten zijn de 
effecten resp toegeschreven aan het lager en het midden milieu Deze drie 
effecten zijn ook hier te groot in aantal en zullen tot maximaal twee effec­
ten moeten worden teruggebracht Daar kunnen dezelfde methoden voor gebruikt 
worden, zoals die zijn toegepast bij het log-frequentiemodel 
- Het nul-stellen van sommige oorspronkelijke effecten 
Deze methode, zoals gehanteerd in GLIM, stelt alle effecten met een 1 in de 
И 
index gelijk aan nul Hier wordt dan η, = 0 Drukken we dit aldus gereduceer­
de model uit in effecten, die we w noemen, dan ontstaat 
l og m j j/m2α = w 
D 
log m 12/m? 2 = w 
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(3 37) 
(3 38) 
In matrix termen 
(3.39) 
Wat we constateren, is dat w in (3.37) gelijk is aan de logit in het lager 
D 
milieu en een waarde heeft, tegengesteld aan ν van het log-frequentiemodel 
D D (zie (3.8)): w = -v . Door het verschil te nemen van (3.37) en (3.38) blijkt 
M 
w gelijk te zijn aan het tegengestelde van de logoddsratio. In vergelijking 
DM M 
met v_. in het log-frequentiemodel (3.10), is daarmee w 9 
DM 
V22' 
De methode van het opleggen van restricties. 
Deze methode legt in dit geval de restrictie op dat de som van de milieu-ef­
fecten nul moet zijn, η. + η = 0. Brengen we deze restricties aan in het 
oorspronkelijke model, dan wordt het model 
M 
log и../m 11""71 1 1 
1 -1 
(3.40) 
Dit levert de volgende uitdrukking in verwachte frequenties op van de effec­
ten: 
\ log ((m
u
m 1 2)/(m 2 Im 2 2)) 
\ log ((m 1 1m 2 2)/(m 1 2m 2 1)) 
(3.41) 
(3.42) 
Vergelijken we dit resultaat met de λ-effecten in het logfrequentiemodel, dan 
H 2λ DM (zie resp. (3.19) en 3.21)). Ver­valt op te merken dat η = 2λ. en η = 
D M 
der blijkt η het gemiddelde van de logits te zijn en η, de afwijking van de 
logit in het lager milieu ten aanzien van dit gemiddelde. 
- De reparametrizeringsmethode. 
Deze methode toepassend, moet eerst een keuze gedaan worden welke vergelijking 
tussen de categorieën van de variabele (condities) in de effecten moet worden 
vastgelegd. Ook hier kiezen we, evenals in de vorige subparagraaf voor een al-
gemeen effect, waarin het gemiddelde tot uitdrukking komt en een milieu-effect, 
waarin de afwijking tot dit gemiddelde wordt aangegeven. Het gemiddelde betreft 
hier echter de logits en niet de log-frequenties. De reparametrizeringsmatrix 
С kan gemakkelijk afgeleid worden uit de oorspronkelijke designmatrix in (3.36) 
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door eerst het gemiddelde van de rij-vectoren te nemen en vervolgens het ver­
schil van de eerste rij-vector ten aanzien van de gemiddelde rij-vector. Ook 
de nieuwe designmatrix X is dan uit te rekenen, omdat het product XC aan de 
oorspronkelijke designmatrix gelijk moet zijn. Het oorspronkelijk model kan 
dan herschreven worden als: 
log m
u
/ m 2 1 
log m 1 2/m 2 2 
1 1 
1 -1 
i 
i 
D 
η 
M 
11 
и 
_
η 2 _ 
(3.43) 
zodat het nieuwe model wordt : 
log 
'11/ш21 1 1 
1 -1 
(3.44) 
. , M M M 
і(л! + л2) en ζ е(Лі - Π?) . En ook hier is de overeen-Hlerin zijn ζ - η τ цгц * π 2; en ι, - unj ii2 
komst tussen model (3.44) en het resulterende model uit de vorige methode 
(3.40) niet verwonderlijk vanwege de omgekeerde redenering,__die is toegepast. 
D M D M 
De effecten ζ en ζ kunnen dan ook op dezelfde wijze als η en η, in de ver-
D M DM 
wachte frequentie worden uitgedrukt. Tevens geldt, dat ζ = 2λ, en ζ = 2λ,,. 
Van de drie logitmodellen, verkregen volgens de drie proceduren, valt het mees­
te op, dat de effect-parameters, op een fractie 2 na, gelijk zijn aan overeen­
komstige effect-parameters in de log-frequentiemodellen. Dat betekent dat ook 
de daar vermelde interpretaties gekoppeld kunnen worden aan de parameters van 
het logit-model. Nu waren dat vooral Interpretaties in termen van statistische 
samenhang en spreiding. Een interpretatie, die daar nu aan kan worden toege-
M 
voegd is die in termen van causale invloeden. Zo geven de milieu-effecten w„ 
(volgens methode 1), η,, (volgens methode 2) en ζ (volgens methode 3) de cau­
sale effecten van het milieu aan op de logits over diploma. Voor de inhoude­
lijke verstaanbaarheid kan men zich echter beter niet uitdrukken in deze lo­
gits, maar rechtstreeks in de odds (= relatieve slaagkans in dit voorbeeld). 
Model (3.44) bijvoorbeeld zegt dan dat 
n
n
/m 2 1 
D 
°12^n2? = θ 
D M 
S + ζ 
D M 2ζ -2ζ 
,/m, 
(3.45) 
(3.46) 
— 2 С M 
Noteren we voor e , zoals gebruikelijk, εχρ(-2ζ ), dan staat in (3.46) te 
M 
lezen dat de relatieve slaagkans in het middenmilieu εχρ(-2ζ ) keer de rela-
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latieve slaagkans is van het lager milieu; en omgekeerd geldt, dat de relatie-
M 
ve slaagkans in het lager milieu βχρ(2ζ ) keer die is van het middenmilieu. 
Men zou daarom kunnen spreken van een (proportionele) afstand tussen het la-
M M 
ger en het middenmilieu ter grootte van βχρ(2ς ). Omdat ζ gedefinieerd is 
als de afetand van een loglt in een milieucategorie ten aanzien van het ge­
middelde, is de afstand tussen de categorieën, laag en midden, natuurlijk 
twee keer deze afstand. Wellicht zou het beter zijn, het causale effect zó te 
definiëren, dat de afstand tussen de categorieën zelf als een eenheid wordt 
opgevat. 
Bedenken we dat 2ζ gelijk is aan de logoddsratio, dan komt deze interpretatie 
overeen met die van de logoddsratio gegeven in hoofdstuk 2.3.5. Soortgelijke 
interpretaties zijn er natuurlijk voor -w2 en 2τκ en gezien ζ = 2λ mag de-
DM 
zelfde interpretatie gegeven worden aan 4λ in het log-frequentiemodel. 
De parallelliteit tussen het logit model en het log-frequentiemodel kan ook 
nog op een andere wijze gedemonstreerd worden door vanuit het log-frequentie­
model te vertrekken. De logit bestaat immers uit het verschil in twee log-fre-
quenties. Zo is 
log(m
n
/m 2 1) = log m n - log m 2 1 
Beide log-frequenties zijn in log-frequentiemodellen uit te schrijven: 
log m. . -log m , = (λ + λ, + λ, + λ,,) - (λ + λ, + λ. + λ,,) 
D ,D4 , DM ,DM4 
(λ, - λ2) + ( λ η - λ 2 1) 
D D DM DM 
Toepassend de restricties dat λ, = -λ en λ,, = -λ 2 ], volgt, 
„,D „,DM D M 
log m
n
 - log m 2 1 = 2Xj + 2 λ η = ζ + ζ 
Hiermee wordt duidelijk, dat log-frequentiemodellen uitgebreider zijn dan lo-
git-modellen en dat door het overgaan van de eerste naar de laatste een aantal 
M 
parameters komen te vervallen (hier λ en λ), die met uitzondering van het al­
gemene effect te maken hebben met de verdeling in de oorzaak-variabelen. Dat 
deze komen te vervallen in logitmodellen is overigens niet erg. Ook binnen het 
log-frequentiemodel komen ze bij een hiërarchische werkwijze pas voor inter-
pretatie in aanmerking, wanneer de meer interessante effecten nul blijken te 
zijn. Bovendien kunnen de schattingen van deze effecten berusten op artifi-
ciële verdelingen van de oorzaak-variabelen, wanneer de onderzoeker dispropor-
tionele steekproeven binnen de condities van de oorzaken getrokken heeft. Om-
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gekeerd zal men er echter rekening mee moeten houden dat, wanneer log-fre-
quentiemodellen met een causale doelstelling worden toegepast, alle effect-
parameters die met de verdeling van de oorzaak-variabelen hebben te maken, 
in het model worden opgenomen; en dit ondanks het feit, dat men ze toch niet 
zal interpreteren. 
In de titel van deze subparagraaf is het logitmodel in 2 varianten aangekon-
digd. De tweede variant willen we hier tenslotte naar voren brengen om te la-
ten zien dat de beide hoofdtypen van modellen (log-frequentie- en logit-mo-
dellen) nog meer op elkaar lijken, wanneer de definitie van de logit iets ge-
wijzigd wordt. Voor een dichotome afhankelijke variabele luidt deze gewijzig-
de definitie 
D I M D I M D I M è Ь 
^ i l j / ^ i l j ^ j ' ) = 1 ° в ( ш , / < т і л в 2 л ) > < 3 · 4 7 ) 
DIM DIM è Hierin is (ρ ρ ) het meetkundig gemiddelde van de conditionele kaneen 
voor diploma binnen de j-de milieu-categorie. In deze gewijzigde definitie 
wordt met andere woorden de kans op het behalen van een diploma niet vergele­
ken met de kans in de andere categorie (geen diploma), maar met het gemiddelde 
van alle kansen. Zo is er een tweede logit op te stellen, waarin de kans van 
de geen-diploma categorie vergeleken wordt met dit gemiddelde. Voor een dicho­
tome variabele is deze echter overbodig omdat deze het tegengestelde is van de 
eerste. Gemakkelijk is immers na te gaan, dat de som van belde logits gelijk 
is aan nul. Voorts zij opgemerkt, dat het verschil gelijk is aan de logit vol­
gens de gebruikelijke definitie (3.33). Het voordeel van de tweede definitie 
van een logit is dat zij gemakkelijk uit te breiden is voor niet-dichotome va­
riabelen; er zijn dan (n-1) onafhankelijke logits (n=aantal categorieën). 
De nieuwe definitie is eigenlijk niets anders dan een andere normalisering van 
de verwachte frequenties. We kunnen dit met een voorbeeld toelichten door bij-
voorbeeld voor het lager milieu te stellen m = 480 (diploma-bezitters) en 
m = 248 (geen diploma-bezitters). Gewoonlijk drukt men deze getallen uit ten 
opzichte van het totaal 728. Stelt men dit totaal op 1, dan geeft dit de pro-
porties .66 en .34. Op de 100 jongeren zijn er 66 met en 34 zonder een diplo-
ma. De logit volgens de gebruikelijke definitie (zoals in 3.33) stelt niet het 
totaal, maar de frequentie van de tweede categorie op 1, om daar vervolgens de 
logarithmen over te berekenen, dus 
1 1 480 1 9 
logit vlg (3.33) = log = log — = log -^- = log 1.9 (= 2 log 1.39) 
m?] 248 1 
Met andere woorden tegenover 100 Jongeren zonder een diploma staan 190 jonge­
ren, die wel een diploma hebben. 
In de logit volgens de tweede defltiitie (3.46) wordt het (meetkundig) gemid­
delde van de frequenties op 1 gesteld en daarna de logarithme berekend. 
mll 4Θ0 139 
logit vlg (3.47) = log τ = log 1 = log — — = log 1 39 
<m 1 1m 2 1) ï (480xl50)2 
Deze logit zegt dat wanneer we uitgaan van een gemiddelde van 100 per catego-
rie, de categorie diploma-bezitters 1.39 keer meer jongeren telt Wat verder 
hierboven blijkt, maar in het algemeen voor dichotome variabelen opgaat, Is 
dat de waarde van de logit volgens de tweede definitie de helft is van de 
waarde van de logit volgens de eerste. Het overgaan van logit-modellen (vol-
gens de eerste definitie) naar de nieuwe loglt-modellen (volgens de tweede 
definitie) kan dus eenvoudig tot stand worden gebracht door rechts en links 
van het =teken in de besproken modellen door 2 te delen met als fraai resul-
taat dat overeenkomende effecten in de logit- en log-frequentiemodellen pre-
cies aan elkaar gelijk worden. 
Deze subparagraaf afsluitend, kunnen we weliswaar zeggen, dat er verschillen 
zijn in de hier gepresenteerde hoofdtypen van een model het log-frequentie-
en het logit-model, maar tevens dat deze verschillen eigenlijk niet zoveel 
om het lijf hebben. Ze betreffen alleen de formele modelbouw. Log-frequentie-
modellen zijn groter, bevatten meer parameters, maar de parameters, die ze 
meer hebben, zijn meestal oninterpreteerbaar. Wat het interpreteerbaar ge-
deelte van de parameters betreft, komen ze overeen of zijn ze gemakkelijk 
herleidbaar tot die van het logit-model 
3.4 De modelselectie 
Het besprokene in de vorige paragraaf leidt tot een ontwerp verklaringsmodel, 
waarin de keuzen met betrekking tot het modeltype (log-frequentie- of logit-
model) en met betrekking tot de reductie-techniek (eigenlijk welke designma-
trix) zijn vastgelegd Het is een ontwerpmodel, omdat met dit model als ver-
trekpunt volgens vrij vaste analyse-regels verder gezocht zal worden naar een 
zo 'goed* mogelijk model voor de geobserveerde tabel Het ontwerpmodel is 
meestal onbevredigend, omdat het te omvangrijk is Het bevat als verzadigd 
model evenveel effecten als er cellen zijn in de tabel, zodat men er, wat 
het aantal informatie-eenheden betreft, met dit model niet veel beter aan toe 
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is. Daar komt bij dat er in deze modellen vaak (namelijk bij tabellen van 
veel dimensies) hoogste-orde effecten voorkomen die zeer moeizaam interpre­
teerbaar zijn. Gelet verder op de meting van de effecten, is er nog een sta­
tistische reden het model te beperken. Men verhoogt daarmee namelijk in het 
algemeen de nauwkeurigheid van de meting. Hoewel het stricte bewijs hiervoor 
ontbreekt, zeggen Bishop e.a. (1975) dat dit vrij algemeen opgaat. 
Het selectieproces verloopt volgens vrij vaste regele, maar dat wil niet 
zeggen dat er niet een zekere speelruimte voor de onderzoeker gelaten is. 
Achtereenvolgens komen aan de orde de schattingsproceduren, de selectle-cri-
teria en de fasering. 
3.4.1 De schattingsproceduren. 
Elk model bevat twee soorten onbekenden, die met behulp van de geobserveerde 
frequenties geschat moeten worden, namelijk de verwachte frequenties en de 
effect-parameters. Beide zijn van elkaar afhankelijk, omdat ze in elkaar uit 
te drukken zijn. Drie veel gebruikte schattingstechnieken zijn 
- de iteratief-proportionele-fitting procedure, ook wel aangeduid als de De-
ming-Stephan procedure. Gegeven een model, waarin bepaalde effecten voorko­
men maakt deze procedure gebruik van het feit, dat de opgenomen effecten 
naar bepaalde marginale verdelingen verwijzen, die als voldoende grootheden 
optreden om de verwachte frequenties (m) te schatten. De procedure heeft de 
eigenschap, dat ze naar de meest aannemelijke schattingen convergeert. Een­
maal deze verwachte frequenties geschat, worden van daaruit de effecten ver­
der berekend. Een relatief voordeel (zeker bij grote tabellen) is de rela­
tief kleine benodigde computerruimte De procedure wordt in E CT A gebruikt 
Zie voor een toelichting voetnoot 14 van hoofdstuk 1 of Dessens (197Θ) en 
meer gedetailleerd Bishop (1975, p.81). 
- grootste aannemelijkheldsproceduren. Deze schatten eerst de effecten. In de 
steekproefmodellen kunnen de m 's, de ρ 's en de ρ .'s in effecten wor­
den uitgeschreven, zoals dat in de verklaringsmodellen is gedaan. Door de 
bijpassende aannemelijkheidsfunctie te maximaliseren worden de meest aanne­
melijke effectschattingen verkregen, gegeven de geobserveerde tabel. Op 
grond van de geschatte effecten worden de verwachte frequenties berekend. 
Er zijn wat varianten van deze procedure. De methode vraagt wat meer compu­
terruimte, convergeert echter wat sneller (Verbeek, 1980). Ze wordt onder 
meer gehanteerd in MULTIQUAL. Ook het programma GLIM, dat in deze studie is 
gebruikt, leidt tot grootste aannemelijkheidsschattingen. 
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- gewogen kleinste kwadratenmethode. Deze schat de effecten zodanig, dat de 
kwadratische verschillen tussen de geobserveerde relatieve frequenties en 
de op basis van het model geschatte kanswaarden zo klein mogelijk zijn. 
Omdat echter niet alle observaties even betrouwbaar zijn, wordt hiernaar 
eerst gewogen. Deze methode wordt onder andere gehanteerd in FUNCAT (SAS). 
In feite zal de onderzoeker niet vrij zijn m de keuze van een procedure, 
maar zal hij aangewezen zijn op een voorhanden zijnde programma. Van belang 
is het dan te weten, dat deze procedures asymptotisch gelijk zijn, dat wil 
zeggen dat bij het groter worden van de steekproef de schattingen van de 
verschillende procedures meer aan elkaar gelijk worden. 
3.4.2 De selectie-criteria. 
Het ontwerpmodel zal tot een 'goed' model herleid moeten worden. Onder een 
'goed' model wordt een model verstaan, dat tegelijkertijd zoveel mogelijk 
beantwoordt aan de drie criteria van zuinigheid, goed-passendheid en inter-
preteerbaarheid . 
Een model is zuiniger dan een ander model, wanneer het minder effectparame-
ters bevat dan het andere. Dit eerste criterium van zwiniaheid, komt voort 
uit de algemene wetenschappelijke els van eenvoud die men aan een theorie 
c.q. model stelt. Men dient in de empirische wetenschap te laten zien dat de 
complexe verschijningsvorm van de realiteit uit een eenvoudiger latente 
structuur voortkomt. Deze algemene wetenschapsopdracht betekent in de tabel-
analyse een model opstellen, waaruit die effectparameters weggelaten zijn, 
die niet strict nodig zijn om de complexe geobserveerde tabel te beschrij-
ven. 
Het tweede criterium van goed-passendheid zegt, dat een dergelijke inkrim-
ping van een model uit zuinigheidsoverwegingen niet ten koste mag gaan van 
de beschrijving van de gegevens, hetgeen wil zeggen dat de overeenkomst tus-
sen verwachte en geobserveerde frequenties goed moet blijven. Men zegt ook 
wel dat het model 'bij de data moet passen' ofwel dat het model 'een goede 
fit' moet hebben of kortweg dat het moet 'fitten'. Zo dadelijk zullen we 
zien dat er statistische grootheden bestaan, die aangeven in hoeverre de 
'fit1 redelijk is. Deze twee criteria van zuinigheid en goed-passendheid kan 
men beschouwen als de twee polen van één dimensie. Naarmate effecten wegge-
laten worden (het model zuiniger wordt), zal het in de practijk meestal zo 
zijn, dat de fit slechter wordt. De fit zal bij weglating van effecten al-
leen onveranderd blijven als de betreffende effecten nul zijn 
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Het laatste criterium van гпЬегртеЬеегЪаа Нега van de effecten geeft ten­
slotte aan dat de resulterende effecten ook inzichtelijk moeten zijn. Zij 
moeten niet als geheel, hoewel misschien minder complex, even ondoorzich­
tig zijn als de ongeanalyseerde gegevens in de tabel Zij moeten tot kennis 
ervan leiden Zijn de eerste criteria meer statistisch, het laatste crite­
rium is meer theoretisch van aard te noemen Een zekere spanning tussen bei­
de soorten criteria zal er zeker vaak zijn en niet altijd zullen ze afzon­
derlijk maximaal vervuld kunnen worden om tot het 'beste' model te besluiten 
Vermoedelijk zal men veelal geneigd zijn het criterium van interpreteerbaar­
heid te laten prevaleren, een iets minder passend, of een iets minder zuinig, 
maar in ieder geval interpreteerbaar model lijkt in de meeste gevallen ver­
kieslijker 
Leidt men de goed-passendheid af uit dé mate, waarin geobserveerde en ge-
schatte frequenties overeenkomen, voor de interpretatie zal men vooral afgaan 
op het soort effecten, de hoogte van de effecten en de relatie van deze met 
de verwachtingen die men zelf omtrent het verschijnsel heeft In het algemeen 
zal men ook rekening moeten houden met de plausibiliteit van de vooronder-
stellingen die aan de meting ten grondslag liggen 
3 4 3 De fasen van selectie 
De analyse verloopt meestal in meerdere fasen, waarin om beurten de genoemde 
criteria meer onder de aandacht staan Eerst probeert men middels een zoek-
strategie dat model te vinden, dat volgens de criteria van zuinigheid en 
goed-passendheid het beste is Men let dan vooral op de fzt van het model 
In een tweede fase beschouwt men dit model als (relatief) definitief en be-
kijkt men vooral de waarde van de effecten om ze te interpreteren Hier 
speelt dus het ïnterpreteerbaarheidscritenum een grote rol Mocht dit inter-
preteren minder goed lukken dan kan men besluiten meer effecten op te nemen 
(minder zuinig, maar beter passend) dan wel sommige effecten weg te laten 
(zuiniger, maar slechter passend) In beide gevallen kan de Interpretatie 
gemakkelijker zijn Er zijn meerdere strategieën beschreven (onder andere 
door Fienberg, 1975, Bishop, e a , 1975, Ch 4, Goodman, 1971, 1979, Brown, 
1975, Whittaker en Altkin, 1978), die men ter opsporing van het best-passen-
de en meest zuinige model in de eerste fase kan volgen Deze hoeven niet al-
le tot hetzelfde model als het beste resultaat te leiden Men kan dit verge-
lijken met de stapsgewijze regressie-analyse, die ook op meerdere wijzen is 
uit te voeren en niet altijd tot hetzelfde regressie-model leidt Hoe groot 
106 
die verschillen zijn vooral met betrekking tot de effect-schattingen, lg 
naar onze mening niet bekend We zullen hier een practische procedure kort 
aangeven, maar eerst willen we ingaan op een paar statistische maten, die bij 
elke zoekstrategie, welke men ook kiest, van belang zijn. Het zijn de twee 
2 2 
statistics, aangeduid met X en G 
2 (fiJ - " Ι / 2 
X = ΣΣ ¿ - — de X van Pearson (3 48) 
ij ij 
2 fij 
G = 2 ΣΣ f. log — — de aannemelijkheidgratio (3.49) 
ij ÍJ fiij 
Hierin duidt m, op een schatting van de verwachte frequentie m en geeft f 
ij ij
 2 ij 
de geobserveerde frequentie aan. De eerste statistic is de meer bekende X van 
Pearson, waarin op de gebruikelijke wijze de geobserveerde frequenties en de 
2 
geschatte verwachte frequenties worden vergeleken De tweede grootheid G is 
eveneens een grootheid waarin een vergelijking tussen geobserveerde en (ge-
schatte) verwachte frequenties tot uitdrukking komt. Beide zijn dus op te vat-
ten als een maat voor de goed-passendheld, of anders gezegd een maat die aan-
geeft in hoeverre een model in staat is de geobserveerde frequenties te be-
schrijven. Voor het verzadigde (uitgangsmodel geldt, dat de geobserveerde 
2 2 
frequenties ook de verwachte frequenties zijn. X en G zijn dan gelijk aan 
nul. Is een beperkter model in de populatie geldig, dan zullen de frequenties, 
verwacht op basis van een dienovereenkomstig beperkt model ook niet veel van 
de geobserveerde frequenties afwijken. De statistische theorie zegt dat, als 
het in de analyse gehanteerde model geldig is en de steekproef voldoende 
2 2 2 
groot is, X en G bij benadering χ verdeeld zijn met als aantal vrijheids­
graden (vg) het aantal effect-parameters, dat uit het verzadigde model weg­
gelaten is Zou men meerdere steekproeven uit dezelfde populatie trekken, dan 
zou de gemiddelde waarde van deze grootheden ook gelijk zijn aan het aantal 
8) 
vrijheidsgraden. De twee grootheden zijn nauw aan elkaar verwant en voor 
2 
grote steekproeven practisch gelijkwaardig. Het voordeel van G is dat deze 
binnen het kader van de multiplicatieve modellen een opteleigenschap heeft, 
2 
die de X van Pearson binnen dit kader mist Deze eigenschap heeft betrekking 
op twee modellen Ml en M2, waarvan Ml minder beoerkt is dan M2 (dat wil zeg­
gen Ml bevat dezelfde effecten als M2 plus nog een aantal) Onder de conditie 
2 
nu dat Ml geldig is, is het verschil in de G -waarden, die bij deze modellen 
2 2 2 
horen (G (M2) - G (Ml)), ook weer bij benadering χ -verdeeld met als aantal 
2 
vrijheidsgraden het verschil in de aantallen vrijheidsgraden die bij G (M2) 
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2 
en G (Ml) horen. Met behulp van deze eigenschappen Is het mogelijk na te 
gaan of een inkrimping van een model bij een gekozen signlflcatlenlveau 
α een significant slechtere (of betere) fit geeft Gezien de conditie dat Ml 
geldig moet zijn, ligt het voor de band met deze toetsing bij de hoogste-orde 
effecten te beginnen (Shaffer, 1973). Ook wordt het met deze eigenschap moge­
lijk verschillende beperkte modellen met elkaar te vergelijken naar de mate 
2 
waarin de G toeneemt. Goodman (1972) heeft hiervoor maten voorgesteld, die 
een sterke analoge notatie hebben als de multiple correlatie-coëfficiënt in 
2 
de regressie-analyse namelijk R . Ze mogen daar echter niet mee verward wor-
den. Het zijn maten voor goed-passendheid. 
Een maat, die een duidelijker verwantschap heeft met de multiple correlatle-
2 
coëfficiënt is die, aangeduid met η en voorgesteld door Magidson (1981). 
2 V 2 
Evenals R in de regressie-analyse, duidt deze η ook de mate aan, waarin al­
le oorzaakvariabelen tezamen de gevolgvariabele verklaren, uitgedrukt in het 
9) 
percentage verklaarde (kwalitatieve) variantie . Ze is gedefinieerd voor één 
gevolgvariabele (lopend over 1) en één oorzaakvariabele (lopend over j) als 
volgt. Voor meerdere oorzaakvariabelen hoeven alleen achter j meerdere sub-
scripten ingevuld te worden. 
2 Λ
 p i j ( p i i j - V 
η = — % (3.50) 
l - * P, 
2 2 
Van de aannemelijkheidsratio G als maat voor de goed-passendheid en de η 
(van Magidson) als maat voor de verklaarde variantie zullen we in het vervolg 
gebruik maken 
Impliciet in het voorafgaande ligt besloten, dat het zoekproces naar het 
'beste' model drie hoofdfasen kent, die we kort aan de hand van tabel 3.1 
zullen karakteriseren 
Stap 1 Het opstellen van het verzadigd ontwerpmodel. 
De keuzen die hier gedaan moeten worden betreffen het type verklaringsmodel 
en de methode ter reductie van het aantal oorspronkelijke effecten. Omdat de 
variabele diploma een dichotomie is, kiezen we voor het logit-model Verder 
kunnen we voor reductie-methode 2 kiezen Het ontwerpmodel wordt dan (cf. 
(3.40)) 
logdn, ,/m91 ) = η + η. ц11 ш?1' 
n12/'m22^ ~ ' ' ~ '' 1 
1 , , ч D M 
log(m, 9/m„ 9) = η - η. 
Voor dit verzadigde model (Ml) zijn de geobserveerde frequenties de meest aan-
2 
nemelijke schatters voor de verwachte frequenties. De G -waarde is daarmee ge-
lijk aan nul, zodat de fit erg goed ie, maar de vraag laat zich stellen of een 
zuiniger model niet even goed is. 
Stap 2 Het bepalen van het best-passende en meest zuinige model. 
Dit gebeurt door eliminatie van effect-parameters. Rekening houdend met de 
reeds eerder uiteengezette te volgen hiërarchische werkwijze, wordt de hoog-
ste-orde parameter uit het model verwijderd, zodat ontstaat 
D 
log(mn/m21) = η 
D 
log(m 1 2/m 2 2) = η 
Voor dit model (M2) hoeven de geschatte verwachte frequenties niet meer gelijk 
2 
te zijn aan de geobserveerde Voor tabel 3.1 is G <M2) = 22 77 met 1 vg. Ver­
geleken met model Ml is dit een opmerkelijke achteruitgang van de fit. In bij­
lage E is als critieke waarde bij 1 vrijheidsgraad en overschrijdingskans 
M 
α = .05 gegeven 3.84. Bijgevolg moet besloten worden dat de parameter η, niet 
uit het model mag worden verwijderd 
Stap 3 Het interpreteren van de hoogste-orde effecten 
Uit de vorige stappen resulteert het volledige model als het beste model vol­
gens de eerste twee criteria. De hoogste-orde parameters komen dan vervolgens 
voor interpretatie vooral in aanmerking De waarde van de parameter, geschat 
met de gegevens van tabel 3.1, is - 267 en is daarmee gelijk aan de helft van 
de logoddsratio van tabel 3.1. 
Dit betekent, dat de relatieve slaagkans voor een jongere uit het middenmilieu 
εχρ(-2η,), dit is exp(-2 к - 267) = 1.71 keer groter is dan de relatieve 
slaagkans voor een jongere uit het lager milieu. Omdat we hier echter met een 
schatting te doen hebben, moeten we ook met bepaalde betrouwbaarheidsmarges 
rekening houden. In het algemeen kan bij een (2x2)tabel als schatter van de 
logoddsratio gebruikt worden 
schatter logoddsratio log ((f
г
^ 2 2)/(f 1 2f 2 1)) (3.51) 
Bij grote steekproeven is deze bij benadering normaal verdeeld met een stan­
daardfout, die geschat kan worden volgens 
schatter standaardfout ( f
n
 + f 1 ? + f ? 1 + f 2 2) (3.52) 
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Voor de effect-parameter n
n
 die gelijk is aan de helft van de logoddsratio 
zijn belde schatters ook de helft van deze De schatting van de standaard­
fout behorend bij τ\
λ
 іэ voor dit voorbeeld i(461~1+267~1+586~1+199~1) = 056 
De 95% betrouwbaarheidsmarges voor η. zijn daarmee 
ondergrens - 267 - 1 96 к 056 = - 377 en 
bovengrens - 267 + 1 98 м 056 = - 157 
En hiermee besluiten we dit hoofdstuk over de analyse van een (2x2)tabel De 
belangrijkste algemene elementen van een tabelanalyse en daarmee samenhangen­
de interpretatie-lijnen zijn aan de orde geweest De geboden mogelijkheden 
met dit soort analysen zijn groot, maar bleken hier bij het (2x2) geval nog 
niet tot verschillen in resultaten te leiden In het vervolg zullen we dat 
wel tegenkomen, vooral omdat de kern van het analyse-model, de designmatrix, 
wat meer zal variëren 
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4. EEN DEFINITIE VAN EFFECT, GELET OP DE 
OORZAAKVARIABELE:DE (2XJ)TABEL 
De globale schets, die in het vorige hoofdstuk van het totale analyse-pro-
ces met de belangrijkste achtergronden is gegeven, heeft een aantal moge-
lijkheden aangedragen om effecten zodanig te construeren, dat ze zich ge-
makkelijk voor Interpretatie lenen. Omdat het daar om een (2x2)tabel ging, 
bleven deze mogelijkheden echter nog onbenut. Dit hoofdstuk beoogt te laten 
zien, dat een adequaat gebruik van de geboden middelen ook daadwerkelijk tot 
gemakkelijker interpreteerbare effecten leidt. Het voorbeeld, dat in dit 
hoofdstuk centraal staat, Is een uitbreiding van tabel 3.1 in die zin, dat 
aan de twee milieu-categorieën een derde categorie wordt toegevoegd, name-
lijk het hogere milieu. Ook deze gegevens zijn afkomstig uit Collana е.a. 
(1978). 
tabel 4.1 Aantallen jongeren van de generatie 1965 uit het lager, midden 
en hoger milieu dat wel/geen diploma α.ν,ο·, l.b.o,, v.w.o. 
heeft behaald; tussen haakjes de -percentages, 
laper midden hoger totaal 
milieu milieu milieu 
diploma a.v.o., 461 ( 63.3) 586 ( 74 6) 267 ( 82.4) 1314 ( 71 5) 
l.b.o., v.w.o. 
geen diploma 267 ( 36.7) 199 ( 25.4) 57 ( 17.6) 523 ( 28.5) 
totaal 728 (100.0) 785 (100.0) 324 (100.0) 1837 (100.0) 
Veel van wat reeds besproken is, zal hier op deze (2x3)tabel worden toege­
past. Voor een deel zal het daarom een korte parafrasering zijn van wat al 
aan de orde is geweest. Aspecten die nieuw zijn en door de uitbreiding van 
de tabel juist teweeg worden gebracht, zullen daarentegen uitvoeriger aan­
dacht krijgen. Zij hebben vooral te maken met een doelbewustere keuze van 
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een definitie van effect. In paragraaf 4.1 zal een toepassing van de ge­
bruikelijke analyse volgens Goodman (ECTA-analyse) worden besproken en 
vooral zal daarbij gelet worden op de interpretaties van de effecten. De 
moeilijkheden, die men in het algemeen ervaart met betrekking tot het in­
terpreteren van deze effecten (Rosenthal, 1980; Swafford, I960), zullen in 
paragraaf 4.2 voor een deel ondervangen worden door een wijziging van de 
design-matrix, hetgeen een meer geschikte definitie van het effect inhoudt. 
In de laatste paragraaf komt aan de orde, hoe met behulp van het opleggen 
van bepaalde constraints een eenvoudiger model voor tabel 4.1 bereikt kan 
worden. 
4.1 Een gebruikelijke analyse volgens Goodman (ECTA). 
De algemene beschouwing, die ten aanzien van de (2x2)tabel aan de orde is 
geweest en voorafging aan de feitelijke analyse, kan nu ook ten aanzien van 
tabel 4.1 worden gehouden. De tabel van absolute frequenties wordt beschouwd 
volgens een bepaald steekproefmodel tot stand te zijn gekomen. In deze 
steekproefmodellen nemen bepaalde grootheden een centrale plaats in; zij 
spelen een belangrijke rol in de tot standkoming van de geobserveerde fre­
quenties in de tabel. Deze grootheden zijn ofwel de kansen ρ ofwel de 
verwachte frequenties ra, ofwel de conditionele kansen ρ . Van de andere 
kant zijn deze grootheden zelf het product van in de realiteit werkzame 
factoren. In het verklaringsmodel worden ze daarom afhankelijk gesteld van 
de effecten die op basis van de variabelen in de tabel kunnen worden onder­
scheiden. Deze algemene beschouwing zullen we in het vervolg achterwege la­
ten, en direct beginnen met het opstellen van een verklaringsmodel. 
Het volledige oorspronkelijke log-frequentie-model, zoals dat voor tabel 
4.1 kan worden opgesteld, is als volgt: 
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l o g m
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In matrix- огш is dit te schrijven als ί_ = Αλ_. Voor een toelichting bij de 
notatie, zie noo 
DM" log m
n 
log m 1 2 
log m 1 3 
log m 2 1 
log ™ 2 2 
log m 2 3 
3, hoofdstuk 3. 
1 0 0 
0 1 0 
0 0 1 
1 0 0 
0 1 0 
0 0 1 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
λ 
D 
λ 2 
M 
*ι 
λ 2 
*3 
DM 
Μι 
λ 1 2 
Мз 
*21 
λ 2 2 
λ 2 3 
(4.7) 
Hierin іэ Α de oorspronkelijke designmatrix. De effecten, die in de vector λ^  
worden onderscheiden, hebben een voor de hand liggende interpretatie (cf. fi­
guur 3.5 voor analoge interpretaties van de oorspronkelijke effecten voor de 
(2x2)tabel), doch in aantal zijn ze te omvangrijk om geschat te worden. Omdat 
we hier de gebruikelijke analyse volgens Goodman (ECTA) willen volgen, kiezen 
we ter reductie van het aantal oorspronkelijke parameters voor de tweede re­
ductiemethode. De restricties, die de effecten worden opgelegd zijn 
Ζ X° = Ζ Х Н = ζ A ™ = Ι λ ™ = 0 (4.8) 
Ze hebben tot gevolg, dat bepaalde effecten op het teken na gelijk worden aan 
andere of aan een som van enkele andere 
A-I """ ~' " 1 , A g 
"2 
. DM 
1 ' лэ 
DM 
,,H ,M4 .DM 
-(λ, + λ,) en λ,, DM DM _ DM DM 
-λ, . , λ,, - -λ., , Α,, 
-Ο 
η 
DM DM 
IT'· ?3 
„ D M ,DM4 
-(λ-, + λ ). 
Substitutie in het oorspronkelijke model (4.1) t/m (4.6) geeft: 
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DU 
log m
n 
log m DM 12 
λ + λ 
λ + λ 
λ" Α1 
DM 
11 
Μ 
DM 
log m 1 3 
DM log m 2 1 
DM log m 2 2 
DM log m 2 3 
A + λ, - λ] 
λ - λ 
λ - λ 
χ"- * 
DM 
1? 
DM 
12 
λ2 + λ 
Λ
Μ
 - λ ™ - λ 
DM 
"
 λ11 
λ? - Α 
.... ..DM 
Λ, - Aj - Α 2 + Ajj + Α ] 2 
In matrix-termen is dit model l_ = Χλ^ 
DM 
12 
DM 
(4.9) 
(4.10) 
(4.11) 
(4 12) 
(4.13) 
(4.14) 
log m 
log m 1 2 
log m 1 3 
log m 2 1 
log m,-
log m 
'23 
1 1 1 0 1 0 
1 1 0 1 0 1 
1 1 - 1 - 1 -1 -1 
1 - 1 1 0 - 1 0 
1 - 1 0 1 0 - 1 
1 - 1 - 1 - 1 1 1 
λ 
A 
A 
x2 
. D M 
A l l 
λ 1 2 
(4.15) 
De matrix X is de nieuwe designmatrix van het model. De vector λ_ bevat de 
zes vrije modelparameters en l_ de logarithmen van de verwachte frenuenties. 
Het model, zoals dat hier is gekozen» impliceert bepaalde definities van de 
effecten. In het vorige hoofdstuk is daar op op gewezen. Maar vanwege het po-
lytome karakter van de milieu-variabele is de situatie nu enigszins gewijzigd. 
Wat de interpretatie betreft, zouden we een drietal manieren kunnen onder­
schelden, waarop men deze effecten kan bekijken. In de eerste zienswijze laat 
men aan elk effect een bepaalde dichotomisering van de variabele(n) correspon-
,DM deren. Zo kan men bijvoorbeeld aan λ-[1 een (2x2)tabel laten corresponderen van 
de variabele diploma met categorieën 1 en overige (hier alleen 2) en de varia-
DM bele milieu met categorieën 1 en overige Het effect λ,-, pleegt men dan wel te 
beschouwen als een maat die aangeeft in hoeverre de beide variabelen in deze 
tabel statistisch afhankelijk zijn. Men komt deze interpretatie wel tegen, 
hoewel ze eigenlijk alleen voor dlchotome variabelen opgaat, zoals in het 
voorbeeld van hoofdstuk 3. Om een indruk van deze wijze van interpreteren te 
krijgen, kunnen de effecten het beste in verwachte frequenties worden uitge-
DM DM drukt Door omzetting van (4.9) t/m (4.14) ontstaat voor л ^ en Aj 2 (met weg-
D4 lating van de superscripts DM in log m ) 
DM 1 " Π ' И 2 1 
( ш 1 2 т 1 3 ^ / ^ m 2 2 m 2 3^ 
DM 1 Ш 1 2 / m 2 2 
λ
ι™ = з
 1 ο
ε ¡ 1 <4·17> 
In deze omschrijvingen van de effecten in de verwachte frequenties komen 
enigszins merkwaardige ratio's voor. Zo is λ,, gelijk aan nul, wanneer de ra­
tio m,,/m21 (zijnde de ratio van de verwachte frequentie diploma-bezittere 
versus de frequentie geen diploma-bezitters in het lagere milieu) gelijk is 
aan de ratio van twee (meetkundige) gemiddelden, te weten het gemiddelde van 
nij.eniDjn (verwachte frequenties diploma-bezitters in de overige milieus) en 
het gemiddelde van m22- en m 2 3 (verwachte frequenties geen diploma-bezitters in 
de overige milieus). Het zal duidelijk zijn, dat uit het nul-zijn van λ ^ der­
halve niet kan worden geconcludeerd, dat het hebben van een diploma statistisch 
onaf hankelijjt is van het al dan niet behoren tot het lagere milieu. Door het 
voorkomen van de meetkundige in plaats van de rekenkundige gemiddelden in de 
DM 
noemers van (4.16) en (4.17) is dit niet mogelijk. Evenzo kan uit λ 1 ? = 0 niet 
afgeleid worden, dat het diploma-bezit onafhankelijk is van het behoren tot het 
middenmilieu versus de overige milieus. Slechts wanneer beide effecten tegelijk 
nul zijn, kunnen beide conclusies getrokken worden en volgt ook de algemene 
conclusie dat de twee variabelen diploma-bezit en milieu onafhankelijk zijn. 
DM DM 
Gemakkelijk valt te bewijzen dat uit λ,, = л,2 = 0 statistische onafhankelijk­
heid van beide variabelen volgt en omgekeerd. 
Herinnerd het hiërarchisch werkprincipe, zoals dat in hoofdstuk 3 uiteengezet 
is, kan vervolgens de vraag gesteld worden, welke Interpretatie de effectpara-
M M D 
meters Xj, λ? en λ-, hebben onder aanname van statistische onafhankelijkheid. 
Voor λ. is deze vraag het gemakkelijkst te beantwoorden. Uit (4.9) t/m (4.14) 
volgt* 
η 1 И11 m12 m13 
λ 1 = fi 1 о Б ~ Ζ ІГ~ (4.18) 
6
 m ? 1 m ? 2 m 2 3 
Het is duidelijk dat λ alleen iets zegt over de verdeling van de variabele 
diploma, als er sprake is van statistische onafhankelijkheid van de variabelen 
diploma en milieu. Immers in dat geval is 
mll//ra21 = m12/m2? = m 1 3 / m ? 3 = ml ^m2 
Xj = — log (m1 /m2 ) = — log (m1 /m2 ). 
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Het effect 2λ,, blijkt dus onder de genoemde conditie gelijk te zijn aan de 
logodds over diploma en is daarmee een spreidingsmaat. De waarde ervan is nul, 
wanneer de verwachte frequenties diploma-bezitters en geen diploma-bezitters 
aan elkaar gelijk zijn. 
Iets gecomnliceerder ligt het voor de effecten λ, en λ?. Voor deze effecten 
is te schrijven 
2 2 
Μ ι
 ( m
n "гі* н ι
 (mi2 "гг* 
λ, = - log λ, = i log (4.19) i 6 m12m13m22iii23 ¿ 6 ш 1 1ш, 3п 2 1т 2 3 
Statistische onafhankelijkheid aannemend, volgt 
,M 4 , "•'
 Л
М 4 , ".2 
λ1 = 6 l 0 g è e n λ2 = 6 1 θ Β 1 ( 4 · 2 0 ) 
(m
 2 m 3) (и jm 3 ) " 
Η 
Hieruit blijkt dat Xj de mate aangeeft waarin de frequentie in het lagere 
milieu groter is dan het (meetkundig) gemiddelde van de frequenties in de 
twee andere milieus Hetzelfde geldt (mutatis mutandis) voor λ2. Ook is ge­
makkelijk te zien, dat pas wanneer beide effecten gelijk aan nul zijn, de 
drie milieu-categorieën dezelfde verwachte frequenties hebben. Blijft als 
laatste parameter over λ, deze is, zoals bij de (2x2)tabel gelijk aan het ge­
middelde van de verwachte frequenties in de cellen van de tabel Zijn alle ho­
gere orde-effecten gelijk aan nul, dan houdt dit in, dat in alle cellen de 
verwachte frequenties gelijk zijn. (Zie voor overzicht van de diverse modellen 
figuur 3.6, ρ 92). 
Er blijkt bijgevolg ook hier sprake te zijn van een hiërarchie. Bepaalde para-
meters worden eenvoudiger interpreteerbaar als parameters van hogere orde ge-
lijk zijn aan nul. Maar wat vooral opvalt, is dat de parameters voor de socia-
le milieu-variabele (λ, en λ2, λ,, en λ,2) als paar moeten worden beschouwd от 
in termen van gelijkheid in spreiding of statistische onafhankelijkheid geïn-
terpreteerd te kunnen worden Ditzelfde geldt ook voor grotere tabellen met 
uitgebreidere modellen. In het algemeen kan daarom gesteld worden, dat - op 
het niveau van variabelen - interpretaties in genoemde zin mogelijk zijn, wan-
neer alle effecten van een bepaalde subset gelijk zijn aan nul. Dit geldt 
zelfs onafhankelijk van de wijze, waarop de effecten gedefinieerd zijn. 
Moeilijker wordt het om aan de parameters met betrekking tot de milieu-varia-
bele afzonderlijk een interpretatie te geven Beperken we ons tot de hoogste 
orde effecten Zoals we al zagen aan de hand van (4 16) en (4.17) is een in-
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terpretatie in termen van statistische onafhankelijkheid strict genomen, niet 
mogelijk en dat vormt een eerste bezwaar tegen de aldus gedefinieerde effec-
ten. 
Een andere uitwerking dan (4.16) en (4.17) laat een tweede interpretatie zien. 
Het is de 'officiële' interpretatie die in het manual van ECTA wordt genoemd. 
In het vorige hoofdstuk is ze ook al ter sprake geweest» ze was daar In het 
dichotome geval weinig problematisch. 
Gaan we uit van cel (11), diploma-bezitters in het lagere milieu, dan geeft 
DM DM DM 
λ,, het verschil aan tussen log m., en het gemiddelde van log m in kolom 1 
in afwijking van het gemiddelde verschil in alle kolommen. In formules is dit 
meer uiteengelegd. 
Het gemiddelde in de eerste kolom is gelijk aan 
)» 
Het betreft hier dus de logarithme van het meetkundig gemiddelde van de ver­
wachte frequenties van de eerste kolom. Het verschil van log m,, in de eerste 
cel van deze kolom ten aanzien van dit gemiddelde is 
4 шіі 
log m
n
 - l o g ( m
n
m 2 1 ) = l o g 7 ( 4 . 2 1 ) 
( m
n
m 2 1 ) 
In het vorige hoofdstuk is dit verschil als een tweede variant van de logit 
naar voren gekomen (cf. (3.47)). Dergelijke logits bestaan er in alle kolommen. 
Het gemiddelde van deze logits is: 
""il m12 ш13 1 ml lm12m13 
(log г + log г + log τ) / 3 = - log — - — 
f чЯ . v3 , .3 b m 9 1 m 0 o m 0 ^ 
( m
n
m 2 1 ) (*i2
m22) (m13m23> ? 1 2 2 2 3 
Dit resultaat is gelijk aan λ, in (4.18). Het effect λ,, geeft nu aan in welke 
mate de logit in de eerste kolom afwijkt van dit gemiddelde. In het algemeen 
is: 
λ ™ = logit kolom j - ΧΌ (4.22) 
In inhoudelijke termen en zonder logarithmen gesteld, geeft exp(> ) de mate 
aan waarin de relatieve slaagkans in milieu J afwijkt van het meetkundig ge­
middelde van de relatieve slaagkansen van alle milieu's 
Dezelfde redenering is ook vanuit de rijen van de tabel OD te zotten, zodat 
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ook geldt 
λ™
1
 = logit rij ι - λΜ (4.23) 
Hierin moet ook de logit over de variabele milieu opgevat worden als 
1 0 g ( mi J
/ ( nii mi2 , ni3 ) Ь 
Bij deze tweede mterpretatie-mogelijkheid moet men dus rekening houden met 
het verschil van een log m In een bepaalde cel(ij) ten aanzien van een ko­
lom- of πjgemiddelde en dit verschil weer genomen in afwijking van het gemid­
delde van alle verschillen De maat is door deze ingebouwde vergelijking met 
de gemiddelden daarom niet eenvoudig. En dat is een tweede bezwaar tegen deze 
effectdefinitie We kennen in de practijk dan ook geen inhoudelijke studie, 
waarin de interDretatie in de geest van (4.22) en (4.23) plaats vindt. Hoewel 
deze interpretatie strict genomen juist is, bedient men zich meestal van de 
meer eenvoudige eerder genoemde interpretatie van samenhang en worden de ef­
fecten gezien als globale indicaties van samenhang in de (2x2)tabel, die ont­
staat door dichotomisering van beide variabelen, de ene variabele met catego­
rie i versus de overige en de andere variabele met categorie j versus de ove­
rige 
Een derde manier om naar de effecten te kijken is te letten op de verschillen 
er tussen. Afzonderlijk genomen impliceren twee effecten immers elk een af­
wijking ten aanzien van gemiddelden, maar lettend op hun verschil komen deze 
gezamenlijke referenties naar gemiddelden te vervallen. Is men bijvoorbeeld 
rechtstreeks geïnteresseerd in het verloop van de relatieve slaagkans over 
DH DM het milieu, dan geeft het verschil λ,- ~ ^,, de toename van de logits aan 
DM DM 
tussen het lager en het midden milieu en λ,3 - λ,2 de toename ervan tussen 
het midden en het hoger milieu Dit is een veel eenvoudiger interpretatie, 
bovendien duidt een verschil van nul op op statistische onafhankelijkheid 
tussen de betreffende categorieën van de variabelen. Is het laatste verschil 
bijvoorbeeld gelijk aan nul dan is het bezit van een diploma statistisch on-
afhankelijk van de afkomst van het kind uit het hoger dan wel midden milieu. 
De twee hierboven genoemde bezwaren komen daarmee te vervallen. In het alge-
meen, maar voor wat grotere tabellen zeker is dit berekenen van de ver-
schillen van de λ-effecten een wat moeizame weg en zou het gemakkelijker zijn, 
wanneer de effecten al in het begin door de keuze van de designmatrix als zo­
danig gedefinieerd waren. Bij een causale analyse zal men doorgaans ook meer 
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direct in de veranderingen tussen categorieën geïnteresseerd zijn en zal de 
omweg via de meetkundige gemiddelden als hinderlijk worden ervaren. 
Alvorens OD deze andere effect-definitie in te gaan, willen we eerst de ge-
bruikelijke ECTA-analyse van tabel 4.1 vervolgen en een korte toelichting ge-
ven van de hierbij gebezigde notaties. Een ECTA-analyse is primair gericht op 
samenhangen tussen variabelen als geheel. Effect-definitie en -schatting heeft 
erin minder accent dan toetsing van hypothesen met betrekking tot statistische 
onafhankelijkheid en equiprobabiliteit (alle categorieën van een variabele 
hebben gelijke kans voor te komen). Dit heeft te maken met het feit, dat in 
ECTA het Deming-Stephan algorithme verwerkt is. Dit algorithme berekent de 
meest aannemelijke schattingen van de verwachte frequenties van hierarchische 
modellen, waarin volledige subsets van effecten voorkomen. Voor deze schattin-
gen bevatten bepaalde geobserveerde marginale verdelingen in de tabel voldoen-
de informatie. Welke verdelingen dat zijn, is afhankelijk van het model. De 
marginale verdelingen worden meestal als volgt aangeduid, de marginale verde-
ling van de variabele diploma D met D, die van de variabele sociaal milieu M 
met M, die van diploma en sociaal milieu tezamen met DM. De marginale verde-
lingen, die voor een bepaald model voldoende zijn, komen overeen met de super-
scripten van de λ-effecten in het model Zo zijn voor het volledig model (4.15) 
voldoende D, M en DM. Maar omdat met de verdeling DM ook de verdelingen D en M 
gegeven zijn, wordt volstaan met DM, welke ook de notatie is voor het betref­
fende model. In figuur 3.6 (pag. 92 ) is deze notatie toegevoegd aan de ver­
schillende modellen voor de (TxJ)tabel 
Omdat de bij een model behorende marginale verdelingen van een tabel onveran­
derd blijven na schatting van de verwachte frequenties, worden ze wel gefitte 
(dit is constant gehouden) marginalen ('fitted marginale') genoemd. En een 
veel voorkomende gedachte bij tabelanalyse, die hieruit voortvloeit is, dat de 
onderzoeker bij het opstellen van een bepaald model benaalde marginale verde­
lingen als constant beschouwt, van waaruit hij de complexere verdeling wil 
voorspellen. Het is een gedachtengang, die nauw aansluit bij de klassieke ta­
belanalyse van Lazarsfeld. 
Uitvoering van een ECTA-analyse op tabel 4.1 leidt tot het in deze vorm ge-
2 
bruikelijke overzicht van figuur 4 1. Het geeft onder meer de G -waarden van 
verschillende modellen, behorende bij tabel 4.1. 
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figuur 4.1 Overzicht G -waarden van modellen behorende bij tabel 4.1, 
2 
model gefitte weggelaten G vg 
variabelen effecten 
1. D,M X D M 47,45 2 .000 
ij 
2 DM 0 0 
,DH 
Geconcludeerd kan worden, dat weglating van de A -effecten uit het verza­
digde model een significante afwijking laat zien van verwachte en geobser-
2 
veerde frequenties (G = 47.45 bij 2 vg) , zodat het verzadigde model als 
het beste model moet worden aangemerkt. De variabelen D en M zijn statis­
tisch niet onafhankelijk De in tweede instantie berekende hoogste-orde ef-
"DM * DM * DM 
fecten zijn λ
η
 = -.255, λ 1 2 = .012 en λ 1 3 = -(-.255 + .012) = .243 met stan­
daardfouten reap. .036, .039 en .052. Deelt men de geschatte effecten door 
hun standaardfout, dan verkrijgt men de gestandaardiseerde effecten. In het 
algemeen geldt dat, wanneer de populatie-waarde van een λ-effect nul is, 
het gestandaardiseerde λ-effect voor grote steekproeven bij benadering stan­
daard normaal verdeeld is Is een gestandaardiseerde waarde groter dan 1.96, 
dan kan men bijgevolg spreken van een significant effect op het 95%-betrouw-
baarheidsniveau. Met betrekking tot bovenstaande effecten kan conform (4.22) 
geconcludeerd worden, dat de logit (tweede variant (3.47)) over diploma in 
het lager milieu significant afwijkt van de gemiddelde logit, deze afwijking 
is -.255. Voor het midden milieu bedraagt deze afwijking .012 en is niet sig­
nificant, het hoger milieu wijkt daarentegen weer wel significant van dit ge­
middelde af namelijk .243. Het betreft hier echter geschatte waarden. Reke­
ning moet daarom gehouden worden met zekere betrouwbaarheidsmarges, 
(λ + 1.96 Η standaardfout) geeft voor elk effect de 95%-betrouwbaarheids-
marpes aan Verder valt uit het verloop van de effectwaarden af te leiden dat 
de logits tussen de milieu-categoneen verschillen. 
4.2 Het effect van verandering tussen categorieën van een ordinale variabele. 
Het ongemak van de effecten in model (4 15) van de vorige paragraaf is daarin 
gelegen, dat zij niet direct de veranderingen aangeven tussen de categorieën 
van een variabele Alleen door van deze effecten zelf weer de verschillen te 
nemen, zijn pas in tweede instantie deze veranderingen tussen de categorieën 
te berekenen Gewezen is al op het feit, dat dit voor grote tabellen bijzon-
der lastig is, daar komt bij dat de standaardfouten van deze nieuwe afgeleide 
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effecten niet op dezelfde eenvoudige wijze uit de standaardfouten van de λ-
effecten zijn af te leiden. 
Meestal is men echter primair geïnteresseerd in de vraag, of en in welke mate 
tussen de categorieën van de oorzaak-variabele de kansverhouding over de ge-
volgvariabele toeneemt of afneemt en het ligt daarom ook voor de hand de ef-
fecten zo te definiëren dat ze deze directe tussen-categonale verandering 
tot uitdrukking brengen. Is de variabele ordinaal, dan zal het bijna steeds 
vanzelfsprekend gaan om de verandering tussen twee elkaar opeenvolgende cate-
gorieën Bij variabelen van nominaal meetniveau ontbreekt zo'n natuurlijke 
vergelijkingslijn en kan men op meerdere manieren verschillen tussen catego-
rieën vastleggen. In het volgende hoofdstuk wordt meer algemeen op de moge-
lijke vergelijkingen, die men tussen categorieën kan maken, ingegaan. In deze 
paragraaf komt de effect-definitie aan de orde, die vooral voor ordinale va-
riabele erg geschikt zal zijn. We zullen het 'sociaal milieu' als zodanig be-
schouwen. Omdat de variabele 'diploma' dichotoom is, is het ook gemakkelijker 
van de meer gebruikelijke variant van de loglt (3 33) uit te gaan, in plaats 
van de tweede variant (3.47), zoals hierboven. Voor tabel 4.1 luidt de onder-
zoeksvraag dan in welke mate deze logit, c.q. de relatieve slaagkans veran-
dert tussen het lager en het midden milieu en in welke mate tussen het midden 
en het hoger milieu. Opgemerkt zij, dat de verandering van het lager naar het 
midden milieu reeds in de analyse van de (2x2)tabel 3.1 aan de orde geweest 
is en het natuurlijk zo behoort te zijn dat de conclusies, daar getrokken, nu 
niet verstoord dienen te worden. 
De bovengestelde onderzoeksvraag houdt in dat op een andere wijze dan in de 
vorige paragraaf is gedaan, het aantal effecten in het oorspronkelijke model 
(4 7) moet worden teruggebracht. De derde methode van reparametrizering is, 
wanneer men een bepaalde effect-definitie beoogt, hiervoor geschikt. In het 
vorige hoofdstuk is geïllustreerd, hoe de reparametrizeringsmatrix ontstaat 
door bepaalde combinaties te maken van de rijen van de oorspronkelijke de-
signmatrix. We zullen dat hier niet meer volledig demonstreren. In bijlage С 
is de gehele matrix van dit voorbeeld geconstrueerd. We zullen hier alleen 
laten zien, hoe de nieuwe hoogste-orde effecten in termen van de oorspronke­
lijke geschreven kunnen worden. De bedoeling is dat het eerste effect hiervan 
de verandering in de logits over diploma aangeeft van het lagere naar het 
midden milieu. Uitgedrukt in de loganthmen van de verwachte frequenties is 
dit 
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(log m
n
 - log m 2 1 ) - (log m 1 2 - log m 2 2 ) . 
De rijen in de oorspronkelijke designmatrix (aangeduid met г , t = 1,.. 
volgen dezelfde bewerkingen: 
(I-J - Гц) - (r2 - r 5) 
,6) 
zodat voor dit effect in de reparametrizeringsmatrix de volgende rij ontstaat: 
( 0 0 0 0 0 0 1 - 1 0 - 1 1 0 ) 
De overige rijen kunnen op soortgelijke wijze worden berekend. Nadat op deze 
wijze de reparametrizeringsmatrix С is vastgelegd, is tegelijkertijd ook de 
nieuwe designmatrix X bepaald, omdat het product XC gelijk moet zijn aan de 
oorspronkelijke designmatrix A. Het model, geformuleerd in de nieuwe effect-pa­
rameters wordt dan: 
DM log m
n 
log m 1 2 
log n,3 
log m 2 1 
log m 2 2 
log m 1 2 
1 
1 
1 
1 
1 
1 
.5 
.5 
.5 
-.5 
-.5 
-.5 
.67 
-.33 
-.33 
.67 
-.33 
-.33 
.33 
.33 
-.67 
.33 
.33 
-.67 
.33 
-.17 
-.17 
-.33 
.17 
.17 
.17 
.17 
-.33 
-.17 
-.17 
.33 
D 
Yi 
M 
DM 
(4.24) 
Met dit verzadigde model als start kan vervolgens naar het beste model gezocht 
worden. Weglating van alle hoogste-orde parameters bleek in de vorige paragraaf 
2 
een verlies te geven van G = 47.45. Het verzadigde model beschouwen we derhal­
ve (voorlopig) als het beste model. De schattingen van de twee relevante hoog­
ste-orde parameters zijn dan: 
-DM _ 461/267 
Ύ
Π -
 l o g
 586/199 
-DM , 586/199 
267/ 57 
-.534 met standaardfout .112 
-.464 met standaardfout .167 
Gelet op de geschatte waarden en de bijbehorende standaardfouten, zijn beide 
effecten significant. En in bovengenoemde eenvoudige zin kunnen ze gelnterpre-
-DM 
teerd worden als de verandering over de milieu-categorieën. Εχρ(-γ,,) (= 1.71) 
duidt op de proportionele toename m de relatieve slaagkans voor een jongere 
uit het middenmilieu in vergelijking met een jongere uit het lagere milieu, en 
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-DM 
voor het hoger milieu is deze relatieve slaagkans vervolgens weer exp(y ) 
(= 1.59) keer groter als in het middenmilieu. Anders gesteld: de relatieve 
slaagkans in het lager milieu is 1.73 (namelijk 461/267). Tegenover 100 jon­
geren zonder een diploma staan er in dit milieu 173 met een diploma. In het 
middenmilieu wordt deze relatieve kans verbeterd met 1.71 χ 1.73 = 2.94 en 
in het hoger milieu neemt deze nog eens 1.59 keer toe, zodat deze relatieve 
kans daar 1.59 χ 2.94 = 4.68 is. Tegenover 100 jongeren zonder een diploma 
staan er in dit milieu dus 468 met een diploma. De uiterste categorieën te-
genover elkaar geplaatst, betekent dit dat in het hoger milieu de relatieve 
slaagkans exp(-(y + γ )) keer (dit is 2.71 keer) gunstiger is. 
Omdat uit deze analyse blijkt, dat de effecten van de (proportionele) veran­
dering tussen opeenvolgende categorieën erg dicht bij elkaar liggen namelijk 
1.71 en 1.59, is het zinvol een analyse op te zetten, waarbij ernaar gestreefd 
wordt één waarde voor de proportionele verandering in de odds te vinden zowel 
voor midden versus lager als het hoger versus het middenmilieu. Lettend op de 
-DM -DM 95%-betrouwbaarheidsmarges van γ en γ , overlappen deze elkaar ook voor een 
groot gedeelte en de hypothese ligt daarom voor de hand dat ze in de popula­
tie gelijk zijn. 
4.3 Het effect van constante verandering tussen categorieën van een ordinale 
variabele. 
Als één van de criteria van een goed model is al eerder de zuinigheid (= mini-
maal aantal parameters) besproken. Ze hangt nauw samen met de eenvoud die men 
nastreeft bij het beschrijven van de werkelijkheid. Ze wordt meestal bereikt 
door nul-stelling van een zo groot mogelijk aantal effectparameters van het 
ontwerpmodel. Model (4.24) zou bijvoorbeeld zuiniger gemaakt kunnen worden 
DM door γ 1 2 uit het model te verwijderen. We merken terzijde op, dat met een 
Goodman-analyse (ECTA) wel de effecten anders gedefinieerd kunnen worden dan 
gebruikelijk, maar dat nulstelling van slechts enkele effecten binnen een be­
paalde subset niet op eenvoudige wijze mogelijk is (Duncan, 1975b, 1978). Men 
kan dan beter van andere programma's, die niet met de Deming-Stephan procedu-
DM DM 
re werken, gebruik maken. Gezien echter de schattingen van γ,, en γ.? en hun 
standaardfouten, moeten de hypothesen dat ze gelijk aan nul zijn verworpen 
worden. 
Een andere mogelijkheid om zuiniger modellen te verkrijgen, is de effecten in 
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een onderlinge relatie vast te leggen. Men kan bijvoorbeeld, wat voor ordinale 
en interval-variabelen gebruikelijk is, van de hypothese uitgaan, dat de ef­
fecten onderling gelijk zijn. Hen spreekt ook wel van lineaire constraints die 
de effecten worden opgelegd en die vervolgens in de analyse op hun houdbaar­
heid gecontroleerd worden In de bijlage wordt ingegaan op de procedure van 
het opleggen van constraints. Daarbij wordt eigenlijk dezelfde procedure ge­
volgd als die, welke normaal gevolgd wordt middels de renarametrizeringsmetho-
de. Er worden alleen andere effecten gedefinieerd. Om in het ontwerpmodel 
DM DM (4.24) de effecten γ en γ de constraint op te leggen, dat ze aan elkaar 
gelijk zijn, moet een kleine wijziging in dit model aangebracht worden Men 
DM 
kan dit doen door de laatste parameter γ te vervangen door het verschil van 
DM DM 
de twee, g = γ - γ . Er is dan ook sprake van een verzadigd model, maar 
1 ?
 DM DM 
door nulstelling van g wordt nu bereikt dat γ = γ . In wezen gaat het hier 
dus om dezelfde procedure als die reeds eerder is besproken en toegepast. On­
derscheid is alleen gelegen in het feit, dat constraints meestal worden opge­
legd in een later stadium op basis van eerdere analyse-uitkomsten, hoewel men 
2) 
bij interval-variabelen ook direct met dit gewijzigde model kan starten. 
Dit roept het meer algemene probleem op, dat bekend staat als het probleem van 
kanskapitalisatie en dat in alle technieken met stapsgewijze-proceduren een 
misleidende rol kan spelen. Het is het пгоЫееш van het steeds onbetrouwbaar­
der worden van toetsingsuitkomsten van hyDothesen, die zelf weer naar aanlei­
ding van deels op toeval berustende resultaten zijn opgesteld De 95%-betrouw-
baarheldsmarges, zoals men die gewoonlijk bepaalt, gelden bij volgende toet­
singen dan niet meer. Hoewel er wel benaalde proceduren zijn, die men zou kun­
nen hanteren om het werkelijke 95%-betrouwbaarheidsinterval beter te benaderen 
(Goodman, 1969; Aitkin, 1979, 1980), ziet men dit in de practijk toch weinig 
toegepast. Men tracht meestal op de eerste nlaats het aantal stappen, waaruit 
men nog betrouwbare conclusies wenst af te leiden zo klein mogelijk te houden 
En verder - wat zeker bij grote tabellen met de grote aantallen effecten een 
belangrijke rol gaat spelen - probeert men bij volgende stappen het model nog 
wat meer te vereenvoudigen om de structurele voorstelling van de werkelijkheid 
zo inzichtelijk mogelijk te houden Bij volgend onderzoek kan zo'η voorstel­
ling een nieuw te toetsen hypothese zijn. 
Met het opleggen van de constraints (γ = γ ) aan model (4.24) verandert de 
designmatrix van dit model. In het algemeen houdt deze verandering in, dat de 
kolommen, die overeenkomen met de effect-narameters, die aan elkaar gelijk 
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worden gesteld, vervangen door hun som. In model (4.24) wordt de laatste ef­
fectparameter in de vector Y vervangen door g en nulgesteld; in de designmatrix 
moet dan de 5e en 6e kolom vervangen worden door hun som: 
DM 
log m
n 
log m 1 2 
log m 1 3 
log m 2 1 
log m 2 2 
log m 2 3 
1 .1 
1 .5 
1 .5 
1 -.5 
1 -.5 
1 -.5 
.67 
-.33 
-.33 
.67 
-.33 
-.33 
.33 
.33 
-.67 
.33 
.33 
-.67 
.5 
0 
-.5 
-.5 
0 
.5 
ρ —1 
Y 
D 
Ύΐ 
M 
42 
DM 
Ύΐΐ 
(4.25) 
Toegepast op de gegevens van tabel 4.1 blijkt dit model erg goed te passen 
2 
(G = .09 bij vg = 1). Dit blijkt ook uit de waarde van de maat van Magidson 
voor de verklaarde variantie van 'diploma' door 'sociaal milieu'. In het ver-
2 
zadigde model is die waarde η = .0254, in het beperkte model van (4.25) is de-
2 v 
ze η = .0252. Er valt met andere woorden nauwelijks een terugval van de ver-
V
 DM 
klaarde variantie te constateren De parameter γ., heeft een geschatte waarde 
van -.509 bij een standaardfout van .076. De overige effect-schattingen laten 
we hier achterwege. Deze waarde van -.509 betekent dus dat van milieu-categorie 
naar milieu-categorie de relatieve slaagkans toeneemt met exp(.509) = 1.66. 
Met deze inoerking van het model zijn de verwachte frequenties, zoals geschat 
-DM (m ) , niet meer gelijk aan de geobserveerde. In figuur 4.2 zijn de geschatte 
verwachte frequenties links gegeven. 
fzquur 4.'} Overzicht resultaten analuse tabel 4.1 met behulp van model (4.2b) 
geschatte verwachte frequen­
ties m 
residuen f , tussen haakjes de 
ij' 
gestandaardiseerde residuen в 
diploma 
geen 
dinloma 
logits 
lager 
milieu 
462.3 
265.7 
.55 
midden 
milieu 
583 4 
201.6 
1.06 
hoger 
milieu 
268.3 
55 7 
1.57 
lager 
milieu 
-1.3 
(- .06) 
1.3 
( .08) 
midden 
milieu 
2.6 
( .11) 
-2.6 
(- .18) 
hoger 
milieu 
-1.3 
(- .08) 
1.3 
( .17) 
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-DM 
We zien links in figuur 4.2 dat de toename van de logits steeds γ,, ( = .509) 
bedraagt. Rechts staan de afwijkingen van de verwachte frequenties ten aan­
zien van de geobserveerde. Ze worden residuen genoemd en genoteerd als г ; 
zij zijn gelijk aan f - m . Hieraan kan men zien voor welke cellen van de 
tabel het model meer of minder goed past. Meer geschikt hiervoor zijn echter 
3) 
de gestandaardiseerde residuen s . Ze zijn gedefinieerd als: 
5ij = ( f u - *и> ' s îj ( 4 2 6 ) 
Deze s. . heeft onder aanname, dat het model juist is, bij benadering een 
ij 
standaard normale verdeling (Bishop, 1975; Haberman, 1978). Het bestuderen van 
de residuen kan in het hele proces van analyse erg vruchtbaar zijn. Het loca-
liseren van de cellen die 'eruit schieten', kan suggesties geven tot modelver-
betering; zo is het soms bij slecht passende modellen wel nuttig de residuen 
te berekenen en te bekijken. Ook kan men sterk afwijkende cellen zien als cel-
len, waarvoor het model niet geldt en ze verder buiten de analyse houden. Met 
'uitschieters' hebben we in het algemeen te maken als het gestandaardiseerde 
residu groter is dan 1.96 of kleiner dan -1.96. In die gevallen is het immers 
zeer onwaarschijnlijk (p <^  .05) dat de afwijking op basis van toeval is ont-
staan. Bij grote tabellen met veel cellen moet men er evenwel rekening mee 
houden dat enkele afwijkende cellen op basis van toeval kunnen voorkomen. Als 
vuistregel wordt wel gehanteerd, dat het aantal gestandaardiseerde residuen, 
groter dan 2, ongeveer 5% van het totaal aantal cellen mag zijn (Arminger, 
19Θ3). In figuur 4.2 komt geen afwijkende cel voor. En hiermee sluiten we de 
analyse van tabel 4.1 af. 
Wat in dit hoofdstuk, meer in het algemeen, aan de orde geweest is, is de wen­
selijkheid om, wanneer men een causale interpretatie nastreeft, ook de defini­
tie van het effect in het model daarop af te stemmen. Causaal denken gaat 
steeds gepaard met een denken tussen categorieën van de oorzaakvariabele en 
daar vloeit dus min of meer logisch uit voort dat het causaal effect een ver-
gelijking tussen categorieën moet uitdrukken. Voor ordinale oorzaakvariabelen, 
zoals in het voorbeeld, kan men over het algemeen het beste beginnen met het 
vergelijken van opeenvolgende categorieën. Voor nominale variabelen is dat na-
tuurlijk niet mogelijk. In het volgende hoofdstuk wordt meer in het algemeen 
op de verschillende mogelijkheden van het vergelijken van categorieën ingegaan. 
Centraal staat daar een uitbreiding van de gevolgvariabele, maar wezenlijk is 
dat niet, zodat ook de vergelijkingsmogelijkheden voor de oorzaakvariabele daar 
worden uitgebreid. 
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5. EEN DEFINITIE VAN EFFECT, ALGEMEEN: DE (IXJ)TABEL 
In het voorafgaande hoofdstuk is de aandacht gevestigd op een andere dan ge-
bruikelijke effect-definitie om op het niveau van de categorieën tot een beter 
inzicht in de samenhang te komen. Daar is aan de orde geweest, dat voor een 
oorzaakvarlabele van ordinaal meetniveau het in het algemeen gewenst is om in 
de effecten ook de opeenvolgende veranderingen in relatieve kansen van de ge-
volgvariabele tot uitdrukking te laten komen. We zullen in dit hoofdstuk deze 
aanzet uitbreiden door meer in het algemeen te bekijken hoe categorieën van 
variabelen in een tabel vergeleken kunnen worden en welke argumenten mee kun-
nen spelen om aan sommige in bepaalde situaties de voorkeur te geven (para-
graaf 5.1). De tabel van het vorige hoofdstuk zal daartoe ook verticaal wor-
den uitgebreid door het diploma dat behaald is, nader te differentieren. De 
gegevens van tabel 5.1 hebben weer betrekking op de generatie 1965 en komen 
uit Collaris (197Θ). 
Tabel 5.J Aanial jonaeren van de aenevatie 196b uit het lagbr, midden en ho-
aer milieu dat een diploma lho3 mavo3 havo of vwo heeft behaald; 
tussen haak^ee de percentaaes. 
diploma 
behaald 
voor 
vwo 
havo 
mavo 
lbo 
geen 
totaal 
lager 
milieu 
19 
29 
116 
297 
267 
728 
( 2.6) 
( 4.0) 
( 15.9) 
( 40.8) 
< 36 7) 
(100) 
midden 
milieu 
73 
72 
176 
26S 
199 
785 
( 9.3) 
( 9.2) 
< 22 4) 
( 33.8) 
( 25 3) 
(100) 
hoger 
milieu 
75 
60 
65 
67 
57 
324 
( 23.1) 
( 18.5) 
( 20.1) 
( 20.7) 
( 17.6) 
(100) 
totaal 
167 ( 
161 ( 
357 ( 
629 ( 
523 ( 
9 1) 
8.8) 
19.4) 
34.2) 
28.5) 
1837 (100) 
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De aangebrachte tabel-uitbreiding gaat echter gepaard met enkele problemen 
Hoewel in een causale analyse de logits over de gevolgvarlabele primair onder 
de aandacht staan, is een analyse volgens logit modellen niet meer mogelijk 
In paragraaf 5 2 zal ingegaan worden op een zogenaamde simultane logit analy-
se, uitgevoerd binnen een log-frequentie aanpak Omdat bij grotere modellen 
ook de modelselectie problematischer wordt, zal daar in deze paragraaf ook 
aandacht aan worden besteed De meest gepractiseerde strategieën zullen wor-
den toegelicht In de laatste paragraaf 5 3 zal op de problemen van de model-
selectie nog nader worden ingegaan onder meer aan de hand van een typologie 
van modellen 
5 1 Varianten van categorie-vergelijkingen, tevens varianten van logits 
Omdat de twee variabelen van een (IxJ)tabel (met I > 2 en J > 2) uit meer dan 
twee categorieën bestaan, valt de algemene vraag naar een causale samenhang 
tussen de beide variabelen uiteen in meerdere vragen betreffende de mogelijke 
veranderingen van de kansverhoudingen in de gevolgvarlabele over de categorie-
en (of combinaties van categorieën) van de oorzaakvariabele Nu zijn er voor 
de gevolgvarlabele meerdere kansverhoudingen (odds) с q meerdere logodds (lo­
gits) mogelijk Ook kunnen de categorieën van de oorzaakvariabele op vele ma-
nieren worden vergeleken, zodat uiteindelijk het aantal mogelijke effect-defi-
nities zeer groot is 
Omdat de verschillende wijzen van categorie-vergelijkingen voor de oorzaak- en 
gevolgvarlabele overeenkomen, zullen we ons hier beperken tot een bespreking 
van de verschillende logit-varianten De vergelijking van categorieën, die er-
in ligt opgesloten, kan ook toegepast worden op de categorieën van de oorzaak-
variabele In het algemeen worden deze vergelijkingen vastgelegd in zogenaamde 
lineaire contrasten voor de variabelen In bijlage A wordt op deze contrasten 
in meer technische zin ingegaan 
Hoewel er voor een polytome variabele met I categorieën in principe meerdere 
manieren zijn om categorieën met elkaar te vergelijken, zijn er maar (1-1) 
vergelijkingen mogelijk, die niet tot elkaar te herleiden zijn Welke verge-
lijkingen dat zijn, ligt niet bij voorbaat vast en kan door de onderzoeker op 
een zinvolle wijze worden bepaald Voor elke gevolgvarlabele is er dus een set 
van (1-1) logits te bepalen Op de belangrijkste, in de practijk gehanteerde, 
zullen we hier verder ingaan 
12Θ 
Er zijn reeds twee definities van een logit naar voren gekomen. De eerste be-
treft een dichotome variabele en is de logarithme van de ratio van de kansen 
tot de ene dan wel de andere categorie te behoren. Deze en soortgelijke uit-
drukkingen zullen we vaak inkorten tot de ratio van de kansen op de eerste 
versus de tweede categorie. 
log (p^Pg) (5.1) 
Voor dichotome variabelen is dit een zeer geschikte definitie, zeker wanneer 
de categorieën duidelijk omschreven zijn (wel/geen diploma, voor/tegen). Ze 
ie eenvoudig, geen omweg via een gemiddelde en gemakkelijk te interpreteren. 
Het contrast (1 -1), overeenkomend met log pj - log p2, wordt het simpel· 
contrast genoemd. 
De tweede definitie, die ook reeds (in (3 47)) genoemd is, kan ook voor va-
riabelen met meer categorieën gebruikt worden Het is de logit als de loga-
rithme van de ratio tussen de kans op een bepaalde categorie versus het meet-
kundig gemiddelde van de kansen op elk van de categorieën. 
log (Pi/(P1P2...,PI)1/I) (5.2) 
Het bijbehorende contrast wordt het deviatze contrast genoemd Deze definitie 
is ingewikkelder dan de vorige en krijgt alleen binnen het door Bock gegeven 
resDons-theoretisch kader een eenvoudige betekenis. Bock (1975) verbindt aan 
elke categorie ι een continue variabele, die inhoudelijk meestal aangeduid 
kan worden als de neiging deze categorie te verkiezen boven de andere. In de 
theorie van Bock is het gemiddelde van deze continue variabele gelijk aan de 
logit voor categorie i, zoals gedefinieerd volgens (5.2). Hierbij is de res­
trictie aangebracht, dat de som van deze gemiddelden gelijk is aan nul, wat 
ook geldt voor de som van de logits van alle I categorieën. Alle overige lo-
git-definities zijn - dat is gemakkelijk aan te tonen - ook te beschouwen als 
vergelijkingen tussen deze voorkeuren voor de categorieën. (Zie bijvoorbeeld 
Timmermans (1983), die logit (5 1) als zodanig beschouwt). De referentie naar 
het meetkundig gemiddelde vervalt met andere woorden, wanneer men categorieën 
anderszins vergelijkt. 
Vindt men om welke reden dan ook, dat Bock's responstheorie voor bepaalde in-
houdelijke toepassingen niet gehanteerd kan worden, dan vervalt dit voordeel 
en is definitie (5.2) niet meer zo aantrekkelijk (hoewel dit niet betekent, 
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dat daarmee Bock's analyse middels zijn programma MULTIQUAL onmogelijk wordt). 
Het wordt dan namelijk bijzonder moeilijk deze logit nog te interpreteren De 
kern van de moeilijkheid ligt in de referentie aan het meetkundig gemiddelde. 
Wat dit gemiddelde over kansen voorstelt, is niet intuïtief duidelijk in te-
genstelling tot het rekenkundig gemiddelde Heeft een variabele 5 categorieën, 
zoals de variabele 'diploma', dan corresponderen daar 5 (conditionele) p-waar-
den aan, wier som één is. Het rekenkundig gemiddelde is daarmee 1/5, zijnde de 
kans op één bepaalde categorie, welke dan ook, wanneer geen enkele factor van 
buitenaf in de richting van een bepaalde uitkomst een invloed uitoefent Het 
meetkundig gemiddelde daarentegen mist een dergelijke kanstheoretische inter-
pretatie. Voor niet gelijke verdelingen is de waarde ervan kleiner dan 1/5, 
zodat de boven vermelde betekenis komt te vervallen Nauw hiermee samenhangend 
is het nadeel, dat tweede orde effecten, die op deviatie-contrasten zijn geba-
seerd, niet nul hoeven te zijn bij statistische onafhankelijkheid en omgekeerd 
bij statistische afhankelijkheid soms nul kunnen zijn. In hoofdstuk 4 is daar 
uitgebreid aandacht aan besteed Maar ook is daar gezegd, dat men bij ordinale 
variabelen meestal niet zozeer geïnteresseerd is in de effecten, die bij de 
verschillende categorieën als zodanig horen, maar veel meer in het stijgende 
dan wel dalende verloop ervan De aandacht voor de gemeenschappelijke referen-
tie aan het gemiddelde verschuift dan naar de achtergrond en daarmee ook de 
bezwaren, die daaraan zijn verbonden Samenvattend kan van deze belangrijke 
logit gezegd worden, dat als de categorieën van de variabelen als mogelijk te 
kiezen responsuitkomsten kunnen worden beschouwd, deze logit gemakkelijk is te 
interpreteren. Ook wanneer men te doen heeft met een ordinale variabele en men 
het verloop van effecten wil bezien, kan deze logit gebruikt worden, ook al 
zouden wij in het geval er sprake is van duidelijk herkenbare categorieën de 
voorkeur aan een andere, namelijk (5 5), geven. Is de variabele nominaal en 
vindt men een interpretatie in de geest van Bock bezwaarlijk, dan is de refe-
rentie aan het meetkundig gemiddelde lastig en moeilijk te interpreteren. 
Een logit-definitie, die gelijkwaardig is aan de bovenstaande, is die waarin 
elke categorie vergeleken wordt met het meetkundig gemiddelde van de overige 
categorieën 
log (P^iPj 'Pi_!P1+1 - P ^ 1 7 0 - 1 * ) <5·3> 
Gemakkelijk is na te gaan dat (I-l)/I keer (5 3) gelijk is aan (5.2) De op-
merkingen over de interpretatie zijn daarmee dienovereenkomstig 
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Een logit definitie voor polytome variabelen die definitie (5.1) algemeen 
maakt is 
log (p /p ), waarbij г (^  i) verwijst naar een referentiecategorie (5 4) 
Is er sprake van één duidelijke referentie-categorie (een controlegroep, een 
afwezigheidscategone), dan verdient deze logit de voorkeur Ze komt overeen 
met het ігтреі contrast Ontbreekt een dergelijke referentie-categorie, dan 
kan men veelal gebruiken 
log <Ρ
χ
/Ρ 1 + 1> <
5 5
> 
De categorieën worden bij deze loplt in een bepaalde volgorde gedacht, waarna 
vervolgens telkens opeenvolgende categorieën met elkaar worden vergeleken 
Voor natuurlijk geordende categorieën zal deze logit zeer geschikt zijn en kan 
men het beste hiermee beginnen Voor nominale variabelen zal men, afhankelijk 
van interesse, bepaalde vergelijkingen tussen de categorieën moeten kiezen In 
de bijlage heet het betreffende contrast het opeenvolgend вгтреі contrast 
Een logit, die ook voor variabelen met geordende categorieën is gedefinieerd, 
is de volgende Ze komt overeen met het zogenaamde Hetmevt contrast 
log (Pl/P1+1P1+2 , ρ / ' " " 0 ) (5 6) 
In deze logit komt de verhouding tot uitdrukking tussen de kans op een bepaal­
de categorie en het meetkundig gemiddelde van de categorieën, die hoger geor-
dend zijn Omdat hierin het meetkundig gemiddelde voorkomt, zijn dezelfde be-
zwaren als besproken bij (5 2) ook hier van toepassing Accepteert men echter 
Bock's responstheoretische opvattingen, dan kan men deze logit ook de eenvou-
dige interpretatie geven van het verschil van voorkeur voor categorie I met de 
gemiddelde voorkeur voor de hoger geordende categorieën Een soortgelijke de-
finitie is te geven, als de categorieën niet van laag naar hoog, maar omgekeerd 
van hoog naar laag zijn geordend 
Een definitie, die lijkt op (5 6) en ook voor geordende categorieën relevant 
is, maar het genoemde bezwaar niet heeft is 
log (Px/(Pi+1 + P 1 + 2 + + Pj>) <5 7> 
In deze definitie komt het meetkundig gemiddelde niet voor, het gaat hier om 
de kans op categorie ι vergeleken met de som van de kansen op de hoger geor-
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dende categorieën Deze som staat voor de kans om of in categorie i+1 of in 
categorie i+2 etc. terecht te komen. De verhouding ρ /(p. + .. + P,) staat 
bekend als de 'сопЬгпиаЫоп гаЬго1 (Flenberg, 1979) Vooral als de variabele 
een manipuleerbare, geordende variabele is, is de interpretatie aantrekkelijk 
en eenvoudig. Manipuleerbaar noemen we een variabele als de waarden van de va­
riabele door het individu door de tijd heen doorlopen kunnen worden. Zo kon in 
de oude universitaire structuur een aankomend student immer van het propedeu­
tisch examen verstoken blijven (1) danwei met succes dit examen doen (2); daar­
na kon hij het candidaatsexamen behalen (3) en vervolgens kon hij nog met suc­
ces door het doctoraal (4) komen. Van deze variabele met 4 categorieën is een 
set van drie logits volgens definitie (5.7) te maken Zij betreffen de opeen-
volgende relatieve kansen op het al dan niet met succes doorlopen van een vol-
gende studiefase na het afsluiten van de voorafgaande Omdat het hier om dui-
delijk herkenbare populaties gaat (de aankomende studenten, de studenten met 
propedeuse, de studenten met candidaats), ligt een logit definitie in deze zin 
voor de hand Behalve dat de interpretatie gemakkelijk is, wordt ook de analy-
se met dit soort logit vergemakkelijkt door het feit, dat de tabel niet ineens, 
maar in delen geanalyseerd kan worden. In hoofdstuk 6 komen we daar op terug 
De definities van de logits (5 1) t/m (5.7) zijn de meest voorkomende defini-
ties. Ze corresponderen, op (5 7) na, met contrasten die in de bijlage uitvoe-
riger worden behandeld. Men kan ook, als men dat wil, andere logits definieren, 
andere vergelijkingen tussen categorieën maken. In de bijlage worden de voor-
waarden, waaraan dan voldaan moet zijn en de wijze van toepassing verder toege-
licht. Daar is tevens nog sprake van een contrast dat zelden als een logit-va-
rlant wordt beschouwd Het is het zogenaamde polynoom contrast. De formule voor 
de logits, die volgens dit contrast is op te stellen, is ingewikkelder dan bo-
venstaande. We verwijzen daarom naar de bijlagen. Bovendien zal het meestal zo 
zijn, dat aldus geformuleerde logits voor de gevolgvariabelen minder voor de 
hand zullen liggen. Voor oorzaakvariabelen van het Interval meetniveau zijn de 
polynoom contrasten daarentegen zeer aantrekkelijk, omdat ze aangeven of logits 
over de gevolgvarlabele - hoe dan ook gedefinieerd - volgens een rechte lijn, 
een parabool, etc. zijn te beschrijven, wanneer ze tegen de oorzaakvariabele 
worden afgezet 
5 2 Een simultane logit-analyse en modelselectie nader bekeken. 
Ter illustratie van het werken met deze logits, zullen we een simultane logit-
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analyse van tabel 5.1 laten zien. In het algemeen verloopt een analyse, zoals 
gezegd (hoofdstuk 3) In drie fasen te weten het opstellen van een verzadigd 
ontwerpmodel, de reductie van dit model en de interpretatie ervan. Deze glo-
bale fasen zullen ook hier terugkeren, zij het in veel uitgebreidere vorm. 
5.2.1 Het ontwerpmodel voor een simultane logit-analyse 
Het ontwerpmodel wordt bepaald door de wijze waarop de categorieën van oor-
zaak- en gevolgvarlabelen met elkaar worden vergeleken. De keuze van zo'n ont-
werpmodel is enigszins arbitrair, omdat de verschillende modellen altijd wel 
naar elkaar toe herleidbaar zijn, zoals ook elke basisset van logits om te zet-
ten is in een andere basisset. Dit neemt niet weg dat men toch door verschil-
lende aanvangsmodellen op een ander spoor gezet kan worden. Practisch is het 
daarom het beste in het begin al niet meteen op een ingewikkelde manier cate-
gorieën met elkaar te vergelijken, maar dit te doen zo veel mogelijk rekening 
houdend met het meetniveau van de variabele en dan vervolgens op een zoveel 
mogelijk elementaire wijze. Om dit toe te lichten men zou bij een ordinale va-
riabele met vier categorieën (1 t/m 4) telkens twee paren met elkaar kunnen 
vergelijken; bijvoorbeeld 1 en 2 versus 3 en 4, 1 en 3 versus 2 en 4, en 1 en 
4 versus 2 en 3. Het zal meestal beter zijn uit te gaan van bijvoorbeeld 1 
versus 2, 2 versus 3 en 3 versus 4 Of categorieën als paar beschouwd kunnen 
worden, volgt eventueel later wel. 
In vrij veel gevallen, zoals voor tabel 5 1, zal een categorie-gewijze verge-
lijking van de beide variabelen als start goed uitkomen Dit betekent in ter-
men van contrasten, dat voor de variabelen oneenvolgende contrasten moeten 
worden gekozen en dat dienovereenkomstig het model moet worden opgezet. Voor 
de variabele diploma is dit een logit-definitie volgens (5.5). 
Hoewel onze interesse uitgaat naar een verklaring van logits, kan men bij de-
ze en soortgelijke 'multivariate' logits (dat zijn de logits voor polytome 
variabelen) het beste een log-frequentie model als mathematisch verklarings-
model nemen. Dit lijkt misschien tegenstrijdig, omdat het in deze laatste mo-
dellen om de verklaring van log-frequenties en niet van logits gaat De af-
zonderlijke logits over de variabele diploma (vwo-havo, havo-mavo, mavo-lbo 
en lbo-geen) moeten nu echter gelijktijdig beschouwd worden. Zou men voor el-
ke loglt (bijvoorbeeld vwo-havo binnen de steekproef van jongeren met vwo- of 
havo diploma) en evenzo voor de overige logits in afzonderlijke analyses de 
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effecten schatten dan kan men resultaten krijgen, die niet met elkaar over-
eenstemmen. Haberman (1979) spreekt daarom van een 'simultaneous logit mo-
del'» wanneer gelijktijdig binnen één analyse met behulp van log-frequen-
tie-modellen schattingen van de effecten worden gedaan. 
Voor ons voorbeeld zouden we, om dit te illustreren, vier aparte logitmodel-
len kunnen opzetten. Voor de logit (vwo-havo) zou het model, wanneer we voor 
de variabele milieu het opeenvolgende contrast gebruiken, er als volgt uit-
zien: 
D 
Ύ 
γ" (5.θ) 
м 
Wanneer het verschil genomen wordt van de eerste twee logits, zien we dat 
M 
Yj het verschil tussen de logits van het lagere en het midden milieu uitdrukt. 
И 
Door het verschil te nemen van de laatste twee logits blijkt y2 het verschil 
uit te drukken van de logits tussen het midden en het hoger milieu. De model­
len voor de overige logits (havo-mavo, etc.) zouden er hetzelfde uitzien. Een 
gezamenlijke aanpak van de vier logit modellen wordt nu mogelijk door het op­
zetten van een log-frequentie model voor de hele tabel, waarbij voor de mi­
lieu-variabele en voor de diploma-variabele het opeenvolgende contrast over­
eenkomstig definitie (5.5) wordt genomen. Het log-frequentie model (5.9) 
wordt dan zoals gegeven op pag.134. Het is een verzadigd model en dient als 
uitgangsmodel voor een geli jktijdige analyse van de vier logits. 
De designmatrix is minder complex dan hij op het eerste gezicht misschien 
lijkt (zie bijlage С voor de constructie). De kolomaanduiding is onder de ma­
trix gegeven; ze loopt parallel met de indices van de parameters, die met de 
kolommen overeenkomen. Zo corresponderen de parameters γ. met de kolommen 
(10) tot en met (40). Deze vier kolommen vormen drie dezelfde submatrices. 
Binnen elke categorie van milieu een aparte submatrix met elementen, waarvan 
de numerieke waarden een rechtstreeks gevolg zijn van onze wens de categorie-
en van diploma op de aangegeven wijze te vergelijken (zie bijlage A). Zo ook 
M 
zijn de kolommen (01) en (02), die met de eerste orde effecten γ correspon­
deren, ontstaan als gevolg van de wijze waaroD de milieu-categorieën verge-
leken dienen te worden. Hen kan daarin ook, evenwel na rangschikking, vijf 
dezelfde submatrices onderscheiden, binnen elke categorie van diploma één. De 
DM , DM, 
log(m12/m22) 
1 .67 .33 
1 -.33 .33 
1 - . 33 - . 67 
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getallen In de resterende kolommen zijn verder steeds producten van de getal­
len in de voorafgaande kolommen, zo is (10) χ (01) = (11), (20) χ (01) = (21), 
DM 
etc . Deze kolommen corresponderen met de tweede orde effecten γ . 
Gemakkelijk is middels model (5 9) te verifiëren, dat voor de logit (vwo-havo) 
in het lager milieu (11=1) geldt 
DM DM D DM DM 
log m n - log m"" = ( 8 + 2) Y j + ( 53 + 13) γ
η
 + (.27 + .07) y}2 
D ,.„ DM „ 0 DM Yj + 67 γ
η
 + .33 γ 1 2 
hetgeen overeenkomt met de eerste vergelijking in (5.8). Alleen de gebruike­
lijke parameter-notatie voor logit modellen zou men dienen aan te passen. Het 
gehele model (5 8) voor de logit vwo-havo is zo in het grotere log-frequentie 
model ingebouwd, evenals de modellen voor de andere logits, havo-mavo, etc. 
Schattingen van parameters en verwachte frequenties in het grote log-frequen-
tle model zijn daarmee tevens schattingen van parameters en verwachte odds-
waarden in de vier logitmodellen 
Als tweede fase in het zoeken naar een goed model wordt ernaar gestreefd het 
verzadigde ontwerpmodel tot een zuiniger, maar passend model te beperken 
Daar is geen vaste nrocedure voor Verschillende voorstellen in deze zijn 
gedaan door onder andere Goodman (1973), Whittaker en Altkin (1978), Altkin 
(1979, 1980), Brown (1976), Benedetti en Brown (1978), Zahn en Fein (1970), 
Payne (1977), Dillon (1979) Besprekingen van sommige ervan kan men vinden 
in Bishop (1975) en Fienberg (1979) We zullen er kort twee schetsen de eer­
ste gebruikt de gestandaardiseerde schattingen van de parameters in het ver-
2 
zadigde model, de tweede gebruikt de G -waarden als maat voor de fit van di­
verse modellen, die volgens één bepaalde of meerder hiërarchieën beschouwd 
kunnen worden. 
5 2 2 De procedure met behulp van de gestandaardiseerde effecten van het ver-
zadigd model 
Deze procedure gaat uit van de gedachte, dat m het verzadigde model de para-
meterschattingen (onder de nulhynothese) bij benadering multivariaat normaal 
verdeeld zijn met een standaardfout, die als bovengrens fungeert van de stan-
daardfouten van corresDonderende effectschattingen in beperktere modellen. 
Als vuistregel kan daarom gesteld worden dat significante parameters in het 
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verzadigde model waarschijnlijk ook in beperkte modellen significant zullen 
zijn, van nlet-slgnificante parameters In het verzadigde model kan men dat 
niet zeggen zij hoeven niet, maar kunnen wel in benerkte modellen signifi-
cant 'worden' Eerst worden dan de gestandaardiseerde effecten van het ver-
zadigde model berekend Die, welke groter zijn dan bijvoorbeeld 1.96 kunnen 
als significant worden beschouwd op het .05 niveau en in ieder geval worden 
opgenomen in het beperkte model Bij grote tabellen met zeer omvangrijke mo-
dellen - en in princiDe ook bij kleine modellen - dient men er rekening mee 
te houden, dat ongeveer 5% van de parameters op basis van toeval een gestan-
daardiseerde waarde zullen aannemen, die groter is dan 2. Voor waarden groter 
dan 3 is dit percentage aanzienlijk lager namelijk ongeveer 25% Effecten 
met schattingen groter dan 3 moeten dus practlsch zeker in het beperkte model 
worden opgenomen. Heeft men op deze wijze de significante effecten geselec-
teerd, dan kan het bij meer-dimensionele tabellen nog wel eens voorkomen, dat 
hieraan nog parameters moeten worden toegevoegd. Dit kan zijn om het model 
hiërarchisch te maken of om de verdelingen van stratificatie-variabelen, ge-
bruikt bij het trekken van de steekproef, vast te leggen of bij een causale 
analyse om de verdeling van de oorzaak-variabelen te fixeren Van het aldus 
tot stand gekomen beperkte model worden opnieuw de parameters geschat en 
wordt tenslotte bekeken, of toch nog niet één of enkele parameters kunnen 
vervallen en wat ook mogelijk is bij een slechte fit, of er één (of enkele) 
nog aan moeten worden toegevoegd. Deze procedure wordt onder andere door 
Goodman (1970) gehanteerd en ook Haberman gebruikt haar op vele plaatsen in 
zijn boek (197Θ) Ze heeft het voordeel, dat ze vrij snel werkt, ook in com­
puterrekentijd 
Wanneer voor tabel 5 1 de effecten in het verzadigde model (5 9) geschat wor­
den, ontstaan parameterschattingen met standaardfouten, zoals gegeven in fi­
guur 5.1 Uit de keuze van het design en het feit dat het model verzadigd is, 
vloeit voort, dat de geschatte effecten gelijk zijn aan de geobserveerde log-
odds ratio's tussen successievelijk aangrenzende categorieën Ook de verwach-
te (hier ook geobserveerde) logits zijn in figuur 5.1 gegeven 
In het verzadigde model blijken twee tweede-orde parameters te zijn, die een 
gestandaardiseerde waarde hebben groter dan 3, namelijk γ
Ί 1 en y?) De dan 
in grootte volgende parameters zijn γ 2 1 en γ3^ met pestandaardiseerde waarden 
resp. 1 97 en 1.90, waarvan de laatste eigenlijk iets te laag ligt Alleen de 
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figuur b.l Schattingen (le getal), standaardfouten (2e getal) en gestandaar­
diseerde waarden (Ze getal) van de parameters in het verzadigde 
model (S.9). In het midden de logits naar sociaal milieu. 
vwo-havo 
havo-mavo 
mavo-lbo 
lbo-geen 
.DM logoddsratio's γ . 
lager - midden -
midden hoger 
- .44 (=Т
И
) - .21 (=912) 
.34 .24 
-1.29 - .87 
- .49 (=9?1) - .81 (=922) 
.25 .23 
-1.97 -3.58 
- -53 (=931) - .38 (=93?) 
.15 .20 
-3.63 -1.90 
- .18 (=9 ) .12 (=9 ) 
.13 .20 
-1.43 .61 
logodds (logits) 
lager midden hoger 
milieu milieu milieu 
- .42 .01 .22 
-1.39 -.89 -.08 
- .94 -.41 -.03 
.11 .29 .16 
-D 
Yi 
- .06 
.13 
- .49 
- .79 
.10 
-7.67 
- .46 
.08 
-6.06 
.18 
.07 
2.52 
Y -parameters voor de logits havo-mavo en mavo-lbo komen dug voor opname in 
het beperkte model in aanmerking. Voor de logits lbo-geen en vwo-havo zijn de 
milieu-effecten niet significant. Men zou zich daarom vervolgens kunnen afvra-
D D 
gen of de eerste-orde parameters γ1 en γ 4 nodig zijn. De eerste is niet signi­
ficant (-.49), de tweede wel (2.52). In het algemeen fixeert men bij causale 
analyse echter de marginale verdeling van de gevolgvariabele, alle parameters 
D 
γ moeten daarvoor worden opgenomen. Causale analyse is immers primair gericht 
op samenhangen In het midden van figuur 5.1 staan de logits voor alle milieu-
categorieen, zoals deze door het verzadigde model worden geschat. Het zijn te­
vens de in de steekproef geobserveerde logits. Het verschil tussen de logits 
van telkens twee opeenvolgende mllieu-categorieen is, op afrondingen na, ge­
lijk aan de overeenkomstige parameter in het model. 
Op grond van de gestandaardiseerde parameter-waarden komen enkele beperkte mo­
dellen voor een definitieve keuze in aanmerking. Op de eerste plaats is dat 
het model met, wat de tweede-orde parameters betreft, de parameters Y 2 2
 e n 
Y-jj. Vervolgens kunnen daar eventueel nog γ
η 1 respectievelijk γ 3 2 a a n worden 
2 
toegevoegd. De G -waarden van de in aanmerking komende modellen zijn 
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model opgenomen tweede- G vg ρ 
orde effecten 
(5.10) γ 2 2 γ 3 1 
(5.11) γ 2 2 γ 3 1 γ 2 1 
(5.12) γ 2 2 γ 3 1 γ 2 1 γ 3 2 
Model (5.10) heeft een duidelijk slechte fit. De modellen (5.11) en (5.12) 
zijn beter. Model (5.12) past het beste, maar het verschil met model (5.11) 
is niet significant. De gestandaardiseerde waarde van γ 3 2 is eigenlijk ook te 
laag (namelijk 1.90). Model (5.11) verdient daarom, hoewel met een zekere te-
2 
rughoudendheid in verband met G /vg = 1.8, de voorkeur. 
5.2.3 De voorwaartse en achterwaartse procedure. 
Stappen we nu over op een tweede mogelijkheid van modelselectie. Het gaat dan 
eigenlijk niet om één, maar om een aantal procedures, die alle (in eerste in-
stantie) gebruikmaken van een andere manier van significantie-toetsing. Deze 
steunt op de gedachte dat, wanneer twee modellen alleen verschillen in het al 
2 
dan niet aanwezig zijn van één parameter, het verschil in G -waarden van deze 
modellen gebruikt kan worden als een toetsingsgrootheid voor de hypothese, dat 
de betreffende parameter nul is. Nu is het evenwel zo dat er meestal niet 
slechts één paar modellen bestaat, waarvan het ene model die ene parameter wel 
heeft en het andere model niet. De moeilijkheid doet zich voor dat er meerdere 
2 
paren zijn en de verschillen in G -waarden doorgaans van elkaar afwijken. Mees-
tal is het ondoenlijk om voor elke parameter van alle mogelijke paren van mo-
2 
dellen de verschillen in G -waarden te berekenen. Er zijn meerdere voorstellen 
gedaan om tot een keuze van modellen-paren te komen met een eigen daaraan ge-
koppelde wijze van selectie. Niet alle zijn echter even geschikt om tabelin-
terne samenhangen op te sporen, omdat ze gebaseerd zijn op toetsen van de sa-
menhang tussen variabelen als zodanig. We zullen hier de stapsgewijze selec-
tie-procedure van Goodman (1970, 1971) volgen. Ze berust op een eenvoudig prin-
cipe en is minder bewerkelijk dan bijvoorbeeld de screeningsprocedure van Brown 
of de 'generalized guided method' van Zahn en Fein, of de simultane toetsings-
procedure van Altkin en Whittaker. 
Goodman stelt voor om in het algemeen te beginnen met het bepalen van twee 
hoofdmodellen die significant van elkaar afwijken. Een hoofdmodel is een model 
waarin alle parameters van een zekere orde nul zijn gesteld. Ook het verzadigd 
19.17 6 .004 
9.01 5 .109 
5.72 4 .221 
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model met geen parameters gelijk aan nul, wordt als een hoofdmodel beschouwd 
Eerst kan dan worden nagegaan in welke mate het model, waarin de hoogste-orde 
parameters nul zijn gesteld, afwijkt van het verzadigde model Is die afwij­
king niet significant, dan worden de fits van de volgende twee hoofdmodellen 
bekeken Wanneer er twee hoofdmodellen worden gevonden, die significant van 
elkaar verschillen in fit, namelijk model M met effecten van lagere orde en 
M. met effecten van hogere orde, dan moet het beste model zijn het model dat h 
gelijk is aan M. met daaraan toegevoegd sommige effecten van M. Die effecten l h 
worden dan achtereenvolgens toegevoegd die de fit van het model het meest 
significant verbeteren, en met het opnemen van nieuwe effecten wordt gestopt, 
wanneer er niet meer van een significante verbetering sprake is Dit is een 
voorwaartse manier van werken Men kan evenwel ook uitgaan van de gedachte, 
dat het beste model gelijk moet zijn aan M met daaruit weggelaten sommige 
h 
effecten In dat geval laat men achtereenvolgens, die effecten weg die het 
minst de fit van het model aantasten en men stoDt daarmee als die aantasting 
significant is Het is de achterwaartse procedure 
Voor ons voorbeeld is het zoeken naar de beide hoofdmodellen een triviale 
zaak Worden in het verzadigde model (5 9) alle tweede orde effecten nul ge-
2 
steld, dan ontstaat het onafhankelijkheidsmodel, dat een G -waarde heeft van 
218 2 Het verschil met het verzadigde model is significant, zodat er aan dit 
onafhankelijkheidsmodel effecten moeten worden toegevoegd, dan wel uit het 
verzadigd model sommige tweede orde effecten moeten worden verwijderd Figuur 
5 2 laat zien wat het resultaat is van achtereenvolgende opnamen te beginnen 
bij het onafhankelijkheidsmodel 
2 
Bij de eerste stap is de terugval van de G -waarden het sterkst wanneer γ 2 2 
wordt opgenomen Daarna volgt γ.,, in stap 2 en γ,, in stap 3 Het model met 
2 
deze effecten opgenomen en de overige pelijk aan nul, heeft een G = θ 7 bij 
2 
vg = 5 In stap 4 wordt deze G -waarde niet meer significant kleiner Ook 
toevoeging van zowel γ?, als γ 3 2 geeft een reductie van 8 73 - 2 82 = 5 91 
De kritieke waarde bij een onbetrouwbaarheidsmarge van 05 en vg = 2 is 5 99 
Strict genomen leidt dit resultaat tot een model (5 13) met alleen de parame­
ters γ, , γ,, en γ1 . Het bezwaar van dit model is echter, dat het niet zo 
2 
goed past (G - 8 7 bij vg = 5 geeft η = 12) 
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2 figuur 5.2 G -vaarden bij de voorwaartse procedure te beginnen bij het onaf-
2 hankelijkheidsmodel met G - 218.2. De grootste afname per stap is 
aecursiveerd. 
subscnpten 
DM 
γ -parameters 
11 
21 
31 
41 
12 
22 
32 
42 
opname van 
stap 1 
vg=7 
146.4 
101.4 
101.7 
178.8 
143.1 
89.6 
120.9 
193.5 
Ύ22 
Stan 2 
vg=6 
56.3 
39.5 
19.2 
64.9 
87.6 
76.8 
87.6 
Ύ3! 
stap 3 
vg=5 
8.7 
9.0 
17.5 
17.2 
17.4 
19.0 
Ύ11 
stap 4 
vg=4 
6.10 
7.05 
8.55 
6.20 
8.41 
Ύ21 
stap 5 
vg=3 
4.42 
5.34 
2.82 
5.68 
Ύ3? 
stap 6 
vg=2 
1.14 
2.06 
2.80 
\ l 
stap 7 
vg=l 
.38 
.76 
Ύ12 
stap 8 
vg=0 
0.0 
\ 2 
Een toepassing van de achterwaartse procedure komt tot een resultaat, zoals 
dat In figuur 5.3 Is af te lezen. Het wijkt sterk af van het voorafgaande. 
2 figuur 5.3 G -waarden bij de achterwaartse procedure te beainnen bij het ver-
2 
zadigde model met G - 0. De kleinste toename per stap is gecursi­
veerd. 
οι 
stap 3 stap 4 stap 5 stap 6 stap 7 stap 8 
vg=3 vg=4 vg=5 vg=6 vg=7 vg=8 
4.04 5.7? 
4.52 6.20 17.43 19.17 
15.32 23.77 26.67 39.48 89.6 
2.82 
26.24 27.92 30.83 70.96 101.7 218.2 
4.42 6.10 9.01 
subscripten 
DM 
γ -parameters 
11 
21 
31 
41 
12 
22 
32 
42 
,2) 
stap 1 
vg=l 
1.67 
4.01 
13.32 
2.04 
.76 
12.87 
3.60 
./,8 
stap 2 
vg=2 
2.06 
4.38 
14.47 
2.06 
1.11 
13.25 
3.66 
eliminatie van 
^21 
Successievelijke eleminatle van de parameters γ , γ , y 
f 4 2 1 2 
zaken geen s i g n i f i c a n t e toename van de G - w a a r d e . Die v i n d t p a s p l a a t s i n s t a p 
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6, een toename van 9.01 naar 19.17 bij 1 vg. Dit zou betekenen dat alleen de 
parameters Y 2 1. Y 3 1 en Y 2 2 moeten worden opgenomen, maar ook hier is de fit 
2 
van het model niet zo goed (G = 9.01 bij vg = 5 geeft ρ = .11). 
De resultaten van de drie proceduren naast elkaar geplaatst, geeft het volgen­
de beeld. Vermeld zijn de in het model opgenomen tweede orde effecten met 
daarachter respectievelijk de schattingen en standaardfouten. 
procedure 1 procedure 2 procedure 2 
(met gestandaardiseerde (voorwaarts) (achterwaarts) 
effecten verzadigd model) 
(5.11) (5.13) (5.11) 
G = 9.01 vg = 5 G = 8.79 vg = 5 G2= 9.01 vg = 5 
.806 .266 
Ύ21 
*31 
Ύ 22 
- .633 
- .689 
-1.148 
.202 
.127 
.145 
^31 
Y22 
- .780 
-1.208 
.116 
.141 
'21 - .633 .202 
r31 - .689 .127 
'22 -1.148 .145 
Wat opvalt, is dat het resultaat van procedure 2 (voorwaarts) afwijkt van dat 
van de beide andere, die aan elkaar gelijk zijn. De parameters γ 3 1 en γ ? 2 komen 
in de resultaten van alle drie terug. Maar model (5.13) bevat γ,, met geschatte 
waarde = -.806, die zelfs groter is dan die van Y 3 1 ; bovendien is in dit model 
γ 2 1 gelijk aan nul. In model (5.11) daarentegen is juist γ ( 1 gelijk aan nul en 
is y 2 1 geschat op -.633. Dat is op zijn minst merkwaardig. Nu is in de toepas­
sing van de drie proceduren het criterium van de al dan niet significante toe-
of afname van de fit erg streng gehanteerd. Gezien het feit, dat de drie resul­
terende modellen niet zo goed passen, zou een uitbreiding van deze modellen ge­
wenst zijn. Voor de eerste procedure zou dat betekenen, dat model (5.12) wordt 
gekozen met toevoeging van γ.- en voor procedure 2 (voorwaarts) en (achter­
waarts) zouden respectievelijk γ2-, en γ 3 2 erbij komen. Het geheel zou dan als 
volgt worden: 
procedure 1 
(met gestandaardiseerde 
effecten verzadigd model) 
(5.12) 
G2= 5.7 vg = 4 
Y 2 1 - .689 
Y 3 1 - .612 
Y 2 2 - .925 
γ 3 ? - .324 
.205 
.135 
.188 
.177 
procedure 2 
(voorwaarts) 
(5.: 
G^ 
^11 
Ъі 
^31 
γ2? 
L4) 
6.1 
-
-
-
-1 
vg = 4 
.537 
.385 
.689 
.148 
l 
.318 
.242 
.128 
.146 
procedure 2 
(achterwaarts) 
(5.12) 
G = 5.7 
^21 
Ï31 
Ύ ? ? 
^32 
vg = 4 
.689 
.612 
.925 
.324 
.205 
.135 
.188 
.177 
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Ook hier ie het weer zo, dat het resultaat van procedure 2 afwijkt. De toege-
voegde parameters blijken niet significant te zijn, terwijl de fit van de mo-
dellen redelijk is te noemen. Alvorens we op deze bevindingen verder zullen 
ingaan, zullen we eerst overgaan naar de volgende paragraaf met de meer alge-
mene constatering, dat de resultaten van selectieproceduren van elkaar kunnen 
verschillen en daarom met de grootste voorzichtigheid moeten worden gehan-
teerd. Wanneer niet duidelijk aan de criteria is voldaan, doet men er goed aan 
door wijziging van het ontwerpmodel andere pogingen te ondernemen. 
5.3 Modelvereenvoudiging door het opleggen van constraints, een typologie van 
modellen. 
De simultane logitanalyse heeft tot dusver nog niet tot een bevredigend resul-
taat geleid. Op de eerste plaats was dit, omdat de aanpassing van de gekozen 
modellen (5.11) en (5.13) niet zo goed bleek, een tweede reden is, dat de 
effecten met de hoogste geschatte waarden op het eerste gezicht willekeurig 
over de tabel gespreid lijken te liggen. Dit is alleszins aanleiding de ana-
lyse te vervolgen, hetgeen in tweeërlei richting kan geschieden. Men kan 
trachten het schijnbaar willekeurige patroon in de effecten te interpreteren 
en, indien mogelijk, het model nog zodanig te veranderen dat de nieuwe geïn-
terpreteerde structuur duidelijker in het model naar voren komt. Een tweede 
mogelijkheid is te onderzoeken of meer gelijkmatige patronen in de effecten, 
uitgedrukt in een aantal typen modellen, voor de tabel opgaan. 
We zullen hier eerst een aantal modeltypen voor de (IxJ)tabel bespreken, die 
met behulp van de hier gehanteerde methoden onderzoekbaar zijn om vervolgens 
nog te laten zien, hoe wellicht een beter model verkregen kan worden door meer 
direct aan te sluiten bij de schijnbare onregelmatigheden in het verloop van 
de effectschattingen 
Als de variabelen van ordinaal meetniveau zijn, zoals in tabel 5.1, ligt het 
voor de hand na te gaan of meer algemene patronen in het verloop van de effec-
ten te herkennen zijn. Men kan immers in dat geval ondermeer geïnteresseerd 
zijn in de vraag, of over oplopende categorieën van de variabelen de effecten 
ook steeds even groot zijn, het is dezelfde vraag, die we in het vorige hoofd-
stuk zijn tegengekomen. Vragen van andere aard zouden kunnen zijn, wat de wer-
kelijke scores van de variabelen zouden zijn, als de veranderingen tussen de 
categorieën gelijk zijn of indien sprake van onderliggende continue variabe-
len, hoe groot de correlatie geschat moet worden tussen deze continue variabe-
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len. Het terrein van de analyse van ordinale gegevens, die zich richt op dit 
soort vragen is uitgebreid. Er zijn vanuit de log-lineaire analyse methodiek 
vruchtbare pogingen ondernomen om gegevens van ordinale variabelen te analy-
seren, rekening houdend met juist het ordinale karakter van deze variabelen 
(Haberman, 1974; Goodman, 1979c, 1979d, 1981b, 1961c, Clogg, 1982). Voor een 
deel zijn evenwel niet alle bovenstaande vraagstellingen met de normale stan-
daard programmatuur te beantwoorden. We zullen ons daarom hier beperken tot 
die toepassingen, waarvoor dat wel geldt. Ze betreffen vragen waarbij de sco-
res van de variabelen, de categorie-waarden als constanten worden opgevat en 
men probeert dan een bepaalde regelmaat te vinden in de effecten, die de ver-
anderingen in de logits tussen deze categorieën aangeven. 
Hoewel men meerdere typen zou kunnen onderscheiden, worden voor ons voorbeeld 
de belangrijkste aangegeven in figuur 5 4 Daarin zijn een aantal tabelvormen 
getekend, overeenkomend met de linker tabelvorm in figuur 5 1. Alle voorkomen-
de tweede orde effectparameters zijn er ondergebracht in een (4x2)tabel, geor-
dend naar de vergelijkingen tussen de categorieën van diploma en milieu. In 
figuur 5.1 waren alle acht effecten verschillend In de onderscheiden typen is 
dit niet zo. 
figuur 5.4 hen aantal modeltypen3 schematisch weergegeven met betrekking tot 
de tweede orde parameters. Het aantal vrzjhetdsaraden is onder elk 
type vermeld. 
У^ . Yi . Ύ.ι Y.? Yi + Y.i Yi. + Y * 
YM. YU. Y.I Y.2 Yi*. + Υ.Ι Ύι». + Y.2 
0 
0 
0 
0 
nul 
type 
0 
0 
0 
0 
N 
(I-1MJ- 1) 
Y
. .
 γ 
γ γ 
γ Y 
γ γ_ 
uniforme 
type U 
v g ( N ) - l 
rij-effect kolom-effect rij plus kolom effect 
type H type К type R + К 
vg(N)-d-l) vg(N)-(J-l) (1-2) (J-2) 
Geheel links in deze figuur staat het nultype of onafhankelijkheidsmodel uitge­
beeld. Alle effecten hebben de waarde nul Dan volgt het uniforme type waarin 
alle effecten een generale waarde γ hebben, noch tussen de rijen noch tussen 
de kolommen in deze tabel van effecten zijn er daarom verschillen te constate­
ren Daarnaast staan de waarden van de effecten, zoals ze in het rij-effect ty-
De voorkomen, per rij zijn de waarden gelijk, zodat er alleen tussen de rijen 
verschillen optreden, maar niet binnen de rijen. Een analoge situatie treffen 
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we aan bij het kolom-effect type, binnen de kolommen zijn de effecten gelijk, 
maar tussen de kolommen zijn er verschillen Een combinatie van deze twee ty-
pen is het laatste type, waarin op een additieve manier rij- en kolom effec-
ten zijn verenigd. Het heet daarom het rij- nlus kolomeffect type en is ook 
als een uitbreiding van de beide voorafgaande te zien Zo is in dit laatste 
type niet alleen toegestaan dat er tussen de rijen verschillen optreden, zo-
als in het rij-effect type, maar ook dat er binnen elke rij een constant ver-
schil optreedt 
Zoals de typen hier naast elkaar geplaatst zijn, is er een bepaalde volgorde 
in te onderkennen. Geheel links het meest beperkte nulmodel met het grootste 
aantal vrijheidsgraden. Voor het uniforme model wordt één vrijheidsgraad inge-
leverd voor de generale waarde (γ ), in het nj-effect worden (1-1) parame­
ters γ toegelaten, zodat het aantal vrijheidsgraden, dat overblijft gelijk 
is aan dat in het nultype (vg(N)) verminderd met (1-1) Voor het kolom-effect 
type met (J-l) parameters blijven er vg(N)-(J-l) vrijheidsgraden over. En 
3) 
voor het laatste, minst beperkte type, zijn er (I-l)+(J-2) parameters met 
daaraan corresponderend (1-2)(J-2) vrijheidsgraden. 
Toepassing van deze modeltypen geschiedt door het opleggen van constraints 
DM 
aan de γ -parameters. In het vorige hoofdstuk 4.3 is dit ter sprake gekomen 
1
 DM 
om in de (2x3)tabel een model met een constante γ -parameter te construeren. 
Het ging derhalve daar om een model van het U-type, maar omdat de gevolgvaria-
bele dichotoom was, was het tevens een R-type model. 
Op geheel overeenkomstige wijze worden voor de (IxJ)tabel bovengenoemde typen 
geconstrueerd. We verwijzen hiervoor naar bijlage D, voor de feitelijke uit­
voering zijn door ons gebruikmakend van GLIM, een aantal kolommen in de de-
signmatrix van het verzadigde ontwerpmodel (5 9) opgeteld Welke dat zijn, is 
2 
vermeld in figuur 5 5. Deze figuur geeft tevens de G -waarden van de verschil­
lende modellen met de vrijheidsgraden voor tabel 5.1. 
Figuur 5.5 laat zich het beste lezen vanaf het nultype Wordt aan dit onaf­
hankelijkheid smodel één algemene parameter toegevoegd, waaraan alle γ -para-
2 l j 
meters in (5 9) gelijk zijn, dan neemt de G -waarde aanzienlijk af (21Θ 1Θ -
2 2 
19.13) Laten we kolomverschillen toe, dan blijkt uit G (U) - G (К) = .01 bij 
7 - 6 = 1 vg, dat het kolom-effect op de γ -parameters niet significant is 
Dat is niet het geval voor de rij-effecten. Het toestaan van verschillen tus-
2 2 2 
sen rijen laat de G -waarde nog eens flink dalen, G (U) - G (R) = 19 13 -
2.73 = 16 4 (bij vg = 3, p<.05). Hiermee is het duidelijk dat bij het opstel-
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figuur 5.5 G -waarden en aantal vrijheidsgraden van de typen modelten, ont­
staan door opleqaina van constraints aan de y . .-effecten in het 
1
 го · 
verzadigde model (5.9). 
2 
notatie naam G vg kolomoptellingen 
(11+21+31+41+12+22+32+42) 
(11+12)(21+22)(31+32)(41+42) 
(11+21+31+41)(12+22+32+42) 
als bij R en К met weglating 
van een optelling. 
len van een model rekening gehouden moet worden met een aantal significante 
rij-verschillen en dat het kolomverschil verwaarloosd kan worden. De vraag is 
evenwel of alle vier rij-effecten γ moeten worden opgenomen, of met andere 
woorden geen zuiniger model mogelijk is zonder veel verlies van de fit. Door 
toepassing van de voorwaartse dan wel achterwaartse procedure, zoals die in 
de vorige paragraaf zijn beschreven, kan geconcludeerd worden, dat de hypothe­
sen γ, = 0 en de hypothese γ^ = 0 niet verworpen hoeft te worden. Een nog ver­
dere reductie van het model blijkt niet mogelijk, zodat uiteindelijk kan wor­
den gekozen voor het model met de twee rij-effecten: 
DM D D D D M M DM DM ,„....* 
log m = gewogen som van γ, ylt y?t γ3, yu, y1§ y2, γ 2 , γ 3 (5.15) 
2 
met G = 7.01 en vg = 6. Het is een redelijk model, dat beter is als het resul­
taat van de vorige paragraaf. Verdere resultaten zijn te vinden in figuur 5.6. 
De hierin vermelde residuen hebben alle een acceptabele gestandaardiseerde 
waarde (<1.96). 
Het meest opvallende verschil met eerdere resultaten is dat de structuur nu 
veel gelijkmatiger is geworden. De relatieve slaagkans vwo-havo neemt niet over 
de milieu-categorieën toe. In alle milieu's wordt deze juist iets groter dan 1 
geschat (exp(.04)= 1.04). Er is wel een toename van de relatieve slaagkans havo-
mavo; deze komt bij volgende milieu-categorieën steeds ruim 2 keer zo gunstig 
te liggen (exp(.79)= 2.2). Hetzelfde geldt voor de mavo-lbo relatieve slaagkans, 
maar dan met een toename van exp(.50)= 1.64, ruim 1.5 keer dus. Geheel onderaan 
in de figuur valt er tenslotte met betrekking tot de kans op een lbo diploma te 
concluderen, dat deze juist groter is dan de kans op geen diploma (exp(.18)= 1.2) 
en dat deze verhouding voor alle milieu's dezelfde is. De gelijkmatigheid in de 
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structuur ligt dus In het feit dat tussen de opeenvolgende milieu's de relatie­
ve slaagkansen ofwel In het geheel niet, ofwel proportioneel steeds In dezelfde 
mate stijgen. 
figuur 5.6 Schattingen (Iste getal), standaardfouten (?de getal) en gestan­
daardiseerde waarde (Zde getal) van de varameters in model (5.15). 
Rechts de logits naar sociaal milieu. G = 7.01, vg = 6, ρ - .32. 
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Op bovenstaande typologie die bij het analyseben van ordinale variabelen een 
belangrijk hulpmiddel kan zijn, zijn natuurlijk varianten mogelijk. Zo zou men 
in het rij-effect tyne dat effect-verschillen toelaat tussen de rijen van fi­
guur 5.6 (linker tabel), de verschillen gelijk kunnen maken, of steeds met een 
bepaalde proportionele constante groter kunnen laten worden met vervolgens 
weer al dan niet onder vrijlating van de eerste parameter. Dit kan men ook 
doen voor de kolommen al dan niet in combinatie met de rijen. Omdat dergelijke 
varianten in de practijk waarschijnlijk slechts zelden tot werkelijk betere 
structuren zullen leiden, gaan we daar hier nu niet verder O D in. 
Waar we nog wel aandacht aan willen besteden, is iets dat in het verlengde 
ligt van de conclusies van de vorige paragraaf. Er zijn tot nu toe twee sporen 
gevolgd om tot een goed model te komen Eerst werd volgens min of meer stan­
daard selectieproceduren naar het beste model gezocht. De belangrijkste para­
meters uit het ontwerpmodel werden behouden, de andere nul gesteld. Het resul­
taat bevredigde niet geheel. Een tweede poging werd ondernomen door na te gaan 
of wellicht een bepaald type model op zou gaan met een gelijkmatiger verloop 
van de parameter-waarden Het resultaat zou men in vergelijking met het vorige, 
als beter kunnen beoordelen afgaande op de criteria van zuinigheid en goedpas­
sendheid. Maar is het ook inhoudelijk beter te interpreteren 7 Op de eerste 
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plaats lijkt de implicatie van het model discutabel, dat de relatieve slaag-
kans vwo-havo niet milieu-bepaald is, zodat deze binnen alle milieu's gelijk 
is (geschat op ongeveer fifty-fifty). Uit onderwijssociologische literatuur 
blijkt dat de toegang tot universitaire studies, dus het behalen van het vwo-
diploma, sterk door het milieu bepaald is. Als model (5.15) opgaat, moet het 
behalen van het havo-diploma daar gelijke tred mee houden en is het leggen van 
de grens in deze discussies bij het vwo onterecht en zou deze op zijn minst 
bij het havo gelegd moeten worden. 
Een ander punt dat men in het laatste model zou kunnen betreuren, is dat met 
het zoeken naar een gelijkmatig patroon over alle categorieën van de variabe-
len, bepaalde duidelijke verschillen zijn komen te vervallen. Terugkijkend 
naar de resultaten van het verzadigde model (figuur 5.2) zou men daaruit kun-
nen afleiden dat het verschil tussen het lager en het midden milieu vooral 
tot uitdrukking komt in de relatieve slaagkans mavo-lbo, terwijl het onder-
scheid tussen het midden en het hoger milieu vooral ligt in de relatieve 
slaagkans havo-mavo De suggestie wordt hiermee gewekt, dat er zich voor de 
drie milieu's verschillende plafonds van vervolgonderwijs aftekenen voor het 
lager milieu het lbo, voor het middenmilieu het mavo en voor het hoger milieu 
het havo/vwo. Zo is het voor de kinderen uit het lager milieu natuurlijk in 
principe mogelijk een schooltype boven het plafond van het lbo af te maken, 
maar de kans van slagen hiervoor lijkt voor de kinderen uit het middenmilieu 
ineens aanzienlijk groter te zijn. En hoger OD de sociale ladder speelt zich 
vermoedelijk een soortgelijke 'onregelmatigheid' af. De kans het havo in 
plaats van het mavo af te maken is voor kinderen uit de hogere milieu's Ineens 
aanzienlijk groter dan voor de kinderen uit het middenmilieu voor wie het mavo 
het hoogste vervolgonderwijstype lijkt. Gelijksoortige bevindingen geven 
Vliegen e.a (1981) wanneer ze de reproductie-functie van het onderwijs bestu-
deren. Het zou daarom best weleens kunnen zijn dat de sterke effecten in het 
verzadigde model niet zo willekeurig zijn, als het op het eerste oog misschien 
lijkt. Het patroon dat ze vertonen, is evenwel van een ander karakter dan de 
patronen, die in de behandelde modeltypen naar voren komen 
Voortbordurend op bovenstaande gedachten zouden we daarom nog een viertal mo-
dellen met elkaar willen vergelijken Het eerste model (5 12) In figuur 5.7 
is het resultaat van de eerste selectie-procedure middels de gestandaardi-
seerde waarden van het verzadigd model, vier parameters bleken hierin rele-
vant . 
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figuur 5.7 С -waarden en aantal vrijheidsgraden van een aantal modellen naar 
aanleiding van (5.12). 
2 
model opgenomen G vg kolomoptellingen 
γ -parameters 
4 
6 2 к (22) + (21) 
2 χ (31) + (32) 
5 idem als (5.16) en 
(11) + (12) 
7 alle genoemd in (5.17) 
In plaats nu van deze parameters over de rijen (co. de milieu-variabele) aan 
elkaar gelijk te maken, wordt in (5.16) de conditie gesteld dat de ene parame­
ter voor een bepaalde logit twee maal zo groot is als de andere, zoals aange­
geven in de figuur. De fit verslechtert nauwelijks, terwijl er 2 vrijheidsgra­
den gewonnen zijn. Dit model is vergelijkbaar met (5.15) waar eveneens met een 
winst van 2 vrijheidsgraden de parameters over de rijen gelijk zijn. Voegen we 
aan model (5.16) nog een parameter γ, toe, die de verandering over de milieu's 
in de relatieve slaagkans vwo-havo aangeeft, dan ontstaat model (5 17). De af-
2 
name van de G -waarde is juist significant (6.68 - 2.81 = 3.87, vg = 1), zodat 
dit model als een erg goed model moet worden gekwalificeerd Tenslotte kan men 
dit model nog verfraaien door het opleggen van de constraint, genoemd onder 
(5.18). Dit model (5.18) nast bijna even goed, maar is zuiniger dan (5.17) en 
is een zeer eenvoudig model. De enige tweede orde parameter, die het model 
heeft, heeft een geschatte waarde van -.355 (standaardfout = .026). De geschat­
te waarden van de logoddsratio's en logits ervan zijn respectievelijk 
vwo-havo 
havo-mavo 
mavo-lbo 
lbo-geen 
lager-m 
milieu 
- 355 
-.355 
- 709 
0 
ldd en midden­
milieu 
-.355 
-.709 
-.355 
0 
hoger 
lager 
- .41 
-1.25 
-1.05 
.18 
midden 
-.05 
-.90 
-.34 
.18 
hoger 
30 
- 19 
.02 
.18 
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(5.12) Т21^22*31>32 5 7 2 
(5.16) γ 2 2 = 2 γ 2 1 6.68 
Y a i = 2 ^ 3 2 
(5.17) idem a l s (5.16) 2.81 
en γ
η
 = γ 1 2 = Ύ ι . 
(5.18) Yjj = γ , 2 = γ 2 ] = Ь 2 2 3.52 
= *Ύ3 1 = Ϊ32 
Zien we terug op de uitgevoerde analysen, dan is vooral duidelijk geworden, 
dat de selectie-proceduren maar ten dele het selectie probleem oplossen. Geen 
ervan draagt de garantie in zich, dat het leidt tot 'het ene en ware' model. 
Ter afsluiting leggen we enkele conclusies vast. 
- Verschillende procedures kunnen verschillende acceptabele modellen selecte­
ren, die met het voor handen zijnde materiaal dan niet verder meer te onder­
scheiden zijn. Er is, voor zover we weten, weinig bekend in welke mate ac­
ceptabele modellen van elkaar kunnen afwijken en in welke mate elk gekozen 
model van het populatie model kan verschillen. De onderlinge verschillen 
kunnen groot zijn. Zo wordt in het geselecteerde model (5.15) van het rij-
effect type Y2j geschat op -.79 met 95% betrouwbaarheidsmarges, zoals op de 
gebruikelijke manier vastgesteld, -1.01 en -.58. In het allerlaatste gekozen 
model (5.18) krijgt Ύ2\ de waarde -.35 met marges -.40 en -.30. Nu moet 
hierbij worden aangetekend dat de betrouwbaarheidsmarges in dit soort explo­
rerende werkwijzen eigenlijk zouden moeten worden bijgesteld. 
- Hoewel de geselecteerde modellen verschillen, zijn er toch een aantal globa­
le conclusies, die steeds terugkeren. In dit voorbeeld zijn dat: milieu-ver­
schillen (in de veronderstelde richting) vooral met betrekking tot de logits 
havo-mavo en mavo-lbo en geen milieu-verschillen met betrekking tot lbo-geen. 
Twijfel bestaat er ten aanzien van de milieu-invloed op de logit vwo-havo. 
De gegevens zijn te ontoereikend om daar iets definitiefs over te zeggen. 
- De verscheidenheid van acceptabele modellen lijkt de situatie voor de causale 
analyse, gericht op het schatten van effecten, bijzonder zorgelijk te maken. 
Dat is ook zo, maar het onderstreept tegelijkertijd een aanname waar men ge­
woonlijk misschien niet zo bij stilstaat en die bij causale analyse toch in 
het algemeen gesteld wordt; de aanname namelijk dat het model, waarin de te 
schatten effecten zijn opgenomen, het geldige model is. Zo gaat men er bij 
de gebruikelijke padanalyse van uit dat het model goed gespecificeerd is. 
Effectschattingen hebben alleen een betekenis onder aanname, dat dit het ge­
val is. Wanneer binnen de loglineaire analyse methodiek vanwege de verschil­
lende mogelijkheden van effect-definitie ook meerdere modellen mogelijk zijn, 
speelt deze aanname onverminderd een belangrijke rol. Het brengt de discus­
sie op de vraag welk model het beste als het geldige model beschouwd kan 
worden. Criteria als goed-nassendheid of verklaarde variantie zijn dan zeker 
relevant, maar wanneer deze niet meer discrimineren, zullen het toch vooral 
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theoretische argumenten zijn als kennis van het maatschappelijk veld en reeds 
opgedane onderzoekservaringen die dan verder gehanteerd moeten worden. 
151 
6. TWEE OORZAAKVARIABELEN EN EEN GEVOLGVARIABELE: 
DE (IXJXK)TABEL 
Met het vorige hoofdstuk is de analyse van de tweedimensionale tabel van één 
oorzaak- en één gevolgvariabele afgesloten. Daar wordt nu één oorzaakvariabe-
le aan toegevoegd en dit hoofdstuk zal gaan over een aantal onderwerpen die 
daarmee samenhangen. Ook de tabel uit het vorige hoofdstuk zal, in gelijke 
tred hiermee, worden uitgebreid met een derde variabele, te weten het ge-
slacht van het kind. Tabel 6.1 is eveneens afkomstig uit Collaris (197Θ) en 
is een opsplitsing van de tabel 5.1 naar deze variabele. 
Tabel 6.1 Aantallen jonnens en meisjes van de aenevatie 1965 uit drie socia­
le milieu-aroepen die een diploma behaalden voor respectievelijk 
het vwo, havoy mavo, lbo of neen diploma; tussen haakjes de per­
centages. 
jongens meisjes 
lager midden hoger lager midden hoger 
milieu milieu milieu milieu milieu milieu 
vwo 
havo 
mavo 
lbo 
geen 
15( 4. 
20( 5, 
52(14. 
156(43. 
113(31 
2) 
.6) 
6) 
8) 
.7) 
51(12. 
31 ( 7 
78(19 
144(36. 
93(23 
8) 
8) 
6) 
3) 
4) 
51(31. 
22(13. 
26(15. 
39(23. 
26(15 
.1) 
4) 
8) 
8) 
.9) 
4( 1 
9( 2. 
64(17 
141(37 
154(41 
.1) 
4) 
.2) 
.9) 
.4) 
22( 5 
41(10 
98(25 
121(31. 
106(27 
7) 
.6) 
.2) 
2) 
.3) 
24(15. 
38(23. 
39(24. 
28(17 
31(19 
0) 
7) 
4) 
.5) 
.4) 
356(99.9) 397(100.1)164(100) 372(100) 388(100) 160(100) 
De variabele 'geslacht' wordt in het algemeen beschouwd als een variabele 
die naast het sociaal milieu voor een jongere sterk medebepaalt of hij of zij 
een bepaalde school zal doorionen. Omdat deze variabele in statistische zin 
onafhankelijk is van het sociale milieu, behoort ze tot de zelfstandig con­
currerende variabelen. In hoofdstuk 2.2.8 is van een dergelijke variabele ge­
zegd, dat ze in de tabelanalyse middels multiülicatieve modellen bijzondere 
aandacht verdient. 
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Het model met twee (concurrerende) oorzaken is natuurlijk niet het enige cau­
sale model voor drie variabelen. In hoofdstuk β zullen we het meer algemene 
model ter sprake brengen, waarin opeenvolgende ketens voorkomen en één of 
meer variabelen dus een causaal-intermediaire rol vervullen. In zo'η model 
vormt het model met één gevolgvariabele, dat we hier beschouwen, slechts een 
onderdeel en is ook de erbij horende analyse slechts een fase van de grotere 
analyse betreffende het gehele ketenmodel. 
Er zijn meerdere onderwerpen, die vanuit een causaal gezichtspunt in dit ver-
band van belang zijn. Op de eerste plaats is dat de wijze waarop een analyse 
volpens genoemde causale modellen wordt opgezet. In paragraaf 6.2 zal het 
verloop van een analyse met twee oorzaakvariabelen worden gedemonstreerd 
waarin gebruik gemaakt wordt van continuation-ratio's. Zoals al eerder is 
gezegd, verloopt de analyse van de logarlthmen van deze ratio's (cf. (5.7)) 
anders dan die van de overige in hoofdstuk 5 genoemde logits. 
Een ander belangrijk onderwerp, dat typisch is voor de meer (dan twee)-dimen-
sionele tabel en in de traditie van tabelanalyse relatief veel aandacht heeft 
gekregen, is het verschijnsel van statistische interactie. In paragraaf 6.3 
besteden we daar aandacht aan. Teruggrijpend op wat in hoofdstuk 1 daarover 
is gezegd, zullen de verschillende interpretatie-mogelijkheden met de erbij 
passende modellen aan de orde komen. 
We willen beginnen (paragraaf 6.1) met een onderwern dat van essentiële bete-
kenis is voor causale analyse. Het betreft de primaire vraag of het wel nodig 
is de tabel met een derde dimensie uit te breiden. Stel dat men alleen in de 
causale effecten van milieu geïnteresseerd is; waarom kan men dan niet vol-
staan met de resultaten van het vorige hoofdstuk*7 Het is de vraag naar de 
voorwaarden waaronder eenmaal geconstateerde effecten constant blijven. Ge-
bruikelijk is de eis van constantie onder invoering van antecederende varia-
belen, maar zoals al eerder is gezegd komen daar in dit kader de zelfstandig-
concurrerende variabelen bij. In dit verband zal het zogenaamde collapsibili-
teitstheorema besproken worden. De aard en de omvang van de problematiek, die 
deze variabelen met zich meebrengen komen echter pas in hoofdstuk 8 aan de 
orde. 
6.1 Een causale samenhang en het collapsibiliteitstheorema. 
In Bishop, e.a. (1975, zie ook Goodman, 1972a) wordt een regel gogeven voor 
het samentrekken van een tabel over één of meerdere variabelen (of over slechts 
enkele categorieën van deze): deze repel geldt voor hierarchische modellen en 
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wordt het 'collapsibiliteltstheorema' genoemd. Ze is behalve voor het samen­
trekken van tabellen, ook van bijzondere betekenis voor het inzicht in de 
assumpties die men aan een voor causaal gehouden samenhang dient te stellen. 
We zullen deze regel eerst algemeen toelichten. Zij richt zich op de vraag, 
of een muitidimensionele tabel over een of meerdere variabelen kan worden 
samengetrokken, zonder dat er een waardeverandering in de geschatte effecten 
optreedt. Om deze vraag te beantwoorden moeten de variabelen, die de dimen­
sies vormen van een multidimensionele tabel, in drie groepen ingedeeld wor­
den 
- groep A bevat A-variabelen (Α., A„, ., A ) Het zijn de variabelen waar-
i ¿ a 
over de tabel geheel of gedeeltelijk wordt samengetrokken. 
- groep В bevat B-variabelen (B,, B„, . , B, ), die niet worden samengetrok-
*
 z
 b 
ken en die onder constanthouding van alle andere variabelen onaf­
hankelijk zijn van de variabelen uit groep A. Aan deze voorwaarde 
is voldaan, als het opgezette model geen parameters bevat met in­
dices, waarin zowel A- als B-variabelen voorkomen. 
- groep С bevat C-variabelen (C,. C„, ..., С ), waarover ook geen samentrek-
i ¿ с 
kingen worden gedaan, maar die in tegenstelling tot de B-variabelen 
wel afhankelijk zijn van de A-variabelen. 
Stel nu dat er twee log-frequentie analysen worden uitgevoerd, één voor de 
(a+b+c) dimensionele tabel en één voor de (b+c) dimensionele tabel. De laatste 
tabel is een marginale tabel van de eerste, omdat de laatste is verkregen door 
de (a+b+c) dimensionele tabel over de A-variabelen samen te trekken. Het col-
lapsibiliteltstheorema zegt nu dat de waarden van de parameters met indices, 
В B B die letters van groep B-variabelen bevatten (bijvoorbeeld γ 1, γ ! ?, etc., 
maar ook γ ! ? etc ) in belde analysen gelijk zijn. Verschillend zijn de waar­
den van die parameters met indices van variabelen alleen uit groep С (bijvoor­
beeld Y C 1 , γ0?, Y C 1 C 2 , etc ) 1 } 
Voor een voorbeeld kunnen we teruggaan naar tabel 5 1 en tabel 6 1 Hiervan is 
tabel 5 1 een marginale tabel van tabel 6 1. Trekt men tabel 6 1 samen over de 
variabele 'geslacht', dan ontstaat tabel 5 1 De drie variabelen die in het 
geding zijn, zijn in de volgende drie groenen in te delen 
Groep A geslacht (S), groen В milieu (H), groen С dinloma (D) 
De collapsibiliteitsregel impliceert nu dat bij volledige onafhankelijkheid 
MS DMS M DM 
tussen S en И (dit is als γ = γ = 0 ) het voor de berekening van γ en γ 
onverschillig is of dit gedaan wordt met behulp van de drle-dimensionele tabel 
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6 1 dan wel met de twee-dimensionele tabel 5 1 . Analysen van belde tabellen 
laten dezelfde waarden zien 
dus om de volgende analysen 
D 
De waarde van γ zal echter verschillen Het gaat 
Analyse van tabel 5 
(de verdeling (DM)) 
met model 
Y 
D 
γ
ι 
DM 
, bevattend 
M 
1 
Ie 
Analyse 
(de 
met 
van tabel 
ver del: ing van 
model bevattei 
γ 
D 
Ύ 1 
DM 
M S 
DS 
\ k 
6 1 
(DMS)) 
ride 
In deze analyse zullen de parameters betreffende de milieu-effecten verkregen 
uit tabel 5 1, gelijk zijn aan die verkregen uit tabel 6 1 
Verkeren we in de situatie, dat de gegevens van de grote verdeling (DMS) be­
kend zijn, zoals hier in tabel 6 1, dan is gemakkelijk te controleren of de 
DMS MS 2 
hypothese, Y. .. = 0 én Y = 0, opgaat Analyse van tabel 6 1 geeft een G -
IJk jK 
waarde voor het aldus beperkte model van 11 65 bij vg = 10 De bijbehorende 
overschrijdingskans is 31, hetgeen eron duidt dat de hypothese niet verwor-
DM 
pen hoeft te worden Voor de schatting van de Y -parameters kunnen we dus 
ook gebruik maken van tabel 5 1, en in dit geval terugvallen op de resultaten 
van hoofdstuk 5, de milieu-effecten blijven constant onder invoering van 'ge-
slacht' 
Een Interessante uitbreiding van de collapsibiliteitsregel is gegeven door 
Allison (1980), ontleend aan Goodman (1971) Deze houdt in, dat wanneer samen-
2 
trekking volgens de collapsibiliteitsregel geoorloofd is, het verschil in G -
waarden, dat bij de analyse van de samengetrokken tabel (tabel 5 1) ontstaat 
door één of meer parameters uit het model te verwijderen, gelijk is aan het 
2 
verschil in G -waarden, dat in de analyse van tabel 6 1 optreedt bij nul-stel-
ling van de gelijknamige parameters Door bijvoorbeeld in het model voor tabel 
5 1 γ nul te stellen, ontstond in hoofdstuk 5 G = 218 2 met 8 vg Het ver-
2 
schil in G -waarden dat daarmee optreedt, is 218 2 - 0 = 218 2 met 8 - 0 = 8 
vg Stellen we in het model voor tabel 6 1 γ gelijk aan nul, dan ontstaat 
2 2 
G = 229 85 met 18 vg, waarmee in die analyse het verschil in G -waarden 
229 85 - 11 65 = 218 2 wordt met ook 18 - 10 = 8 vg Men gaat met andere woor-
2 
den bij de model-selectie af op dezelfde grootheden (verschillen in G -waar­
den) en men selecteert geen andere modellen door toedoening van de samentrek­
king 
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Om vooral twee redenen is het collapsibiliteitstheorema van belang. Op de 
eerste plaats Is er het practlsche nut van een zekere werkbespanng. Zo 
komt het wel voor, onder andere in een causale ketenanalyse van Goodman 
(hoofdstuk 8) of de zogenaamde screening procedure voor modelselectie van 
Brown, dat naast de analyse van de grote tabel ook een analyse van enkele 
marginale tabellen gewenst Is. Men hoeft dankzij dit theorema dan niet twee 
tabellen in te lezen, maar men kan volstaan met een analyse van de grote 
tabel. Maar wat minstens zo belangrijk і , is dat dit theorema laat zien, 
op grond van welke assumpties effect-schattingen als stabiel mogen worden be-
2) 
schouwd. In dit verband wordt in het algemeen wel de assumptie van model-
geslotenheid genoemd (Goodman, 1971), analoog aan de gelijknamige assumptie 
3) in de gebruikelijke padanalyse. Maar toch is het met deze assumptie in de 
tabelanalyse niet zo probleemloos gesteld. De inhoud ervan verschilt namelijk 
in een niet onbelangrijk opzicht van die in de padanalyse. Gezien het theore­
ma is het duidelijk dat bij de analyse van een tabel effectschattingen als 
constant onder tabeluitbreiding mogen worden beschouwd, als alle variabelen 
die niet in de tabel zijn opgenomen, werkelijk A-variabelen zijn. De tabel 
moet met andere woorden beschouwd kunnen worden, als een tabel ontstaan na 
een niet van invloed zijnde samentrekking over alle niet-opgenomen variabelen. 
In het eenvoudige geval van een twee-dimensionele tabel waarin een gevolgva-
riabele Y afgezet is tegen een oorzaakvariabele X, zijn er drie mogelijkheden 
waarvoor die aanname terecht is. 
1. Alleen de samenhang tussen A en Y onder const&nthouding van X (samenhang 
(AY|X)) is nul. In termen van het theorema is Y dan een D-variabele en X 
een C-variabele. 
2. Alleen de samenhang (AX|Y) is nul. In dat geval is X een B-variabele en Y 
een C-variabele. 
3. Beide conditionele samenhangen zijn nul. Beide variabelen zijn als B-varia-
belen te beschouwen. 
Voor de meeste typen variabelen schept deze indeling geen problemen. Zo valt 
een schijnmakende A-variabele door de mand, omdat zowel de samenhang (AX|Y) 
als (AY|X) in dat geval ongelijk nul zijn. De aanname is onterecht en de ta­
bel moet worden uitgebreid. Ook van een A-variabele die alleen aan X vooraf­
gaat (Α-*Χ-»Ύ) en waarvoor dus de samenhang (AY|X) gelijk is aan nul, kan ge­
heel volgens de gebruikelijke regels van causale analyse aangenomen worden, 
dat ze geen storende invloed heeft. Men hoeft dus voor deze A-variabele de 
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tabel niet uit te breiden Hetzelfde geldt vanzelfsprekend voor variabelen, 
die noch X noch Y beïnvloeden Deze gevallen komen dus overeen met wat men 
in causale analyse gewend is Anders ligt dat voor de groen A-variabelen, 
die naast X een Invloed uitoefenen op Y de zelfstandig concurrerende varia-
belen Van deze moet men aannemen, dat mogelijkheid 1, en dus ook 3, is uit-
gesloten Vanwege de verwachte invloed zal er immers een samenhang (AY|X) 
zijn De samentrekking van de tabel kan dan alleen nog maar terecht zijn op 
grond van mogelijkheid 2 Nu wordt van variabelen die als zelfstandige oor-
zaken van Y worden beschouwd, weliswaar aangenomen dat zij onafhankelijk 
zijn van de andere oorzaakvariabelen, maar niet onder constanthouding van 
de gevolgvanabele In de padanalyse worden ze meestal als ongespecificeerde 
termen aangeduid en opgevat als het geheel van variabelen, dat ongecorreleerd 
met de opgenomen oorzaakvariabelen een onafhankelijk effect heeft Zij storen 
de meting van de effecten van de oogenomen variabelen niet, omdat ze marginaal 
met deze ongecorreleerd zijn Dit strookt geheel met het algemeen geaccepteer-
de idee dat voor een causale analyse die samenhangen relevant zijn, welke on-
gecontroleerd zijn naar in het proces later liggende variabelen Mogelijkheid 
2 verwijst naar een irrelevante samenhang en ze is daarom niet van toepassing 
voor dit soort variabelen Zij laat zelfs variabelen toe die marginaal een sa-
menhang vertonen, maar niet, indien geconditioneerd naar Y Heeft men in de 
practijk met een zelfstandig concurrerende A-variabele te maken, dan zou men 
zich er bijgevolg extra van moeten vergewissen of ook binnen alle categorieën 
van de afhankelijke variabele de samenhang tussen A en X ontbreekt Alleen 
dan hoeft hij niet te worden opgenomen Zo is in het voorbeeld hierboven niet 
gecontroleerd of milieu en geslacht samenhangen (men kan veilig aannemen van 
MS 
niet), maar of de parameters γ , waarin naar diploma D gepartialiseerd is, 
gelijk zijn aan nul 
Zoals gezegd, volstaan we hier met het signaleren van deze moeilijkheid In 
hoofdstuk 8 zullen we er onder meer aandacht aan besteden of de omvang ervan 
van zodanig aard is, dat er in de practijk ernstig rekening mee moet worden 
gehouden 
6 2 Een analyse van de (IxJxK)tabel met gebruikmaking van continuation ra­
tio '_s_ 
In een logit-definitie wordt voor de gevolgvariabele het vergelijkingskader 
aangegeven waarin de categorieën geplaatst worden De logarithmen van de con-
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tinuation-ratio's (5.7) Is daartoe een mogelijke keuze Een analyse van deze 
logits volgt niet het normale patroon en we kiezen daarom hier ter illustra-
tie voor deze logit. In figuur 6.1 zijn de continuation-ratio's vermeld voor 
de variabele diploma: 
fzauur 6.1 Contiwation-ratio'? voor de variabele diploma, (p(i)üo) betekent 
de kanc, dat een
 t'ome re een оъх -di'o loma haaít, etc.). 
1 p(vwo)/p(havo of mavo of lbo of geen) 
2 p(havo)/p(mavo of lbo of geen) 
3 D(mavo)/n(lbo of geen) 
4 O(lbo)/D(geen) 
Mogelijk zou ook een set ratio's zijn waarin van de tegenovergestelde volgorde 
wordt uitgegaan (1. geen diploma versus wel, 2. lbo versus hoger, e t c ) . Afhan-
kelijk van interesse kan men de volgorde omdraaien. Voor de formulering als in 
figuur 6.1 pleit naar ons gevoel onder meer dat daarin in ieder geval de ratio 
(vwo-lager) voorkomt. Ze behelst de relatief grotere kans OD de doorstroming 
naar het hoger onderwijs welk onderwerp in het verleden nogal eens ter discus-
sie heeft gestaan Voorts is te verwachten dat de ratio's in figuur 6.1 van be-
neden naar boven in steeds sterkere mate milieu-beoaald zijn. Ouders uit de 
hogere milieu's zullen er zich wellicht meer dan andere ouders voor inzetten, 
dat hun kind een zo hoog mogelijk schooltyoe doorloopt, zodat deze ratio's in 
toenemende mate een voor deze milieu's grotere waarde zullen aannemen. 
De analyse van continuation-ratio's is een bijzonder prettige vorm van analyse. 
Toegepast wordt ze weinig. Wat de sociologische literatuur betreft kan men een 
toepassing vinden bij Fienberg en Mason (1979). Het gemak van deze analyse 
vloeit voort uit het feit, dat ze in delen uiteenvalt. Zeker bij grote tabel-
len die veel computer-geheugen-ruimte nodig hebben, kan dit uiteenvallen in 
deel-analysen bijzonder voordelig zijn 
Elke deel-analyse heeft betrekking op één kansratio Voor elke ratio apart 
kan, onafhankelijk van de andere, gezocht worden naar het beste model, waarvan 
vervolgens schattingen en fit-waarde berekend kunnen worden De som van de af-
2 
zonderlijke fit-waarden, uitgedrukt in G , geeft aan in hoeverre de gekozen mo-
dellen gezamenlijk bij de νcgevens nassen De reden waaron cen analyse van con­
tinuation-ratio's /o opgespl ι t<st kan worden , is dat de prod u с t-mul 11 nomi al e 
verdeling voor tabel fi 1 (/ie hoofdstuk 3 2) te schrijven is als сun product 
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van vier onafhankelijke product-binomiale verdelingen, waarin deze ratio's 
een belangrijke rol spelen. 
Voor de practische procedure is het daarom het beste niet van de totale ta-
bel 6.1 uit te gaan, maar te doen alsof we met vier elkaar deels overlappende 
steekproeven te maken hebben. De eerste bevat de kinderen met een vwo of la-
ger diploma, de tweede de kinderen met havo of lager diploma, etc, zodat er 
vier deel-tabellen ontstaan. Het zijn de tabellen 6.2 t/m 6.5. 
tabellen C.2 t/m 6.b Absolute fréouentie dlì 1 oma-bezitters naar ncslacht en 
sociaal r>ilieu. 
jongens meisjes 
lager midden hoger lager midden hoger 
milieu milieu milieu milieu milieu milieu 
tabel 6.2 
vwo 15 51 51 4 22 24 
lager 341 346 113 36Θ 366 136 
tabel 6.3 
havo 20 31 22 9 41 38 
lager 321 315 91 359 325 9Θ 
tabel 6.4 
mavo 52 78 26 64 98 39 
lager 269 237 65 295 227 59 
tabel 6.5 
lbo 156 144 39 141 121 28 
geen 113 93 26 154 106 31 
Voor elke conditie naar milieu M en geslacht S (MS-conditie) en voor elke po­
pulatie, waaraan een steekproef correspondeert, is er een dichotome variabele 
te definieren met conditionele kansen, wier som één is; de kans op het behalen 
van een diploma voor een bepaald schooltype (p(succes)) en een kans op het be-
halen van een diploma van een lager schooltyne of geen (p(mislukking)). Het 
uitschrijven van de multinomiale verdeling voor de hele tabel in een product 
van binomiaIe verdelingen, behorende bij de deeltabellen, is mogelijk wanneer 
deze kansen on succes en mislukking in de binomiale verdelingen op een bepaal-
de wijze worden gedefinieerd. We geven deze definities in figuur 6.2. In deze 
figuur 7ijn f en ρ resnectievelijk de frequentie in en de kans op categorie 
ι (i = 1 (vwo) .. 5 (geen)) in de MS-conditie. De steekproefgrootten zijn ge-
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1 
2 
3 
4 
n l = f ] 
°2= 
n 3 = 
"•.= 
| + f 2 + f 3 + f 1 ( + f 5 
f 2 + I 3 + f 1 ) + f 5 
f 3 + V f 5 
V f 5 
P J / D J 
P 2 /D 2 
P 3 /D 3 
Рц/І\ 
noteerd als η ; η, is gelijk aan de totale steekproefgrootte N. 
figuur 6.2 Steekproefgrootten, te beschouwen bij de 4 continuation vatio 's 
1, 2, S en 4, en definities van p(succes) en ρ(mislukking) in de 
overeenkomstige binoniale verdelingen. De jk—indices voor de MS-
conditie zijn achterwege gelaten. 
ratio steekproef p(succes) p(mislukking) D. 
grootte η x 
(Pj+Pj+p^+PjVD, p1+p2+p3+plH+p5(=l) 
(P3+P^+P5)/D2 Р2
+
Рз
+
Рі,
+
Р5 
(Pl4+P^)/D3 P3+P^+P5 
P 5 /D,, P l |+p 5 
Met deze definities is voor elke steekproef en binnen elke conditie de som 
van de beide kansen (p(succes) en p(mislukking)) gelijk aan 1, terwijl tevens 
geldt dat de ratio's van deze kansen gelijk zijn aan de reeds eerder gegeven 
continuation-ratio's. Daarmee worden de logitmodellen, die men opstelt binnen 
de vier afzonderlijke steekproeven ook de modellen voor de bedoelde logits 
(logarithmen van de contination-ratio's) en kunnen ook de effecten in deze mo­
dellen geïnterpreteerd worden als effecten op deze logits. 
Is men behalve in de effect-schattingen van de afzonderlijke modellen ook ge-
ïnteresseerd in de verwachte frequenties, dan moet men bedenken dat de ver-
wachte frequenties uit de verschillende deelanalysen gebaseerd zijn op deel-
steekproeven en niet op de totale steekproef met uitzondering van de eerste. 
Dit brengt met zich mee, dat men op de verwachte frequenties uit de deelana-
lysen bepaalde bewerkingen moet uitvoeren om de verwachte frequenties voor de 
totale steekproef te krijgen. Men is dan hiervoor aangewezen op programma's 
met bepaalde rekenfaciliteiten. Noteren we s voor de verwachte frequentie 
in de succes-categorie, geschat in steekproef i, dan zijn de verwachte fre-
quenties m. voor diploma (i = 1 5) in een bepaalde MS-conditie achter-
eenvolgens : 
&l = s,; ft2 = ê2(N - mj)/n2; m3 = s3(N - ft, - fi2)/n3; 
m^ = s^CN - ft1 - m2 - m3)/niH en fi5 = N - fij - m2 - ÄU - m^ . Op grond hiervan 
2 
is de G -waarde voor de hele tabel te berekenen, die gelijk is aan de som van 
2 de G -waarden, verkregen in de afzonderlijke deel-analysen. 
We zullen hier voor de vier subtabellen 6.2 t/m 6.5 de vier logit-analysen 
uitvoeren. Voor de variabelen milieu en geslacht moet dan eerst het vergelij-
kingskader bepaald worden Dit doen we door keuze van het opeenvolgend simpel 
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contrast voor milieu en het simpel contrast voor geslacht. Hiermee ligt het 
verzadigde ontwerpmodel voor de vier subtabellen vast. Noteren we de logit 
MS (log p(succes)/p(mislukklng)) in conditie jk als £ , dan is het verzadig-jk 
d e model 
"MS" 
"il 
»21 
x31 
*12 
i22 
_*32. 
( 
1 
1 
1 
1 
1 
1 
00) 
.5 
.5 
.5 
-.5 
-.5 
-.5 
(01) 
.67 
-.33 
-.33 
.67 
-.33 
-.33 
(10) 
.33 
.33 
-.67 
.33 
.33 
-.67 
(20) 
.33 
-.17 
-.17 
-.33 
.17 
.17 
(11) 
.17 
.17 
-.33 
-.17 
-.17 
.33 
(21) 
D 
Ύ 
S 
M 
І2 
MS 
Ύΐΐ 
Ъі 
L J 
(6.1) 
Als methode voor modelselectie kunnen we nemen de voorwaartse procedure 
volgens Goodman, waarbij eerst twee significant van elkaar verschillende 
hoofdmodellen worden gekozen, om vervolgens het meer beperkte model succes­
sievelijk met die parameters uit te breiden, welke de fit het beste verbete-
2 
ren. In figuur 6.3 zijn de G -waarden gegeven van de hoofdmodellen in de vier 
deelanalysen. 
ρ 
fiauuT G.6 G -waarden van de hoofdmodellen van de viev logit-analysen. 
additioneel 
opgenomen 
parameters 
D 
Ύ 
M s 
MS 
vg 
5 
2 
0 
analyse 
vwo-lag€ 
136.6 
.7 
.0 
1 
г 
analyse 2 
havo-lager 
84.4 
8.S 
.0 
analyse 
mavo-laß 
39.1 
1.1 
.0 
3 
er 
analyse 4 
lbo-lager 
12.5 
.3 
.0 
Op de eerste plaats blijkt uit figuur 6.3, dat de bepaaldheid door milieu en/ 
of geslacht in toenemende mate sterker wordt naarmate het schooltype oploopt 
2 
van lbo naar vwo. De G -waarde wordt namelijk steeds groter, wanneer de ef-
fecten van deze variabelen niet in het model worden opgenomen. Wat de selec-
tie van de hoofdmodellen betreft, is het beeld bijna gelijkvormig. De tweede 
MS 
orde parameters (γ ) kunnen in alle analysen komen te vervallen met uitzon-
JK
 2 
dering voor analyse 2, G =8.5 bij vg = 2 wijst op een significant verschil 
met het verzadigd model. Er zullen bijgevolg interactie-parameters opgenomen 
moeten worden in het model voor de logit (havo-lager). Voor wat de andere lo-
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gits betreft zal het beste model moeten liggen tussen het onafhankelijkheids-
model en het model met alle eerste orde effecten. Gaan we voor deze drie ana-
lysen na welke effecten in welke volgorde aan het onafhankelljkheldsmodel 
moeten worden toegevoegd, dan zijn dat in analyse 1 (vwo-lager) en analyse 3 
(mavo-lager) eerst de milieu-effecten en vervolgens het geslachtseffect en in 
analyse 4 (lbo-lager) alleen het geslachtseffect. De schattingen van deze ef-
fecten staan vermeld in het bovenste gedeelte van figuur 6.4. 
figuur 6.4 Schattingen met standaardfouten (tussen haakjes) van de effecten 
van de gekozen modellen in de 4 deelanalysen; boven vóór en on-
der ná het opleggen van de constraint dat milieu-effecten gelijk 
zijn. 
additioneel 
opgenomen 
parameters 
analyse 1 
vwo-lager 
analyse 2 
havo-lager 
analyse 3 
mavo-lager 
analyse 4 
lbo-lager 
Ύ 
M 
M 
* 2 
-2.45 (.10) 
-1.34 (.26) 
-1.11 (.18) 
.97 (.18) 
-1.07 (.07) 
- .62 (.13) 
- .32 (.18) 
- .25 (.12) 
.19 (.06) 
.38 (.12) 
G -waarde .70 (vg=2) 1.1 (vg=2) 2.13 (vg=4) 
MS 
-2.43 (.10) 
-1.19 (.12) 
.97 (.18) 
-2.19 (.09) 
- .99 (.12) 
- .02 (.18) 
.63 (.24) 
-1.05 (.06) .19 (.06) 
- .50 (.09) 
- .25 (.12) .38 (.12) 
G -waarde 1.11 (vg=3) 1.73 (vg=2) 2.46 (vg=3) 2.13 (vg=4) 
2 
som G -waarden 7.42 (vg=12) 
Vervolgens kan getracht worden de modellen tegen een geringe vermindering van 
de fit eenvoudiger te maken door het opleggen van constraints aan de parame­
ters. Het ligt voor de hand de hypothese te toetsen, dat de beide milieu-effec­
ten aan elkaar gelijk zijn. De modellen voor de logits (vwo-lager) en (mavo-
lager) blijken zo op een acceptabele manier vereenvoudigd te kunnen worden. De 
hypothesen hoeven niet verworpen te worden (zie onderste gedeelte van figuur 
6.4). In analyse 4 (lbo-lager) is deze hypothese niet van toepassing. Voor 
analyse 2 (havo-lager) is ook een vereenvoudiging van het volledige model mo-
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gelijk. Interactie-parameters blijken in dit model noodzakelijk te zijn, maar 
de hypotheee, dat de beide tweede en de beide eerste orde effecten voor milieu 
aan elkaar gelijk zijn, hoeft niet verworpen te worden. In contrast-termen be-
tekent dit, dat alleen het lineaire contrast voor milieu interessant is. We 
zullen daar straks verder op ingaan. Na het aanbrengen van deze constraints 
kunnen de modellen niet verder meer beperkt worden. De vier modellen passen 
zeer goed, hetgeen ook resulteert in een zeer goede gezamenlijke fit-waarde 
van 7.42 bij vg = 12 (p = .83). 
Interpreteren we de effecten, zoals ze in de vier deelanalysen geschat zijn 
(onderste gedeelte figuur 6.4), dan is het eerste dat opvalt, dat de milieu-
effecten inderdaad die opwaartse tendens laten zien, waarover we in het begin 
spraken. De invloed van het milieu wordt duidelijk sterker naarmate het school-
type hoger wordt. Voor de logit lbo-geen is deze invloed nihil; al stijgende 
wordt deze invloed sterker en voor de logit vwo-lager is deze zelfs zeer sterk 
te noemen: cfe relatieve slaagkans vwo-lager komt te beginnen in het lager mi-
lieu steeds exp(1.19) = 3.3 keer zo gunstig te liggen in een volgend milieu. 
Vergelijken we de uiterste milieu-categorieën, dan betekent dit dat deze kans 
in het hoger milieu exp(1.19 + 1.19) = 10.9 keer gunstiger ligt. 
Haar bij het beschouwen van deze opwaartse tendens in milieu-invloed'moet 
eigenlijk rekening gehouden worden met het interactie-effect voor de logit 
havo-lager. Dit is geschat op .63, aangevende het verschil in lineaire milieu 
effecten tussen jongens en meisjes. Voor de jongens zal daarom het milieu-
effect (havo-lager) -.99 + (i χ .63) = -.67 en voor de meisjes -.99 - (i χ .63) 
= -1.30 zijn. Bekijken we dan nog eens de stijgende tendens in de effecten 
voor de jongens (-1.19 -.67 -.50 0) dan blijkt er een duidelijke toename te lig­
gen tussen vwo-lager en havo-lager. Men pleegt dit soort samenhangen wel eens 
te interpreteren in termen van een afromingsproces. Kinderen uit de hogere 
milieu's worden in deze visie afgeroomd van lagere schooltypen, waarvoor ze 
in dezelfde mate geschikt zijn als kinderen uit lagere milieu's, om uiteinde­
lijk in een hoger schooltype terecht te komen. Dit proces zal de milieu-effec­
ten voor de hogere schoolvormen versterken en de effecten voor de lagere ver­
zwakken. Voor de jongens zal zich dit dan, gezien de effectschattingen, vooral 
tussen het vwo en het havo voordoen. 
Voor de meisjes zijn de gevonden effecten ook in het licht van dit proces te 
interpreteren. De grote sprong in het milieu-effect is voor deze groep echter 
een schooltype eerder, tussen het mavo en het havo (-1.19 -1.30 -.50 0). Daar-
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na zal waarschijnlijk dit proces niet of slechts in zeer geringe mate van be-
tekenis zijn. Voor wat de geslachtseïfecten betreft valt deze opwaartse trend 
niet te constateren. De waarden laten een onregelmatiger verloop zien. Tege-
lijk rekening houdend met de geconstateerde interactie zouden we ze als volgt 
kunnen interpreteren. Jongens, gesteld voor de keuze van een lbo of lager 
schooltype (dat wil zeggen er voor kiezen inclusief het behalen van het diplo-
ma), zijn eerder dan meisjes geneigd het lbo te kiezen. Gaat het om de keuze 
mavo of lager of de keuze havo of lager, dan kiezen in het midden en hoger 
milieu eerder de meisjes dan de jongens voor mavo respectievelijk havo. De 
reden hiervan is vermoedelijk dat de toegang tot hogere schooltypen op welke 
wijze dan ook, voor de meisjes uit deze milieu-categorieén relatief meer ge-
blokkeerd is dan voor jongens. In het lagere milieu zal voor de meisjes dit 
perspectief on hogere onleidingen vermoedelijk ook ontbreken, maar waar-
schijnlijk in dezelfde mate als voor jongens, zodat de constatering dat de 
jongens in dit lagere milieu meer dan de meisjes voor het havo kiezen, niet 
zo verwonderlijk is. Verder is het duidelijk dat bij de keuze vwo-lager de 
Jongens een veel grotere neiging hebben het vwo te kiezen, daarbij ook hier 
in het midden latend of die keuze individueel dan wel structureel van aard 
is. 
De freouenties en percentages, zoals die OD basis van deze modellen gezame-
lijk verwacht worden, zijn opgenomen in figuur 6.5. 
figuur 6.5 Frequenties en percentages (tussen haakjes) van jongens en meis-
jes in de drie sociale milieuaroepen, die een diploma vwo, havo 
mavo, lbo of qeen diploma behaalden verwacht op grond van de ge-
kozen modellen in figuur 6.4, onderste gedeelte. 
jongens meisjes 
lager midden hoger lager midden hoger 
milieu milieu milieu milieu milieu milieu 
vwo 14.8( 4.2) 49.6(12.5) 52.6(32.1) 6.0( 1.6) 19.8( 5.1) 24.2(15.1) 
havo 18.2( 5.1) 34.7( 8.7) 19.9(12.2) 10.9( 2.9) 37.3( 9.6) 39.9(24.9) 
mavo 51.1(14.4) 73.9(18.6) 30.9(18.8) 69.0(18.6) 94.1(24.2) 38.0(23.7) 
lbo 161.4(45.3)141.7(35.7) 36.0(21.9) 142.8(38.4)128.2(30.4) 28.9(18.1) 
geen 110.5(31.0) 97.0(24.4) 24.6(15.0) 143.8(38.5)118.6(30.6) 29.0(18.1) 
(356) (397) (164) (372) (388) (160) 
De interpretaties, die hierboven gegeven zijn, zijn voor een deel in de percen-
tages van deze figuur 6.5 terug te vinden. Dat dat niet voor alle even goed rao-
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gelijk is, komt eenvoudig doordat de effecten betrekking hebben op continua-
tion-ratio's, waarin elk schooltype tegenover lagere schooltypen wordt gesteld, 
terwijl percentages een beeld geven van elke schoolvorm tegenover alle andere. 
Dat er geen milieu-effect geconstateerd is on de logit lbo-geen, wil bijvoor-
beeld niet zeggen dat in het lbo de lagere milieu's niet oververtegenwoordigd 
zijn. Percentage-verschillen accentueren dit laatste. Veel moeilijker is het 
echter trends, zoals hierboven gegeven, uit een tabel af te lezen. Het zijn 
juist deze andere ontieken die, uitgedrukt in een keuze van vergelijkingska-
ders voor de variabelen en neergelegd in een design voor analyse, bepaalde 
trends beter naar voren brengen welke misschien bij een normale lezing van de 
gegevens verborgen blijven. 
We besluiten deze paragraaf met een bespreking van de grafische weergave van 
de resultaten. Grafieken voldoen meestal erg goed als variabelen continue zijn. 
De variabelen geslacht en milieu, die we hier beschouwen zijn dat niet, maar 
we zouden de variabele milieu wel als zodanig kunnen opvatten. Dit contlnuise-
ren kunnen we toelichten aan de hand van de logit vwo-lager. Het verzadigde 
model (6.1) voor deze logit werd ingeperkt: de interactie-termen kwamen te 
vervallen en de veranderingen tussen de milieu-categorieën konden als gelijk 
worden beschouwd. Het beperkte model werd daarmee: 
MS' 
*11 
i21 
»31 
Чг 
0 
*22 
£ 3 2 
= 
.5 
.5 
.5 
-.5 
-.5 
-.5 
(6.2) 
(00) (01) (10+20) 
Vullen we de geschatte effecten (figuur 6.4 onderste gedeelte) in, dan is mo-
den (6.2) te schrijven als: 
gMS 
jk -2.43 -1.19 M + .97 S, 
Waarbij S (geslacht) de waarden .5 en -.5 en И (milieu) de waarden 1, 0 en -1 
kunnen aannemen. Vatten we nu M niet als een categorische, maar als een con­
tinue variabele op, dan zijn voor alle andere waarden van M de verwachte lo-
H 
gits (ca. odds) te berekenen. Het effect γ geeft dan niet meer de verande-
ïng in de logits aan van de ene milieu-categorie naar de andere, maar van de 
verandering binnen de schaaleenheid. In figuur 6.6 is de grafiek, die ontstaat 
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voor de kansverhouding vwo-lager, getekend Op dezelfde wijze is dit gedaan 
voor de overige kansverhoudingen. Op de Y-as is de kansverhouding over de ge-
volgvariabele aangegeven. De X-as stelt de continue milieu-variabele voor en 
in het veld zijn de curven te zien van de kansverhoudingen voor jongens (ge-
sloten lijn) en voor meisjes (stippellijn). 
- deelgrafiek lbo-lager het milieu heeft geen effect. De lijnen lopen daarom 
evenwijdig met de X-as Omdat er wel een geslachtseffect is, vallen de lij-
nen voor jongens en meisjes niet samen. Voor de meisjes loopt de lijn ter 
hoogte van 1.0 dat wil zeggen voor haar is de kans op het lbo-diploma even 
groot als de kans op geen diploma. Voor de Jongens loopt de lijn ongeveer 
bij 1.5, ze overtreft die van de meisjes dus 1.5/1, zodat het effect onge-
veer log 1.5 is. De (proportionele) afstand tussen de lijnen geeft dus de 
sterkte van het effect aan. 
- deelgrafiek mavo-lager in vergelijking met het voorgaande is de invloed van 
geslacht hier veel geringer (de (proportionele) afstand tussen de lijnen is 
kleiner) en tevens tegengesteld (de stippellijn ligt boven de gesloten lijn). 
Wanneer er geen invloed van geslacht zou zijn, zouden de lijnen voor jongens 
en meisjes geheel samenvallen De aanwezigheid van een milieu-effect is af 
te lezen uit het feit, dat de lijnen niet evenwijdig lopen met de X-as Bij 
toename van het milieu worden de kansverhoudingen zowel voor jongens als 
voor meisjes steeds in dezelfde mate proportioneel groter (exponentiele toe-
name) Wat hier afwijkend is van het analoge geval voor lineaire modellen, 
is dat in dit geval de gesloten lijn en de stippellijn niet evenwijdig lopen 
De absolute afstanden tussen de lijnen verschillen namelijk bij verschillende 
milieu-waarden, niet echter de oroportionele afstanden De verhouding van de 
afstand (gesloten lijn - X-as) en de afstand (stippellijn - X-as) is voor 
alle milieu-waarden gelijk Bijgevolg lopen de lijnen niet evenwijdig, maar 
dijen ze in dezelfde mate steeds uit 
- deelgrafiek vwo-lager deze grafiek komt sterk overeen met de vorige, daarom 
bespreken we deze eerst De lijnen vallen niet samen, hetgeen wijst op een 
geslachtseffect, ze lopen ook niet evenwijdig met de X-as, hetgeen op een 
milieu-effect wijst Beide effecten zijn evenwel sterker dan in de vorige 
grafiek (bovendien is het effect van geslacht tegengesteld). Om de sterkte 
af te lezen, moet rekening gehouden worden met de waarden op de Y-as In de 
grafiek vwo-lager overstijp-t de gesloten lijn de andere sterker dan in de 
grafiek mavo-lager Bij milieu-waarde nul laat bijvoorbeeld de eerste gra-
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figuur 6.6 Grafische weergave van de resultaten van de vier deelanalysen. 
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gesloten l i jn: jongens, s t ippe l l i jn : meisjes. 
11І7 
fiek een overstijging zien van ongeveer .15/.05 en de laatste .4/.Э zodat 
het geslachtseffeet voor vwo-lager sterker is. Wat het milieu-effect be­
treft, is in de grafiek vwo-lager de toename van de Y-waarde bij een veran­
dering van milieu-waarde van 0 naar -1 op de gesloten lijn ongeveer .45/.15, 
terwijl voor dezelfde verandering in de grafiek mavo-lager deze toename ge­
ringer is .5/.3, 
- deelgrafiek havo-lager: het is de grafiek van twee interacterende variabe­
len. De stippellijn en de gesloten lijn kennen verschillende exponentiële 
stijgingen. Bij de meisjes is de stijging sterker dan bij de jongens. Gere-
deneerd vanuit het geslachtseffect kunnen we zeggen dat de verhouding van 
de afstand (dichte lijn - X-as) en de afstand (stippellijn - X-as) niet 
voor alle milieu-waarden gelijk is. Op een gegeven moment slaat deze zelfs 
om en gaan de twee lijnen elkaar in de betreffende waarde op de X-as snij-
den, wat geheel overeenkomt met de analoge situatie voor lineaire modellen. 
In dit snijpunt is er geen verschil tussen jongens en meisjes en van daar-
uit worden de verschillen links en rechts steeds groter. 
Het spreekt vanzelf, dat deze vier grafieken geheel gelijk worden aan de over-
eenkomstige voor lineaire modellen, wanneer in plaats van de kansverhoudingen 
de logarithmen van de kansverhoudingen worden genomen. 
6.3 De interactie van twee oorzaakvariabelen, verschillend uitgedrukt. 
Wanneer drie variabelen (of meer) in de analyse betrokken zijn, kan er inter-
actie van twee variabelen op de derde gaan optreden. In het algemeen ie het 
interpreteren van interacties niet eenvoudig. De bedoeling van deze paragraaf 
is te wijzen op een aantal mogelijkheden van procedurele aard, die in de log-
lineaire analyse technieken besloten liggen en die de interpretatie kunnen 
vergemakkelijken. 
In hoofdstuk 1 zijn de meest gangbare manieren, waarop in de traditionele ta-
belanalyse interactie geïnterpreteerd wordt, uiteengezet. Hoewel de loglineai-
re analyse technieken de middelen aanreiken OD deze internretatie-mogelijkhe-
den aan te sluiten, worden deze nog maar nauwelijks benut en bespeurt men over 
het algemeen de neiging interactie bij de interpretatie als een restant op te 
vatten. De belangrijkste conclusies betreffen gewoonlijk de hoofdeffecten. De 
mededeling van interactie betekent slechts dat de conclusies, hoewel in grote 
trekken juist, strict genomen, genuanceerd dienen te worden. Voor een deel 
hangt dit samen met de lage populariteit, die non-hierarchische modellen heb-
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ben, terwijl juist deze modellen op een flexibele wijze op interactie kunnen 
inspelen Nog in 1979 verzuchtten Evers en Namboodin 'The possibility of fit­
ting non-hierarchical models seems to have been ignored by sociologists' En 
ook dit is op zich genomen weer niet zo verwonderlijk Uit de literatuur komt 
immers een sterke voorkeur voor hierarchische modellen naar voren Magidson 
(19Θ1) geeft daarvan een kort resumé, auteurs aanhalend als Bishop (1975), 
Nelder (1976), Fienberg (1977, 1979), Goodman (onder meer 1970, 1971, 1972a, 
1972b, 1973) Ook heeft lang de opvatting geheerst dat de ïteratieve-proportio-
nele-fitting (IPF) procedure (onderdeel van het populaire ECTA-programma) onge-
schikt is voor niet-hierarchische modellen Magidson e a bestrijden dit en la-
ten zien dat de IPF-procedure daarvoor aangewend kan worden Toch zullen we 
van deze procedure geen gebruik maken en te werk gaan op de reeds eerder gehan-
teerde manier van aanpassing van het design van analyse, in dit geval aanpas-
sing aan een geconstateerde interactie De reden waarom we niet de procedure 
van Magidson volgen, is dat deze, naar onze mening, in menig opzicht lastig is 
Op de eerste plaats dient de frequentie-tabel vóór invoering uitgebreid te 
worden met een niet onaanzienlijk aantal structurele nul-cellen, dat zijn cel-
len die niet empirisch, maar logischerwijze een frequentie van nul hebben Zo 
moet in het voorbeeld, dat de auteurs geven, een tabel van 16 reële cellen 
vóór invoering worden uitgebreid met 16 structurele nul-cellen Uitbreiding 
van de tabel met structurele nul-cellen is ook de essentie van de procedure 
van Duncan e a (1975b, 1978, 1979a,b) voor het opleggen van constraints In 
het voorafgaande zijn we daar eveneens aan voorbij gegaan Ook nu lijkt uit-
breiding van de tabel en toepassing van de IPF-procedure op zijn minst niet zo 
erg uitnodigend Maar de voornaamste reden waarom we deze procedure lastig 
vinden is, dat het verband tussen het vooraf op te stellen niet-hierarchisch 
model en het soort conclusies, dat men op grond van dit model zou kunnen trek-
ken (althans voor de practijk) niet direct inzichtelijk is In tegenstelling 
daarmee vertrekt de procedure, die we hier zullen volgen, van een geconsta-
teerde interactie Om deze interactie beter te interpreteren dan wel om nade-
re hypothesen te toetsen, kan het model dienovereenkomstig gewijzigd worden 
Dit model blijkt dan soms achteraf non-hiérarchisch te zijn, maar ook al zou-
den we ons daar niet van bewust zijn, dan is dat niet erg, omdat de andere 
(dan de IPF) schattingsprocedures probleemloos de effecten in deze modellen 
schatten zonder dat de onderzoeker daar iets bijzonders voor hoeft te doen 
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Voor de toelichting zullen we aansluiten op het voorbeeld uit de vorige para-
graaf, waar een interactie werd aangetroffen van de beide oorzaakvariabelen 
milieu en geslacht op de logit betreffende het behalen van een havo diploma 
versus een diploma van een lager schooltype of geen. Een dergelijke interac-
tie kan over het algemeen op drieërlei wijze geïnterpreteerd worden (hoofdstuk 
1.2.3, p. 23): 
1. beide interacterende variabelen beschouwt men als oorzaakvariabelen die hun 
eigen invloed, vastgelegd in de hoofdeffecten, uitoefenen. Daarnaast bestaan 
er interactie-effecten, die aangeven in welke mate de hoofdeffecten van de 
ene variabele afwijken in categorieën van de andere. 
2. één van de oorzaakvariabelen beschouwt men als een conditie waaronder de an-
dere variabele zijn oorzakelijke werking heeft; deze invloed wordt in condi-
tionele effecten vastgelegd. 
3. de beide oorzaakvariabelen ziet men als één variabele met categorieën, die 
een combinatie zijn van de beide oorspronkelijke. 
Elke beschouwingswijze kent zijn eigen design. 
6.3.1 Interactie-effecten naast hoofd-effecten. 
De interpretatie in deze zin is gevolgd in de vorige paragraaf. Ze is het meest 
gebruikelijk. Voor de volledigheid vermelden we ze hier. Het model, dat daar als 
het beste model voor de logit havo-lager werd beschouwd, is het model waarvoor 
M M M MS MS MS 
geldt fi = Y 
volgt beperk 
MS 
Het verzadigd model (6.1) is daarmee als 
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(00) (01) (10+20)(11+?1) 
.D -S 
De schattingen van de eiferten waren respectievelijk γ ~ -2 19, γ = -.02, 
-Μ -MS 
γ = 99 en ( .63 Α Ι ge./ ion van significantie, is er met andere woorden ge­
middeld genomen zo goed als geen hooi do Γ fcet van geslacht, wel van milieu, maar 
gezien het interarlie-ufIect wijken de hoofdeffecten in categorieën van de ande-
re variabelen af, hetgeen on een ge/.tmen ] ι ) ke werking van de variabelen duidt. 
Meestal volstaat men met een derlei ι jke ι ηLcrprelalie ïs mon desalniettemin ge-
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ïnteresseerd in de werking van een variabele binnen de categorieën van de an-
dere, dan kan men letten op het verschil in logits binnen deze categorieën. 
Zo kan men voor het effect van geslacht in het lager milieu berekenen: 
*n = У- + 
t 1 2 = v
D
 -
- * 1 2 = 
- S -M 
. 5 γ + γ + 
- S .M 
. 5 γ + γ -
- S 
Ύ + 
• MS 
. 5 γ 
, - M S 
· 5 γ 
-MS 
γ 
γ = -.02 + .63 = .61 
Op gelijke wijze is het effect van geslacht te corrigeren naar de andere milieu-
categorieën met als resultaat voor het middenmilieu -.02 en voor het hoger mi-
lieu -.65. In dit geval wordt dus de informatie die het hoofdeffect bevat in be-
langrijke mate aangevuld. 
Hetzelfde kan men doen voor de milieu-effecten. Berekend voor de jongens is het 
milieu-effect -.68 en voor de meisjes -1.30. Concludeert men nu op basis van de 
geschatte hoofdeffecten dat er een milieu-invloed bestaat, dan zal die uit-
spraak minder op bezwaren stuiten dan de uitspraak, dat het geslacht geen in-
vloed heeft. Sommigen (Carter (1975)) gaan zelfs zo ver te zeggen, dat er wei-
nig practisch belang is bij de informatie die hoofdeffecten bevatten wanneer de 
interactie niet te verwaarlozen is, ook als die hoofdeffecten significant zijn. 
Het zou dan de voorkeur verdienen conditionele effecten rechtstreeks in het mo-
del op te nemen. 
6.3.2 Conditionele effecten. 
In veel gevallen zal een interpretatie uitsluitend in termen van conditionele 
effecten geschikter zijn. Modellen met conditionele effecten worden enigszins 
anders geconstrueerd dan de modellen die we tot nu toe steeds hebben gebruikt. 
Het is mogelijk om modellen op te stellen met milieu-effecten onder conditie 
van geslacht ofwel omgekeerd modellen met geslachtseffecten onder conditie van 
milieu. Afhankelijk van inhoudelijke interesse kan men voor één bepaald type 
kiezen. We zullen hier kiezen voor een model met conditionele milieu-effecten, 
aangeduid met γ . Ook deze effecten zijn middels een bepaalde reparametrize-
J I к 
ring van effecten in een oorspronkelijk model (zie hoofdstuk 3.3) tot stand ge­
komen. Dit oorspronkelijk model vloeit voort uit de gedachte, dat het geslacht 
van het kind een effect heeft en, gegeven het geslacht, ook de milieu-categerie 
waartoe het behoort. Er is dus sprake van een oorspronkclιjk ef fcc t voor de 
S S 
jongens categorie (Aj) en een voor de meisjes categorie (\ ) en verder milieu­
effecten (A , ) die in de categorieën van geslacht genest /lin Hel oorspronke-
J U 
lijk model is daarom: 
MS ,M|S 
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Uitgeschreven in metrix-termen: _£ = Α_λ 
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(6.4) 
Gezien het aantal observaties, dat men kan verkrijgen (namelijk 6 ) , bevat dit 
model te veel te schatten parameters. Door het kiezen van een geschikte repara-
metnzering kan een model ontstaan, waarvan de effecten wel te schatten zijn. 
Zijn we (op een algemeen effect na) alleen maar geïnteresseerd in de verschil-
len tussen jongens en meisjes (simpel contrast) en binnen deze subpopulaties in 
de verschillen tussen opeenvolgende milieu-categorieën (opeenvolgend simpel 
CX 
D 
γ 
s 
M|S 
γ
ΐ|ΐ 
Ύ 2 11 
Yl ι? 
γ 2 |2 
= 
.17 .17 .17 .17 .17 .17 
.33 .33 .33 -.33 -.33 -.33 
1 -1 
1 -1 
1 -1 
1 -1 
- -
λ 
»? 
h. 
Hls 
λ
ι |ΐ 
* 2 | 1 
λ 3 | 1 
λ1 |2 
λ 2 | 2 
λ 3 | ? 
(β.5) 
De contrastmatrix С kan, analoog aan wat in hoofdstuk 3 is gedemonstreerd, ge­
construeerd worden door volgens de bedoelde parametrizerinp de rijen van de 
oorspronkelijke designmatnx A te combineren. Het verzadigde model, dat toets­
baar is binnen een analyse en waarvan de designmatrix X voldoet aan A = XC, 
wordt daarmee 
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η MS 
""32 
1 .5 
1 .5 
1 .5 
1 - . 5 
1 - . 5 
1 - . 5 
.67 
- . 3 3 
- . 3 3 
.33 
.33 
- . 6 7 
.67 
- . 3 3 
- . 3 3 
.33 
.33 
- . 6 7 
D 
Ύ 
S 
M I S 
γ 2 | 1 
Ύ 1 | ? 
Ύ 2 | 2 
_ _ 
( 6 . 6 ) 
(00) (01) (1|1) (2|1) (1|2) (2|2) 
Dit zogenaamde genest design (6.6) wijkt af van het gekruist design (6.1), 
maar lijkt er tegelijkertijd ook erg veel op. Het kan ook op een meer intultle-
D S 
ve manier opgesteld worden. De parameters γ en γ, en de bijbehorende kolommen 
van (6.1) komen In (6.6) terug. Ze dienen om de marginale verdelingen van di­
ploma in de subpopulaties jongens en meisjes vast te leggen. Een verdere Inter­
pretatie ervan is eigenlijk niet toegestaan. Uit (6.5) blijkt bijvoorbeeld dat 
S S S 
γ, alleen maar als een verschil in jongens- en meisjeseffect (λ, - λ ?) geïnter-
preteerd mag worden, als de milieu-effecten voor de jongens gelijk zijn aan die 
e t c ) , met andere woorden als er geen interactie 
is. Eenmaal de diploma-verdeling voor jongens en meisjes op deze wijze vastge-
legd, kan men voor elke subpopulatie apart een design opstellen, zoals men dat 
voor die populatie geschikt acht. Dat kan bij meerdere variabelen een gekruist 
design zijn, samengesteld op de bekende wijze. In het geneste design worden 
vervolgens de designs voor de afzonderlijke subpopulaties achter elkaar ge-
plaatst. 
,,M|S .M|S
van de meisjes (Aj . = \^ _, 
Het heeft voordelen om niet voor de beide subpopulaties apart een logit-analyse 
te doen, maar gezamenlijk binnen één model. Het is immers nu mogelijk om ener-
zijds hypothesen voor elke subpopulatie afzonderlijk te toetsen en binnen elke 
subpopulatie naar een zo goed mogelijk model te zoeken. Anderzijds is het ook 
mogelijk om hypothesen te toetsen, die betrekking hebben op de verschillen 
tussen de subpopulaties. Voor de toetsing van de eerste soort hypothesen maakt 
het niets uit of dat nu gebeurt met het geneste model (6.6) dan wel met een 
kleiner model voor de betreffende subpopulatie. Toetsing van de tweede soort hy-
pothesen kan alleen wanneer men de effecten van de verschillende subpopulaties 
in één genest design onderbrengt. Wanneer we dit design tenslotte ook nog ver-
gelijken met het gekruist design (6.1), dan is het duidelijk, dat vanwege het 
tegelijkertijd kunnen werken zowel binnen als tussen de subpopulaties het ge-
neste design in het geval van interactie natuurlijk te prefereren is. Hoewel 
deze voordelen in het voorbeeld maar zeer beperkt zullen blijken, werken we dit 
toch uit. 
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De effecten van model (6.6) hebben de volgende geschatte waarden 
M | S M|S M|S M|S 
Ύ1 I 1 γ2I 1 γ1 |2 γ?|2 
D 
Υ 
- 2 . 2 0 
09 
S 
Υ 
.06 
.19 
schatting  -.46 -.90 -1.62 -1 12 
standaardfout .30 30 .38 25 
Het eerste milieu-effect voor de jongens blijkt niet significant te zijn. We 
zouden kunnen vervolgen met het nulstellen van dit effect, maar beter lijkt het 
in beide populaties na te gaan of de milieu-effecten aan elkaar gelijk zijn. Op 
de gebruikelijke wijze worden daarvoor in de designmatnx de kolommen (lil) en 
(2 11) en de kolommen (Il 2) en (2І2) vervangen door hun som en in de vector met 
effecten wordt zowel voor de jongens als de meisjes slechts één conditioneel 
M|S 2 
milieu-effect (γ ) opgenomen Dit model blijkt goed te passen, G = 1.73 bij I к 
2 vg geeft ρ = .42. De schattingen van de effecten zijn 
D S M|S M|S 
γ γ γ . ι ΐ t.\? schatting -2.19 -.02 - 67 -1 30 
standaardfout .09 .18 .17 .17 
Tot zover hebben de hypothesen betrekking op de subpopulaties jongens en meis­
jes afzonderlijk. Vervolgd kan nu worden met toetsing van hypothesen betreffen­
de de relatie van de milieu-effecten in de beide subpopulaties. De hypothese, 
dat deze gelijk zijn, is in feite de hypothese van geen interactie en die is 
hier niet terzake. Een echte interactie-hypothese is bijvoorbeeld, dat het mi­
lieu voor de meisjes een tweemaal zo sterke invloed heeft dan voor de jongens 
MI s м I s 
2γ ι J = γ .
 ? . Op de gebruikelijke wijze kan dit getoetst worden door het opleg­
gen van genoemde constraint. Het resultaat is, dat de fit niet significant 
2 
slechter wordt (G = 1.75, vg = 3 (figuur 6.6)). 
In hoofdstuk 1 zijn nog een aantal andere typische gevallen van conditionele 
interpretaties van interactie onderscheiden In figuur 6 6 keren ze in de vorm 
van hypothesen (modellen) voor de hier bestudeerde gegevens terug met vermel-
2 
ding van G -waarden en vrijheidsgraden Bovendien is aagegeven op welke wijze 
kolommen van de designmatrix van (6 6) samengenomen moeten worden om die voor 
de designmatrix van het betreffende model te krijgen. De letter j (van jongens) 
verwijst daarin naar de kolom die de som is van (lil) en (2І1) en m (van meis­
jes) naar de som van de kolommen (1|2) en (2|2). 
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figuur 6 G G -waarden en orijhezdsaraden ivn) van model Un van icen interac­
tie (1) en van verschillende Ьщ en Jan interact ie (2) tot en met 
(Ь) 
2 
model hypothese conditio- constraint kolom G vg 
nele effecten zijn 
, , "Is Mis
 0
 e
„ 
1 gelijk γ j j = γ
 | ? j+m 8 56 3 
2 voor jongens nul γ , = 0 alleen m 17 26 3 
voor meisjes niet nul 
3 voor jongens niet nul γ .
n
 = 0 alleen j 68 37 3 
voor meisjes nul 
4 beide hetzelfde te­
ken, maar ongelijk 2 f |i = Ύ ι _> j+2m 1 75 3 
in sterkte 
5 beide verschillend 
teken maar gelijk Ύ |ι =-Ύ \? -j+m 71 71 3 
in sterkte 
Model 1 dient als uitgangspunt, het is het model van geen interactie In de mo-
2 
dellen 2 en 3 wordt telkens één conditioneel effect nul gesteld Uit de G -waar-
de blijkt, dat nulstelling van het effect voor de jongens de aanpassing minder 
verslechtert dan nulstelling van het effect voor meisjes Binnen deze laatste 
subpopulatie heeft het milieu dus een sterkere invloed Uit model 4 blijkt, dat 
wanneer sterker vertaald wordt in 'twee keer', het model erg goed past De ef-
fect-waarde wordt voor de jongens geschat op - 66 (standaardfout 08), wat een 
proportionele toename van de relatieve slaagkans havo-lager van een lagere naar 
een hogere milieu-categorie geeft van 1 93, voor de meisjes is deze waarde 
-1 31, hetgeen neerkomt op een proportionele toename van 3 72 Model 5 is ten-
slotte het model van milieu-effecten, gelijk in sterkte, maar verschillend van 
richting Het past zeer slecht Dit laatste model is ook een voorbeeld van een 
non-hierarchisch model Het is namelijk gelijk aan het gekruiste model (6 3) 
M 
met weglating van parameter γ en de daaraan corresponderende derde kolom in de 
designmatrix Door deze weglating is model (6 3) niet-hierarchisch geworden 
MS M 
Ύ is immers aanwezig maar Y niet Het is duidelijk, dat een inperking van 
model (6 Ί) op deze wijze dan ook leidt tot een interpretatie van conditionele 
effecten die pelijk in sterkte maar verschillend van richting zijn 
6 3 3 Effecten van gecombineerde categorieën 
In de laatste wijze waarop interactie beschouwd kan worden, wordt het accent 
gelegd op het feit, dat niet de afzonderlijke variabelen, maar beide oorzaak-
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variabelen In combinatie nodig zijn om categorieën aan te wijzen, die relevant 
zijn voor de gevolgvariabele. Hebben deze twee variabelen respectievelijk J en 
К categorieën, dan heeft de nieuwe variabele JxK categorieën. In het voorbeeld 
zou dat een variabele MS kunnen zijn met 6 categorieën: 1. jongen lager milieu 
2. jongen midden milieu ... 6. meisje hoger milieu. Tabel 6.1 wordt dan be-
schouwd als een twee-dimensionele tabel en de logit-analyse wordt dienovereen-
komstig opgezet. Deze begint met een contrastkeuze voor de nieuwe variabele. 
Omdat in de categorie 'meisje lager milieu' de relatieve slaagkans (havo-lager) 
het laagst zal zijn, zouden we deze als referentie-categorie kunnen nemen om 
vervolgens de effecten te definiëren als de verschillen met deze categorie. Het 
model is dan: 
.83 -.17 -.17 -.17 -.17 
-.17 .83 -.17 -.17 -.17 
-.17 -.17 .83 -.17 -.17 
-.17 -.17 -.17 -.17 -.17 
-.17 -.17 -.17 .83 -.17 
-.17 -.17 -.17 -.17 .83 
,MS" 
11 
Si 
Si 
12 
*2Z 
>J 
= 
_ 
D 
Y 
MS 
γ
ι 
Y2 
Y3 
Y5 
Ύ6 
(6.7) 
De schattingen van deze effecten met standaardfouten zijn 
schatting 
standaardfout 
D 
γ 
-2.20 
.09 
lager 
milieu 
jongen 
MS 
Yl 
.91 
.41 
midden 
milieu 
jongen 
Ъ 
1.37 
.39 
hoger 
milieu 
jongen 
Ъ 
2.27 
.41 
midden 
milieu 
meisje 
^5 
1.62 
.38 
hoger 
milieu 
meisje 
*6 
2.74 
.39 
Alle effecten van de variabele MS zijn positief, zodat in alle categorieën de 
relatieve slaagkans gunstiger is dan in de referentie-categorie 'lager milieu 
meisje'. Model (6.7) kan verder nog beperkt worden door bijvoorbeeld na te 
2 
gaan of Y, = Yj. Dit beperkte'model heeft een afwijking van G = .99 bij vg = 1. 
Een verdere inperking blijkt niet mogelijk, zodat het resultaat is dat alleen 
categorie 2 en 5 kunnen worden samengevoegd, omdat de effecten ervan als gelijk 
zijn te beschouwen. Op deze manier is het mogelijk om op elkaar gelijkende ca-
tegorieën op te sporen. Soms zal men ook meer willen letten op de ordening, die 
in de categorieën is aan te brengen op grond van hun effecten op de gevolgva-
riabele. Plaatst men bijvoorbeeld de 6 categorieën in volgorde van oplopende 
2 
logits, dan laten ze een lineaire trend zien (G = 2.09, vg = 4). De relatieve 
slaagkans is dan achtereenvolgens: 
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meisje lager milieu .032 
jongen lager milieu 053 
jongen midden milieu .087 
meisje midden milieu .142 
jongen hoger milieu .233 
meisje hoger milieu 382 
De toename in deze relatieve kans is steeds 64% en de vraag, die zich dan na-
tuurlijk stelt, is of de categorieën, aldus geordend misschien naar een onder-
liggende continuum verwijzen Een analyse op deze wijze kan een hulpmiddel zijn 
om op het spoor voor zo'η inhoudelijk ordeningscriterium te komen. 
De drie behandelingswijzen van een geconstateerde interactie staan natuurlijk 
niet los van elkaar. Zij hebben betrekking op dezelfde interactie in de data 
en soms zal men aan deze uitdrukking meer de voorkeur geven en soms aan een an­
dere. Waar dat van zal afhangen is moeilijk te zeggen. Inhoudelijke overwegin­
gen spelen natuurlijk een belangrijke rol. Vermoedelijk zal men verder bij een 
geringe interactie de eerste benadering prefereren. De hoofdeffecten zijn in 
dat geval sterker en men zal vooral die hoofdeffecten willen benadrukken, hoe­
wel men daarnaast een geringe interactie heeft geconstateerd. De tweede en der­
de benadering zullen bij het sterker worden van de interactie belangrijker wor­
den. De idee van hoofdeffecten vervalt en men zal aan de verschillen tussen de 
subpopulaties (tweede benadering) vooral aandacht willen schenken dan wel aan 
verschillen tussen categorieën afgezien tot welke subpopulatie die dan ook be-
horen (derde benadering). 
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7. НЕТ CONSTANT BLIJVEN VAN EFFECTSCHATTINGEN ONDER 
HET GEDEELTELIJK SAMENTREKKEN VAN EEN VARIABLE 
De in het voripe hoofdstuk beschreven problemen rond het al dan niet constant 
blijven van effectschattingen, wanneer er concurrerende oorzaken in het geding 
zijn, laten we voor het moment rusten. Eerst komt een ander, typisch tabelana­
lyse onderwern aan de orde, namelijk het samentrekken van variabelen, dat van­
uit dezelfde vraag naar de constantie van effectschattingen zal worden belicht. 
Tevens brengt ons dit tot een laatste uitbreiding van de tabel, die steeds als 
voorbeeld dient. 
tabel 7.1 Absolute steekproefaantal¡en van Jonperen3 die in 196S de lape re 
school hebben oer Laten (aeneratie Ί965) naar nes lacht (S)
 y beroep 
van de vader (!") en het behalen van een diploma vwo> havo, mavo, 
lbo of neen (D). 
jongens 
vwo 
havo 
mavo 
lbo 
geen 
totaal 
ongeschoold 
arbeider 
2( 2.Я) 
5( 5.4) 
6( 6.5) 
46(50.0) 
33(35.9) 
92(100) 
geschoold 
arbeider 
13( 4.9) 
15( 5.7) 
46(17.4) 
110(41.7) 
80(30.3) 
264(100) 
klein zelf­
standige 
27(12.2) 
14( 6.3) 
39(17.6) 
85(38.3) 
57(25.7) 
222(100) 
lager 
employé 
24(13.7) 
17( 9.7) 
39(22.3) 
59(33.7) 
36(20.6) 
175(100) 
middelbaar 
employé 
24(28.2) 
8( 9.4) 
15(17.6) 
22(25.9) 
16(18.8) 
85(100) 
hoger 
beroep 
27(34.2) 
14(17.7) 
11(13.9) 
17(21.5) 
10(12.7) 
79(100) 
meisjes 
vwo 
havo 
mavo 
lbo 
geen 
totaal 
0( 0.0) 
1 ( L D 
14(15.7) 
41(46.1) 
33(37.1) 
89(100) 
4( 1.4) 
8( 2.8) 
50(17.7) 
100(35.3) 
121(42.8) 
283(100) 
8( 3.9) 
20( 9.9) 
47(23.2) 
66(32.5) 
62(30.5) 
203(100) 
14( 7.6) 
21(11.3) 
51(27.6) 
55(29.7) 
44(23.8) 
185(100) 
8( 9.9) 
14(17.3) 
21(25.9) 
16(19.7) 
22(27.2) 
81(100) 
16(20.3) 
24(30.4) 
18(22.8) 
12(15.2) 
9(11.4) 
79(100) 
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Tabel 7.1 is de tabel, zoals die oorspronkelijk door de auteurs (Collans, e.a., 
1978) is gerapporteerd. In vergelijking met tabel 6.1 zijn de categorieën van 
de variabele sociaal milieu hierboven in zes beroepscategorieën van de vader 
opgesplitst, zoals in figuur 7.1 is aangegeven. 
figuur 7. 1 Opsplitsing van de drie caterio rie en van sociaal milieu in zes be-
roepscategorieën van de vader. 
lager milieu midden milieu hoger milieu 
ongeschoold geschoold kleine zelf- lagere middelbaar hoger 
arbeider arbeider standige employé employé beroep 
De vraag die zich dan nu laat stellen, is of de samengetrokken tabel 6.1 tot 
schattingen van causale effecten heeft geleid, die ook voor de grote, meer ge-
detailleerde tabel geldig zijn; onder welke condities zullen samentrekkingen 
van slechts enkele categorieën de schattingen van de effecten onveranderd of 
nagenoeg onveranderd laten? Het is tegelijk een vraag naar de assumpties van 
analyse-resultaten in het algemeen; want het is duidelijk, dat inzicht hierin 
niet alleen van belang is, wanneer in een onderzoek feitelijk bepaalde samen-
trekkingen zijn gedaan, maar ook voor al die gevallen, waarin men bepaalde va-
riabelen in de analyse als samengetrokken kan beschouwen. In paragraaf 7.1 gaan 
we eerst in on soorten samentrekkingen die men zou kunnen onderscheiden en de 
algemene vraag onder welke conditie samentrekkingen de effect-schattingen niet 
zullen aantasten. In de daarop volgende paragraaf 7.2 gaan we nog nader in OP 
het meer bijzondere geval dat een variabele met geordende categorieën wordt 
samengevoegd. 
7.1 Soorten samentrekkingen en de homogeniteitsassumntie. 
Afhankelijk van de onderliggende variabele die als object van meting wordt be-
schouwd, kan men twee typen samentrekking onderscheiden: 
1 . de onderliggende variabele bestaat uit een aantal ongeordende kwalitatief 
verschillende categorieën. Zijn er dat meer dan twee, dan kan men om tweeër-
lei redenen tot samentrekking besluiten. Op de eerste plaats kan men catego-
rieën samennemen, omdat juist dan de categorie ontstaat, waarin men belang 
stelt. Zo is in het voorafgaande de diploma-variabele met vijf categorieën 
gereduceerd tot een dichotome variabele met categorieën 'vwo-diploma' en 
'een diploma lager dan vwo of geen'. Deze dichotome variabele is dan de va-
nabele-van-belang en wordt als zodanig in de analyse opgenomen. Eigenlijk 
is dit een samentrekking die we hier niet bedoelen. Ze geschiedt om ïnhoude-
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lijke redenen overeenkomstig het onderzoeksdoel en de parameters met betrek-
king tot deze variabele zijn dan precies de parameters, waarin men geïnteres-
seerd is. Dit type samentrekking dat plaats vindt overeenkomstig het onder-
zoeksdoel, laten we hier daarom verder buiten beschouwing. 
Anders ligt het bij die samentrekkingen, waartoe men node gedwongen is. Ze 
zijn eigenlijk niet bedoeld en men blijft geïnteresseerd in de oorspronkelij-
ke categorieën. Tot samentrekking kan men gedwongen zijn vanwege de te lage 
frequenties die in het algemeen tot onbetrouwbare schattingen lelden. Ook de 
verwachte frequenties onder een bepaald model zullen dan meestal te laag zijn 
om de gebruikelijke toetsen te kunnen toepassen. Een samentrekking op deze 
gronden zou plaats gevonden kunnen hebben voor de vwo-categorie van de diplo-
ma-variabele. Ondanks de samentrekking zouden we geïnteresseerd kunnen blij-
ven in de oorspronkelijke categorieën, die het ITS-raDport onderscheidt 
(gymnasium, atheneum, hbs). In de analyse willen we geïnformeerd worden over 
de kansverhoudingen gymnasium versus andere categorieën, c.q. atheneum of 
hbs versus andere categorieën en over de invloed van bepaalde oorzaakvaria-
belen op deze kansverhoudingen. De assumptie, die hierbij een rol gaat spe-
len, is dat binnen elke combinatie van oorzaakvariabelen de verdeling van de-
ze drie vwo-categorieën dezelfde, dit is homogeen is. Ook wanneer het een 
oorzaakvarlabele betreft, waarover wordt samengetrokken, hebben we met de-
zelfde assumptie van (partiële) homogeniteit te maken. Daarover zo dadelijk 
meer. 
2. Het tweede samentrekkingstype betreft die variabelen, waarvan de onderliggen-
de theoretische variabele beschouwd kan worden als continu (bijvoorbeeld 
leeftijd) of als bestaande uit een aantal discrete waarden waartussen een ge-
lijk interval bestaat (bijvoorbeeld aantal kinderen in het gezin). Bij toe-
passing van de gebruikelijke technieken voor interval-variabelen bestaan er 
meestal weinig redenen deze variabelen samen te trekken. Extreem liggende 
scores kunnen soms vertekenen, om welke reden ze dan verwijderd of samenge-
voegd worden bij de minder extreme scores. In het kader van tabelanalyse 
pleegt men deze variabelen meestal drastisch in te perken. Zo is, als men 
uitgaat van het sociaal milieu als een continue variabele, een indeling in 
hoog-midden-laag erg vergaand. In zo'η situatie is het doorgaans weinig rea­
listisch te veronderstellen, dat juist binnen deze categorieën de verdelingen 
van de gevolgvariabelen homogeen zijn en tussen deze categorieën niet. Het 
zou veeleer zo moeten zijn dat, wanneer er binnen de samengetrokken catego-
rieën geen afwijkingen zijn van de algemene trend, berekend over de hele va-
1Θ0 
riabele, een analyse met de samengetrokken variabele tot een goede schatting 
van deze algemene trend zal leiden. In de volgende paragraaf werken we dit 
verder uit. 
Eerst besteden we aandacht aan het eerste type samentrekking, waar sprake is van 
een nominale variabele. Dat partiële homogeniteit dan een rol speelt, kunnen we 
het beste in twee fasen laten zien. Ter toelichting nemen we het voorbeeld weer 
op van de drie variabelen diploma, sociaal milieu en geslacht. We vatten het 
sociale milieu op als een nominale variabele (Mfi) met 6 categorieën (tabel 7.1) 
die we twee aan twee, volgens figuur 7.1, inkrimpen tot een variabele met 3 cate-
gorieën (H3). We zullen nu eerst laten zien dat parameters, die op verbanden be-
trekking hebben tussen andere variabelen dan de milieu-variabele, ongewijzigd 
blijven onder de assumptie van homogeniteit. In de tweede fase zullen we ingaan 
op de gevolgen van samentrekking voor de parameters die de milieuvariabele be-
treffen. 
Dat samentrekking onder de gestelde aanname veel parameters ongemoeid laat, is 
met behulp van het eerder besproken collapsibiliteitstheorema gemakkelijk in te 
zien. We kunnen dan het beste gebruik maken van een dichotome hulpvariabele H, 
die we laten kruisen met de milieuvariabele M~, zodat als de gecombineerde cate-
gorieën van H en M~ de categorieën van M, ontstaan (figuur 7.2). 
figuur 7.2 Categorieën van M^ alr> combinaties van categorieën van №$ en И. 
M 3 1 2 3 
H 1 2 1 2 1 2 
M 6 1 2 3 4 5 6 
Tabel 7.1 kunnen we nu beschouwen als een (5x2x3x2)tabel, waarin achtereenvolgens 
D, H, M3 en S gekruist zijn. Het samentrekken van deze tabel op de bovengenoemde 
wijze staat nu gelijk met het collapsen van de tabel over H waardoor toepassing 
van het collapsibiliteitstheorema mogelijk wordt. Partiële homogeniteit betekent 
dan, dat H onafhankelijk is van D onder uitsluiting van de overige variabelen S 
en M3. In termen van het collansibiliteitstheorema is H een A-variabele, waarover 
wordt samengetrokken; D een B-variabele, die onafhankelijk is van H en zijn S en 
M3 variabelen van het C-type, die met H mogen samenhangen. Volgens het theorema 
blijven alle parameters ongewijzigd met D in de superindex. Parameters voor 
de samenhang tussen de oorzaakvariabelen (groep C) kunnen veranderen. 
De belangrijkste parameters die de samenhang tussen oorzaak- en gevolgvariabelen 
betreffen, blijven dus ongewijzigd, maar onder deze is er één waarin we niet zo 
geïnteresseerd zijn, namelijk γ 3. Dat deze parameter constant blijft onder sa-
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mentrekking van H is daarom niet zo interessant, omdat we veeleer willen weten 
of γ gelijk is aan γ ', dat wil zeggen we willen de analyse van de (DxM-,xS) 
tabel vergelijken met die van de (DxM^xS)tabel en niet met die van de (DxHxM-xS) 
DM с 
tabel, waarin γ niet voorkomt 
We merken eerst op, dat er vanwege het grotere aantal categorieën van M meer 
DMc DHq 
γ ^-parameters zijn dan γ J-parameters Verder is het ook zo, dat parameters 
op verschillende wijzen gedefinieerd kunnen worden Zoals reeds eerder uiteen­
gezet, kan dit geschieden door het vastleggen van contrasten voor de variabelen. 
Als we aannemen, dat beide sets parameters, y ' en γ б volgens overeenkomstige 
contrasten tot stand zijn gekomen, is gemakkelijk in te zien, dat in sommige ge­
vallen homogeniteit leidt tot een gelijkheid van sommige γ ^-parameters aan 
DM^ > 
γ -'-parameters en in andere gevallen niet Letten we hiervoor op figuur 7 3, 
waarin verkort de conditionele verdelingen gegeven zijn van de variabele diplo­
ma onder conditie van de milieu-variabele in de oorspronkelijke en in de samen­
getrokken vorm 
/ι mr Λ ( ( > di ' ione li іч у U linuη divloma naar de oorspronkelijke en de sa­
nt У it гоккг > mi h( а- чаг ι abc (с . 
oorspronkelijke И 
samengetrokken M 
1 2 
1 
3 4 
Ρ Ρ 
1|3 ιμ 
ρ 
1 Ι 3 + Ν 
2 
5 6 
Ρ Ρ 
• μ χ ι ь 
ρ 
і|Ь+6 
3 
Partiele homogeniteit houdt in, dat ρ 
1 I i 
ρ = ρ , etc , hetgeen zal ïm-
ιμ 11 \+У pliceren, dat parameter-waarden die op bepaalde milieu-contrasten gebaseerd 
zijn in de oorspronkelijke en samengetrokken situatie overeen zullen komen 
Wanneer bijvoorbeeld onder toepassing van het simpel contrast de hoogste mi-
lieugroep als referentie-categorie fungeert, dan zal het duidelijk zijn dat 
DM DM DM 
( en ( in de oorspronkelijke situatie gelijk zijn aan γ in de samenge­
trokken situatie Ook voor het opeenvolgende contrast, waarin steeds opeenvol­
gende mi 1ïeu-catepori een worden vergeleken, zal er zo'n gelijkheid optreden In 
de oorspronkelijke situatie zal de parameter die de overgang beschrijft van de 
eerste naar do tweede mili cu-categone, gelijk zijn aan nul, maar de volgende 
parameter voor de overgang van mi 1 ïeuc ategone 2 naar 3 zal gelijk zijn aan de 
parameter, die in de samengetrokken situatie de overgang van 1 naar 2 aangeeft 
Voor parameters, gebaseeïd op dore simpele contrasten, geldt in het algemeen dat 
er onder de conditie van homogtmteit sommige parameters constant blijven onder 
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samentrekking. Gebruikt men voor de definitie van de parameters echter bepaalde 
gemiddelden als referentie, zoals bij het deviatie- en Helmertcontrast, dan 
2) 
zullen dergelijke gelijkheden in het algemeen niet optreden, hoewel beide 
sets parameters in principe tot elkaar herleidbaar zijn Ook parameters, geba-
seerd op het in de practijk veel gehanteerde polynoom contrast zullen in beide 
situaties verschillen te zien geven Vanwege het practische belang van deze 
laatste parameters komen we in de volgende paragraaf erop terug Voorlopig kun-
nen we samenvattend zeggen, dat wanneer er sprake is van partieel homogene ver-
delingen van de gevolgvanabele binnen de samen te trekken categorieën van een 
oorzaakvariabele Mr deze samentrekking meestal niet zal leiden tot andere waar-
den van de effect-parameters, geen verandering vindt plaats van die parameters, 
die andere oorzaakvariabelen betreffen en de parameters die M betreffen, veran-
deren niet wanneer ze op een direct vergelijken van categorieën gebaseerd zijn 
(simpel of opeenvolgend simpel contrast) 
In gevallen, zoals hier, wanneer men een bepaalde tabel (tabel 7 1) wil samen-
trekken, kan op eenvoudige wijze getoetst worden of in de populatie aan de ho-
mogeniteitsconditie voldaan is. Men kan deze toets op meerdere manieren uitvoe-
ren Zo kan men zowel in de grote (niet-samengetrokken), als in de kleine (sa-
mengetrokken) tabel nagaan, hoe groot erin de afwijkingen ten aanzien van het 
onafhankelijkheidsmodel zijn Het verschil in afwijkingen moet een gevolg zijn 
van samentrekking en is op toevalsschommelingen na gelijk aan nul in het geval 
van homogeniteit In figuur 7 4 staan links de resultaten vermeld voor tabel 
7 1 en tabel 6 1 Het onafhankelijkheidsmodel voor tabel 7 1 is in Goodmans no-
2 ftquur 7.4 G -waarden en гг, hetd^avade η l IJ loet oan het erna h<v¡>-* li, \¡ / У 
model ъп de oev**ohi lleude /abollen. 
2 2 
G vg G vg 
grote tabel 
(tabel 7 1) 315 55 44 
kleine tabel 
(tabel 6 1) 
subtabel 
subtabel 
subtabel 
subtabel 
subtabel 
subtabel 
Jl 
J2 
J3 
ml 
ш2 
m3 
9 
4 
4 
5 
5 
11 
66 
39 
27 
80 
08 
78 
4 
4 
4 
4 
4 
4 
24 41 00 24 
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Het is ook mogelijk om voor elke subtabel waarover wordt samengetrokken, apart 
de afwijking te bepalen van het onafhankelijkheidsmodel, de situatie waarin 
voor die subtabel de homogeniteitsconditie opgaat. In het voorbeeld zijn er 
voor jongens en meisjes beide drie subtabellen, aangeduid met jl, j2 en j3 en 
ml, m2 en m3. De som van de afwijkingen in deze subtabellen Is het verlies, 
2 
dat men lijdt bij samentrekking. Rechts in figuur 7.4 staan de G -waarden met 
vrijheidsgraden voor deze subtabellen, die men in afzonderlijke analysen kan 
verkrijgen. Het geringe voordeel van de opzet links in figuur 7.4 is, dat men 
een idee krijgt van het verlies, relatief aan wat er in de grote en kleine ta-
bel aan afwijkingen was, respectievelijk overblijft ter verklaring. Maar het 
werken met de grote tabel is meestal lastig. Rechts kan men, gedetailleerd per 
subtabel, de afwijkingen aflezen en eventueel besluiten tot andere samentrek-
kingen. Omdat men in combinatie met de kleine tabel ook weet, hoe groot het 
verlies relatief is, kan men bij het samentrekken de grote tabel dus onaange-
2 
roerd laten. In dit geval heeft samentrekking een totaal aan G -waarden van 
41.00 bij 24 vrijheidsgraden opgeleverd hetgeen wijst op een significante re-
ductie (p = .017). De hypothese dat in alle subtabellen de conditionele verde-
lingen homogeen zijn, moet dus verworpen worden. Analyse van tabel 7.1 zal dus 
tot andere waarden van effecten leiden dan die geconstateerd in het vorige 
hoofdstuk. Toch is, relatief gesproken, het verlies gering en blijft de meeste 
variatie in de kleine tabel behouden, zodat zich daar de samenhangen vooral 
'afspelen'. 
Om zicht te krijgen in welke mate er verandering van effectschattingen optreedt, 
is de analyse van het vorige hoofdstuk herhaald voor tabel 7.1 met dezelfde op-
ties; alleen is voor de nu 6 categorieën tellende milieu-variabele de contrast-
keuze aangepast; in plaats van 2 nu 5 opeenvolgende contrasten. Ook is bij de 
modelselectie dezelfde strategie toegepast en zijn op het eind van de analyse 
dezelfde constraints aan de milieu-parameters opgelegd. 
In figuur 7.5 zijn de resulterende effect-schattingen af te lezen. Ze zijn ge-
plaatst onder die van het vorige hoofdstuk (cf. figuur 6.4) om het vergelijken 
van beide resultaten te vergemakkelijken. De resultaten van beide analysen, voor 
de grote en de kleine tabel, komen sterk overeen. Op de eerste plaats zijn voor 
de grote tabel modellen geselecteerd, die dezelfde parameters bevatten als de 
modellen geselecteerd voor de kleine tabel. Ook blijkt voor de milieu-invloed 
volstaan te kunnen worden met alleen het lineaire effect. Kijken we dan naar de 
geschatte waarden van de effecten, dan zijn die voor het geslacht zo goed als 
gelijk gebleven en die voor het milieu ongeveer gehalveerd. Verwonderlijk is 
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dit laatste niet. Het interval van de milieu-variabele is juist door de vervan-
ging van elke categorie door twee andere gehalveerd en de parameterwaarde, die 
de verandering van de logit beschrijft over één interval, moet dus bij deze ver-
vanging eveneens gehalveerd worden. Verder is het zo, dat ook de standaardfouten 
van deze effecten gehalveerd worden, zodat de gestandaardiseerde waarden nage-
noeg in beide gevallen gelijk blijven. Ook als het interactie-effect voor de 
logit havo-lager omgezet wordt in conditionele effecten, blijken bijvoorbeeld 
voor de jongens, evenals voor de meisjes de milieu-effecten ongeveer gehalveerd 
te zijn. 
figuur 7.5 Resultaten ccntinuation-ratio analysen van de kleine tabel 6.7 en 
de grote tabel 7.1; effectschattingen met standaardfouten tussen 
haakjes. 
modelparameters 
kleine tabel 6.1 
D 
γ 
M 
Ύ 
S 
Y MS 
Ύ 
2 
G -waarden 
2 
som G -waarden 
grote tabel 7.1 
D 
Ύ 
M 
Ύ 
S 
γ MS 
γ 
2 
G -waarden 
2 
som G -waarden 
vwo-lager 
- 2.43(.10) 
- 1.19(.12) 
.97(.18) 
l.ll(vg=3) 
7.42(vg=12) 
- 2.48(.10) 
- .60(.06) 
.99(.18) 
7.10(vg=9) 
28.18(vg=36) 
havo-lager 
-2.19(.09) 
- .99(.12) 
- .02(.18) 
.63(.24) 
1.73(vg=2) 
-2.23(.08) 
- .53(.06) 
.02(.18) 
.29(.12) 
6.31(vg=8) 
mavo-lager 
-1.05(.06) 
- .50(.09) 
- .25(.12) 
2.46(vg=3) 
-1.0S(.17) 
- .29(.04) 
- .25Í.12) 
8.48(vg=9) 
lbo-lager 
.19(.06) 
.38(.12) 
2.13(vg=4) 
.19(.06) 
.38(.12) 
6.30(vg=10) 
Over het geheel genomen zijn dus ondanks de afwijkingen van homogeniteit, de 
verschillen blijkbaar gering. De verschillen zijn bovendien van dien aard dat, 
als men rekening houdt met de halvering van het interval in de grote tabel, de 
effecten in de kleine tabel niet groter zijn; ook niet de gestandaardiseerde 
waarden ervan, hetgeen aansluit bij de tendens, die we in de volgende paragraaf 
zullen tegenkomen. De conclusies van het vorige hoofdstuk zijn dus, globaal ge-
nomen aan de veilige kant. 
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In dit voorbeeld wordt de structuur van samenhang door de samentrekking van een 
variabele dus nauwelijks verstoord In de grote tabel is dezelfde structuur aan­
wezig als in de kleinere tabel Het Is van de andere kant ook goed mogelijk, dat 
een grotere tabel tot een heel ondoorzichtige structuur (complex model) leidt en 
men door samentrekking een veel elegantere oplossing kan bereiken Goodman (1981) 
onderscheidt daarom naast het homogenιteltseri terium voor samentrekking ook het 
structurele criterium Categorieën worden samengevoegd, omdat daardoor een dui-
delijke winst in de eenvoud van het model ontstaat. Het hangt naar onze mening 
met het meer algemeen bekend staande probleem van de 'lastige cel' samen Men 
zou dan in dit verband kunnen spreken van de 'lastige rij of kolom'. Het probleem 
wordt duidelijk door de vergelijking met de 'lastige jongen', die in de klas de 
zaak op stelten zet, zodat de hele klas moet nablijven voor iets waar alle kin-
deren zich niet schuldig aan voelen Zo creëert de lastige cel een situatie, een 
model met veel parameters, waar alle andere cellen niet verantwoordelijk voor 
zijn Het gevaar bestaat dan dat effecten geïnterpreteerd worden, waaraan de 
empirische basis eigenlijk ontbreekt Er zijn een aantal practische oplossingen 
voor dit probleem, de lastige cel niet in de analyse opnemen, wel opnemen, maar 
fitten met een aparte parameter zodat hij de structuur verder niet bepaalt Gaat 
het om een lastige rij of kolom, dan kan men onder meer deze lastige rij of ko-
lom wat meer tot rede dwingen door de betreffende categorieën samen te voegen 
In verband met het hierboven besproken voorbeeld zou men zo in de kleine tabel 
de voorkeur kunnen geven aan een lineair milieu-effect, wanneer men daarnaast 
in de oorspronkelijke tabel meerdere hogere graads-nolynoomeffecten in het model 
zou moeten opnemen Alles hangt natuurlijk in dit soort situaties af van de mate 
waarin het model complexer moet worden door ook de betreffende categorieën te 
verdisconteren, terwijl dat voor de rest van de tabel niet nodig zou zijn Met 
voorbijgaan aan de vraag of aan het homogenι teitscriterium voldaan is, kan men 
zo dus tot samentrekking op structurele gronden besluiten In de volgende para­
graaf zullen we nog op de oerder vermelde, veel voorkomende situatie ingaan, 
waarvan eigenlijk in het behandelde voorbeeld sprake is en waarin men eveneens 
ondanks dat aan het homogcnitei tbc πterium niet is voldaan, tot samentrekking 
overgaat 
7 2 Samentrekking van een variabele met geordende ca toponeen 
Hoewel loglincaire analysen het meest geschikt zijn voor variabelen van nominaal 
meetniveau, komt het niet zelden voor dat ook variabelen met geordende categorie-
en in de analyse zijn opgenomen Deze variabelen refereren meestal aan een onder-
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liggend theoretisch continuum of een eigenschap met waarden waartussen een ge-
lijk interval bestaat. Zijn in de analyse deze variabelen samengetrokken of moet 
men ze als zodanig beschouwen, dan is de assumptie, dat er juist binnen de sa-
mengetrokken categorieën sprake is van homogene verdelingen en daarbuiten niet, 
weinig realistisch. Het zou inhouden dat de logits over een afhankelijke va-
riabele niet geleidelijk langs de as van de oorspronkelijke, niet-samengetrokken 
variabele, maar volgens een bepaalde trapfunetie dalen of stijgen. Voegt men daar-
bij, dat de grenzen tussen de categorieën, zoals men die in het onderzoek aanhoudt, 
veelal vrij arbitrair zijn, dan kan men in de meeste gevallen bij voorbaat zeggen, 
dat aan de assumptie van homogeniteit niet voldaan is. 
Het effect dat samentrekkingen hebben op schattingen van parameters, is al vaak 
onderwerp van statistisch onderzoek geweest (onder meer Labovitz, 1967, 1970, 
1972, Goodman, 19Θ1; Olsson, 1979; Reynolds, 1974; Hawkes, 1975; Doreian, 
1972; O'Brien, 1979, 1981, 1982). Binnen het kader van log-lineaire analysen is 
ons echter, op Reynolds (1977c) na, geen studie bekend die gaat over samentrek­
kingen van variabelen met geordende categorieën. We hebben daarom een klein ex-
periment opgezet, waarbij de logits over de afhankelijke variabele niet volgens 
zo'n weinig realistische trapfunctie, maar volgens een eenvoudige lineaire func-
tie zijn te beschrijven. Met dit experiment hopen we inzicht te krijgen in het 
gedrag van de parameterschattingen. In welke mate blijven ze constant*7 Kunnen 
ze onder samentrekking grotere waarden aannemen dan de oorspronkelijke? In het 
algemeen geldt voor correlatie-coeffïciénten in de regressie-analyse dat zij 
vanwege de meetfouten, die met samentrekking gepaard gaan, afgezwakt worden 
(Blalock, 1964). Hoe staat het met de statistische significantie9 Zijn ze 'eer-
der' of 'minder snel significant' onder samentrekking*? 
Uitgangspunt in dit experiment is de twee-dimensionele tabel 7 2. De dichotome 
variabele D beschouwen we als afhankelijke variabele ; onafhankelijke variabele 
is M met 10 categorieën, gewaardeerd van 1 tot en met 10. De intervallen tussen 
deze waarden worden verondersteld gelijk te zijn. Om het experiment beperkt te 
houden zijn niet meer variabelen opgenomen, hoewel gezegd moet worden, dat sa-
mentrekking over de ene variabele ook de schattingen beïnvloedt van de parame-
ters betreffende andere variabelen maar vermoedelijk in mindere mate. Schattin-
gen zijn immers afhankelijk. Verder is het aantal categorieën van de samen te 
trekken variabele niet groter dan 10 gesteld. Problemen omtrent samentrekking 
zijn in het algemeen van geringe aard, wanneer een continue of een variabele 
met zeer veel waarden tot een variabele met 10 of meer categorieën wordt samen-
getrokken. 
1H7 
tabel 7.? Uitgangstabel voor het samentrekkingεexperiment, absolute frequen­
ties naar variabelen Ό en M. 
D 
M 
1 
2 
1 
55.01 
45.09 
100 
2 
5.7 
4.3 
10 
3 
179.6 
120.4 
300 
4 
124.5 
75.5 
200 
5 
32.3 
17.7 
50 
6 
90.2 
44.6 
135 
7 
69.0 
31.0 
100 
β 
42.7 
17.3 
60 
9 
29.2 
10.8 
40 
10 
3.75 
1.25 
5 
In deze tabel 7.2 is een redelijke samenhang. De percentages (D = 1), die men 
zou kunnen berekenen, lopen geleidelijk op van 55% bij M = 1 tot 75% bij M = 10. 
De frequenties zijn volkomen fictief en bezitten een perfecte structuur. Ze zijn 
namelijk tot stand gekomen door uit te gaan van een logit-model: 
, DlM DlM4 D M D M 
log (p 1 ( /P 2| > = Y + Y met γ = γ = .1 
De conditionele kansen zijn hiermee ook bepaald en na het bepalen op vrij wille­
keurige wijze van de steekproefgrootten (onderste marginaal), zijn de frequen­
ties in de tabel, verwacht volgens dit model, te berekenen. Beschouwt men deze 
frequenties als de geobserveerde frequenties, dan geeft een logit-analyse als 
M 
geschatte waarde voor γ - de parameter, waarin we geïnteresseerd zijn - van-
zelfsprekend weer dezelfde waarde γ = .1. De standaardfout is .0317, zodat de 
gestandaardiseerde waarde γ gelijk is aan Э.208. 
s 
Wanneer nu variabele M wordt samengetrokken, op welke wijze dan ook, zal dat 
steeds kolommen betreffen, waarvan de verdelingen niet homogeen zijn. De waarde 
van γ zal dus veranderen, maar omdat in de subtabellen, die tot één kolom wor-
den samengedrukt geen afwijkingen van de lineaire trend zijn (steeds een logit-
toename van .1) lijkt de verwachting op zijn minst gerechtvaardigd, dat die ver-
anderingen gering zullen zijn. De veranderingen, waarin we geïntereseerd zijn, 
betreffen meer precies drie zaken: 
1. de schatting van de parameter zelf, maar dan gecorrigeerd voor het aantal 
categorieën (NC). Als men immers het aantal categorieën verkleint, zullen 
de waarden die deze categorieën hebben, met een groter Interval uit elkaar 
liggen dan de oorspronkelijke waarden. Beide bestrijken immers dezelfde 
range. Zo zagen we reeds, dat als men het aantal categorieën halveert, de 
parameter op een tweemaal zo groot interval betrekking heeft. Voor een ver-
gelijking van beide moet de gevonden parameter derhalve ook gehalveerd worden. 
188 
-M 
1 is de mate van afwijking natuurlijk zeker zo relevant als de parameter γ 
In het algemeen zullen we gevonden parameter-waarden bij een bepaalde samen­
trekking vermenigvuldigen met NC/10 De notatie voor deze gecorrigeerde para-
~M 
meterschatting is γ 
с 
2 de afwijking, die deze gecorrigeerde waarde γ heeft van de oorspronkelijke 
с 
waarde 1 Omdat de nieuwe waarden zowel groter als kleiner kunnen zijn dan 
1 is de mate van afwijking natuurlijk : 
zelf We geven deze afwijking met d aan 
3 de gestandaardiseerde parameterwaarde, aangeduid met γ . Het is de waarde, 
s 
die de mate van significantie aangeeft Omdat we, vooruitlopend op de analy-
sen, geer enkele maal een waarde γ geconstateerd hebben, die groter is dan 
s 
de oorspronkelijke waarde bij 10 categorieën, is de afwijking ten aanzien van 
-M 
deze oorspronkelijke waarde niet apart vastgelegd Naarmate γ dus in een ana-
s 
lyse met een bepaalde samentrekking kleiner is, wijkt hij ook meer af van de 
M 
oorspronkelijke waarde Voor γ geldt dit niet 
с 
We kunnen deze drie maten, γ , d en γ opvatten als drie variabelen, die bij el-
c э 
ke analyse van tabel 7 2, gedaan na een bepaalde samentrekking, bepaalde waarden 
kunnen gaan aannemen Van alle 510 samentrekkingen, die op tabel 7 2 mogelijk 
zijn, geeft figuur 7 6 onder meer de gemiddelden van deze drie variabelen naar 
type samentrekking (tot 9 categorieën, tot β categorieën, etc ) 
»A/ - -Ai 
figuur 7.6 Gemiddelde van у , nermddetde afwijking d en gemiddelde van γ per 
type ьатпепігеккгпа, N - Ы0. 
type 
9 
8 
7 
6 
S 
4 
3 
2 
crite­
rium 
gem 
-M 
γ 
с 
1001 
1001 
1001 
1000 
0995 
0984 
0943 
0839 
100 
% over­
schat-
tingen 
44 
S3 
48 
48 
45 
44 
42 
11 
max 
110 
118 
126 
134 
144 
148 
126 
112 
min 
090 
083 
078 
073 
069 
060 
058 
066 
gem 
d 
006 
008 
010 
012 
014 
017 
016 
019 
000 
gem 
-M 
Ύ 
s 
3 
3 
3 
3 
2 
2 
2 
2 
3 
183 
150 
105 
047 
959 
824 
576 
004 
208 
max 
1 
3 
3 
3 
3 
3 
2 
2 
208 
197 
175 
172 
149 
102 
978 
772 
min 
3 147 
3 050 
2 807 
2 500 
2 167 
1 879 
1 391 
543 
totaal 
Ν 
9 
36 
84 
126 
126 
84 
36 
9 
510 
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Uit figuur 7.6 blijkt, dat vanaf type 6 de parameterwaarden γ , gemiddeld ge-
c 
nomen, gaan afnemen, naarmate de inkrimping van de variabele sterker is. Opmer­
kelijk is dit niet; het komt overeen met wat elders in de literatuur in andere 
verbanden ook wordt waargenomen. Deze afnamen zijn bovendien niet groot, ook 
niet voor de tri- en dichotomieën. Wat meer verbaast, is dat de waarden afzon-
derlijk genomen ook groter kunnen uitvallen dan de oorspronkelijke waarde. Dat 
is vreemd, als we dat bijvoorbeeld leggen naast de bevindingen van Doreian 
(1972) Hij constateerde voor 40 samentrekkingen, dat noch Pearson correlatie-
coéfficienten noch padcoefficienten in een causaal model voor 3 variabelen ho-
ger geschat werden dan de oorspronkelijke, wanneer variabelen, hoe dan ook, 
werden samengetrokken. Variabelen samentrekken impliceert immers toename van 
meetfouten en deze verzwakken de correlaties (Blalock, 1964). Ook Olsson (1979) 
constateerde hetzelfde met betrekking tot factorladingen. Het aantal overschat-
tingen is in ons geval ook niet gering te noemen (46%). Het daalt procentueel 
in lichte mate van type 9 naar type 2. Ook de range (het verschil tussen de ma-
ximale en minimale waarde) wordt in genoemde richting steeds groter De tri- en 
dichotomieën verstoren deze trend enigszins. Men verkeert dus in steeds grotere 
onzekerheid of men de bedoelde waarde verkrijgt, wanneer de variabele meer wordt 
samengetrokken. 
Ook de kolom in het midden van figuur 7 6 vertoont dezelfde tendens van een rela-
tief slechter wordend beeld naarmate de samentrekking het aantal categorieën 
meer beperkt. De afwijking tot de oorspronkelijke waarde d wordt steeds groter, 
maar blijft desondanks, ook voor de dichotomieën klein. 
*M 
De tendens in de gestandaardiseerde schattingen (γ ) is ook duidelijk. De gemid-
s 
delden ervan nemen van boven naar beneden redelijk sterk af. Geen enkele, ook 
niet de afzonderlijke waarden overstijgen de oorspronkelijke waarde van 3.20Θ. 
Men is dus minder snel geneigd tot significantie te besluiten en, wanneer een 
parameter significant is bij een bepaalde samentrekking, lijkt het redelijk aan 
te nemen dat bij een fijnere indeling van de variabele de parameter ook signi­
ficant zal zijn, mits de trend in de subtabellen tenminste dezelfde is. Tege­
lijkertijd vertoont ook de range de tendens naar beneden groter te worden, zo­
dat men ook onzekerder wordt over de vraag, of een andere samentrekking van 
hetzelfde type een ongeveer gelijke waarde γ zal opleveren. De waarde γ , die 
de cntieko waarde van 1 96 niet halen, betreffen in dit geval alle zeer on-
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gelijke verdelingen van de samengetrokken variabele Verder verdient - wat de 
beide grootheden γ en γ betreft - bijzondere aandacht het feit, dat deze nau-
c s 
welijks gecorreleerd zijn (r = - 14) Voor de interpretatie betekent dit dat 
ze ook strict gescheiden moeten worden, de eerste geeft informatie over de 
grootte van het lineaire effect, de tweede alleen over de significantie van 
het effect En vanwege de lage samenhang is het ook goed van beide afzonderlijk 
na te gaan door welke eigenschappen van samentrekking ze vooral bepaald worden. 
Tot nu toe is er eigenlijk maar één eigenschap van samentrekking beschouwd als 
mogelijke verklaring van de afwijkingen die optreden, namelijk het aantal cate-
gorieën waartoe men de variabele M reduceert Ook de ongelijkheid van de verde-
ling van M, die zo ontstaat, is even ter sprake geweest Er zijn drie eigen-
schappen van samentrekking te onderscheiden, die als onafhankelijke variabelen 
3) beschouwd kunnen worden, te weten 
1 het aantal categorieën dat als resultaat van sanentrekking overblij ft (NC) 
2 de mate, waarin de marginale verdeling van de gereduceerde variabele M on-
gelijk is (OG) 
3 de schalingsfout die bij samentrekking gemaakt is (SF) De intervallen van 
de oorspronkelijke variabele zijn allen gelijk Als gevolg van samentrekking 
kunnen de intervallen van de gereduceerde variabele dat niet meer zijn SF 
geeft aan in welke mate de intervallen verschillen 
Voor de twee laatste eigenschappen zijn eenvoudige indices opgesteld, OG voor 
de mate van ongelijkheid (hoe groter OG, hoe meer ongelijk de verdeling is) en 
4) 
SF voor de schalingsfout (hoe groter SF, hoe groter de fout) Deze drie eigen-
schappen spelen meestal een rol bij de keuze van een bepaalde samentrekking 
Meestal beoogt men het aantal categorieën tot een hanteerbaar aantal te beper-
ken, daarbij trachtend de intervallen ongeveer gelijk te houden en de verdelin-
gen niet al te ongelijk te maken Daarom is de vraag interessant, wat de conse-
quenties zijn als men een bepaald criterium meer laat prevaleren ten koste van 
andere Zoals figuur 7 7 linker gedeelte laat zien, bestaan er correlaties tus-
sen deze eigenschappen,di e veranderen wanneer ze worden berekend met uitslui-
ting van de dichotomieën (rechter gedeelte), reden om de gecontroleerde effec-
ten in een regressie-analyse te bepalen Om tweeërlei reden verdient het de 
voorkeur de dichotomieën buiten de analyse te houden Op de eerste plaats is 
het begrip schalingsfout dat slaat op de ongelijkheid van intervallen, OD een 
dichotomie niet van toepassing (SF = 0), terwijl voor de andere samentrekkingen 
deze fout in het algemeen juist proter wordt naarmate de variabele tot een klei-
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пег aantal categorieën wordt ingeperkt. Een andere reden is dat 5 van de 9 di-
chotomieën extreem ongelijk verdeeld zijn. Zij kunnen hierdoor de uitkomsten 
van de regressie-analyse sterk bepalen en we hebben daarom besloten de dicho-
tomieën niet in de verdere analyse op te nemen. 
figuur 7.7 Correlatte-matrices voor NC (aantal categorieën). OG (maten van 
ongelijkheid van de verdeling). SF (schalingsfout), γ (gecorri-
geerde parameterschatting), d (absolute verschil van у en .1) 
•M a 
en у (gestandaardiseerde parameterschatting). Links voor alle sa­
mentrekkingen, rechts met uitsluiting van dichotomieën. 
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In de volgende figuur 7.8 zijn de resultaten gegeven van de regressie-analyse. 
figuur 7.8 Gestandaardiseerde regressie-coëfficiënten van de drie afhankelijke 
vartabelen (y , d, у ) afzonderlijk, op de drie onafhankelijke varit 
beien NC, 0G en SF met verklaarde varianties. N - 60Ί. 
aantal cate­
gorieën NC 
γ .35 
'с d -.12 
ÍM .10 
s 
ongecontroleerd door NC 
d 
.M 
Ys 
mate van 
lijkheid 
.66 
-.08 
-.70 
-.04 
-.73 
onge-
OG 
schalings-
fout SF 
-.11 
.38 
-.25 
.42 
-.28 
verklaarde 
variantie R 
.27 
.16 
.90 
.15 
.89 
• M 
Kijken we eerst naar de gestandaardiseerde waarde γ . Deze wordt in zeer hoge 
3
 2 
mate door de drie onafhankelijke variabelen verklaard (R = .90), vooral door 
OG (-.70). Naarmate de verdeling van de samengetrokken variabele meer gelijk is 
wordt de gestandaardiseerde parameterwaarde groter en omgekeerd leidt ongelijk-
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held in deze verdeling tot verlaging van deze gestandaardiseerde parameterwaar-
de. De effecten van de twee andere factoren NC en SF zijn beduidend minder 
sterk. Het aantal categorieën NC verhoogt bij toename de γ -waarde (.10), 
evenals het vermijden van schalingsfouten SF (-.25). De richtingen van deze 
drie effecten stroken ook geheel met onze intuïtie. 
-M -
Wat de twee andere rijen in deze figuur betreft, valt vooral op dat Y en d 
veel minder vanuit de onafhankelijke variabelen voorspelbaar zijn (.27 en .16). 
In het materiaal komen dan ook echte deviante gevallen voor; samentrekkingen 
met een zeer ongelijke verdeling en een flinke schalingsfout, maar die niettemin 
de oorsponkelijke parameterwaarde goed benaderen, en omgekeerd ook samentrek-
kingen met een zeer goede verdeling en bijna geen schalingsfout, maar die de 
oorspronkelijke waarde relatief zwaar onderschatten. Ook valt op, dat de sterk-
te van het effect van 00 teruggedrongen wordt ten gunste van NC en S*1. De mid-
delste rij voor d vertoont dit het meest sorekend. Het is ook de meest relevan-
te rij, omdat ze antwoord geeft op de vraag in welke mate de drie onafhankelij-
ke variabelen bijdragen tot een betere benadering van de oorspronkelijke para-
meterwaarde. De benadering wordt beter als het aantal categorieën (NC) groter 
wordt, de verdeling ongelijker (00) (ja, ongelijker) en de schalingsfout (SF) 
kleiner. Het negatieve teken bij OG is, hoewel het een een lage waarde betreft, 
contra-intuïtief. We hebben er geen verklaring voor. Duidelijk is in ieder ge-
val, dat schalingsfouten voor het benaderen van de oorspronkelijke waarde be-
langrijker worden. Dit is in nog sterkere mate het geval wanneer we de controle 
naar het aantal categorieën achterwege laten. Het aantal categorieën (NC) hangt 
immers samen met de schalingsfout, hetgeen in een lager effect van de schalings-
fout kan resulteren. De wisseling van belangrijkheid is dan markanter. Zoals uit 
de onderste rijen van de figuur blijkt is voor het benaderen van de oorspronke-
lijke waarde de schalingsfout vooral verantwoordelijk (.42); voor de hoogte en 
dus het benaderen van de oorspronkelijke gestandaardiseerde waarde daarentegen 
de gelijkheid van de verdeling (-.73). Dit komt overeen met de idee, dat ver-
delingseigenschannen (00) vooral op de significantie van een schatting inwerken, 
terwijl schaalelgenschappen (SF) meer effect hebben on de schatting van de лага-
meter zelf, die tenslotte de verandering over een schaaleenheid aangeeft. 
We herhalen de belangrijkste conclusies van het experiment. Het exneriment betrof 
een (2xl0)tabel die on alle mogelijke manieren is samengetrokken over de onafhan­
kelijke 10-punts variabele. In de oorspronkelijke tabel is er een lineair effect 
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van de 10-mints variabele op de logits van de dichotome variabele De conclusies 
zijn 
- er is een tendens, dat de (lineaire) effect-Darameter bij samentrekking in 
lichte mate lager wordt geschat als de oorsDronkelijke Dit is echter niet 
altijd (bijna 1 op 2) het geval Naarmate de samentrekking meer ingrijpend is, 
is de benadering slechter 
- dezelfde tendens bestaat er voor de gestandaardiseerde waarde van de oararneter, 
maar hiervoor geldt wel dat deze altijd lager wordt geschat als de oorspronke-
lijke 
- er is nauwelijks samenhang tussen de gestandaardiseerde en ongestandaardiseer-
de parameterschattingen 
- de parameterschattingen zijn afhankelijk van de samentrekkingseigenschaDpen 
het aantal categorieën, de ongelijkheid van de verdeling en de schalingsfout 
De schatting van de gestandaardiseerde Darameter is zeer goed vanuit deze fac-
toren voorsnelbaar, de niet gestandaardiseerde in veel mindere mate 
- de schalingsfout werkt vooral in OD de benadering van de oorspronkelijke para-
meter, de ongelijkheid van de verdeling vooral op de benadering van de oor-
spronkelijke gestandaardiseerde parameter 
In de practijk van het onderzoek komt het vaak voor dat men werkt met variabelen, 
waarvan het aantal categorieën gering is en de breedten van de intervallen ertus-
sen onbekend Op grond van voorafgaande conclusies kan men tot de gedachte ver-
leid worden, dat het vinden van lage oarameter-waarden niet zo ernstig is De 
suggestie wordt gewekt, dat als men meer categorieën zou hebben onderscheiden 
met wel gelijke intervallen en met zo uniform mogelijke verdeling een hogere 
waarde zou resulteren Dit experiment maakt deze veronderstelling meer plausibel 
Ook de eerdere analyse van dit en het vorige hoofdstuk geven voor de kleine ta-
bel (milieu 3 categorieën) iets lagere waarden dan voor de grote tabel (milieu 
-M *M 6 categorieën) zowel voor y als γ Tegelijkertijd moet men natuurlijk voor-
c s 
zichtig zijn met dergelijke veralgemeniseringen Er kunnen niet alleen waarden 
gevonden worden die groter zijn en dus een sterkere trend suggereren dan de wer­
kelijke, maar bovenstaande conclusies zijn ook ontleend aan een situatie, waarin 
binnen de categorieën waarover men samentrekt deze1 fdo trend bestaat En dat is 
in de practijk, waar men met grove indelingen werkt, vaak een niet gemakkelijk 
te accepteren assumntie Bovendien willen \ie wijzen on de benerkingen van dit 
expériment Fr j s slechts uitgegaan van éen tabel en een model afgezien is ook 
van het gel ι ]ktijdïgo »Tfcti van andere variabelen Fn wat ook nut zo realistisch 
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is, is dat het lineaire model in de uitgangstabel perfect past. Kortom, de 
condities van het experiment zouden nog veranderd kunnen worden om te zien of 
de conclusies blijven gelden. 
Dit hoofdstuk samenvattend, kunnen we over het samentrekken van variabelen in 
een log-frequentie (co. logit-)analyse het volgende zeggen: 
- onder de assumptie van (partiële) homogeniteit blijven narameters, die geen 
betrekking hebben op de samengetrokken variabele ongewijzigd, parameters, die 
wel met de samengetrokken variabele hebben te maken kunnen ongewijzigd blij-
van, afhankelijk van hun definitie. Is hiervoor gebruik gemaakt van het sim-
pele (of opeenvolgend simnele) contrast, dan blijven ze constant; is gebruik 
gemaakt van andere contrasten, dan geldt dat in het algemeen niet. 
- onder de assumptie dat het effect van de onderliggende intervalvariabele op 
de logits van een afhankelijke variabele lineair is blijft de betreffende pa-
rameter onder samentrekking niet constant in stricte zin. In het algemeen -
zo blijkt uit een experiment met 510 samentrekkingen - zal een analyse met de 
ingekrompen variabele in lichte mate een onderschatting geven van de werkelij-
ke waarde. De tendens bestaat dat deze mate bepaald wordt door de ongelijkheid 
van de verdeling van de samengetrokken variabele, de grootte van de schalings-
fout, die bij samentrekking ontstaat en het aantal categorieën, dat na samen-
trekking overblijft 
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8. CAUSALE KETENS EN EEN NABESCHOUWING 
De tot nu toe beschouwde modellen hebben steeds betrekking gehad op een cau-
saal proces van eenvoudige aard, waarin slechts één gevolgvariabele voorkomt. 
De causale modellen die we nu ter snrake brengen, zijn Ingewikkelder, omdat er 
meerdere gevolgvarlabelen in voorkomen, die zelf ook weer als oorzaak van an-
dere variabelen kunnen optreden. De analyse die Goodman (1973, 1979) voor dit 
soort keten-modellen ontwikkeld heeft, gaf hij de naam van 'een gemodificeerde 
padanalyse' vanwege de analogie met de normale padanalyse voor interval-variabe-
len. Voor beide speelt een voorafgestelde causale ordening van de variabelen een 
doorslaggevende rol. In paragraaf 8.1 volgt eerst een uiteenzetting van deze ge-
modificeerde padanalyse, concreet toegelicht aan de hand van een voorbeeld. We 
gebruiken daarvoor de gegevens van tabel 8.1. 
tabel 8.1 Aantallen (en proporties beneden) bezitters van een vwo of havo di-
ploma van de generatie 1966 naar sociaal milieu en prestatie; tussen 
haakjes staan de absolute frequenties van de gecombineerde categorie. 
prestatie ongeschoold geschoold klein zelf- lager middelbaar hoger 
groep arbeider arbeider standige employé employé beroep 
laag 1 
2 
3 
hoog 4 
laag 1 
2 
3 
hoog 4 
0 
(75) 
0 
(51) 
4 
(38) 
4 
(17) 
.0 
.0 
.105 
.235 
0 
(166) 
6 
(162). 
8 
(136) 
26 
(83) 
.0 
.037 
.059 
.313 
0 
(108) 
8 
(102) 
14 
(124) 
47 
(91) 
.0 
.078 
.113 
.516 
0 
(69) 
4 
(93) 
19 
(95) 
53 
(103) 
.0 
.043 
.200 
.515 
1 
(23) 
2 
(33) 
11 
(49) 
40 
(61) 
.043 
.061 
.224 
.656 
0 
(15) 
3 
(19) 
22 
(47) 
56 
(77) 
.0 
.158 
.468 
.727 
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Tabel 8.1 is niet een uitgebreidere versie van de tabel uit het vorige hoofd-
stuk. Ze komt echter wel uit hetzelfde ranüort 'Van jaar tot jaar' (Collans, 
e.a., 1978) en heeft op dezelfde steekproef van jongeren (N = 1837) betrek-
king. Ze bevat drie variabelen, die in een causale volgorde geplaatst kunnen 
worden. De variabele sociaal milieu M is dezelfde als gebruikt in het vorige 
hoofdstuk. De variabele prestatie Ρ is tot stand gekomen op basis van een aan­
tal tests die de jongeren is afgenomen, toen zij in de zesde klas van de ba­
sisschool (1965) zaten. Op grond hiervan werden zij in vier even grote groe­
pen verdeeld van lage tot hoge (school-)prestatie. Voor wat de variabele di­
ploma D tenslotte betreft, benerken we ons tot het behaald hebben van een di­
ploma vwo of havo. Na de uiteenzetting van de analyse wordt in paragraaf 8.2 
ingegaan op de interpretatie van de model-parameters. Een vergelijking zal 
daarbij gemaakt worden met de normale padanalyse; dit vooral om het, door 
sommigen als nadelig ervaren geheel eigen karakter van deze parameters te la­
ten uitkomen. 
Goodmans voorstel van een gemodificeerde nadanalyse wordt niet eensgezind als 
een causale analyse gezien. Paragraaf 8.3 zal aan de belangrijkste in de lite­
ratuur genoemde critische punten gewijd zijn. Zo heeft Reynolds (1977) nogal 
wat bezwaren geuit maar deze komen voor een groot deel neer op een misver­
staan van de techniek (Gillespie, 1978, Goodman, 1979). Gillespie (1977) wijst 
ook op een aantal nadelen in vergelijking met een padanalyse voor dummy (0-1) 
variabelen en prefereert deze laatste als causale analysetechniek, omdat ze 
op een adequatere wijze in staat is de onderliggende causale structuur in de 
tabel te beschrijven. Fienberg (1981) geeft ook een opsomming van een viertal 
punten, waarop de analogie met de normale padanalyse stukloopt. Hij pleit er­
voor aan de Daden in het causale diagram geen numerieke waarden toe te kennen 
en slechts acht te slaan op het teken ervan, maar desondanks blijft hij de 
term 'causale analyse' hanteren, tegelijkertijd wijzend op de gebrekkige ana­
logie. Verder zijn er ook anderen (Kntzer, 1977; Brier, 1979), die op tekor­
ten gewezen hebben. Het causale karakter van Goodmans analyse is dan ook on 
zijn minst omstreden te noemen. 
8.1 De gemodificeerde padanalyse van Goodman. 
De gemodificeerde padanalyse van Goodman vertoont sterke parallellen met de 
gewone padanalyse voor recursieve modellen met interval variabelen. Hun ge­
meenschappelijk doel is het kwantitatief uitdrukken van de invloed van een 
oorzaak op zijn gevolg. In de meest eenvoudige vorm van de gewone padanalyse 
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wordt daartoe voor elke gevolgvanabele een lineaire vergelijking opgesteld. 
Wanneer voor de variabele van tabel 8.1 van het causale diagram in figuur 8.1 
wordt uitgegaan, 
ft uur 8. 1 
sociaal milieu H >^ D dmloma vwo of havo 
schoolprestatie Ρ 
dan corresponderen daaraan in de gewone nadanalyse twee vergelijkingen voor de 
variabele Ρ en D. De parameters in deze vergelijkingen kunnen vanwege het re­
cursieve karakter van het model voor elke vergelijking anart middels de methode 
van de kleinste kwadraten geschat worden. Kenmerkend voor deze schattingen is, 
dat voor de schatting van het effect van M op Ρ de bivanate samenhangen MD en 
PD, als ook de univariate verdeling van D geen rol snelen en verder dat voor de 
schattingen van de effecten van M en Ρ op D de samenhang MP als gegeven wordt be­
schouwd 
De gemodificeerde padanalyse voor nominale variabelen kent dezelfde eigenschap­
pen ze gaat uit van een causale nrioriteit, ze laat wat 'later' komt niet mee-
1) 
spelen bij schattingen van effecten, die 'eerder' liggen en de verdeling van 
oorzaakvariabelen wordt voor de meting van de invloed van elke oorzaakvariabele 
op een gevolgvanabele als gegeven beschouwd Overeenkomst in deze punten wil 
overigens niet zegden dat er geen, soms grondige, verschillen zijn 
Voor een toelichting op de gemodificeerde padanalyse gaan we uit van de gestel­
de volgorde (M vooraf aan Ρ en deze beide vooraf aan D) Vatten we de drie va-
DPM 
nabelen op als nominale variabelen, dan kan de kans Ό (ι = 1, 2, J = 1 t/m 4 
ijk 
en к = 1 t/m 6) ongesnlitst worden volgens (met weglating van de subindices) 
DPM Μ ρ ρ Μ Ρ IM DIPM
 r n
 ,
 v 
P
 = P
 ~ M ~~PM = p n p ( θ } 
Ρ Ρ 
ρ IM 
Hierin is ρ do conditionele kans op een bepaalde prestatie, gegeven de milieu-
DlPM 
categorie en ρ de kans on een dmloma, pegoνen de milieu- en prestai ι ее at ego-
РІМ 
n e Deze twee conditionele kansen worden als causaal afhankelijk beschouwd, ρ 
D I PM 
van de factor milieu en η van du Гас toron milieu en prestatie Het gaat hier 
Ρ DΙ Ρ Ml DP dus niet om een gewone algebraïsche kans-ui teonl орг. ι ng, zoals ρ ρ ρ die 
DPM 
ook aan ρ gelijk is, maar eon сau sa le hasis mist Opsnlitsing (8 1) is conform 
de gestelde causale volgorde 
i(m 
Dl PM 
is van de verdeling DPM, de kans D OD basis van de variabele Ρ en И in de 
De twee conditionele kansen in (8 1) kunnen in twee afzonderlijke subanalyses 
p IM 
met behulp van log-frequentie- of logitmodellen geschat worden, de kans ρ 
op basis van de variabele Ч In de verdelinr PM welke een marginale verdeling 
is van de verd 
verdeling DPM 
Voor de schatting van ρ is de verdeling PM de enige, die relevant is Alle 
samenhangen die er bestaan tussen M en Ρ enerzijds en D anderzijds, mogen im-
plu 
mers geen rol spelen in de schatting van ρ , die alleen van M afhankelijk is 
2) 
In de verdeling PM zijn die ook niet aanwezig De subanalyse voor de verde-
PM ling PM leidt tot een schatting van de verwachte frequenties ft , verwacht op 
grond van het in die analyse goed bevonden model We duiden dit model aan met 
(deel)model P, omdat variabele Ρ erin als gevolgvariabele wordt beschouwd 
2 
Dienovereenkomstig noteren we voor de afwijking van dit model G met aantal 
РІН 
vrijheidsgraden vg De conditionele kans η kan dan geschat worden als 
Л
РІМ „PM , -PM
 APM , M ,„ rt4 p - = m . / m I = m I / f 1 (8 2) jk к jk к 
Hierin is rekening gehouden met het feit dat de verdeling van de oorzaakvaria-
bele M gefixeerd is, zodat de som van de verwachte freauenties (geschat met be­
hulp van een maximum likelihood procedure) binnen één categorie van M, de ge-
M 
observeerde frequentie f geeft 
Evenzo geeft subanalyse van de verdeling DPM een schatting van de verwachte 
frequenties m , verwacht op basis van het model voor de verdeling DPM We 
2 D I PM 
noteren hier (deel)model D met G en vg De conditionele kansen ρ zijn 
dan, geschat 
„DiPM .DPM ,
 AD™1 .DPM , ^ PM / D о ч 
P = mijk X A jk = "ijk / fjk ( 8 3 ) 
Van de belangrijkste termen in de kansopsplitsing (8 1) zijn nu de schattingen 
M M M 
bekend Over blijft nog η , waarvoor de maximum likelihood schatting ρ = f /Ν 
is Het zoeken naar een zo beperkt mogelijk model voor η heeft in een analyse 
gericht op samenhangen weinig zin 
Na de twee subanalysen zijn dus alle termen in de kansopsnlitsing (8 1) geschat 
DPM 
en daarmee ook de kansen η , zoals men die mag verwachten als beide deelmo-
dellen geldig zijn Gewoonlijk duidt men de sdnll nip η van deze kansen en ook 
de ermee corresponderende verwachte Ггс quent ι os ι m mot oen sterretje * om ze 
PDM _PDM 
te onderscheiden van de verwachte kansin ρ t η Γιсоиспііеч m , die resulte-
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ren uit de subanalyse van de verdeling ΡDM en alleen berusten op deelmodel D. 
We kunnen dus schrijven: 
•DPM
 Я
М
 Л
РІМ
 ADlPM 
P 1 J k = P Ρ Ρ 
,,Μ PM ^D M ^PM D M
•f A A Fini I A A 
(8.4) 
PM
 Ä DPM Wanneer hierin f nog vervangen wordt door m , zijn de verwachte frequenties 
• Jk 
voor tabel 8.1 geheel geschreven als oen functie van de verwachte frequenties 
van de deelmodellen Ρ en D en daarmee als een functie van de parameters van de­
ze modellen. We noemen het model dat zo ontstaat, het totale model, maar schrij­
ven het niet uit omdat het voor de interpretatie niet zo belangrijk is. Dat zijn 
eerder de modellen Ρ en D. Ook aan de verwachte frequenties m van het totale 
3) 
model zal men eerder voorbijgaan en meer aandacht besteden aan die van de deel­
modellen c.q. de op basis hiervan berekende verwachte conditionele kansen of Ιο­
ί 2 
gits. Wat nog wel van belang is, is dat de fit van het totale model ( G ) die 
gedefinieerd kan worden als 
. 2 , DPM f D P" 
G = 2
 & f loe ТШ · < 8· 5> 
m 
2 2 
gelijk Is aan de som van G en G . Het aantal vrijheidsgraden *vg (dit is het 
aantal nulgestelde parameters in het totale model) is vanzelfsprekend gelijk 
aan het totaal aantal nulgestelde parameters in de beide deelmodellen. Er geldt 
bijgevolg: 
G = G p + G D met *vg = vg p + vg . (8.6) 
Tot zo ver de uiteenzetting van de gemodificeerde padanalyse voor de variabelen 
van tabel 8.1. De concrete uitwerking volgt zo dadelijk. Zijn de gegevens van an­
dere aard (onder meer naar aantal variabelen, aantal categorieën, causale prio-
riteit tussen de variabelen), dan verloopt de procedure op geheel analoge wijze: 
1. vaststelling causale prioriteit 
2. een analyse per gevolgvanabele binnen de gezamenlijke verdeling van deze ge-
volgvariabele en zijn oorzaken onder fixatie van de verdeling van de oorzaak-
variabelen . Deze analysen leveren de gewenste schattingen van de causale ef-
fecten van de oorzaak- op de gevolgvariabelen, alsmede de afwijking van elk 
deelmodel. 
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3. om de afwijking van het totale model te verkrijgen moet men de afzonderlijke 
2 « 2 
G -waarden, verkregen in de subanalysen, optellen. De som G benadert ook 
2 » 
een χ -verdeling met vg vrijheidsgraden. 
Om de verwachte frequenties van het totale model te verkrijgen, kan men een 
berekening uitvoeren volgens (8.4) maar geïnteresseerd zijn we meestal niet 
in deze verwachte frequenties, maar in de verwachte frequenties of verwachte 
conditionele kaneen van de afzonderlijke deelmodellen. 
Het voorbeeld weer opnemend, voeren we voor de gevolgvariabelen Ρ en D log-
frequentie-analysen uit (zie voor het uitvoeren van een log-frequentie analyse 
met een logit-analytische doelstelling hoofdstuk 5). Begonnen wordt met het 
opstellen van de verzadigde modellen, waarin de logarithmen van de verwachte 
frequentie geschreven wordt als een gewogen som van γ-parameters. Deze γ-рага-
meters worden gedefinieerd volgens een bepaalde contrastkeuze en afhankelijk van 
de gekozen definities zijn de gewichten (vermeld in de designmatrix) bepaald. Het 
een en ander is reeds eerder vollediger uiteengezet. Het is natuurlijk raadzaam 
in de verschillende subanalysen dezelfde parameter-definities (contrastkeuzen) 
aan te houden. Voor elke variabele D, Ρ en M kiezen we voor opeenvolgende con­
trasten. 
Het volledige log-frequentie model voor de eerste subanalyse met betrekking tot 
de gevolgvariabele Ρ en uit te voeren binnen de verdeling PM (dit zijn de fre­
quenties tussen haakjes toegevoegd in tabel Θ.1) is, vereenvoudigd weergegeven: 
PM Ρ И PM log m = (gewogen som van γ, γ. en γ ) + (gewogen som van Y..) (8.7) 
J К J К J к 
Het model Ρ bestaat dus uit twee gedeelten; een 'vast' gedeelte om de verdelingen 
van de gevolgvariabele Ρ en de oorzaakvariabele M vast te leggen en een 'verander­
lijk' gedeelte, waarin volgens de criteria van zuinigheid, goedpassendheid en in­
terpreteerbaarheid naar een reductie kan worden gestreefd. In figuur 8.2 is te le­
zen in hoeverre dat mogelijk is. 
ρ figuur 8.2 Modellen Py G -waarden en vg^ vcrlrenen in de eerste subanaluse 
met betrekking tot de verdeling PM. 
2 
no. parameters model Ρ G vg p-waarde 
Ρ rï " 
ι γ γ γ 168.8 is 
J * 
Ρ Μ PH 2 γ γ γ γ 8.9 14 .84 
J k 
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Wanneer de 15 parameters γ alle nul gesteld worden, blijkt dit een te dras-
2 j k 
tische Ingreep te zijn (G = 168.6). Het goede model moet dus liggen tussen het 
P
 PM 
volledige en het onafhankelijkheidsmodel in. Legt men alle parameters γ de 
PM PM 
constraint op, dat ze aan elkaar gelijk zijn (γ = γ ), dan blijkt het model 
- PM 
erg goed te passen. Het is het uniforme model. De geschatte waarde γ is .20, 
hetgeen betekent dat de kansverhouding tussen twee willekeurig gekozen presta­
tie-groepen in een hogere milieu-categorie ruim 20% (exp(.20) = 1.22) gunstiger 
ligt in vergelijking met een direct lagere milieu-categorie. De gestandaardi­
seerde waarde van deze parameter is 11.96, hetgeen erop wijst dat hij In hoge 
mate significant is. 
De tweede subanalyse betreft de gevolgvanabele D en wordt uitgevoerd in de 
verdeling DPM ( dat zijn de frequenties diploma bezitters in tabel 8.1 die niet 
tussen haakjes staan, aangevuld met de niet-bezitters van een diDloma). Het 
volledige log-frequentiemodel ziet er vereenvoudigd als volgt uit: 
DPM , D Ρ M PM, DP DM DPMV ,ft „ 4 
log m = (gewogen som γ, у^, γ y^, γ ) + (gewogen som γ , γ ^ , Ύ
ι 1 | ζ ) (**-8) 
Ook dit model bestaat uit twee gedeelten; één ter fixering van de verdelingen 
van de gevolgvariabele D en van de oorzaakvariabelen Ρ en M en verder een ge­
deelte, waarvan het nog niet vaststaat, welke parameters strict nodig zijn. In 
figuur 8.3 staat een overzicht van modellen en fitwaarden. 
l'inui'ï· * j''t h Yt ' y fi -ιlancieri < η Í\7 oerkrawn in le tweede subanalyse 
Π' ' ti 'fr/Z'/V' 'η' ài oeì'delino DPM. 
2 
no. parameters model D G vg p-waarde 
.38 
1 
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4 
5 
У . 1 
deze 
DP 
I 
ij 
DP 
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Ylk 
DP 
Ύ 
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ι J 
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16 0 
98.4 
402 6 
24.3 
23 
15 
20 
18 
21 
DPM 
Weglating van alle interactie-parameters i geeft model 2 dat goed past, ter-
i J κ 
wijl het onaf hankeli jkheidsmodel 1 bi j /.onder si echt pnst Het goede model moet 
DP 
tussen beide (1 en 2) ïnliggen Тоо о с к п ж aan model 1 van όΓ > (model 3) óf 
DM l J 
1 (model 4) leidt in beide gevallen tot Le pro te afwijkingen, zodat beide 
parametersets nodig zijn Alleen door het onleggen van consIraints kan nop een 
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zuiniger model bereikt worden. Toetsing van de hypothese dat zowel alle para-
DP DM DP DP , DM DM 
meters γ als alle γ gelijk zijn (γ = γ én γ = γ ), leidt tot model 
IJ ÍK IJ 1-K 
5. Het is een zuiniger model met een bevredigende fit. De twee parameters van 
dit model die voor interpretatie in aanmerking komen, hebben geschatte waarden 
-DP -DPI 
van γ = 1.56 (standaardfout .102) en γ = .45 (standaarfout .053). De ge­
standaardiseerde waarden zijn respectievelijk 15.2 en Θ.6. De kansverhouding 
vwo-diploma versus geen wordt bij opeenvolgende milieucategorieën van laag 
naar hoog ruim 1.5 keer groter (exp(.45) = 1.57) en bij opeenvolgende presta-
tie-groepen van laag naar hoog steeds bijna 5 keer groter (exp(.156) = 4.76). 
De resultaten van beide subanalysen tezamen genomen, kan geconcludeerd worden 
dat het totale model ook een goed model is met 
*G = G + G = 8.9 + 24.3 = 33.2 en "vg = vg + vg = 14 + 21 = 35 (p=.56) 
. DPP1 
Andere resultaten, zoals de verwachte frequenties m . laten we hier achter-ijk 
wege. In de volgende paragraaf gaan we verder in op de specifieke aard van de 
interpretaties met name in vergelijking met die van een normale padanalyse. 
8.2 De geheel eigen interpretatie van de causale effect-parameters. 
In het voorafgaande zijn al vaak effect-parameters van een log-lineaire ana-
lyse geïnterpreteerd. Om de heel eigen aard daarvan duidelijk naar voren te la-
ten komen, worden ze hier vergeleken met die van een gebruikelijke padanalyse 
toegepast op dezelfde gegevens van tabel 8.1. Zo'n vergelijking is wellicht in 
dit geval meer op zijn nlaats dan anders, omdat de analyse van de vorige para-
graaf gaandeweg meer overeenkomsten vertoonde met de condities waaronder pad-
analsye voor intervalvariabelen plaats vindt, er bleek geen interactie aanwezig 
te zijn (in de zin overigens van de log-lineaire analyse) en vooral opmerkelijk 
was het feit, dat de aanvankelijk vele parameters voor de samenhang tussen de 
variabelen konden worden teruggebracht tot één parameter per samenhang zoals 
in de padanalyse. Meestal zal dat niet zo zijn en zullen er meerdere parameters 
nodig blijken. Hoewel een zekere vergelijkingsbasis dus aanwezig is, strekt die 
vergelijking zich verder niet zo ver meer uit Gelet on de conditionele geob-
serveerde kansen (tabel 8 1) die grotendeels buiten de range 25 en .75 liggen, 
zijn er trouwens ook verschillen Lc verwachten 
De gewone nadanalysc voor recursieve model 1 en (kleinste kwadratenmethode) is 
uitgevoerd met als ui tgлngspunt lic t causa Ie diagram in figuur 8.1. Laten we 
eerst nagaan, hoe goed de heide model 1 en (he t 11 пелire model van de ρadanalyse 
en hcL log-lineatre model van de gemod ι Ι ιceerde perianalysc) in staat zijn de 
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geobserveerde kansen van tabel 8.1 te voorsnellen. In figuur 8.4 staan boven de 
voorspelde kansen op basis van het lineaire model en onder voorspeld op basis 
van het log-lineaire model. 
finuur 8.4 Conditionele kansen op een diploma vwo of havo, conditioneel naar 
milieu en prestatiegroep, voorspeld op basis van het lineaire model 
(boven) c.q. het log-lineaire model (onder). 
prestatie 
groep 
o.g.v. 
laag 1 
2 
3 
hoog 4 
o.g.v. 
laag 1 
2 
3 
hoog 4 
het 
het 
ongeschoold 
arbeider 
lineaire model 
-.156 
-.011 
.133 
.277 
log-lineaire 
.002 
.011 
.056 
.234 
geschoold 
arbeider 
-.100 
.044 
.189 
.333 
model 
.003 
.018 
.086 
.327 
kleine zelf-
standige 
-.044 
.100 
.245 
.389 
.006 
.028 
.130 
.436 
lager 
employé 
.012 
.156 
.300 
.445 
.009 
.044 
.192 
.551 
middelbaar 
employé 
.067 
.212 
.356 
.500 
.014 
.068 
.275 
.661 
hoger 
beroep 
.123 
.267 
.412 
.556 
.022 
.104 
.376 
.756 
Een vergelijking met de geobserveerde kansen (tabel 6.1) laat zien dat het li-
neaire model deze duidelijk slechter voorspelt dan het log-lineaire model. Gemid-
deld per cel is de afwijking in het bovenste gedeelte van figuur Θ.4 085 en in 
het onderste gedeelte .026. Vooral in de uithoeken van de tabel zijn de schattin­
gen volgens het lineaire model veel slechter dan volgens het log-lineaire model, 
nog afgezien van het feit dat het voorspellen van negatieve proporties wijst op 
een inherente snecifïcatiefout van het oadmodel. 
In het bovenste gedeelte van figuur 8.4 nemen de geschatte kansen over de kolom-
men (sociaal milieu) steeds met .056 toe en over de rijen (prestatie-groep) met 
.144. Het zijn de waarden van de padcoeffïcienten. In het onderste gedeelte gaat 
het om logits, over de kolommen (sociaal milieu) nemen deze met 45 toe. Zo be-
draagt het verschil tussen log(.002/(1- 002)) en log (.003/(1-.003)), op afron-
dingsfouten na, .45. Over de rijen is dit verschil steeds 1.56. Het zijn de pa-
rameter-waarden uit de tweede subanalyse van de vorige paragraaf betreffende de 
variabele diploma. Wat in figuur 8.4 nop niet naar voren komt, is hoe groot in 
de beide analysen de mate is, waarin de prestatie afhankelijk is van het milieu. 
Tezamen met het bovenstaande kan het geheel van causale afhankelijkheden in de 
vorm van paddiagrammen worden gegeven 
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paddiagram voor de interval 
variabelen Μ, Ρ en D 
o.g.v. padanalyse (ongestan­
daardiseerde parameters) 
.056 
naddiagram voor de nominale 
variabelen Μ, Ρ en D 
o g ν gemodificeerde padanalys 
.452 
1.56 
Leest men deze diagrammen wat oppervlakkig, dan zou men tot ontmoedigende ver­
schillen kunnen concluderen. Zo zou men kunnen denken, dat vooreerst de ordening 
van de effecten op grond van hun sterkten niet gelijk is. In het linker diagram 
is het effect van H op Ρ het sterkst, rechts blijkt dit effect juist het zwakst. 
In het linker diagram heeft verder het milieu een viermaal sterker effect op de 
prestatie van de leerling (.226) dan een direct effect (onafhankelijk van de 
prestatie) op het behalen van het diploma ( 056) Rechts is het beeld omgekeerd 
en vertoont juist het milieu een grotere samenhang ( 452) met het behalen van 
het diploma (gecontroleerd voor de prestatie) dan met de nrestatle (.200) Wat 
in beide diagrammen ruwweg hetzelfde is, is de relatieve grootte van de effecten 
van de twee oorzaakvariabelen van diploma Die verhouding is ongeveer gelijk 
(.056/ 144 en .452/1 56) Erg hoopgevend lijkt het geheel niet. Achtereenvolgens 
gaan we in op de vraag waarin de effecten van de gemodificeerde padanalyse ver­
schillen van die van een normale nadanalyse en de problemen die daaruit voort­
vloeien voor variabelen met een onderliggend continuum We doen dit aan de hand 
van het effect van milieu op nrestatle Daarna komt aan de orde waarom de ver­
houding van de effecten van milieu en prestatie op diploma in beide analysen 
ongeveer gelijk is 
De hierboven geconstateerde verschillen komen voort uit de specificiteit van de 
informatie, die de parameters in beide analysen bieden. In het linker diagram 
(padanalyse) verwijst een parameter naar de grootte van de verandering in het 
(conditioneel) gemiddelde van de gevolgvariabele bij een eenheidsverandering in 
de oorzaakvariabele In het rechter diagram (gemodificeerde padanalyse) geeft de 
e-macht van de parameter (exp(narameter-waarde)) de (proportionele) verandering 
aan in de kansverhouding van twee opeenvolgende sateaorneen van de gevolgvaria-
bele bij verandering van twee (opeenvolgende) categorieën in de oorzaakvariabe-
le Voor de internretatie is dit natuurlijk belangrijk en het is beslist onjuist 
en misleidend om in vage termen van causale samenhangen te snreken Het idee van 
samenhang is immers gekopneld aan variabelen, terwijl juist de parameters van 
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log-lineaire analyse gericht zijn op categorieën. Het kan niet goed genoeg be-
nadrukt worden dat aantal en inhoud van de categorieën bij de interpretatie 
van log-lineaire analyse-resultaten wezenlijk bij de interpretatie dienen te 
worden betrokken. Goodman en menig andere auteur stellen dit met klem. 
Dit neemt niet weg dat er zich desondanks moeilijkheden kunnen voordoen als er 
sprake is van een continue onderliggende variabele. In de practijk is dit nog 
al eens het geval en men is dan snel geneigd in termen van de variabelen als 
zodanig te denken en niet in termen van de categorieën, waartoe de techniek ver-
plicht. Peynolds (1977) heeft het onder meer over dit practische bezwaar, dat 
natuurlijk geen bezwaar tegen de techniek is. Hij wijst er de onderzoeker veel-
eer op bij gebruik van de techniek een andere instelling ten aanzien van deze 
variabelen in te nemen. Ook ten aanzien van deze variabelen dient de vraag ge-
steld te worden - conform de definitie van de parameter - hoe de kansverhouding 
tussen slechts twee categorieën van de variabele prestatie zich wijzigt onder 
invloed van een verandering van categorieën van milieu. 
Wil men toch enigszins de vraag beantwoorden hoe de gehele variabele zich ge-
draagt onder invloed van een andere, dan zou men in het voorbeeld hierboven de 
logits over de twee uiterste prestatie-groepen kunnen vergelijken tussen de ca-
5) 
tegorieén naar milieu. Omdat voor twee opeenvolgende milieu-categorieën in 
dit voorbeeld geldt, dat 
A РІМ , -p IM , .PÏI
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Het effect tussen twee milieu-categorieën wordt daarmee driemaal zo groot. 
Behalve dat men er zich goed van moet vergewissen welke categorie-vergelijkin-
gen in de parameters tot uitdrukking worden gebracht, is ook het aantal cate-
gorieën, dat men van de variabele heeft onderscheiden van bijzonder belang 
(Swafford, 1980). Dit aantal heeft namelijk zijn weerslag op de grootte van de 
parameter-schatting. Ook bij de gewone padanalyse is dit overigens niet anders. 
Bij de padanalyse heeft men evenwel de mogelijkheid door standaardisatie de va-
riabelen tot eenzelfde schaaleenheid terug te brengen, zodat daarmee het pro-
bleem van ongelijke aantallen van categorieën wegvalt. Gewoonlijk volgt men 
deze procedure, hoewel tegen de nractijk van het standaardiseren ook wel gelui-
den te horen zijn (Kim, 1976, 1981), die dit voor variabelen met categorieën met 
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een maatschaDnelijk duidelijk onderkende inhoud afraden "oor de gemodificeerde 
padanalyse bestaat deze mogelijkheid m het algemeen niet en dient men het re-
latieve beeld dat de effecten opwernen mede te wegen naar het aantal categorie-
ën dat de variabelen tellen Zou bijvoorbeeld de variabele orestatie grover ge-
meten zijn in niet vier maar slechts twee categorieën (categorie 1 en 2 samen 
en categorie 3 en 4 samen), dan zou onder dezelfde aanname van het onderzochte 
model de Darameter hoger geschat worden dan .20 Omgekeerd ontstaan er bij een 
fijnere indeling van de nrestatie-vanabele naramoter-waarden, die kleiner zijn 
Evenzo geldt dat voor de variabele milieu Het internreteren van de parameters 
kan derhalve alleen gedaan worden, wanneer de gehanteerde categorie-indeling, 
waaronder het aantal als gegeven wordt beschouwd Het verdient aanbeveling de 
gehanteerde categorie-indelingen in het causale diagram te vermelden 
Is in het voorafgaande vooral gelet on de invloed on de nolytome variabele Ρ, 
we zullen ons nu meer oriënteren on de andere revolpvanabele D. Deze varia-
bele is dichotoom en daarmee komt een aantal moeilijkheden te vervallen Met 
het vergelijken van de twee categorieën 'wel-' en 'geen dinloma' heeft men im-
mers tegelijk green op de hele variabele en het verbaast ons dan ook minder 
dat de beide diagrammen met de resultaten van nadanalvse en gemodificeerde pad-
analyse, redelijk overeenstemmen wat de effecten ten aanzien van deze variabele 
betreft Het relatieve belang van deze effecten komt in beide diagrammen, ruw-
weg gesproken, overeen Helemaal verwonderlijk is dat niet Gebruikmakend van 
Verbeek (1980), kunnen we ter toelichtinp het beste van een eenvoudig voorbeeld 
uitgaan en slechts twee variabelen beschouwen de variabele milieu en de dicho-
tome variabele dinloma Voor deze variabelen stellen we een logitmodel on waar-
in de loglts voor diploma in gelijke mate toenemen bij opeenvolgende milieu-
categorieen Met behuln van de marginale verdeling DM zijn de narameters van 
dit model te schatten Het resultaat is 
D|M , ,D|M4 
10f
-
 (
» l | k / e 2 , k > -3 647 + 604 M. 
Omdat ñ = 1 - 6 , is hieruit een I к ι I к 
functie voor ρ , af te leiden 
1 |k 
p D |b = 1 / (1 + exp(-(-3 647 + 604 M ))) 
1 I к κ 
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kansen (meestal) wel volgens een lineair model, het leidt tot de regressie-
rechte, de gesloten lijn in de grafiek. Deze lineaire functie is 
**\l - - 0 9 9 + · ο 8 β ик 
Verder zijn In de grafiek de geobserveerde kansen met een kruisje aangegeven. 
De niet-lineaire functie, afgeleid uit het logit-model, is ingewikkelder dan de 
lineaire regressie-functie. We zouden ze daarom, voor wat het middengedeelte 
van de oorzaakvarlabele Η betreft (dit is rond het gemiddelde M)), kunnen 
benaderen met een eenvoudige lineaire functie, namelijk met de raaklijn aan de 
curve in Ы. De richtingscoeffïcient van deze raaklijn zal ongeveer gelijk zijn 
aan de richtings- с q regressie-coëfficiënt van de regressielijn en zij kan 
derhalve geïnterpreteerd worden als (een benadering weliswaar van) de toename 
van ρ . bij een eenheldstoename van M. Aangetoond kan worden dat de richtings-
coefficiént re van deze raaklijn gelijk is aan 
re = γ ς , waarbij γ de milieu-parameter in het logitmodel is en 
с = exp(Y + γ M) met M het gemiddelde van M 
Voor dit voorbeeld wordt dit с = ехр(-3.647 + ( 604 χ 3.14)), M is hier 3.14 
De richtingcoéfficiënt wordt dan .076 De oorspronkelijke parameter in het lo-
2 
gitmodel moet dus gewogen worden met c/(l+c) om deze rlchtingcoëfficient te 
verkrijgen. De waarde ervan ligt dicht bij de waarde van de regressie-coëffi-
ciënt, omdat de raaklijn en de regressie-rechte in veel gevallen ongeveer even-
wijdig zullen lopen. Verbeek zegt dat de modellen meer vergelijkbaar zijn naar-
mate het aantal waarnemingen, het aantal categorieën toeneemt 
De uitbreiding naar het algemene geval met meerdere oorzaakvariabelen kan kort 
zijn. Niet raaklijnen, maar raakvlakken zijn dan in het geding om in het midden 
van de oorzaakvariabelen de lineaire trend te bepalen De richtingscoefficienten 
hiervoor kan men ook op eenvoudige wijze verkrijgen door de parameterwaarden 
uit het logitmodel te wegen Zijn er in het algemeen m oorzaakvariabelen X , 
i = l m, dan is de richtingscoeffïcient re , die hoort bij X 
re = γ , waarbij γ de geschatte parameter in het logitmodel bij X is 
i i . - .2 i ^ i 
u + c
' en с = exp(Y + Ύ4Χ, + + Ύ Χ ) met Χ het gemiddelde van Χ 1 1 m m i ι 
Bepalen we voor het voorbeeld eerst de waarde van c, deze is, ermee rekening hou­
dend dat M = 3 14 en Ρ = 2 49, gelijk aan exp(-786 + ( 452 χ 3 14) + (1 56 χ 2 49)) 
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= .159. Voor het verkrijgen van de richtingscoefficiënten re voor milieu en 
M
 2 
re voor prestatie moeten de parameter-waarden gewogen worden met .159/1.159 
= .118, wat voor re en re respectievelijk resulteert in .054 en .184. Beide 
waarden komen overeen met de betreffende effecten uit de padanalyse. Als men dat 
wil, kan men dus parameters uit het logitmodel wegen om een wat simpeler inter-
pretatie te krijgen voor het gedrag van de kansen in het middengedeelte van de 
oorzaakvariabelen. De interpretatie is simpeler omdat ze niet op kansverhoudin-
gen, maar op kansen van toepassing is. 
Verbeek (1980) gebruikt het bovenstaande om tot gestandaardiseerde coëfficiënten 
te komen. Maar ook als men standaardisatie niet gewenst acht, kan bovenstaande 
redenering tot zover gevolgd worden omwille van de vereenvoudiging van de inter-
pretatie. Wat verder ook nog opvalt, is dat voor alle oorzaakvariabelen de ge-
wichten hetzelfde zijn met als gevolg dat de parameters in het logitmodel pro-
portioneel gelijk zijn aan de richtingscoëfficiënten en dat deze laatste grof-
weg overeen zullen komen met de waarden van de parameters in het padmodel. Hoe-
wel een logitanalyse dus in het algemeen leidt tot een interpretatie van effec-
ten op logits, kan men relatief tevens wat zeggen over de effecten op de kansen 
in het belangrijkste middengedeelte van de gegevens. 
Standaardisatie kan verder verwezenlijkt worden door de op bovenstaande wijze 
verworven richtingscoëfficiënten nog eens te vermenigvuldigen met de standaard-
deviaties van de oorzaakvariabelen. In principe hoeft dat niet voor alle varia-
belen gedaan te worden, maar meestal zal men als men standaardiseert, wel alle 
coëfficiënten standaardiseren. Het gemak is in ieder geval dat de gestandaardi-
seerde effecten betrekking hebben op variabelen met eenzelfde schaaleenheid. 
Standaardisatie van de gevolgvariabele diploma past hier niet, omdat dan de na-
tuurlijke interpretatie van de effecten in termen van kans-toename onmogelijk 
wordt. De standaard-afwijkingen van Ρ en M zijn respectievelijk 1.103 en 1.416, 
zodat door standaardisatie het directe milieu-effect relatief wat wordt opge­
waardeerd Wellicht ten overvloede herhalen we dat zo'n rechtstreekse vergelij­
king tussen de parameters in een lineair padmodel en de parameters van een lo­
gitmodel alleen mogelijk is, als in dat logitmodel voor elke oorzaakvariabele 
slechts één parameter opgenomen is. En verder houdt dit natuurlijk in, dat de 
gevolgvariabele dichotoom is 
Tot zover de toelichting bij de twee diagrammen. Zij leidt rechtstreeks tot een 
aantal practische aanbevelingen met betrekking tot de interpretatie van de para-
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meters in een gemodificeerde padanalyse 
- Goodmans analyse is bestemd voor variabelen, die slechts nominale categorie-
indelingen zijn Ook al is men geneigd de variabele als ordinaal of interval 
te karakteriseren, de interpretatie moet in eerste instantie categorie-gebon-
den zijn en niet gericht op de gehele variabele Het is daarom zaak de catego-
rieën vooraf een inhoud te geven die duidelijk onderscheidbaar is van de ande-
re , dus bijvoorbeeld niet een 7-punts-variabele van 'eens' tot Oneens', maar 
in zulk geval eerder drie categorieën 'eens', 'twijfel' en 'oneens' Dit zal 
vaak betekenen, dat men vooraf het materiaal op theoretische gronden zal sa-
mentrekken om tot goed onderscheidbare categorie-inhouden te komen 
- Wil men, als men met ordinale en interval variabelen heeft te maken, tot uit-
spraken voor variabelen komen, dan zal nen de gehele range van de variabelen 
en alle daarmee gegeven parameter-waarden tegelijk moeten overzien Hiertoe 
zou men bijvoorbeeld de uiterste categorieën kunnen vergelijken 
- Indien er sprake is van een dichotome gevolgvariabele en meerdere ordinale of 
interval oorzaakvanabelen, waarvan de invloed op de gevolgvariabele slechts 
met één parameter in het model wordt vastgelegd, bestaat er een zekere over-
eenkomst van deze parameters met die in een lineair padmodel In dat geval kan 
men ook de interpretatie van deze laatste overnemen voor het middengedeelte van 
de onafhankelijke variabelen 
8 3 Het causale karakter van een analyse met log-lineaire model 1eη 
Na de uiteenzetting van theorie en interpretatie van een causale analyse met log­
li nea ire modellen, worden in deze paragraaf enkele eigenschappen van de analyse 
besproken die van belang zijn voor het causale karakter ervan Reeds is opge­
merkt dat dit causale karakter niet onbetwist is De discussie beweegt zich voor­
namelijk rond een aantal thema's betreffende onder meer reciprociteit, transiti­
vi teit en niet opgenomen concurrerende variabelen Het zijn drie moeilijke punten 
in verband net de eis, dat de analyse als causale analyse in kwantitatieve termen 
de sterkte moet kunnen aangeven van de structurele veranderingen in het causale 
proces In de volgorde - reciprociteit, transitiviteit, concurrerende variabe­
len - worden ze aan de orde gesteld Impliciet komt daarbij ook het aspect van 
asymmetrie ter sprake Over deze aspecten іч in hoofdstuk 2 reeds het een en an­
der gezegd 
Naast de opvatting van causale analyse als een middel om de sterkte van causale 
effecten te meten, treft men ook wel een minder stringente opvatting aan Daarin 
210 
wordt causale analyse begrepen als een analyse waarin uitgaande van een causale 
prionteits-stelling van de variabelen, gezocht wordt naar samenhangen (meestal 
het al dan niet bestaan ervan) Het is duidelijk dat Goodmans gemodificeerde 
padanalyse in deze meer globale zin een causale analyse genoemd kan worden Maar 
zijn de parameterschattingen van het model ook te beschouwen als metingen van 
causale invloeden7 Is de analyse ook in de meer stringente zin een causale ana­
lyse"? 
8 3 1 Reciprociteit 
De analyse uit paragraaf β 1 betrof recursieve causale diagrammen (processen) 
Goodman heeft zijn analyse ook uitgebreid voor niet-recursieve diagrammen waarin 
reciproke effecten voorkomen Dit is bijvoorbeeld het geval in het diagram met 
vier dichotome variabelen 
Tussen С en D zijn twee reciproke causale effecten, van С op D en van D op С 
Hetzelfde geldt voor de variabele A en B, hoewel de dubbel-gerichte pijl tussen 
deze variabelen ook te beschouwen is als een gegeven, niet nader te analyseren 
empirische relatie Dergelijke relaties tussen exogene variabelen kunnen ook in 
recursieve modellen voorkomen Voor wat de reciproke effecten O D en C*D betreft, 
zou men twee logitmodellen kunnen opstellen met respectievelijk С en D als ge-
vol gvariabele Beide logitmodellen zijn echter equivalent aan het logfrequentie-
ABCD 
model voor lop m , hetgeen wil zeggen, dat de parameterwaarden voor de reci-
CD 
proke effecten in de logitmodellen gelijk zijn aan de parameterwaarde y in het 
log-frequentiemodel en daarmee gelijk aan elkaar Zo ook zijn de twee logitmodel­
len die op te stellen zijn om de reciproke effecten A >B en A*B te berekenen, ge-
AB AB 
lijk aan de parameter γ in het log-frequentiemodel voor log m , ¿odat ook de-
ze reciproke effecten aan elkaar gelijk zijn Vanwege het gelijk waarderen van 
wederkerige effecten stelt Kritzer (1977) daarom de vraag, of de analyse nog 
wel een geschikt instrument is voor de studie van niet-recursieve processen In 
zijn reactie stelt Goodman (1977), dat deze gelijke waardering eenvoudig beslo-
ten ligt in de wijze waarop niet-recursieve processen in log-lineaire analysen 
gespecifieееrd worden Brier (1979) heeft nog eens laten zien dat dit noodzake-
lijkerwijze altijd zo het geval is En daarmee is de keuze nu aan de onderzoeker, 
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ziet hij effecten vooral als effecten op kansverhoudingen binnen het kader van 
de log-linealre analyse, dan resulteert daaruit dat wederkerige effecten gelijk 
zijn en met Kritzer kan hij zich afvragen of dat verstandig is 
Θ.3 2 Transitiviteit 
De wijze waarop het causale proces gespecificeerd wordt, heeft ook tot gevolg 
dat er met betrekking tot de transitiviteit problemen ontstaan In het algemeen 
dient een causale analyse techniek in kwantitatieve termen aan te kunnen geven 
in welke mate een oorzaakvariabele indirect via andere variabele(n) de gevolg-
variabele beïnvloedt. Padanalyse voldoet daaraan en een paddiagram als A-+B-+C 
kan men dan ook lezen als 'de score van het individu op A beïnvloedt in een be-
paalde mate (padcoefficient Pn.) zijn score op В en deze weer in een bepaalde 
mate (padcoefficient p_0) zijn score op C' Door vermenigvuldiging p n Ap„ n ver-
CB BA CB 
krijgt men een uitdrukking voor het indirecte effect In de gemodificeerde pad­
analyse worden echter geen scores, maar kansverhoudingen verklaard Hetzelfde 
diagram moet dan gelezen worden als iemands score op A beïnvloedt de kansver-
houding over В en zijn score op В beïnvloedt de kansverhouding over C. De let-
ters in het diagram kunnen met andere woorden zowel voor variabele (= scores) 
als voor kansverhoudingen staan. De letter В in het diagram A-+B-K? heeft bijvoor­
beeld deze dubbele betekenis, zodat het onmogelijk wordt het indirecte effect 
vast te stellen dat A middels В op С heeft Maar ondanks het nadeel dat indirec­
te effecten niet kwantitatief uit te drukken zijn, is het natuurlijk wel geoor­
loofd de resultaten van een Goodman-analyse te interpreteren in ketens op de 
aangegeven wijze Het bezwaar dat indirecte effecten niet gemeten kunnen worden, 
is daarom niet fundamenteel 
In verband met transitiviteit willen we nog op twee punten ingaan Het eerste 
betreft het vergelijken van directe en totale effecten, het tweede gaat over de 
kritiek van Reynolds, die zijn twijfel erover heeft uitgesproken of Goodmans 
analyse in de onderzoekspractijk eenvoudige causale modellen aan het licht kan 
brengen 
Het vergelijkingen van directe en totale effecten is al sinds lang een middel om 
het bestaan van indirecte effecten op het spoor te komen Directe effecten zijn 
gecontroleerd naar relevante andere variabelen Totale effecten zijn dat niet, 
zij worden berekend in de marginale verdeling van twee variabelen Een verschil 
tussen beide effecten moet een gevolg zijn van variabelen, die in werkelijkheid 
een bepaalde rol vervullen in de relatie tussen de twee variabelen De klassieke 
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elaboratie-regel van Lazarsfeld bijvoorbeeld berustte op dit vergelijken van 
het totale effect ('oorspronkelijke samenhang') en het directe effect ('par-
tiële samenhang'). Strict genomen was ze bestemd voor een (2x2x2)tabel. Ook 
Goodman (1972, 1979) heeft laten zien hoe binnen het kader van de log-lineaire 
analysen de samenhang tussen twee dichtome variabelen beïnvloed wordt door in-
voering van andere dichotome variabelen. Voor het (2x2x2)geval heeft hij de re-
sultaten in een zogenaamde tekenregel samengevat. Deze geldt echter alleen wan-
neer alle variabelen als causaal gelijkwaardig worden beschouwd (voor de klas-
sieke elaboratieregel was dat ook zo; vergelijk hoofdstuk 1 noot 15). Houdt 
men rekening met de causale volgorde van de variabelen, dan verliest de teken-
regel zijn eenvoudige vorm, maar sluit desalniettemin voor een belangrijk deel 
aan bij wat men gewoonlijk verwacht. Voor het (2x2x2)geval zullen we dit laten 
zien. 
De tekenregel van Goodman is bedoeld voor drie dichotome variabelen А, В en C, 
waartussen geen interactie aanwezig is. De partiële samenhangen AB in catego-
rieën van С zijn dus gelijk. Gesteld in oddsratio's, is de regel: 
AB -AB|C al naar gelang (1-AClB)(1-BC|А) ^ 0 (8.10) 
In woorden: de oddsratio AB is groter dan, gelijk aan of kleiner dan de partiële 
oddsratio AB|C al naar gelang het product rechts groter is dan, gelijk is aan of 
kleiner is dan nul. Zijn de partiële oddsratio's АСІВ en ВСІА beide groter dan 
één of beide kleiner dan één (dat wil zeggen de partiële samenhangen zijn beide 
positief of beide negatief in de gebruikelijke zin), dan is het product groter 
dan nul. Zij ze beide of is één van hen gelijk aan één (dit is de partiële sa-
menhangen zijn beide nul of één ervan is nul), dan is het product gelijk aan 
nul. Is de één groter en de ander kleiner dan één, dan is het product kleiner 
dan nul. Voor de methodologische consequenties van deze tekenregel verwijzen 
we naar Goodman. 
Voeren we nu een causale volgorde van de variabelen А, В en С in, dan zijn niet 
alle oddsratios, die in (8.10) voorkomen, metingen van de directe effecten tus­
sen de variabelen. Zo geven in het diagram 
А > В 
\ / 
с 
de oddsratios АС, ВСІА en АВІС de directe effecten aan; АСІВ is niet als zoda-
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nig te beschouwen, zodat de tekenregel in het algemeen niet meer van toepas-
sing is Voor deze effecten geldt er echter wel een soortgelijke regel Ze is 
iets minder elegant, vooreerst, omdat ze slechts in één richting opgaat We zul-
len ervan uitgaan dat AB en AB|C voor de onderzoeker bekend zijn De vraag is 
dan of uit het eventuele groter, gelijk of kleiner zijn van AB ten opzichte van 
AB|C iets valt af te leiden omtrent de samenhangen AC en BC|A Tevens beschou-
wen we alleen het in de practijk neest voorkomende geval, waarin AB en AB|C niet 
'een tegengesteld teken hebben', waarmee bedoeld wordt dat de ene oddsratio niet 
groter en de andere kleiner dan één mag zijn Het zeldzame omdraanngsgeval 
(hoofdstuk 1 2 3) sluiten we dus uit Sprekende in termen van samenhangen en ef-
fecten die positief, nul of negatief kunnen zijn in plaats van oddsratios, die 
respect level ijk groter dan één, één of kleiner dan één kunnen zijn, kunnen we 
het volgende stellen 
1 Als het partiele effect ABIC gelijk is aan nul, terwijl een marginaal effect 
AB is geconstateerd, zijn de directe effecten AC en BC IA of beide positief of 
beide negatief Het laatste effect ВСІА is bovendien gelijk aan het marginale 
effect BC Er is dan sprake van een volledige interpretatie dan wel een volle­
dig tot schijnmaken van de samenhang AB (zie hoofdstuk 1) 
2 Als het partiele effect AB|C zwakker is dan het totale effect AB, doch onge­
lijk nul, hebben de beide directe effecten AC en BC IA beide hetzelfde teken 
Er is dan sprake van een gedeeltelijke interpretatie dan wel gedeeltelijk tot 
schijnmaken van de samenhang AB, с q van het totale effect AB 
3 De andere mogelijkheden te weten de mogelijkheid dat het partiele effect ABIC 
gelijk is aan het totale effect AB en de mogelijkheid dat het sterker is dan 
het totale effect leiden eenduidig tot een bepaalde interpretatie, met 
name het replicatie geval en het suppressor geval zijn dan niet de enige in­
terpretaties die daaruit voleen 
(Zie voor het bewijs noot 6) De oude elaboratie-regels van Lazarsfeld keren dus 
voor een belangrijk gedeelte hierin terug Bij minder in do practi]k voorkomende 
geval 1en (omdraaimgs-, replïcatic- en suppressor geval) dient men voorlicht ig 
te zijn 
Het tweede punt waar we nop- kort op willen ingaan, betreft een kritiek van Rey-
nolds (1977) Deze auteur stelt vanuit de achtergrond van de onderzoekspractιjk, 
waar vaak met gecatego ris eerde, maar in wti7<,n с on li nue variabelen wordt gewerkt, 
de vraag of log-lineaire ana lyse-technieken een goed instrument 7ijn om causale 
relaties tussen de continue van abelen op te sporen Voor een antwoord simuleerde 
hij met behulp van padanalyse een ideaal schi jnnodol net drie continue variabe-
¿\Л 
len, categoriseerde de variabelen vervolgens om tenslotte na te gaan of log-
line a Ire analyse-technieken het schljnmodel zouden ontdekken Zijn conclusie 
Is niet erg opwekkend Wanneer elke variabele tenminste vijf categorieën telt, 
wordt het schijnmodel inderdaad aan het licht gebracht Zijn er variabelen met 
minder categorieën, dan kunnen er te grote afwijkingen ontstaan tussen de door 
het schijnmodel voortgebrachte frequenties en de geobserveerde frequenties Men 
zou dan tot een ander model concluderen Het aantal categorieën dient derhalve 
voor alIe variabelen vrij hoog te 1ïggen en in de practijk voldoet men daar 
vaak niet aan 0'Brien (1981) herhaalt zijn conclusie nog eens 'a researcher 
must be pessimistic about using categorical data-variables that have in effect 
been collapsed - to detect causal structures' 
Er is vooral in tweeërlei zin op Reynolds bedenkingen gereageerd (Gillespie, 
197Θ, Goodman, 1979) Hij heeft in zijn analyse geen rekening gehouden met de 
causale volgorde en de log-lineaire analyse is een analyse voor kwalitatieve 
variabelen en het is derhalve onjuist een systeem van kwantitatieve variabelen 
met lineaire relaties te stimuleren Zijn methode deugt niet en daarmee komen 
zijn conclusies in de lucht te hangen 
Laten we het daarom nog eens op een meer geëigende manier proberen en, het voor-
beeld van dit hoofdstuk opnemend, uitgaan van de drie variabelen milieu M, pres-
tatie Ρ en diploma D De variabelen M en Ρ laten we elk bestaan uit acht catego­
rieën, de variabele D uit twee De (8x8x2)tabel vullen we vervolgens op met 
fictieve frequenties (N=1000), zodanig dat in de marginale verdeling PM het 
uniforme model opgaat met y = 1 en in de verdeling DPM het logitmodel voor 
DP 
D met alleen de parameter γ = 2 Er is dus sprake van een perfect opgaand 
DM ketenmodel (met γ = 0 ) 
1 2 
M > Ρ » D 
De vraag is nu, of deze causale structuur ontdekt wordt door een onderzoeker 
die met een samengetrokken tabel met samengetrokken variabelen werkt We hebben 
eerst 50 analysen gedaan op een tabel die ontstaat door M en Ρ samen te trekken, 
7) 
maar zodanig dat ze niet beide tot dichotomieën worden teruggebracht De ge-
vallen, waarin alle variabelen dichotomieën zijn, komen in de ρгасtijk veel voor 
en het zijn juist die gevallen, waarvoor de resulaten van Reynolds het meest 
somber zijn Wo zullen die apart boki ]ken Do analyse voor elk van de 50 gecon­
strueerde gevallen bestaat uit twee p-odoel ton eerst een deel analyse voor de 
samenhang M en Ρ on een volgendo voor do samenhang tussen M en Ρ oiiorzijds tn 
D anderzijds. In alle 50 gevallen moesten de nul-hypothesen van geen samenhang 
in de deelanalysen verworpen worden; de nulhypothese met betrekking tot de sa-
menhang tussen M en D, gecontroleerd voor P, kon niet verworpen worden. Het ke-
tenmodel is dus in alle 50 analysen ontdekt als zijnde bet beste model. 
Wat in veel gevallen niet terugkeerde, was het uniforme karakter van het model 
voor M en P. Eén parameter voor de samenhang (MP) bleek soms onvoldoende. Ook 
de parameter-waarden werden soms hoger, soms lager geschat. Wat wel als vast 
punt in alle analysen werd geconstateerd was, dat de gestandaardiseerde effec-
-PM -DP 
ten γ en γ kleiner waren dan de oorspronkelijke. 
Nu zeggen conclusies, gebaseerd op 50 van de ongeveer 15.000 mogelijke gevallen 
natuurlijk nog niet zo veel Daarom zijn naast deze 50 nog eens alte gevallen 
bekeken, waarin alle variabelen dichotoom zijn. Dat zijn er in totaal 49. Zij 
zouden de meest slechte resultaten moeten geven. In deze 49 analysen werd vijf 
keer het oorspronkelijke ketenmodel (M+P-+D) niet ontdekt. Het directe effect 
DM 
γ moest in deze gevallen voor het bereiken van een acceptabele fit in het mo­
del worden opgenomen. Het betrof alle samentrekkingen van een uiterste catego­
rie versus de overige. Verder zijn de conclusies gelijk aan bovenstaande: de 
waarden van de parameters werden soms te laag, maar vaak ook te hoog geschat en 
de gestandaardiseerde waarden waren steeds kleiner dan de oorspronkelijke. 
Nu wil dit tegenvoorbeeld alleen maar een aanwijzing zijn dat de vuistregel van 
'niet minder dan vijf categorieën' binnen het log-lineaire analyse kader niet 
hoeft op te gaan. Een general isatie naar de algemene uitspraak dat samentrekkin-
gen nauwelijks verhinderen de causale structuur te ontdekken, is op basis hier-
van natuur1ijk niet mogelijk. Vermoedelijk is het resultaat aan de te positieve 
kant vanwege het beperkt aantal variabelen en de eenvoud van het model, dat zon-
der afwijkingen op grond van steekproeffluctuaties in de uitgangstabel opgaat. 
Θ.3.3 Niet opgenomen zelfstandig concurrerende variabelen. 
In hoofdstuk 6 is reeds gesignaleerd dat zelfstandig concurrerende oorzaakvaria-
bel en anders dan in de gebruikelijke padanalyse een ernstig probeem vormen, wan­
neer ze niet in een log-lineaire analyse worden opgenomen. Ze werken immers in 
dat geval storend op de schattingen van de effecten. Pas wanneer ze onafhanke­
lijk zijn van de opgenomen oorzaakvariabelen onder controle van de gevolgvaria-
bele, zouden ze deze storende werking niet hebben. Een dergelijke controle naar 
gevolgvariabelen is echter in strijd met de gestelde causale volgorde tussen de 
variabelen. Men is dus tot opname ervan in het model verplicht, maar in de prac-
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tijk is dit vaak niet mogelijk alleen al omdat men ze eenvoudigweg niet kent. 
De vraag doet zich dan voor in welke mate ze storend werken, als men ze niet 
opneemt en waarvan dat vooral afhankelijk is. 
Om hiervan een beeld te krijgen, hebben we een aantal experimenten uitgevoerd. 
Hierin beschouwen we een dichotome gevolgvariabele В en één of meer oorzaakva-
riabelen die we met A zullen aanduiden; ze zijn steeds in de analyse opgenomen. 
Daarnaast onafhankelijk van variabele A, onderscheiden we concurrerende varia-
belen С die in theorie opgenomen hadden moeten worden, maar dat in de practijk 
niet zijn. Dit leidt tot twee situaties (twee tabellen) die met elkaar worden 
vergeleken en die we de theoretische en de practische situatie zullen noemen. 
1. De theoretische situatie heeft betrekking op de grote tabel, die niet over 
de variabelen С is samengetrokken. Het is de tabel die de onderzoeker eigen­
lijk had moeten opstellen om de effecten van de variabelen A zonder afwijking 
te meten. Omdat de effecten die in deze tabel worden gemeten, gecontroleerd 
zijn voor С noteren we deze als AIC-effecten. In de grote tabel zijn de fre­
quenties zodanig tot stand gebracht, dat ze perfect overeenkomen met die, 
voorspeld volgens een model waarin de logits over de dichotome gevolgvaria­
bele В afhankelijk zijn van de oorzaakvariabelen A en С Interactie-effecten 
zullen we buiten beschouwing laten. 
2. De practische situatie bootst de practijk van het onderzoek na waarin de on­
derzoeker volstaat met de over de C-vanabelen samengetrokken tabel. In het 
logitmodel voor deze kleine tabel komen alleen effecten van één of meer A-va-
riabelen voor. We geven ze aan met A-effecten, omdat ze niet naar de concur-
rerende C-variabelen gecontroleerd zijn. 
De bedoeling van het experiment is om in een aantal trials na te gaan in welke 
mate de twee situaties tot verschillende bevindingen leiden ten aanzien van de 
schattingen van het АІС- en A-effect. De trials hebben we telkens slechts in 
één aspect van elkaar laten verschillen, dat kan zijn in de scheefheid van de 
verdeling van één van de drie variabelen (de oorzaak А, het gevolg В of de 
concurrerende oorzaak C), de sterkte van het АІС-effect, het aantal concurreren­
de variabelen C, het aantal categorieën van C, de mate van samenhang tussen de 
C-variabelen, de steekproefgrootte en he teken van het C-effect. 
We zullen niet in extenso verslag doen van alle trials. Het gaat slechts om 
een weergave van de indrukken, die we erbij hebben opgedaan en die we illustre-
ren aan de hand van een aantal voorbeelden. Ook laten we de bespreking van de 
twee laatste aspecten, steekproefgrootte en teken achterwege, omdat ze slechts 
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van invloed zijn op respectievelijk de standaardfout en de richting, maar de 
grootte van de schatting niet aantasten. 
Wat niet met behulp van experimenten behoeft te worden aangetoond, maar kan wor­
den bewezen (Gillespie, 1977) is dat in de practische situatie het effect van 
A steeds onderschat zal worden. Dit is natuurlijk een belangrijk gegeven. De 
uitspraak van een onderzoeker in de practijk zal steeds veilig zijn, hij zal 
zeggen, dat het effect van A zwakker is dan het in feite is. Gillespie vermeldt 
verder, dat de mate waarin het effect van A in de practische situatie wordt ge­
reduceerd, mede afhangt van de mate van de ongelijkheid van de verdeling van С. 
Hij heeft het dan over een dichotome variabele C; hoe schever deze verdeling, 
hoe geringer het verschil zal zijn in de beide effecten. Dit is natuurlijk een 
zeer onprettige eigenschap. De mate waarin het AlC-effect gereduceerd wordt, 
wordt hiermee immers afhankelijk van een populatie-karakteristiek, de verdeling 
van C, die de onderzoeker doorgaans niet zal kennen. Gillespie wijst erop dat 
bij een onderzoek binnen verschillende populaties, maar met dezelfde causale 
structuur, de onderzoeker verschillende A-effeeten kan constateren. Hij kan dan 
denken aan een verschil in causale effecten, maar het is ook mogelijk dat het 
verschil ontstaan is door een verschil in scheefheid van de verdelingen van С 
in deze populaties. De redenering is ook om te draaien: hij constateert in 
meerdere populaties deze1 fde A-effecten, die echter voortkomen uit verschillen­
de causale structuren en alleen aan elkaar gelijk zijn geworden, omdat de va­
riabele С in de populaties steeds anders gespreid ligt. Een bijzonder hachelij­
ke situatie dus, die - we wijzen er nog eens op - alleen ontstaat, wanneer de 
verdeling van С in de populaties verschillend is; wanneer met andere woorden een 
samenhang bestaat tussen С en de factor die de populaties onderscheidt Voor 
Gillespie was dit voldoende reden om ernstig te betwijfelen of de parameters in 
een log-lineair model nog wel als causale structuurparameters beschouwd kunnen 
worden. 
De resultaten van de verschillende trials zullen we in vier gedeelten weergeven, 
achtereenvolgens met betrekking Lot 
- één dichotome variabele A en één concurrerende dichotome variabele С 
- meerdere concurrerende dichotomo variabelen С en meerdere dichotome variabe­
len A 
- ongel ijkheid van de verdelingen van dichotomc variabele А, В en С 
- één concurrerende variabele met moordere categorieën. 
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Eén dichotome variabele A en één concurrerende dichotome variabele C, 
Voor dit zeer eenvoudige geval laat figuur 8.5 zien wat we min of meer verwach-
ten. Er is slechts één concurrerende variabele С en alle variabelen zijn gelijk 
verdeeld. Regel 1 van deze figuur is als uitgangspositie genomen. Het effect 
van variabele A is in de theoretische situatie op .6 gesteld. Dat is een rede­
lijke samenhang en staat bij fifty-fifty verdelingen van А, В en С ongeveer ge­
lijk aan een verschil in conditionele proporties van .15. De concurrerende va­
riabele is niet werkzaam, zodat het A-effect in de practische situatie zonder 
afwijking geschat wordt. 
figuur 8.S Verschil tussen het A\C-effect in de theoretische situatie en het 
A-effect in de practische situatie in het geval van één concurreren-
de variabele С Alle variabelen zijn dichotoom en gelijk gespreid. 
regel 
1 
2 
3 
4 
5 
6 
7 
β 
theoretische 
situa 
СІА 
.0 
.3 
.6 
.9 
1.2 
1.5 
1.8 
3.0 
tie 
AlC 
.6 
.6 
.6 
.6 
.6 
.6 
.6 
.6 
practische 
situatie 
A 
.600 
.597 
.587 
.571 
.550 
.524 
.494 
.359 
verschil 
АІС-А 
.000 
.003 
.013 
.029 
.050 
.076 
.106 
.241 
regel 
9 
10 
11 
12 
13 ' 
14 
15 
16 
theoretische 
situa 
СІА 
5.0 
10.0 
.3 
.6 
.9 
1.2 
1.5 
1.8 
ti e 
AlC 
.6 
.6 
.3 
.6 
.9 
1.2 
1.5 
1.8 
practische 
situatie 
1 
1 
1 
A 
170 
005 
298 
587 
857 
101 
316 
499 
verschi 
АІС-А 
.430 
.595 
.002 
.013 
.043 
.099 
.184 
.301 
Van regel 2-7 wordt het effect van de concurrerende variabele С steeds in dezelf-
de mate sterker, hetgeen gepaard gaat met een versnelde afname van het A-effect 
in de practische situatie. Toch blijkt deze afname pas enige omvang aan te nemen 
wanneer de concurrerende variabele С relatief een veel sterker effect heeft dan 
de variabele A. Zijn ze namelijk even sterk (regel 3), dan is de relatieve toe­
name van de odds niet exp(.587) = 1.80, zoals de onderzoeker in de practische 
situatie constateert, maar ехр(.ОІЗ) = 1.013 hoger namelijk 1.82 (=exp(.6)); dus 
geen 80% toename maar 82%. Is echter het effect van de concurrerende variabele 
driemaal zo sterk (regel 7), dan wordt de toename van de odds op 64% geschat, 
waarmee de werkelijke waarde tamelijk sterk onderschat wordt Bij zeer sterke 
effecten van de concurrerende variabele (regel 8-9-10) wordt het A-effect zelfs 
geleidelijk tot nul gereduceerd. 
De regels 11-16 laten verder zien, dat bij het gelijktijdig groter worden van 
de beide effecten van de variabelen A en С, de vertekening in toenemende mate 
groter wordt. Met andere woorden hoe groter het effoei dat de onderzoeker con-
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stateert, hoe meer het bij het bestaan van een gelijkwaardige concurrerende va­
riabelen onderschat zal zijn 
Voor de practijk van het onderzoek leert figuur θ 5, dat bij het bestaan van on­
afhankelijke concurrerende variabelen steeds met een zekere onderwaardering van 
de effecten rekening moet worden gehouden Constateert men hoge effecten, dan 
zullen die in werkelijkheid ook zeker hoog zijn, constateert men lage effecten, 
dan kunnen ze alleen in werkelijkheid hoge effecten zijn, wanneer er sprake is 
van zeer sterke concurrerende factoren In het door ons steeds gehanteerde voor­
beeld, waar het gaat om de verklaring van het schoolsucces, zou men misschien 
kunnen denken aan de genetische aanleg van het kind Genotypische factoren heb­
ben een belangrijke invloed op het menselijk gedrag, welke invloed vooral door 
vroegere auteurs als onafhankelijk van milieufactoren werd beschouwd (Jaspers, 
e a , I960) Als dit zo is, dan zal bijvoorbeeld de in hoofdstuk 3 geconsta­
teerde logoddsratio milieu-diploma van 5 een sterke onderwaardering van het 
feitelijk milieu-effect zijn Maar in de practijk zal men zelden daarover iets 
met zekerheid kunnen zeggen 
Meerdert- concurrerende dtchotone аггаЬеІеп С en één of meerdere dzchotome va-
ггаЪеІеп A 
Het geval waarin er sprake is van meerdere variabelen С en één of meerdere va-
riabelen A, zal met de werke1 ijkheid meer overeenkomen dan het vorige geval In 
figuur θ 6 staan rijgewijs een aantal mogelijkheden bijeen, te beginnen bij 
meerdere variabelen С en één variabele A Regel 1 geeft weer de uitgangssitua-
tie aan, waarin geen enkele concurrerende variabele werkzaam is Worden er suc-
cessievelijk (regel 2-4) variabelen С van gelijke sterkte als concurrerende va­
riabelen in het model opgenomen, dan wordt het verschil in effecten А.ІС-А., 
gelijkelijk in toenemende mate groter (hier 013 025 036) Deze verschillen 
zijn niet groot en worden helemaal verwaarloosbaar, wanneer we te maken hebben 
met relatief zwak concurrerende variabelen (regel 5) Zijn er echter onder deze 
één of meer die relatief veel sterker zijn dan A (regel 6), dan zien we ook 
dat het verschil (A.lC-A.) vooral door dit relatief sterke effect(en) bepaald 
wordt Het verschil is ruwweg gelijk aan dat in regel 7, waar deze sterke va-
riabele alleen werkzaam is 
In regel Θ-9-10 zijn in de practische situatie twee variabelen A in het model 
opgenomen, terwijl er een redelijk sterk concurrerende variabele С in het spel 
is die buiten de analyse is gehouden De effecten van de A-variabelen worden 
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figuur 8.6 Verschil tussen het A\C-effect in de theoretische situatie en het 
A-effect in de practische situatie in het geval van meerdere con­
currerende variabelen С en één of meerdere variabelen A. Alle va-
riabelen zijn dichotoom en gelijk gespreid. 
regel theoretische situatie practische situatie verschil 
Cj C2 C3 AjlC A2IC A1 A2 AjlC-Aj A2IC-A2 
1 
2 
3 
4 
5 
6 
7 
В 
9 
1 0 
1 1 * 
1 2 * 
. 6 
. 6 
. 6 
. 3 
1 . 2 
1 . 2 
1 . 2 
. 6 
5 . 0 
5 . 0 
5 . 0 
5 
5 
5 
. 6 
. 6 
. 3 
. 3 
. 6 
. 0 
. 0 
. 0 
5 
5 
5 
. 6 
. 3 
. 3 
. 6 
. 0 
. 0 
. 0 
. 6 
. 6 
. 6 
. 6 
. 6 
. 6 
. 6 
. 6 
.fi 
. 6 
. 6 
. 6 
1. 
1, 
1. 
1. 
1. 
. 2 
. 2 
. 2 
. 2 
. 2 
. 6 
.587 
.575 
.564 
.590 
.545 
.550 
.554 
.566 
.141 
.121 
.156 
1 
1 
.103 
.129 
.269 
.231 
.298 
. 0 
.013 
.025 
.036 
.010 
.055 
.050 
.046 
.034 
.459 
.479 
.444 
.097 
.071 
.931 
.969 
.902 
De logoddsratios van de marginale verdelingen (C.C»), (С,С,) zijn in regel 11 
.56, in regel 12 -.44. 
daardoor onderschat. Wat opvalt, is op de eerste plaats dat de mate van onder­
schatting nagenoeg gelijk is aan die, welke ontstaat wanneer elke variabele A 
alleen zou zijn opgenomen (vergelijk figuur 8.5, regel 5 en regel 13 en in fi­
guur Θ.6 regel 4 en regel 9). Maar wat verder vooral een voor de practijk van 
het onderzoek belangrijke constatering is, is dat de verhouding van de geredu­
ceerde effecten de verhouding van de werkelijke effecten zeer nauwkeurig bena­
dert. Er is slechts sprake van een zeer lichte afwijking. In regel 8 is het 
A„-effect niet 2 keer maar 1.993 keer groter dan het A,-effect en in regel 8 
is dit verhoudingscijfer 1.996. Ook wanneer de variabelen С zeer sterk concur­
rerend zijn, zoals in regel 10, worden in de practische situatie weliswaar sterk 
verlaagde effecten gevonden, maar is hun onderlinge verhouding nagenoeg dezelfde 
gebleven. Deze verhouding is voor regel 10 gelijk aan 1.906. Ook blijft dit ge­
handhaafd in de volgende regels, die in een belangrijk opzicht van de vooraf­
gaande afwijken. In de voorafgaande regels waren de concurrerende variabelen na­
melijk zelf onafhankelijk van elkaar. In regel 11 en 12 is dat niet meer zo. Men 
zou misschien verwachten, dat concurrerende variabelen, die onderling samenhan­
gen, minder storend werken dan wanneer ze niet samenhangen. Dat is in zijn alge­
meenheid niet zo. In regel 11 is bijvoorbeeld de marginale samenhang tussen elk 
tweetal variabelen C, uitgedrukt in de logoddsratio, .56 en in regel 12 is dat 
-.44, hetgeen de ene keer tot een ernstiger en de andere keer tot een minder 
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ernstige storing leidt. Wat echter niet verandert, is het relatieve belang 
van de gemeten effecten. Het A¿-effect is respectievelijk 1.906 en 1.905 keer 
groter dan het Ai-effect. Het gaat hier bovendien om zeer sterk concurrerende 
variabelen (een logoddsratio van 5 staat bij gelijke marginale verdelingen on-
geveer voor een verschil van conditionele proporties van .90). In werkelijkheid 
zullen deze variabelen een minder sterke invloed hebben en zal daarom de onder-
linge verhouding van de gemeten effecten, ook bij samenhangende concurrerende 
variabelen, de werkelijke verhouding goed weerspiegelen. 
De ongelijkheid van de verdal innen van dichotome variabelen A3 В en С 
In de trials tot nu toe is er steeds voor gezorgd, dat alle dichotome variabelen 
een .50 - .50 verdeling hebben. Zoals Gillespie al opmerkte heeft de mate van 
scheefheid van de verdeling van de concurrerende variabelen iets te maken met 
de grootte van de vertekening in de meting van de causale effecten. De onder­
zoeker kent deze verdeling doorgaans niet; dit in tegenstelling tat die van de 
variabelen A en B. Men zou zich in het algemeen kunnen afvragen of men, gegeven 
de verdelingen van A en В bepaalde afwijkingen mag verwachten. We hebben daarom 
voor het (2x2x2)geval wat variaties in de gel ijkheid van deze verdelingen aange­
bracht . Als maat voor de ongelijkheid is ρ (1-p ) gehanteerd, waarbij pj de 
kans op de ene categorie van de dichotome variabele is en 1-p. de kans op de an­
dere categorie. In figuur Θ.7 zijn voor verschillende kanswaarden de mate van 
ongelijkheid aangegeven. Verder is voor deze figuur in de theoretische situatie 
het effect van de concurrerende variabele С tweemaal zo hoog ingesteld als dat 
van variabele A; 1.2 versus .6. Zoals al eerder bleek (figuur 8.5), ontstaat er 
dan bij gelijk verdeelde variabelen in de practische situatie een reductie van 
het effect van variabele A van .050. In regel 1 is dit als uitgangspositie ge­
nomen We zullen vervolgens per variabele afzonderlijk de verdeling meer onge­
lijk maken, terwijl we die van de andere gelijk laten. 
Voor wat de oorzaakvariabele A betreft, blijkt uit figuur 8.7, dat een meer of 
minder scheve verdeling de meting van het effect van deze variabele niet extra 
aantast Op afrondingsfouten na blijft deze meting gelijk. Wat voor de scheef­
heid van A (de variantie van A) geldt, geldt overigens ook voor de samenhang 
(de covarιantic) tussen opgenomen oorzaakvanabelen Ook deze hebben daar geen 
invloed op We vermelden dit, hoewel dit niet in deze figuur te zien is. De on­
derzoeker kan dus in deze verdelingen geen indicaties vinden voor de grootte van 
de vertekening in de effecten 
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figuur в./ Versehzl tussen het A\C-ejfeet in de theoretische situatie en het 
A-e f feet in de praet isehe situatie naar de mate van ongelijkheid 
van de verdelingen van de oorzaakvarCabe le A3 de gevolgvariahele И 
en dr coneurrerende variabele С De variabelen zijn diehotoom. In 
de theoretische situatie ia het effect van A gelijk aan .6, van С 
gelijk aan 1. '?. 
regel p. ongelijk- oorzaak- gevolg- concurrerende 
heid variabele A variabele В variabele С 
1 .500 .25 050 .050 .050 
2 .600 .24 .049 .048 .046 
3 .724 .20 .050 .038 .041 
4 .810 .15 .049 .029 .028 
5 .890 .10 .049 .018 .018 
6 .950 .05 .049 .008 .008 
Behalve variabele A is ook de gevolgvanabele В door de practische onderzoeker 
In de analyse opgenomen. De verdeling van de gevolgvanabele В laat wel toe op 
voorzichtige wijze iets over de vertekening af te lelden. Hoe ongelijker de 
verdeling van deze variabele immers is - zo blijkt uit figuur 8.7 van regel 
1-6 - des te geringer de vertekening is. Voor die situaties dus, waarvoor 
log-lineaire analyses het meest adequaat zijn (namelijk in studies naar weinig 
frequent optredende gedragsvormen), worden de effecten het meest zuiver geschat 
Onze ervaring is dat wanneer de concurrerende variabele С dichotoom is, dit in 
de regel geldt, op een enkele sporadische uitzondering met lichte afwijking na. 
Heeft de concurrerende variabele echter meer dan twee categorieën, dan zijn de 
uitzonderingen talrijker en de afwijkingen groter Enige voorzichtigheid dient 
men derhalve wel te betrachten 
Ook de verdeling van de concurrerende variabele С is, zoals uit figuur 8 7 
blijkt, van invloed op de vertekening in de gemeten causale effecten. Op de 
consequenties die Gillespie hieruit trok, is in het voorafgaande reeds gewezen. 
Wanneer in meerdere subpopulaties met verschillende verdelingen van de concur­
rerende variabele de causale structuur tussen A en В wordt onderzocht, leidt 
dit tot verwarring Een verschil dat wordt waargenomen in de effecten tussen 
subpopulaties, kan immers toegeschreven worden aan een verschil in de verde1ing 
van С of aan een verschil in de causale structuur. Maar laten we eens twee sub­
popul at íes aannemen met dezelfde causale structuur als in figuur 8 7 veronder-
stel d In de ene subpopulatie is de ongelijkheid van de verdeling van С 24, 
hetgeen een effect-meting geeft van 600 - 046 = 554, in de andere subpopulа-
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tie is С veel schever verdeeld, namelijk 10, wat tot gevolg heeft dat het ef­
fect van A minder onderschat wordt 600 - 0 18 = 5Θ2 In dit geval - met toch 
een redelijk sterk concurrerende variabele С en een redelijk verschil in scheef­
heid van de verdelingen van С in de subpopulaties - is het verschil in causale 
structuur desalniettemin gering 
Hoewel het zo dadelijk pas aan de orde komt, dient hier verder te worden ver­
meld, dat de regel 'hoe gelijker С verdeeld, hoe groter de vertekening van het 
effect van A' alleen voor een dichotome C-variabele opgaat Is de concurreren­
de variabele polytoom, dan zijn er meerdere effecten van С te onderscheiden, 
welke afhankelijk van de verdeling van C, verschillend worden gewogen 
Eén concurrerende varvabele met meerdere саЬедоггееп 
Hoewel we er al op vooruit gelopen zijn, is het geval van een polytome C-varia-
bele interessant genoeg om het apart te bekijken Er zijn dan immers meerdere 
C-effecten te onderkennen, zoals dat ook was in figuur 8 6, waar het evenwel 
ging om meerdere variabelen С Daar werd geconstateerd, dat één sterke concur-
rent al tot een flinke reductie in het effect van A kon leiden Geldt dat nu 
ook, als er één hoog effect is van een concurrerende variabele met meer dan 
twee categorieën? Figuur θ 8 laat weer in een aantal voorbeelden zien in welke 
mate er van een reductie van het effect van A in de practische situatie sprake 
is, wanneer een concurrerende variabele met 5 categorieën tevens werkzaam is, 
doch niet opgenomen Voor de definitie van het effect van С is categorie 1 als 
referentie-categorie genomen De effecten, die we laten corresponderen met 
volgende categorieën (2, 3, 4 en 5) houden een vergelijking in van deze catego-
rieën met de referentie-categorie De verdeling van С is gelijk gehouden tenzij 
anders vermeld De andere variabelen zijn dichotoom en gelijk gespreid 
In regel 1 lezen we, dat wanneer de categorie-effecten van С gelijk zijn aan 
nul, er in de practische situatie geen reductie plaats vindt van het АІС-effect 
Deze regel fungeert weer als uitgangspositie In regel 2-5 wordt successievelijk 
een categorie-effect van 6 toegevoegd We zien dat er een lichte afwijking gaat 
ontstaan bij toevoeging van één effect en dat die afwijking ongeveer gelijk 
blijft bij toevoeging van meerdere effecten van gelijke waarde Dit is anders 
dan wat we in figuur 8 5 geconstateerd hebben, waar elke nieuwe toevoeging van 
een nieuwe concurrerende variabele met een gelijk effect een evenredige daling 
in de schatting van het A-effect liet zien 
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figuur 8.8 Verschil tussen het A\C-effeat in de theoretische situatie en het 
A-effect in de practische situatie in het geval van één concurre-
rende variabele С met S categorieën. С is gelijk verdeeld, tenzij 
in de tekst anders is vermeld. De variabelen A en В zijn dichotoom. 
regel de theoretische situatie de practische situatie 
C=2 C=3 C=4 C=5 AlC A AI C-Α 
1 .6 .6 .0 
2 .6 .6 .592 .008 
3 .6 .6 .6 .587 .013 
4 .6 .6 .6 .6 .587 .013 
5 .6 .6 .6 .6 .6 .592 .008 
б" .6 .6 .591 .009 
7 .1 .1 .2 2.0 .6 .534 .066 
β* 5.0 .6 .599 .001 
θ" 5.0 .6 .438 .162 
de verdelingen van С zijn voor deze regels ongelijk, zie tekst. 
Wanneer meerdere categorieën van С eenzelfde effect (uitgedrukt ten aanzien van 
een referentie-categorie) hebben, zijn er kennelijk geen verschillen tussen de­
ze categorieën zelf. Zou men daarom over deze categorieën samentrekken (regel 
6) en dezelfde effect-waarde (.6) toekennen aan de samengetrokken categorie, 
dan blijft de vertekening in de effect-meting van variabele A gelijk. De ver-
deling van С is daarmee scheef (p(C=l) = 2 en p(C=2,3,4,5) = .8), zodat de ver­
tekening die optreedt iets minder is dan wanneer deze niet scheef zou zijn (fi­
guur 8.5). Het gaat kennelijk om het vóórkomen van een effect-waarde van .6 en 
het is niet van belang in hoeveel categorieën van С dit effect voorkomt. In de 
volgende regel 7 blijkt dit nog eens* het gemiddelde effect van de categorieën 
is ook 6, maar de uitschieter van het effect van categorie 5 (2.0) zorgt blijk-
baar voor een grotere vertekening dan in regel 5 het geval is. Regel 8 en 9 la-
ten tenslotte zien hoezeer de spreiding van de concurrerende variabele van bete-
kenis is In regel 8 is de kans dat categorie 5 van С voorkomt, uiterst gering 
(p(C=5) = .001), in regel 9 is deze kans zeer groot (p(C=5) = .720). De overige 
categorieën komen verder onder een gelijke kans voor. Verder heeft in beide re-
gels alleen categorie 5 een effect en wel een ongemeen boog effect van 5 
(exp(5) = 148). Dit zeer hoge effect nu leidt tot een verwaarloosbare verteke-
ning van het A-effect in de practische situatie, wanneer de kans op het voorko-
men van categorie 5 gering is, maar deze vertekening is van de andere kant zeer 
groot als de kans op het voorkomen van categorie 5 groot is. Voor de practijk 
van het onderzoek betekent het bovenstaande derhalve dat er, om een idee te 
225 
krijgen van de vertekening als gevolg van de polytome concurrerende variabele С, 
twee soorten vragen van belang zijn, is er een concurrerende variabele, waarvan 
eén of meer categorieën een relatief veel sterker effect hebben dan de opgenomen 
variabele? En vervolgens, wanneer dergelijke categorieën zich voordoen komen 
die categorieën onder een redelijke kans voor? 
Hiermee sluiten we de resultaten af van een aantal trials met betrekking tot de 
werking van zelfstandig concurrerende variabelen, die in de analyse niet zijn 
opgenomen Het spreekt vanzelf, dat de indrukken die we hebben aangegeven, 
slechts een tentatief karakter hebben en dat verder methodologisch onderzoek 
nodig is Maar al bij al lijkt het erop, dat dergelijke variabelen de kwantita-
tieve uitslag van een analyse danig kunnen vertroebelen, terwijl de onderzoeker 
in de meeste gevallen niet in staat zal zijn de herkomst van die vertroebeling 
vast te stellen Wat hier in de figuren 8 5 t/m 8 8 gescheiden is (aantal, 
sterkte, samenhang, scheefheid, aantal categorieën), is in werkelijkheid tege-
lijkertijd aanwezig Samenvattend zouden we de volgende voorlopige conclusies 
kunnen trekken 
1 niet-opgenomen concurrerende variabelen leiden, indien onafhankelijk van de 
opgenomen oorzaakvariabelen, altijd tot een onderschatting van de effecten 
van de beschouwde oorzaakvanabelen 
2 practisch relevant lijkt de onderschatting pas te worden, als de concurre-
rende variabelen relatief belangrijker zijn voor de gevolgvariabele dan de 
opgenomen oorzaakvanabelen 
3 de verhouding van de effectschattingen van de in de analyse betrokken oor-
zaakvariabelen op een bepaalde gevolgvariabele wordt nagenoeg niet geschaad 
door de aanwezigheid van onafhankelijk concurrerende variabelen, hoe invloed-
rijk deze ook zijn 
4 in het algemeen lijkt het er op dat, naarmate de gevolgvariabele schever ver-
deeld is, de vertekening in de waargenomen effecten geringer zal zijn 
5 wanneer er meer dan twee categorieën van de concurrerende variabele te on-
derscheiden zijn, zijn het de frequent ief belangrijke categorieën met rede-
lijke effecten die storend werken 
Vooral de derde conclusie lijkt ons voor de practijk van bijzondere betekenis 
te rijn Als men in zijn ondcrzoeksuitspraken afziet van de absolute hoogte van 
effecten (n alleen spret kt in termen van het ene effect is zoveel sterker of 
minder sterk dan het ändert (ffccL dan 7i ]n die uitspraken juist en is men 
niet v( rplicht aan de mislipr wt rkin^ van concurrerende variabelen aandacht te 
¿¿G 
besteden Voor veel sociaal wetenschappelijke vraagstellingen zal dit een be­
langrijk en bevredigend antwoord zijn Maar wellicht ten overvloede herhalen 
we hier, dat deze conclusie alleen geldt als het om concurrerende variabelen 
gaat, die onafhankelijk zijn van de in de analyse opgenomen oorzaakvarlabelen 
Aansluitend hierop willen we nog kort ingaan op een ander netelig probleem bij 
tabelanalyse, dat bestaat in de beperkte mogelijkheid om veel oorzaakvarlabelen 
in de analyse tegelijk op te nemen De reden daarvan is dat er dan al snel te 
lage frequenties ontstaan Dat neemt echter niet weg dat informatie over die va­
riabelen wel in het onderzoeksmateriaal aanwezig is en soms op een zinvolle ma­
nier binnen het kader van een causale analyse kan worden aangevoerd Zo is om 
genoemde reden in de analyse, waarmee we dit hoofdstuk zijn gestart, de varia­
bele geslacht S niet opgenomen Gezien de analyse van hoofdstuk 7 is dit even­
wel zeker een variabele die naast de variabelen milieu en prestatie een invloed 
uitoefent op het behalen van een vwo of havo diploma Het allerbelangrijkste 
wat in het kader van een causale analyse dan gedaan moet worden, is nagaan of 
er inderdaad sprake is van een ^eljetandzi concurrerende variabele De vraag 
moet met andere woorden beantwoord worden of geslacht onafhankelijk is van 
enerzijds milieu en anderzijds van milieu en prestatie Daarbij gaan we uit van 
een uitgebreider causaal diagram, waarvan het diagram in figuur 8 1 slechts een 
onderdeel is 
De analyse van de grote tabel (MSPD) is vanwege te lage frequenties niet moge­
lijk Een nadere analyse van de kleinere tabel (MS) laat zien, dat S onafhanke-
lijk is van M, zodat S als een zelfstandig concurrerende variabele ten aanzien 
van Pis te beschouwen Vervol gens heeft een analyse van de tabel (MSP) uitge­
wezen, dat S onafhankelijk is van M en Ρ er is geen interactie tussen S, M en 
P, en ook is de samenhang tussen S en Ρ niet significant S is dus ook als een 
zelfstandig concurrerende variabele ten aanzien van D te beschouwen Deze addi­
tionele analysen dienen ertoe zekerheid te krijgen omtrent het zelfstandige ka­
rakter van de variabele geslacht S Indien mogelijk, zijn dergelijke analysen 
dus altijd aan te raden, omdat pas dan de uitspraak met betrekking tot de rela­
tieve invloed van M en Ρ op D geldig kan 7ijn 
Wat vervolgens nog gedaan kan worden, is een analyse van de samenhang tussen S 
en D in de marginale (2x2)tabel (SD). De logoddsratio in deze tabel is .39, met 
standaardafwijking .123. In een diagram verkrijgen we dan de volgende waarden 
met de aantekening, dat ze uit twee verschillende analysen voortkomen; daarom 
is .39 tussen haakjes geplaatst: 
De laatste vervolganalyse heeft echter slechts beperkte waarde, omdat er nage­
noeg niets uit kan worden afgeleid omtrent de verhouding van de drie causale 
effecten van Μ, Ρ en S, zoals deze uit een analyse van de grote tabel (MSPD) 
zouden blijken. Het enige wat men zou kunnen zeggen is, dat het geslachtseffect 
zeker kleiner is dan het grootste effect van de opgenomen oorzaakvariabelen en 
vervolgens dat gezien de hoge effecten van milieu en prestatie het geslachts­
ef fect, zoals dat uit de marginale tabel bleek (.39), vermoedelijk in hoge mate 
onderschat is. Omdat deze tweede vervolganalyse weinig oplevert voor de vraag 
naar de relatieve invloed van de drie oorzaakvariabelen Μ, Ρ en S, hoeft een 
soortgelijke analyse in het algemeen derhalve niet altijd wenselijk te zijn. 
Van de drie in het begin van deze paragraaf genoemde punten, reciprociteit, 
transitiviteit en onafhankelijk concurrerende variabelen, hebben we de meeste 
aandacht besteed aan het laatste. Het is ook het punt, dat de onderzoeker 
het meest zorgen moet baren. De eerste twee punten stellen de onderzoeker im­
mers voor voldongen feiten en die kan men slechte accepteren. Als men een cau­
saal proces specificeert op een wijze, zoals dat binnen het log-lineaire analy­
sekader gebruikelijk is, vloeit daar noodzakelijkerwijze uit voort, dat weder­
kerige effecten dezelfde geschatte waarde krijgen en dat indirecte effecten 
niet kwantitatief kunnen worden vastgesteld. En daarmee houden deze problemen 
op een probleem te zijn. Zijn er echter buiten de in de analyse betrokken oor­
zaakvariabelen nog andere concurrerende variabelen in het spel (en dat is al­
tijd wel het geval), dan is het kwantitatieve beeld dat de onderzoeker als uit­
komst van analyse krijgt, niet meer als geldig te beschouwen Dan dient hij 
zich in het bijzonder zorgen te maken op de eerste plaats over de vraag, of de­
ze variabelen onafhankelijk zijn te beschouwen van de oorzaakvariabelen, die 
hij wel heeft opgenomen. Dat is een zorg, die hij deelt met de onderzoeker die 
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padanalyse toepast Wordt deze vraag positief beantwoord, dan komt hij echter 
als toepasser van log-lineaire analysen voor extra vragen te staan als, hoe 
groot de invloed van deze concurrerende variabelen getaxeerd moet worden, hoe-
veel het er zijn, hoe hun verdeling is De enige mogelijkheid voor hem om deze 
vragen te ontwijken is af te zien van een exacte bepaling van de effecten, ze 
te accepteren als de effecten zoals ze minimaal zijn (behoudens onbetrouwbaar-
heidsmarges) en vooral af te gaan op hun onderlinge verhouding 
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BIJLAGEN 
De bedoeling van de bijlagen A, В, С en D is niet een uiteenzetting te geven 
van de statistische theorie (daarvoor zij verwezen naar de statistische litera­
tuur van de verschillende analyse-procedures), maar ten behoeve van de analyse­
uitvoering een aantal meer technische aspecten te laten zien. Zij betreffen voor­
al de relatie die er bestaat tussen de design- en de reparametrizeringsmatrix. 
De diverse mogelijkheden om deze matrices te construeren zullen worden geadstru­
eerd. Voor sommige computer-programma's moet de eerste matrix worden opgegeven 
(zoals GLIM), voor andere de tweede (zoals MULTIQUAL), voor sommige moet één van 
belde worden opgegeven, zoals ze geconstrueerd zijn op basis van de afzonderlij-
ke matrices per variabele (zoals GLIM); andere programma's (de meesten onder an-
dere ECTA, MULTIQUAL, FUNCAT) volstaan met opgave van alleen de matrices per va-
riabele Hoe het ook zij, de onderzoeker zal zelf iets moeten doen en daarnaast 
kan hij ook veel aan de computer overlaten. Afhankelijk van het programma, kan 
hij uit deze bijlagen halen wat hij nodig heeft; de rest kan dan beschouwd wor-
den als datgene wat er zich achter de (beeld-)schermen afspeelt. 
De inhoud van de bijlagen is alsvolgt: 
A: contrasten voor één variabele 
В opleggen van (lineaire) constraints aan parameters betreffende één variabele 
C: contrasten voor meerdere variabelen 
D. opleggen van constraints aan parameters betreffende meerdere variabelen 
2 
E: tabel crltieke waarden χ . 
Er zal in tegenstelling tot de hoofdtekst meer van matrix algebra gebruik worden 
gemaakt Bekend verondersteld worden matrix vermenigvuldiging, het begrip inver­
se matrix en de determinant van een nat rix 
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Bijlage A Contrasten voor één variabele. 
In log-lineaire analysen zijn er drie matrices, die op elkaar betrokken zijn: 
A: de oorspronkelijke designmatrix 
X: de designmatrix, ook wel basismatrix genoemd (Bock, 1975) 
C: de contrastmatrix, ook wel reparametrizeringsmatrix genoemd (onder andere 
Finn, 1974). 
De betrokkenheid tussen deze matrices komt tot uitdrukking in het matrix-pro-
duct A = XC. De oorspronkelijke designmatrix A heeft een vaste vorm, die bij 
een bepaalde tabel hoort. De contrastmatrix С is door de onderzoeker vrij te 
bepalen. Zijn keuze zal op inhoudelijke gronden tot stand komen (zie hoofdstuk 
5). Is de keuze eenmaal gedaan, dan ligt ook de designmatrix X vast. 
Voor een tabel waarin de frequentie-verdeling gegeven wordt van één variabele 
met η categorieën, is het volgende oorspronkelijke log-frequentie model op te 
stellen: Z_ = Α λ. Uitgeschreven is deze vergelijking (met weglating van super­
indices voor de variabele aanduiding): 
l o g mj 
l o g m2 
l o g m 
η 
= 
1 о 
О 1 
(A.l) 
Hierin bevat de vector λ_ de (n+1) parameters, waarvan de eerste de algemene pa­
rameter is en de overige de η parameters voor de categorieën. De algemene ge-
daante van de oorspronkelijke designmatrix A voor één variabele is steeds 
(1 I ). Hierin is 1 een eenheidsvector met η elementen één en I de identi-
-n η -η η 
teitsmatrix van de orde (η χ n). Deze matrix A wordt ulteengelegd in het produkt 
van een designmatrix X en een contrastmatrix C. 
Hoewel de contrastmatrix С vrij te kiezen is, heeft een deel ervan toch een al­
gemene gedaante. Corresponderend hieraan heeft ook de eerste kolom van de de­
signmatrix X een algemene gedaante. · 
1 1 1 1 
1 0 
0 1 
(A.2) 
232 
Hier staat het product A . „
ч
 = X С , ,. in zijn algemene vorm. Vrij te 
nx(n+l) ηχη nx(n+l) 
bepalen is van de contrastmatrix wat rechtsonder 'tussen' de stippellijnen moet 
komen te staan. Het is het gedeelte, dat door de onderzoeker moet worden opge­
vuld. Is dit gedaan, dan ligt ook van de designmatrix X vast, wat daarin rechts 
van de stippellijn komt te staan. We merken verder op, dat wanneer C* de matrix 
С is met weglating van de eerste kolom, voor X en С geldt, dat I = XC . Met an­
dere woorden X is de inverse van С en omgekeerd. 
Met behulp van (A.2) kan het oorspronkelijke model (A.l) verder uitgeschreven 
worden: 
l_ = XCX (A.3) 
Hierin vormt het produkt Ολ, dat we у noemen, de vector met nieuwe parameters. 
De contrast- of reparametrizerlngsmatrlx С geeft dus aan op welke wijze de nieuwe 
parameters een lineaire combinatie zijn van de oorspronkelijke A-effecten. Men 
spreekt daarom van lineaire contrasten tussen de γ-effecten. Maar zoals we nog 
zullen zien kunnen de nieuwe parameters in y_ ook geschreven worden als lineaire 
combinaties van de logarithmen van de verwachte frequenties in de categorieën 
middels matrix С . Men spreekt daarom ook wel van contrasten tussen log-frequen-
ties van de categorieën. 
Met de nieuwe parameters in y_ is (A.3) te schrijven als 
t = Χχ (Α.4) 
Heeft de variabele η categorieën, dan zijn er η nieuwe γ-parameters, waarvan één 
parameter het algemeen effect is en verder n-1 parameters voor de categorieën van 
de variabele. Dit correspondeert met n-1 contrasten, die door de onderzoeker voor 
de variabele gekozen moeten worden. 
Bij de toelichting zullen we gebruik maken van de geobserveerde verdeling van de 
variabele diploma (tabel A), zoals die in de tekst ook naar voren is gekomen : 
tabel A Geobserveerde verdeling van variabele D: aantallen kinderen van de ge-
neratie 296b3 dat een diploma heeft behaald voor: 
gymnasium, atheneum, h.b.s. 167 
havo, mms 161 
mavo, ulo 357 
lbo 629 
geen 523 
Veel gebruikte contrasten en designs zijn de volgende (zie in het algemeen over 
contrasten binnen een variantie-analytische context Finn, 1974). Het eerste con-
trast zullen we wat uitgebreider toelichten. 
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1. Het simpel contrast С : hierbij wordt één van de n-categorieèn als een referen-
tie-groep beschouwd en worden de overige categorieën 
vergeleken met deze referentie-groep. 
Voor een variabele D met η categorieën wordt de contrastmatrix, voorzover het 
het gedeelte betreft 'tussen' de stippellijnen van (A.2): 
1 0 -1 
'1 categorie 1 tegen 
categorie 2 tegen 
1 
λ
„
 =
 "b 
1 -1 
'•'n-l categorie n-1 tegen n: n-l 
λ
η
 =
 Ύη-
De verschillen van de λ-effecten van de categorieën met het λ-effect van de re­
ferentie-categorie vormen de nieuwe γ-parameters. Behalve de laatste categorie 
kunnen ook andere categorieën als referentie genomen worden. De kolom met de 
(-l)en komt dan op de betreffende plaats te staan. 
De designmatrix X die bij bovenstaande contrastmatrix С hoort, is op de eerste 
kolom na: 
n-l -_1 
η η 
-Λ n-l 
η η 
-1 
η 
-1 
η-1 
η 
-1 
η 
(Α.5) 
Wanneer we gebruik maken van dit contrast, komt voor de gegevens uit tabel A het 
volledige log-frequentiemodel er als volgt uit te zien 
log m1 
log m/ 
log m 3 
log mh 
log m 
= 
.8 -.2 
• 2 8 
• 2 -.2 
-.2 - 2 
-.2 - 2 
designmatrix Χ 
2 - 2 
2 - 2 
8 -.2 
2 β 
2 - 2 
contrastmatrix С 
.2 
-1 
-1 
-1 
-1 
"λ 
λ1 
λ, 
λ3 
λ1 
(Α.6) 
De nieuwe γ-parameters zijn hierin geschreven als 
= λ 
= \ 
.2(λ, λ. V ) 
λ
Γ 
Ъ 
• » , . 
Schattingen van de γ-parameters kunnen bij verzadigde modellen, zoals hier, een­
voudig verkregen worden met behulp van de inverse van X. Wo zagen reeds, dat de-
/.u inverse gelijk is aan С (de afgeknotte C) Uit (A.4) volgt > S = С E 
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errata 
peg. 
14 
15 
23 
36 
47 
103 
125 
166 
regel 
6 
2 
14 
5 ν, 
17 
3 
5 
5 
1 
2 v. 
.о. 
• О . 
! 
factoren 
+ 
belde 
komen 
diagram (2 
(3.46) 
150 
13Θ 
vervangen 
gesloten 
Doet 
.2) 
zijn 
fasen 
de afhankelijke variabele ofwel met belde 
krijgen 
diagram 
(3.47) 
248 
1.39 
vervangen worden 
bovenste 

Ύ 
ïl = 
JU 
.2 
Ο 
1 
ο 
ο 
.2 
Ο 
Ο 
Ο 
1 
"log 167 
log 161 
log 357 
log 629 
log 523 
5.76 
-1.14 
-1.18 
- .38 
.18 
SE 
.03 
.09 
.09 
.07 
.06 
(Α.6) 
We kunnen hierin zien dat de contrasten behalve dat ze gezien kunnen worden als 
de contrasten tussen de oorspronkelijke λ-effecten, tevens ook contrasten zijn 
tussen de verwachte log-frequenties. De standaardfouten (SE) zijn voor verzadig­
de modellen (Goodman, 1971; Fienberg, 1961) ook gemakkelijk uit bovenstaande te 
berekenen. Geven we de elementen van de matrix С aan met с , waarbij ι loopt 
over de kolommen van 1, ..., I(=5) en j over de rijen van 0 J(=4) en noe­
men we het algemeen effect γ even γ0, dan is de schatting van de standaardfout 
van het J-de effect: 
SE(Y ) = ( Ζ 
3
 i=l 
: ·
2
 f"1) è 
ij ι (A.7) 
Voor niet-verzadigde modellen is (A.7) niet de schatting van de standaardfout. 
Om niet-verzadigde modellen verder toe te lichten stellen we in (A.6) γ^  = 0, 
hoewel dit effect feitelijk significant is (.18/.06 = 3). Het vierde contrast 
komt daarmee te vervallen en corresponderend daaraan de laatste kolom in de de-
signmatnx: 
log mj 
log m2 
log m3 
log π\ 
log ПЦ 
= 
.8 -.2 
.2 .8 
.2 -.2 
.2 -.2 
.2 -.2 
λ 
λ1 
h 
λ3 
К 
λ
Γ> 
(Α.8) 
Schattingen van deze γ-parameters kunnen niet met behulp van de inverse van de 
designmatrix worden verkregen, omdat deze geen gewone inverse heeft. Worden ze 
met behulp van grootste-aannemelijkheid-proceduren geschat, dan blijft het wel 
mogelijk geheel analoog aan bovenstaande, de geschatte γ-parameters als volgt 
uit te drukken in de loganthmen van de verwachte frequenties. De standaardfou­
ten, die GLIM geeft, zijn hieraan toegevoegd 
Y 
Ύ1 
Ь 
= 
.2 
1 
0 
0 
L 
.2 
0 
1 
0 
.2 
0 
0 
1 
.2 
0 
0 
0 
.2 
-1 
-1 
-1 
-> 
log 167 
log 161 
log 357 
log 576 
lop 576 
= 
5 76 
-1 24 
-1.27 
- 48 
L J 
met 
SE 
03 
08 
08 
.06 
Conform de hypothese, dat yl (= \, - \.) = 0 verschijnen in cel 4 en 5 als ver­
wachte frequenties het gemiddelde van de geobserveerde ((629 + 523J/2 = 576), 
zodat het contrast tussen deze cellen (log ш^ - log Шг) gelijk aan nul is. 
Zou het model nog verder worden beperkt door alle γ.-parameters nul te stellen, 
dan bevat het model alleen nog de algemene parameter y. De verwachte frequenties 
worden dan gelijk aan het gemiddelde 1837/5 = 367.4. Het zou een situatie zijn, 
die ook zou ontstaan wanneer andere contrasten gekozen waren en dan de volgens 
die contrasten gedefinieerde effecten waren nul gesteld. Welke contrasten men 
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dus ook kiest, de afwijking G is steeds dezelfde als alle parameters van een 
bepaald subset worden nulgesteld. Dit is ook zo bij uitgebreidere modellen. 
2. Het deviatie contrast D: hierbij wordt geen specifieke categorie als referen­
tie genomen, maar het gemiddelde van alle klassen. 
In ECTA worden volgens dit contrast de effecten ( by default) bepaald. De ma­
trix С voorzover het het gedeelte tussen de stippellijnen betreft is: 
— — — D. : λ. - (λ_ + ... + λ )/n = γ
Ί 
η η η 1 1 1 η 1 
— — . . — D ; λ - (λ + ... + λ )/η = γ 
η η η 2 2 1 η'' '2 
-1 η-1 
D , : λ , - ( λ + . . . + λ ) / η = γ , 
η-1 η-1 1 η η-1 
De designmatrix Χ die bij het deviatie-contrast hoort, ziet er als volgt uit: 
1 0 0 
0 1 0 
(A.9) 
0 0 0 1 
-1 -1 -1 -1 
V/at opvalt in deze designmatrix (A.9) is, dat het gedeelte dat achter de stippel­
lijnen ligt de transpose is van de simpel contrastmatrix, voorzover deze tussen 
de stippellijnen ligt. Ook omgekeerd is de designmatrix, die hoort bij het simpel 
contrast (A.5) op gelijke wijze de transpose van de deviatie contrastmatrix. Om­
dat deze matrices zo veel op elkaar lijken illustreren we deze hier niet. 
Het deviatie contrast komt verder op een fractie na overeen met een ander voor 
de hand liggend contrast namelijk dat contrast waarin elke categorie vergeleken 
wordt met het gemiddelde van alle andere categorieën. Vermenigvuldigt men alle 
elementen van de deviatie contrastmatrix (binnen de stippellijnen) met n/(n-l), 
dan ontstaat het bedoelde contrast. De elementen van de designmatrix in (A.9) 
236 
moet men vervolgens met (n-l)/n vermenigvuldigen om de bijbehorende designmatrix 
te krijgen. De γ -parameter, gedefinieerd volgene dit contrast worden daarmee 
ook n/(n-l) groter dan die gedefinieerd volgens het deviatie-contrast. 
3. Het opeenvolgend simpel contrast 0: bij dit contrast fungeert niet één vaste 
categorie als referentiecategorie, maar 
voor elke categorie (op de laatste na) is 
dit de direct erop volgende categorie. 
Wanneer de categorieën van de variabele een bepaalde ordening impliceren, kan 
dit contrast zinvol worden toegepast. De contrastmatrix С met weglating van het 
vaste gedeelte is: 
-1 0 
1 -1 
'1 λ1 " λ2 >1 
У2 
0 0 . 1 - 1 
De bijbehorende designmatrìx X is: 
η-1 η-2 η-3 1 
η π η η 
-1 η-2 η-3 1 
η η η η 
-1 -2 η-3 1 (Α. 10) 
-2 -3 
-(η-1) 
. 8 
. 2 
.2 -
.2 -
.2 -
. 6 
. 6 
. 4 
. 4 
. 4 
. 4 
. 4 
. 4 
- . 6 
- .6 -
. 2 
. 2 
. 2 
. 2 
- . θ 
1 
0 
0 
0 
0 
. 2 
1 
0 
0 
0 
. 2 
- 1 
1 
0 
0 
. 2 
0 
- 1 
1 
0 
. 2 
0 
0 
- 1 
1 
2 
0 
0 
0 
1 
λ 
λι 
λ 2 
λ 3 
λ., 
λ 5 
Voor het voorbeeld van tabel A ontstaat: 
log mj 
log m2 
log m3 
log m,, 
log m5 
4. Het Uetmevt contrast H: dit contrast is ook vooral geschikt wanneer de varia­
bele van ordinaal meetniveau is. Immers hierin wordt 
de eerste categorie met het gemiddelde van de overige 
vergeleken ; vervolgens de tweede categorie met het ge­
middelde van de overige (met uitzondering van de eer­
ste) etc. De contrastmatrix is: 
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-1 -1 
n-1 n-1 
-1 
n-1 
-1 
n-2 
(λ. + λ„)/(η-1) = γ. 
<λ3 + ... + λη)/(η-2) = γ 2 
-1 Η, 
η-1 · Ύη-1 
De hierbij behorende designinatrix X is: 
n-1 
η 
- 1 
η 
- 1 
η 
-1 
n-2 
n-1 
- 1 
n-1 
-1 
(A.11) 
In het voorbeeld toegepast, wordt het log-frequentie model: 
log nij 
log m 2 
log m 3 
log m1( 
log m 5 
1 .8 
1 - . 2 
1 - . 2 
1 - . 2 
1 - . 2 
0 
. 7 5 
- . 2 5 
- . 2 5 -
- . 2 5 -
0 
0 
. 6 7 
- . 3 3 
- . 3 3 
0 
0 
0 
. 5 
- . 5 
1 .2 .2 .2 .2 .2 
0 1 -.25 -.25 -.25 -.25 
0 0 1 -.33 -.33 -.33 
0 0 0 1 -.5 -.5 
0 0 0 0 1 -.1 
Het Helmert contrast heeft, evenals het volgende contrast de eigenschap van or-
thogonaliteit. Dit betekent dat het inwendig product van twee willekeurige rijen 
van de contrastmatrix С gelijk is aan nul. Hetzelfde geldt voor С . Het inwendig 
product van bijvoorbeeld rij 1 en rij 2 is (.2x1) - 4(.2x-.25) = 0. Deze eigen­
schap brengt met zich mee dat in de designmatrix de contrasten verhoudingsgewijs 
zichtbaar zijn. Aangetoond kan immers worden dat X = С D , waarin D een diago­
naal matrix is met op de diagonaal de som van de kwadraten van de rij-elementen 
van С In het voorbeeld met weglating van nullen: 
Ί -1 
X = 
1 
-.25 1 
.25 -.33 
.25 -.33 
L·' 
.25 -.33 -.5 
.20 
1.25 
1.33 
1.50 
2.00 
Wanneer voor meerdere variabelen in één analyse orthogonale contrasten gekozen 
worden, is ook de hieruit te construeren gezamenlijke contrastmatrix (zie bijla-
ge C) orthogonaal. In dit verband merken we vorder op dat voor een dichotome va-
riabele het onderscheid naar contrasten niet relevant is; de contrastmatrix is 
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steeds orthogonaal en de designmatnx gelιjk aan de getransponeerde con trast ma­
trix, vermenigvuldigd met een constante 
5 Het polynoom contrast Ρ Is een variabele, zeg diploma D, van interval meet-
niveau, dan kunnen de log-frequenties gezien worden 
als een functie van de waarden van deze variabele Er kunnen dan n-1 polynoom 
contrasten onderscheiden worden om de effecten te bepalen van achtereenvolgens 
2 n-1 
D, D , , D Voor de practιjk worden meestal slechts de eerste twee con­
trasten gebruikt Het het eerste contrast wordt nagegaan of de log-frequenties 
op een rechte stijgende (of dalende) lijn zijn te plaatsen Dit contrast heet 
daarom het lineaire polynoom contrast Het tweede, zogenaamde kwadratische po­
lynoom contrast wordt eraan toegevoegd als de logarithme van de verwachte fre­
quenties volgens een dal- of topparabool zijn te beschrijven, het derde heeft 
men daarenboven nodig wanneer de logarithmen van de verwachte frequenties een 
derde machtsfuncite van de schaal-waarden zijn etc Gewoonlijk worden (Bock, 
1975, ρ 585) de design-matrices gegeven voor variabelen van verschillende aan­
tallen categorieën Voor variabelen van 2 tot en met 5 categorieën zijn deze 
matrices 
n=2 n=3 n=4 
1 1 1 - 1 1 1 - 3 1 - 1 1 
1 - 1 1 0 - 2 1 - 1 - 1 3 1 
1 1 1 1 1 - 1 - 3 1 
1 3 1 1 1 
1 
Vanwege de orthogonaliteitseigenschap zijn de contrastmatrices eenvoudig uit de-
ze desïgnmatrices af te leiden Normaliseert men de kolommen van de designmatrlx 
eerst door de elementen te delen door de wortel van de som van de kwadraten van 
de elementen, dan is de contrastmatnx op transponeren na, gelijk aan deze ge-
normaliseerde designmatrix Onder meer in ЕСТA kan men van deze genormaliseerde 
matrices gebruik maken 
Toepassend in het voorbeeld alleen het lineaire polynoom contrast en de genoemde 
normalisatie achterwege latend, wordt het log-frequentie model i. - Χγ 
log ra, 
log m? 
log m3 
log ™k 
log mt 
= 
1 -2 
1 -1 
1 0 
1 1 
1 2 
Men kan de parameter γ, beschouwen als een contrast van de oorspronkelijke para­
meters, с q van de logarithmen van de verwachte frequenties In dit geval is 
-1 
2 
0 
-2 
1 
(A.12) 
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het contrast vanwege de orthogonaliteit gelijk aan de tweede kolom van de de­
signmatrix X, gedeeld door de som van de kwadraten van de elementen, zodat γ, 
te schrijven is als: 
γ = 10-1<-2λ - 1λ + Ολ + 1λ + 2λ ) of 
γ = 10 (-2m - lm + Om + lm + 2m ). 
Eenvoudiger kan γ, echter geschreven en geïnterpreteerd worden als het verschil 
tussen elk tweetal opeenvolgende log m 's. Zo is volgens (А.1Э) log пь
+
і -
log m. = γ,. De toename van de log m.'s is dus steeds gelijk aan YJ , zodat de 
m 's exponentieel toenemen met exp(Yj). 
6. Andere willekeurige contrasten. 
Behalve deze vijf contrast-typen kunnen in bepaalde situaties andere contrasten 
meer voor de hand liggen. Men kan deze dan zelf opstellen, rekening houdend met 
de volgende voorwaarden (Finn, 1974, p.222): 
1. de rijen van de contrastmatrix moeten lineaire combinaties zijn van de rijen 
van de oorspronkelijke designmatrix. Immers dan gaat het matrix-product A=XC 
op. Elke rij in A is hierin een lineaire combinatie van de rijen van С en omge­
keerd is dan elke rij van С een lineaire combinatie van de rijen van A. In 
hoofdstuk 3 is ook aan de orde geweest dat bij de definitie van een bepaald ef­
fect, dit is dus bij de constructie van bepaalde contrasten, rijen van A gecom­
bineerd worden. 
2. de contrastmatrix moet uit onafhankelijke rijen bestaan. Dit betekent op de 
eerste plaats dat de onderzoeker n-1 contrasten voor een variabele met η cate­
gorieën moet opstellen. De eerste rij van С ligt immers al vast. Vervolgens 
moet hij ervoor zorgen dat de rijen van С geen lineaire combinaties van elkaar 
zijn. Deze eis is nodig om vanuit С de designmatrix X te kunnen berekenen. 
3. verder zorgt men ervoor dat per afzonderlijk contrast de som van de elemen­
ten nul is. 
In de practijk zal bij het opstellen van contrasten steeds min of meer vanzelf 
aan deze voorwaarden voldaan zijn. Als voorbeeld van tabel A zouden we geïnter-
esseerd kunnen zijn in de volgende verschillen tussen categorieën met de erbij 
behorende contrastmatrix: 
geen diploma en wel diploma 
diploma beroepsopleiding en ander diploma 
diploma havo en diploma mavo 
diploma vwo en diploma havo of mavo 
1 .2 .2 .2 .2 .2 
0 .25 .25 .25 .25 -1 
0 .33 .33 .33 -1 0 
0 0 1 - 1 0 0 
0 1 -.5 -.5 0 0 
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De meeste programma's volstaan met opgave van de contrasten zoals die 'tussen' 
de stippellijnen geplaatst zijn. De designmatrix wordt verder door de computer 
berekend. Moet echter de designmatrix opgegeven worden, dan zal de onderzoeker 
zelf van een gekozen contrastmatrix de inverse van С (dit is С zonder de eer­
ste kolom) moeten berekenen. 
Willekeurige contrasten spelen ook in de volgende paragraaf een rol waar het 
zal gaan over het opleggen van constraints. De contrastmatricee die dan nodig 
zijn, ontstaan door wijziging van de contrast typen, die eerder besproken zijn. 
Bijlage В Het opleggen van lineaire constraints aan parameters betreffende één 
variabele. 
Door aan modelparameters lineaire constraints op te leggen kan een belangrijke 
vereenvoudiging van het model bereikt worden. Dat vormt de belangrijkste reden 
waarom men dit in een latere fase van analyse soms wel doet. De vereenvoudiging 
bestaat erin, dat men de parameters in een simpele relatie vastlegt. De werk-
wijze, die men daarbij volgt is: eerst wordt de relatie tussen de parameters 
vastgelegd en daarvoor een nieuw effect geconstrueerd; vervolgens wordt in 
tweede instantie dit nieuwe effect nul gesteld om zodoende het aantal parame-
ters terug te brengen. 
Voor de toelichting zullen we gebruik maken van model A.6 waarin γ-parameters 
simpele contrasten uitdrukken tussen elke categorie en de laatste categorie 
(geen diploma). Voor het gemak herhalen we hier dit model : 
log mj 
log m2 
log m3 
log т
ц 
log m 5 
1 .8 -.2 -.2 -.2 
1 -.2 .8 -.2 -.2 
1 -.2 -.2 .8 -.2 
1 -.2 -.2 -.2 .8 
1 -.2 -.2 -.2 -.2 
designmatrix X 
Y 
Ύ3 
(Β.1) 
Ύ 
Ύ, 
Ь 
и 
К 
= 
.2 
-1 
-1 
-1 
-1 
contrastmatrix С 
"λ 
λ 1 
λ 2 
λ 3 
λ 5 
= 
. 2 
1 
.2 .2 .2 
1 
1 
1 
matrix С 
.2 
- 1 
- 1 
- 1 
- 1 
l o g Ш] 
l o g D12 
l o g тз 
l o g тц 
l o g ms 
(В.2) 
In de uitwerking van dit voorbeeld bleek dat alle parameters significant waren 
en dat er dus eigenlijk geen kan worden weggelaten. Wel bleken er twee (namelijk 
'1 -1.14 en γ, -1.18) bijna aan elkaar gelijk te zijn, zodat door het opleg-
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gen van constraints wellicht een vereenvoudiging van het model kan worden be­
reikt In een eerste fase wordt hiertoe een nieuwe parameter g gemaakt die het 
verschil aangeeft van γ met γ 
1 
Ze wordt in de plaats gesteld 
van γ. Voor de contrastmatrix betekent dit dat de derde rij veranderd moet 
worden Geven we in (B 2) de rijen van matrix С aan met г , г , , г . da 
O l h 
i s g t e schri jven a l s 
6 o Г2± V ( г V* (-1 о о он 
De derde rij moet daarom gewijzigd worden in het verschil van rij 2 en rij 1 
Voor de designmatnx X brengt deze verandering van de contrastmatrix ook een 
wijziging met zich mee, omdat XC = I Deze verandering van de designmatnx is 
gemakkelijk uit de verandering van de contrastmatrix af te leiden Duiden we de 
ко1omme η ν an X aan me t к
 n M ' 
, kh, dan brengt een vervanging van rvj 2 in 
de contrastmatrix door r? - r. een vervanging van kolom Ί in de designmatnx 
teweeg van k, + k„ We komen hier zo dadelijk uitvoeriger op terug- De matrices 
en de vector met nieuwe parameters worden bijgevolg 
1 6 - 2 
1 6 8 
1 - 4 - 2 
1 - 4 - 2 
1 - 4 - 2 
л0 л1 л2 л3 
nieuwe design-
2 - 2 
2 - 2 
8 - 2 
2 8 
2 - 2 
2 
-1 
-1 
-1 
nieuwe matrix С 
e2 
l_4 
nieuwe para­
metervector 
In de tweede fase kan men het nieuwe verzadigde model beperken door g¿ nul te 
stellen, waardoor bereikt wordt dat γ, gelijk is aan γ 2 en γ, voor belde cate­
gorieën het verschil aangeeft met de laatste categorie Dit beperkt model 19 
dan 
log m[ 
log m 2 
log m 3 
log Uli, 
log m 5 
6 
6 
- 4 
- 4 
- 4 
2 -
2 -
8 -
2 
2 -
2 
2 
2 
8 
2 
Y 
*1 
Ъ 
Vii 
met als schattingen 
l o g 164 
l o g 164 
l o g 357 
l o g G29 
l o g 523 
= 
5 76 
-1 16 
- 38 
18 
SE _ 
" 03 
07 
07 
06 
242 
Het model past erg goed (G = 11 bij 1 vg), is zuiniger dan model (A 6) en 
daarom te prefereren 
Procedureel is het opleggen van constraints in deze twee fasen vrij gemakkelijk 
Door combinatie van bepaalde contrasten die men al heeft, creëert men een nieuwe 
parameter om deze vervolgens nul te stellen Men Is natuurlijk wel afhankelijk 
van een programma, dat met design с q contrastnatnces werkt Met het ECTA-pro-
gramma dat niet hiermee werkt, moet men dan ook een andere procedure volgen voor 
het opleggen van constraints Duncan (1975, 1979a, 1979b, 1979c) heeft deze pro­
cedure uiteengezet Hij laat zien hoe door middel van dummyficering van de va-
nabele(n) en constructie van incomplete tabellen bepaalde constraints zijn aan 
te brengen Deze procedure lijkt voor de onderzoeker nogal bewerkelijk als men 
ze vergelijkt met de hierboven omschreven werkwijze We merken in dit verband 
overigens op, dat ECTA op de gewone wijze toegepast wel het combineren van con­
trasten in nieuwe contrasten toelaat (fase 1), maar het nulstellen van het nieu­
we effect (fase 2) niet Voor het voorbeeld hierboven zou dat betekenen, dat 
wel g 2 met standaardfouten door ECTA berekend worden 
Geheel in de lijn van het voorafgaande is het ook mogelijk om de aard en het 
aantal van de constraints uit te breiden Wat de aard betreft zou men ook geïn-
teresseerd kunnen zijn in het verschil tussen een parameter en het scalair veel-
voud van een ander Hierboven zou bijvoorbeeld g? ook gedefinieerd kunnen wor-
den als у
 ? - 5"γ. Door nulstelling volgt dan, dat γ. tweemaal zo groot is als 
γ. Op analoge wijze is daarvoor het betreffende contrast samen te stellen door 
r. in de contrastmatrix te vervangen door r, - 5r, Daarmee gepaard gaande 
verandert in de designmatrix kolom k, in k, + 5k 
Uitbreiding kan verder ook geschieden door γ, voor meerdere parameters als re­
ferentie-parameter te laten optreden Zo zouden we bijvoorbeeld tegelijk aan γ2 
de constraint kunnen opleggen dat deze gelijk is aan γ, en aan y^ de constraint 
dat deze tweemaal zo groot is als γ} De contrasten zijn ook daarvoor gemakke­
lijk samen te stellen 
g? = у - γ, met contrast rn - Г( 
g. = C-j - 5Yi niet contrast г^  - 5r, 
Daarmee worden er twee rijen in de contrastmatrix van (B 2) veranderd Tn de 
designmatrix daarentegen geeft dit een verandering van alleen kolom к. in 
к + к + 5k Zo zouden in principe aan ^ alle overige parameters > gere-
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lateerd kunnen worden, hetgeen een drastische vereenvoudiging van het model kan 
inhouden. Maar tevens zal het duidelijk zijn, dat een dergelijke vereenvoudiging 
maar erg betrekkelijk is, als voor elk van de overige parameters een afzonder­
lijke relatie met γ, wordt gedefinieerd, gebruikmakend van verschillende en niet-
eenvoudige scalairen. Men wint dan wel vrijheidsgraden, maar moet rekening hou­
den met ingewikkelde constraints. Eenvoud zal men dus vooral moeten zoeken in 
het opleggen van dezelfde niet-ingewikkelde constraints aan zo veel mogelijk pa­
rameters . 
Een laatste uitbreiding bestaat verder daarin dat niet naar één, maar naar meer 
parameters gerefereerd wordt. Hierboven werden parameters alleen op γ, betrok­
ken. Men zou ook andere deze rol kunnen laten vervullen, bijvoorbeeld naast γ, 
ook γ- : 
g = Y 2 - Yi met contrast r 2 - r, 
g = Уц - γ 3 met contrast г^ - r 3 
Corresponderend hieraan, veranderen in de designmatrix kolom k, in k, + k„ en 
De uiteenzetting over het opleggen van constraints is hiermee afgesloten. In de 
practisehe gang van een analyse is het een snel uitvoerbare zaak. Dat geldt ze­
ker voor programma's waarbij men slechts de gewenste contrasten moet opgeven. 
Dient men de designmatrix te specificeren, dan lijkt de constructie van de des­
betreffende kolommen lastiger en niet zo vanzelfsprekend. Als algemene regel 
kan men het volgende aanhouden 
- kies in de parameter-vector van het model (bijvoorbeeld in (B.l)) een refe­
rentie-parameter γ . 
- vervang zoveel andere parameters als men constraints wenst, met betrekking 
tot de gekozen referentie-parameter. Laten we de parameters die men wil ver­
vangen, γ noemen, lopende over t = 1, ..., T. Elke γ wordt dan vervangen 
door g = γ - s γ . Hierin is s een scalair. 
- voeg aan de kolom in de designmatrix die overeenkomt met γ , zeg к , een li­
neaire combinatie toe van de kolommen к , die overeenkomen met de γ -parame­
ter, de nieuwe kolom wordt Τ 
к + Σ s к . 
г t=l t t 
- kies eventueel een volgende referentie-parameter en herhaal het bovenstaande. 
Deze regel die hier opgaat voor de design- en contrastmatrix, gaat in het alge­
meen op voor elke willekeurige matrix en zijn inverse mits deze inverse althans 
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voor deze willekeurige matrix bestaat. We zullen de regel toelichten aan de 
hand van het algemene geval van een (3x3)matrix A. 
Duiden we de elementen van A met letters aan, dan is de algemene gedaante van 
een (3x3)matrix A 
a b c Tj 
d e f = r 2 
g h i г3 
De rijen van deze matrix geven we aan met respectievelijk г, , г, en r3 . Nemen 
we verder aan dat A non-singulier is, dan bestaat er een inverse van A. De in-
waarin ІАІ de deter-verse van A, aangeduid met A , is gelijk aan |A| (A )' 
minant Is van A en A de matrix van cofactoren van A. Een cofactor a is gelijk 
i+j 
aan (-1) |A |. Hierin is [A | de determinant van de matrix bij weglating 
van rij i en kolom j. 
с 
De matrix A ziet er dan als volgt uit: 
-|A21| |A22| - IA2 3| 
lАзιl -I A 3 2 I IA33I 
ei - fh 
-(bi - ch) 
bf - ce 
-(di - fg) dh - eg 
ai - eg -(ah - bg) 
-(af - cd) ae - bd 
kl 
= k2 
k3 
Stel nu dat aan de derde rij van A O,) een scalair veelvoud van de tweede rij 
(ar-) wordt toegevoegd. De derde rij die ontstaat ( ,r3) is dan 
r3 
A = 
a 
d 
.e 
ь 
e 
,h 
с 
f 
# 1 
= 
г 1 
г 2 
•
r 3 
.% = g + ad 
,h = h + ae 
i = i + af 
Voor de inverse van
 β
Α moet dan gelden 
I.Al" (.A")· 
In de eerste plaats komt hierin een determinant voor. Een belangrijke eigenschap 
in het algemeen van een determinant van een matrix A is, dat deze niet verandert, 
wanneer aan een rij van A (of kolom) een scalair veelvoud van een andere rij (of 
kolom) wordt toegevoegd (cf. bijvoorbeeld Bock, 1975, p.62). Uit deze eigenschap 
volgt dat .-1 ІАІ' 
Dezelfde eigenschap, maar nu toegepast op de determinanten |A |, kan gebruikt 
worden bij de vraag, hoe sruit ziet. 
I.A,i| is de determinant van een (2x2)submatrix en gelijk aan (e#i - f_h). Op 
grond van genoemde eigenschap moet gelden, dat |#A,,| = l^ iil Z o o o k 1 S 
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I .A 1 ?| = |A 1 ?| en I.A13| = |A,3| 
Verder is duidelijk, dat voor de derde rij ^A^.I = lA^.I (beide zijn gelijk 
aan bf - ec) en dat | _A 3 2| = |A 3 2| en I.A3,| = |Α,,| Verschillen gaan er op­
treden voor de determinanten | # A ? | van de middelste rij Zo is 
| # A 2 1 | = b ,i - с #h = b (i + af) - c(h + ae) 
= ( Ы - ch) + a(bf - ce) = | A ?, | + a|A 3 1| 
Op gelijke wijze zijn af te leiden 
I A
n
l - t Aj
 2 | 
•|A ,| - a|A 3 1| |A ? 2| + a|A 2 3 
|A,,| -ΙΑ,,Ι 
22I en I.A2 э1 
IA 1 3I 
zodat de matrix 
|А ? Я| - α | Α _ | 
*Э1 ' *з?' I А з з ϊ 
33' 
M 
Om verder de inverse van
 s
A te krijgen, moet deze matrix
 e
A nog getransponeerd 
worden en gedeeld door ІАІ Hiermee is aangetoond dat toevoeging van аг ; aan de 
derde rij van A gepaard gaat met een vermindering van ak-, van de tweede kolom 
van A 
Hetzelfde is het geval, wanneer niet van de tweede, maar van de eerste rij een 
scalair veelvoud wordt genomen en toegevoegd wordt aan de derde rij, als bij-
c 
voorbeeld
 й
г~ = г-, +ar,. Dan blijft in
 щ
А de tweede rij ongewijzigd, maar ver­
andert de eerste Voor | #A,,| ontstaat 
! | = e
 #i - ffch = e(i + ac) - f(h + ab) 
(ei - fh) - ï(bf - ec) 
ι I - «IA,, | 
Het teken van α verandert nu dus al in een eerder stadium, dan hierboven het 
с 
geval was Bij invulling van de determinanten |_А,_1 in ,A , waarin de tekens 
van de eerste en derde rij overeenkomen, blij ft bijgevolg toch het resultaat 
hetzei fde namelijk dat
 в
 k, = k , - «k~ 
Uitbreidingen zijn gemakkelijk op overeenkomstige wijze te maken door
 tA te 
wijzigen in een
 t A Zou bijvoorbeeld aan rij 1 van eA een scalair veelvoud 
van rij 2 toegevoegd worden (
e #r 
de tweede kolom in 
к = 
'1 
ßk. 
+ В г 9 ) , dan verandert in de inverse 
Maar omdat k 0 - ak,, wordt de-
ßk,, uitgedrukt in de oorspronkelijke kolommen van A 
Bijlage С Contrasten voor meerdere variabelen gecombineerd 
Meestal zijn tabellen niet zo eenvoudig als tabel A De constructie van de bij­
behorende modellen verloopt echter langs dezelfde lijnen We zullen hier de al­
gemene procedure voor de constructie van design- en contrastmatnx toelichten 
aan de hand van de twee-dimensionele tabel С (ze is gelijk aan tabel 4 1) Hoe 
men te werk moet gaan bij meer-dimensionele tabellen, ligt hierin besloten 
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labpJ ( Aantal ¡nntjcren w η de qenepatbe 19Ch, dat wel/qeen dzploma avo, lbo3 
üDo hep ft behaald ooor· he t laaer, rmuden en hoger* тгіъеи. 
l a g e r m i l i e u midden milieu hoger milieu 
diploma 
geen diploma 
461 
267 
586 
199 
267 
57 
Heeft men in een tabel met meerdere variabelen te maken, dan zijn er bij alle 
voorkomende variabelen verschillende matrices te denken, die in de vorige pa­
ragraaf bij één variabele zijn toegelicht voor elke variabele ι is er een 
oorspronkelijke designmatnx (A ), die te zien is als het product van een de-
signmatrix (X.) en contrastmatrix (C ) Voor tabel С zijn er bijvoorbeeld twee 
variabelen diploma (D) met twee categorieën en milieu (M) met drie categorieën, 
zodat er twee oorspronkelijke designmatrices zijn, die bij deze variabelen ho-
ren AD e n AM 
1 1 0 
1 0 1 
(0) ( 1 ) ( 2 ) 
1 1 0 0 
ι o i o 
1 0 0 1 
(0) ( 1 ) ( 2 ) ( 3 ) 
(C 1) 
De kolommen van deze matrices worden gewoonlijk genummerd zoals aangegeven 
In tabel С komen de variabelen echter in combinatie (meestal gekruist) voor 
Stelt men voor zo'n tabel een volledig log-frequentle model op, dan kan men daar­
bij van een oorspronkelijke designmatnx A uitgaan De matrix A verkrijgt men 
uit de beide matrices A en A door een zogenaamde Kronecker vermenigvuldiging 
Deze vermenigvuldiging bestaat hierin dat elk element van de eerste matrix met 
de hele tweede matrix wordt vermenigvuldigd Men geeft deze vermenigvuldiging 
wel aan met * 
D M 
(0)(1)(2)(3) 
(0) 
(00 b i j02| 
0 
o 
1 
o 
o 
1 
03) 
(1) 
(0)(1)(2)(3) (0)(1)(2)(3) 
(2) 
( 1 0 biP 2 i 
0 
o 
1 
o 
o 
o 
13) 
o o 
o o 
0 o 
1 o 
0 1 
o o 
(20biP2Î 
o 
o 
o 
o 
o 
1 
23) 
(C 2) 
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Onder elke kolom geeft men weer gewoonlijk aan uit welke kolommen van de eerste 
matrix A respectievelijk de tweede matrix A de betreffende kolom van A afkom­
stig is. Omdat deze cijfers slechts een aanduidende betekenis hebben, spreekt 
men wel van de symbolische vector van de matrix A. 
Zoals gezegd horen bij elk van de matrices A en A een designmatnx X en con-
trastmatrix С . Voor deze matrices geldt А X„C_ en A„ 
D D M 
X С . Gebruikmakend 
van eigenschappen van de Kronecker vermenigvuldiging (Bock, 1975, p.212, 273) 
zijn ook de design- (X) en contrastmatrix (C) te berekenen die bij matrix A 
hierboven horen. Volgens deze eigenschappen moet gelden dat 
A = A„ * Α.. = X~C„ x X„C„ D M D D M M (
х
г, 
Χ ) (С χ С ) 
м'
 Ч
 D M' 
xc 
Zijn er meerdere variabelen, zeg 1, in het geding, dan kan men deze regel uit­
breiden zodat 
A = (X V (C1 CI> XC (C.3) 
Wanneer derhalve voor alle variabelen de contrasten zijn gekozen, kunnen door 
Kronecker-vermenlgvuldigingen, de contrastmatrix С en de deslgnmatrlx X van het 
model berekend worden. De keuzen die in de tekst (hoofdstuk 4.2) met betrekking 
tot de variabelen van tabel С gedaan worden, zijn het simpel contrast voor de 
variabele diploma en het opeenvolgend simpel contrast voor de variabele milieu. 
De twee deslgnmatrices die ermee corresponderen, zijn 
1 .5 
1 -.5 
(0) (1) M 
1 
1 
1 
. 6 7 
- 33 
- . 3 3 -
. 3 3 
. 3 3 
-.67 
(0) (1) (2) 
Kronecker vermenigvuldiging van beide geeft X. 
x
„
 x x
.. = 
D M 
1 
1 
1 
1 
1 
1 
. 6 7 
- . 3 3 
- . 3 3 
. 6 7 
- . 3 3 
- . 3 3 
3 3 
. 3 3 
-.67 
.33 -
33 -
-.67 -
. 5 
.5 -
.5 -
-.5 -
- . 5 
- . 5 
. 3 3 
. 1 7 
17 -
33 -
17 -
17 
. 1 7 
. 1 7 
3 3 
17 
. 1 7 
3 3 
(С4) 
(00)(01) (02) (10)(11) (12) 
Op dezelfde wijze wordt door Kronecker-vermenigvuldiging de contrastmatrix С 
verkregen uit de afzonderlijke contrastmatrices voor de variabelen diploma en 
milieu, respectievelijk С en С 
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c D = \l ' ι : ï j 
(0) (1) (2) 
1 
0 
0 
. 3 3 
1 
0 
. 3 3 
- 1 
1 
. 3 3 
0 
- 1 
(0) (1) (2) (3) 
en С = С χ C„ wordt 
D M 
.33 
1 
o 
o 
o 
o 
.33 
-1 
1 
o 
o 
o 
.33 
o 
-1 
o 
o 
o 
5 
0 
0 
1 
0 
0 
. 1 7 
. 5 
0 
. 3 3 
1 
0 
. 1 7 
- . 5 
. 5 
. 3 3 
- 1 
1 
. 1 7 
0 
- . 5 
. 3 3 
0 
- 1 
. 5 
0 
0 
- . 1 
0 
0 
. 1 7 
. 5 
0 
- . 3 3 
- 1 
0 
. 1 7 
- . 5 
. 5 
- . 3 3 
1 
- 1 
. 1 7 
0 
- . 5 
- . 3 3 
0 
1 
(00)(01) (02) (03) (10) (11) (12) (13) (20) (21) (22) (23) 
Vermenigvuldiging op de normale wijze van XC levert matrix A weer op. De ma­
trices X, С en A hebben hierboven een kolom-, c.q. njvolgorde, die meestal niet 
zo gebruikelijk ia. Meestal houdt men wat de matrices С en A betreft de volgor­
de aan: eerst de kolom (00) voor het algemeen effect λ, dan de kolommen voor de 
eerste orde effecten, dat zijn de kolommen (10) en (20) voor de diploma-effec-
D D M M 
ten Xj en λ2 en de kolommen (01), (02) en (03) voor de milieu-effecten λ,, * 2 
en A3; vervolgens de kolommen voor de tweede orde effecten, dat zijn de kolom-
DM 
men (11) (12) (13) (21) (22) (23) voor de overeenkomstige effecten λ 
ij 
Ook in de designmatrix X mag men naar eigen voorkeur de kolommen anders rang­
schikken. Men moet er dan rekening mee houden, dat een verandering in X conse­
quenties heeft voor de rijen van A en C, omdat XC = A. Prefereert men bijvoor­
beeld in X de volgorde kolom (00) voor het algemene effect γ, dan (10) voor het 
diploma-effect γ,, dan (01) en (02) voor de twee milieu-effecten γ, en γ? en 
daarna de twee resterende voor de tweede orde effecten, dan komt in С hierboven 
de vierde rij ook op de tweede plaats te staan. 
Brengen we deze volgorde aan, zoals ze ook in de tekst van hoofdstuk 4.2 gehan­
teerd is, dan zijn de matrices A, X en С achtereenvolgens met blanco voor de 
nul-elementen : 
1 
1 
1 
1 
1 
1 
de oorspronkelijke designmatrix А 
1 .5 .67 .33 
1 .5 - . 3 3 .33 -
1 .5 - . 3 3 - . 6 7 -
1 - . 5 .67 .33 -
1 - . 5 - . 3 3 .33 
1 - . 5 - . 3 3 - . 6 7 
de des ignmatr ix X 
. 3 3 
. 1 7 
.17 -
.33 -
.17 -
. 1 7 
. 1 7 
. 1 7 
. 3 3 
. 1 7 
. 1 7 
. 3 3 
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.5 
-1 
33 
1 
.33 33 
-1 
17 
33 
5 
1 
.17 
33 
-.5 
.5 
-1 
1 
17 
33 
-.5 
-1 
.17 
-.33 
.5 
-1 
.17 
-.33 -
-.5 
5 -
1 
-1 
.17 
-.33 
-.5 
1 
de contrastmatrix С 
Het volledige oorspronkelijke log-frequentiemodel voor tabel С 
Ζ = Αλ (С.5) 
kan nu geschreven worden met behulp van het matnxprodukt А = XC in 
l = XCA = Χγ (С. 6) 
Hierin vormt CX de vector met de nieuwe γ-parameters. Deze nieuwe γ-parameters 
kunnen uitgedrukt worden met behulp van de inverse van X, die hierboven voor 
handen is in de matrix С De afgeknotte matrix С , bestaande uit de laatste zes 
kolommen van C, leveren immers, vermenigvuldigd met X, de laatste zes kolommen 
van A op, welke een identiteitsmatrix is van de orde (6x6). Voor het verzadigde 
model waarin de geschatte frequenties gelijk zijn aan de geobserveerde, zijn 
derhalve de geschatte γ-parameters te verkrijgen door γ = X l - С t_ 
— — 
'M 
Y] 
•UM 
ïll 
Jh?_ 
_ 
17 
33 
5 
1 
.17 
.33 
- 5 
5 
-1 
1 
17 
.33 
-.5 
-1 
17 
- 33 
5 
-1 
17 
33 -
5 
5 -
1 
1 
17 
- 33 
- S 
1 
log 
log 
log 
log 
log 
log 
461 
586 
267 
267 
199 
57 
5 503 
1.057 
.027 
1.018 
- 534 
-.464 
.SE.. 
031 
.061 
.056 
.084 
.112 
167 
<C7) 
De standaardfouten (SE) van de verschillende parameterschattingen zijn ook in 
dit geval, omdat het een verzadigd model betreft, te berekenen volgens (A 7). 
Uit de uitkomsten blijkt, dat de gestandaardiseerde waarden voor γ., en γ 
respectievelijk zijn -.534/ 112 = -4 77 en -.464/ 167 = -2.78 Beide effecten 
zijn derhalve significant 
DU 
Beperken we, om toel icht ingsredenen, het model voor γ j., = 0 te stellen, dan is 
daarmee het effect nul gesteld, dat door het eerste (en enige) contrast van de 
variabele diploma en het tweede contrast van de variabele milieu wordt bepaald 
Dr afwijking, dio er bestaat tussen de beidn diploma-categorieën mag niet ver-
srhillfn lussen rJe midden en <l<> hofere mi 1 leu-categorie 
(]O(Í m - Joj' m \ - (Ion m - lo^ m ) = 0 
geobserveerd 
lager midden hoger 
verwacht onder γ, 
lager midden hoger 
diploma 
geen 
461 
267 
586 
199 
267 
57 
461 603.8 249.2 
267 181.2 74.8 
728 
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Door y,? nul te stellen ontstaat, zoals de rechter tabel laat zien, een onaf­
hankelijkheid tussen het midden en hoger milieu met betrekking tot diploma. Zo 
is m 1 2 gelijk aan ((586 + 267)/(785 + 324)) н 785 = 603.8. De overige verwachte 
frequenties zijn op overeenkomstige wijze te berekenen De schattingen van de 
effecten zijn vervolgens weer in deze verwachte frequenties uit te drukken op 
de volgende wijze: 
.17 
.33 
.5 
1 
.17 
.33 
-.5 
.5 -
-1 
.17 
.33 -
-.5 
.17 
-.33 
.5 
1 
.17 
-.33 -
-.5 
.5 -
-1 
.17 
-.33 
-.5 
log 461.0 
log 603.8 
log 249.2 
log 267.0 
log 181.2 
log 74.8 
5.526 
.885 
.984 
.059 
-.660 
met 
SE. 
.03 
.07 
.05 
.06 
.10 
Dit model is overigens een slecht model, zodat het interpreteren van effecten 
weinig zin heeft. Tot zover dan de constructie van een log-frequentie model met 
de daarbij behorende matrices voor tabel С. Worden de tabellen groter dan zijn 
op geheel analoge wijze de betreffende matrices te berekenen Men begint met 
een keuze van de contrasten voor alle variabelen afzonderlijk om vervolgens het 
Kronecker-product te berekenen van de corresponderende design- en contrastmatri­
ces. Maar zoals het voorgaande doet vermoeden, wordt voor meer-dimensionele ta­
bellen het rekenwerk vlug omvangrijk Meestal wordt dan ook slechts gevraagd 
om de contrasten te specificeren en doet de computer verder het rekenwerk. Moet 
men echter, wat soms voorkomt zoals blj GLIM, de designmatrix aangeven, dan kan 
men deze op de boven uiteengezette wijze berekenen na voor zichzelf de contras­
ten bepaald te hebben die men wenst. Het is evenwel niet nodig al Ie kolommen 
zelf uit te rekenen wanneer men, zoals gewoon 1ijk, alleen in de hoogste orde 
parameters geïnteresseerd is. Volstaan kan worden met all een die kolommen te 
berekenen, die op deze hoogste orde parameters betrekking hebben Wat de overi-
ge kolommen betreft, kan men terugvallen op het design zoals dat DEFAULT in het 
programma is ingebouwd Wanneer men bijvoorbeeld GLIM zou hanteren en van boven-
staand verzadigd model zou uitgaan met hoogste orde cfforten, zoals gedefinieerd 
volgens de genoemde contrasten, dan kan men aan hc4 onafhankelïjkhcidsmodcl toe-
voegen de twee laatste kolomtnon van do dosignnatrix (C Ί ) Do designmatrix, waar 
GLIM dan in feite mee werkt, is 
.33 .17 
1 -.17 .17 
1 -.17 -.33 
1 -.33 -.17 
1 1 .17 -.17 
1 1 .17 .33 
De eerste vier kolommen dienen om de marginale univariate verdelingen van D en 
M vast te leggen; de twee laatste om de afhankelijkheid tussen de variabelen 
aan te geven op de door de onderzoeker gewenste wijze. Dat dit mogelijk is, komt 
omdat het voor het fitten van verdelingen niet toe doet op welke wijze het model, 
voor wat dat gedeelte betreft, geparametrizeerd is. 
Een laatste opmerking betreft het feit, dat hierboven de contrasten zijn toege­
licht aan de hand van het log-frequentie model, maar dat ze natuurlijk ook voor 
logit-modellen kunnen worden gebruikt. Contrasten moeten dan voor alle oorzaak­
variabelen worden gekozen om vervolgens op geheel dezelfde wijze de verschillen­
de matrices te construeren. 
Bijlage D Het opleggen van constraints aan parameters betreffende meerdere va­
riabelen. 
Het opleggen van constraints aan parameters van hogere orde geschiedt niet anders 
dan wanneer het parameters van de eerste orde betreft (zie bijlage B). Er zijn 
dan gecombineerde contrasten van meerdere variabelen in het geding. De reden 
waarom er hier kort op wordt teruggekomen is, dat er bij de uitvoering van analy­
ses meestal niet de gecombineerde contrasten kunnen worden opgegeven en dus de 
constraints niet kunnen worden opgelegd door op een directe wijze deze gecombi­
neerde contrasten te wijzigen. Dit kan echter geschieden door de contrasten van 
de afzonderlijke variabelen te wijzigen. 
DM DM 
Wanneer bijvoorbeeld in (C.6) de parameters y^l en γ.2 de constraint wordt opge­
legd, dat ze aan elkaar gelijk zijn, kan dit bereikt worden door de nieuw te con­
strueren parameter g nul te stellen dit is. 
g = γ™ - γ™ = (г6 - г5И = (-1 2-1 1-2 ш = о 
Hierin hebben г & en г 5 betrekking op de zesde en vijfde rij van de afgeknotte ma­
trix С (cf. С.7). Het zal duidelijk zijn dat dit resultaat ook verkregen wordt, 
wanneer de contrasten voor de variabele milieu eerst gewijzigd worden om ze daar­
na met die van de variabele diploma te combineren. 
lager midden hoger lager midden hoger 
1 - 1 1 - 1 
1 - 1 - 1 2 -1 
252 
De milieucontrasten links moeten dus eerst gewijzigd worden in de contrasten 
rechts om ze vervolgens Kronecker te vermenigvuldigen met het contrast (1 -1) 
van de variabele diploma. Men kan in het algemeen dus hogere orde parameters 
constraints opleggen door wijziging van de contrasten van de afzonderlijke va-
riabelen. 
Hetzelfde geldt ook voor de designmatrix. Het is niet nodig eerst met Kronecker 
vermenigvuldiging alle kolommen te berekenen die op de parameters, die men een 
constraint wil opleggen, van toepassing zijn om ze daarna op een of andere wij-
ze samen te voegen. Men kan het rekenwerk verminderen door eerst in de designma-
trix van één afzonderlijke variabele bepaalde samenvoegingen te doen om vervol-
gens deze te combineren met een kolom uit de designmatrix van een andere varia-
bele. Zo hoeft men in (C.4) niet eerst kolom (11) en (12) te berekenen om deze 
DM DM daarna voor de constraint Y12 " γΐι = ° °P t e tellen. Men kan ook eerst in X 
kolom (1) en (2) optellen om deze vervolgens met kolom (1) van X Kronecker te 
vermenigvuldigen. 
2 
Bijlage E Tabel critieke waarden χ . 
Onderstaande tabel is een gedeelte van een tabel uit Fienberg (1981, p.171) 
2 
waarnaar we voor toelichting verwijzen. De tabel geeft de χ -waarden bij vg 
vrijheidsgraden en overschrijdingskansen .10, .05 en .01. Is vg groter dan 6, 
2 dan kan men op de aangegeven wijze de χ -waarde zelf berekenen. 
ρ 
tabel E X -waarden bij vg vrijheidsgraden en overschrijdingskansen .10, .OS 
en .01. 
vg .10 .05 .01 
1 
2 
3 
4 
5 
6 
6 
2.71 
4 . 6 1 
6 .25 
7 . 7 8 
Θ.24 
1 0 . 6 4 
/ 2 (/vg+.BBS) (i/v 
3.64 
5.99 
7 . 8 1 
9 . 4 9 
11.07 
12 .59 
g + 1 . 1 1 5 ) 2 (Λ 
6 . 6 3 
9 . 2 1 
11.34 
13 .28 
15 .09 
16.81 
'g+1.662) 
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NOTEN 
Noten bij hoofdstuk 1. 
1. Het betreffen de programma's: REGRESSION, BREAKDOWN, PEARSON CORR, ANOVA, 
GUTTMAN SCALE, T-TEST, ONE WAY, RELIABILITY, MANOVA, FACTOR, PARTIAL CORR, 
CROSSTABS, SCATTERGRAM, NONPAR CORR, CANCORR, DISCRIMINANT, NPAR-TEST, 
MULT RESPONSE. 
2. De CPU-tijd nodig voor uitvoering van een analyse zegt nog niet alles over 
het aantal keren dat ze zijn uitgevoerd. Men zou ook kunnen kijken naar de 
gebruiksfrequenties van de control-cards waarmee de programma's in SPSS wor­
den opgeroepen. Voor Amsterdam geldt dan 32% van alle control-cards van de 
betreffende analysen, genoemd in noot 1, waren in 19Θ1 CROSSTABS control-
cards, 12% REGRESSION, 14% PEARSON CORR en 3% FACTOR. De programma's SCATTER­
GRAM, BREAKDOWN en ANOVA komen boven deze laatste uit met respectievelijk 
8%, 6% en 6%, terwijl NONPARR CORR en NONPARR TTEST tesamen op 9% komen Maar 
omdat met één kaart meerdere analysen zijn uit te voeren, kan ook dit slechts 
een benadering zijn van de toepassingsfrequenties van de analysen 
3 Het huidige belang van Lazarsfelds methode van tabelanalyse voor de onder-
zoekspractijk is moeilijk te schatten Naast de ook door anderen wel gecon-
stateerde afname van populariteit (Segers, 1980) blijft staan, dat het de 
enige tabelanalyse is die middels het CROSSTABS-programma in SPSS kan worden 
uitgevoerd Alle andere vormen van tabelanalyse gebruiken of andere program-
ma' s uit dit pakket (REGRESSION) of hebben hun eigen programma's. 
4 Ter aanduiding van de persoon die een onderzoek uitvoert, is gekozen voor de 
mannelijke woordvorm vanwege het feit, dat er meer onderzoekers dan onder-
zoeksters zijn Een legitimering van deze scheve verdeling moet men er na-
tuurlijk niet in lezen, eerder de wens dat ze rechthoekig wordt 
5 Het plaatsen van auteurs in tradities is natuurlijk een riskante zaak Zo 
rekent Galtung (1967, ch 5) zich zeker niet tot de school van Lazarsfcld 
waar hij zich juist tegen afzet. Voor hem is een drie-variabelen analyse 
vooral een analyse die laat zien, hoe een samenhang tussen twee variabelen 
afhankelijk is van een derde Hetzelfde geldt voor Davis Uitgaande van de 
élaborâtïeformule of varianten daarop hebben vele auteurs deze analyse uit-
gebreid , verdiept, een wending gegeven of hoe je dat ook zou willen noemen 
Vanuit het brede scala van tabelanalyse technieken echter hebben ze meer 
gemeen dan dat ze van elkaar verschillen. 
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Een soortgelijke moeilijkheid doet zich voor bij de auteurs De Leeuw en Gifi, 
die gemakshalve onder de statistische traditie zijn geplaatst Met 'statis-
tisch' wordt hier bedoeld, dat steekproefgegevens geanalyseerd worden om hy-
pothesen met betrekking tot een vooraf gesteld populatie-model te toetsen. 
De methode van De Leeuw en Gifi is echter, zoals ze benadrukken, eerder da-
ta-analytisch te noemen in de zin dat gezocht wordt naar een structuur in 
de eteekproefgegevens zonder direct van een bepaald populatie-model uit te 
gaan Achteraf worden soms middels de bootstrap-techniek betrouwbaarheids-
marges berekend. Wat deze methode betreft, moet men de term 'statistisch' 
dus wat ruimer verstaan, in dezelfde zin als bijvoorbeeld in SPSS, factor-
analyse ook een statistische procedure wordt genoemd 
6 Hierbij dient gezegd te worden dat Gadourek één van de eerste in Nederland 
is geweest die in de jaren daarna het belang van het ECTA-programma voor 
sociale wetenschappen heeft ingezien, en de verspreiding van Goodmans theo-
rieën gestimuleerd heeft 
7 In de procedures van Boudon, Lazarsfeld, Coleman en Davis wordt niet zonder 
meer gebruik gemaakt van de kleinste kwadraten methode Op basis van een 
causale hypothese stellen zij een stelsel vergelijkingen op voor de condi-
tionele kansen van een tabel Dit stelsel wordt gebruikt om tot schattingen 
van de effectparameters te komen Ook doen zij geen beroep op de assumptie 
van normaliteit en homoscedasticiteit Voor toetsing wordt soms gebruik ge-
maakt van toets op verschil in proporties, soms wordt ook het verschil in 
de verwachte en geobserveerde verdeling met behulp van de X-kwadraat getoetst. 
θ Tussen 1958 en 1974 heeft Goodman, in zoverre we dat konden nagaan, een vijf­
tigtal artikelen geschreven, die tabelanalysen in het algemeen tot onderwerp 
hebben of een onderwerp dat hiermee in nauwe relatie staat (bijvoorbeeld over 
mobiliteitstabellen) Het eerste artikel dat in een sociaal-wetenschappelijk 
tijdschrift verscheen was volgens ons 'on the multivariate analysis of three 
dichotomous variables' van 1966 in the American Journal of Sociology. In an­
dere, vooral statische tijdschriften verschenen er natuurlijk vele andere, 
in de tekst maken we daar geen melding van 
9 De methode van Ku, Varner en Kullback is, voorzover ons bekend, niet in een 
sociaal-wetenschappelijk tijdschrift geïntroduceerd Wel wordt er vanzelf-
sprekend van daaruit naar verwezen Het artikel wat dan doorgaans genoemd 
wordt, is verschenen in Journal of Research of the National Bureau of Stan-
dards-Mathematical Sciences (1968) pag. 159-199 
10 Het computer-programma bij deze methode van tabelanalyse staat voorzover we 
weten, niet onder een speciale naam bekend 
11 Ook is het mogelijk om meerdere twee-dimensionele tabellen in combinatie te 
bestuderen 
12. Lazarsfeld heeft bij de bespreking van zijn analyse een aantal gedachten in-
gebouwd die later in de practijk zijn verlaten of gewijzigd Zo zegt hij 
aanvankelijk van het P-type te spreken als één of beide van de marginale re-
laties gelijk is aan nul, zodat de oorspronkelijke samenhang terugkeert in 
de partiele In de practijk (en ook Lazarsfeld in zijn voorbeelden) spreekt 
men pas van het P-type als de partiele samenhangen sterk van elkaar ver-
schillen, onafhankelijk van het feit of de marginale samenhangen al dan niet 
gelijk aan nul zijn 
Een gedachte van Lazarsfeld die later niet meer is opgepakt, is die van het 
zogenaamde contingentie-type van elaboratie Dit type is er, wanneer een 
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test factor in de tijd ligt tussen χ en y en de oorspronkelijke samenhang 
verschillend in de partiële samenhang terugkeert. Als voorbeeld geeft hij 
een oorspronkelijke samenhang van opleiding χ en jobsucces y, die verschil­
lend terugkeert in categorieën van de interveniërende factor werksfeer t. 
13. Omdat een beschrijving van de inhoud van de variabelen en van de verdere me-
ting nogal omvangrijk wordt, volstaan we hiervoor met te verwijzen naar de 
beschrijving die Jackman zelf geeft (overgenomen in Albinski, 1981). 
14. Het voorbeeld in de tekst over de sociale gelijkheid in 60 landen stelt ons 
in de gelegenheid de Deming-Stephan toe te lichten, die de cel-frequenties 
in een multi-dimensionele tabel berekent op basis van marginale tabellen. De 
procedure ie algemeen voor willekeurige tabellen beschreven in Goodman (1972, 
appendix). Zie voor toelichting ook Dessens, е.a. (1978). 
De drie-dimensionele frequentie-tabel die overeenkomt met de tabel in figuur 
1.2, is met celnummering rechts: 
celnummering 
2 0 
4 
5 
2 
2 
5 
4 
1 8 
1 
5 
2 
6 
3 
7 
4 
8 
We noemen deze tabel de grote tabel. Ze heeft drie univariate en drie bi-
variate marginale tabellen. Ook is de grote tabel zelf als een trivariate 
marginale tabel te zien van zichzelf. De procedure beschouwt de frequenties 
van de grote tabel als onbekenden. Vanuit te kiezen marginale tabellen bere­
kent ze deze onbekenden zodanig dat 1) de nieuwe grote tabel dezelfde mar­
ginale tabellen heeft die als start voor de berekening dienen (deze worden 
'gefixeerd') en 2) in de nieuwe grote tabel geen andere samenhangen bestaan 
dan tussen die variabelen die net de gefixeerde marginale tabellen zijn ge­
geven. Ter illustratie zullen we vanuit de drie bivariate marginale tabel­
len (yx), (xt) en (yt) de frequenties in de grote tabel berekenen zonder 
dat er een interactie-verband (xty) ontstaat. De marginale tabellen zijn: 
χ t t celnummering 
2 2 
θ 
9 
2 0 
2 4 
7 
7 
2 2 У 
2 5 
6 
6 
2 3 
1 
3 
2 
4 
De procedure is iteratief; telkens wordt er een cyclus doorlopen, die uit 
zoveel stappen bestaat als er te fixeren marginale tabellen zijn. Begonnen 
wordt met de grote tabel eerst leeg te maken en met zodanige frequenties 
op te vullen, dat elke samenhang tussen variabelen erin is uitgesloten. 
Successievelijk worden dan de verhoudingen, zoals die in de marginale tabel­
len bestaan, aangebracht. In dit voorbeeld zou dat gedaan kunnen worden door 
elk van de acht cellen een frequentie van 60/8 = 7.5 te geven. De grote ta­
bel ziet er dan als volgt uit. 
7.5 
7.5 
7.5 
7.5 
7.5 
7.5 
7.5 
7.5 
De eerste cyclus bestaat uit drie stappen: 
stap 1 aanpassing aan de marginale tabel (xy). De cellen 1 en 3 van de tabel 
hierboven hebben een gezamenlijke frequentie van 7.5 + 7.5 = 15, ter­
wijl volgens cel 1 van de marginale tabel (xy) deze frequentie 22 moet 
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zijn. We maken de gezamenlijke frequenties nu ook gelijk aan 22, maar 
verdelen deze zo over de cellen 1 en 3, dat de verhouding 7.5/7.5 ge­
handhaafd blijft; dit om te voorkomen dat er andere samenhangen gaan 
ontstaan. Cel 1 krijgt een frequentie van (7.5/15) χ 22 = 11, evenals 
cel 3. Op soortgelijke wijze worden aan de overige cel-paren (2 en 4, 
5 en 7, 6 en 8) frequenties toegekend met als resultaat: 
11.0 
4.5 
4.5 
10.0 
11.0 
4.5 
4.5 
10.0 
stap 2 aanpassing aan de marginale tabel (xt) . De cellen 1 en 5 van de grote 
tabel hebben nu een gezamelijke frequentie van 11 + 4.5 = 15.5, ter­
wijl volgens cel 1 van de marginale tabel (xt) deze frequentie 24 
moet zijn. We maken de gezamenlijke frequentie nu ook gelijk aan 24 
en verdelen deze zo over de cellen 1 en 5 dat de verhouding 11/4.5 
blijft bestaan, ook weer om geen ongewilde samenhangen te creëren. 
Cel 1 krijgt een frequentie van (11/15.5) χ 24 = 17.03 en cel 5 een 
frequentie van (4.5/15.5) χ 24 = 6.97. Op gelijke wijze worden de 
overige cellen aangepast. Het resultaat is: 
17.03 
6.97 
2.17 
4.83 
4.97 
2.03 
6.ЯЗ 
15.17 
stap 3 aanpassing aan de marginale tabel (yt). De cellen 1 en 2 van de grote 
tabel hebben nu een gezamenlijke frequentie van 17.03 + 2.17 = 19.20, 
terwijl volgens cel 1 van de marginale tabel (yt) deze frequentie 25 
moet zijn. De gezamenlijke frequentie wordt weer 25 gemaakt met be­
houd van de verhoudingen 17.03/2.17. Cel 1 krijgt een frequentie van 
(17.03/19.20) χ 25 = 22.17 en cel 2 krijgt (2.17/19.20) χ 25 = 2.83. 
De andere cellen worden op gelijke wijze aangepast. Het resultaat, te­
vens het resultaat van de eerste cyclus is: 
22.17 
3.54 
2.83 
2.46 
2.53 
2.72 
3.47 
20.28 
Telt men nu de frequenties in de nieuwe tabel op om de marginale tabellen te 
verkrijgen, dan blijkt dat niet van alle marginale tabellen de frequenties 
precies gereproduceerd worden. Per stap wordt er namelijk voor gezorgd dat 
één marginale tabel precies kloppend wordt gemaakt, maar dat kan ten koste 
gaan van het bereikte resultaat in voorafgaande stappen. Daarom wordt de cy-
clus net zo vaak herhaald totdat alle marginale tabellen exact of met af-
wijkingen binnen voorafgestelde grenzen gereproduceerd kunnen worden. In het 
volgende overzicht staan de celfrequenties van de grote tabel, zoals ze in 
de eerste vijf opeenvolgende cycli verkregen worden• 
cel 1 
2 
3 
4 
5 
6 
7 
8 
22.172 
2.828 
2.527 
3.473 
3.544 
2.456 
2 717 
20.283 
20 176 
4.824 
2.090 
3.909 
4.012 
1 988 
4 717 
18.283 
19.959 
5 041 
2.051 
3.949 
4.054 
1.946 
4.935 
18.064 
19.947 
5.053 
2.051 
3.949 
4.054 
1.946 
4.948 
18.052 
19 947 
5 053 
2 052 
3 948 
4.053 
1.947 
4.948 
18.052 
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Het resultaat van de vijfde cyclus is al zodanig dat door optelling van de 
geschikte celfrequenties de marginale tabellen zo goed als zonder afwijking 
gereproduceerd worden. Wat verder voor deze cyclus (maar ook voor de eerste 
vier overigens) geldt, is dat de relaties in de partiele tabellen gelijk 
zijn aan elkaar, mits men deze uitdrukt in de ratio van de kruisproducten; 
dus (19.947 χ 1.947)/(5.053 χ 4.053) = (2.052 χ 18.052)/(3.948 χ 4.948) Er 
is dus geen interactie-verband (xyt). Gebruikt men percentageverschillen om 
deze partiële relaties uit te drukken, dan treden er verschillen op, hoewel 
deze hier gering zijn. Beide maten worden in hoofdstuk 2 nader toegelicht. 
De procedure zoals hier geschetst, berekent in het algemeen op basis van een 
model, waaraan men kan aflezen welke marginale tabellen moeten worden vast 
gehouden, de verwachte celfrequenties van de grote tabel. Ze zijn gelijk aan 
die welke via grootste aannemelijkheid proceduren worden verkregen. Het al-
gorithme is onderdeel van het ECTA-programma. Dit programma berekent verder 
met behulp van de verwachte frequenties de verschillende effecten in het mo-
del. 
15. De technische problemen kwamen voor een groot deel voort uit de elaboratie-
formule. Deze formule van Yule en Kendall laat voor drie dichotome variabe-
len x, y en t zien, hoe het verschil in kruisproducten in de (2x2)tabel voor 
χ en y, geschreven kan worden als een gewogen som van partiele en marginale 
verschili en in kruisproducten Daarmee is voor alle associatie-maten, die op 
dit verschil in kruisproducten gebaseerd zijn, een soortgelijke decompositie-
formule op te stellen (zoals t, Q, ψ (Galtung, 1967, p.405-406)). Voor het 
percentage-verschil ε , waarbij de volgorde van de indices aangeeft, dat 
y afhankelijk wordt gesteld van x, is deze formule 
ε = Τ (f f_ N/f f.f) ε , + • ε 
ух t xt xt χ x t yxlt yt tx 
totaal ^
 = direct effect + indirect effect 
effect 
Hierin is N het generaal totaal, f- de frequentie in de categorie χ afwe­
zig en t aanwezig; gelijksoortige definities voor f , etc; c . is het 
percentage-verschil in de partiele tabel voor t aanwezig. De betekenis van 
de termen is eronder vermeld. Bij deze en soortgel ιjke formules doen zich 
een aantal problemen voor. We noemen er twee. 
Eerst een practisch probleem, de gewichten van de partiele samenhangen 
(ι • ) zijn voor de practijk ingewikkeld, bovendien voor andere samen-
hangsmaten gelden andere gewichten Als vuistregel wordt door verschil­
lende auteurs daaron wel de relatieve grootte van de subcategorie van t 
voorgesteld (f /N) (bijvoorbeeld Anderson en Zelditch, 1968). Ook de 
testfactor-standaardisatie van Rosenberg (1962) is een procedure, waarbij 
percentage-verschillen in partiele tabellen gewogen worden naar de rela­
tieve grootte van de subtotalen Aan de relatieve grootte als wegingsfac­
tor kleven echter wel bezwaren Zo kan bewezen worden, dat strict genomen 
all ееη dan een dergelijke weging correct is, als de variabelen χ en t sta­
tistisch onafhankelijk zijn. Dit is meestal erg onwaarschijnlijk. Nu lijkt 
weging een gecompliceerde zaak, wat het in feite voor de situatie, waar de 
formule op doelt, niet is Voor het P-type van analyse gaat het om de ver­
schillen in partiele samenhangen. Weging is dan niet gewenst, omdat het die 
verschillen dan ook uijzigt Voor het M-type is weging ook niet nodig, om 
het directe effect te weten te komen, kan men eenvoudig afgaan op 
f - ι г Tevens is voor de verhouding direct versus indirect effect 
vx ν t tχ 
de keuze van de door Galtung genoemde associatie-maten ook irrelevant, om­
dat die verhouding voor alle maten dezelfde is. 
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- Een tweede probleem met de formule is wezenlijker en gaat over de vraag of 
de formule gehanteerd kan worden als men een causaal proces bestudeert, 
zoals bijvoorbeeld weergegeven in diagrammen als χ >t- )jr. 
In de formule wordt het indirect effect gemeten met e ε
 t terwijl men zou 
verwachten dat in de meting van het effect van t op yyae variabel χ onder 
controle wordt gehouden. Somers (1964) heeft verder opgemerkt, dat het voor 
het directe effect (ε - e ε ) veelal onmogelijk is de waarde één te 
bereiken, omdat de marginale verdeling (xt) dat in de meeste gevallen niet 
toelaat. Wordt nu het directe effect gerelateerd aan het maximaal toelaat-
bare directe effect, gegeven de verdeling (xt), dan ontstaat voor de meting 
van dit effect de partiële regressie-coëfficiënt. Het indirecte effect wordt 
daarmee tevens veranderd in e ε zodat de gehele decompositie wordt: 
yt.x tx r 
e = ε + ε ε 
ух yx.t yt.x tx 
Dit resultaat stemt j£op standaardisatie na) overeen met de gebruikelijke 
padanalytische opsplitsing van het totale effect in een direct en indirect 
effect. 
16. Men moet deze vergelijkingen niet met de elaboratie-formule verwarren. In de-
ze laatste komt tot uitdrukking dat een geobserveerde grootheid (de oorspron-
kelijke samenhang) algebraïsch gelijk is aan een gewogen som van andere geob-
serveerde grootheden (partiele en marginale samenhangen). De functie van mo-
delvergelijkingen is een heel andere: zij geven theoretische relaties aan. 
17. Voor schijnmakende variabelen is het evident, dat ze in de analyse moeten 
worden opgenomen, maar ook voor conditionerende (specificerende in Lazars-
felds terminologie) geldt dat. Zo kan men voor drie variabelen het speci-
ficatie-type constateren, terwijl dat wegvalt wanneer men tegelijkertijd, 
zeg, vier variabelen beschouwt. 
18. Segers en Hagenaars hebben dezelfde analyse van Durkheim voor Nederlandse 
gegevens met hetzelfde resultaat herhaald (Segers, 1980). 
Noten bij hoofdstuk 2. 
1. Verschuren onderscheidt bijvoorbeeld nog 'valentie', dat te maken heeft met 
de positieve of negatieve werking van een oorzaak. Voor nominale eigenschap-
pen lijkt ons deze eigenschap minder relevant. Dunge onderscheidt volgens 
Tacq (1981) de volgende elementen: ontologisch, onveranderlijk, uniek, li-
neair, additief, kontinu, asymmetrische, extern, productief en relatief ten 
opzichte van gekozen referentie-systeem. Tacq noemt deze definitie strin-
gent. Onveranderlijk, uniek, lineair, additief, continu lijken ook ons te 
eenzijdig op slechts bepaalde oorzaken te slaan. Bovendien komt het ons voor, 
dat wanneer een ontologisahe definitie wordt nagestreefd, het laatste element 
in het rijtje niet thuis hoort. Een ontologische oorzaak kan immers niet re-
latief zijn ten opzichte van een door mensen gekozen referentie-systeem, 
2. Het element van transitiviteit vormt daarop een uitzondering. Tacq constateert 
het als een grondige moeilijkheid bij padanalyse in verband met het multicol-
lineariteitsprobleem. In (1981) stelt hij echter expliciet, dat een causale 
relatie in principe niet transitief is. Wij kunnen dit standpunt moeilijk be-
grijpen. De literatuur op dit terrein is naar onze mening doorweven met de 
idee van directheid en indirectheid van causale relaties; de idee dus dat 
transitiviteit in principe mogelijk is. Het multicollineariteitsprobleem dat 
in de padanalyse ten gevolge van transitiviteit in het reële causale proces 
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ontstaat, is weliswaar een 'netelig probleem' voor pad-methodologen, maar 
kan omgekeerd niet het voorkomen van transitiviteit in twijfel trekken. 
3. Strict genomen gaat dit niet op voor meetmodellen met latente variabelen, zo-
dat het problematisch is dergelijke modellen als causale modellen op te vat-
ten (Stouthard, 1965). 
4. Er zijn wel analysen voor nominale eigenschappen, waarin dit soort vragen ex-
pliciet aan de orde gesteld «orden, onder meer in de in hoofdstuk 1 genoemde 
Homals analyse. 
5. In de padanalyse betekent dit dat de padcoëfficiënten meer centraal staan 
dan de verklaarde varianties; parallel hieraan verdienen bij een tabelanaly-
se de effect-parameters primair de aandacht. 
6. Bunge staat een een-een-relatie voor tussen oorzaak en gevolg. Voor wat be-
treft de discrete nominale eigenschappen hebben wij, zoals in de tekst blijkt, 
met deze opvatting geen moeite. Maar in het geval van continue of gelijke in-
terval eigenschappen is het een-een-karakter van de relatie afhankelijk van 
wat als teweeggebrachte verandering beschouwd wordt. Beschouwen we bijvoor-
beeld het gezinsinkomen als een gevolg, tot stand gebracht door de betaalde 
inspanningen van de gezinsleden als oorzaken. Het is dan natuurlijk waar dat 
er een een-een-relatie bestaat tussen de betaalde inspanningen van elk gezins-
lid en zijn bijdrage in het gezinsinkomen; maar dat neemt niet weg, dat als 
het gezinsinkomen als gevolg wordt beschouwd, er sprake is van meerdere inko-
mensbronnen. Tacq (1981) die Bunge's opvatting over causaliteit behandelt, 
haalt drie typen van muiticausaliteit aan, die tot uniciteit zijn te her-
leiden. Bij het eerste type (één oorzaak, meerdere gevolgen) is er sprake 
van evenzovele unicausale relaties. Het tweede type (aanwezigheid van meer-
dere oorzaken vereist voor optreden van het gevolg) houdt in, dat er één 
oorzaak is die een conjunctie is van meerdere. Het derde type (óf oorzaak 
1 óf oorzaak 2 óf etc. brengt het gevolg teweeg) is te herleiden tot één 
oorzaak, die voldoende is. 
In deze drie typen is het voorbeeld van het gezinsinkomen niet te plaatsen. 
Algemeen zou dit type te formuleren zijn: oorzaak 1 heeft deelgevolg 1 (met 
betrekking tot één interval of continue eigenschap), oorzaak 2 heeft deel-
gevolg 2, dat extra toegevoegd wordt bij het eerste, etc.. Om het ene gevolg 
te verkrijgen zijn met andere woorden meerdere oorzaken werkzaam. 
7. Het maakt in principe niets uit of de oorzaakvariabele als een stabiele con-
ditie wordt beschouwd dan wel als een veranderlijke eigenschap, waarvan het 
individu verschillende waarden kan aannemen. In het vervolg zullen we steeds 
over een 'conditie' spreken. 
8. De notatie is van Nowak. 
9. De methode van overeenkomst steunt op de regel: als een conditie S binnen 
welke complexe situatie dan ook, altijd gevolgd wordt door B, dan is S een 
voldoende voorwaarde. 
De methode van verschil heeft betrekking op de regel. als S binnen een com-
plexe situatie niet voorkomt, terwijl verschijnsel В wel voorkomt, dan is 
S niet noodzakelijk voor B. 
10. Volgens Nowak, 1975, p.113, moet in de uitschrijving voor Р
п
і
ч д
 uitdrukkelijk 
-ρ ρ ρ staan in plaats van ρ ρ ρ , zoals het volgens ons dient te zijn. 
1 ¿ 1 2 
Zou het teken negatief zijn, dan zou het beeld nog veel ongunstiger er uit 
komen te zien. 
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Een duidelijk voorbeeld hiervan is nog een structuur, die volgens Nowak rea-
1 istischer is dan de eenvoudige structuur van het (gedeeltelijke) verklarings 
type Veelal gaat шел uit van een diagram zoals links getekend, maar zou het 
de voorkeur verdienen dat het diagram rechte als de ware structuur beschouwd 
wordt De variabelen zijn dichotoom 
| >T-
S 
I » в 
Het is met andere woorden realistischer aan te nemen dat S en Τ zelf niet 
voldoende zijn, maar pas een effect hebben op B, wanneer E, D en Η aanwezig 
zijn Passen we weer een noodzakelιjk-voldoende voorwaarde redenering toe, 
dan ontstaat een (2x2x2)tabel, waarin twee partiële tabellen (SB) voor Τ en 
Τ zijn te onderscheiden Als we geen error aannemen, is te bewijzen, dat de 
partiele relatie (SB) in Τ niet te berekenen is Laten we een lichte error 
toe namelijk dat bij afwezigheid van E en/of S toch Τ kan voorkomen en bij 
aanwezigheid ook Τ mag voorkomen, dan is de partiele relatie (SB) in Τ klei­
ner, maar in Τ groter dan de originele relatie (SB) Hoofdeffecten zijn dan 
voor S ρ (1-p ) en voor Τ ρ (1-p ) Een uitslag, die we gezien het diagram 
niet zouden verwachten 
Voor degene die zich het betoog herinnert, dat nominale variabelen om een 
probalistische en interval variabelen eerder om een deterministische model­
constructie vragen, zal het verrassen, dat beide typen variabelen in één 
additief regressie-model opgenomen worden Dit is evenwel mogelijk, omdat 
voor 0-1 variabelen een probabilistisch model gemakkelijk omgezet kan worden 
in een deterministisch model 
Voor een (2x2)tabel kan dit als volgt geïllustreerd worden In het probalis-
en voor ρ 
die we gemakshalve vervangen door ρ . en pR|T 
1 |2' 
Pi 
KBlA " L 
ΒΙΑ ' 
In woorden, de kans dat В optreedt onder conditie dat A aanwezig is, is ge­
lijk aan de som van de kans, dat В optreedt onder invloed van alle overige 
variabelen (ι) en de kans, dat В optreedt onder invloed van Α (α), voor de 
tweede vergelijking is alleen ι van toepassing Trekt men beide contitione-
le kansen van el kaar af dan ontstaat ei = p
n
. . - p_,- als schatting van het 
causale effect van A Ontwikkeling van beide vergei ιjkingen geeft 
PB 
PBA 
r A 
Pn 
Door optelling ontslaat ρ + ρ = ρ
β
 = <о
д
 + > (р
д
 + ρ") р
д
 + 
Beschouwen we A en В als 0-1 variabelen, dan zijn ρ en ρ de gemiddelden van 
respectievelijk A en В, 7odat voor ρ = αρ + ( geschreven kan worden 
ΣΒ/Ν = ι) Α/Ν + - (.A t )/Ν 
Hieruit volgt dat В = ίΛ * , c-en vergelijking, die overeenkomt met een li­
neaire regressie-vergeJιjking voor interval-variabelen 
13. In hoofdstuk 2.2.5 is gezegd dat men in de padanalyse met een determinis-
tisch model met onbekende oorzaken werkt en in tabelanalyse met een proba-
listisch model, teneinde rekening te houden met de ontoereikendheid van on-
ze kennis. Dit impliceert evenwel niet dat men in een probalistisch model 
geen onbekende oorzaak mag opnemen, zoals men soms wel doet. 
14. De term 'relatief risico' wordt waarschijnlijk niet algemeen in de betekenis 
zoals in de tekst aangegeven, gebruikt. Volgens Sturmans (1982) wordt de term 
in de epidemiologie verbonden aan wat wij genoemd hebben de ratio van condi-
tionele kansen. 
Noten bij hoofdstuk 3. 
1. Het woord causaal is hier tussen haakjes geplaatst, omdat van de effecten 
slechts voorlopig wordt aangenomen, dat ze dit karakter hebben. Nog niet be-
sproken zijn de criteria, waaraan voldaan moet zijn om ze echt als causale 
effecten te kunnen beschouwen. 
2. We vermelden de bevolkingsgegevens hier apart, omdat die meestal niet in dit 
licht worden bezien Het betreffen meestal geaggregeerde gegevens (zoals per-
centages, gemiddelden) die ontstaan zijn door samenvoeging van de gegevens 
van afzonderlijke individuen Doorgaans (Biley, 1963) wordt van deze gege-
vens gezegd dat causale uitspraken voor individueel gedrag niet zonder meer 
eruit zijn af te leiden Het zijn immers, bevolkings- of groepsgegevens. Men 
spreekt zelfs van een ecologische fout, als men desondanks toch een derge-
lijke uitspraak doet. De suggestie wordt hiermee gewekt, dat men bij een 
(causale) verklaring van menselijk gedrag geen gebruik raag maken van geaggre-
geerde gegevens dan wel daar zeer voorzichtig mee moet zijn Nu is het ge-
bruik daarvan met dat doel vaak wel problematisch, maar om een andere reden 
dan het feit, dat het hier om geaggregeerde gegevens gaat De moeilijkheid 
zit hem eerder daarin, dat men als onderzoeker in dergelijk secundair mate-
riaal, dat men zelf niet heeft verzameld, vaak onvoldoende gegevens aantreft 
van alle variabelen, die in de analyse eigenlijk zouden moeten worden opge-
nomen. 
Bevolkingsproporties kan men beschouwen als eigenschappen van een groep, men 
kan ze ook opvatten als kansen, die gelden voor het individu en als zodanig 
tot object van analyse nemen Zo kan men de proportie van jongeren die een 
diploma behaalt, opvatten als de individuele kans voor een jongere om een 
diploma te behalen en vervolgens kan men nagaan of deze kans varieert over 
verschillende (bevolkings-)categoneen, maar ook bijvoorbeeld over geogra-
fische eenheden met een wisselend percentage arbeiders, verschillende graad 
van verstedelijking In methodische termen zou men in de twee laatste geval-
len kunnen zeggen, dat als verklarende factoren voor deze individuele kans 
contextuele kenmerken van het individu worden aangedragen 
In deze lijn de gedachte doortrekkend, verandert ook wat men onder een eco-
logische fout moet verstaan Als men constateert dat verschil lende geogra-
fische eenheden met een oplopend percentage arbeiders een dalend percentage 
diploma-bezitters laat zien, dan heeft men in de gebruikelijke terminologie 
met een samenhang op groepsniveau te maken Conciudeert men tot een samen-
hang tussen arbeider-zijn en di ploma bezit, dan maakt men de bekende ecolo-
gische fout Maar evengoed heeft men geconstateerd daL de kans, dat een in-
dividu een diploma bezit, afneemt als de geografische eenheid waarin hij 
woont, een groter percentage arbeiders kent; een samenhang met andere woorden 
op individueel niveau Conciudeert men onjuist dat de kans op een diploma la-
ger is, als de persoon arbeider is, dan heeft men een contextuele variabele 
aangezien voor een absoluie individuele variabele. Een ecologische fout is 
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in deze visie dus niet een fout, omdat het niveau van de analyse-eenheid 
(meestal groep) verschilt van de eenheid waarop de conclusie betrekking 
heeft (meestal individu), maar een fout als gevolg van het verwarren van 
een contextuele en een absolute individuele variabele. Concluderend moet 
gesteld worden, dat in principe bevolkingsgegevens in aanmerking komen voor 
de causale verklaring van individueel gedrag. 
De notatie bij tabelanalyse is doorgaans lastig, omdat van een grootheid 
zowel moet worden aangegeven op welke variabele(n) deze betrekking heeft, 
als op welke categorie(èn) van deze variabele(n). Een algemene conventie 
is er niet. Wel is het vrij gebruikelijk te werken met zowel super- als 
subindices; de superindices geven de variabelen aan, de subindices de cate-
gorieën van de variabelen die er direct boven staan. Zo is f12 de frequen-
tie in de categorie wanneer de variabele D gelijk is aan 1 en variabele M 
gelijk aan 2. We zullen deze notatie volgen, maar ter vereenvoudiging vol-
staan met de subíndices (categorieën), wanneer duidelijk is welke super-
ïndices (variabelen) bedoeld zijn. Dit is onder meer het geval bij (IxJ) 
tabellen en vectoren 
- met betrekking tot een (IxJ)tabel wordt in de subindices de gebruikelij-
ke volgorde gehanteerd: eerst de aanduiding voor de categorie van de rij-
variabele vervolgens die van de kolomvariabele. De aanduiding f12 ^n tfi~ 
bel 3.1 wordt dus vereenvoudigd tot f12• 
- in vectoren komen vaak overeenkomstige grootheden voor, die alle op de-
zelfde (combinatie van) variabele(n) betrekking hebben. Een herhaling 
van superindices is dan overbodig en de eerste van dergelijke grootheden 
zullen we dan alleen van superindeces voorzien. 
De natuurlijke logarithme van een getal b wordt in de tekst genoteerd als 
log b. De waarde ervan is dat getal, waarmee e in de macht moet worden ver-
heven om b te krijgen. Dus uit log b ~ к volgt per definitie e = b; het 
getal e benadert de waarde 2.71828.. Eigenschappen van logarithmen zijn: 
log b = с log b 
log (bc) = log b + log с 
log (b/c) = log b - log с 
De naam 'cornered' geeft aan dat bij de constructie van het model een hoek 
van de tabel als uitgangspunt dient. De logarithme van de verwachte frequen­
tie in zo'n hoekcel wordt als algemeen effect gezien. Vandaaruit wordt het 
model verder uitgebouwd In tegenstelling tot deze modellen gaan 'centered' 
modellen uit van het gemiddelde van de logarithmen van de verwachte frequen­
ties in alle cellen. 
* * . i D M ï D M ï D M i D M * n . · л м ,M Immers dan ontstaat λ]] - X\/ = A21 - A22, wat gelijk is aan Ai - A2, zodat 
γ = λ] - λ2. Zo is het ook duidelijk, dat toetsing van de hypothese γ = 0 
alleen maar een gelijkwaardige toets is van de hypothese λ, - λ? = 0, als 
al vaststaat dat γ = 0 . (cf. Bock, 1975). 
Uit het oorspronkelijke model voor de logits is een uitdrukking voor de con­
ditionele kans in de modelparameters af te leiden. Is het model 
, DIM, DiM, D M , , D 1Λ 
log (p, -
Ί
/ρ, ι i) = π + π en noemen we exp(-(n + Π,)) voor het gemak c, 
dan is ρ,ι = l/(c+l) en ρ . = c/(c+l). Voor andere modellen gelden soort­
gelijke schrijfwijzen 
2 2 2 
Wat de χ -benaderingen van X en G betreft, vermeldt Haberman (1978) dat 
deze in toenemende mate nauwkeuriger zijn, als alle verwachte frequenties 
groot zijn. Ook is dan het absolute verschil van beide |X -G | gering. In 
de practijk wordt wel de regel gehanteerd, dat alle verwachte frequenties 
groter moeten zijn dan 5. Een andere vuistregel is die van Cochran, die zegt 
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dat voor een goede benadering 100% van de verwachte frequenties groter moet 
zijn dan 1 en tenminste 80% groter dan of gelijk aan 5. Recente studies, al-
dus Flenberg (1981) hebben echter aangetoond dat deze regels enigszins con-
servatief zijn; deze studies suggereren, althans voor tests op het 5%-sig-
nificantie niveau dat de statistics vaak de critieche waarde al bereiken 
wanneer de kleinste verwachte frequenties 1 naderen. 
9. Voor een precíese interpretatie van deze beschrijvende maat voor de verklaar-
de variantie van een kwalitatieve (dit is nominale) variabele verwijzen we 
naar Magldson (1981). Ze kan waarden aannemen van 0 tot en met 1. In deze 
maat wordt de variantie binnen de categorieën van de oorzaakvariabelen, na 
weging naar grootte, vergeleken met de variantie in de totale populatie. De 
eerste is de binnen-variantie of onverklaarde variantie; de laatste de tota-
le variantie. Het verschil is de verklaarde variantie. Onder de variantie 
van een nominale variabele wordt in het algemeen de spreiding verstaan, die 
het grootst is als alle frequenties (kansen) in de categorieën van de gevolg-
variabelen gelijk zijn en het kleinst, als alle frequenties gelijk aan nul 
zijn op de frequenties in één categorie na. Er is dan sprake van verklaring 
door oorzaakvariabelen als de frequenties (conditionele kansen) in de cate-
gorieën van de oorzaakvariabelen meer geprononceerd uit elkaar liggen als in 
de gehele populatie. 
Noten bij hoofdstuk 4. 
1. Onder 'gebruikelijk* wordt hier verstaan de analyse, zoals die door Goodman 
op velerlei plaatsen is beschreven en die men ook in de vele inleidingen te-
genkomt (onder andere Bishop, 1975; Reynolds, 1977; Fienberg, 1981). Ze leidt 
tot de door Goodman genoemde λ-effecten. Het ECTA-programma geeft deze effec­
ten ook als default-waarden. 
2. Het opleggen van de constraint dat opeenvolgende logite aan elkaar gelijk 
zijn, kan gedaan worden, zoals dat in de tekst gedaan is; eerst ervan uit­
gaan dat ze verschillend zijn en vervolgens de constraint opleggen. Het kan 
ook ineens geschieden door gebruik te maken van alleen het lineaire polynoom 
contrast voor de oorzaakvariabele. 
2 
3. Zoals deze formule laat zien gaat het in s . om de bijdrage van.een cel aan 
de X van Pearson. De som over alle cellen Is gelijk aan deze X . Bishop 
(1975, p.137) en Haberman (1978, p.77, 230, 275) geven nog een aantal andere 
maten voor de afwijkingen per cel. 
Noten bij hoofdstuk 5. 
1. Achtereenvolgens zullen we kort toelichten 'de screening procedure' van Brown, 
de 'generalized guided method' (GGM) van Zahn en Fein en de methode die Payne 
voorstelt. 
Gegeven een 4-weg tabel van de variabelen А, В, С en D. De coveeniybj-^voci-
dure van Brown berekent voor elke combinatie van variabelen een marginale en 
partiële samenhang en toetst beide Stel dat het om de samenhang ABC gaat. 
Marginaal wordt getoetst of deze samenhang nul is, door in de marginale ver-
deling ABC de modellen te vergelijken zonder en met de parameters voor de 
samenhang ABC; dus het model waarin de parameters opgenomen zijn met super-
scripten A, B, C, AB, AC en BC en het model met parameters met superscripten 
A, B, C, AB, AC, BC en ABC. Een toets of de partiele samenhang nul is, vindt 
plaats binnen de totale verdeling ABCD. Hierin worden het model met alle pa-
rameters van dezelfde orde vergeleken met het model waarin de parameters voor 
de betreffende samenhang ontbreken• dus het model met parameters met super-
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Scripten А, В, С, D, AB, AC, AD, ВС, BD, CD, ABD, ACD, BCD en ABC en het 
model met dezelfde parameters op de laatste na. De twee teste geven bij 
benadering de grenzen aan van de verschillen in de fits van elk paar model­
len die alleen in de betreffende samenhang-parameter(s) verschillen. Na af­
loop van de beide tests voor één samenhang is het resultaat; 'zeker opnemen', 
'zeker niet opnemen', 'het is nog niet zeker'. Fienberg (1979) zegt van de-
ze methode, dat hij feilbaar is en met voorzichtigheid gehanteerd moet wor-
den. 
De 'generalized guided method' van Zahn en Fein is ook gericht op samenhan-
gen van variabelen, voorgesteld door een combinatie van letters. Voor de 
belangrijkste samenhangen - dat zijn die tussen een afhankelijke variabele, 
zeg D en de predictoren, zeg А, В en С - wordt een conservatieve maat bere­
kend voor de verklaringskracht van de parameters van deze samenhang. Daar­
voor wordt het model met zoveel mogelijk parameters, maar zonder de te toet­
sen parameters vergeleken met het model, waarin ook deze laatste zijn opge­
nomen. Beide modellen zijn hierarchisch. Voor de toets bijvoorbeeld op het 
nul-zijn van de parameters voor de samenhang AD worden twee modellen ver­
geleken beide bezitten alle parameters ter fixering van de verdeling van 
de predictoren А, В en С ; verder bevat het eerste model de parameters met 
BD, CD en BCD en het tweede dezelfde met daarenboven de parameters met su­
perscript AD. Het verschil in G -waarden wordt gedeeld door het aantal vrij­
heidsgraden van dit verschil; het is een maat voor de verklaringskracht van 
de parameters van de samenhang AD. Van alIe samenhangen wordt zo de verkla­
ringskracht van de betreffende parameters bepaald Vervolgens wordt het mo­
del waarin D onafhankelijk is van ABC, achtereenvolgens uitgebreid met para­
meters in volgorde van verklaringskracht. Het beste model volgens de gebrui­
kelijke criteria wordt dan gekozen 
De pro 't du PC рак Раут (1977) is een gemodificeerde versie van die van Good­
man (1971) Deze vangt aan met berekening van G -waarden en vg van alle 
hoofdmodellen Dat hoofdmodel waarvan de overschrijdingskans p, die bij G 
hoort, het dichtst bij de gekozen ent ïeke p-waar de ligt, wordt het verdere 
uitgangsmodel, dat zo mogelijk nog verbeterd moet worden. Wordt bijvoorbeeld 
voor critieke p-waarde de waarde ρ = .05 gekozen, dan is dat hoofdmodel ver­
der uitgangsmodel, waarvan de p-waarde de waarde .05 van bovenaf het dichtst 
nadert Hierna wordt, als in de procedure van Goodman, van alle effecten van 
direct hogere orde telkens afzonderlijk nagegaan of ze de fit op significan­
te wijze verbeteren Achtereenvolgens in een cyclische procedure worden de 
effecten, die het model het meest verbeteren, aan het model toegevoegd. 
We merken in dit verband op, dat de gestandaardiseerde waarden van de effec­
ten in het verzadigde model bij benadering gelijk zijn aan de wortel van de 
G -waarden, verkregen in stap 1 van de achterwaartse procedure (Altkin, 1980). 
Indien de gestandaardiseerde waarden bekend zijn, kan hieruit afgelezen worden 
welk effect kan vervallen 
Van de betreffende parameters in figuur 5.4 is één parameter niet vrij, omdat 
in de tabel tegelijkertijd de verschillen kolomsgewijs gelijk moeten zijn, 
namelijk γ ] - γ > en de verschillen rijgewijs, respect ievel ijk γ, - γ, , 
Ъ -
 Υ3. e n Υ ι . " Ύ".· 
ten bij hoofdstuk 6. 
. Bishop e.a. (1975) heeft dit theorema bewezen voor die log-frequentiemodellen, 
waarbij volgens de tweede reductie-methode het aantal oorspronkelijke parame­
ters wordt teruggevoerd. Zij maken in dat bewijs gebruik van het feit dat vol-
gens deze methode de som van parameters binnen bepaalde subsets gelijk is 
aan nul. Reduceert men het aantal oorspronkelijke parameters op een andere 
wijze middels de reparametrizeringsmethode, dan verkrijgt men effecten waar-
voor ook het theorema opgaat. Dit is gemakkelijk in te zien, wanneer men be-
seft dat in zo'n set parameters wier som nul is, één niet vrije parameter 
is, die gelijk is aan het tegengestelde van de som van de andere vrije para-
meters. Werkt men volgens de tweede reductie-methode, dan hanteert men in 
feite een effect-definitie volgens het deviatie-contrast en is het contrast 
bij de niet-vrije parameter gelijk aan het tegengestelde van de som van de 
andere contrasten. Zo'n extra, niet-vrije parameter is op dezelfde wijze ook 
toe te voegen wanneer men parameters volgens andere contrasten bepaalt (zie 
bijlage A). 
2. De collapsibiliteitsregel geldt in ieder geval in de richting, zoals in de 
tekst beschreven: gegeven onafhankelijkheid van A- en B-variabelen leidt 
analyse van de over A samengetrokken tabel niet tot andere waarden van ge-
noemde parameters. Fienberg (1981) zegt, dat de beschrijving van de regel 
bij Bishop ten onrechte suggereert dat het omgekeerde ook opgaat: wanneer 
de genoemde parameters onveranderd blijven bij samentrekking, zijn de A-
en B-variabelen onafhankelijk Hij haalt een voorbeeld aan van een zogenaam-
de 'perfecte' drie-dimensionele tabel, waarin alle tweede orde effecten on-
gelijk nul zijn en dezelfde waarden ervan verkregen worden in de betreffen-
de twee-dimensionele marginale tabellen. 
De assumptie dat effecten onveranderd blijven bij tabeluitbreiding, hoeft 
strict genomen niet de onafhankelijkheid van A- en B-varιabelen in te hou­
den. Wanneer we dit in het algemeen toch veronderstellen, gaan we daarbij 
af op de mededeling van Fienberg dat perfecte tabellen 'not really common' 
zijn en dat het redelijk is met samengetrokken tabellen te werken 'only 
when the condition of (the) Theorem is met'. 
3. Goodman (1971) noemt een systeem van variabelen gesloten 'in the sense that, 
if variables outside the system have any effect on the variables in the sys­
tem, it is to produce stochastic disturbances corresponding to the usual 
random variation of the observed frequency from its expected value (when 
sampling is random)'. Deze omschrijving is vrij streng. In termen van het 
theorema veronderstelt Goodman dat alle variabelen in het systeem groep-B 
variabelen zijn. Beter zou het daarom zijn geslotenheid te definieren in 
relatie tot effeetschattingen afzonderlijk. Een variabelen systeem zou dan 
gesloten met betrekking tot bepaalde effecten genoemd kunnen worden, als al­
le variabelen buiten het systeem geen storende werking hebben op de schat­
tingen van die effecten. 
Noten bij hoofdstuk 7. 
1 Wanneer de samentrekking plaatsvindt over een niet gelijk aantal categorie-
en (bijvoorbeeld categorieën 1 en 2 sanen, categorieën 3, 4 en 5 samen en 
categorie 6 blijft alleen), is het mogelijk een hulpvariabele te beschouwen 
met een aantal categorieën gelijk aan het grootste aantal categorieën, dat 
wordt samengevoegd (hier dus 3) Er zijn dan combinaties van de hulpvana-
bele met M die men als theoretische nulcellen kan beschouwen Voor het be-
toog doet er deze onnodige compiïcering eigenlijk niet toe Vandaar dat in 
de tekst een samentrekkking over gelijke aantallen categorieën als voorbeeld 
is gekozen 
2 In sommige gevallen zu Hen schattingen van parameters, gedefinieerd volgens 
het Helmert-contrast of deviatie-rontrast (de ECTA-effeeten) ook constant 
blijven Dit is bijvoorbeeld het geval, wanneer - zoals in de tekst - ovoi 
steeds gelijke aantallen сategoπ een wordt samengetrokken 
2Ü7 
3. Een vierde variabele, waarvan het schattingsresultaat afhankelijk is, is 
de verdeling van de variabele M in de uitgangstabel. In tabel 7.2 is M onge­
lijk verdeeld. In dit kader is het wellicht van belang op te merken, dat 
O'Brien in zijn studies naar het gedrag van de Pearson correlatie grotere 
afwijkingen bij samentrekking constateerde, wanneer de onderliggende verde­
lingen scheef waren, dan Labovitz die steeds van uniforme verdelingen uit­
ging. Wanneer in tabel 7.2 de marginale verdeling van M uniform zou zijn 
met voor elke cel een frequentie van 100, veranderen de resultaten zodanig, 
dat de afwijkingen die met samentrekking ontstaan, geringer worden. Met een 
uniforme verdeling voor M ontstaat de volgende figuur, die analoog is aan 
figuur 7.6. 
„ % over-
-M * *M 
type gem γ schat- max min. gem d gem γ max min N 
tingen s 
9 
Η 
7 
6 
5 
4 
3 
2 
1003 
1007 
1012 
1081 
1025 
1034 
1041 
0997 
56 
50 
55 
56 
56 
55 
56 
44 
105 
110 
116 
122 
127 
132 
135 
102 
095 
.091 
084 
081 
080 
079 
082 
098 
0035 
0050 
0064 
.0078 
0095 
Olli 
0131 
0012 
4 217 
4.188 
4 149 
4 096 
4.019 
3 897 
3 673 
3 117 
4 234 
4 217 
4 204 
4 192 
4 178 
4 083 
4 023 
3 707 
4 201 
4 115 
3.974 
3 788 
3 557 
3 226 
2 770 
2 111 
Hierin zijn dezelfde tendensen als beschreven voor figuur 7.6 aanwezig net 
enkele uitzonderingen. Voor elk type samentrekking wordt de parameter, gemid­
deld genomen, practisch zonder afwijkingen geschat. Slechts in zeer lichte 
mate worden de afwijkingen groter van type 9 tot type 2. De marges (verschil, 
maximum en minimum) worden echter wel in deze richting steeds groter met uit­
zondering van die van de dichotomieën. Wat ook opvalt is dat het aantal over-
schattingen meer dan de helft is (55% over het totaal). 
Vooruitlopend op wat in de tekst volgt, laat een regressie-analyse (overeen-
komstig figuur 7 8) van d en γ afzonderlijk op OG en SF ongeveer hetzelfde 
beeld zien. De schatting γ Μ wordt in hoge mate door deze factoren bepaald 
(R2 = .93) en het meest door OG (gestandaardiseerde regressie-coëfficiënten 
resp - 78 en - 22) De schatting d wordt veel minder door OG en SF bepaald 
(R2 = 19), hoewel relatief SF voor Э belangrijker wordt dan voor γ , 
heeft OG de hoogste gestandaardiseerde regressie-coëfficiënt -.29, 
tegen .17 voor SF. De correlatie tussen OG en SF is echter in dit geval (bij 
uniforme verdeling van M) bijzonder hoog, г (Pearson) = 83. 
4 Voor de eigenschappen van een samentrekking 'ongelijkheid' (0G) en 'schalings-
fout' (SF) zijn eenvoudige indices geconstrueerd. 
Wat betreft de meting van de 'o chalina s f out' is van de volgende gedachte uit­
gegaan Wanneer een interval variabele M" (met gelijke intervallen) samenge­
trokken wordt tot een variabele M' met een kleiner aantal categorieën, is 
het gevaar groot dat de intervallen van M' niet meer gelijk zijn Doorgaans 
beschouwt men echter in plaats van M' de variabele H met evenveel categorieën 
als M", maar met intervallen, die anders dan die van M' wél gelijk zijn 
9 
36 
84 
126 
126 
84 
36 
9 
268 
In de figuur hiernaast is een 10-puntschaal 
M" gegeven 
Deze wordt samengetrokken tot M' volgens 
(12)3(45)(678910) De vier ontstane categorie-
en hebben geen gelijk Interval meer Door de 
intervallen van sommige wat op te rekken en 
die van andere wat te doen inkrimpen, ont-
staat variabele M, waarmee men doorgaans 
verder werkt 
De schalingsfout, die men hierbij maakt, ontstaat als men van M' naar M gaat 
De vraag is nu, hoe deze schalingsfout te kwantificeren is Er laten zich een 
aantal mogelijkheden denken Op de eerste plaats zou je kunnen afgaan op de 
categorie-breedte, uitgedrukt in eenheden van M Zo heeft categorie 1 van M' 
een breedte van 2, categorie 2 een breedte van 1, etc A1& eerste mogelijk-
heid tot kwantificering van de schalingsfout zou men het gemiddelde absolute 
verschil kunnen nemen van de categorie-breedten van M' en M We zijn aan deze 
mogelijkheid voorbijgegaan, omdat het bij lnterval-variabelen meer om de 
intervallen tussen de categorieën dan om de categorie-breedten gaat Als een 
interval beschouwt men gewoonlijk de afstand tussen de middelpunten van de 
categorieën, eveneens uitgedrukt in eenheden van M" Zo is het eerste inter-
val van M' tussen de categorieën 1 en 2 gelijk aan 1 5, het volgende interval 
is ook 1 5 en het laatste is gelijk aan 3 5 Bij 4 categorieën zijn er na-
tuurlijk 3 intervallen Zou de oorspronkelijke variabele M" in categorieën 
met gelijke breedten zijn verdeeld, zoals in M, dan zouden de intervallen 
gelijk zijn aan 2 5 (= 10/4) Bij een samentrekking tot 4 categorieën kan 
men dit als het Ideale interval beschouwen Het gemiddelde van de absolute 
verschillen tussen de door samentrekking ontstane intervallen en dit ideale 
interval, kan men als een maat voor de schalingsfout nemen, die men maakt 
door niet-gelijke intervallen als gelijk te beschouwen Is Jg het aantal 
categorieën van de samengetrokken variabele M' en J het aantal categorieën 
van de oorspronkelijke variabele M' , dan is de schalingsfout SF 
J - 1 
/_, interval ι van M' - (J /J )| 
c r
 1 =1 ° s 
SF =
 r^ï 
s 
Het minimum van SF is 0 (geen fout), het maximum van SF ligt niet vast, maar 
varieert al naar gelang het aantal categorieën van de ingekrompen variabele, 
hoe kleiner dit aantal is, hoe hoger dit maximum lipt Daar is één uitzonde-
ring op een dichotome variabele heeft een schalingsfout van nul Het kent 
slechts één interval, zodat er inderdaad geen schalingsfout gemaakt wordt 
Maar omdat het begrip 'gelijk interval* hier eigenlijk betekenisloos is, 
kunnen we ook aan de waarde nul van SF in dit geval geen betekenis hechten 
Om het effect van schalingsfouten na te gaan, is het daarom beter inkrim-
pingen tot dichotome variabelen buiten beschouwing te laten 
De maxima voor samentrekkingen van 10 naar 9 tot van 10 naar 2 zijn resp 
18, 39, 65, 93, 1 25, 1 50, 1 75, 0 0 Men zou voor deze maxima kunnen 
corrigeren Het leek ons echter in dit geval minder juist, omdat het grotere 
risico op een fout bij een drastische inkrimping naar onze mening in de 
maat tot uitdrukking mag komen Men zal vaak juist tot een geringe inkrim-
ping besluiten om zoveel mopelijk schalingsfouten te vermijden 
M" «-
1 2 3 Ί 5 6 7 Θ 9 10 
2 6 9 
Een andere mogelijkheid om de schalingsfout te kwantificeren ontstaat 
vanuit de gedachte om M' niet met M te vergelijken, maar met een andere 
variabele, die weliswaar gelijke intervallen heeft, maar verschillende cate-
gorie-breedten. Zo heeft een inkrimping van M" tot een 3-punts variabele 
(123)(4567)(8910) twee intervallen met elk een breedte van 3.5 (namelijk 
5.5-2 en 9-5.5). De categoriebreedten zijn echter verschillend, resp. 3, 
4 en 3. Laten we toe dat deze categoriebreedten ongelijk zijn, dan bepalen 
de middenwaarden van de uiterste categorieën de breedte van de ideale inter-
vallen. In het eerdere voorbeeld van de figuur zijn de middenwaarden van 
categorie 1 van M* 1.5 en van categorie 4 van Μ' 8, hetgeen op een ideaal 
interval van (8-1.5)/3=2.17 neerkomt. We zouden daarom als een alternatieve 
maat in de formule voor SF alleen (J Q/J S) kunnen vervangen door dit nieuwe 
ideale interval en voor het overige de formule ongewijzigd laten. Deze alter­
natieve maat hangt echter in het materiaal van het opgezet experiment zeer 
hoog samen met de voorafgaande (r = .95 (zonder dichotomieën) en r = .95 
(met dichotomieën)), zodat we in de analyse alleen gebruik gemaakt hebben 
van de eerste. 
Een uitbreiding van deze gedachten zou verder nog zijn het verdisconteren 
van het frequentieve belang van de categorieën door de fout van elke geob-
serveerde 'score1 als basis te nemen. We hebben hier echter van afgezien, 
omdat de onderzoeker bij het maken van samentrekkingen en het zoveel moge-
lijk vermijden van schalingsfouten zich aldoende, naar onze mening, niet zo 
zeer met deze empirische weging zal bezighouden. 
Om de ' ' o n g e l i j k h e i d ' van de samentrekking vast te leggen, is een maat OG 
opgesteld. Ze is gebaseerd op de afwijking van de verdeling van M van de 
verdeling, zoals die op grond van het equiprobabiliteitsmodel te verwachten 
is (in alle categorieën van M gelijke verwachte frequenties). Is de ver-
wachte frequentie m- en het totaal aantal categorieën van M gelijk aan J, 
dan is het log-frequentie-model, dat tot gelijke verwachte frequenties 
leidt: log m.. = λ met vg = J - 1. Als maat voor de ongelijkheid is gekozen: 
OG = G 2/vg 
o 
waarbij G de likellhoodratio is en vg het aantal vrijheidsgraden van het 
betreffende model. Deze maat is gelijk aan nul als de verdeling uniform is. 
Voor sommige samentrekkingen met zeer ongelijke verdelingen krijgt OG een 
waarde groter dan 1000. Vanwege de zeer extreme waarden van deze enkele ge­
vallen is het maximum op 1000 gesteld. 
Noten bij hoofdstuk 8. 
1. Er is een klein verschil in die zin, dat in de padanalyse de bivariate corre­
laties als gegeven worden beschouwd en in de gemodificeerde padanalyse de to­
tale verdeling van de betreffende variabelen. 
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2. Men zou, als men wil, ook kunnen stellen dat men voor de schatting van ρ 
wél de grote tabel DPM gebruikt, maar in het op te stellen model alle parameters 
met betrekking tot deze samenhangen nul stelt. Men vat deze samenhangen dan op 
als gerichte causale effecten en die zijn er vanuit D naar de variabelen Ρ en 
M niet. Het collapsibiliteitsbeginsel leert dan dat voor de berekening van de 
overige effecten volstaan kan worden met de marginale tabel PM. 
3. Wanneer meerdere variabelen opgenomen zijn bijvoorbeeld vier variabelen A, B, 
С en D ontstaat op soortgelijke wijze. 
- ABCD AB ABC ABCD , AB ABC 
mijkl = mij mijk mijkl ' fij fijk 
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Gezien G -waarde, vg en overschrijdingskans is model 5 bevredigend te noemen 
Er zijn evenwel twee tekorten Op de eerste plaats is er één lastige cel (di-
ploma-bezitters uit de zelfstandige middenstand en tweede prestatie-catego-
rie) die een significante afwijking vertoont van 2 55 Men zou in zo'η situa­
tie kunnen redeneren, dat gezien het feit dat afwijkingen (bij benadering) 
standaard normaal verdeeld zijn, van de 48 cellen 48 χ 0 454 = 2 18 cellen 
een afwijking groter dan 2 laten zien Wij vinden hier één cel met een ge-
standaardiseerde afwijking groter dan 2, zodat dit niet verontrustend is 
Een andere ernstiger bedenking betreft het grote aantal cellen met verwachte 
frequenties kleiner dan 1 (namelijk 7 dit is 14%) en tevens het aantal cel-
len met verwachte frequentie kleiner dan 5 (namelijk 7 + 7 = 14 dit is 29%) 
Volgens de vuistregel van Cochran (zie noot β, hoofdstuk 3) zijn deze per­
centages te groot en moet derhalve betwijfeld worden of G de χ verdeling 
benadert Het enige wat we hierop kunnen zeggen is dat de X (Pearson) die 
bij dit ipodel hoort, gelijk is aan 23 16 welke waarde dicht bij die van G 
(= 24 3) Dit zou erop kunnen wijzen dat de benadering toch redelijk is 
We willen nog op een andere mogelijkheid wijzen om de invloed van variabelen 
als geheel te peilen Daarvoor vergelijkt men de verschillende afwijkingen 
van diverse modellen, uitgedrukt in G -waarden Men spreekt dan wel van de 
variatie in de tabel, die door de ene variabele meer 'verklaard' wordt dan 
door de andere Omdat deze niet direct gericht is op een interpretatie van 
causale parameters, gaan we er in de tekst aan voorbij 
Voor het voorbeeld (milieu, prestatie en. diploma) zou men als volgt kunnen 
redeneren De verwachte frequenties m wijken af van de geobserveerde 
frequenties We kunnen deze afwijkingen beschouwen als de niet-verklaarde 
variatie, genoteerd G met aantal vrijheidsgraden *vg Bij afwezigheid van 
alle causale samenhangen zijn alle variabelen statistisch onafhankelijk van 
elkaar Bij dit onafhankelijkheidsmodel hoort een bepaalde afwijking Note­
ren we deze met 0 dan is 0 - G te beschouwen als de totale verklaarde 
variatie Deze totale verklaarde variatie is op te splitsen in een gedeelte, 
verklaard middels model Ρ en een gedeelte, verklaard met model D Model Ρ kent 
afwijking Gp en model D afwijking G D Aan beide modellen Ρ en D corresponde­
ren ook onafhankelijkheidsmodellen Noemen we de afwijkingen van deze onaf­
hankeli jkheidsmodellen respectievelijk 0 p en 0 , dan is de totale verklaarde 
variatie op te splitsen in 
• 2 * 2 2 2 2 2 ( 0 - G ) = (0p - G p) + (0D - G D) (1) 
Wanneer model Ρ naast de parameters van het onafhankelijkheidsmodel ook alle 
γ bevat en model γ naast de parameters van het onafhankelijkheidsmodel ook 
J
 DP DM 
nog alle γ en γ (we zien met andere woorden af van de opgelegde con­
straints), wordt de opsplitsing (zie figuur 8 2 en θ 3) 
totaal 
verklaarde 
variatie 
(766 9 - 16 0) 
(38 - 15 ) 
variatie 
verklaard 
in model Ρ 
= (168 8 - 0 ) 
= ( 15 - 0) 
variatie 
verklaard 
in model D 
+ (598 1 - 16 0) 
+ ( 23 - 15 ) 
4 
•*-
variatie vlg (1) 
vrijheidsgraden 
De variatie, verklaard in model D is nog verder te verdelen Men kan daar­
bij twee hiërarchieën volgen men kan aan het onafhankelijkheidsmodel eerst 
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DP de parameters γ toevoegen (verklaard door Ρ (598.1 - 98.4)) en pas dan de 
parameters γ (verklaard door M (98.4 - 16.0)). In omgekeerde volgorde is 
de verklaarde variatie respectievelijk (598.1 - 402.6) verklaard door M en 
(402.6 - 16.0) verklaard door P. We noemen de twee hiërarchieën: 'eerst P, 
dan M' en 'eerst M, dan P*. De twee opsplitsingsvarianten zien er dan als 
volgt uit: 
totaal 
verklaarde 
variatie 
750.9 
23 
750.9 
23 
= 
= 
= 
in model 
168.8 
15 
168.8 
15 
Ρ 
+ 
+ 
+ 
+ 
in model 
eerst 
499.7 
3 
eerst 
195.5 
5 
Ρ 
+ 
+ 
M 
+ 
+ 
D 
dan M 
82.4 <-
5 * 
dan Ρ 
386.6 -f 
3 <-
variatie 
vrijheidsgraden 
variatie 
vrijheidsgraden 
2 
De G -waarden onder 'dan' kan men beschouwen als de unieke verklaarde varia­
tie. Behalve de unieke gedeelten (tezamen 82.4 + 386.6 = 469) moet er bijge­
volg in de variatie verklaard in model D (598.1 - 16.0 = 582.1) nog een 'ge­
meenschappelijk' gedeelte zitten. De verklaring door het totale model wordt, 
zo kunnen we aflezen, vooral tot stand gebracht door respectievelijk de sa­
menhangen (DP), (PM) en (DM). Het is een andere volgorde dan die in de tekst 
op basis van de parameter-schattingen. Het beeld verandert verder ook nog 
iets, als men het aantal vrijheidsgraden verdisconteert dat met een bepaald 
verklaard gedeelte gepaard gaat. 
6. We beschouwen het diagram A— > В met de directe effecten uitgedrukt in 
V / 
с 
oddsratio's ABIC, BC IA en AC. We nemen aan, dat het totale effect positief 
is en dat AB en ABIC niet tegengesteld van teken zijn. Een oddsratio noemen 
we positief (heeft positief teken), wanneer zij groter is dan één en nega-
tief (heeft negatief teken), wanneer zij kleiner is dan één. Noteren we 
< voor -, dan geldt conform (8.10): 
(1) AB Ì ABIC al naar gelang (1 - AC|B)(1 - BC|A) Ì 0 
(2) BC l BCIA al naar gelang (1 - AB|C)(1 - AC|B) l 0 
(3) AC ? ACIB al naar gelang (1 - AB|C)(1 - BCIA) < 0 
1. Het bewijs voor het gestelde onder 1 in de tekst is. 
Als ABIC = 1, volgt uit (2), dat BC = BCIA; uit (3), dat AC = AC|B. 
Omdat AB > 1, is AB > ABIC en moeten volgens (1) ACIB en BCIA hetzelfde te-
ken hebben. Omdat AC = ACIB en BC = BCIA, moeten dus ook AC en BC hetzelfde 
teken hebben Dit leidt tot de diagrammen \ Τ en ч 71 
(І>ы/(І) (ír*/(-> 
2. Het bewijs voor het gestelde onder 2 in de tekst is: 
We beschouwen AB|C > 1. Voor BC|A zijn er drie mogelijkheden: 
2.1 ВСІА - 1. Volgens (3) geldt dan AC > AC ΙВ 
a Als AC ' 1, is ook AClB ' 1. Omdat ook BClA > 1, volgt uit (1), dat 
AB ' AB 1С, 
b Als AC = 1, volgt op gelijke wijze AB ' AB IС ; 
с Als AC - 1 , Keldt AC ΙВ -- 1 Omdat ВС IA •• 1, volgt uit (1), dat 
AD . AB 1С. 
2.2. BClA < 1 Volgens (3) geldt dan AC < АСІВ 
a. Als AC < 1, geldt АСІВ < 1. Omdat ВСІА < 1, volgt uit (1), dat 
AB < АВІС, 
b. Als AC = 1, volgt ACIB > 1. Omdat ook BC|A < 1 volgt uit (1), dat 
AB < АВІС; 
c. Als AC > 1, volgt АСІВ > 1 en volgt dan dus ook AB < АВІС. 
2.3. BClA = 1. Volgens (1) geldt dan AB = АВІС. 
We kunnen nu omgekeerd redeneren vanuit het totale effect AB en het partiele 
effect ABl С Dulden we de diagrammen aan met driehoekjes, met weglating van 
de letters А, В en C. Het teken bij elke zijde duldt op het positief of ne­
gatief zijn van de effecten AB 1С, BClA en AC. Het ontbreken van een zijde 
houdt in dat het effect nul is. 
Als AB < AB 1С, is een van de volgende diagrammen geldig. 
2.1a 2.lb 2.lc 2.2a 2.2b 2.2c 
Als AB = AB|C, is een van de volgende diagrammen geldig 
2.3 2 3 2.1c 2.2a 
Als AB > AB|C, is een van de volgende diagrammen geldig 
2.1c 2.2a 
Hieruit volgt, dat als AB - AB|C, de directe effecten AC en BC|A hetzelfde 
teken moeten hebben en dat het omgekeerde niet geldt. 
3. Het gestelde onder 3 in de tekst blijkt na raadpleging van bovenstaande 
diagrammen In het geval er sprake is van replicatie, AB = АП'С, hoeft dit 
niet voort te komen uit het nul-zijn van de effecten AC en BClA, of van 
ВС ІА alleen, indien alleen AC = 0 (dat wil zeggen A en С zijn twee zelfstan-
dig concurrerende oorzaken), is zelfs AB < AB 1С. Onderdrukking van AB vindt 
ook nog in andere gevallen plaats Op te merken valt dat als AC en BClA een 
verschillend teken hebben, С in ieder geval een suppresor-variabele is. 
De oorspronkelijke (8x8x2)tabel is een aantal malen samengetrokken tot klei­
nere tabellen Voor de verschillende categorie-aantallen per variabele, die 
zo ontstonden zijn de aantallen samentrekkingen hieronder gegeven 
Μ Ρ D aantal samentrekkingen 
5 5 2 2 
4 3 2 6 
4 2 2 10 
2 4 2 9 
3 3 2 8 
3 2 2 15 
2 2 2 49 
θ. In feite zijn in het log-frequentie model voor de (C^x C 2* C3x AjX A2)tabel 
alleen tweede orde parameters opgenomen voor 0^2
 t CjC3 en C 2C 3 . Voor re­
gel 11 zijn deze gelijk aan .5 gesteld en voor regel 12 gelijk aan -.5. De 
overige tweede- en hogere orde parameters zijn alle gelijk aan nul. Deze 
aldus ingestelde waarden leiden tot de in de tekst genoemde waarden van de 
logodderatio'β in de marginale verdelingen. 
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SUMMARY 
During Che la9t decade multiplicative model9 have proved to be successful 
tools In the analysis of contingency tables· As Goodman (1981d) points out 
these models can be used foe three purposes, one being 'to assess the 
possible dependence of a response variable upon an explanatory or regressor 
variable'. In this broad perspective the multiplicative model Is a model 
for the ratio of tuo probabilities corresponding with two categories of a 
response (that is dependent) variable, explained by one or more independent 
variables. The degrees In which the ratio of probabilities increases or de-
creases in the single or combined categories of the independent variables 
are expressed in multiplicative effects. They are estimated in an analysis 
of the contingency table. Because one usually works with the logarithmic 
transformation of these models, the analyses are called log-linear analy-
ses. To show the main possibilities of this kind of analysis for cross-sec-
tional social research, is one of the objectives of this study. 
Social scientists usually Interpret the results of their analyses In cau-
sal terms. Since the fifties, the Columbia School of LazarsfeLd has contri-
buted to this tradition. In the sixties the use of pathanalysls for inter-
val variables became popular and in the early seventies the large-scale de-
velopment of the log-linear technique has fed the expectations that the 
latter technique wLll allow causal analysis for nominal variables. Duncan 
put It bluntly: 'now we have, especially in the contributions of Goodman, 
the statistical tools needed to produce the functional equivalent of struc-
tural equation models (these are path-analytical models (JL)) for qualita-
tive variables'. But are they really equivalent? On which conditions is it 
permitted to Interpret the effects of a multiplicative model as causdL ef-
fects? what does the term 'causal effect' mean with regard to qualitative 
variables? We have focussed our attention on questions like these and 
therefore they have determined the line of reasoning in the successive 
chapters. 
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Chapter 7 is a brief overview of the main developments in cable-analysis, 
seen from the point oí view of the social scientist. Against this back-
ground the problem of this study is further specified. Special attention is 
paid to the tradition of table analysis within the social sciences as it 
originated from the work of LazarsfeId. His contributions to the causal 
analysis of qualitative variables as well as his students* are mentioned. 
The rules of analysis formulated by them have established a general prac-
tice in the social sciences of interpreting tables in causal terras. 
The meaning of a causal effect, especially in table analysis with multipli-
cative models as compared to that in path analysis is the subjectmatter of 
chapter P. In empirical sciences the concept of cause is defined in opera-
tional tenis and the definition therefore depends on the practical situa-
tions of research or analysis. The level of measurement of the variables 
plays an important role. In path analysis one can dlstinguisn some aspects 
of causality which are accepted more or less generally: asymmetry, produc-
tion, gradation, determinism, multicausality and transitivity. The meaning 
of most of these aspects is different in table analysis and this leads to a 
different neanlng of a causal effect. It does not pertain to a change of 
the value of a variable in a direct way, but to a change of the probabili-
ty-distribution of the variable. Correspondingly, patn analysis gives m -
slght into the relationship between variables, while table analysis, to put 
it somewhat imprecisely, gives Insight into the relationship between cate-
gories. The chapter closes with a description of three measures of associa-
tion in a (2x2)table: the differences between two conditional probabili-
ties, the ratio between these and tne lo^odds-ratio which is used in log-
linear analysis. Special attention is paid to some basic Interpretations of 
the latter. 
From chapter 3 on the technique of lo,*linear analysis is in the centre of 
attention. At first the emphasis lies on illustrations. Gradually more 
j lestions about causality are asked. For this purpose we use one table with 
•liti of people who left primary school in 1965. in 1974 the Nijmegen tnsti-
tutp of \pnlied Sociology asked tnese people which diploma of secondary 
о-Inc.it ion they had obtained- Further their sexgroup as well as the profes­
si on of the f itner were known. In chapter J this table Is reducei to a 
(¿x¿)t able ind m the FolLowi-v* chipters step by step extended. In chapter 
ó χ tibie (I ose to the latter is in ιlysed. 
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Chapter 3 deals with several asDects of loglinear analysis. The logit model 
and the logfrequency model are discussed extensively. The former Is more 
appropriate for giving a causal explanation. The latter is very much like 
the loglt model and Indispensible when the dependent variable has more than 
two categories. Also the procedure for selecting a good model for a table 
is described in global terms. In following chapters it will be further ela-
borated upon. 
The problem of defining an effect is the focus of chapter 4. Previously it 
has been said that an effect implies a comparison of distributions between 
categories of the independent variable, tfhen an independent variable has 
more than two categories, such a comparison can be made in several ways. In 
the ECTA-program, frequently used by social scientists, each category is 
compared with a combination of all categories and as a consequence the de-
finition of an effect is complicated. It is more simple when the differen-
ces between the categories are expressed into the effects in a more direct 
way. In the special case of a variable with ordered categories it will 
mostly be a good choice to enclose a comparison between two consecutive ca-
tegories In the definition. In this case it is also very common to define 
the effects in such a way that all effects for the successive categories 
are equal. This is called imposing constraints on the effects. Changing the 
definition of effect and Imposing constraints both demand an adjustment of 
the design of the analysis. 
Chapter 5 gives the most frequently used definitions of effect for a (IxJ)-
table more exactly as well as the way in which they must be entered into 
the analysis. The extension of the table produces other problens. In the 
first place there is the problem of how to manage more than one logit nodel 
simultaneously. It is shown how thLs is done within the framework of a log 
frequency model. Another problem is selecting a good model. This is much 
more difficult than in the (2x2)case. The most used procedures restrict the 
siturated starting model by setting to ¿ero some effects in the modeL. An-
other way of restricting the model is by imposing constraints on the ef-
fects. A well known typology of models of Goodman is given as an exampLe of 
this aopro ach. In many cases however it is worthwhile (as shown) to apply 
the same method to oake the appearing irregularities in the table more re-
gular. 
Chapters A and 5 show how tJ defi-ie an effect. It is obvious that these de-
finitions do not Imoly ïutonat icalLy thdt trie effects are measures of cau-
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sal influence· This depends on the degree In etilen the effects remain 
stable under changing conditions. Only then can one be more sure that the 
cause 'produces' the effect. It is said the model must be closed. This 
issue «ill be considered from here on. 
Chapter 6. In this context the so called theorem of collapsibility is Im­
portant. It provides Insight into the conditions under which a table can be 
collapsed without the effects being changed. It answers the question which 
requirements the variables not entered into the table, have to meet to con­
sider the model as closed. In comparison with the classical table analysis 
(Lazarsfeld) and path analysis the same conditions hold, for instance they 
may not make the relationship in the table spurious. But in table analysis 
with multiplicative models one additional requirement must be added, namely 
the variables may not have a direct influence on the dependent variable 
even If they are independent of the other entered variables. This require­
ment is hardly realistic. In chapter β we return to these tricky competent 
causes to see what harm they are doing. Chapter 6 continues with an analy­
sis of a (IxJxK)table. To define the effects the less usual continuation 
ratios are used in this case. Special attenLion is further paid to the case 
of interaction: the combined influence of two or more variables is greater 
than the sum of their separate Influences. It is illustrated how the design 
of analysis can be modified In view of three current interpretations of 
this phenomenon. 
In chapter 7 the table is not extended by adding a new variable, but by di­
viding the existing categories of a variable Into more subcategories. The 
same question is asked: does this extension modify the effects of the ori­
ginal table? The question can also be put in the reversed way: Is it per­
mitted to condense a variable Into a smaller number of categories? Two 
types of condensation can be distinguished, tfhen certain categories of a 
nominal variable are combined, it is easy to derive that, in general, ef­
fects do not change if the distributions within these categories are homo­
geneous. For most of the definitions of effects this is true. Difficulties 
arise when the categories of a variable can be considered as ordered along 
an underlying continuum. In that case it is not very plausible that homoge­
neity exists within a certain interval. So the estimated effects can not be 
expected to remain unchanged wnen only a limited number of categories is 
used. To investigate this problen a little experiment is set up. A (2x11))-
table with a perfect linear structure Is condensed in all (5L0) ways. The 
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result І9 that the linear effect Is estimated with values slightly diffe­
rent from the original value. Although, generally, lower values are esta­
blished (the lower the number of the remaining categories the lower the va­
lue), In many cases a higher value appears. However, the standardised value 
always turns out to be lower than the original one. The question is ex­
plored In how far some properties of condensation - number of remaining ca­
tegories, the scaling error made by combining and the inequality of the re­
maining distribution - account for the observed deviations. As a general 
rule, the deviations from the unstandardised effect are more sensitive to 
the two former properties, the deviations from the standardised one more to 
the latter. 
Chaptev 8 is focussed on the more complicated causal chain models. They are 
more complicated because some variables are considered both as cause and as 
effect. Goodman calls the analysis he has developed for these models 'a mo­
dified path analysis' because of the analogy with the usual path analysis. 
After an explanation of this analysis we dwell on the interpretation of the 
effects obtained in this analysis and compare them with those obtained from 
a path analysis. 
Finally we discuss the causal methodological status of the loglinear analy­
sis referring to the words of Duncan previously cited. Can it tell us in 
quantitative terms anything about the structure of the real causal process, 
equivalent to the way path analysis does? 
In the literature three points are mainly criticised: productivity, reci­
procity and transitivity. The last two are less fundamental. Reciprocity 
becomes problematic when one expects from a technique of causal analysis 
that reciprocal effects can take on different estimated values in the ana­
lysis. In a similar sense transitivity becomes a problem when one thinks 
that a causal technique should enable us to measure the direct effects as 
well as the indirect ones. But the way in which the causal process is spe­
cified in this analysis, implies that reciprocal effects are equal whereas 
It excludes measuring the Indirect effects. Within the context of transiti­
vity the so called sign rule of Goodman Is discussed. We consider only the 
limited case of three dlchotomous variables and take into account the asym­
metry of the relationship (differently from Goodman). The main Interpreta­
tions of the differences between the total and the direct effects which one 
usually gives on the basis of the rules of elaboration of Lazarsfeld, are 
still valid. However, there are exceptions: In the less frequent cases of 
replication, distortion and suppression one should be careful. 
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More fundamental are the objections which boil down to the inability of 
loglinear analysis to measure the degree in which a cause ' produces' its 
effect· In chapter 6 it has been said that for this purpose all causes, 
also the independently competing ones should be entered into the analysis. 
However» it is obvious that full knowledge of all causes Is missing and 
that therefore the estimates are biased. In a number of computer simula-
tions we have tried to examine to which degree these competing variables 
disturb the quantitative picture. It seems that mostly the disturbances are 
weak; In practice, they must exert a greater influence than the entered 
causes to reduce the value in an unacceptable degree. But the difficulty 
is, of course, that the researcher does not know anything about these com-
peting causes. Basing himself exclusively on the results of the analysis, 
he is only able to assume that the real values of the effects of the en-
tered variables are not lower than the estimated values and secondly that 
the relationship between the estimated effects proportionally approaches 
the relationship between the real effects. The deviations are negligible. 
The results of the simulations at least tend in this direction. 
With this we have closed the study which was focus sed on the effects of 
multiplicative models: the definitions of them, but particularly the condi-
tions on which they are stable and which make a causal interpretation more 
plausible. In comparison with the usual path analysis the proper features, 
but also the limitations have been discussed. 
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Stellingen bij het proefschr i f t 'tabelanalyse 
volgens multiplicatieve modellen, gezien vanuit een 
causaal perspectief ' , J . Lammers. 
1. Dat de intervallen van een variabele gelijk 
z i jn , kan een assumptie dan wel een nader te 
onderzoeken hypothese z i jn. Te weinig wordt 
het interval karakter van een variabele in de 
laatste zin opgevat. 
2. De bewering van Gillespie dat de effecten in 
een log-l ineair model de eigenschap missen van 
autonomie - d . i . het constant bli jven onder 
statistische controle van irrelevante variabelen 
- , betref t hun absolute waarde. Wat hun 
relatieve waarde betref t , kan men ze als 
redelijk autonoom beschouwen. 
Gillespie, M.W., 1977. 
3. Bij het ontwerpen van een zo zuinig mogelijk, 
maar passend model voor een geobserveerde 
contingentie tabel dient bij de toetsing van de 
hypothese dat een beperkt model geli jk is aan 
een minder beperkt model, een signif icantie-
niveau gehanteerd te worden dat groter is dan 
het gebruikel i jke 5%-niveau (alpha > .05). 
4. De vuistregel dat het samentrekken van een 
variabele met geordende categorieën tot een 
variabele met minder dan vi j f categorieën 
onverantwoord is, dient binnen het kader van 
multiplicatieve modellen nader onderzocht te 
worden. 
naar aanleiding van O'Brien, R.M. , 1981. 
5. Het ontwikkelen van 'process language' ter 
vervanging van 'causal language', waarvoor 
Galtung plei t , l i jk t vanwege het geringe 
verschil van vocabulair met realiseerbaar. 
Galtung, J . , 1967,1977. 
6. In zijn boek '1984' stelt Orwell dat Oudspraak 
vervangen zal worden door Nieuwspraak. 
Woordenlijst С uit de Nieuwspraak bevat de 
wetenschappelijke en technische ,in de 
dagelijkse omgang onverstaanbare termen. Zij 
die menen, dat d i t proefschr i f t past in Orwell's 
'1984' en daarom van de hand moet worden 
gewezen, zijn evenals de hoofdpersoon Winston 
- ambtenaar op het Ministerie van Waarheid-
bezig het maatschappijtype, waarvoor Orwell 
waarschuwt, d ichterbi j te halen. 
Orwell , G., 1984, De Arbeiders Pers, 
Amsterdam, 1975. 
7. Een aantal simulaties wett igt het vermoeden, 
dat wanneer er naast de oorzaken van een 
verschijnsel waarvan de effecten in een log-
lineair model verdisconteerd z i jn, nog andere 
oorzaken z i jn, die mede het verschijnsel 
volledig bepalen, di t tot de paradox leidt dat 
bestaande met-nul effecten van de opgenomen 
oorzaken nabij nul worden geschat. 
8. De typen van elaboratie die Lazarsfeld m zijn 
analyse van de (2x2x2)tabel opstelde, gelden 
met voor de pract i jk minder relevante 
uitzonderingen ook voor de analyse met behulp 
van multiplicatieve modellen. 
9. Hoewel recentelijk op grond van het vóórkomen 
van schadelijke stoffen in moedermelk 
borstvoeding langer dan zes weken ontraden 
wordt , mag de alma mater hieraan geen 
argument ontlenen de studieduur van haar 
alumni tot deze periode te verkor ten. 
10. Output put u i t . 


