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Abstract
We introduce a nilpotent group to write a generalized quartic an-
harmonic oscillator Hamiltonian as a polynomial in the generators of
the group. Energy eigenvalues are then seen to depend on the values
of the two Casimir operators of the group. This dependence exhibits
a scaling law which follows from the scaling properties of the group
generators. Demanding that the potential give rise to polynomial so-
lutions in a particular Lie algebra element puts constraints on the
four potential parameters, leaving only two of them free. For poten-
tials satisfying such constraints at least one of the energy eigenvalues
and the corresponding eigenfunctions can be obtained in closed an-
alytic form; examples, beyond those available in the literature, are
given. Finally, we find solutions for particles in external electromag-
netic fields in terms of these quartic polynomial solutions.
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1 Introduction and Review of the
Harmonic Oscillator
There is a large literature on polynomial solutions of anharmonic oscillators
(see references [1, 2] and references cited therein). The best known are those
for the sextic anharmonic oscillator [3, 4, 5], but there are also solutions for
the quartic anharmonic oscillator [1, 6]; they differ from the sextic oscillator
in that the potential is not analytic in x, as is the case for the sextic oscillator.
In this paper we introduce a nilpotent group called the quartic group and
show that its irreducible representations are intimately related to the quartic
anharmonic oscillator. A number of general properties of quartic anharmonic
oscillators follow, the most important being scaling properties and the struc-
ture of the energy eigenvalues as functions of Casimir invariants. Moreover
reducible representations of the quartic group lead to Hamiltonians for par-
ticles in external electromagnetic fields, as well as sublaplacian operators for
heat equations.
The best known example of a relationship between a nilpotent group and
an oscillator is that of the Heisenberg group and the harmonic oscillator [7, 8].
The Heisenberg group is a nilpotent group that can be written as a matrix
group with elements
(a, b1, b2) :=
 1 a b20 1 b1
0 0 1
 , (1)
where a, b1, b2 ∈ R. Unitary irreducible representations are induced by
(0, b1, b2) → e−i(β1b1+β2b2), where β1, β2 ∈ R are irreducible representation
labels:
(Uβ1,β2a,b1,b2φ)(x) = e
−i(β1b1+β2(b2+b1x)φ(x+ a) , φ ∈ L2(R) . (2)
Lie algebra representations are generated by one parameter subgroups:
(a, 0, 0)→ X0 = i ∂
∂x
, (3a)
(0, b1, 0)→ X1 = β1 + β2x , (3b)
(0, 0, b2)→ X2 = β2 , (3c)
with commutation relations [X0, X1] = iX2, and all other commutators zero.
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The harmonic oscillator Hamiltonian is a quadratic polynomial in Lie
algebra elements:
2Hβ1β2 = X20 +X
2
1
= X+X− +X2, (4)
where X± = X0 ∓ iX1. The harmonic oscillator eigenfunctions can be ob-
tained with raising and lowering operators, [2Hβ1β2 , X+] = 2X2X+, acting
on the ground state X−φ0 = 0.
Reducible representations of the Heisenberg group are obtained by induc-
ing with the subgroup (0, 0, b2)→ e−iβ2b2 , with Lie algebra elements given by
X0 = i
∂
∂x
, (5a)
X1 = i
∂
∂y
+ β2x , (5b)
X2 = β2 , (5c)
and Hamiltonian 2Hβ2 = X20 +X
2
1 = − ∂
2
∂x2
+ (i ∂
∂y
+ β2x)
2. If a z direction is
added, this gives the Hamiltonian for a particle in a constant magnetic field
with (dimensionless) strength β2.
If Hβ2 is Fourier transformed in y, the harmonic oscillator results, a prop-
erty exploited by Landau [9] (Chap. 15), to get the eigenfunctions of a parti-
cle in an external field from eigenfunctions of the harmonic oscillator. Group
theoretically the Fourier transform decomposes the reducible representation
of the Heisenberg group into a direct integral of irreducible representations.
Finally, the regular representation of the Heisenberg group ( which is
obtained by inducing with the identity element) can be used to define a
sublaplacian and solve a heat equation. The regular representation acts on
elements of the Hilbert space L2(G), G = R3 being the group manifold, as
(RgF )(h) = F (hg) , g, h ∈ G,
(R(a,b1,b2)F )(x, y, z) = F (x+ a, y + b1, z + b2 + b1x), (6)
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with F ∈ L2(G). From this action Lie algebra elements are given by
X0 = i
∂
∂x
, (7a)
X1 = i
(
∂
∂y
+ x
∂
∂z
)
, (7b)
X2 = i
∂
∂z
, (7c)
and the Hamiltonian, now called a sublaplacian, is
∆ = X20 +X
2
1
= −∂
2
∂2x
−
(
∂
∂y
+ x
∂
∂z
)2
. (8)
A great deal is known about sublaplacians of nilpotent groups (see Ref. [10],
Chap. 6) and in fact the (generalized) eigenfunctions of ∆ are obtained by
Fourier transforming in both y and z to get to the harmonic oscillator Hamil-
tonian. The double Fourier transform decomposes the regular representation
into a direct integral of irreducible representations, connected with the har-
monic oscillator. Using this fact makes it possible to solve the heat equation,
∆p = ∂p
∂t
, as first shown in Ref. [11]. Using this structure it is also possible
to solve the heat equation directly, as shown in Ref. [12].
The goal of this paper is to generalize these results to a more complicated
nilpotent group, associated with the quartic anharmonic oscillators. In Sec. 2
we introduce the quartic group, and analyze its irreducible representations.
The quartic anharmonic oscillator Hamiltonian is again given by Lie algebra
elements, from which a number of structural properties of the eigenfunctions
follow. In Sec. 3 we look at polynomial solutions of the quartic anharmonic
oscillator, given as polynomials in Lie algebra elements. Section 4 intro-
duces the electromagnetic field associated with reducible representations of
the quartic group, and then uses the polynomial solutions of Sec. 3 to find
solutions of particles in a nonconstant electromagnetic field. Section 5 sum-
marizes our results and discusses open questions and problems, as well as
generalizations to higher order nilpotent groups, associated with sextic and
other anharmonic oscillators.
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2 The Quartic Group
Just as the Heisenberg group is intimately related to the harmonic oscillator,
so too a group we call the quartic group, Q, is intimately related to the
quartic anharmonic oscillator. In this section we discuss the properties of
the quartic group. Its elements are written as
(a,~b) = (a, b1, b2, b3) :=

1 a a
2
2
b3
0 1 a b2
0 0 1 b1
0 0 0 1
 , a, b1, b2, b3 ∈ R, (9)
with the group operation given by
(a,~b)(a′,~b ′) = (a+ a′, b1 + b′1, b2 + b
′
2 + ab
′
1, b3 + b
′
3 + ab
′
2 +
a
2
b′1) , (10)
(a,~b)−1 = (−a,−b1,−b2 + ab1,−b3 + ab2 − a
2
2
b1) . (11)
The Heisenberg group is a subgroup of Q as can be seen by setting the
parameter b1 = 0.
The irreducible representations of Q can be obtained as induced repre-
sentations, induced by the subgroup (0,~b)→ pi~β(~b) := e−i~β·~b. Then a unitary
irreducible representation is given by
(U
~β
(a,~b)
φ)(x) = e−i[β1b1+β2(b2+b1x)+β3(b3+b2x+b1
x2
2
)]φ(x+ a) , (12)
with (a,~b) ∈ Q, φ ∈ L2(R).
One parameter subgroups generate representations of the Lie algebra ofQ:
(a, 0 0 0)→ X0 = i ∂
∂x
, (13a)
(0, b1 0 0)→ X1 = β1 + β2x+ β3x
2
2
, (13b)
(0, 0 b2 0)→ X2 = β2 + β3x, (13c)
(0, 0 0 b3)→ X3 = β3, (13d)
with commutation relations [X0, X1] = iX2, [X0, X2] = iX3, and all other
commutators zero.
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From these commutation relations it is seen that the Casimir operators
are X3 and
C := 2X1X3 −X22 . (14)
Hence the irreps can be labeled by β3 and c := 2β1β3 − β22 . Representations
with the same values of the Casimir operators are equivalent representations;
they are obtained by computing pi
~β((a,~0)(0,~b)(−a,~0)) = pi~βa(0,~b), so that
representations ~βa are equivalent to ~β if
~βa =
 β1 + aβ2 + 12a2β3β2 + aβ3
β3
 . (15)
The automorphism group of the Lie algebra of Q is given by
αg(Xi) = gijXj (16)
with g =

g00 g01 g02 g03
0 g11 g12 g13
0 0 g00g11 g00g12
0 0 0 g200g11
 . (17)
Associated with the automorphism group is the scaling operator, defined
by
(Stφ)(x) :=
√
t φ(tx) , t > 0, φ ∈ L2(R); (18)
the factor
√
t makes the scaling operator unitary. The Lie algebra elements
have definite scaling properties, namely
StX0S
−1
t = t
−1X0, (19a)
StX1(~β)S
−1
t = t
−1X1(~βt), (19b)
StX2(~β)S
−1
t = t
−2X2(~βt), (19c)
StX3(~β)S
−1
t = t
−3X3(~βt). (19d)
In Eqs. (19) ~βt := (tβ1, t
2β2, t
3β3).
With this background we define the quartic anharmonic oscillator Hamil-
tonian as
2H
~β
α :=X
2
0 +X
2
1 + αX2 (20a)
=− ∂
∂x
∂
∂x
+ (β1 + β2x+
β3
2
x2)2 + α(β2 + β3x). (20b)
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With appropriate values of α and βi this gives the usual quartic anharmonic
oscillator Hamiltonian. The eigenvalue problem to be solved is
H
~β
αφ
~β
n = En(
~β)φ
~β
n. (21)
From the definition of the Hamiltonian it follows that UaH
~β
αU
−1
a = H
~βa
α .
Applied to the eigenvalue problem this implies that Uaφ
~β
n = φ
~βa
n and the
eigenvalues are functions of the Casimir invariants only. Similarly StH
~β
αS
−1
t =
t−2H ~βtα , from which it follows that Stφ
~β
n = φ
~βt
n and the eigenvalue En(
~β) =
t−2En(~βt). Combining the invariance of the energy eigenvalues under both
translation and scaling gives a functional equation of the form
En(t
3β3, t
4c) = t2En(β3, c), (22)
3β3
∂En
∂β3
+ 4c
∂En
∂c
= 2En; (23)
where Eq. (23) is obtained by differentiating both sides of Eq. (22) with
respect to t and then setting t to one. The solution of this first order partial
differential equation is given by
En = (β3)
2
3 en(
c3
β43
), (24)
so that the energy eigenvalues for a given irrep are given by a function, en,
whose argument is a ratio of powers of Casimir invariants.
3 Quasi-Exact Solutions of the
Quartic Anharmonic Oscillator
A given quantum mechanical problem is said to be quasi-exactly solvable if
a finite portion of the energy spectrum and its associated eigenfunctions can
be found in closed analytic form. In this section we exhibit solutions for a
particular form of the quartic anharmonic oscillator, namely V = 1
2
(X21 +
αX2) (see Eq. (20)), where the operators X1 and X2 are given in Eq. (13).
The requirement of quasi-exact solvability leads then to restrictions for the
choice of the potential parameters α, β1, β2 and β3. That the solutions
for the quartic oscillator are more complicated than the corresponding sextic
oscillator arises from the asymptotic behavior of the two potentials. Whereas
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the sextic oscillator goes asymptotically as e−γx
4
for x → ±∞, the quartic
oscillator goes asymptotically as e−γ˜x
3
for x → +∞ and eγ˜x3 for x → −∞.
Here γ > 0 and γ˜ > 0 are some appropriate constants depending on the
strength of the sextic and quartic potential, respectively. Thus, it will be
necessary to find solutions separately for x > 0 and x < 0 and then join
them continuously at x = 0.
In Ref. [6] solutions for a potential of the form
V (x) = V0 +A|x|+Bx2 +C|x|3 +Dx4 V0, A,B,C,D ∈ R, D > 0 , (25)
were found in the case of V0 = 0 and D = 1. Comparing the potential of
Ref. [6] with the potential 1
2
(X21 + αX2) gives
A = β1β2 +
1
2
αβ3 , B =
1
2
(β1β3 + β
2
2) , C =
1
2
β2β3 ,
1 =
β23
8
and 0 = β21 + αβ2 (26)
for x > 0. For x < 0 one has to replace β1 → −β1 and β3 → −β3. Since
X3 = β3 is a Casimir invariant in our approach, we will not follow Ref. [6],
but instead let β3 have any positive value. Here it should be noted that
the requirement of quasi-exact solvability in Ref. [6] relates the potential
strengths A, B and C so that they can finally be expressed in terms of only
one free parameter. On the other hand, as we will see in the following, quasi-
exact solvability will only restrict the parameters α and β2 (or β1) in our
case, leaving still two parameters free.
Our goal is to find solutions of the one-dimensional Schro¨dinger equa-
tion (21) for Hamiltonians containing a potential of the form (25). Phrased
in our algebraic language, the Hamiltonian is written as
2H=

X20 +X
2
1 + αX2=− ∂
2
∂2x
+(β1 + β2x+
β3
2
x2)2+ α(β2 + xβ3), x > 0
X˜20 + X˜
2
1 + αX˜2=− ∂
2
∂2x
+(−β1 + xβ2 − β32 x2)2+ α(β2 − xβ3), x < 0
.
(27)
In order to get a spatially symmetric potential V (x) = V (−x) one obviously
has to employ different representations Xi and X˜i of the quartic algebra.
These representations differ just by the sign of β1 and β3. Changing the
sign of β1 and β3 when going from x > 0 to x < 0 is obviously equivalent to
taking |x| for x ∈ R in potential terms containing odd powers of x and leaving
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β1 and β3 untouched. Note that the representations of the quartic algebra
used for x > 0 and x < 0 agree in the value c of the Casimir C, but differ
in the value β3 of the Casimir X3. They are therefore inequivalent. This,
however, does not affect the scaling behavior (24) of the energy eigenvalues,
since scaling is determined only by even powers of β3.
Since both, Xi and X˜i, satisfy the same algebra, the following consider-
ations, which we make for x > 0, will immediately apply to x < 0 with Xi
replaced by X˜i or, equivalently, β1 and β3 by −β1 and −β3, respectively. Let
us consider solutions of the form
Ψ>(x) = p(x)e
− ∫ dxX1 with
∫
dxX1 = β1x+
β2
2
x2+
β3
6
x3 for x > 0 .
(28)
The integration constant in
∫
dxX1 has been omitted, since it can be ab-
sorbed into the (unknown) function p(x). The first two x-derivatives of Ψ(x)
are
Ψ′>(x) = [p
′(x)− p(x)X1] e−
∫
dxX1 , (29)
Ψ′′>(x) =
[
p′′(x)− 2p′(x)X1 + p(x)(X21 −X2)
]
e−
∫
dxX1 . (30)
The Schro¨dinger equation then to be solved for x > 0 is
−p′′(x) + 2X1 p′(x) + [(1 + α)X2 − 2E] p(x) = 0 . (31)
As with the sextic oscillator we assume that p is a polynomial. However,
unlike the sextic oscillator, we assume p to be a polynomial in the Lie algebra
element X2,
p(x) =
N∑
n=0
anX
n
2 (x) , (32)
so that p′(x) =
∑
n anX
n−1
2 X3 and p
′′(x) =
∑
n(n − 1) anXn−22 X23 . Sub-
stituting into Eq. (31) gives
−
N∑
n=2
an n(n− 1)X23 Xn−22 +
N∑
n=1
an n 2X1X3X
n−1
2
+ (1 + α)
N∑
n=0
anX
n+1
2 − 2E
N∑
n=0
anX
n
2 = 0 . (33)
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Now we express 2X1X3 by means of the Casimir invariant C = 2X1X3−X22
(see Eq. (14)) so that the energy and coefficients in the polynomial become
functions of Casimir invariants only. Equation (33) thus becomes (after ap-
propriate renaming of summation indices):
−
N−2∑
n=0
an+2 (n+ 2)(n+ 1)X
2
3 X
n
2 +
N−1∑
n=0
an+1 (n+ 1)C X
n
2 (34)
+
N+1∑
n=2
an−1 (n− 1)Xn2 + (1 + α)
N+1∑
n=1
an−1Xn2 − 2E
N∑
n=0
anX
n
2 = 0 .
Demanding that the coefficient of Xn2 , 0 ≤ n ≤ N + 1, should vanish, one
ends up with a four-term recursion relation for the ans:
−(n+ 2)(n+ 1) β23 an+2 + (n+ 1) c an+1 − 2E an + (α + n) an−1 = 0 . (35)
Here we have used the abbreviation c = 2β1β3 − β22 for the value of the
Casimir C. The recursion relation has to be understood such that an = 0 if
n < 0 or n > N . For n = N + 1 the recursion relation allows for a nonzero
value of aN only if α +N + 1 = 0; for a given N this implies that
α = −(N + 1) . (36)
Writing out the recursion relation for n = 0, 1, 2, . . . N gives N + 1 linear
equations for the coefficients an. Putting this system of equations in matrix
form, one ends up with an eigenvalue problem
M~a = E~a (37)
with the (N + 1)-dimensional coefficient vector ~a = (a0, a1, a2, . . . , aN)
T and
the tridiagonal (N + 1)× (N + 1) MatrixM = (Mnm) with matrix elements
Mn(n−1) = −1
2
(N + 1− n) ,
Mn(n+1) =
c
2
(n+ 1) , (38)
Mn(n+2) = −β
2
3
2
(n+ 2)(n+ 1) .
All other matrix elements vanish. In order to obtain a non-trivial solution
for ~a, the eigenvalues E are to be determined such that
det (M− E I) = 0 . (39)
10
These eigenvalues depend then, obviously, only on the values of the Casimirs
X3 and C.
The solutions for x < 0 are found in the same way. One just has to replace
Xi by X˜i. With the ansatz
Ψ<(x) = p˜(x)e
− ∫ dx X˜1 , (40)
assuming p˜(x) to be a polynomial in X˜2,
p˜(x) =
N∑
n=0
an X˜
n
2 (x) . (41)
The coefficients an are seen to again satisfy the recursion relations (35),
implying further that Eq. (39) leads to the same energy eigenvalues for x > 0
and x < 0. The reason is that the representations of the quartic algebra used
for x > 0 and x < 0 are characterized by the same value of the Casimir C
and differ only in the sign of β3. β3, however, enters quadratically into the
recursion relations.
The final step is now to match the solutions for x > 0 and x < 0 at x = 0.
To do this we notice first that the eigenfunctions must have definite parity
properties, since our potential is spatially symmetric, V (x) = V (−x). One
can see immediately that
Ψ(x) =

(
∑N
n=0 anX
n
2 ) e
∫
dxX1 x > 0
±(∑Nn=0 an X˜n2 ) e∫ dxX˜1 x < 0 (42)
is a parity even/odd (upper/lower sign) function which solves the Schro¨dinger
equation for x > 0 and x < 0, if E is a zero of the characteristic polyno-
mial (39) and ~a is a solution of Eq. (37). In order to be a solution of the
Schro¨dinger equation on the whole real line, Ψ(x) has to satisfy the continuity
conditions
lim
→0+
Ψ() = lim
→0+
Ψ(−) und lim
→0+
Ψ′() = lim
→0+
Ψ′(−) . (43)
In the parity even case Ψ(x), as defined in Eq. (42), is already continuous at
x = 0. Continuity of the derivative at x = 0 leads to the condition
a0β1 −
N∑
n=1
an (nβ3 − β1β2) βn−12 = 0 . (44)
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In the parity odd case the derivative of Ψ(x), as defined in Eq. (42), is already
continuous at x = 0. Continuity of Ψ(x) at x = 0 leads to the condition
N∑
n=0
an β
n
2 = 0 . (45)
These continuity conditions relate the three βs. As it turns out, apart from
the N = 0 even parity and N = 1 odd parity cases, it is most convenient
to fix β2 and leave β1 and β3 as free parameters. Equivalently, one could
also parameterize the potential by the values of the two Casimirs β3 and c,
respectively.
In principle this solves our problem. We are able to find at least one en-
ergy eigenvalue of the Hamilton operator (27) with the corresponding eigen-
function having the form (42). The formal procedure would be the following:
First one has to solve the characteristic equation (39) to determine energy
eigenvalues. These energy eigenvalue(s) are then inserted into Eq. (37) to
determine the coefficients an (apart from one which provides the normaliza-
tion of the wave function). Finally the continuity condition (44) or (45) is
employed to fix β2 such that the resulting parity even or odd solution solves
the Scho¨dinger equation on the whole line.
In the following we will give examples, starting with the simplest case
N = 0. We then proceed to N = 1, 2 and even try to find solutions for
general N .
N=0 (α = −1):
In the N = 0 case the parity-even function (42) can be written in the compact
form
Ψ0(x) = a0 e
−(β1|x|+β22 x2+
β3
6
|x|3) . (46)
This function is an E = 0 solution. The continuity condition (44) implies
then that β1 = 0. There is no non-trivial parity odd solution in this case,
since the continuity condition (45) would immediately imply that a0 = 0. In
the parity even case we are thus left with β2 and β3 as free parameters. β3
should always be positive, β2 can be either positive or negative. For β3 > 0
the slope of the potential in the limit x → 0± is ∓β3/2. Therefore it is at
least a double well potential, but can even be more complicated as Fig. 1
shows. The corresponding E = 0 eigenfunctions are also plotted in Fig. 1.
Since they do not exhibit a node, they are ground state wave functions. For
12
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Figure 1: The potential 1
2
(X21 + αX2) for α = −1, β1 = 0, β2 = 0.3, β3 = 0.6
(left figure) and α = −1, β1 = 0, β2 = −1.5, β3 = 1 (right figure) along with
the corresponding (even parity) ground-state wave functions Ψ0. Potential
and wave functions are plotted as functions of y = arctanx. The normaliza-
tion a0 of the wave function has been chosen such that
∫ pi/2
−pi/2 dyΨ
2
0(x(y)) = 1.
the energy eigenvalue E = 0 the scaling behavior (24), which describes the
dependence of E on the parameters βi is trivially satisfied.
N=1 (α = −2):
In the N = 1 case the parity-even function
Ψ+1 (x) = (a0 + a1(β2 + β3|x|)) Ψ0(x) , (47)
with a0 = −2E a1 solves the Schro¨dinger equation for
E =
β21
2
− β3
4β1
if β2 = β
2
1 +
β3
2β1
. (48)
Potentials and corresponding wave functions Ψ+1 for two parameter sets are
plotted in Fig. 2. The derivative of the potential in the limit x → 0± is
∓(β3/2 − β1β2). With β2 given by Eq. (48) it becomes ±β31 . This means
that one obtains a potential of the anharmonic oscillator type for β1 > 0
(minimum at x = 0) and a double well for β1 < 0 (local maximum at
x = 0). Interestingly, the corresponding wave function Ψ+1 is a ground-state
wave function (no node) for the anharmonic oscillator, whereas it is the wave
function of a second excited state (two nodes) for the double well.1
1We have checked our results numerically by means of Mathematica using the build-in
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Figure 2: The potential 1
2
(X21 + αX2) for α = −2, β1 = 0.7, β3 = 0.1
(left figure) and α = −2, β1 = −0.7, β3 = 0.1 (right figure) along with
the corresponding (even parity) wave functions Ψ+1 . β2 is fixed acoording
to Eq. (48). Potential and wave functions are plotted as functions of y =
arctanx. The normalization a1 of the wave function has been chosen such
that
∫ pi/2
−pi/2 dyΨ
+
1
2
(x(y)) = 1.
Expressing the energy eigenvalue (48) in terms of the Casimirs, as in
Eq. (24), to exhibit its scaling behavior, it takes on the form
E = β
2
3
3 e
(
c3
β43
)
with e(ξ) = ± 1
2
(−ξ) 16 . (49)
where “+” has to be taken for E > 0 and “−” for E < 0.
The N = 1 parity-odd solution, corresponding to the energy eigenvalue
E =
β2
2
, (50)
is
Ψ−1 (x) = sign(x) Ψ
+
1 (x) , (51)
with sign(x) denoting the sign function. Continuity at x = 0 implies that
β1 = 0 so that β2 and β3 > 0 are left as free parameters. In Fig. 3 we have
plotted the potential together with the E = β2
2
eigenfunctions for the two
sets of parameters which we have already used in the N = 0 even parity case.
function NDEigensystem with Dirichlet boundary conditions. To do this we have trans-
formed the real line −∞ < x <∞ to the finite interval −pi2 ≤ y ≤ pi2 by setting x = tan y.
The numerical values for the energies agree with our analytical results up to 6 digits.
For the double well, e.g., Mathematica gives E0 = −0.366183, E1 = −0.183108 and
E2 = 0.280714. E2 is in perfect agreement with our analytical result.
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Figure 3: The potential 1
2
(X21 + αX2) for α = −2, β1 = 0, β2 = 0.3, β3 = 0.6
(left figure) and α = −2, β1 = 0, β2 = −1.5, β3 = 1 (right figure) along
with the corresponding (odd parity) wave functions Ψ−1 . Potential and wave
functions are plotted as functions of y = arctanx. The normalization a1 of
the wave function has been chosen such that
∫ pi/2
−pi/2 dyΨ
−
1
2
(x(y)) = 1.
As in the N = 0 case, the slope of the potential for x→ 0± is ∓β3 and thus
the potential has a local maximum at x = 0. Both eigenfunctions exhibit
one node which means that they represent the lowest lying odd parity state
and hence the first excited state of the spectrum.
It is easily checked that E = β2
2
exhibits the same scaling behavior (cf.
Eq. (49)) as the N = 1 parity even solution.
N=2 (α = −3):
Also for N = 2 the energy eigenvalue equation (39) together with the con-
tinuity conditions (44) and (45) for parity even and parity odd solutions,
respectively, can be solved analytically. In the parity even case one finds two
pairs (E, β2) of real solutions for the energy eigenvalue equation (39) and the
continuity condition (44), namely
E =
β31 − 3β3 ∓
√
β61 − 6β31β3 + 4β23
5β1
,
β2 =
7β31 + 4β3 ±3
√
β61 − 6β31β3 + 4β23
10β1
. (52)
The condition (β61 − 6β31β3 + 4β23) ≥ 0 guarantees that E and β2 are real.
The (even parity) eigenfunction corresponding to the energy eigenvalue E is
Ψ+2 (x) =
(
a0 + a1(β2 + β3|x|) + a2(β2 + β3|x|)2
)
Ψ0(x) (53)
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with a0 = (2E
2− β22 + 2β1β3)a2 and a1 = −2Ea2. Note that one has to take
either the upper or the lower sign for the roots in Eq. (52).
On the other hand, there is just one real solution of the energy eigen-
value equation (39) and the continuity condition (45) in the parity odd case,
namely
E = 2β21 and β2 =
4β31 + β3
2β1
(54)
giving rise to the eigenfunction Ψ−2 (x) = sign(x)Ψ
+
2 (x).
The interesting point is now that β2 in Eq. (52) and Eq. (54) can be made
equal, if
β3 =
4
7
(2± 3
√
2)β31 . (55)
In order that β3 > 0, one has to take the upper sign if β1 > 0, otherwise the
lower sign. This means that this particular choice of β3 gives rise to a poten-
tial (which still contains β1 as free parameter), for which we know two energy
eigenvalues with corresponding parity even and parity odd eigenfunctions, re-
spectively. This situation is plotted in Fig. 4, where the energies given in Eqs.
(52) and (54) for β1 = 0.4 represent the ground state and first excited state
with corresponding even and odd parity eigenfunctions. For β1 = −0.4 one
would get the second and third excited state of the corresponding potential.
energy level
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5-2
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Figure 4: The potentials 1
2
(X21 + αX2) for α = −3, β1 = 0.4, β3 =
4
7
(2 + 3
√
2)β31 and β2 chosen according to Eqs. (52) and (54) along with
the corresponding even and odd parity wave functions Ψ+2 (left figure) and
Ψ−2 (right figure), respectively. Potential and wave functions are plotted as
functions of y = arctan x. The normalization a2 of the wave function has
been chosen such that
∫ pi/2
−pi/2 dyΨ
±
2
2
(x(y)) = 1.
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For N = 2 the energy eigenvalue equation (39) reads
E3 + cE +
1
2
β23 = 0 . (56)
Writing the solution of this cubic equation in the form (24), one can read off
the scaling behavior of the energy eigenvalues:
E = β
2/3
3 e
(
c3
β43
)
with
e(ξ) =
22/3ξ1/3
3
(
1−
√
1 + 48
81
ξ
)1/3 − 2−2/3
(
1−
√
1 +
48
81
ξ
)1/3
. (57)
Note that this holds for the parity even, Eq. (52), as well as for the parity odd
solution, Eq. (54), since the energy eigenvalue equation (39) just depends on
the values c and β3 of the Casimirs.
N > 2:
From what we have seen, it becomes more and more complicated with in-
creasing N to find analytic solutions (E, β2) of the energy-eigenvalue equa-
tion (39) and the continuity condition (44) or (45) for the corresponding
eigenfunction. Surprisingly, it is possible (by means of Mathematica) to find
solutions for N = 3, but the expressions for E and β2 in terms of β1 and β3
tend to become rather lenghty, in particular for the parity even case. Thus
one may consider putting some restrictions on the potential parameters βi
so that the energy-eigenvalue equation and the continuity conditions become
simpler. Looking at the recursion relation (35), an obvious simplification is
achieved if we demand that the value of the Casimir C vanishes, i.e. c = 0.
In this case the four-term recursion relation is reduced to a three-term re-
cursion relation and the (N + 1)× (N + 1)-matrixM in Eq. (37) becomes a
bidiagonal matrix. One can see now that
M~a = ~0 , (58)
with M given by Eq. (38) (c = 0), has a non-trivial solution ~a 6= ~0, if
N 6= 2 + 3k, k ∈ N0. This means that E = 0 is an eigenvalue for the allowed
values of N , provided that the corresponding eigenfunctions satisfy either
of the continuity conditions (44) or (45), respectively. The wave-function
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N parity even parity odd
1 2β21 ×
3
β21
2
2β21
4 (3±√7)β21 β21
6 2
35
(11±√51)β21 25(5±
√
15)β21
7 × 1
7
(7±√21)β21
Table 1: Possible choices of the potential parameter β2 which give rise to a
quartic potential with E = 0 energy eigenvalue in the case of c = 0 (β3 =
β22
2β1
).
coefficients an are most easily calculated by means of the downward recursion
relation
an−3 = − n(n− 1)
N − n+ 3
β42
2β21
an (59)
starting with n = N . Here we have already exploited the fact that c = 0
relates the βs to write β3 as β3 =
β22
2β1
. In order that β3 > 0 one has to demand
that β1 > 0. It is also understood that an = 0 for n < 0. The parity-even
continuity condition (44) or the parity-odd continuity condition (45) restrict
finally the possible values of the potential parameter β2, leaving only β1 > 0
as free parameter. Our check with Mathematica shows that at least one
of the continuity conditions has a real solution β2 6= 0, if N = 1, 3, 4, 6, 7.
For N = 9, 10 the continuity conditions are only satisfied trivially by setting
β2 = 0, or for complex values of β2. The possible (non-trivial) choices of β2
for increasing values of N , which lead to an E = 0 eigenvalue in the case of
vanishing Casimir c = 0 are summarized in Tab. 1.
In order to get a feeling for how the resulting potentials and the corresponding
wave functions depend on N , these quantities are plotted in Fig. 5 for the
even parity case and β1 = 0.5. One observes that the potentials which give
rise to an E = 0 eigenvalue with corresponding even parity wave function (in
the c = 2β1β3 − β22 = 0 case) become shallower and broader with increasing
N . The corresponding wave functions are ground state wave functions (if
the minus sign in the solution for β2 is chosen) and become also broader and
less pronounced with increasing N . For N > 6 the potentials are obviously
too shallow to provide an E = 0 bound state. This explains why we could
not find real values for β2 to satisfy the continuity condition for N = 9, 10.
A similar behavior is also observed in the odd parity case.
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Figure 5: The left figure shows the potentials 1
2
(X21 + αX2) for α =
−2,−4,−5,−7, β1 = 0.5, β3 = β22β21 and β2 chosen according to Tab. 1 (with
minus sign in front of the square root). The right figure shows the corre-
sponding E = 0 eigenfunctions. Potential and wave functions are plotted as
functions of y = arctanx. The normalization of the wave functions has been
chosen such that
∫ pi/2
−pi/2 dyΨ
+
N
2
(x(y)) = 1.
4 The Electromagnetic Field Related to the
Quartic Anharmonic Oscillator
Associated with every oscillator given by some nilpotent group is an asso-
ciated electromagnetic field (see Ref. [10], Chap. 7; also Ref. [8]). For the
quartic anharmonic oscillator, this field is obtained by Fourier transforming
in the β1 variable to obtain a reducible representation of the quartic group,
induced by the subgroup (0, 0, b2, b3) → e−i(β2b2+β3b3). The resulting genera-
tors are now given by
(a, 0 0 0)→ X0 = i ∂
∂x
, (60a)
(0, b1 0 0)→ X1 = i ∂
∂y
+ β2x+ β3
x2
2
, (60b)
(0, 0 b2 0)→ X2 = β2 + β3x, (60c)
(0, 0 0 b3)→ X3 = β3, (60d)
with Hamiltonian
2Hβ2,β3 = X
2
0 +X
2
1 + αX2
= − ∂
2
∂x2
+ (i
∂
∂y
+ β2x+ β3
x2
2
)2 + α(β2 + xβ3), (61)
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which corresponds to an electric potential Φ = α(β2 + β3x), and vector
potential Ay = β2 + β3x. That is, a constant electric field Ex = β3 and
magnetic field Bz = β2 + β3x.
For the anharmonic oscillator solutions given above, however, there are
constraints on β2 as a function of β1, β3 (see for example Eq. (52) or (54)).
When taking the Fourier transform in β1, the fact that β2 depends on β1 must
be taken into account. Therefore, a solution to the particle in an external
electromagnetic field is given by
Ψβ3,αE (x, y) =
1√
2pi
∫
dβ1e
iβ1yp(x)e−
∫
X1 , (62)
with β2 a known function of β1, β3.
5 Conclusions and Outlook
By introducing a nilpotent group called the quartic group, we are able to re-
late the generalized quartic anharmonic oscillator Hamiltonian to irreducible
representations of elements of the Lie algebra of the quartic group. And from
this it follows that Hamiltonians such as electromagnetic field Hamiltonians
are related by reducible representations of the quartic group. If solutions
for one Hamiltonian are known, solutions for the related Hamiltonians can
also be obtained, as seen in Sec. 4. And from the automorphism group of
the quartic Lie algebra, properties such as the scaling properties of energy
eigenvalues can be derived.
Further, by writing the quartic anharmonic oscillator Hamiltonian as a
polynomial in quartic Lie algebra elements, we are able to work out poly-
nomial solutions in terms of quartic generators. Some of these solutions are
exhibited explicitly at the end of Sec. 3. That is, we start with a quartic
potential containing four free parameters, α and β1, β2, β3. What we see
is that a polynomial solution of order N ∈ N0 requires α to take the neg-
ative integer value α = −(N + 1). Continuity of the polynomial solutions
and their derivative at x = 0 provides a constraint equation for one of the
βs, so that only two of the βs remain as free parameters. In this way it is
possible to obtain at least one point of the spectrum for given −α ∈ N and
~β ∈ R3, one of the βs being fixed by the continuity condition at x = 0. Our
results for α = −1,−2 correspond to the findings in Ref. [1]. For α = −3 we
are even able to satisfy the continuity conditions for parity even and parity
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odd solutions simultaneously and hence obtain two consecutive points of the
spectrum, e.g. the parity even ground state and the first excited state which
has odd parity. Since one now has two constraint equations only one β (in
our case β1) is left as free potential parameter. In Ref. [6] only parity even
solutions are given for α = −3. For α = −5,−7,−8 it is still possible to
find comparably simple E = 0 solutions of the energy eigenvalue problem
provided that β2 and β3 are certain functions of β1.
All of these ideas can be generalized to higher power polynomial Hamilto-
nians such as the sextic anharmonic oscillator. For the sextic oscillator there
is a corresponding sextic nilpotent group, whose irreducible representations
can be used to write the sextic anharmonic oscillator Hamiltonian in terms
of sextic Lie algebra elements. And again there will be polynomial solutions
in terms of sextic Lie algebra elements, as well as related electromagnetic
field Hamiltonians.
Moreover, it is possible to generalize to higher dimensions, as well as
multiparticle systems, with Hamiltonians related to generalized nilpotent
groups. Work on such systems is presently being further investigated.
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