This paper proposes a novel system for Face Recognition which utilises the Parametric Eigenspace of Murase and Nayar 8] to determine both the pose and identi cation of a face held within a current face database. In order that all views from pro le to frontal are available for recognition a sample of views are taken from a range of angles so that, during the identi cation process, virtual views can be estimated from a novel view to supply ordered coordinates in the eigenvector subspace for the recognition algorithm. The method is demonstrated on a set of faces and results show that the technique is practical. The system is described in the context of a theoretical model of human face recognition which closely resembles that described in the literature.
INTRODUCTION
The majority of current Face Recognition (FR) systems have concentrated on the problem of recognising human faces from the frontal or near-frontal view, indeed some systems quantify their degree of tolerance from the frontal view. Recently some researchers have addressed the problems of three dimensional FR which include, amongst others, an increased feature set, occlusion of features and the ability to generalise from single training views to novel ones.
The ability of a FR system to identify faces from previously unseen viewpoints would be of great advantage in all of the common applications of FR -most importantly criminal identi cation and security monitoring applications. The human performance when presented with poor quality video footage and unusual angles of familiar faces has yet to be achieved in an automatic system, whereas the identi cation of static frontal images has been achieved for large databases of people such as the FERET database of over 2000 people as in Moghaddam and Pentland 7] .
In this paper we will describe a system for FR which 0 Copyright IEE, appears in the IPA97 proceedings, Dublin covers the range of poses from pro le to frontal view and lays the groundwork for an approach which recognises people from previously unseen views. The method is based upon the parametric eigenspace model of Murase and Nayar 8] and the estimation of previously unseen views in this eigenspace.
We begin with a description of the methods in 8], a brief overview of the principal component analysis technique before describing the adaptations required for the new approach and testing the approach on a sample database.
PARAMETRIC EIGENSPACE
The use of the principal components analysis (PCA) in FR systems has been fairly common since early papers by Sirovich and Kirby 12] and the more often cited Turk and Pentland 13] . PCA is a brute force technique for describing the variability of faces based upon a given sample of faces. PCA works most e ciently for image sets that are taken under controlled conditions and normalised both in terms of intensity values and geometrically (cf Craw et al 3] ). In 8] we see proposed a universal eigenspace in which images of all objects from all viewpoints are combined using PCA. Valentin and Abdi 14] applied this approach to faces to successfully determine whether a face had been seen before. We will brie y describe the PCA formulation, the parametric eigenspace method of 8] and the extensions to this technique required for FR.
Eigenvalues of an image set
The eigenvectors of an image set, X, are formed by concatenating the rows of each image to produce a single column vector for each image which are then placed into the rows (i.e. transposed) of the vector X. The eigenvectors a of X are described by the following equation:
where a is the corresponding eigenvalue to the eigenvector a . X 0 X is the covariance matrix of the image set X. The eigenvectors of this matrix can be obtained by diagonalising X 0 X. However, for image sized matrices (of the order of 10 4 ) it is generally computationally easier to compute the eigenvectors of the alternative covariance matrix XX 0 which is of order N where N is the number of images in the set and use the relationship:
where a is the eigenvector of the covariance matrix XX 0 . The eigenvectors of the covariance matrix XX 0 are readily computable for small image sets in a reasonable amount of time as algorithms are available to achieve the diagonalisation required. The eigenvalues of a novel image are then given by:
It is in the space spanned by these eigenvalues a that the consequent analysis is performed and we will refer to this space as the eigenspace.
Parametricised Eigenspace of Objects
Recognition systems that make use of eigenvector subspace methods perform their analysis in the subspace which is generated from the eigenvalues of a novel image obtained by projecting the image over all the eigenvectors. In 8] the rst N eigenvalues for each object are stored over a sample of poses covering the full viewing sphere. Such a sampling creates a continuous loop in the eigenspace (if the range of poses sampled is continuous) which is hopefully unique for each object in the database and so can be used to identify an object and its pose. As each object is generally of a di erent class then each object's eigenloop is signi cantly di erent both in form and location in the subspace from all others -thus recognition is simply a matching process which can be achieved with an e cient search algorithms. The resulting objects in the eigenspace are thus parameterised over all of their possible poses and as such form a parameterised eigenspace.
Virtual Parametric Eigenspace of Faces
Face Recognition can be considered to be an in-class problem -that is the problem is to distinguish between di erent instances of the same class of object as opposed to very di erent classes. Consequently the parametric eigenspace method described above is insu cient for recognition of faces as the eigenloops formed for each subject in the database follow a similar path and lie in the same region of the eigenspace -as can be seen in gure 1 where the eigenloops are shown in the rst three eigenvectors.
For faces we have called these loops, in the eigenspace, eigensignatures as each one corresponds uniquely to a speci c subject. In order that the parametric eigenspace method can be used as an inclass recognition strategy, it is necessary to utilise more than just one point in the eigensignature to increase the success of nding a match. It is obvious that one novel image provides only one point in the eigenspace and that, in order to nd the signature corresponding to this point, we need more than one point. Further points in the eigensignature can be obtained by: Related to the 3/4 view superiority is the ability of humans to recognise faces from previously unseen viewpoints. Both in FR and object recognition literature there it is proposed that viewpoint invariant recognition is achieved either by mental rotation, interpolation or extrapolation. Mental rotation occurs when the observer mentally synthesizes novel views for matching purposes, interpolation occurs between known views and extrapolation occurs beyond the known views.. This conjecture is supported by the work of Hayward and Tarr 5] who describe a decrease in recognition performance as the required degree of mental rotation between training view and testing view increases. Modeling this behavior in terms of PCA and the virtual parametric eigenspace model is an interesting parallel. Considering the generation of virtual views as modeling mental rotation then the storing of the eigenvalues of such synthesized views, centered around a real point in eigenspace, permits the recognition of a previously unseen view by comparison with the stored virtual eigensignatures. Recognition of novel views can be supplemented by generating further virtual views from the novel image -making the matching procedure one of line segments as opposed to isolated points. Interpolation and extrapolation of known views is assisted by mental rotation and the accuracy of the approach will decrease as the required degree of rotation increases.
The superior performance of the 3/4 view can be explained in terms of the information gained by . We suggest that this provides a quantitive measure of the information contained in human faces over changing pose.
Test System Architecture
The prototype FR system assumes that a suitable eigenspace can always be constructed in order to carry out the analysis. The development of an ecient eigenspace learning algorithm for pose analysis will be described in a future paper.
The system consists of four separate modules all of which are implemented on a Silicon Graphics workstation. Initial image capture is via a video camera attached to the workstation, this is monitored and employs background subtraction to approximately locate a single subject in the scene. During this stage subjects are asked to rotate their head from prole view to frontal view over a period of about 20s. This produces approximately forty images. These are manually cropped by constructing a box around the captured head image. The next module allows for the manual speci cation of the ten images which are spaced approximately 10 o apart -from pro le to frontal. These images are the training set for that subject and the remaining images are used for testing. The nal module is the test recognition scheme where an eigenspace is created from images randomly selected from the population as described earlier. For each subject the training images are loaded into the recognition program and the rst N eigenvalues for each image are calculated. Additionally, each image undergoes a simple cylindrical rotation of 10 o and the eigenvalues for the resulting image are also recorded. The set of eigenvalues obtained for each subject in the database are : are the Euclidean distances between the eigenvalues of the novel image vector ( ) and the eigenvalues stored for subject P at pose v: D(P) min is the minimum of D(P) for all subjects P.
RESULTS
The recognition system was tested on a small database of 20 subjects with varying gender, race and appearance (some wore glasses and several smiled as they approached the frontal view where they were able to see themselves on the workstation monitor). Subjects received no instructions other than to turn from pro le to frontal in front of the camera over \about twenty seconds."
It should be noted that of the 200 training images only 40 were chosen to form the eigenspace, and The test images for each subject were identi ed using the nearest neighbour method described above with various numbers of eigenvectors, N, with and without the rotated virtual section of the eigensignature. The results are shown in g. 3 for increasing N. The performance at N = 10 (94.6%) is signi cant when compared to standard PCA systems using only 10 eigenvectors. It should be noted that three of the subjects in the database posed poorly for the test images and because of this it was di cult to select the ten training images with any con dence. Recognition without the three subjects increased to 98% for N = 9. It can be seen clearly in the graph that the simple rotation method used here provides a signicant increase in recognition performance when using a small number of eigenvectors as in the prototype system.
While the performance levels are not as good as some of the claimed recognition rates given in the literature, it has been demonstrated that this previously out-of-class method has been successfully adapted to the in-class problem of face recognition and the modi cations improve the overall performance of the PCA technique. For comparison, the same system was used to test the ORL face database (see Samaria and Fallside 10] for details). Here a set of two images per subject (images 1 and 2) were used as the training images for the system and testing was carried out on the remaining eight images. In this case we were not attempting to achieve viewpoint independence, simply to show that the adapted method increases the performance of the standard PCA technique. Table 1 shows the recognition ratios for N = 9 and N 
CONCLUSION
An extension of the parametric eigenspace method of Murase and Nayar has been demonstrated for the inclass recognition of faces. Additionally this approach utilises standard principal component analysis for a small subset of data which characterizes the whole set but does not cover the full range of variance in the whole set -greatly reducing the initial processing cost of the analysis. Most of the subsystems of the recognition system are quite rudimentary. However, this prototype system compares favorably with the standard PCA approach applied to standard face databases.
Future work will concentrate upon a novel view synthesis method, with the initial eigenspace chosen to characterize novel images and in the e cient structuring of the identi cation database. More intelligent strategies for building virtual signatures will be considered which take account varying numbers of real points in the eigenspace.
