Abstract
Introduction
The web is a hierarchically nested graph, with domains, web sites, and individual pages introducing different levels of affiliation and administrative control. A web page is the elementary unit. Pages usually tend to be under the editorial control of a single entity (person or organization). A w e b site is a collection of web pages affiliated to a single entity. A domain (short for top-level domain) consists of a collection of web hosts, all of which share the same last token in the host name (e.g., . corn or . uk). Most domains are associated with individual countries, though there are large domains such as . corn and . n e t that are not geographical.
Previous studies [4, 3, 81 of the web graph structure have .
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Cambridge, MA 02 139, USA ruhl@theory.lcs.mit.edu Documents are frequently represented by multiple web pages. For example, documents authored with Microsoft Powerpoint are often published as a chain of inter-linked web pages. Consequently, the full hyperdocument rather than the individual pages may be the right level of granularity for analysis. Bibliometric studies analyze the citation or cocitation between authors, usually considering linkage to or from an author's work in aggregate. To study web authors analogously, web sites may be the right level.
Since the entity that owns a web site has control over all parts, the content within a site may be reorganized or revised periodically without significantly changing the semantics or linkage relative to the rest of the web. This argues for separating the analysis of inter-and intra-site linkage.
0 Concerns have been raised about accessibility of content on the web. E.g., in [8] it was shown that the "distance" between pages on the web is quite large with often no directed path being available.' This fails to account for the fact that within a given web site there are implicit paths from all pages to the "root page" (users often truncate the path of the URL to navigate to the root page), from which there should be authordesigned paths to all local content. Thus navigation within a web site is often less challenging than would appear from a naive analysis of the linkage. If we assume that sites are internally fully navigable, then the inter-linkage between sites becomes the main factor in determining the accessibility of web-wide content.
0 Since generating pages is cheap, some sites may generate a large number of pages (potentially an infinite number which are dynamically generated), skewing statistical properties that people may want to study.
In this paper we attempt to study the web on the web focused on the graph structure at the level of individual 'Ite level. However, determining which pages to the pages. However, web sites might introduce a more appropriate level of abstraction:
'Note that search engines provide random access to web content which these studies do not currently account for. same web site is an open problem, although some heuristic approaches have been proposed, see e.g. [IS] . We approximate each web site by all the pages with the same host name' and study the following weighted hostgraph: Each node represents a web host, and each directed edge represents the hyperlinks from pages on the source host to pages on the target host. The weight of the edge corresponds to the number of such hyperlinks.
Which properties between web hosts are interesting to study? (a) Obviously one wants to determine its size in terms of nodes and edges and observe how it changes over time. (b) Since the "average degree of separation" on the web has received considerable attention on the page level [4, 81 it is interesting to study it in this coarser grain abstraction. (c) It is also interesting to see how the host level abstraction relates to the domain level abstraction, specifically to study the linkage of hosts in different domains. (d) Previous work [ 12, 81 has shown the Zipfian nature of the indegree and outdegree distribution of the page graph. It is therefore an interesting question whether the hostgraph distributions are Zipfian as well. This evidence of self-similarity would support the conjecture by previous researchers [8] that the web graph has a fractal nature.
Our main contribution in this paper is the abstraction of a hostgraph, intended as a tool to study the web's properties and extract useful structures from it. To the best of our knowledge such an abstraction has not been previously defined in the literature, and nor has it been explictly computed and used for analyzing the web. We present data from three experiments (Section 2) to confirm that the web graph studied at this level exhibits many of the properties observed at t h e page graph l e v e l ( S e c t i o n 4). We use t h e data to suggest a host-level "copy model" (Section 7) to explain the connectivity seen in the hostgraph, as an extension of a previous page-level copy model. We look at accessibility of content on the web at the host level (Section 3) factoring out intra-site navigability. To understand the effects of language and geography on the web structure we look at the connectivity between top level domains (Section 5). In addition to its use as a analytical tool, we intended the hostgraph to be a suitable resource for data mining. We illustrate this with examples of extracting related hosts based on linkage and co-citation (Section 6). Section 8 discusses related work. For a given snapshot of the web, a hostgraph can be computed as follows. In a linear scan through all pages, for every cross-host link we write the corresponding ordered pair 2Note that this is just a heuristic since a web site can be comprised of many host names (e.g., www. intel. corn and support. intel. com can both be considered part of the Intel web site) and inversely a host can host many web sites, (e.g., members . aol .corn is a collection of web sites of individuals and small organizations).
of hosts to a log. At the end of the pass, the log is sorted and in a linear scan contiguous occurrences of each distinct ordered host pair are counted. Each ordered host pair corresponds to an edge in the hostgraph, and the occurrence count in the log corresponds to its weight.
We ran our experiments with three snapshots of the web, which were subsets of crawls by Google in October 1999, August 2000, and June 2001. In each case the dataset was restricted to the set of hosts reachable from a well known reference host with high in and out degree in the hostgraph. We used www . w3 . org, which hosts the web site of the World Wide Web Consortium, as our reference host. The exact choice of reference host is unimportant as long as we are certain that it is part of the central strongly connected component in the hostgraph, which includes all the major international hubs. E.g., using www . c e r n . ch, www. yahoo. corn, or www . dmoz . o r g as the reference host would have produced exactly the same hostgraph since they can both reach and are reachable from www . w3 . org by a directed path of inter-host hyperlinks.
For the June 2001 data set this restricted the number of nodes in the hostgraph to 12.8 million and the number of edges to 395 million. The sum of all the edge weights (i.e., the number of links between the hosts in the web graph) was 4.7 billion. This hostgraph was c o m p u t e d f r o m a web graph consisting of 1.3 billion web pages, which were connected by 19.5 billion hyperlinks. It follows that 14.8 billion edges, or 76% of the edges, link to pages on the same host. In fact, this figure has stayed constant at 76% across the three hostgraphs.
Below we give the data for the data sets. Table 1 shows the number of web pages and their links that are contained in the hostgraphs. Table 2 gives aggregate statistics for the three hostgraphs. Row 3 counts the set of hyperlinks between pages on distinct hosts, which corresponds to the sum of edge weights in the hostgraph, whereas row 2 counts the set of distinct edges in the hostgraph, ignoring weights. Row 5 counts the number of hosts which are in the strongly connected component of www . w3 . org, i.e., hosts which can reach www. w3 . org as well as be reached by www. w3 . org through a directed path of hostgraph edges.
Note that the existence of a path in the hostgraph does not imply that there is a path in the page-based web graph, although the reverse is true. Hence, this only provides an upper bound on the number of hosts in the largest strongly I Oct99 I Aug00. connected component in the web graph.
In the following we will use indegree to represent the number of distinct edges incident on a node in the hostgraph (i.e., the number of distinct hosts which link to the corresponding host), and weighted indegree the sum of their edge weights incident on a node (i.e., the number of hyperlinks to pages on corresponding host from other hosts) and likewise for outdegree and weighted outdegree.
Average Distance Between Hosts
The distance between two hosts is the length of the shortest path between them measured in number of edges. We estimated the average distance between any two hosts for two of the graphs. To estimate the average distance we picked 5000 random hosts from the strongly connected component containing www. w3 . o r g and computed for each host the distance from it to every other host in the host graph. The average distance was computed by averaging the individual distances observed.
As Table 3 shows, the average distance increased from roughly 4 in the Oct 1999 dataset to roughly 5 in the Aug 2000 dataset. A possible explanation is that new hosts are not linked to as much as older hosts and thus the path to them is longer.
Let DW be the average number of cross-host links traversed by the shortest path between two pages in the web graph.
Note that the average distance DH in the host graph is in general neither an upper nor a lower bound for DW in the web graph: DH is not an upper bound on DW since the shortest path in the web graph might not be the one that minimizes the cross-host links. DH is not a lower bound on DW since it is averaged over all pairs of hosts while DW is averaged over all pairs of pages. Consider for example a graph where the hosts form a chain, while almost all pages are contained in two adjacent hosts forming one large clique.
Then DW will be close to 1 while DH will be linear in the number of hosts.
Because of this, we also estimated the weighted average distance where each host is weighted by the number of pages on it. The weighted average distance is a true lower bound on DW. It is not an upper bound by the same argument as for the unweighted average distance. Table 3 shows that the weighted average distance has increased as well. Note that the weighted average is smaller than 4, i.e. smaller the unweighted average. It follows that the pages are not equally spread out over the hosts, but that instead there is a "core" of hosts whose average distance is smaller than 4 that contains most of the pages.
Inverse Power Law Distributions
Previous papers have observed that various properties of the web graph follow a Zipfian distribution (a function of the form 1 / n k ) : Kumar et al. [ 141 show that the fraction of web pages with indegree i is roughly proportional to l/i2. Barbarasi and Albert [4] report a Zipfian exponent of 2.1 for the indegree distribution and they also show that the fraction of web pages with outdegree i is roughly proportional to 1 /i2.". In a recent paper Broder et al. [8] reported an indegree exponent of 2.1 and an outdegree exponent of 2.72. They also showed that the fraction of connected components in the undirected graph has a Zipfian distribution.
We show that the link structure at a coarser granularity, namely at the level of hosts and domains, also follows a Zipfian distribution. More specifically, the fraction of hosts of the host graph with weighted indegree i is (roughly) proportional to l/i'.62 and the fraction of hosts of the hostgraph with weighted outdegree i is (roughly) proportional to l/i'.67. We plot these functions in Figure 13 . In Section 6 we give a possible explanation why the values for low weighted degree nodes are smaller than predicted by the Zipfian distribution.
We also investigated the distribution of weighted inand out-degrees for subsets of the hosts in the hostgraph, namely for top level domains such as .com and .uk. For each such subset the weighted indegree and outdegree distributions are again Zipfian. However, the size of the Zipfian exponent increases with the number of hosts in the domain. domain. Both Zipfian exponents seem to slowly increase with the logarithm of the size of the domain, suggesting an exponent of the form a + blogn where II is the number of hosts in the domain. In Section 7 we provide a possible explanation for this behavior.
Lastly, the distribution of edge weights in the hostgraph, i.e., the number of distinct hyperlinks between ordered pairs of hosts, is Zipf distributed (see Figure 3 ) . The other trend is that language affiliations can override geographical, affiliations. The strongest example of this is Brazil's top linkage to Portugal, and Portugal's to Brazil. Spain doesn't appear in Portugal's linkages until position 5, despite its strong geographical connection to Portugal. There is also a strong English language affinity among US, UK, Australia, and New Zealand. Examples like this support the intuition that linkages on the web are strongly influenced by shared language.
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Mining Related Web Hosts
A natural extension of previous work in connectivity based web data mining would be to look at ways to extract significant relationships between hosts on the web based on connectivity within the hostgraph. Previously Bharat et al.
[5] explored the use of similarity in outdegree distributions between hosts to find mirrored web sites. This technique proved to be too weak to find mirrors. However, we found that it often yielded pairs of related or affiliated hosts, rather than true mirrors. This led us to using the hyperlink structure of the hostgraph to discover related web hosts.
We examined two other forms of relatedness in the hostgraph.
Relatedness by Link Frequency
A simple technique to find related hosts is based on the pruning of edges in the hostgraph based on edge weight. Only strong edges remain, revealing connections between hosts that are stronger than mere citation. We pruned all edges in the graph with weight less than 500. Quantitatively this reduced the set of edges to 139,900 pairs in August 2000 (i.e., the number of ordered host pairs with at least 500 individual hyperlinks between their pages), and to 34,600 in Oct 1999.
We identified several explanations for strongly connected host pairs that didn't seem to be otherwise related: Spam: A large factor is the activities of "search engine optimizers" who try to manufacture highly connected graphs to promote specific web sites (especially for pornography). In addition to citation we could also use co-citation to identify affiliated or related parts of the web. Dean and Henzinger [IO] showed that cocitation analysis on the web graph works well for finding related web pages. Their best algorithm achieved a precision @ 10 of 0.4. We extended the idea to the hostgraph. Our approach is as follows:
Relatedness by Co-citation
Let B be a set of up to 100 hosts that point to a given host S with outlink count < 50. We impose this limitation on outlink count since hosts which link to lots of other hosts tend to introduce noise due to spurious co-citation. We consider a host, C, a candidate if it is pointed to by at least 4 hosts in B. Let BS(C) be the hosts in B that point to C.
We compute for each candidate, C, a score which is use to rank potential hosts, as follows:
Note that K(C) boosts candidates that are frequently cocited with the start host, and simultaneously reduces the bias towards candidates that are highly popular link targets (i.e, candidates with high inlink counts). Both proved invaluable in improving precision.
For example on the query www . a i r f rance . corn the algorithm gives the following results. We list them together with their score in table 5.
We collected the output of the algorithm for 100 randomly chosen hosts for which at least 1 related host was generated. The top 3 results in each case were hand evaluated to compute the fraction of the returned results that were useful. Of these 21 would not load or were in a foriegn language, 14 were pornographic or spam hosts, and of the remaining (159 pairs) 65% were found to be relevant. In other words our algorithm has a precision ut 3 of 0.65.
Web Graph Modeling
Previous Graph Evolution Models
In recent years, a number of evolutionary models have been proposed to explain the structure of the web [12, 81. Each model consists of a random process that creates a graph having properties similar to properties of the web, namely, Zipfian degree distributions and a large number of small bipartite cliques. Such modeling is useful for a variety of reasons. First, the process can explain how the web actually evolves, which might be helpful for companies exploiting the web structure, such as search engines. Secondly, this can prompt further research, such as analyzing or modeling sociological and economic issues surrounding the internet.
Traditionally, these models were page-based, i.e. nodes corresponded to single pages, and edges corresponded to links between them. We first describe a model introduced for the page graph called the "copy model". We then adapt it directly to the hostgraph setting. However, we show that this model does not agree with two key observations that we made on the hostgraph. We then propose a modified model for the hostgraph to accommodate both observations. A first version of the "copy model" was introduced in [12] . Kumar et al 1131 slightly modified it and analyzed it in detail. They showed that the model predicts a Zipfian indegree distribution. We present the second model:
e The web graph is created by adding one node U (i.e., a page) at a time, with a fixed outdegree d.
e Link destinations of U are randomly chosen:
-First, one picks a random existing node v.
-Then for i = 1,2,. . . ,d, the i-th link of U points to a random existing node with probability a, and to the destination of v's i-th link with 1 -a.
This corresponds to an author creating a new webpage on a topic by copying links from an already existing webpage. It has the natural effect that a page with many links pointing to it already is more likely to receive additional links pointing to it than a page that nobody links to.
This model can be used on the hostgraph (since the intuition holds) except for two unexplained observations:
1. The observed indegree distribution is almost, but not entirely Zipfian (see Figure 1 ). While the observed 2.
frequencies agree almost perfectly with the prediction for high indegree hosts, the number of small indegree hosts is considerably smaller than predicted by the model. E.g., see Figure 1 where the data points fall below the line representing the Zipfian distribution.
The exponent in the Zipfian distribution in the copy model depends only on a, and so stays constant independent of the size of the web. As we observed in Figure 2 , when restricte'd to individual countries these Zipfian exponents actually depend on the number of hosts in the particular country.
We now discuss how the copy model can be modified to account for these observations.
Our Hostgraph Model
We next suggest a modification to the copy model that would explain why we observe fewer hosts of low indegree than predicted by the model and also provide a possible explanation for the different Zipfian exponents. We call the model the "re-link model".
0 As before, the web graph is created in discrete time steps. At each time step, with probability p, we select a random already existing node, U, and add new additional out links to it. These out links are computed as follows:
-First, one picks a node v at random among all already existing nodes. Second, one picks d random outgoing edges from v.
-Then for i = 1,2,. . . ,d, the i-th new link of 11 points to a random existing node with probability a, and to the destination of the i-th link picked from v with probability 1 -a.
With probability 1 -p, we add a new node and then add out-links to it, just as in the copy model. To verify our intuition we generated a graph of 1,000,000 nodes with d = 7 and a = 0.05 using the re-link model. Figure 4 shows the indegree distribution for various values of p.
The larger p becomes, the smaller the probability that a new host is created and the more edges a graph with 1,000,000 nodes has. Thus, the curve flattens for low indegree hosts. Additionally, the curve becomes steeper, i.e., the Zipfian exponent increases. One reason might be that hosts quickly grow from small indegree to medium indegree while it takes them longer to become large indegree hosts. 
Related Work
There is related work in the area of evolution of the web as well as in web graph analysis.,
In the area of web evolution, Broder et al. [8] analyzed the structure of the graph of web pages and predicted the shape of the web. They also gave a new estimate of the web's diameter disagreeing with Barbarasi et al.
Conclusions and Future Work
Our main contribution is the notion of the hostgraph, both as an abstraction to study the web, and as an explictly computed data-structure for use in profiling the growth of the web and for web data mining applications. We show that the hostgraph exhibits many of the properties of the web graph, providing another example of the fractal nature of web connectivity. A key contribution is the observation that the distributions of indegrees and outdegrees within top level domains of the web seem correlated with the size of the domain, We provide a modified "copy model" to explain this. We show, using three examples (data from Oct 1999, Aug 2000 and Jun 2001) that preserving host connectivity information can be useful in web monitoring and growth tracking. We present comparisons of changes in web site size and connectivity, inter-domain connectivity and web diameter estimate, to illustrate this. The host graph was also intended as a resource of data mining. We demonstrate how co-citation at the level of hosts can be mined and describe an algorithm which outputs related hosts with a precision of 0.65 at rank 3.
The hostgraph is only an approximation of what we would really like to compute -a graph of web sites. To achieve this one would need to combine multiple hosts under the some domain into the same node, which is not hard to do. One would also need to identify hosts that contain individual web sites, e.g., educational institutions which host web sites belonging to students, and decompose them. This is an open problem. Several link based page clustering approaches have been taken in the past to extract aggregates from hypertext, including strong connectivity [6] , clustering based on routes likely to be taken by users [ 181, and spreading activation computations [ 161. A combination of these techniques could be used in the future to decompose large host such as geocities . cominto actual web sites. This, and the collapsing of multiple hosts that share the same domain, will allow for the creation of "site graph" that more accurately reflects the linkage between web sites.
