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ABSTRACT 
In this paper we arrive at a series of bounds for the availa-
bility and unavailability in the time interval I= [tA,tB]c[O,oo) 
for a coherent system of maintained, interdependent components. 
These generalize the minimal cut lower bound for the avail-
ability in [O,t] glven in Esary and Proschan (1970) and 
also most bounds for the reliability at time t given ln 
Bodin (1970) and Barlow and Proschan (1975). In the latter 
special case also some new improved bounds are given. The 
bounds arrived at are of great interest when trying to predict 
the performance process of the system. 
Satyanarayana and Prabhakar (1978) give a rapid algorithm 
for computing exact system reliability at time t. This can 
also be used in cases where some simpler assumptions on the 
dependence between the components are made. It seems, however, 
impossible to extend their approach to obtain exact results for 
the cases treated in the present paper. 
1 . BASIC DEFINITIONS 
In the following we list a series of basic definitions which 
are needed. These are mostly taken from Esary and Proschan 
(1970) and Barlow and Proschan (1975). 
We regard devices capable of two states of performance, 
functioning or failed~ alternating between these two states 
in time. 
Definition 1.1. The performance process of a device is a 
stochastic process {X( t) , tET}, where for each fixed t E T, XC t) 
is a binary random variable (r.v) with 
X(t) = {~ if the device lS functioning at time t. 
if the device is failed at time t. 
The index set Tis contained ln [O,oo). We assume that the 
sample functions X(t), t E T of a performance process are 
continuous from the right on T. 
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Definition 1 .2. The joint performance process 
{_!;(t) ,tET} = {X1 (t), ... ,Xn(t) ,tET} 
for a set of devices lS a vector stochastic process for which 
the i-th marginal process {X. (t) ,tE-r} 
l 
process for the i-th device, i=1 , ... ,n. 
lS the performance 
We now consider systems whose performance at each moment 
of time is determined by the performance of their components 
at that moment. Let {X(t),tET} be the joint performance 
process of the n components comprising the system. Then the 
performance process of the system is given by (tET) 
¢(_!;(t)) = {~ if the system is functioning at t 
if the system lS failed at t, 
where ¢ is the system's structure function. It follows that 
the sample functions of {¢(_!;(t),tET} are continuous from the 
right on T· 
The following notation lS needed. 
C<,x) = Cx1 , ... ,x. 1 ,.,x. 1 , ... ,x ). l - l- l+ n 
Definition 1 .3. A system is coherent iff 
i) .¢(~) is nondecreasing in each argument 
ii) Each component is relevant; l.e. 
Vi,3( ·. ,x) 3 ¢(1. ,x) = 1 
l- l-
and ¢ ( 0 . , x ) = 0 . 
l -
We often denote a coherent system by (C,¢) where C lS a 
set of integers designating the components. 
Definition 1 .4. A path set lS a set of components whose 
functioning is sufficient for the system to function. A path 
set is minimal if it can not be reduced and still be a path 
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set. A cut set is a set of components whose failure is 
sufficient to cause system failure. A cut set is minimal 
if it can not be reduced and still be a cut set. 
We also need the following notation. 
Let A c C. Then 
xA = vector with elements x. , i E A 
l 
Ac = subset of C complementary to A. 
Definition 1 .5. 
p 
The minimal path series stucture, p(x ), 
corresponding to the minimal path set, P, is given by 
p 
p (~ ) = IT X .• 
iEP l 
Similarly, the minimal cut parallel structure, 
ponding to the minimal cut set, K, is given by 
K K(x ) = 
def 
II x. = 1 
iEK l 
IT ( 1 -x. ) . 
iEK l 
K K(x ), corres-
Definition 1 .6. The coherent system (A,x) is a module of 
the coherent system CC,¢) iff 
where ~ is a coherent structure function and A c C. 
Intuitively, a module is a coherent subsystem that acts as 
if it were just a component. 
Definition 1 .7. A modular decomposition of a coherent system 
CC,¢) is a set of disjoint modules {(Ak,Xk)}r together with 
k=1 
an organizing coherent structure ~; l.e. 
r 
i) C = U A. where A. n A. = 0 i ~ j 
. 1 l l J l= 
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ii) 
Definition 1 .8. Given a coherent structure¢, its dual 
structure ¢D lS given by 
where 1 - x = ( 1 -x1 , ... , 1 -xn) 
Consider a time interval I = [ t A, tB] c [ 0 ,oo) and let 
T(I) = T n I. 
Definition 1 .9. The marginal performance processes 
{Xi(t),tET} i=1 , ... ,n for a set of devices are independent 
in the time interval I iff, for any integer m and 
{t1 , ... , tm} c T (I), the random vectors 
are independent. 
Definition 1 .10. A modular decomposition {A.x.}r consists of 
l l . 1 l= 
totally independent modules in the time interval I iff, for 
any integer m and { t 1 , ... , tm} c T (I) , the random vectors 
A1 A1 Ar A ( X ( t 1 ) , ... , X ( tm) ) , ... , ,(X ( t 1 ) , ... , .25_ r ( tm) ) 
are independent. 
The latter definition seems to be new. 
Definition 1.11. The r.v. 's T1 , ... ,Tn are associated iff 
Cov[f(T),~(!)] ~ 0 for all pairs of nondecreasing 
binary functions r,6. 
We list some basic properties of associated r.v. 's: 
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P1 ) Any subset of a set of associated r.v. 's 
is a set of associated r.v. 's. 
P 2 ) The set consisting of a single r.v. 
is a set of associated r.v. 's. 
P 3 ) Nondecreasing functions of associated r.v. 's 
are associated. 
P 4 ) If two sets of associated r.v.'s are independent 
of each other, then their union is a set of 
associated r.v.'s. 
Definition 1 .12. The joint performance process {r(t),tET} 
for a set of devices is associated in the time interval I iff, 
for any integer m and {t1 , ... ,tm} c T(I), the r.v. 's in the 
array 
x <t 1 ), ........ ,x <t) n n m 
are associated. 
This definition obviously applies to a marginal performance 
process too. 
Definition 1 .13. The availability, (I) hcp , and the unavail-
b .l. (I) a l l ty, gcp ~ ln the time interval I for a coherent 
system cp are given by 
hcp 
( I ) P[cp(~(s)) = = 1 VsET(I)] 
gcp 
(I) 
= P[cp(~(s)) = 0 VsET(I)] 
Assume that all components and hence the system function 
at t = 0' but are not maintained. 
- 6 -
Definition 1 .14. The reliability at time t, h~, for a 
coherent system ~ lS given by 
h = h [t,t] 
~ ~ 
Note that we obviously have 
h = h [O,t] = 1 g [t,t] ~ ~ - ~ . 
In the present paper we will arrive at upper and lower 
bounds for h (I) ~ and ln the case of maintained, 
( 1 . 1 ) 
interdependent components. These bounds are of great interest 
when trying to predict the performance process of the system. 
Our results generalize the minimal cut lower bound given in 
Esary and Proschan (1970) for the case I= [O,t], and also 
most bounds given in Bodin (1970) and Barlow and Proschan 
(1975) for I = [t,t] and devices which are not maintained. 
For the general case our results are given in Section 2. In 
the latter special case some new improved bounds are given in 
Section 3. 
It should finally be noted that Satyanarayana and Prabhakar 
(1978) give a rapid algorithm for computing exact system 
reliability at time t. This can also be used in cases where 
some simpler assumptions on the dependence between the compo-
nents are made. It seems, however, impossible to extend their 
approach to obtain exact results for the cases treated in the 
present paper. 
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2. D1PROVED BOUNDS FOR THE AVAILABILITY AND UNAVAILABILITY 
IN A FIXED TIME INTERVAL FOR SYSTEMS OF MAINTAINED, 
INTERDEPENDENT COMPONENTS 
The following theorem is a slight generalization of the first 
part of Theorem 3.9 in Chapter 2 of Barlow and Proschan (1975). 
(All references to this book in the following concern this 
chapter if nothing to the contrary is said.) The proof is 
almost identical and is left to the reader. 
Theorem 2.1. Let (C,¢) be a coherent system with minimal 
path sets and minimal cut sets Define 
l"(I) 
= max P[min X. ( s) = 1 'v'SET(I)] ¢ 1 sjsp iEP. l J 
u"(I) 
= mln P[max Xi(s) = 1 'v'SET(I)] ¢ 1SjSk iEK. J 
l"(I) 
= max P[max X. ( s) = 0 'v'sET(I)] ¢ 1SjSk iEK. l J 
-"(I) 
= min P[min X. ( s) = 0 'v'sET(I)]. u¢ 
1 Sj SP iEP. l J 
Then 
l"(I) < h<P 
C I) 
< 11
CI) 
<P - - u<P 
l"(I) < g<P 
(I) 
< u"CI) 
<P - <P 
Theorem 2.1 is very general, but seems of little practical 
value due to the complexity of the bounds. The following 
corollary lS a generalization of the second part of the mentioned 
theorem in Barlow and Proschan (1975). The proof is inspired 
by the one for the minimal cut lower bound in Esary and Proschan 
(1970). This is true for a series of proofs given in this paper. 
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In the following we denote the availability and unavaila-
bility in I for the i-th component of a coherent system 
( C ,~, ) b ( I ) and ( I ) t · 1 · 1 d 1 t ,~ Y pi qi respec lVe y, l= , ... ,n an e 
(I) (I) (I) E. = (p1 , ... ,pn ), (I) (I) (I) 9.. = ( q1 ' · · · 'qn ) · 
Corollary 2.2. Consider the situation in the preceding theorem, 
but assume furthermore that the joint performance process of 
the system's components is associated in the time interval I. 
Define 
Then 
1'( (I)) 
<P E. 
l'( (I)) 
<P .9. 
1'( (I)) 
<P E 
= max II 
1::j::p iEP. J 
= max II 
1::j::k iEK. J 
< h (I) < 
<P 
(I) 
P· l 
q. l 
(I) 
( 2 . 1 ) 
( 2. 2) 
Proof: Let S be a countable subset of T(I) that is 
dense in T(I). Since the sample functions of {X. (t) ,tET} 
l 
i=1 , ... ,n are continuous from the right, then 
l"(I) = 
<P 
P[X.(s) = 1 
l 
ViE P. 
J 
and V s E S] . 
m=1 ,2, ... be subsets of S such that 
sm /'. s as m + co. By monotone convergence 
P[X.(s) = 1 
l ViE P. J and VsES]~l"(I) m <P 
Now 
= 
P[X. (s) = 1 
l 
m 
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ViE P. 
J 
and V s E S ] 
m 
max P[ IT IT Xi(s 1 ) = 1] 
1 ::j SP iEP. 1=1 
J 
P[X.(s) = 1 
l 
VsES], 
m 
having applied Theorem 3.1 ln Barlow and Proschan (1975). This 
m 
can be done since the r.v. 's IT X.(s 1 ) 1=1 l 
i E P. are associated 
J 
by property P3 . Finally by monotone convergence 
max IT 
1SjSp iEP. J 
P[X.(s) = 1 
l 
'-' ES ]'·ll(n(I)). 
v s m ~ 'f' ,~;;., 
From Theorem 2.1 the left inequality of (2~1) follows. 
Since K1 , ... ,Kk are the minimal path sets of the dual 
structure ¢D, the latter inequality applied on ¢D gives 
IT (I) max q. < 
1 :::j :::k iEK. l 
J 
and the left inequality of (2.2) is proved. The two upper 
bounds in the corollary follow from the two lower bounds by 
noting that 
h(I) + g(I) < 1 
¢ ¢ - ' 
and the proof is completed. 
Note that these upper bounds are poor if h~I) + g~I) lS 
not close to 1. We have, however, not been able to arrive at 
better upper bounds. 
The next theorem is a generalization of Theorem 3.4 in 
Barlow and Proschan (1975), the lower bound for being 
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the minimal cut lower bound, given 1n Esary and Proschan 
(1970), applied on a general interval I instead on [O,t]. 
Theorem 2.3. Let (C,¢) be a coherent system with joint 
performance process for its components being associated ln 
p1 p 
the time interval I. Let p1 Cx ), ... ,p (x P) be the m1n1-
- p-
mal path series structures and 
K1 Kk 
K1 (x ), ... ,Kk(~ ) be the 
minimal cut parallel structures of (C,¢). Define 
Then 
h (I) 
¢ 
< 1 - I* (I) 
¢ 
Proof: The proof of the left inequality of (2.3) is a 
( 2 . 3) 
( 2. 4) 
trivial extension of the proof of the mentioned lower bound in 
Esary and Proschan (1970) and is left to the reader. Since 
n- P1 D P 
p1-cx ), ... ,p (x P) are the minimal cut parallel structures 
- p 
of the dual structure ¢D, the latter inequality applied on 
g1ves 
·p (I) 
IT g . 
j =1 pj = 
E h(I) 
. 1 D J= p. 
J 
and the left inequality of (2.4) 1s proved. The two upper 
bounds in the theorem again follow from the two lower bounds 
and the proof is completed. 
Note again that these upper bounds can be very poor. By 
combining Corollary 2.2 and Theorem 2.3 we arrive at the 
following corollary 
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Corollary 2.4. Make the same assumptions as in Theorem 2.3 
and define 
L (I) 
<P 
= (l'( (I)) l*(I)) 
max <P E. , <P 
- (I) 
L<P = (-1'( (I)) -l*(I)) max <P ~ , <P • 
Then 
L (I) < 
<P 
h (I) 
<P 
< 1 - L (I) 
<P 
1 - L (I) 
<P • 
Still we can not guarantee the upper bounds to be very 
useful. Another objection against the bounds given is that 
and seem very complex. The latter objection 
is dealt with in the next corollary, the price paid being 
stronger assumptions. The corollary generalizes a result 1n 
Barlow and Proschan (1975). 
Corollary 2.5·. Let (C,<jl) be a coherent system with the mar-
ginal performance processes of its components being mutually 
independent and each of them associated in the time interval I. 
Define 
l*( (I)) k (I) 
<P E. = II II P· j = 1 iEK. l 
J 
I*c (I)) p (I) 
<P .9. = II II q. j = 1 iEP. l 
J 
where are the minimal path sets and K1 , ••. ,Kk the 
minimal cut sets of (C,<jl). Furthermore, introduce 
L (n(I)) = 
<P ..:1. 
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Then 
( 2 . 5) 
( 2 • 6 ) 
Proof: By property P 4 for associated r.v. 's the joint 
performance process for the system's components is associated 
in:I. Hence Corollary 2.4 is applicable. What remains is then 
to prove the two inequalities most to the left. Introduce the 
sets S , m=1 ,2, ... as before. Now 
m 
P[K.(X(s)) = 1 VsESm] J -
= P [ Vs E S 3 i E K. 3 X. ( s) = 1 ] 
m J 1 
> P[3iEK.3X.(s)=1 VsESm] J l 
= 1 - P [Vi E K. 3 s E S 3 X. ( s) = 0] J m 1 
m 
= 1-P[ II (1- II X.Cs 1 ))=1] 
iEK. 1=1 1 
J 
= 1-II P[3sES 3X.(s)=O] 
iEK. m 1 
J 
= II P[X.(s) = 1 
iEK. 1 
J 
VsES ], 
m 
having applied the independence of the marginal performance 
processes of the components. By letting m-+ co, we get 
Applying the latter inequality on 
p (I) 
= II h D 
j=1 P· J 
> 
D 
<P , we get 
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Having, established these inequalities the proof is completed. 
Inspired by Bodin (1970) we finally give two theorems 
where new bounds are obtained using modular decompositions. 
Some of these bounds are proved to be improvements of bounds 
already given. 
Theorem 2.6. Let (C,¢) be a coherent system with modular 
decomposition r {CA.,x.)}. 1 
l l J..= 
consisting of totally independent 
modules in the time interval I and with organizing coherent 
structure function ¢. Furthermore, assume that the marginal 
performance process of each module lS associated in I. Then 
- (I) (I) 
> 1 - L,,, I g , ... , g ] 
"" X1 Xr 
4 5 
> L [l"(I) l"(I)] > 
¢ X1 ' ••. ' Xr 
l"(I) 
¢ 
1 - l I [ l" ( I ) l" ( I ) ] \2 -" ( I ) ¢ X1 ' ... ' Xr u¢ 
Note that we have found lower bounds that are improvements 
of the lower bounds in Theorem 2.1. This is by no means proved 
with regard to the upper bounds. 
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Obviously, the inequalities 1 and 10 are equivalent. The 
same is true for 4 and 7. From the assumptions of the theorem 
it follows that the marginal performance processes of the 
modules of (C,~) are mutually independent in I. Hence 
Corollary 2.5 is applicable and the inequalities 2,3,8,9 follow. 
Furthermore, Theorem 2.1 can be applied on all modules. Hence 
the inequalities 1 and 4 follow since and are non-
decreasing functions in each argument. The remaining inequali-
ties are proved in Appendix I. 
Theorem 2.7. Let (C,~) be a coherent system with modular 
decomposition r {(A.,x.)}. 1 l l l= and with organizing coherent 
structure function ~· Assume the marginal performance 
processes of the modules to be mutually independent in I and 
furthermore the joint performance process for the components 
of each module to be associated in I. Then 
1 
1 - I I ( (1 ( I ) ) > 1 - L '" [1:, ( I ) ' ... ' L ( I ) ] 
~ .;J. - 't' x1 Xr 
2 
> 
- (I) (I) 1-L,1,[g , ... ,g ] 
't' X1 Xr 
4 
> 
6 
> 
10 _ (I) (I) 11 
> L,,,[g , ... ,g ] > 
- 't' X1 Xr 
1 2 
> l'( (I)) ~ g 
5 
> 
1- [L-(I) 1-(I)] 
~ x1 ' ... ' Xr 
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Note that we have found bounds that are improvements of 
the bounds in Corollary 2.2. (We have also proved this 
corollary under somewhat different assumptions.) However, 
we have not proved that these bounds are improvements of 
the ones given in Corollary 2.4. 
Obviously, the inequalities 1 and 12, 2 and 11, 5 and 8 
and finally 6 and 7 are equivalent. From the assumptions of 
the theorem and property P3 of associated r.v. 's it follows 
that the marginal performance process of each module of (C,¢) 
is associated in I. Hence Corollary 2.5 is applicable and 
the inequalities 3,4,9,10 follow. Furthermore, Corollary 2.4 
can be applied on all modules. Hence the inequalities 2 and 
5 follow Slnce and are nondecreasing functions ln 
each argument. The remaining inequalities are proved in 
Appendix II. 
3. IMPROVED BOUNDS FOR THE RELIABILITY AT A FIXED POINT 
OF TIME FOR SYSTEMS OF INTERDEPENDENT COMPONENTS THAT 
ARE NOT MAINTAINED 
In this section we assume that all components and hence the 
system function at t=O, but are not maintained. Furthermore 
I = [t,t]. In the following we obtain bounds for the relia-
bility at time t, h¢, by using modular decompositions. For 
simplicity all bounds introduced in the previous section will 
for the special case treated here appear-without "I". 
Theorem 3.1. Let (C,¢) be a coherent system with modular 
decomposition {(Ai,xi)}I= 1 consisting of totally independent 
modules at time t and with organizing coherent structure 
function 1/J. Then 
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1 
1 - i" 
cp > 1- [. [l" , ... ,l"] 1/J X1 Xr 
2 4 
> 1 - 1,,, [ 1 - h ' ... ' 1 - h ] > 
"' X1 Xr 
3 
> h [1-l" 
1/J x1 
6 
, ... ,1-l" 
Xr 
8 
> L,,, [ h , •.. , h ] > 
"' X1 Xr 
7 9 
> h,, [ 1 " ' . . . ' 1 " ] > 
"' X1 Xr 
10 
> 1" 
- cp • 
5 
> 
1,1, [ 1" , ... , 1" ] 
"' X1 Xr 
Proof: The inequalities 1 ,2,4,6,8,10 follow immediately 
from the inequalities 11 ,10,9,3,4,5 of Theorem 2.6 by specia-
lizing for the case treated in this section. To apply the 
latter theorem we need the marginal performance process of 
each module to be associated at· time t. This follows from 
property P 2 for associated r.v.'s. Note that we can write 
h A, = h,,,[ h ' ... 'h ] ' 
"' "' X1 Xr 
( 3 . 1 ) 
where lS a nondecreasing function ln each argument. Hence 
the inequalities 5 and 7 follow from Theorem 2.1 and the 
inequalities 3 and 9 from Corollary 2.5. 
Note that for the special case treated ln this section (1 .1) 
lS valid, and hence we have no objections against the upper 
bounds arrived at in the previous section, when applied here. 
However, any upper bound arrived at lS now equivalent to an 
established lower bound and nothing lS gained.· Note also 
that Theorem 2.6 can be considered as a generalization of the 
maln part of Theorem 3.1. For the remaining theorems given in 
-------- ------
- 1 7 -
this section, we have not been able to generalize their ma1n 
parts to the situation treated in Section 2. 
Theorem 3.2. Make the same assumptions as ln Theorem 3.1. 
Assume furthermore that for each module the states of the 
components at time t are associated r.v. 's. Then 
1 
1 - 1"' > 1 - 1,/i [ 1 , ... , 1 
'~'- '+' x1 Xr 
2 4 
> 1-1 [1-h , ... ,1-h ] > 
1jJ X1 Xr 
3 
> h,,, [ 1 - 1 , ... , 1 - 1 
'+' X1 Xr 
6 
> L,,, [ h , ... , h 
'+' x1 Xr 
7 
> h,1,[L , ... ,L ] 
'+' x1 Xr 
1 0 
> .. · 
- L 
<P 
5 
> 
8 
> 
9 
> 
h¢ 
1,1,( L , ... , L 
'+' x1 Xr 
The inequalities 2,4,6,8 follow immediately from the 
inequalities 2,3,4,5 of Theorem 2.7 by specializing for the 
case treated in this section. Rebembering (3.1) the inequalities 
5 and 7 follow from Corollary 2.4 and the inequalities 3 and 
9 from Corollary 2.5. The remaining two inequalities are proved 
1n Appendix III. 
Theorem 3.2 gives improved bounds compared with the ones 
given in Theorem 3.4 and 3.9 in Barlow and Proschan (1975), 
which were generalized in Corollary 2.4. (The bounds of these 
theorems are in fact proved under somewhat different assump-
tions here.) 
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Note that even for the special case where the states of 
the components are mutually independent at time t, all the 
inequalities of Theorem 3.2 are generalizations of the Theorems 
2 and 6 given in Bodin (1970). The latter ones are obtained by 
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replacing, for any coherent system (B,~), L~(~) and L~ 
-* B B * B by l~(~ ), and L~(E) and L~ by 1~(£) (see Corollary 
2. 5) . One should, however, remember that for this special 
case exact results can be obtained by the algorithm of 
Satyanarayana and Prabhakar (1978). 
We will finally give two theorems which under certain assump-
tions essentially tell us that it is advantageous to decompose 
modules with unknown reliabilities at time t and do nothing 
with the remaining ones. The theorems are ~nspired by the 
Theorems :3 and 7 in Bodin ( 1 9 7 0) . 
Theorem 3.3. Make the same assumptions as in Theorem 3.1. 
Furthermore, for i=1 , ... ,k (1<k<r) assume that (A. ,x.) has 
l l s . 
l 
a modular decomposition {(B .. ,~ .. )}. 1 consisting of totally l] l] J = 
independent modules at time t and with organizing coherent 
structure function a .. 
l 
Introduce 
8(~) 
. - ---- --- ---- ---.---'- --··-
= 1/J[cr1 <~11 '· · · '~1s 1 )' · · · ,ak(~k1 '· · · '~ksk) 'Xk+1 '~ -~xrJ' 
where 
~ = <~11 '· · · '~1 s 1 '~21 '· · · '~ksk 'xk+1 '· · · 'xr) 
Then 
1 - 1,1, [ 1 - h , ... , 1 - h , I" , ... , I" J ~ X1 xk xk+1 Xr 
1 
1 1- [1 h 1 h 1-" 1-" ] < - 8 - ~ , ... ,- ~ ' , ... , 
11 ksk Xk+1 Xr 
, ... ,1-I" ,h , ... ,h 
xk ·xk+1 Xr 
--------------~----------
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2 
> he [ 1 -In , ... , 1 -In , h , ... , h ] 
- 11 ksk Xk+1 Xr 
1,1, [ h , ... , h , 1" , ... , 1" ~ X1 xk xk+1 Xr 
3 
> 
h [ 1" 
1jJ X 1 
4 
< 
, ••• ,111] 
Xr 
' 
... '1 " h h] ' ' ... ' 
xk xk+1 Xr 
Proof: Introduce (i=1, ... ,k j=1, .. ·.,s.) 
l 
B .. 
p . . = P [ S"2 •• (X l J ) = 1 ] = hs-2 
lJ lJ - ij 
P· = (p.1 , ... ,p. ) 
-l l lS. 
l 
( 1 -1" 1--1 11 ) 
= E1'···d~·k'- , ... , X1 Xr 
Then 
1- [, [1-h ' ... ,1-h ,I 11 
1/J x1 xk x1 
1- II 
' ... ' Xr 
having applied Theorem 3.2 and Corollary 2.5. Hence the first 
inequality is established. From Theorem 3.1 we have Ci=1 , ... ,k) 
1 - I II > h [ 1 - Ig ' ... '1 - Ig . ] . x . - a . ~G • 1 ~G l l l lS. 
l 
Since hljJ is nondecreasing in each argument, we have 
hl/J [ 1 -I)( , . . . , 1 -I)( , hx , . . . , hx 
1 k k+1 r 
> hljJ [ h ( 1 - IH ' ... ' 1 - IH ) ' ... ' 
· 
0 1 11 1s1 
h c 1 - IH , ... , 1 - IH ) , hx , ... , hx J 
0 k k1 ksk k+1 r 
= he ( 1 - IH , . . . , 1 - IH , hx , . . . , hx J , 
11 ksk k+1 r 
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and the second inequality 1s proved. The remaining inequalities 
are proved similarly. 
Note that from the Theorems 2.1 and 3.1 we have 
1 - 1,,, [ 1 - h , ... , 1 - h , I" , ... , I" 
~ X1 xk xk+1 Xr 
> 1 - L11, [ 1 - h , ... , 1 - h > h r/, • ~ X1 Xr '+' 
Similarly from Theorem 2.1 we have 
h [1-I" , .... ,1-In ,h , ... ,h ] 
8 SG11 ksk Xk+1 Xr 
> h 8 [hSG , ... ,hSG ,h , ... ,h 
11 ksk Xk+1 Xr 
This shows that the two first relations of the theorem g1ve 
upper bounds for h¢ . Analogously it follows that the two 
last relations of the theorem give lower bounds for h¢. 
Theorem 3.4. Make the same assumptions as in Theorem 3.3. 
Furthermore, assume that for each of the modules (B .. ,SG .. ) 
l] l] 
i=1, ... ,k;j=1, ... ,s. and (A.,x.) i=k+1, ... ,r the states 
l l l 
of the components at time t are associated r.v. 's. Then 
1 - L,,, [ 1 - h , ... , 1 - h , L , ... , L J 
~ x1 xk xk+1 Xr 
1 
< 1 - L [ 1 - h , ... , 1 - hSG , L , ... , L J 
8 SG11 ksk Xk+1 Xr 
h,,, [ 1 - L , ... , 1 - L , h , ... , h J 
~ X1 xk xk+1 Xr 
2 
> 
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L,1,[h , ... ,h ,L , ... ,L ] ~ X1 xk xk+1 Xr 
3 
> L8 [h0 , ... ,h0 ,L , ... ,L 1 
11 ksk Xk+1 Xr 
h,1, [ L , ... , L , h , ... , h ~ x1 xk xk+1 Xr 
4 
< 
where the coherent structure 8 lS defined ln Theorem 3. 3. 
Proof: The proof is very similar to the one of Theorem 
3.3 applying Theorem 3.2 instead of Theorem 3.1. In addition 
the bounds which were generalized in Corollary 2.4 are used. 
Again it can be shown that the two first relations of the 
theorem give upper bounds for h¢ 
give lower bounds. 
whereas the two last ones 
Note that the first and third inequality of the two latter 
theorems trivially can be replaced by equalities if 1 - 1 1jJ 
and L1jJ are replaced by h1jJ, and 1 - 1 8 and Le by he (just 
remember (3.1)). These four inequalities and the additional 
equalities give us the following information. 
Consider a coherent system '(C,¢) with modular decomposi-
tion consisting of totally independent modules at time t 
and with organizing coherent structure function 1jJ having 
unknown (known) reliability function h1jJ. (This is considered 
as a function of the reliabilities of the modules - again 
remember (3.1).) Furthermore, assume that each module with 
known reliability has a modular decomposition consisting of 
modules having either the specific properties mentioned in 
Theorem 3.3 or 3.4 and in addition having known reliabilities 
~~-~-----------------------------~.~------------------~--------------
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at time t. Finally, assume that the organizing coherent 
structure function 8 of the refined modular decomposition 
of (C,¢) has unknown (known) reliability function h 8 . Then 
the bounds based on the latter modular decomposition are worse 
than (just as good as) the bounds based on the former. 
The remaining inequalities of the two latter theorems tell 
us in a way just the opposite. Now both and are 
supposed to be known. However, this time each module with 
unknown reliability has a modular decomposition consisting of 
modules having either the specific properties mentioned in 
Theorem 3.3 or 3.4 and in addition having unknown reliabilities 
at time t. Now the bounds based on the refined modular 
decomposition are the better. 
4. SOME COMMENTS ON FUTURE RESEARCH 
For the general case treated in Section 2 we have not been 
able to arrive at satisfactory upper bounds. This is obviously 
an area for future research. Secondly, we would like to 
generalize the main parts of the Theorems 3.2, 3.3 and 3.4. 
In a way the main part of Theorem 3.2 is the inequalities 
1 ,2,4,6,8,10 out of which all except 1 and. 10 are specializations 
of inequalities of Theorem 2.7. Hence what we would like to 
prove is the following 
Conjecture 4.1. Make the first part of assumptions of Theorem 
2.6. Furthermore, assume that the joint performance process for 
the components of each module is associated ln I. Then 
1 - L(I) > 1 - L- [L-(I) L-(I)] 
¢ - 1jJ X 1 ' ••• ' Xr 
L [L(I) L(I)] > L(I) 
1jJ X1 ' ..• ' Xr ¢ . 
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This conjecture would then in turn glve the following con-
jecture, which in a way is a generalization of the inequalities 
1 and 3 of both Theorem 3.3 and 3.4. 
Conjecture 4.2. Let (C,¢) be a coherent system with modu-
lar decomposition 
r {CA.,x.)}. 1 l l l= consisting of totally 
independent modules in the time interval I and with organizing 
coherent structure function ~· Furthermore, for i=1 , ... ,k 
( 1 <k<r) assume 
s. 
l {CB .. ,n .. )}. 1 l] l] J = 
that CA. ,x.) has a modular decomposition 
l l 
consisting of totally independent modules in 
the time interval I and with organizing coherent structure 
function a .. Finally, assume that for each of the modules 
l 
CB .. ,n .. ) i=1, ... ,k;j=1, ... ,s. and (A.,x.) i=k+1, ... ,r l] l] l l l 
the joint performance process for the components is associated 
in I. Then 
- (I) (I)-(I) -(I) 1 - L,,, [ g , ... , g , L , ... , L ] 
~ x1 xk xk+1 Xr 
- (I) (I) -(I) -(I) 
< 1 - L8 [ gn , ... , gn , L , ... , L J 
11 ksk Xk+1 Xr 
> 
(I) (I) (I) . (I) 
L8 [ hn , ... , hn , L , ... , L J , 
11 ksk Xk+1 Xr 
where the coherent structure 8 is defined in Theorem 3. 3. 
The "proof" of Conjecture 4.2 is very parallel to the proof 
of Theorem 3.4 applying Theorem 2.7, Conjecture 4.1 and 
Corollary 2.5. 
For the special case treated in Section 3, Conjecture 4.1 
lS proved in Appendix III. In Appendix IV we point out where 
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this argument breaks down in the general case. It might, 
however, be possible to construct a proof along other lines. 
Appendix I 
PROOF OF THE INEQUALITIES 5, 6,11 , 1 2 OF THEOREM 2. 6 
We start by proving the inequalities 6 and 11 for the special 
case that lji lS a parallel structure. 
Lemma AI.1. Make the first part of assumptions of Theorem 2.6, 
but assume furthermore that lji is a parallel structure. Then 
r 
< 1 - II I"(I) 
i=1 xi 
= 
Proof: Let (j.=1, ... ,m.;i=1, ... ,r) 
l l 
A·. = j .-th minimal cut parallel structure of the 
l]. l 
l 
i-th module 
L.. = j .-th minimal cut set of the 
l] i l 
i-th module. 
Now all minimal cut parallel structures for <P will be on the 
form 
I 
. 
. 
I ]1 
I 
l A2j 2 
I 
A . 1 rJr 
I 
1<j.<m.; i=1, ... ,r 
- l- l 
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Hence 
= min P[ max Xk(s) = 1 
1<j 1 <m1 kEL .. 
'v'sE-r(I)] 
= 1 
< 1 
-
= 1 
= 1 
- - lJ. 
l 
i=1, ... ,r 
1<j <m 
- r- r 
max P[3sE-r(I) 
1 :5j 1 ~m1 
1<j <m 
- r- r 
r 
max P [ n c xk c s) 
1 sj1 sm1 i=1 
1<j <m 
- r- r 
r 
max II P[Xk(s) 
1 s j 1 sm1 i=1 
1<j <m 
- r- r 
r 
-"(I) II l 
i=1 X· l 
3 
= 0 
= 0 
max Xk(s) = 0] 
kEL .. l]. l 
i=1, ... ,r 
'v'kEL .. ,'v'sE-r(I))] l]. l 
'v'kEL .. ,'v'sE-r(I)] lJ. l 
having used the fact that the modules are totally independent 
ln I. Finally 
yrr(I) = 
<t> 
max P[Xk(s) 
1 sj1 sm1 
1<j <m 
- r- r 
r 
= II 
i=1 
I"CI) 
X. ' l 
=0 'v'kEL .. ;i=1, ... ,r,'v'sE-r(I)] 
lJ i 
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and the proof is completed. 
Let now (j=1, ... ,m) 
nj = j-th minimal cut parallel structure of ~ 
E. = j-th minimal cut set of ~· 
J 
The structure (C,~) can now graphically be represented by 
the modules as 
I 
I 
X· 
.. 
1 11 
. 
' . . 
• 
. 
I 
I 
where for k f 1 
Define 
~.(x) = n-<x 1 <x), ... ,x (x)) J - J - r -
and let (k=1, ... ,m.;j=1, ... ,m) 
J 
)ljk = k-th minimal cut parallel 
Mjk = k-th minimal cut set of 
As ln the proof of Theorem 4.1 in 
we realize that 
structure 
~. (x). 
J -
Barlow and 
. 
.. 
-
. 
of 
1--
X· l 
m1 
X· l 
mn 
m 
~. (X) 
J -
Pros chan (1975) 
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J l k= 1 , ... ,mj 
lll j kJ 
j=1, ... ,m 
lS the set of minimal cut parallel structures of 
u"(I) = 
<P 
= m1n 
min min P[ max x1 ( s) = 1 
1<_j<_m 1<k<m. lEM.k 
- - J J 
u"(I) < min 
-
(1 - IT l"(I)) 
1 :jsm <P • 1::j:m "EE X· J l . l J 
= 1 - max IT l"(I) = 1 _ yJy 11 CI) l"(I)\ 
X. "l/J \ x1 ' ... ' Xr ) 1:j:m iEE. J l 
¢. Hence 
' 
(AI.1) 
having applied Lemma AI.1 and the inequality 6 lS proved. 
Furthermore 
max max P [ max · X 1 ( s ) = 0 V s E T ( I ) J 
1Sjsm 1SkSmj lEMjk 
= 
= 1-Jl-"(I) 1-"(I)) 
"l/J\ X1 ' ... ' Xr (AI. 2) 
.again having applied Lemma AI.1 and the inequality 11 is proved. 
Applying the inequality (AI.1) on the dual structure <PD, 
we get 
"(I) 
u D 
<P 
< 1 - 1- I (1- II ( I ) 1- II ( I ) ) 
,1,D \ D ' ••• ' D ' '~' X1 Xr 
which is quivalent to 
< 1 - l' (l"CT) l"(I)\ 
"l/J \ x1 ' ... ' Xr ) 
and the inequality 12 is proved. Similarly by applying the 
relation (AI.2) on the dual structure <jJD, we easily prove the 
inequality 5. 
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Appendix II 
PROOF OF THE INEQUALITIES 1,6 OF THEOREM 2.7 
We start by proving the inequality 1 for the special case 
that "t(l is parallel structure. 
Lemma AII.1. Let (C,~) be a coherent system with modular 
decomposition r {CA.,x.)}. 1 l l l= and with organizing coherent 
structure function "t(l being a parallel structure. Then 
r 
II 
i=1 
l' ( (I)) 
X. g. 
l 
Proof: The proof lS straightforward when remembering the 
notation of the proof of Lemma AI.1 
r 
= II 
i=1 
r 
max II II 
1~j 1 ~m1 i=r kEL .. l] i 
max 
1<j <m 
- r- r 
II 
kEL .. 1<j .<m. 
- l- l l]. l 
( I ) r 
qk = II 
i=1 
Now remembering the main part of the proof from Appendix I, 
we get by applying Lemma AII.1 
= max 
1 .5j ~m 
max II 
1~j~m iEE· J 
= I.~[i' Cg(I)), ... ,l' Cg(I))J, 
'~' X1 Xr 
and the inequality 1 is proved. 
(AII. 1 ) 
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Applying the relation (AII.1) on the dual structure ¢D, 
we get 
1-, ( (I)) -1-, fl-' ( (I)) 1-, ( (I)] n.E - D n.E. , ... , nE. 
¢ tP L x1 Xr 
which is equivalent to 
l'( (I)) ¢ .E. 
and the inequality 6 lS proved. 
Appendix III 
PROOF OF THE INEQUALITIES 1, 10 OF THEOREH 3.2. 
(AII.2) 
In order to establish the inequality 10 we first have to prove 
two lemmas. 
Lemma AIII.1. Let (C,¢) be a coherent system with modular 
decomposition r {CA.,x.)}. 1 l l l= and with organizing coherent struc-
ture function tlJ. Then 
Proof: The relation follows immediately from (AII.2) by 
specializing I = [ t, t] . 
Lemma AIII.2. Make the same assumptions as ln Theorem 3.1. 
Then 
Proof: We first prove the lemma for the case that tP lS a 
parallel structure; i.e. we will prove that 
r 
1* < II l* 
¢ - i= 1 Xi 
(AIII .1 ) 
------ ---- ------------"------------
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Introduce the same notation as in the proof of Lemma AI.1. 
Consider the following structure 
q,*crct)) = r mi II II 
i=1 j .=1 
l 
Y .. (t), 
l] . 
l 
where Y(t) 1s a vector of mutually independent (and hence 
associated) components at time t with reliabilities at this 
point of time (j .=1, ... ,m. ;i=1, ... ,r) 
l l 
We have 
P(Y .. (t) = 
l]i 
r m. 
l 
h¢ * = E r II II Li:1 j.:1 
l 
r 
= II 
i=1 
l* 
X· l 
1 ) = h A •• 
l] . 
l 
y. . ] = 
l]i 
r m. 
l 
II II h 
. 1 . 1 A .. l= ]·= l]· 
l l 
= 
Now all minimal cut parallel structures, s., j=1 , ... ,M 
J 
cp* will be on the same form as for cp just replacing 
(AIII.2) 
for 
A •• 
l] . 
l 
by Y.. (j .=1, ... ,m. ;i=1, ... ,r). (See the proof of Lemma l]. l l . 
l 
AI.1 .) Here 
r 
M = II 
i=1 
m. 
l 
Since the modules of ¢ are totally independent at time t, 
A1 j 1 , ... ,Arjr are independent at this point of time, exactly 
as is true for We then have 
M 
= II hQ . = j = 1 f..'] 
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Hence according to Theorem 3.4 of Barlow and Proschan (1975), 
which was generalized in Theorem 2.3, and (AIII.2) we have 
r 
II 
i=1 
1* 
X. ' 
l 
and the first part of the proof 1s completed. 
Now introduce the same notation as in the main part of the 
proof from Appendix I. We then have 
m m. m l 
= = 1* II II h II 1* ¢ j = 1 k=1 1-ljk j = 1 ¢. J 
m 
< II II 1* 
' - j = 1 iEE. X· l 
J 
having applied (AIII.1), which is valid when the organizing 
structure function is a parallel structure. Furthermore, 
m 
II II 
j=1 iEE. 
J 
1* 
X· l 
= 
* * * = 1,,, [ 1 ' ... ' 1 ] ' '~' X1 Xr 
and the lemma is proved. 
By applying Lemma AIII.1, we have 
A A 
L,,, [ L , ... , L ] > 1 1 [ 1 1 (E. 1 ) , .. , 1 1 (E. r) ] '~' X1 Xr - 1jJ X1 Xr 
Furthermore from Lemma AIII.2 
* * * L,1,[L , ... ,L ] > 1,1,[1 , ... ,1 ] '~' X1 Xr '~' X1 Xr 
Hence the inequality 10 is proved. 
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Applying this inequality on the dual structure ¢D we get 
which lS equivalent to 
and the inequality 1 is proved. 
Appendix IV 
SOME COMMENTS ON THE PROOF OF CONJECTURE 4.1 
The natural way to prove Conjecture 4.1 is to generalize the 
argument given in the previous appendix. Having the relation 
CAII.1), Lemma AIII.1 is-already generalized. It is Lemma 
AIII.2 that gives us the problems. 
Introduce the structure ¢*(Y(t)) as in the latter lemma, 
where now the marginal performance processes {Y .. (t) ,tET} l] . 
l 
j. =1, ... ,m. ; i=1, ... ,r are independent in the time interval I, 
l l 
and where the probabilistic mechanism governing the marginal 
performance process {Y .. (t),tET(I)} is identical to the one 
l] i 
governing {A. •. (t),tET(I)}, j.=1, ... ,m.;i=1, ... ,r. Hence 
l] i l l 
l*(I) = l*(I) < h(I) 
¢ ¢* - ¢* 
having applied Corollary 2.3. This can be done since the mar-
ginal performance process for each A... is associated in I 
l] i 
and hence the same is true for y. . . It then follows that the 
l]. 
l 
joint performance process for the Y .. -s 
l]. 
l 
What remains is to establish 
is associated in I. 
r 
Jl 
i=1 
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(AIV.1) 
We now have, introducing the sets Sm m=1 ,2, ... as ln the 
proof of Corollary 2.2 
m r m. 
E[ II II IIl Y .. Cs 1 )] 
1=1 i=1 j.=1 l]i 
l 
pr . m. l 
= L Vs 1 3 l 3 II Y .. Cs 1 ) = 1] j . =1 l]· l l 
m. 
y ij . ( s l) = 1 v s l] > P[ 3i 3 . IIl 
- J . = 1 l l 
E[i~1 m. m r. l = II II Y .. Cs 1 )] = II j . =1 1=1 l] . i=1 l l 
By letting m-+ oo' we get 
r m. r h(I) l h(I) l*(I) > Jl II = Jl 
<P* i=1 j . = 1 A.' .. i=1 X· l]. l l l 
This relation holds with equality iff I = [t,t] without making 
further assumptions on the A .. -s. Hence we have not been 
l]i 
able to establish (AIV. 1) , and our a.ttempt to generalize 
Lemma AIII.2 did not succeed. 
It should finally be noted that this is not the only way 
of proving Conjecture 4.1. If we for instance under certain 
assumptions could establish 
the conjecture follows immediately. 
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