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Abstract-The aims of this paper are to give analytical and computational studies of optimal 
inventory processes and to illustrate its applications in management. First, let us develop the concepts 
and techniques that are useful in our studies of the optimal inventory processes. Second, we will show 
the scope of the monograph of our studies. Finally, we present that the use of inventory models is 
not limited to controlling goods in a warehouse, but has a broad range of application areas. 
1. INTRODUCTION 
The aims of this paper are to give analytical and computational studies of optimal inventory 
processes and to illustrate its applications in management. 
Since the work of Wilson and his predecessors, whose result became known as the Wilson lot- 
size formula, the inventory systems study has been a major concern in management science. In 
the first place, the use of inventory models is not limited to controlling goods in a warehouse, but 
has a broad range of application areas. For example, cash management in a firm, forest control 
and even pollution are problem areas in which the techniques developed for controlling inventory 
are relevant. 
Also, the concept of an inventory is one which can be grasped by nearly everyone, which makes 
it a good pedagogical context for the exposure of a student to modelling techniques. The types 
of inventory problems which have been considered are also quite extensive. The variety can be 
highlighted by considering a set of dichotomies which describe some of the approaches which have 
been taken. 
Part of the models have been both continuous time and discrete time, deterministic and sto 
chastic, stationary and non-stationary, periodic and non-periodic, univariate and multivarite. 
Indeed, it is probably possible to find every combination of these characteristics in a previously 
attempted model. In addition, inventories on items which are reparable, disposable, perishable, 
seasonal, and even growable have been considered. A variety of cost functions have been associ- 
ated with these inventories, including a cost for all of the above-mentioned characteristics as well 
as for ordering, and outage. 
The methods employed in this paper are entirely analytic to provide a firm theoretical basis for 
management. Although many practical examples are not mentioned, they serve as fully proved 
applications of the theory. 
Only a few numerical optimization techniques, and computer simulation modeling-important 
as they are in the practice of management-are discussed in this paper. 
A major problem in the modern management is that of keeping records. We want to examine 
the entire problem to simplify the paper work and record keeping for multi-stage stochastic 
inventory control problem. We shall show that, at a certain point, the cost of keeping records is 
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greater than gain that is obtained by using these records. These results provided the motivation 
for this study. 
According to development of management information systems, it requires more investigation 
to make the fundamental features which an information system has, adapt to Japanese technical 
climate. One important problem is to decide the kind and the accuracy of the management 
information system to be adopted. If we complete information regarding the system in each 
control stage, extensive time and cost are required. Otherwise, if we use incomplete information 
in order to reach a quick decision, we must accept the probability that the control is a non- 
optimum system. It is not possible to have complete accuracy for both extensive information and 
a quick decision in the present state of the art. This is analogous to Heisenberg’s uncertainty 
principle. This paper discusses the relation between the compiled information and the resulting 
decision in an optimal inventory process in regard to this viewpoint. 
Let us develop the concepts and techniques that are useful in our studies of the optimal 
inventory processes and its applications. 
2. CONCEPTS AND TECHNIQUE 
(1) MULTI-STAGE INVENTORY PROBLEM. The necessity for introducing the risk consideration 
as a precautionary motive into a multi-period model was widely recognized. Masse seems to have 
been the first to give a correct formulation of the treatment of uncertainty multi-period inventory 
problems. It should perhaps also be mentioned that the sequential analysis of statistical data 
according to Wald is based on the same principle. 
An analytic approach to these questions by way of functional equation techniques was inau- 
gurated by Arrow, Harries and Marschark, in a new classic paper. These investigations were 
extended by Dvoretzky, Kiefer and Wolfowitz. Bellman, Glicksberg and Gross discussed the 
method involving dynamic programming. 
(2) INFORMATION AND DECISION. We start in connection with the task of ascertaining what 
observations are to be made, where when and with what accuracy. If we want complete system 
information in each control stage, we quite some time and cost will be required. Otherwise, if we 
use incomplete information to reach a quick decision, there is a probability that control will be a 
non-optimal system. Complete accuracy is not presently feasible for both extensive information 
and a resulting quick decision. 
(3) DYNAMICS PROGRAMMING APPROACH. Our multi-stage inventory problems are dealt with 
according to a dynamic programming approach. 
The dynamic programming concept was first introduced by Bellman to treat mathematical 
problems arising from the study of various multi-stage decision processes. 
These processes are mathematically important in their own right as natural and for use in 
reaching generalizations of the transformations treated in classical analysis. 
To introduce the theory of dynamic programming, we add the concept of a “decision” to the 
concept of a multi-stage process. An important new idea is that of “policy.” This, in analytic 
terms, leads to a type of successive approximations not found in classical analysis, namely ap- 
proximation in policy space. The spirit of this approach is related to Wald’s formulation of a 
statistical decision theory. It is worth noting here that invariant imbedding is the key to dynamic 
programming. Dynamic programming based on “Principle of Optimality.” 
(4) MULTI-STAGE GAMES. We have discussed a number of decision processes which are directed 
towards the single goal of maximizing the value of the criterion function. We shall consider a class 
of multi-stage decision processes where this unanimity of purpose no longer holds true. Some 
decisions will be made to maximize and some to minimize. 
The multi-stage may be considered not only to constitute an extension of the single-stage 
theory, but in many ways they may also be considered to be more fundamental. The single-stage 
Dynamic Programming 2;5 
game may be conceived of as a steady state version of a original dynamic process, namely the 
multi-stage process. 
(5) ADAPTIVE CONTROL PROCESSES. An essential part of the adaptive control process is the 
learning process, entailing the optimal use of information as it is acquired. How should one 
modify an a priori guess on the basis of experience? 
We have employed a Baye’s estimation procedure because of its simplicity and intuitive char- 
acter. Let us introduce the familar concept of “sufficient statistics.” 
(6) MARKOVIAN DECISION PROCESSES. The almost-linear aspects of the equations describing 
the process permit us to deduce the nature of the return function as the number of stages increases 
without limit. This, in turn, allows us to introduce with profit the significant concept of an 
optimal average return, an idea which enables us to employ various simple iterative techniques 
to determine the optimal policy without the intervention of a large number of variables. 
(7) INVENTORY SYSTEM. Most real inventory systems involve many products with various type 
of interactions between items like joint stage and budget limitations, etc. An important moti- 
vation for the study of single product models, however, is that it is often possible to factor an 
N product problem without loss of optimality. Multi-product models, in which such factorization 
is impossible, are our problems. In these models, stocks of a single product at different locations 
in a supply system are conveniently viewed as stocks of different products. 
Closely associated with the foregoing problem area is the problem regarding “online” control. 
We are required to render a decision, perhaps supply a numerical answer, within a specified period 
of time. It is no longer a question of deviating a computationally feasible algorithm; instead, we 
must obtain the best approximation within a specified time. 
(8) SIMULATION PROCESSES. There are many inventory control problems which can be treated 
best with the aid of simulation techniques. One of the important simulation techniques is the 
Monte Carlo method. Another important technique is retrospective simulation. Here, a certain 
hypothesis ordering rule is predicated and past performance is computed under the assumption 
that inventory was controlled by this ordering rule. We have seen that, when dealing with the 
ordering rule with unknown coefficients, retrospective simulation can yield numerical values for 
the coefficients. 
3. SCOPE OF THE MONOGRAPH [1,2] 
(I) shows the general characteristic of the inventory problem and deterministic, stochastic, 
stationary inventory model. 
(II) will present a graphical method of dynamic programming for handling the inventory prob- 
lem with deterministic non-constant demand. 
(III) begins with a discussion of the economic penalty for an incorrect decision, resulting from 
inaccuracy in the observation, and policy for the multi-stage inventory processes. 
(IV) discusses how to determine when to examine the number of items remaining in stock, as 
an alternative for keeping extensive records during every period. 
(V) indicates that min-max policies involve using a base stock policy with a constant stock 
level for a finite period in a nonfinite period. A comparison is made with the simulation 
of the inventory model in the multi-stage game and a definite probability distribution. 
(VI) is an analytical consideration and numerical examples of equations on the adaptive inven- 
tory processes. Results are compared with the solution reached when demand distribution 
is assumed as being exactly known and unknown. 
(VII) is to develop a behavior trend for the optimal average cost per period and suggest an 
economic penalty for incorrect decision resulting from inaccuracy in optimal policies. 
(VIII) presents the results of a study a single item multi-location problem of the multi-stage, 
where the item may be stored in any one of several locations that are supplied by a 
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common source. A comparison is made with the case wherein date regarding locations are 
not supplied by common source. 
(IX) presents the results of a study on a class of the multi-stage inventory problem arising from 
interesting control process with certain probability criterion. 
Finally, we shall discuss, in general, the relation between the decision and the information in 
this inventory control processes and suggest pertinent designing accuracy regarding observations 
and policies. 
4. APPLICATIONS 
The use of inventory models is not limited to controlling goods in a warehouse, but has a 
broad range of application areas. For example, optimal capacity expansion of the system, optimal 
pumping policies for ground water and cleaning for water quality using aquatic macrophytes are 
problem areas in which the techniques developed for controlling inventory are relevent. 
(1) OPTIMAL CAPACITY EXPANSION OF THE SYSTEM. [3] This paper presents a minimum cost 
method to time and size of the system component expansion to meet an exgenously determined 
growth ratio. The method analyzes both the economics of scale in construction and on the real 
cost of capital. The result is a capacity expansion model which determines when and how much 
the capacity should be installed to meet nonlinear demands. The dynamic progamming was 
constructed and the graphical method was given. 
Secondly, this paper presents work designed to help determine the optimal amount and timing 
of capacity expansions for the multi-stages situation where demand are stochastic. Moreover, 
general model is presented for identifying the water price horizon so as to maximize the present 
value of net benefits. Finally, we discuss an algorithm that will determine, for arbitrary deter- 
ministic demand profiles, how long a horizon is sufficient to reach stability in the first facility 
choice. 
(2) OPTrhlAL PLJMPING POLICIES FOR GROUND WATER. [4] This paper is concerned with 
optimal allocation over time of the resources which are in supply only partially renewable at a 
point in time. The functional equation is obtained from a dynamic programming formulation 
of the problem. This functional equation is used to derive an optimal decision rule for resource 
use as a function of current supply. The results are applied to ground water storage control 
and surface reservoir storage control. We tested empirically by comparison with a decision rule 
obtained numerical method, and we shall discuss a more general problem. Finally, we solve a 
continuous version of the model in complete detail. The advantage of having a complete solution 
to the problem is that it is possible to turnpike horizon points and to develop a practical ground 
water system. The stochastic case is discussed also. 
(3) CLEANING OF WATER QUALITY USING AQUATIC MACROPHYES. [5] The water hyacinth 
has shown promise in its ability to remove nutrients and other contaminants from waste waters. 
A discrete-time stochastic model is often used to describe the water hyacinth population. Control 
action, representing harvesting can be taken periodically to reduce the current population level, 
and so modify its future growth. In this paper, dynamic programming can be used to determine 
optimal control policies for models where growth and control produce economically measurable 
costs. Subject to some assumptions, the optimal policy is found to be characterized by a pair 
(s,, S,), where reduction is made in period n to state s, if the native population is found to be 
above state S,. Finally, we shall discuss when to review the number of water hyacinth. 
(4) THE STRATEGIC ASPECTS OF STOCKLESS PRODUCTION. [6] Much of the Japanese success 
in international markets has been the result of the adoption of stockless production, a concept 
first introduced by the Toyota Motor Corporation. Stockless production is a total manufacturing 
system encompassing product equipment selection, materials management, quality assurance, job 
design, and productivity improvment. Inventories are reduced as possible to increase productivity 
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(possibly by automation), to improve quality, and reduce production lead times (hence, customer 
response times). The production/material control system is called Just-in-Time Manufacturing 
(JITM), which is that dynamic multi-installation inventory problem. 
The dynamic multi-installation inventory problem can be examined from the point of view of 
dynamic programming. As usual, we define a sequence of cost functions whose independent vari- 
ables indicate the state in which the system may be. The cost functions will satisfy a recursive 
equation, which may, at least in theory, be solved so to obtain optimal purchasing and transship- 
ment rules. The difficulty is, however, that the number of possible states will be exceptionally 
large. The disposition of stock at all of the installations will need to be indicated, along with a 
description of quantities on order and being shipped. With so large a number of possible states, 
dynamic programming calulations take a long time 
The same type of difficulty appeared in discussion of optimal policies in the presence of a lead 
time in delivery. We overcame the delivery lead time problem by assuming that excess demand 
is backlogged, and on the basis of this assumption we transformed the functional equation to 
one involving a single variable. For a certain rather extreme type of multi-echelon problem, a 
similar type of approach is possible (see Clark and Scarf [7]). Williams discussed the stochastic 
multi-echelon production and inventory problem [8]. 
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