Existence and Estimates of Solutions for Various Elliptic Equation Models by Jiang, Yongsheng
Department of Mathematics and Statistics
Existence and Estimates of Solutions for Various
Elliptic Equation Models
Yongsheng Jiang
This thesis is presented for the Degree of
Doctor of Philosophy
of
Curtin University
August 2017

Acknowledgments
I would like to express my gratitude to Dr.Yong Hong Wu, my supervi-
sor, for his constant guidance and encouragement. His helpful suggestions
have been of great value to me in the research and the completion of this
thesis. I would also like to thank my associate supervisor, associate profes-
sor Benchawan Wiwatanapataphee for her help.
The work was done while I held an International Postgraduate Research
Scholarship and Curtin University Postgraduate Scholarship. I express my
sincere thanks to the Australian Government and Curtin University for the
financial support.
Finally, acknowledgments are made to the Department of Mathematics and
Statistics for providing me with the necessary facilities, and to all the staff
of the department for their assistance duringmy study at Curtin University.
Also I would like to thank my fellow graduate students for their friendship
and help during the period of my study.
ii
Abstract
The thesis is devoted to studying the existence and estimates of the solu-
tions of various elliptic equations or degenerate elliptic equations, includ-
ing the Kohn Laplace equation in theHeisenberg group, the nonlinear ellip-
tic equations with negative exponent. These differential equation models
arise from the study of quantum mechanics and differential geometry and
have been extensively applied to solve classical physics or geometry prob-
lems, such as Brunn-Minkoski’s theory in Geometry.
The research includes three key components. The first component is con-
cerned with the partial Schauder estimates to a degenerate elliptic equation
in the Heisenberg group. Without the commutativity of the differential op-
erator in the Heisenberg group, smooth estimations cannot be obtained by
only using the Maximum principle and a priori estimates for a harmonic
function as the classical argument in Euclidean spaces. To overcome this
difficulty, we develop a new estimate to the Newton potential for getting
the partial derivatives of the solution which in some directions are Ho¨lder
continuous but may be fail in others.
iii
For the second component, we study the existence of periodic solutions to a
system of nonlinear ordinary differential equations. By using the truncated
technique we study the solvability of the dual Minkowski problems in two
dimension by using the periodic solution of a nonlinear ordinary differen-
tial equation.
For the third component, we give a new variational functional to the non-
linear differential equation related to the 2-dimensionalLpMinkowski prob-
lem. Then a constrained variational method is used to study the solvability
of the Lp Minkowski problems in two dimensions.
Keywords: Schauder estimate, elliptic equation, variational methods, peri-
odic solutions, the Minkowski problem.
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Chapter 1
Introduction
1.1 General
In Geometry or Physics, many classical problems have been studied via
the existence and estimates of solutions to various elliptic equation mod-
els, resulting in a series of profound mathematical theories. For exam-
ple, Strauss [67] studied the existence of radial symmetric solutions to the
scalar field equation by the compact embedding property of function in
the Sobolev space. To prove the existence of the ground state solution to
a general scalar field equation, Lions [48] established the principle of con-
centration and compactness. Caffarelli [9–11] established various estimates
for studying fully nonlinear equations, and Wang et al. [16, 75] developed
a variational framework to study the Hessian equations. The previous re-
search and outstanding achievements in this field shows that the study of
existence and estimates of solutions to nonlinear differential equationmod-
els is important and challenging in Mathematics.
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The Schauder estimates for elliptic equations play an important role in
the theory of partial differential equations. One could derive the exis-
tence of solutions for elliptic equations by using fixed points argument in
the Ho¨lder space under the help of Schauder estimates [10, 31, 61]. One
also could get a weak solution for elliptic equations firstly, then prove its
smoothness by Schauder estimates [31]. Many mathematicians have stud-
ied the Schauder estimates for elliptic equations by using various different
methods [10, 11, 19, 22, 32, 58, 61, 64, 76]. However, there are still many open
problems such as the partial Schauder estimates for sub-elliptic equations,
which require further study.
The existence of solutions for nonlinear elliptic equations is challenging.
Many methods in nonlinear analysis have been used to study the exis-
tence of solutions for nonlinear elliptic equations [3,21,39,48,60,67–69,77].
Among them, the fixed points argument and variational methods have
been used to get fruitful results [12,46,47,49,70,71,71,78]. The key work of
applying the fixed points argument is to get a priori estimates of the solu-
tions to nonlinear equations. However, it is difficult to get a priori estimates
for some nonlinear elliptic equations with negative exponent, which causes
essential difficulty when the fixed points argument is used to study these
problems [43]. By the variational method, the problem of establishing the
conditions for the existence of solutions to a nonlinear elliptic equation is
transformed to the problem of finding the critical points of a related func-
tional [60, 77]. The key work in using the variational method is to get a
compact sequence of approximate solutions to the original equation. Al-
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though the principle of concentration and compactness [48, 83] could be
used directly to deal with many of those problems, there are further work
to do for deriving a compact sequence of approximate solutions for various
equations with complicated or unconventional functionals.
In this thesis, we focus on the partial Schauder estimates to a degenerate el-
liptic equation, and the existence of solutions to nonlinear elliptic equations
with complicated and unconventional functionals, such as the Minkowski
problem in two dimensions.
1.2 Objectives
The main objective of this research is to study the existence and estimates
of solutions to various elliptic equation models, which includes the Kohn-
Laplace equation in the Heisenberg group, the dual Minkowski problems
and the Lp Minkowski problem in two dimensions. The specific objectives
are detailed as follows.
(1) Establish the partial Schauder estimates for a degenerate equation in
the Heisenberg group.
The phenomenon that the partial derivatives of the solution in some direc-
tions are Ho¨lder continuous but fail in others are called partial Schauder es-
timates. One of our objectives is to study this phenomenon for sub-elliptic
equations such as
m∑
i,j=1
aij(ξ)ZiZju(ξ) = f(ξ)
in the Heisenberg group Hn, where {Z ′js, j = 1, · · · ,m} span the first layer
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of the Lie algebra of Heisenberg group. We choose the Kohn Laplace equa-
tion in the Heisenberg group as a specific subject of investigation model.
The Kohn Laplace equation on a unit ball is as follows
∆Hnu(ξ) = f(ξ) in B1(0), (1.1)
where B1(0) = {η ∈ Hn, d(η, 0) < 1} is the unit ball in the Heisenberg
groupHn, and f is the given data. Under some assumptions on the smooth-
ness of f , we aim to establish the estimates of internal Ho¨lder norms for
some second derivatives of the solution u to (1.1). For each i = 1, 2 · · · , 2n,
we should calculate the derivatives of u in both directions zi and t if we con-
sider Ziu. In the light of this observation, it is natural to consider the par-
tial Schauder estimates for the solution of (1.1) when f is smooth on those
planes related to the variables zi and t. In this sense, the partial Schauder
estimates reveal the natural effect of the smoothness of the given data on
the Ho¨lder norm of partial derivatives for the solution u.
(2) Study the dual Minkowski problems in two dimension.
Analytically, the study of the dual Minkowski problem is equivalent to
studying the following fully nonlinear elliptic equation
u(u2 + |∇u|2) k−n2 det(uij + eiju) = g(v), v ∈ Sn−1, (1.2)
where k ∈ R and ∇u denotes the gradient vector of u respect to a frame on
Sn−1. In two dimensions, (1.2) is the following nonlinear problem
u′′(θ) + u(θ) = g(θ)u−1(u2 + u′2)(2−k)/2, θ ∈ S (1.3)
where g(θ) is the given data. It is difficult to study the solvability of (1.3) di-
rectly. By using the truncated technique, it is possible to use the solution of
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a truncated problem to construct a solution of (1.3). The key research prob-
lem here is how to choose an appropriate truncated problem, for which it
is convenient to study the solvability and to derive good estimates of the
solution.
(3) Study a new variational functional related to the Lp Minkowski prob-
lem in two dimensions.
By using a new variational functional, we consider an application of vari-
ational method to the solvability of the Lp Minkowski problem in two di-
mensions:
u′′ + u = g(x)u−(1+p), x ∈ S. (1.4)
where p ≥ 0 and g(x) is a 2π−periodic positive function. From the point
of view of differential equations, (1.4) is a nonlinear problem with negative
exponent. Its solution should be positive for all x ∈ S. When applying the
variational method to study the solvability of (1.4), the critical point theory
has to be applied in a positive cone which consists of positive functions.
It leads to additional difficulties and makes the application of variational
method more complex. To simplify the problem, we apply the exponential
mapping to transform problem (1.4) into
− w′′ + w′2 + 1 = g(θ)e
(p+2)w∫
S g(θ)e
pwdθ
, (1.5)
which is a nonlinear elliptic problem with a gradient term. Let H1(S) be
the Hilbert space. For a L1(S) function g(θ), the solution of (1.4) belongs
to H1(S) without additional constrained condition. Hence, we have a well
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defined functional on H1(S):
I(w) =
1
2
∫
e−2w(θ)dθ − 1
2
∫
e−2w(θ)w′2(θ)dθ
+
1
p
ln
(∫
g(θ)epw(θ)dθ
)
, w(θ) ∈ H1(S).
We aim to study the geometry property of functional I , to study the exis-
tence of solution of (1.5) by the critical points of functional I , and then use
the solution of (1.5) to construct the solution of (1.4).
1.3 Outline of the thesis
To achieve the aims of this thesis, we further develop the classical tech-
niques for partial differential equations and the variational method to over-
come the difficulties appeared in the process of deriving the partial Schauder
estimates for a sub-elliptic equation, the solvability of the dual Minkowski
problems in two dimensions, and the solvability of theLp Minkowski prob-
lems by using new variational functional. To make a clear statement of the
research and the results achieved from this research work, the thesis is di-
vided to five chapters.
Chapter 1 introduces the general of the research and presents the objectives
of this Ph. D project.
Chapter 2 discusses the partial Schauder estimates to the solution of a sub-
elliptic equation.
Chapter 3 is concerned with the solvability of a dual Minkowski problem
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in two dimensions.
Chapter 4 gives a new variational functional to the Lp Minkowski problem
in two dimensions. The solvability of the Lp Minkowski problem is ob-
tained by using the variational method.
In Chapter 5, we summarize the main results and conclusions achieved
from this project, and discuss some problems for further research.
7
Chapter 2
Partial Schauder estimates for a
sub-elliptic equation
2.1 General
In the Euclidean space, Schauder estimates for elliptic and parabolic equa-
tions have been well studied in [10], [11], [61], [76], etc., which play an im-
portant role in the theory of partial differential equations. In brief, if u ∈ C2
is a solution of ∆u = f , then one can have the estimates for the modulus
of D2u when f is Ho¨lder continuous. The partial Schauder estimates for
the solutions of elliptic equations in Euclidean spaces can be derived under
incomplete Ho¨lder continuity assumptions, see [19], [22], [72]. Here, the
partial Schauder estimates means that the partial derivatives of the solu-
tion in some directions are Ho¨lder continuous but fail in others. One of the
motivations of this chapter is to study the phenomenon about the partial
Schauder estimates for sub-elliptic equations.
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Some research has been done for the Schauder estimates of the operators
structured on the non-abelian vector field. Capogna and Han [58] showed
the Schauder estimates for the operatorL =
∑m
i,j=1 aij(x)XiXj in the Carnot
group, where {X ′js, j = 1, · · · ,m} span the first layer of the Lie algebra
of a Carnot group in RN . Then, Gutie´rrez and Lanconelli [32] considered
the Schauder estimates for a class of more general sub-elliptic equations
L =
∑m
i,j=1 aij(x)XiXj + X0 by using the Taylor formula. Bramanti and
Brandolini [8] gave the Schauder estimates for the operators aijXiXj − ∂t
withXi satisfyingHo¨rmander’s rank condition, bymaking use of the prop-
erties of the fundamental solution of the frozen operator. Capogna showed
the Cα regularity of Quasi-linear equations in the Heisenberg group (de-
noted by Hn) [13], which is the simplest non-abelian nilpotent Lie group.
The Kohn Laplace equation in the Heisenberg group is a classical sub-
elliptic equaion. We have derived the Schauder estimates to the Kohn
Laplace equation
∆Hnu = f in B1(0), (2.1)
where B1(0) = {η ∈ Hn, d(η, 0) < 1} is the unit ball in the Heisenberg
group Hn and f is Dini continuous. However, only very few results have
been obtained on the partial Schauder estimates for sub-elliptic equations.
One of the purposes of this chapter is to extend the results in [44] to the case
of partial Schauder estimates under incomplete Dini continuity assump-
tions.
Let ξ := (ξ1, ξ2, · · · , ξ2n, t) ∈ Hn be a given point, and ηm be a given unit
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vector in the plane
Pm := L{ξm, t} which is generated by{ξm, t}. (2.2)
Analogously to the definition of Dini continuous in one direction [72], we
say that f is Dini continuous in Pm (m = 1, 2, · · · , 2n) if∫ 1
0
ωf,m(r)
r
dr <∞,
where
ωf,m(r) = sup{|f(ξ)− f(ξ ◦ tηm)| where ξ, ξ ◦ tηm ∈ B1, ηm ∈ Pm, |t| < r}.
(2.3)
This definition of Dini continuous for a function in a plane can be regarded
as an extension from the classical concept of Dini continuous. Indeed, the
spaceHn can be spanned by a collection of planes such as {P1, P2, · · · , P2n},
and there exists a point ηm ∈ Pm for each m(= 1, 2, · · · , 2n) such that ξ ◦
η−1 = ξ ◦ η−11 ◦ (η1 ◦ η−12 ) ◦ · · · (ηi ◦ η−1i+1) ◦ · · · (η2n−1 ◦ η−12n ) ◦ η2n ◦ η−1. Hence,
ω(r) = sup
ξ,η∈B1 d(ξ,η)<r
|f(ξ)− f(η)| ≤
2n∑
m=1
ωf,m(r), (2.4)
which means that
∫ 1
0
ω(t)
t dt < ∞(f is Dini continuous) when f is Dini con-
tinuous in the plane Pm for allm = 1, 2, · · · , 2n.
The rest of this chapter is organized as follows: Section 2.2 presents the
notions of the Heisenberg group and some preliminary lemmas. Section 2.3
presents two theorems developed for Schauder estimates of a sub-elliptic
equation. Section 2.4 is devoted to the proof of Theorems 2.3.1 and 2.3.4.
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2.2 Preliminaries
In this section, we introduce some notations. We denote the points of the
Heisenberg group Hn by ξ = (z, t) = (x, y, t) where x = (x1, x2, · · · , xn),
y = (y1, y2, · · · , yn) and zi = xi, zn+i = yi for i = 1, 2, · · · , n. The group law
on Hn is given by
ξ ◦ ξ′ = (z + z′, t+ t′ + 2(⟨x′, y⟩ − ⟨x, y′⟩)),
where ξ′ = (z′, t′) = (x′, y′, t′) and ⟨x′, y⟩ =∑ni=1 x′iyi. The Kohn Laplacian
on Hn is the operator
∆Hn =
n∑
j=1
(Z2j + Z
2
n+j),
where
Zj =
∂
∂zj
+ 2zn+j
∂
∂t
, Zn+j =
∂
∂zn+j
− 2zj ∂
∂t
, j ∈ {1, · · · , n}.
We call ∇Hn = (Z1, · · · , Zn, Zn+1, · · · , Z2n) the horizontal gradient opera-
tor on Hn, and T = ∂∂t the vertical derivative. Let u(ξ) be a smooth func-
tion on Hn. For each m = 1, 2 · · · , 2n, we should calculate the derivatives
of u in both directions zm and t if we consider Zmu. That’s the motiva-
tion on the definition of the plane Pm in (2.2). However, the case for the
derivative of a function on the Euclidean space is in one direction. The par-
tial regularity for elliptic equations is obtained under the assumptions of
Dini continuity in one direction, see [72]. It is also important to note that
{Z1, · · · , Zn, Zn+1, · · · , Z2n, T} is a basis for the left-invariant vector fields
on Hn, whose commutation relations are as follows:
[Zn+s, Zs] = 4T, [Zn+s, Zt] = 0, s, t = 1, 2, · · · , n and s ̸= t.
[Zj , Zi] = [Zn+j , Zn+i] = [T, Zi] = [Zn+j , T ] = 0, i, j = 1, 2, · · · , n.
(2.5)
11
A natural group of dilations on Hn is given by δλ(ξ) = (λz,λ2t)with λ > 0.
The Jacobian determinant of δλ is λQ, where Q = 2n + 2 is called the ho-
mogeneous dimension of Hn. The operators ∇Hn and ∆Hn are invariant
with respect to the left translations τξ of Hn and homogeneous with re-
spect to the dilations δλ of degree one and of degree two, respectively. A
remarkable analogy between the Kohn Laplacian and the classical Laplace
operator, given in [24], is that a fundamental solution of −∆Hn with pole at
zero is given by
Γ(ξ) =
cQ
d(ξ)Q−2
,
where cQ is a suitable positive constant and
d(ξ) = (|z|4 + t2)1/4. (2.6)
Moreover, if we define d(ξ, ξ′) = d(ξ′−1 ◦ ξ), then d is a distance on the
Heisenberg groupHn. More details on the Heisenberg group and the Kohn
Laplacian can be found, for example, in [26] and [29].
We first present a priori estimate of the derivatives of the ∆Hn-harmonic
function u, which plays an important role in the follows.
Lemma 2.2.1. ( [73],Proposition 2.1) Let Ω be an open subset of Hn, and let u
solve∆Hnu = 0 and Br(ξ) ⊆ Ω. Then for every
Z1, · · · , Zk ∈ {Z1, · · · , Zn, Zn+1, · · · , Z2n}
we have
|Z1...Zku(ξ)| ≤ cr−k sup
Br
|u|, (2.7)
where c = c(k,Q).
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Lemma 2.2.1 gives a classical estimate to the horizontal gradient of ∆Hn-
harmonic functions. In the follows, we also need the estimates to the verti-
cal derivatives of ∆Hn-harmonic functions as follows.
Lemma 2.2.2. Under the same assumption of Lemma 2.2.1, we have
|Tu(ξ)| ≤ cr−2 sup
Br
|u|, (2.8)
and
|TZku(ξ)| ≤ cr−3 sup
Br
|u|, k = 1, 2, · · · , 2n. (2.9)
Proof. By using (2.5), we have
|Tu(ξ)| ≤ 4 (|Zn+sZtu(ξ)|+ |ZtZn+su(ξ)|) . (2.10)
Then by applying Lemma 2.2.1 in (2.10), we get the estimate (2.8). Using a
similar argument for (2.8) by replacing u with Zku, we derive (2.9).
To prove our conclusion, we also need the following maximum principle
for the solution of ∆Hnu = f , see [30].
Lemma 2.2.3. Let Ω be a bounded open subset of Hn and f ∈ Lp(Ω) for some
p > Q2 , then u belongs to L
∞(Ω), and one has the estimate
sup
Ω
|u| ≤ C sup
∂Ω
|u|+ C(Hn, p)diam(Ω)2−Qp ∥f∥Lp(Ω). (2.11)
We apply the mean value theorem in the homogeneous Carnot group [6] to
our case to obtian the following result.
Lemma 2.2.4. There exists a constant c1 > 0, depending only on Hn and on the
homogeneous norm d, such that for all f ∈ C1(Hn,R) and every ξ, h ∈ Hn,
|f(ξ ◦ h)− f(ξ)| ≤ d(h, 0) sup
η:d(ξ,η)≤d(h,0)
|Zf(η)|. (2.12)
where Zf = (Z1f, · · · , Znf, Zn+1f, · · · , Z2nf).
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In order to prove our main result, we also need to use the Taylor formula
in [5], which is established in Hn and is given by the Lemma below
Lemma 2.2.5. Assume u ∈ Cm+1(Hn) (m ≥ 0). Then, for any ξ = (z, t) ∈ Hn,
s = 0, 1, · · · , and α = (α1,α2, · · · ,α2n) where αi = 0, 1, ..., (i = 1, 2, · · · , 2n),
we have
u(ξ) =
m∑
k=0
∑
|α|+2s=k
1
α!s!
(ZαT su) (0)zαts +O(dm+1(ξ)),
where α! = α1!α2! · · ·α2n!, Z0 = id, T = ∂∂t and Zα = Zα11 Zα22 · · ·Zα2n2n .
2.3 Partial Schauder estimates
We assume that the solution is smooth, for example u ∈ C3(B1). By ap-
proximation, the following estimates hold for weak solutions.
Theorem 2.3.1. Let u be a solution of (2.1). If f is Dini continuous in a plane
Pm, then ∀ξ and η ∈ B 1
4
(0), we have
|ZiZmu(ξ)− ZiZmu(η)| ≤ CQ
[
d sup
B1
|u|+ d sup
B1
|f |
+
∫ d
0
wf,m(t)
t
dt+d
∫ 1
d
wf,m(t)
t2
dt
]
,
(2.13)
|ZmZiu(ξ)− ZmZiu(η)| ≤ CQ
[
d sup
B1
|u|+d sup
B1
|f |
+
∫ d
0
wf,m(t)
t
dt+d
∫ 1
d
wf,m(t)
t2
dt
]
,
(2.14)
where Zi ∈ {X1, · · · , Xn, Y1, · · · , Yn} are the horizontal gradient operators on
Hn, and d = d(ξ, η) = ∥η−1 ◦ ξ∥, CQ > 0 depends on Q.
Here, we assume that f is Dini contiouous in the plane Pm only. By (2.4),
we see that the conclusions about Schauder estimates in [44] is a corollary
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of Theorem 2.3.1. The proof of Theorem 2.3.1 follows the same ideas as
in [72]. In brief, we decompose the difference u(ξ) − u(η) as the sum of
a Newton potential and a sequence of ∆Hn-harmonic functions. Since the
∆Hn-harmonic function is sufficiently smooth, the main difficulties of this
chapter are to establish a reasonable decomposition of u(ξ) − u(η) and to
study the smoothness of the Newton potential (see Lemma 2.4.1 below).
The above estimates imply the partial Schauder estimates for the Kohn
Laplace equation. To precisely describe the partial Schauder estimates for
the Kohn Laplace operator, we need a precise definition as follows.
Definition 2.3.2. (Partial Ho¨lder space) Let Pm be a plane in Hn by (2.2), α ∈
(0, 1], and v : Ω ⊂ Hn → R be a continuous function. We say that v is Ho¨lder
continuous in the plane Pm with Ho¨lder exponent α if
Pm,α(v) = sup
{ |v(ξ)− v(ξ ◦ η)|
d(ξ, ξ ◦ η)α where ξ, ξ ◦ η ∈ Ω, η ∈ Pm
}
< +∞,
and denote v ∈ CαPm(Ω) with the norm
∥v∥CαPm (Ω) = supξ∈Ω |v(ξ)|+ Pm,α(v). (2.15)
Remark 2.3.3. For α ∈ (0, 1], if v : Ω → R is Ho¨lder continuous in all planes
Pm(m = 1, 2, · · · , 2n) with Ho¨lder exponent α. As (2.4), we have
∥v∥Cα(Ω) = sup
ξ∈B1(0)
|v(ξ)|+ sup
{ |v(ξ)− v(η)|
d(ξ, η)α
: ξ, η ∈ Ω, ξ ̸= η
}
< +∞,
which means that v is Ho¨lder continuous in Ω with exponent α, i.e.
v ∈ Cα(Ω) = {v : Ω→ R : ∥v∥Cα <∞}.
By Definition 2.3.2 and a simple calculation, we see that the terms∫ d
0
wf,m(t)
t
dt+ d
∫ 1
d
wf,m(t)
t2
dt
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in (2.13) and (2.14) can be controlled by the Ho¨lder norm (2.15) with v = f
(see (2.44) and (2.45) below). Then we have the following partial Schauder
estimate for the solution of (2.1).
Theorem 2.3.4. Let f ∈ CαPm(B1), then, for any α ∈ (0, 1),
∥ZiZmu∥Cα(B 1
4
) + ∥ZmZiu∥Cα(B 1
4
)
≤ CQ
[
sup
B1
|u|+
(
1 +
1
α(1− α)
)
∥f∥CαPm (B1)
]
.
(2.16)
In this theorem, f is assumed to be Ho¨lder continuous in a plane Pm (m =
1, 2, · · · , 2n) only. But ZiZmu and ZmZiu are Ho¨lder continuous in all vari-
ables for all i = 1, 2, · · · , 2n. If f is Ho¨lder continuous in Hn, then it is
Ho¨lder continuous in the plane Pm for all m = 1, 2, · · · , 2n. By using The-
orem 2.3.4 we get that ZiZju are Ho¨lder continuous in all variables for
i, j = 1, 2, · · · , 2n, which is the classical regularity for sub-elliptic equa-
tions and hence extends the results in [44]. Moreover, if f is Ho¨lder con-
tinuous in planes Pk, Pk+1, · · · , P2n, then ZiZju is Ho¨lder continuous for
all i, j ! k. Similar results for elliptic and parobolic equations in Eu-
clidean space have been derived in [19] by using the maximum principle
and the Krylov-Safonov theory. We should address that the partial regu-
larity for elliptic operators and parobolic operators have been proved by
Wang and Tian in [72], where the commutativity of the gradient operators
in Euclidean spaces helps getting the smooth estimations by mainly using
the Maximum principle and a priori estimates for the derivatives of a har-
monic function. The gradient operators in the Heisenberg group are non
commutative, see (2.5) below. It seems impossible to get a harmonic func-
tion by differentiating an auxiliary equation as it is in [72]. So, it is difficult
to get the smooth estimates by only using the Maximum principle and the
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property of harmonic functions. In this chapter, we need more estimates to
the Newton potential as it is in Lemma 2.4.1 below to overcome this diffi-
culty.
2.4 Proof of the main results
In this section, we prove our main results (Therem 2.3.1) of this chapter
by using the perturbation argument established in [76]. To get the smooth
estimate of the difference u(ξ) − u(η), we decompose it into the sum of a
Newton potential and a sequence of ∆Hn-harmonic functions. Firstly, we
derive the estimates for the Newton potential by using the ideas in [72,76].
Lemma 2.4.1. Let f(ξ) be an integrable function on B1 and
h(ξ) =
∫
B1(0)
f(ξ′)
dQ−2(ξ ◦ ξ′−1)dξ
′, where ξ ∈ B1/4(0).
If f(ξ) = f(ξ1, . . . , ξ2n, t) does not depend on t and ξm (m = 1, 2, . . . , 2n), then
we have
|Zmh(ξ)| ≤ C
∫
B1(0)
f(ξ′)dξ′, (2.17)
and
|ZmZjh(ξ)|+ |ZjZmh(ξ)| ≤ C
∫
B1(0)
f(ξ′)dξ′, (2.18)
where j = 1, 2, . . . , 2n.
Proof. Without loss of generality, we prove (2.18) with m = n. let Z ′n =
∂
∂x′n
+ 2y′n ∂∂t and (ξ1, · · · , ξ2n, t) = (x1, · · · , xn, y1, · · · , yn, t). By the defini-
tion of d in (2.6), a simple calculating implies that Znd(ξ ◦ ξ′−1) = −Z ′nd(ξ ◦
17
ξ′−1), and hence,
Znh(ξ) =
∫
B1(0)
−Zn f(ξ
′)
dQ−2(ξ ◦ ξ′−1)dξ
′
= −
∫
β≤1
f(ξ′)
∫ α
−α
Z ′n
1
dQ−2(ξ ◦ ξ′−1)dξ
′,
(2.19)
where α =
√√
1− t′2 − (∑n−1i=1 (x′2i + y′2i ) + y′2n), β = t′2 + (∑n−1i=1 (x′2i +
y′2i ) + y′
2
n)
2. Based on this observation, we prove (2.17) by the following
two cases.
Case I: β < 12 .
We see that
1
2
≤
(√
1− t′2
)2−(n−1∑
i=1
(x′2i + y
′2
i ) + y
′2
n
)2
= α2
[√
1− t′2 +
n−1∑
i=1
(x′2i + y
′2
i ) + y
′2
n
]
≤ 2α2.
Thus α ≥ 12 . If x′n = ±α, then |ξ′| ≥ 12 . Since f(ξ) does not depend on
ξm = xn, it follows from |ξ| ≤ 14 that∣∣∣∣∣
∫
β≤1/2
∫ α
−α
f(ξ′)
∂
∂x′n
1
dQ−2(ξ ◦ ξ′−1)dξ
′
∣∣∣∣∣
≤
∫
α≥1/2
∣∣∣∣ 1dQ−2(ξ ◦ ξ′−1) ∣∣∣x′n=αx′n=−α
∣∣∣∣ ∣∣f(ξ′)∣∣ dx′1 · · · dx′n−1dy′1 · · · dy′ndt′
≤ 4Q
∫
α≥1/2
α|f(ξ′)|dx′1 · · · dx′n−1dy′1 · · · dy′ndt′
≤ 4Q−1
∫
α≥1/2
|f(ξ′)|dx′1 · · · dx′n−1dy′1 · · · dy′ndt′
∫ α
−α
dx′n
< 4Q−1
∫
B1(0)
|f(ξ′)|dξ′. (2.20)
Case II: β ≥ 12 .
In this case, we have |ξ′| > 1/2 and d(ξ ◦ ξ′−1) > 1/4 for any ξ ∈ B1/4(0),
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and ∣∣∣∣∣
∫
β≥1/2,|ξ′|<1
f(ξ′)
∫ α
−α
∂
∂x′n
1
dQ−2(ξ ◦ ξ′−1)dξ
′
∣∣∣∣∣
≤
∫
d(ξ◦ξ′−1)≥1/4,|ξ′|<1
|f(ξ′)|
∫ α
−α
C
dQ−1(ξ ◦ ξ′−1)dξ
′
≤ C
∫
|ξ′|<1
|f(ξ′)|
∫ α
−α
dξ′ = C
∫
B1(0)
|f(ξ′)|dξ′. (2.21)
It follows from (2.20) and (2.21) that∫
B1(0)
∂
∂x′n
f(ξ′)
dQ−2(ξ ◦ ξ′−1)dξ
′ (2.22)
=
∫
β≤1
f(ξ′)
∫ α
−α
∂
∂x′n
1
dQ−2(ξ ◦ ξ′−1)dξ
′
≤
∣∣∣∣∣
∫
β≥1/2,|ξ′|<1
+
∫
β≤1/2,|ξ′|<1
f(ξ′)
∫ α
−α
∂
∂x′n
1
dQ−2(ξ ◦ ξ′−1)dξ
′
∣∣∣∣∣
≤ C
∫
B1(0)
|f(ξ′)|dξ′. (2.23)
Similarly we have
Th(ξ) =
∫
B1(0)
∂
∂t
f(ξ′)
dQ−2(ξ ◦ ξ′−1)dξ
′ ≤ C
∫
B1(0)
|f(ξ′)|dξ′. (2.24)
By applying (2.22), (2.24) in (2.19), we get (2.17). Let
dj(ξ, ξ
′) = Z ′j
1
dQ−2(ξ ◦ ξ′−1) .
Then proceeding as for (2.17), we have∣∣∣∣∣
∫
B1(0)
f(ξ′)
(
∂
∂x′n
+ 2y′n
∂
∂t
)
dj(ξ, ξ
′)dξ′
∣∣∣∣∣ ≤ C
∫
B1(0)
|f(ξ′)|dξ′. (2.25)
As for derivating (2.19), the estimate (2.25) helps us getting that
|ZnZjh(ξ)| =
∣∣∣∣∣
∫
B1(0)
(
∂
∂x′n
+ 2y′n
∂
∂t
)
dj(ξ, ξ
′)f(ξ′)dξ′
∣∣∣∣∣
≤ C
∫
B1(0)
|f(ξ′)|dξ′. (2.26)
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By using (2.24), (2.26) and the commutation relations of the left-invariant
vector fields (2.5), we have
|ZjZnh(ξ)| ≤ |ZnZjh(ξ)|+ |Th(ξ)| ≤ C
∫
B1(0)
|f(ξ′)|dξ′. (2.27)
Then (2.18) is obtained by combining (2.26) and (2.27).
Remark 2.4.2. Let α = (α1,α2, · · · ,α2n) where αi = 0, 1, 2, · · · and αm ≥ 1,
Zα = Zα11 Z
α2
2 · · ·Zα2n2n , f(ξ) and h(ξ) be given by Lemma 2.4.1. By a similar
argument for Lemma 2.4.1, we see that sup
B1/4(ξ)
|Zαh(ξ)| ≤ C ∫B1(0) f(ξ′)dξ′.
Now, we give the proof of Theorem 2.3.1. The method is similar to [76], but
we have to use Lemma 2.4.1 instead of harmonic function to estimate the
Newton potential due to the non-commutativity of the horizontal gradient
operators on Hn. For convenience of the reader, we present it entirely here.
Proof of Theorem 2.3.1: Without loss of generality, let m = n. For any
given point η near the origin, we have
|ZiZnu(η)−ZiZnu(0)| ≤ |ZiZnuk(η)− ZiZnuk(0)|
+ |ZiZnuk(0)− ZiZnu(0)|+ |ZiZnu(η)− ZiZnuk(η)|
:= I1 + I2 + I3.
where uk is the solution of
∆Hnuk = f(x
′, y, 0) in Bρk , uk = u on ∂Bρk , ρ = 1/2,
with x′ = (x1, · · · , xn−1, 0). For simplicity, we use Bk to denote Bρk in the
following. By the fact that ∆Hn(uk − u) = f(x′, y, 0) − f(x, y, t) and using
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Lemma 2.2.3, we have
∥uk − u∥L∞(Bk) ≤ C(2ρk)2−
Q
p
(∫
Bk
|f(x′, y, 0)− f(x, y, t)|pdξ
)1/p
≤ C(ρk)2−Qp ωf,n(ρk)|Bk|1/p
≤ C(ρk)2−Qp ωf,n(ρk)(ρk)Q/p
= Cρ2kωf,n(ρ
k). (2.28)
Hence,
∥uk − uk+1∥L∞(Bk) ≤ ∥uk − u∥L∞(Bk) + ∥uk+1 − u∥L∞(Bk+1)
≤ Cρ2kωf,n(ρk). (2.29)
It is clear to see that uk+1−uk is∆Hn-harmonic, and thus by using (2.7) and
(2.29), we have
∥Zj(uk−uk+1)∥L∞(Bk+2) ≤ Cρ−k sup
Bk
|uk − uk+1|
≤ Cρ−kρ2kωf,n(ρk) = Cρkωf,n(ρk),
and
∥ZiZj(uk−uk+1)∥L∞(Bk+2) ≤ Cρ−2k sup
Bk
|uk − uk+1|
≤ Cρ−2kρ2kωf,n(ρk) = Cωf,n(ρk).
(2.30)
By using Lemma 2.2.5 and (2.28), we have
lim
k→+∞
ZiZjuk(0) = ZiZju(0) for any i, j = 1, 2, · · · , 2n. (2.31)
Let k ≥ 1 such that ρk+4 ≤ d(η) ≤ ρk+3, then by (2.30) and (2.31), we have
I2 = |ZiZnuk(0)− ZiZnu(0)| ≤
∞∑
l=k
|ZiZnul(0)− ZiZnul+1(0)|
≤ C
∞∑
j=k
ωf,n(ρ
j) ≤ C
∫ d(η)
0
ωf,n(r)
r
dr. (2.32)
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Now we can estimate I3 in a similar way. Let vl be the solution of
∆Hnvl = f(ηˆn) in Bl(η), vl = u on ∂Bl(η),
where l = k, k + 1, · · · , ηˆn = (x1, · · · , xn−1, xˆn, y, tˆ), xˆn is equal to the value
of the n-th component of η and tˆ is equal to the value of the (2n + 1)-th
component of η. Then
I3 = |ZiZnu(η)− ZiZnuk(η)|
≤ |ZiZnu(η)− ZiZnvk(η)|+ |ZiZnvk(η)− ZiZnuk(η)|.
(2.33)
Similar to (2.32), we have
|ZiZnu(η)− ZiZnvk(η)| ≤
∞∑
l=k
|ZiZnvl(η)− ZiZnvl+1(η)|
≤ C
∞∑
j=k
ωf,n(ρ
j) ≤ C
∫ d(η)
0
ωf,n(r)
r
dr.
(2.34)
Let wk(ξ) = vk(ξ)− uk(ξ), then
∆Hnwk(ξ) = f(ηˆn)− f(x′, y, 0), ξ ∈ Bk+1(η).
Let wˆk(ξ) = wk(δρk+1ξ ◦ η) with δρk+1ξ = (ρk+1x, ρk+1y, ρ2(k+1)t), then
∆Hnwˆk(ξ) = ρ
2(k+1)[f(δρk+1 ηˆn ◦ η)− f(ρk+1(x′, y, 0) ◦ η)], ξ ∈ B1(0).
By using Theorem 2.1 and Corollary 2.8 in [25] withM = B1(0) and L =
∆Hn , we get
wˆk(ξ) = ρ
2(k+1)
∫
B1(0)
f(ξˆ′)− f(ξ¯′)
dQ−2(ξ ◦ ξ′−1)dξ
′ + g(ξ), (2.35)
where
ξˆ′ = (ρk+1ξ′1, · · · , ρk+1ξ′n−1, ρk+1xˆn, ρk+1ξ′n+1, · · · , ρk+1ξ′2n, ρ2(k+1)tˆ),
ξ¯′ = (ρk+1ξ′1, · · · , ρk+1ξ′n−1, 0, ρk+1ξ′n+1, · · · , ρk+1ξ′2n, 0),
(2.36)
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and∆Hng(ξ) = 0 in B1/2(0),
g(ξ) = wˆk(ξ)− ρ2(k+1)
∫
B1(0)
f(ξˆ′)− f(ξ¯′)
dQ−2(ξ ◦ ξ′−1)dξ
′ on ∂B1/2(0).
It follows that
sup
|ξ|≤1/2
|g(ξ)| ≤ sup
|ξ|=1/2
|wˆk(ξ)|+ Cρ2(k+1)ωf,n(ρk+1),
and that
sup
|ξ|= 11
|wˆk(ξ)| ≤ sup
|ξ◦η−1|=ρk+2
(|uk(ξ)−u(ξ)|+|u(ξ)−vk(ξ)|) ≤ ρ2(k+1)ωf,n(ρk+1)
can be obtianed similarly as (2.28). Therefore,
sup
|ξ|≤1/2
|g(ξ)| ≤ Cρ2k+2ωf,n(ρk+1) + Cρ2(k+1)ωf,n(ρk+1).
This together with Lemma 2.2.1 implies that
|ZiZjg(0)| ≤ C sup
B1/2
|g(ξ)| ≤ Cρ2k+2ωf,n(ρk). (2.37)
Let h(ξ) =
∫
B1(0)
f(ξˆ′)−f(ξ¯′)
dQ−2(ξ◦ξ′−1)dξ
′, from (2.36) we see that the value of F (ξ) =
f(ξˆ′)−f(ξ¯′) does not depend on both the n-th component and the (2n+1)-
th component of ξ. Thus by using Lemma 2.4.1, we have that
|ZiZnh(0)| ≤ C
∫
B1
f(ξˆ′)− f(ξ¯′)dξ ≤ Cωf,n(ρk). (2.38)
Combining (2.35)-(2.38), we have
|ZiZnwˆk(0)| ≤ Cρ2(k+1)ωf,n(ρk),
therefore,
|ZiZnwk(η)| = ρ−2(k+1)|ZiZnwˆk(0)| ≤ Cωf,n(ρk). (2.39)
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Then, by (2.33), (2.34) and (2.39), we have
I3 ≤ C
∫ d(η)
0
ωf,n(r)
r
dr + Cωf,n(ρ
k) ≤ C
∫ d(η)
0
ωf,n(r)
r
dr. (2.40)
Next we estimate I1. Let hk = uk − uk−1, by (2.29), Lemmas 2.2.1 and 2.2.4,
we see that
|ZiZnhk(η)− ZiZnhk(0)| ≤ d(η) sup
θ:d(θ)≤d(η)
|ZlZiZnhk(θ)|
≤ Cd(η)ρ−3k sup
Bk(θ)
|hk(θ)|
≤ Cd(η)ρ−3kρ2kωf,n(ρk)
= Cρ−kd(η)ωf,n(ρk).
Similarly to (2.39), we have
|ZiZnu0(η)− ZiZnu0(0)| ≤ Cd(η)
(
sup
B1
|u|+ sup
B1
|f |
)
.
Then,
I1 = |ZiZnuk(η)− ZiZnuk(0)|
≤ |ZiZnuk−1(η)− ZiZnuk−1(0)|+ |ZiZnhk(η)− ZiZnhk(0)|
≤ |ZiZnuk−2(η)−ZiZnuk−2(0)|+|ZiZnhk−1(η)−ZiZnhk−1(0)|
+ |ZiZnhk(η)−ZiZnhk(0)| ≤ · · ·
≤ |ZiZnu0(η)− ZiZnu0(0)|+
k∑
l=1
|ZiZnhl(η)− ZiZnhl(0)|
≤ Cd(η)
(
sup
B1
|u|+ sup
B1
|f |
)
+ Cd(η)
k∑
l=1
ρ−lωf,n(ρl)
≤ Cd(η)
(
sup
B1
|u|+ sup
B1
|f |+ C
∫ 1
d(η)
ωf,n(r)
r2
)
(2.41)
Finally, (2.13) can be obtained by combining (2.32), (2.40) and (2.41). And
(2.14) can be obtained by using (2.13) and the commutation relations of the
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left-invariant vector fields. Indeed, from (2.5) we have
|ZmZiu(ξ)− ZmZiu(η)|
" |ZiZmu(ξ)− ZiZmu(η)|+ |Tu(ξ)− Tu(η)|.
(2.42)
The estimate for |ZiZmu(ξ) − ZiZmu(η)| can be obtianed by using (2.13).
Then we have to give the estimate to |Tu(ξ)− Tu(η)| as follows:
|Tu(ξ)− Tu(η)| " |Tu(ξ)− Tu(0)|+ |Tu(0)− Tu(η)|
" |Tu(ξ)− Tu(0)|+ |Tu(0)− Tu(η)|
" C
[
d sup
B1
|u|+ d sup
B1
|f |+
∫ d
0
ωf,m
t
dt+ d
∫ 1
d
ωf,m(t)
t2
dt
]
,
(2.43)
whose last inequality is obtianed by applying the same argument for (2.13),
since we have estimates (2.8), (2.9) and (2.24).
Proof of Theorem 2.3.4 . Let r ∈ (0, 1), by the defintion (2.3) we have a
sequence {(ξn, ηn)} in the set
Sm,r = {(ξ, η) ∈ B1 × Pm : |η| = 1, ξ ◦ tη ∈ B1, |t| < r},
such that
wf,m(r) = sup
(ξ,η)∈Sm,r
|f(ξ)− f(ξ ◦ tη)| = lim
n→∞ sup|t|<r
|f(ξn)− f(ξn ◦ tηn)|
≤ rα sup
ξ,η∈Sm,r,|t|<r
|f(ξ)− f(ξ ◦ tη)|
d(ξ, ξ ◦ tη)α
This together with the definition of the partial Ho¨lder norm (2.15) shows
that
wf,m(r) " rα∥f∥CαPm (B1).
Hence,∫ d
0
wf,m(r)
r
dr =
∫ d
0
rα−1dr∥f∥CαPm (B1) =
1
α
dα∥f∥CαPm (B1), (2.44)
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d∫ 1
d
wf,m(r)
r2
= d
∫ 1
d
rα−2dr∥f∥CαPm (B1)
=
1
1− α(d
α − d)∥f∥CαPm (B1).
(2.45)
Then (2.16) follows from (2.13), (2.14), (2.44) and (2.45).
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Chapter 3
The dual Minkowski problems
in two dimensions
3.1 General
A Minkowski problem is to establish the necessary and sufficient condi-
tions for a given finite Borel measure to arise as a measure generated by a
convex body, which includes, for example, the surface area measure of a
convex body in the classical Minkowski problem [2,53], the Lp surface area
measure of a convex body in the Lp Minkowski problem [51], and the dual
curvature measure in the dual Minkowski problem introduced recently by
Huang et al. [37]. Analytically, the studying of a Minkowski problem is
equivalent to studying a degenerate Monge-Ampe`re equation [54, 57, 63].
Let Sn−1 be the unit sphere in Rn, and u : Sn−1 → (0,+∞) be the unknown
supporting function of a convex body. Denote by ei,j the standard Rieman-
nian metric on Sn−1, and g the density function of a finite Borel measure
on Sn−1, then the classical Minkowski problem is equivalent to the Monge-
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Ampe`re equation
det(uij + ei,ju) = g(v), v ∈ Sn−1,
which has led to a series of important works [9, 11, 15, 54, 57]. The Lp
Minkowski problem given by Lutwak [51] is a natural Lp extension of the
classical Minkowski problem. For a fixed p ∈ R, if the given Borel mea-
sure on Sn−1 has a density function g, then the Lp Minkowski problem can
be formulated by a fully nonlinear partial differential equation on sphere
Sn−1, namely
u1−pdet(uij + eiju) = g(v), v ∈ Sn−1. (3.1)
This problem has attracted extensive attention, andmany important results
have been obtained, see [1,7,14,17,20,34–36,40–43,45,50–52,80–82] and their
references.
Recently, Huang et al. [37] introduced the dual curvature measure and
studied the existence for the dual Minkowski problem under the assump-
tions that 1 ≤ k ≤ n for the k-th dual curvature measure and that the given
Borel measure is even. Moreover, if the given Borel measure has a density
function g : Sn−1 → R, then the dual Minkowski problem relates to the
following fully nonlinear elliptic equation
u(u2 + |∇u|2) k−n2 det(uij + eiju) = g(v), v ∈ Sn−1, (3.2)
where k ∈ R and ∇u denotes the gradient vector of u respect to a frame
on Sn−1. It is clear that equation (3.2) with k = n is the same as (3.1) with
p = 0, which is related to the logarithmic Minkowski problem [7, 65, 80].
Li et al. [59] obtained the regularities of the dual Minkowski problem by a
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flow method. From [37] (see also [59]), equation (3.2) may be seen as the
Euler-Lagrange equation with respect to the functional
F(K) =
⎧⎪⎨⎪⎩
∫
Sn−1 g(v) log uKdv −
∫
Sn−1 log rK(ξ)dξ,∫
Sn−1 g(v) log uKdv − 1k
∫
Sn−1 r
k
K(ξ)dξ, k ̸= 0,
where (uK , rK) is the support function and radial function of convex body
K.
In this paper, we study the existence of solutions to the 2-dimensional dual
Minkowski problem for all k > 1 via studying the existence of positive
solutions to (3.2) with n = 2. We deal with a more general case, by intro-
ducing a parameter l ∈ [0, 1] as the coefficient of the term |∇u|2 in equation
(3.2) and then derive the following nonlinear problem
u′′(θ) + u(θ) = g(θ)u−1(u2 + lu′2)(2−k)/2, θ ∈ S, (3.3)
where g(θ) is a continuous 2π/m-periodic function withm ∈ N, k ∈ R, and
l ∈ [0, 1] is a parameter. The special form of (3.3) with l = 0 is equivalent to
the 2-dimensional Lp Minkowski problem with p = 2 − k; while (3.3) with
l = 1 relates to the 2-dimensional dual Minkowski problem. The nonlinear
model (3.3) with l = 0 also appears in the generalized curve shortening
problem, see [1, 4, 42] and the references therein.
Many authors have derived fruitful results for (3.3) with l = 0, that is, for
the following equation
u′′(θ) + u(θ) =
g(θ)
uk−1
, θ ∈ S. (3.4)
For example, Andrews studied (3.4) with g(θ) ≡ 1 for all real k in [4]. For
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g(θ) ̸≡ constant, many authors study (3.4) under some assumptions on g(θ)
for different ranges of k, see [1,14,18,20,27,28,38,41,42,65,66,74,79]. Among
those references, a priori estimate to the solution or the Blaschke-Santalo´
inequality plays essential roles for proving the existence of solutions for
(3.4). Actually, one can get a priori estimate to the solution of (3.4) for all
k > 1 when g(θ) is a positive π/2-periodic function [18]. A priori estimate
to the π-periodic solution of (3.4) with k = 4 can also be obtained when the
π-periodic C2 function g(θ) is positive and B-nondegenerate in the sense that∫ π
0
g(θ + t)− g(θ)− 2−1g′(θ) sin 2t
sin2 t
dt ̸= 0 at any critical points of g(θ),
which can be refered to [1] or [42, 43] for the case of 2π-periodic solutions.
To study (3.4) for a large range of k and a more general form of g(θ), the
variational method was introduced [14, 20, 74, 79]. Chen [14] obtained the
solvability of (3.4) for k ∈ [2, 4] without imposing the traditional convex-
ity condition by using the variational method and a generalized Blaschke-
Santalo´ inequality such as{∫
S
u2 − u′2dθ
}{∫
S
1
u2
dθ
}
≤ 4π2
when u ∈ H1(S) and∫
S
1
u3(θ)
sin θdθ = 0 =
∫
S
1
u3(θ)
cos θdθ.
Based on the idea of Chen in [14], Dou and Zhu in [20] proved that (3.4)
with k ≥ 4 is solvable when the continuous fucntion g is positive at one
point and is π/m-periodic for m > 1; Sun and Long [79] studied (3.4) with
k ≥ 2 when the L1(S) function g is nonnegative and is 2π/m-periodic for
m > 2.
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The nonlinearity of (3.3) with l ̸= 0 is more complex comparing to the one
in (3.4). Existing methods in the literature are not applicable directly for
finding a priori estimate to the solution of (3.3) when l ̸= 0, and little about
the variational functional of equation (3.3) is known for l ̸= 0. These facts
make it difficulty to study the solvablility of (3.3) when l ̸= 0. Motivated
by [43], we use Poincare´’s map and the truncated technique to study the
solvability of (3.3). Firstly, using Poincare´’s map we prove the existence of
periodic solutions to a general equation
u′′(θ) + u(θ) = g(θ)f(u, u′)− ϵ, θ ∈ R, (3.5)
where ϵ > 0, and f(s, t) satisfies the global Lipschitz condition
|f(s1, t1)− f(s2, t2)| < L
√
(s1 − s2)2 + (t1 − t2)2, where L is constant.
(3.6)
We see that (3.5) with some initial value condition has a global solution
under the Lipschitz assumption (3.6). Using Brouwer’s fixed point theo-
rem, with some further assumptions such as g(θ) is a T -periodic continuous
function for T < 2π, we prove that problem (3.5) has a T -periodic solution.
To construct a solution of (3.3) by using the solution of (3.5), we introduce
a truncated function
γϵ(t) =
⎧⎪⎨⎪⎩ t+ ϵ, t > −ϵ/2,ϵ/2, t ≤ −ϵ/2, (3.7)
where ϵ > 0 is a parameter. Suppose that the nonlinearity in (3.5) has the
form of
f(u, u′) =
1
γϵ(u)[γ2ϵ (u) + lu
′2]
k−2
2
,
which satisfies the assumption (3.6) for all k > 1 and l ∈ [0, 1]. So (3.5) with
this special nonlinearity has a T -periodic solution uwhen g is a T -periodic
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continuous function for T < 2π. Let ϵ → 0+ and T = 2π/m with m > 1 in
(3.5), if the solution u of (3.5) is great than −ϵ/2 for all θ ∈ [0, 2π/m], then
u + ϵ is a solution of (3.3). So, another difficulty in this paper is to get the
estimation of solution such that u(θ) ≥ −ϵ/2 for θ ∈ [0, 2π/m]. In Section 3,
by using the Green function and the eigenfunction of a differential operator
we prove that the solution u of (3.5) with f = fϵ is great than −ϵ/2 under
some assumptions on k and g(θ).
The rest of the chapter is organized as follows. In Section 2, we establish
the existence of T -periodic solutions of (3.5) when T < 2π. In Section 3, we
give a sufficient condition for the solvability of (3.3).
3.2 T -periodic solutions of the truncated problem.
In this section, we study the periodic solution of problem (3.5) by using
fixed point argument. We firstly introduce some notations. We denote by
∥ · ∥2 the 2-norm of a vector in Rn or the 2-norm of a matrix. The 2-norm of
a vector is the usual Euclidean norm in Rn, and the 2-norm of a matrix B is
the square root of the largest eigenvalue of the positive-semidefinite matrix
B∗B, where B∗ is the adjioint matrix of B.
Let ϵ > 0 be given by (3.5), we rewrite (3.5) as the following system of
ordinary differential equations
d
dθ
U = AU +G(θ, U), θ ∈ R, (3.8)
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where
U := U(θ) =
⎛⎜⎝u(θ)
u′(θ)
⎞⎟⎠ , A =
⎛⎜⎝ 0 1
−1 0
⎞⎟⎠ and G(θ, U) =
⎛⎜⎝ 0
g(θ)f(u, u′)− ϵ
⎞⎟⎠ .
Since (3.5) is equivalent to system (3.8), in what follows, we study the ex-
istence of periodic solutions to (3.8). The main conclusion of this section is
as follows.
Theorem 3.2.1. Assume g(θ) is a T -periodic continuous function, f(u, u′) is the
nonlinearity of (3.8) satisfying (3.6), and there exists a positive constant f0 such
that
|f(s, t)| < f0, for all (s, t) ∈ R2. (3.9)
If T < 2π, then problem (3.8) has at least one T -periodic solution
U(θ) =
⎛⎜⎝u(θ)
u′(θ)
⎞⎟⎠ .
To prove this theorem, we firstly study the existence and properties of the
global solution to an Cauchy’s problem of system (3.8) by using the follow-
ing two classical results from [33].
Theorem 3.2.2. If F (t, x) : R × Rn → Rn is continuous and locally Lipschitz
with respect to x. Then, for any (t0, x0) ∈ R × Rn, there exists an interval I
containing t0 and ϕ : I → Rn satisfies the Cauchy’s problem⎧⎪⎨⎪⎩
dx
dt = F (t, x),
x(t0) = x0.
(3.10)
Moreover, ϕ is the unique solution on the interval I .
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Theorem 3.2.3. Assume that F (t, x) : R × Rn → Rn is continuous and locally
Lipschitz with respect to x ∈ Rn. If there exist R > 0 and c : R → [0,+∞) such
that
∥F (t, x)∥2 ≤ c(t)∥x∥2,
for ∥x∥2 ≥ R. Then there exists a global solution ϕ(t;x0) of (3.10). Moreover,
for any initial data x0 ∈ Rn and compact interval [a, b] ⊂ R, the mapping x0 →
ϕ(·;x0) ∈ C([a, b],Rn) is continuous.
When one gets a global solution U(θ) to the Cauchy problem related to
(3.8), one can use it to get a mapping from an initial value U(0) to U(T )
by using the uniqueness. By the help of the continuous property and the
estimates to the solution of the Cauchy problem, one get that the mapping
from U(0) to U(T ) is continuous and contracted. A fixed point argument
can be used to establish the existence of periodic solution to system (3.8).
This idea is due to Poincare´, and the argument above is somehow standard.
For the convenience of the reader, we reproduce it entirely here.
The proof of Theorem 3.2.1. Under the assumption (3.6), by the definition of
G we see that H(θ, U) = AU +G(θ, U) is continuous with respect to θ ∈ R
and U ∈ R2. Let θ ∈ R, and
U1 =
⎛⎜⎝u1(θ)
u′1(θ)
⎞⎟⎠ , U2 =
⎛⎜⎝u2(θ)
u′2(θ)
⎞⎟⎠ .
By(3.6), (3.9) and the definition of 2-norm we have
∥H(θ, U1)−H(θ, U2)∥2 ≤ ∥A∥2∥U1 − U2∥2 + ∥G(θ, U1)−G(θ, U2)∥2
= ∥U1 − U2∥2 +
∣∣g(θ)[f(u1, u′1)− f(u2, u′2)]∣∣
≤ ∥U1 − U2∥2 + L sup
θ∈R
|g(θ)|∥U1 − U2∥2.
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It follows that H is also global Lipschitz with respect to U ∈ R2. Based on
these facts, we can apply Theorems 3.2.2 and 3.2.3 to get the unique global
solution U(θ) := U(θ, V ) of (3.8) with an initial data U(0) = V ∈ R2. Let
E =
⎛⎜⎝1 0
0 1
⎞⎟⎠
be the unit matrix, for fixed T ∈ (0, 2π) the solution U(T, V ) can be formu-
lated as
U(T, V ) = (E −B(T ))−1B(T )
∫ T
0
B−1(θ)G(θ, U(θ, V ))dθ,
where
B(θ) =
⎛⎜⎝ cos θ sin θ
− sin θ cos θ
⎞⎟⎠
is a matrix satisfying the Cauchy problem⎧⎪⎨⎪⎩
d
dθB(θ) = AB(θ),
B(0) = E.
By a simple calculation, we get that ∥B(θ)∥2 = ∥B−1(θ)∥2 = 1 for all θ ∈ R,
E −B(θ) =
⎛⎜⎝1− cos θ − sin θ
sin θ 1− cos θ
⎞⎟⎠ ,
and ∥(E − B(θ))−1∥2 = 1 for all θ ∈ (0, 2π). Let W (θ) = U(θ + T ). If
U(T, V ) = V we have W (0) = U(T ) = U(0) = V . A direct calculation
leads to
W ′(θ) = U ′(θ+T ) = AU(θ+T )+G(θ+T, U(θ+T )) = AW (θ)+G(θ,W (θ)),
which means that W (θ) is also a solution of (3.8) with initial data W (0) =
V . By the uniqueness of the solution to (3.8) via Theorem 3.2.2, we have
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W (θ) = U(θ) for all θ ∈ R, which means that U(θ, V ) is a T -periodic solu-
tion of (3.8). Hence, we need to prove the existence of a special initial data
V0 ∈ R2 such that U(T, V0) = V0 in the following. For this, we define a
mapping Φ : R2 → R2 :
Φ(V ) := U(T, V ) = (E −B(T ))−1B(T )
∫ T
0
B−1(θ)G(θ, U(θ, V ))dθ. (3.11)
By Theorem 3.2.3 we know that the solution U(θ, V ) of (3.8) is continuous
with respect to the initial data V ∈ R2, that is
max
θ∈[0,T ]
∥U(θ, Vi)− U(θ, V )∥2 → 0 as ∥Vi − V ∥2 → 0.
This together with the definitions of the matrix B(θ) and the mapping Φ in
(3.11) show that the mapping Φ : R2 → R2 is continuous. So (3.11) shows
that
∥Φ(V )∥2 ≤
∥∥(E −B(T ))−1B(T )∥∥
2
∫ T
0
∥∥B−1(θ)G(θ, U(θ, V ))∥∥
2
dθ. (3.12)
By using the properties of the matrix B(θ) above and the assumption (3.9)
in (3.12) we get
∥Φ(V )∥2 ≤ T∥G(θ, U(θ, V ))∥2 ≤ T (f0 + ϵ). (3.13)
LetR = T (f0+ ϵ) and K¯R be the closure of a ballKR(0) in R2 with center at
origin, it follows from (3.13) that the continuous mapping Φ is contracted
on K¯R, that is Φ(K¯R) ⊂ K¯R. According to Brouwer’s fixed point theorem,
we get that Φ has at least one fixed point V0 ∈ K¯R. That is Φ(V0) = V0.
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3.3 Solvability of the Minkowski problem in two di-
mension
In this section, we study the solvability of (3.3) by using Theorem 3.2.1. In
the following, we denote by ϵ a positive parameter, and frequently denote
by C,C1 fixed positive constants. The values of C and C1 may vary, but
always are independent of the parameter ϵ.
From (3.7), we see that γϵ(t) is Lipschitz continuous, namly
|γϵ(t1)− γϵ(t2)| ≤ |t1 − t2| for all t1, t2 ∈ R. (3.14)
Let l ∈ [0, 1] , k ∈ R, ϵ > 0 be fixed, and
fϵ(s, t) =
1
γϵ(s)[γ2ϵ (s) + lt
2](k−2)/2
, (s, t) ∈ R2. (3.15)
By (3.15) and the definition of γϵ in (3.7) we see that |fϵ(s, t)| < 2k−1/ϵk−1
for k > 1, hence fϵ satisfies (3.9) when k > 1. For any s1, s2, t1, t2 ∈ R, a
simple calculation shows that
∥(γϵ(s1), t1)− (γϵ(s2), t2)∥2 ≤
√
2∥(s1, t1)− (s2, t2)∥2. (3.16)
Let (s1, t1) ̸= (s2, t2). If k > 1, by (3.15), (3.16) and through simple calcula-
tion, we get that
|fϵ(s1, t1)− fϵ(s2, t2)|
∥(s1, t1)− (s2, t2)∥2
=
|fϵ(s1, t1)− fϵ(s2, t2)|
∥(γϵ(s1), t1)− (γϵ(s2), t2)∥2
∥(γϵ(s1), t1)− (γϵ(s2), t2)∥2
∥(s1, t1)− (s2, t2)∥2
≤ √2
( |fϵ(s1, t1)− fϵ(s2, t1)|
|γϵ(s1)− γϵ(s2)| +
|fϵ(s2, t1)− fϵ(s2, t2)|
|t2 − t1|
)
≤ C/ϵk,
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which implies that fϵ satisfies (3.6) for ϵ > 0. Hence we can apply Theorem
3.2.1 to get the following result.
Theorem 3.3.1. For ϵ > 0, let fϵ be given by (3.15) with k > 1, and let g(θ) be a
continuous, T -periodic nonnegative function. If T < 2π, the following equation
u′′(θ) + u(θ) = g(θ)fϵ(u, u′)− ϵ, θ ∈ R. (3.17)
has a T -periodic solution for all l ∈ [0, 1].
In the following, let u be the T -periodic solution of (3.17) given by Theorem
3.3.1. If ε is small enough, we show that the T -periodic function u + ε is a
solution of (3.3) when T = 2π/m for m > 1. For this aim, we need the
following lemmas giving the properties of the solution to (3.17), and we
also need two kinds of assumptions about g(θ) and l ∈ [0, 1]:
(I) l = 0 and the nontrivial function g is nonnegative.
(II) l ∈ (0, 1] and g is positive.
Lemma 3.3.2. Assume (I) or (II) holds. If k > 1 and ϵ is small enough, then u is
positive at some point θ0 ∈ [0, T ].
Proof. Otherwise u(θ) ≤ 0 for all θ ∈ R, then we have ϵ/2 ≤ γϵ(u(θ)) ≤ ϵ
and hence
fϵ(u, u
′) ≥ 1
ϵ(ϵ2 + lu′2)(k−2)/2
≥ 1
ϵk−1
. (3.18)
Under assumption (II) we have min
θ∈[0,T ]
g(θ) > 0. Let u(θ1) = max
θ1∈[0,T ]
u(θ),
then u(θ1) ≤ 0, u′(θ1) = 0 and u′′(θ1) ≤ 0. If k > 1, from (3.17) and (3.18)
we derive
0 ≥ u(θ1) ≥ g(θ1)fϵ(u, u′)− ϵ ≥ min
θ∈[0,T ]
g(θ)/ϵk−1 − ϵ ϵ→0−→ +∞,
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which leads to a contradiction when ϵ is small. Thus the conclusion is
proved under assumption (II). Under assumption (I) we have
∫ T
0 g(θ)dθ > 0
and l = 0, if u(θ) ≤ 0 for all θ ∈ R, then we have
u′′(θ) + u(θ) ≥ g(θ)
ϵk−1
− ϵ. (3.19)
By integrating both sides of the inequality (3.19) over the interval [0, T ] we
get
0 ≥
∫ T
0
u(θ)dθ ≥ 1
ϵk−1
∫ T
0
g(θ)dθ − T ϵ.
If k > 1 and ϵ is small enough, we get a contradiction.
Lemma 3.3.3. Assume (I) or (II) holds. Let α0 ∈ (2π/3, 2
√
2) be a constant. If
k > 1and ϵ is small enough, then there exists an interval (a, b) with b − a > α0
such that u(θ) > 0 for θ ∈ (a, b).
Proof. If u(θ) > 0 for all θ ∈ R, we get the conclusion. Otherwise, there
exists a point θ0 ∈ R such that u(θ0) ≤ 0. If the parameter ϵ is small, by
applying Lemma 3.3.2 we get that u(θ) is positive at some points. Since u
is a continuous periodic function, the set {θ ∈ R : u(θ) > 0} may consist of
many subintervals (ai, bi) with u(θ) > 0 for θ ∈ (ai, bi) and u(ai) = u(bi) =
0, (i = 1, 2, 3, . . . ). On these intervals, we consider the following Dirichlet
problem on a typical subintervals (a, b):⎧⎪⎨⎪⎩ u
′′ = h(θ), θ ∈ (a, b),
u(a) = u(b) = 0.
(3.20)
where h(θ) = g(θ)fϵ(u, u′) − u − ϵ. By using the Green function we get a
formula for the solution u of (3.20):
u(θ) =
−1
b− a
[
(b− θ)
∫ θ
a
(s− a)h(s)ds+ (θ − a)
∫ b
θ
(b− s)h(s)ds
]
. (3.21)
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Since g(θ) ≥ 0, it is clear that h(θ) ≥ − max
θ∈[a,b]
u(θ) − ε for θ ∈ [a, b]. By
applying this inequality in (3.21) we get
u(θ) ≤ (b− a)
2
8
( max
θ∈[a,b]
u(θ) + ε) for all θ ∈ [a, b]. (3.22)
If each branch of the set {θ ∈ R : u(θ) > 0} has length less than α0, that
is b − a ≤ α0 < 2
√
2. From (3.22) we derive that max
θ∈[a,b]
u(θ) < 8ε/(8 − α20),
which is an estimate to the positive part of u. Hence we get an estimate of
u on [0, T ] as
max
θ∈[0,T ]
u(θ) <
8ε
8− α20
. (3.23)
Under the assumption (I), we can estimate the lower bound of fϵ(u, u′) by
using (3.23), that is
fϵ(u(θ), u
′(θ)) >
C
ϵk−1
, θ ∈ [0, T ].
By using this inequality in (3.17) we have
u′′(θ) + u(θ) >
Cg(θ)
ϵk−1
− ϵ, θ ∈ [0, T ]. (3.24)
Then by integrating both sides of (3.24) over the interval [0, T ] and applying
the estimation (3.23), we get
C1ϵ ≥
∫ T
0
u(θ)dθ >
C
ϵk−1
∫ T
0
g(θ)dθ − T ϵ,
which is a contradiction when k > 1 and ϵ is small enough. Hence there
exists an interval (a, b) such that u(θ) > 0 for θ ∈ (a, b) and b− a ≥ α0.
Under the assumption (II), we get min
θ∈[0,T ]
g(θ) > 0. Let u(θ0) = max
θ∈[0,T ]
u(θ),
then u′′(θ0) ≤ 0 and u′(θ0) = 0. We can still estimate the lower bound of
fϵ(u(θ0), u′(θ0)) by applying (3.23). Similarly, as for derivating (3.24), we
get
u(θ0) >
Cg(θ0)
ϵk−1
− ϵ > C
ϵk−1
min
θ∈[0,T ]
g(θ)− ϵ,
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which contradicts (3.23) when k > 1 and ϵ is small enough.
Now we give the conditions for the solvability of (3.3).
Theorem 3.3.4. Assume (I) or (II) holds. Let k > 1 and g(θ) be a 2π/m-periodic
continuous function. If m > 2, then problem (3.3) with l ∈ [0, 1] has a 2π/m-
periodic positive solution.
Proof. Let T = 2π/m in Theorem 3.3.1 withm ∈ N, and let u be the periodic
solution of (3.17) given by Theorem 3.3.1. If m > 2, then 2π/m ≤ 2π/3 <
2
√
2. Let ϵ be small enough, it follows by Lemmas 3.3.2 and 3.3.3 that u(θ) >
0 for all θ ∈ [0, 2π/m] when m > 2 . Hence u(θ) > 0 for all θ ∈ R since u is
2π/m−periodic. So, γϵ(u) = u+ ϵ and
fϵ(u, u
′) =
1
(u+ ϵ)[(u+ ϵ)2 + lu′2]
k−2
2
.
It follows that u + ϵ is a 2π/m-periodic solution of (3.3) when m > 2 and ϵ
is small enough.
To study the case m = 2 (i.e.g(θ) is π-periodic), we need more estimates as
follows
Lemma 3.3.5. Let l = 0, and let g be a positive continuous function. Assume
u(θ) > 0 for all θ ∈ (a, b) and u(a) = u(b) = 0. If k > 1, b − a < π and ϵ is
small enough, then
π − (b− a) ≤ Cϵ kk−1 . (3.25)
Proof. Let ϕ(θ) = sin( θ−ab−aπ). Multipling (3.17) with ϕ and then integrating
both sides of the equation over interval [a, b], we have∫ b
a
(
g(θ)
(ϵ+ u)k−1
− ϵ+
(
π
b− a
)2
u− u
)
ϕdθ = 0. (3.26)
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By simple calculation we have
F (u+ ϵ) :=
g(θ)
(ϵ+ u)k−1
− ϵ+
(
π
b− a
)2
u− u
=
g(θ)
(ϵ+ u)k−1
+
[(
π
b− a
)2
− 1
]
(ϵ+ u)−
(
π
b− a
)2
ϵ
≥
min
θ∈[0,T ]
g(θ)
(ϵ+ u)k−1
+
[(
π
b− a
)2
− 1
]
(ϵ+ u)−
(
π
b− a
)2
ϵ.
To estimate F , we consider function h(t) = Dt−(k−1) + Mt for t > 0,
where D = min
θ∈[0,T ]
g(θ) > 0 and M = π2/(b− a)2 − 1 > 0 since b −
a < π. Then h(t) ≥ h(t0) = C0D1/kM (k−1)/k for all t ≥ 0, where t0 =
(k − 1)1/kD1/k/M 1/k and C0 = k(k − 1)1/k−1. Hence,
F (u+ ϵ) ≥ k(k − 1) 1k−1D 1kM k−1k −
(
π
b− a
)2
ϵ.
This and (3.26) imply that
k(k − 1) 1k−1 min
θ∈[0,T ]
g
1
k
(
π2
(b− a)2 − 1
) k−1
k
−
(
π
b− a
)2
ϵ ≤ 0.
By simplifying this inequality we get (3.25).
Theorem 3.3.6. Let l = 0, and g(θ) be a π-periodic positive continuous function.
If k ∈ (1, 3), then problem (3.3) has a π-periodic positive solution.
Proof. Let T = π in Theorem 3.3.1, and u be the periodic solution of (3.17)
given by Theorem 3.3.1. If u(θ) ≥ −ϵ/2 for all [0,π], then γϵ(u(θ)) = u(θ)+ϵ
for all θ ∈ R since u is π-periodic. We get that u + ϵ is a positive solution
of problem (3.3). Otherwise u(θ0) < −ϵ/2 for some θ0 ∈ [0,π], and we
can derive a contradiction for small ϵ as follows. Lemma 3.3.2 shows that
max
θ∈[0,π]
u(θ) > 0 for small ϵ. Hence we have two intervals (a, b) and (b, c)
such that c − a ≤ π, u(a) = u(b) = u(c) = 0, u(θ) > 0 for θ ∈ (a, b) and
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u(θ) < 0 for θ ∈ (b, c). Without loss of generality, we choose interval (b, c)
such that θ0 ∈ (b, c). Then we have
max
θ∈(a,b)
|u(θ)| ≥ |u(θ0)| > ϵ
2
. (3.27)
Let ϵ be small enough, by using Lemma 3.3.5 we have π−(b−a) < Cϵk/(k−1).
Hence,
c− b ≤ π − (b− a) < Cϵk/(k−1). (3.28)
This inequality implies that c − b → 0 when ϵ → 0+. If ϵ is small, then the
interval (b, c) can be estimated by the small quantity ϵk/(k−1). To estimate
the bound of c− b from below, we consider the Dirichlet problem⎧⎪⎨⎪⎩ u
′′(θ) = g(θ)fϵ(u, u′)− u− ϵ, θ ∈ (b, c),
u(b) = u(c) = 0.
(3.29)
Since u(θ) < 0 for all θ ∈ (b, c), for small ϵ we have
|g(θ)fϵ(u, u′)− u− ϵ| < C/ϵk−1 + max
θ∈[b,c]
|u(θ)|. (3.30)
Using (3.30) and the Green function we can estimate the solution u of (3.29)
by
|u(θ)| ≤
C/ϵk−1 + max
θ∈[b,c]
|u(θ)|
c− b
∣∣∣∣(c− θ) ∫ θ
b
(s− b)ds+ (θ − b)
∫ c
θ
(c− s)ds
∣∣∣∣
=
(c− θ)(θ − b)
2
(
C/ϵk−1 + max
θ∈[b,c]
|u(θ)|
)
≤ (c− b)
2
8
(
C/ϵk−1 + max
θ∈[b,c]
|u(θ)|
)
, θ ∈ (b, c).
If ϵ is small enough, we get c−b < 2 by (3.28), hence (c− b)2/[8− (c− b)2] >
0. It follows that
max
θ∈(b,c)
|u(θ)| ≤ (c− b)
2
8− (c− b)2
C
ϵk−1
.
This and (3.27) show that c − b > C1ϵ k2 . If k < 3, then it contradicts (3.28)
when the parameter ϵ is small.
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From Theorems 3.3.4 and 3.3.6, we get the main conclusion of this chapter
as following:
Theorem 3.3.7. Let k ∈ R and l ∈ [0, 1]. Assume that g(θ) is a 2π/m-periodic
continuous function with m ∈ N. If g(θ) is positive and m > 2, then problem
(3.3) with l ∈ [0, 1] is solvable for all k > 1. If g(θ) is positive and m = 2, then
problem (3.3) with l = 0 is solvable for all k ∈ (1, 3). If the nontrivial function
g(θ) is nonnegative and m > 2, then problem (3.3) with l = 0 is solvable for all
k > 1.
By Theorem 3.3.7, we see that (3.2) with n = 2 is solvable for all k > 1when
the positive continuous function g(θ) is 2π/m-periodic for m > 2. Ob-
viously, Theorem 3.3.7 gives a sufficient condition on the existence of solu-
tions to equation (3.3) and consequently the solution to the dualMinkowski
problem for all k > 1 in 2-dimensions. For the case m = 3, the density
function g of a given measure is not π-periodic, and hence not even. In this
sense, we get a more general sufficient condition in Theorem 3.3.7 for the
existence of solution to the 2-dimensional dual Minkowski problem than
the one in [37] which solves the problem for the case of even measure and
k ∈ [1, 2]. Moreover, we give a new method to study the solvability of (3.4)
for all k > 1, which needs neither a priori estimate to the solution of (3.4)
required in [1, 18, 42, 42], nor the Blaschke-Santalo´ inequality.
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Chapter 4
An application of variational
method to a Lp Minkowski
problem
4.1 General
Lutwak showed in [51] that for each Firey’s p-sum (p ≤ −1) there is an
associated Brunn-Minkowski theory. The existence and uniqueness of the
generalized Minkowski problem was also obtained in [23,51] in the case of
even positive functions on Sn. Later, Lutwak and Oliker in [52] established
the regularity of the solutions for this case. The corresponding Monge-
Ampe`re equation for the Lp Minkowski problem related to Firey’s p-sum
is:
det(uij + uδij) = u
−(p+1)f, (4.1)
45
where f(x) is a positive function on the unit sphere Sn, u is the supporting
function of a convex body, uij is the convariant differentiation of u on Sn.
By using the theories of partial differential equations, the existence and
regularity of the Lp Minkowski problem was studied by Guan and Lin [55]
and Chou and Wang [17]. Guan-Lin [55] derived a solution for the case
of p > n. Chou-Wang [17] solved the problem for p > n as well as for
polytopes when p < −1. For the case p = −1, the problem becomes the
well-known classical Minkowski problem dealing with existence, unique-
ness, regularity and stability of closed convex hyper-surfaces. The major
contributions to this problem are due to Minkowski, Aleksandrov, Fenchel,
Jessen and Lewy (see [9, 11, 13, 15, 54, 56, 57, 62]).
In this chapter, we consider an application of variational method to the
solvability of the Lp Minkowski problem in two dimensions, that is the
following equation [14,74].
u′′ + u = g(x)u−(1+p), x ∈ R. (4.2)
where p ≥ 0 and g(x) is a 2π−periodic positive function. Equation (4.2) is
also used to study the generalized curve shortening problem [17, 42]. For
g(x) ≡ 1, Andrews solved the problem for all real p in [4]. For g(x) ̸≡ 1, the
existence of solutions of problem (4.2) has been studied under different as-
sumptions on g and the ranges of p. For the case p = 0, Gage and Li [27,28]
studied this problem when g is smooth data; Stancu solved this case when
g(x) is a discrete measure. Ai et al. got a π− periodic solution of problem
(4.2) under the assumption that g(x) is a π−periodic andB−nondegenerate
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function [1]. Jiang obtained a 2π− periodic solution of problem (4.2) under
B−nondegenerate assumption on 2π− periodic data g(x) [42].
The variational method has been applied to study (4.2) for more general
assumptions on g(x) and larger range of p. For example, Umanskiy stud-
ied (4.2) when g(x) is a periodic function of period T < 1 in [74] for all
p ̸∈ {0, 2}. For p ∈ [0, 2), Chen showed that (4.2) has a periodic solution
when the periodic function g(x) is positive at some points. Dou and Zhu
in [20] showed that (4.2) has a π/2 periodic solution if p ≥ 2 and the π/2−
periodic continuous function g is positive at one point; more recently, Sun
and Long [79] studied (4.2) when the nonnegative function g is integrable
over S. The key point of solving (4.2) mentioned-above is to deal with
the problem caused by the nonlinearity u−(1+p) which is singular when
u→ 0+.
By the exponential mapping transformation, problem (4.2) becomes
− w′′ + w′2 + 1 = g(θ)e
(p+2)w∫
S g(θ)e
pwdθ
. (4.3)
Problem (4.3) is a nonlinear elliptic problem with a gradient term. Let S be
the unit circle parameterized by the angle θ. LetH1(S) be the Hilbert space
equipped with the usual norm
∥w∥ =
{∫
S
w′2(θ) + w2(θ)dθ
}1/2
.
In the following, we replace
∫
S by
∫
for simplicity. If g(θ) is a nonnegative
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L1(S) function, the functional of (4.3) is well defined in H1(S) as
I(w) =
1
2
∫
e−2w(θ)dθ − 1
2
∫
e−2w(θ)w′2(θ)dθ
+
1
p
ln
(∫
g(θ)epw(θ)dθ
)
, w(θ) ∈ H1(S).
(4.4)
To the authors’ knowledge, it seems that (4.4) is a new functional. In this
chapter, we firstly study the solution of (4.3) by the critical points of func-
tion I . Then using the solution of (4.3) to construct the solution of (4.2).
4.2 Preliminaries
In this section, we give two lemmas, which are the basis in the following
proofs for our theorems. Let
G(w) =
∫
e−2w(θ)dθ −
∫
e−2w(θ)w′2(θ)dθ − 1, w(θ) ∈ H1(S). (4.5)
Then I in (4.4) and G in (4.5) are Fre´chet differentiable which are listed as
follows.
Lemma 4.2.1. Let g(θ) be a nonnegative L1(S) function, then the functionals
I(w) and G(w) are C1 in H1(S), and
I ′(w)ϕ =
∫
e−2ww′2ϕdθ −
∫
e−2ww′ϕ′dθ −
∫
e−2wϕdθ
+
(∫
g(θ)epwdθ
)−1 ∫
g(θ)epwϕdθ, for all w,ϕ ∈ H1(S).
(4.6)
Remark 4.2.2. Moreover, if w ∈ C2(S) we have
I ′(w)ϕ =
∫
e−2w(w′′ − w′2 − 1)ϕdθ
+
(∫
g(θ)epwdθ
)−1 ∫
g(θ)epwϕdθ, for all ϕ ∈ H1(S).
(4.7)
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Proof. We first show that I is Fre´chet differentiable inH1(S) and then prove
that I ′(w) is continuous. For any w,ϕ ∈ H1(S), let
J(w,ϕ) =
∫
e−2ww′2ϕdθ −
∫
e−2ww′ϕ′dθ −
∫
e−2wϕdθ +
∫
g(θ)epwϕdθ∫
g(θ)epwdθ
.
We claim: for any ε > 0 there exists a δ = δ(ε, w) such that
|I(w + ϕ)− I(w)− J(w,ϕ)| ≤ ε∥ϕ∥, (4.8)
provided that ∥ϕ∥ < δ. Therefore I is Fre´chet differentiable and I ′(w)ϕ =
J(w,ϕ), which shows that (4.6) is true. By calculating, we have
I(w + ϕ)− I(w)− J(w,ϕ) = 1
2
∫
(e−2(w+ϕ) − e−2w)dθ +
∫
e−2wϕdθ︸ ︷︷ ︸
(I)
+
1
2
∫
(−e−2(w+ϕ)(w′ + ϕ′)2 + e−2ww′2)dθ −
∫
e−2w(w′2ϕ− w′ϕ′)dθ︸ ︷︷ ︸
(II)
+
1
p
ln
(∫
g(θ)ep(w+ϕ)dθ
)
− 1
p
ln
(∫
g(θ)epwdθ
)
−
∫
g(θ)epwϕdθ∫
g(θ)epwdθ︸ ︷︷ ︸
(III)
.
(4.9)
To estimate the left term of (4.8), we also need the Sobolev embedding, i.e.
|w|∞ ≤ c1∥w∥ for any w ∈ H1(S). (4.10)
Now, using (4.10) we estimate (I), (II) and (III) respectively as follows,
|(I)| =
∣∣∣∣12
∫
(e−2(w+ϕ) − e−2w)dθ +
∫
e−2wϕdθ
∣∣∣∣
= 2
∣∣∣∣∫ (e−2(w+η1(θ)η2(θ)ϕ)η1(θ)ϕ2dθ∣∣∣∣ ,where 0 < η1, η2 < 1
≤ 2e2(|w|∞+|ϕ|∞)|ϕ|22 ≤ 2e2c1(∥w∥+∥ϕ∥)∥ϕ∥2.
(4.11)
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(II) =
1
2
∫
(−e−2(w+ϕ)(w′ + ϕ′)2 + e−2ww′2)dθ −
∫
e−2w(w′2ϕ− w′ϕ′)dθ
=
∫
(e−2(w+η3(θ)ϕ)(w′ + ϕ′)2ϕdθ −
∫
e−2w(w′ + η4(θ)ϕ′)ϕ′dθ
+
∫
w−2w(w′ϕ′ − w′2ϕ)dθ
= 2
∫
(e−2(w+η3(θ)ϕ)(w′ + η5(θ)ϕ′)ϕ′ϕdθ −
∫
e−2wη4(θ)ϕ′2dθ
− 2
∫
(e−2(w+η3(θ)η6(θ)ϕ)w′2η3(θ)ϕϕ′dθ,
|(II)| ≤
(
e2c1(∥w∥+∥ϕ∥)(1 + c1∥w∥2) + e2c1∥w∥
)
∥ϕ∥2. (4.12)
(III) =
1
p
ln
[∫
gep(w+ϕ)dθ − ∫ gepwdθ∫
gepwdθ
+ 1
]
−
{∫
gepwdθ
}−1 ∫
gepwϕdθ
=
1
p
ln
[
p
∫
gep(w+η7(θ)ϕ)ϕdθ∫
gepwdθ
+ 1
]
−
{∫
gepwdθ
}−1 ∫
gepwϕdθ.
Note that ln(1+x)x = 1− x/2 + o(x) as x→ 0 and∣∣∣∣∫ gep(w+η7(θ)ϕ)ϕdθ∣∣∣∣ ≤ c1∥ϕ∥epc1(∥w∥+∥ϕ∥) ∫ g(θ)dθ.
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As ∥ϕ∥ → 0, we have
(III) =
∫
gep(w+η7(θ)ϕ)ϕdθ∫
gepwdθ
− (1
2
+ o(1))
{∫
gep(w+η7(θ)ϕ)ϕdθ∫
gepwdθ
}2
−
{∫
gepwdθ
}−1 ∫
gepwϕdθ
=
p
∫
gep(w+η7(θ)η8(θ)ϕ)η7(θ)ϕ2dθ∫
gepwdθ
− (1
2
+ o(1))
{∫
gep(w+η7(θ)ϕ)ϕdθ∫
gepwdθ
}2
,
hence
|(III)| ≤ c21pepc1(∥w∥+∥ϕ∥)
∫
gepwdθ∫
gdθ
(
1 + c21pe
pc1(∥w∥+∥ϕ∥)
∫
gepwdθ∫
gdθ
)
∥ϕ∥2.
(4.13)
Let
c(g, w) = 2e2c1(∥w∥+1) + e2c1(∥w∥+1)(1 + c1∥w∥2) + e2c1∥w∥
+ c21pe
pc1(∥w∥+1)
∫
gepwdθ∫
gdθ
(
1 + c21pe
pc1(∥w∥+1)
∫
gepwdθ∫
gdθ
)
and δ(ε, w) = min(1, ε3c(g,w) , ε). Combing (4.10)-(4.13) we have (4.8).
To prove that I ′(w) is continuous, we let wn → w in H1(S). Then wn → w
in Cα(S) for α < 1/2, and |e−2wn − e−2w|∞ → 0. Hence, it is easy to see that
sup
∥ϕ∥≤1
∣∣∣∣∫ e−2wnϕ− e−2wϕdθ∣∣∣∣ ≤ c|e−2wn − e−2w|∞ = o(1),
sup
∥ϕ∥≤1
∣∣∣∣∫ g(θ)epwnϕdθ∫ g(θ)epwndθ −
∫
g(θ)epwϕdθ∫
g(θ)epwdθ
∣∣∣∣ = o(1).
Moreover, we have∣∣∣∣∫ e−2wnw′2n ϕ− e−2ww′2ϕdθ∣∣∣∣+ ∣∣∣∣∫ e−2wnw′nϕ′ − e−2ww′ϕ′dθ∣∣∣∣
≤ c1∥ϕ∥ec1∥wn∥∥wn − w∥2 + c1∥ϕ∥∥w∥2
∣∣e−2wn − e−2w∣∣∞
+ ∥ϕ∥ec1∥w∥∥wn − w∥+ ∥ϕ∥∥wn∥
∣∣e−2wn − e−2w∣∣∞
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Combing those inequalities, if wn → w in H1(S), we have
∥I ′(wn)− I ′(w)∥ = sup
∥ϕ∥≤1
∣∣I ′(wn)ϕ− I ′(w)ϕ∣∣
≤ sup
∥ϕ∥≤1
∣∣∣∣∫ e−2wnw′2n ϕ− e−2ww′2ϕdθ∣∣∣∣
+ sup
∥ϕ∥≤1
∣∣∣∣∫ e−2wnw′nϕ′ − e−2ww′ϕ′dθ∣∣∣∣+ sup∥ϕ∥≤1
∣∣∣∣∫ e−2wnϕ− e−2wϕdθ∣∣∣∣
+ sup
∥ϕ∥≤1
∣∣∣∣∫ g(θ)epwnϕdθ∫ g(θ)epwndθ −
∫
g(θ)epwϕdθ∫
g(θ)epwdθ
∣∣∣∣
= o(1).
The Fre´chet differentiable of functional G(w) is similar as I(w).
Theorem 4.2.3. The Lagerange Theorem: LetX be a Banach space,X∗ be the dual
space of X and J1, J2 : X → R be functionals of the class C1(X). Let w ∈ X be
a point of a minimum of the function J1 under the condition J2 = c0, where c0 is
a constant, that is
J1(w) = min
v∈X,J1(v)=c0
J1(v).
Then there exist constants λ1,λ2 which are not simultaneously equal to zero, and
λ1J
′
1(w) + λ2J
′
2(w) = 0, in X
∗.
4.3 The variational frame and existence of solution
The following are main results of this chapter.
Theorem 4.3.1. Assume that g(x) is πk periodic(k > 1), continuous nonnegative
function. Then problem (4.2) has solution for all p > 0.
To prove Theorem 4.3.1 by using variational method, we let k ∈ N, γ be a
constant and
Mγ,k =
{
w ∈ H1(S)|
∫
S
e−2w − e−2ww′2(θ)dθ = γ, w(θ + π
k
) = w(θ)
}
.
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It is clear to see thatMγ,k ̸= ∅ for γ > 0. In this sectionwe find theminimum
of the functional −I onM1,k. Let {un} ⊂M1,k satisfy that
c = lim
n→+∞−I(un) = infu∈M1,k−I(u)
= −1
2
− 1
p
sup
u∈M1,k
ln
(∫
gepw(θ)dθ
)
< +∞,
(4.14)
where c could be −∞. In the following we show that {un}∞n=1 is bounded
in H1(S) and c > −∞ when k > 1. We firstly give a priori estimates of the
minimum and maximum of those un on S as
Lemma 4.3.2. Let k ∈ N. There exists a constant c0 such that
max
θ∈S
un(θ) ≥ c0 and min
θ∈S
un(θ) ≤ ln 2π
2
, for all n ∈ N. (4.15)
Proof. If max
θ∈S
un(θ) → −∞, we have
∫
g(θ)epwn(θ)dθ → 0, hence c = +∞
which contradicts with the definition of c in (4.14). This shows that the first
part of (4.15) is true. For any u ∈M1,k with k ∈ N we have
2πe
−2min
θ∈S
u(θ) ≥
∫
S
e−2w(θ)dθ >
∫
S
e−2w(θ) − e−2w(θ)w′2(θ)dθ = 1.
It follows that min
θ∈S
u(θ) < ln 2π2 , which shows that (4.15) is true for un ∈
M1,k.
Furthermore we can get the lower bound for {min
θ∈S
un(θ)}∞n=1.
Lemma 4.3.3. If k > 1, there exists c1 > −∞ such that
min
θ∈S
un(θ) ≥ c1, for all n ∈ N. (4.16)
Proof. We apply an approximate process to prove this lemma. Since C1(S)
is dense in H1(S) and G(u) in Lemma 4.2.1 is C1(H1(S)) functional, there
exist a sequence of C1(S) functions wn ∈Mγn,k satisfying
lim
n→+∞ |γn − 1|+ ∥un − wn∥ = 0 (4.17)
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Let wn(αn) = min
θ∈S
wn(θ) and wn(βn) = max
θ∈S
wn(θ). Then∫ αn+πk
αn
e−2wn(θ) − e−2wn(θ)w′2n (θ)dθ =
γn
2k
. (4.18)
Without loss of generality, we assume that αn < βn < αn + πk . By Ho¨lder
inequality and simple calculation we get
|e−wn(αn) − e−wn(βn)|2 =
∣∣∣∣∫ βn
αn
(e−wn)′dθ
∣∣∣∣2 ≤ |αn − βn| ∫ βn
αn
e−2wnw′2n dθ,
(4.19)
and
|e−wn(αn) − e−wn(βn)|2 = |e−wn(αn+πk ) − e−wn(βn)|2
≤
∣∣∣αn + π
k
− βn
∣∣∣ ∫ αn+πk
βn
e−2wnw′2n dθ.
(4.20)
Without loss of generality, let βn − αn = τnπk where τn ∈ (0, 12 ] are param-
eters, then αn + πk − βn = (1−τn)πk . From (4.18)-(4.20) we get the following
two estimates
|e−wn(αn) − e−wn(βn)|2 ≤ τnπ
2
k2
(
e−2wn(αn) − γn
2π
)
,
|e−wn(αn) − e−wn(βn)|2 ≤ max{τnπ
2k
,
(1− τn)π
2k
}
∫ αn+πk
αn
e−2wnw′2n dθ
=
(1− τn)π
2k
(∫ αn+πk
αn
e−2wndθ − γn
2k
)
≤ 1− τn
2
π2
k2
(
e−2wn(αn) − γn
2π
)
.
We see that τn < 1−τn2 for τn ∈ (0, 13) and τn ≥ 1−τn2 for τn ∈ [13 , 12 ]. Hence ,
|e−wn(αn) − e−wn(βn)|2 ≤ π
2
3k2
(
e−2wn(αn) − γn
2π
)
. (4.21)
By using the Sobolev inequality together with (4.15) and (4.17) we see that
the set {wn(βn)}∞n=1 is bounded from below and {γn} is a bounded se-
quence. If {wn(αn)} is unbounded, by multiplying inequality (4.21) with
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e2wn(αn) then setting n→ +∞, we get ewn(αn)−w(βn) = o(1), hence
|1− o(1)|2 ≤ π
2
3k2
(1− o(1)) ,
which contradicts with k > 1. So {wn(αn)} is unbounded from below. This
together with (4.17) and the Sobolev inequality gives (4.16)
Now we prove that {un}∞n=1 is bounded in H1(S).
Lemma 4.3.4. If k > 1, then {un}∞n=1 is bounded in H1(S).
Proof. Since {un}∞n=1 ⊂M1,k, by applying the reverse Ho¨lder inequality we
derive that∫
S
e−2un(θ)dθ = 1 +
∫
S
e−2un(θ)u′n(θ)dθ
≥ 1 +
{∫
S
e2un(θ)dθ
}−1{∫
S
|u′n(θ)|dθ
}2
.
It follows that∫
S
e2un(θ)dθ
∫
S
e−2un(θ)dθ ≥
∫
S
e−un(θ)dθ +
{∫
S
|u′n(θ)|dθ
}2
. (4.22)
We see that un ∈ M1,k is π−periodic function for all n ∈ N. Then by using
the Blaschke-Santalo´ inequality we have∫
S
e2un(θ)dθ =
∫
S
e2un(θ)dθ
∫
S
e−2un(θ)
(
1− u′2) dθ ≤ 4π2. (4.23)
Let c1 be a constant given by (4.16). By combing (4.22), (4.23) and (4.16) we
have{∫
S
|u′n(θ)|dθ
}2
≤ 4π2
∫
S
e−2un(θ)dθ ≤ 8π3e−2minθ∈S un(θ) ≤ 8π3e−2c1 . (4.24)
By (4.15) and (4.16) we see that {min
θ∈S
un(θ)}∞n=1 is bounded. This together
with (4.24) implies that {un}∞n=1 is bounded in L∞(S), that is, there is a
constant C1 > 0 such that
|un|L∞(S) < C1. (4.25)
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Using the Blaschke-Santalo´ inequality together with (4.16) and (4.25), we
have
1 + e−2C1
∫
S
u′2n (θ)dθ ≤ 1 +
∫
S
e−2unu′n(θ)dθ =
∫
S
e−2un(θ)dθ ≤ 2πe−2c1 .
Then we have ∫
S
u′2n (θ)dθ < e
2C1
(
2πe−2c1 − 1) . (4.26)
It follows from (4.25) and (4.26) that {un}∞n=1 is bounded in H1(S).
If k > 1, by Lemma 4.3.4 we see that there exists a subsequence of {un}(still
denote it by {un} in the following) and u0 ∈ H1(S) such that
un
n→+∞−→ u0,weakly in H1(S). (4.27)
Moreover, u0 is a minimum of −I , which is proved in the following.
Lemma 4.3.5. Let u0 be given by (4.27). If k > 1, then u0 is a minimum of
functional −I onM1,k, that is, −I(u0) = inf
u∈M1,k
−I(u).
Proof. By using (4.27) and the compact imbedding from H1(S) to Cα(S)
with α ∈ [0, 1/2], we see that
un
n→+∞−→ u0, strongly in C0(S).
Hence we have
lim
n→+∞
∫
S
e−2un(θ)dθ =
∫
S
e−2u0(θ)dθ, (4.28)
lim
n→+∞
∫
S
g(θ)epun(θ)dθ =
∫
S
g(θ)epu0(θ)dθ, (4.29)
and
lim
n→+∞
∫
S
u′2n (θ)e
−2undθ ≥
∫
S
u′20 (θ)e
−2u0dθ. (4.30)
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We thus get that
lim
n→+∞
∫
S
u′2n (θ)e
−2undθ =
∫
S
u′20 (θ)e
−2u0dθ. (4.31)
Otherwise, by (4.30) we have lim
n→+∞
∫
S u
′2
n (θ)e
−2undθ >
∫
S u
′2
0 (θ)e
−2u0dθ,
which together with (4.28) and un ∈M1,k implies that∫
S
e−2u0(θ) − e−2u0(θ)u′20 (θ)dθ > 1.
Then there exists t0 > 0 such that∫
S
e−2u0(θ) − e−2u0(θ)u′20 (θ)dθ = 1 + t0. (4.32)
Combing (4.14), (4.28), (4.29) and (4.32), we get that
−I(u0) = −1− t0
2
− lim
n→+∞
1
p
ln
(∫
S
g(θ)epundθ
)
= lim
n→+∞−I(un)−
t0
2
= c− t0
2
,
where c is given by (4.14). And there exists α0 > 0 such that
∫
S e
−2(un+α0)−
e−2(un+α0)u′2(θ)dθ = 1, that is, un + α0 ∈ M1,k. Obviously we see that
1 + t0 = e2α0 . It follows that
−I(u0 + α0) = 1
2
∫
S
e−2(u0+α0)u′2(θ)− e−2(u0+α0)dθ
− 1
p
ln
(∫
S
g(θ)ep(u0+α0)dθ
)
= −I(u0) + 1− e
−2α0
2
∫
S
e−2u0 − e−2u0u′2(θ)dθ − α0
= −I(u0) + e
2α0 − 1
2
− α0
= c− α0 < c,
which contradicts with the definition of c in (4.14). By using (4.28)-(4.29)
and (4.31), we have
−I(u0) = lim
n→+∞−I(un) = infu∈M1,k−I(u) = c,
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which is the end of the proof.
Now we apply Theorem 4.2.3 to get the main conclusion of this chapter.
Theorem 4.3.6. Assume that p > 0, and g(θ) is a πk−period function in L1(S)
with k > 1. Then there exists a solution for (4.3) in the weak sense of
0 =
∫
e−2uu′2ϕdθ −
∫
e−2uu′ϕ′dθ −
∫
e−2uϕdθ
+
(∫
g(θ)epudθ
)−1 ∫
g(θ)epuϕdθ,
(4.33)
for all ϕ ∈ H1(S).
Proof. Since u0 is a minimum of −I on M1,k in Lemma 4.3.5. We apply
Theorem 4.2.3 with X = H1(S) and get
−λ1I ′(u0) + λ2G′(u0) = 0,
where λ1 and λ2 are not simultaneously equal to zero. For any ϕ(θ) ∈
H1(S), we have
−λ1
(∫
e−2u0u′20 ϕdθ −
∫
e−2u0u′0ϕ
′dθ −
∫
e−2u0ϕdθ
)
= λ2
(∫
g(θ)epu0dθ
)−1 ∫
g(θ)epu0ϕdθ,
(4.34)
Let ϕ = 1 in (4.34), we derive that
λ2 = −λ1
(∫
e−2u0u′20 dθ −
∫
e−2u0dθ
)
= λ1 ̸= 0. (4.35)
Hence (4.33) follows from (4.34) and (4.35).
Proof of Theorem 4.3.1. Let u0 be the solution of (4.3). If g ∈ C0(S) then u0 ∈
C2(S). Let v =
(∫
g(θ)epu0dθ
)−1/(p+2)
e−u0 , then v ∈ C2(S) and
v′′ + v =
g(θ)
vp+1
.
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Chapter 5
Summary and Further Research
5.1 Summary
This thesis focuses on the existence and estimates of solutions to various
elliptic equation models, including a sub-elliptic equation and a nonlinear
elliptic equation with negative exponent. The main results achieved in this
thesis are summarized as follows.
1. To study the partial Schauder estimates of solution to the sub-elliptic
equation, we firstly introduce some new concepts about Dini con-
tiouous and Ho¨lder continuous in a plane for functions, which can be
regarded as an extension from the classical concept of Dini continu-
ous and Ho¨lder continuous. Then, by using the perturbation argu-
ment we decompose the difference of the second partial derivative of
solution at any two different points as the sum of a Newton potential
and a sequence of ∆Hn-harmonic functions. Since the ∆Hn-harmonic
function is sufficiently smooth, the partial Schauder estimates are de-
59
rived by using the smoothness of the Newton potential and the sum
of a sequence of∆Hn-harmonic functions.
2. To study the solvability of the dual Minkowski problem in two di-
mensions, we establish a nonlinear differential equation with a small
parameter by using the truncated technique. Then we derive the
existence of periodic solutions to the truncated equation by using
Poincare´’s map and fixed point theorem. A prior estimates to the
periodic solution of the truncated equation is also obtained by using
the Green function and the eigenfunction of a differential operator.
Base on these results, we establish that the dual Minkowski problem
is solvable in two dimensions when the data function is positive and
2π/3− periodic.
3. The model related to the Lp Minkowski problem is a nonlinear dif-
ferential equation with negative exponent, and its solution should be
a positive function. The critical point theory has to be applied in a
positive cone which consists of positive functions when applying the
variational method. To overcome this kind of difficulties, we firstly
transform it into a nonlinear elliptic problem with a gradient term,
then give the variational functional defined on the whole space in-
stead of a positive cone. This treatment helps us to apply the varia-
tional method directly to study the solvability of the Lp Minkowski
problem.
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5.2 Further research
In this thesis, we develop the truncated technique and the variationalmethod
to establish the existence of solution to the nonlinear elliptic equation with
negative exponent. we also derive the partial Schauder estimate to the solu-
tion of a special sub-elliptic equation by using the perturbation argument.
Based on the framework established in this thesis, the following areas are
proposed for further study.
One of the areas for further research is to study the partial Schauder esti-
mate of the solution to the sub-elliptic equation in general form. The key
point is to establish some estimates to the related Green function.
Another area for further research is to study the solvability of the dual
Minkowski problem in two dimensions for general data functions instead
of the data function with some symmetry conditions. The key step is to de-
velop an appropriate truncated equation model to derive good estimates
for the solution.
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