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From bird flocks to fish schools, animal groups often seem to react to environmental 
perturbations as if of one mind. Most studies in collective animal behaviour have aimed 
to understand how a globally ordered state may emerge from simple behavioural rules. 
Less effort has been devoted to understanding the origin of collective response, namely 
the way the group as a whole reacts to its environment. Yet collective response is the 
adaptive key to survivor, especially when strong predatory pressure is present. Here we 
argue that collective response in animal groups is achieved through scale-free 
behavioural correlations.  By reconstructing the three-dimensional position and velocity 
of individual birds in large flocks of starlings, we measured to what extent the velocity 
fluctuations of different birds are correlated to each other. We found that the range of 
such spatial correlation does not have a constant value, but it scales with the linear size 
of the flock. This result indicates that behavioural correlations are scale-free: the 
change in the behavioural state of one animal affects and is affected by that of all other 
animals in the group, no matter how large the group is. Scale-free correlations extend 
maximally the effective perception range of the individuals, thus compensating for the 
short-range nature of the direct inter-individual interaction and enhancing global 
response to perturbations. Our results suggest that flocks behave as critical systems, 
poised to respond maximally to environmental perturbations.  
 
 
Introduction  
 
Of all distinctive traits of collective animal behaviour the most conspicuous is the emergence 
of global order, namely the fact that all individuals within the group synchronize to some 
extent their behavioural state [1,2,3]. In many cases global ordering amounts to an alignment 
of the individual directions of motion, as in bird flocks, fish schools, mammal herds and in 
some insect swarms [4,5,6]. Yet, global ordering can affect also other behavioural states, as it 
happens with the synchronous flashing of tropical fireflies [7] or the synchronous clapping in 
human crowds [8].  
The presence of order within an animal group is easy to detect. However, order may 
have radically different origins, and discovering what is the coordination mechanism at the 
basis of order is not straightforward. Order can be the effect of a top-down centralized control 
mechanisms (for example, due to the presence of one or more leaders), or it can be a bottom-
up self-organized feature emerging from local behavioural rules [9]. Distinguishing between 
these two types of global ordering is not trivial. In fact, the prominent difference between the 
centralized and the self-organized paradigm is not order, but response.   
Collective response is the way a group as a whole reacts to its environment. For 
gregarious animals under strong predatory pressure collective response is vital. The 
remarkable thing about a flock of birds is not merely the globally ordered motion of the 
group, but the way the flock dodges a falcon’s attack. Collective response is the trademark of 
self-organized order as opposed to centralized one. Consider a group where all individuals 
follow a leader. Such system is strongly ordered, as everyone moves in the same direction. 
Yet, there is no passing of information from individual to individual and hence behavioural 
fluctuations are independent: the change of direction of one animal (different from the leader) 
has very little influence on that of other animals, due to the centralized nature of information 
transfer. As a consequence, collective response is very poor: unless detected directly by the 
leader, an external perturbation does not elicit a global reaction by the group.  Response, 
unlike order, is the real signature of self-organization. Centralized global order, on the 
contrary, does not grant collective response. 
In self-organized groups the efficiency of collective response depends on the way 
individual behavioural changes, typically forced by localized environmental perturbations, 
succeed in modifying the behaviour of the whole group. This key process is ruled by 
behavioural correlations. Correlation is the expression of an indirect information transfer 
mediated by the direct interaction between the individuals: two animals that are outside their 
range of direct interaction (be it visual, acoustic, hydrodynamic or any other) may still be 
correlated if information is transferred from one to another through the intermediate 
interacting animals. The turn of one bird attacked by a predator has an influence not only 
over the neighbours directly interacting with it, but also over all birds that are correlated to it. 
Correlation measures how the behavioural changes of one animal influences that of other 
animals across the group. Behavioural correlations are therefore ultimately responsible for 
the group’s ability to respond collectively to its environment. 
Of course, behavioural correlations are the product of inter-individual interaction. Yet 
interaction and correlation are different things and they may have a different spatial span. 
Interaction is local in space and its range is typically quite short. A former study [10] showed 
that in bird flocks the interaction range is of the order of few individuals (about seven). On 
the other hand, the correlation length, namely the spatial span of the correlation, can be 
significantly larger than the interaction range, depending chiefly on the level of noise in the 
system. An elementary example is the game of telephone: a player whispers a phrase into her 
neighbour’s ear. The neighbour passes on the message to the next player and so on. The 
direct interaction range is equal to one, whereas the correlation length, i.e. the number of 
individuals the phrase can travel before being corrupted, can be significantly larger than one, 
depending on how clearly the information is transmitted at each step.  
Although the correlation length is typically larger than the interaction range, in most 
biological and physical cases it is significantly smaller than the size of the system. For 
example, in bacteria the correlation length was found to be much smaller than the size of the 
swarm [11,12]. In this case parts of the group that are separated by a distance larger than the 
correlation length are by definition independent from each other and therefore react 
independently to environmental perturbations. Hence, the finite scale of the correlation 
necessarily limits the collective response of the group. 
However, in some cases the correlation length may be as large as the entire group, no 
matter the group’s size. When this happens we are in presence of scale-free correlations 
[13,14]. The group cannot be divided into independent sub-parts, because the behavioural 
change of one individual influences and is influenced by the behavioural change of all other 
individuals in the group. Scale-free correlations imply that the group is, in a strict sense, 
different from and more than the sum of its parts [15]. The effective perception range of each 
individual is as large as the entire group and it becomes possible to transfer undamped 
information to all animals, no matter their distance, making the group respond as one. Here, 
we provide experimental evidence that bird flocks exhibit scale-free correlations and we 
discuss under what conditions such correlations may arise in animal groups. 
Results 
 
We measured the three-dimensional positions and velocities of individual birds within large 
flocks of starlings (Sturnus vulgaris) in the field [16]. Data were taken at sunset over a major 
roosting site in Rome in the winter months of 2005-2007. Analyzed flocks ranged from 122 
to 4268 individuals [17,18,19], two orders of magnitude larger than any previously studied 
animal group in three dimensions. The degree of global ordering in a flock is measured by the 
so-called polarization Φ,  
  
€ 
Φ =
1
N
 v i
vii=1
N
∑  ,                    (1) 
where   
€ 
 v i is the velocity of bird i and N is the total number of birds within the flock. The 
polarization is zero if the individual velocities are pointing in different directions, while it is 
close to one if most of them are nearly parallel. In fact, a nonzero value of Φ means that there 
is net motion of the centre of mass. Polarization is therefore used as a standard measure of 
global order in the study of collective animal behaviour [20,21]. In all analyzed flocks we 
found very high values of the polarization (see Table S1 in the Supporting Information). The 
average value over all 24 flocks is Φ=0.96±0.03 (standard deviation), confirming the visual 
impression of strongly ordered birds’ velocities (see Fig.1A for a two-dimensional projection 
of the individual three-dimensional velocities).  
However, as we have stressed above, order tells us little about collective response. To 
learn something about response we must study how the fluctuations in the behavioural state 
(in this case the velocity) of one bird are correlated to those of another bird. Let us introduce 
for each bird i the fluctuation around the mean flock’s velocity,  
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 u i =
 v i −
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N
∑        ,                          (2) 
which is nothing else than the bird’s velocity in the centre of mass reference frame. The 
spatial mean of the velocity fluctuations is zero by construction, 
  
€ 
 u i = 0i=1
N
∑           .                                    (3) 
Relation (3) encodes the obvious fact that there cannot be overall net motion in the centre of 
mass reference frame.  
In Fig.1C we report the probability distribution of the modulus of the full velocity (the 
speed) and of the modulus of the velocity fluctuations in a typical flock. The modulus of the 
fluctuations  
€ 
 u i  is on average much smaller than that of the velocities  
€ 
 v i. This is expected, 
because the polarization is very large and thus the fluctuations around the mean are small. 
Yet, despite their small values, the velocity fluctuations contain a great deal of information, 
as it is clear from an inspection of Fig.1B. Even in such two-dimensional projection of a 
three-dimensional flock it is possible to detect the presence of large domains where the 
fluctuations are nearly parallel to each other (see Fig.S1 in the Supporting Information for 
another flock). The existence of these domains is not a consequence of the fact that birds are 
all flying in the same direction, because the overall centre of mass velocity has been 
subtracted in equation (2). Hence, what Fig.1B shows is the presence of strong spatial 
correlations: the change of heading of a bird within one of these domains is highly correlated 
to that of all birds within the same domain. Previous studies on starling flocks have shown 
that each bird interacts on average with 7 neighbours [10]. From Fig.1B it is clear that the 
correlated domains contain much more than 7 birds. Hence, the span of spatial correlation is 
significantly larger than the interaction range. To quantify the size of the domains we define 
in three dimensions the correlation function of the fluctuations,  
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where 
€ 
δ(r − rij )  is a smoothed Dirac delta-function selecting pairs of birds at mutual distance 
r (see Methods) and   
€ 
 u i ⋅
 u j = uixu jx + uiyu jy + uizu jz . The correlation function measures the 
average inner product of the velocity fluctuations of birds at distance r. A large value of C(r) 
implies that the fluctuations are nearly parallel, and thus strongly correlated. Conversely, 
when the fluctuations are anti-parallel, and therefore anti-correlated, the correlation function 
has a negative value. On the other hand, when the fluctuations are uncorrelated, pointing in 
random directions, the correlation function averages to zero. 
The typical form of C(r) in starling flocks is reported in Fig.2A (for other samples see 
Fig.S2 in the Supporting Information). At short distances the correlation is close to 1, it 
decays with increasing r, becoming negative at large inter-individual distances (for r larger 
than the flock’s size C(r) is no longer defined). Such behaviour indicates that within a flock 
there is either strong correlation (short distance) or strong anti-correlation (large distance), 
whereas in no range of r the correlation function is consistently equal to zero, as one would 
expect in the case of absence of correlation. This phenomenon can be seen at a qualitative 
level in Fig.1B: each correlated domain has an anti-correlated domain with opposite 
fluctuations. Their mutual negative correlation must not be misunderstood for an absence of 
correlation: the latter case would imply a random distribution of orientations and therefore a 
correlation function equal to zero over a finite interval, at variance with the correlation 
functions we find. We note that the presence of correlated/anti-correlated domains pairs, and 
therefore the fact that the correlation function is positive and negative, is a trivial 
consequence of the fact that the spatial average of   
€ 
 u i  is zero (equation (3)). However, what is 
highly not trivial is the fact that just two domains (the minimum number) span the entire 
system. 
In order to explain the behaviour of C(r) we introduce the correlation length ξ, which 
can be defined as the zero of the correlation function, 
€ 
C(r = ξ) = 0           .                      (5) 
The value of ξ coincides with the average size of the correlated domains (see Methods and 
Fig.S3 in the Supporting Information). Indeed, the fact that the correlation function changes 
sign at 
€ 
r = ξ  translates the fact that when we increase r we pass from correlated to anti-
correlated domains in the flock. What is the typical value of ξ? A former study showed that 
the interaction range has a constant value in units of birds (about 7 individuals), rather than in 
units of meters [10]. Hence, one may naively expect that the correlation length too has a 
constant ‘topological’ value (units of individuals), rather than a constant metric value. What 
we find is however completely different, and somewhat surprising: we measured the 
correlation length in all analysed flocks and found that ξ does not have a constant value, 
neither in unit of birds, nor in unit of meters. Rather, the correlation length grows linearly 
with the size of the flock L (Fig.2C). Accordingly, correlated domains in starling flocks are 
larger the larger the flock. 
A correlation length that is proportional to the system size implies that correlations 
are scale-free. Let us briefly recall how this works. In general, we can write the leading 
contribution to the correlation function in the following way [13, 14], 
€ 
C(r) = 1
ξ γ
g r /ξ( )          ,          (6) 
where g(x) is a dimensionless scaling function. As we have seen, we find that the correlation 
length grows with the flock’s size L; this result can be formalized as, 
€ 
ξ(bL) = b ξ(L)          ,              (7) 
where b is a generic scaling factor. By plugging (7) into the general relation (6) we obtain, 
€ 
C(r;L) = bγ C(br;bL)             .             (8) 
By choosing b=1/r, we finally obtain the following form for the correlation function in 
starling flocks, 
€ 
C(r;L) = 1rγ f (r /L)            .              (9) 
Equation (9) explains the meaning of the expression ‘scale-free’: the correlation between 
birds does not have any characteristic length scale apart from the trivial one fixed by the size 
of the flock, L. The correlation length ξ defined above is not an intrinsic length scale, for it is 
proportional to L. The scaling function
€ 
f (r /L) in (9) embodies the effect of the flock’s finite 
size on the correlation function. To get rid of such effect and find the asymptotic correlation 
function 
€ 
C∞(r) , we simply ask what is the correlation between two birds at distance r within 
a very large flock; to answer this question we perform the limit 
€ 
L→∞  in (9) and get, 
€ 
C∞(r) =
1
rγ f (0) ≈
1
rγ              .               (10) 
Equations (9) and (10) make the main point of our work: the empirical observation that the 
correlation length is proportional to L  (Fig.2C and equation (7)) implies that correlations in 
starling flocks are scale-free and that the asymptotic correlation function is a power law.  
What is the value of γ? The sharpest way to work out the value of this exponent is to 
calculate the derivative of the finite size correlation function with respect to the rescaled 
variable x = r/ξ. According to equation (6), when we evaluate this derivative at the zero of the 
correlation function, i.e. at x =1, we obtain, 
€ 
C'(x =1) = 1
ξγ
g'(1) ≈ − 1
ξγ
≈ −
1
Lγ          .           (11) 
Hence, the rescaled correlation function at its zero should flatten (lower derivative) in larger 
flocks. In Fig.3A we plot several correlation functions vs. the rescaled variable x = r/ξ: up to 
experimental error the curves seem to collapse quite well one onto the other, with no clear 
evidence of a flattening of the derivative for larger flocks, indicating that γ in eq. (11) has a 
very small value. In the inset of Fig.3C we report for all the analyzed flocks the absolute 
value of the derivative in zero vs. ξ. What we observe is indeed a very weak decrease of the 
derivative with increasing correlation length. The best fit to equation (11) gives a very small 
exponent (
€ 
γ = 0.19 ± 0.08, with Reduced Chi Square-RCS= 0.045), but the data are equally 
compatible with a logarithmic decay (RCS=0.040), and even with a constant value of the 
derivative, equivalent to γ=0 or no decay (RCS=0.059). The data barely span one order of 
magnitude, so it would be unwise to commit to any of these fits. However, what the data 
positively demonstrate is that the value of γ is very low indeed.  
This result is rather startling. In a non-scale-free system, the asymptotic correlation 
between two individuals drops to zero when their distance gets larger than ξ. On the contrary, 
in a scale-free system the asymptotic correlation is never zero, but it nevertheless decays, 
albeit as a power law, 
€ 
1/rγ . However, if gamma is barely different from zero, as it seems to 
be the case in starling flocks, then the asymptotic correlation (i.e. the correlation within 
infinitely large flocks) practically does not decay with the distance. From equation (8) we see 
that an almost zero value of γ implies that two birds 1m apart in a 10m wide flock are as 
strongly correlated as two birds 10m apart in a 100m wide flock. Behavioural correlations in 
starling flocks are therefore not simply scale-free, but in fact they are unusually long-ranged. 
To better understand the significance of scale-free correlations it is useful to see what 
happens in the non-scale-free case. To this aim we use synthetic data (see Methods). In each 
flock we substitute the actual velocity fluctuations with a set of synthetic random vectors 
correlated according to the following asymptotic correlation function, 
€ 
ˆ C ∞(r) =
1
r γ exp −r /λ( )        .      (12) 
We have used the hat to distinguish this synthetic correlation function from the biological 
one. In contrast with (10), the synthetic correlation function (12) is clearly not scale-free, as 
the decay rate λ (which we can arbitrary tune) fixes a spatial scale, and the correlation is 
exponentially suppressed for r > λ. Hence, the finite size correlation function 
€ 
ˆ C (r;L) , 
calculated according to definition (4), does not obey the scale-free relation (9). When λ is 
small, domains are also small (Fig.4A) and 
€ 
ˆ C (r;L)  is consistently equal to zero beyond 
distances of order λ (Fig. 4C). This means that portions of the flock separated by a distance 
larger than λ are uncorrelated and behave independently. The correlation length ξ is a 
constant, approximately equal to λ, and it does not scale with L. As we increase λ the size of 
the synthetic domains grows and the correlation function becomes more and more long-
ranged (Fig.4C), but nothing qualitative changes as long as λ<L.  
On the other hand, if the decay rate λ is larger than the size L of the flock, then all 
possible values of the inter-individual distance r are much smaller than λ, and therefore the 
exponential in (12) is always well approximated by 1. In this case the asymptotic correlation 
function of the synthetic data decays as a scale-free power law,  
€ 
ˆ C ∞(r) ≈
1
r γ                  ,                  (13) 
exactly as in the case of real flocks, eq.(10). We therefore expect that in the scale-free limit 
(13) the synthetic finite-size correlation function must become equal to that of real flocks, 
provided that we choose a value of γ that is small enough. This is exactly what we find: the 
synthetic correlation function (Fig. 4C) and the synthetic domain size and correlation length 
(Figs. 4B and 4D) become barely distinguishable from their biological counterparts when the 
scale-free form (15) holds, i.e. in the regime λ>L.  
So far we have studied the correlations of the orientation of the velocity (equation 
(4)). However, when we compute the correlation function of the speed (i.e. the modulus of 
the velocity - see Methods for details) we find an identical linear scaling with L of the 
corresponding correlation length (Figs. 2B and 2D). Hence, speed correlations are scale-free, 
exactly as orientation correlations. Moreover, the analysis of γ (Fig. 3B and inset) gives a 
very small value for this exponent, exactly as for the orientation (
€ 
γ = 0.19 ± 0.11 - RCS=0.10; 
logarithmic decay, RCS=0.068; constant-no decay, RCS=0.097). Therefore, speed 
fluctuations too are very long-ranged, almost not decaying with the distance.  
The speed is a stiffer mode than the orientation, as it is more costly for a bird to 
change its speed (accelerate/decelerate) than its heading. Hence, the fact that both orientation 
and speed are scale-free correlated means that birds are able to transfer across the flock their 
whole dynamical state. In flocking, any external perturbation, and in particular predation, is 
likely to directly cause a change of velocity (direction, modulus, or both) of a small subset of 
birds that first detect the perturbation. Such localized change must transmit to the whole flock 
to produce a collective response. We do not focus here on the time-scale for this to happen, 
but on the very possibility for the information to reach the whole group, irrespective of the 
time needed to do this. In a group with finite correlation length ξ the fluctuation of the 
dynamical state gets damped beyond ξ. On the contrary, in a flock where correlations in both 
speed and orientation are scale-free, and where the power-law exponent γ is very small, 
information can reach the whole group without damping. Therefore, scale-free correlations 
are the key to collective response in bird flocks. 
 
 
Discussion 
 
Significant spatial correlations have already been observed in bacteria swarms [11,12]. In 
[12] it was found that for large enough densities of the bacterial swarm the correlation length 
becomes several body-lengths long. However, in bacteria the correlation function decays 
exponentially and the correlation length remains much shorter than the swarm size: 
correlation, as well as interaction, is short-ranged. What we find in starling flocks is different: 
the correlation function is a scale-free power-law and the correlation length scales with the 
group’s size; hence, interaction is short-ranged, but correlation is long-ranged. If a correlation 
length larger than the interaction range is likely to be a common trait of self-organized 
groups, scale-free correlations seem the landmark of a qualitatively different kind of 
collective animal behaviour, characterized by a superior level of collective response.  
Under what conditions scale-free correlations appear? What scale-free correlations 
teach us about the inter-individual coordination mechanism? First, there is no need to 
postulate the existence of complicated coordination mechanisms to explain scale-free 
correlations: simple behavioural rules based on imitation, as those used in most numerical 
models [20,21,22], are compatible with scale-free correlations. Indeed there are several 
statistical models based on simple alignment rules that develop scale-free correlations under 
certain circumstances [13]. The key point is not the rule, but the noise. Given a reasonable 
behavioural rule (for example, align your velocity to that of your neighbours), correlation 
strongly depends on the level of noise in implementing such rule. In a thermal system noise is 
due to the temperature, whereas in animal groups it is introduced by the inevitable individual 
error in obeying to any behavioural rule.  Ordinarily, in self-organized systems the lower is 
the noise, the longer the range of the correlation. In this context order and correlation have a 
common origin: they are both large when the noise level in the system is low. Hence, it may 
be expected that bird flocks, which as we have seen are highly ordered, also exhibit strong 
correlations. In this case order, correlation and response would all be a consequence of the 
capability of flocking birds to obey a certain set of behavioural rules allowing very little 
tolerance, irrespective of the level of environmental perturbation the flock may undergo. 
However, the relationship between noise and correlation may be more complex than 
that just described. In some cases, correlation (and hence response) reaches a maximum at a 
specific level of the noise. If noise is lowered below such critical level, order continues to 
grow, while correlation of the fluctuations actually decreases. This is what happens when a 
critical point is present. A classic example is ferromagnetism: below the critical temperature 
the global magnetization grows, but the local fluctuations around the global magnetization 
become less correlated. In this case order and correlation are decoupled: increasing the 
degree of order in the system (by lowering the noise below the critical point) makes the 
behavioural state of the individuals more stable, but also less sensitive to neighbouring 
behavioural changes. Such higher behavioural inertia depresses, instead of enhancing, the 
correlation and the global response of the group. Too much noise, on the other hand, equally 
destroys correlation, so that the system must contain just the right amount of noise to produce 
maximum response. For this reason, only at the critical point correlations are scale-free. In 
most physical systems criticality is obtained by tuning some external parameter regulating the 
noise (as the temperature) to its critical value. In the case of flocks, however, the critical 
value of the noise, i.e. of the random deviation from the coordination rules, must be 
evolutionary hard-wired into birds’ behaviour. 
Discriminating between the two scenarios above (very low noise vs. criticality) is 
difficult. We know too little about the actual inter-individual coordination mechanisms to 
conclude anything for sure. If scale-free correlations of a ‘soft’ degree of freedom as the 
orientation may be expected also off a critical point, the fact that a ‘stiff’ mode as the speed is 
scale-free correlated seems however to indicate that some kind of criticality might in fact be 
present in starling flocks. Indeed, as we discuss in the Supporting Information, scale-free 
correlations of a stiff degree of freedom are difficult to obtain by simply decreasing the noise 
in the system. Too low a noise level in a hard-to-change behavioural mode, as speed is, can 
cause an excessive behavioural inertia, which in turn depresses correlation and global 
response. For this reason criticality is perhaps a more likely scenario for our results. 
Whatever is the origin of the scale-free behaviour, though, the very low value of the exponent 
γ that we find, i.e. the fact that the correlation is almost not decaying with the distance, is by 
far and large the most surprising and exotic feature of bird flocks. How starlings achieve such 
a strong correlation remains a mystery to us. 
Criticality is not uncommon in biological systems made up of many interacting 
components. In particular, it has an important role in neurosciences: both experiments [23] 
and mathematical models [24] indicate that assemblies of neurons develop long-range 
correlations and large response as the result of criticality. There is an intriguing similarity 
with what we find in bird flocks: in both cases being critical is a way for the system to be 
always ready to optimally respond to an external perturbation, be it a sensory stimulus as in 
the case of neural assemblies, or a predator attack as in the case of flocks. Commonalities 
between animal groups and neural systems have already been noted and discussed in the 
literature [25,26]. Our empirical results, together with further study on the role of criticality 
in animal groups, may contribute to move the fascinating ‘collective mind’ metaphor to a 
more quantitative level. 
 
 
Materials and Methods 
Empirical observations. Data were taken from the roof of Palazzo Massimo – Museo 
Nazionale Romano, in the city centre of Rome, in front of one of the major roosting sites 
used by starlings during winter. Birds spend the day feeding in the countryside and come 
back to the roost in the evening, about one hour before sunset. Before settling on the trees for 
the night, starlings gather in flocks of various sizes and perform what is called ‘aerial 
display’, namely an apparently purposeless dance where flocks move and swirl in a 
remarkable way. By using stereometric digital photogrammetry and computer vision 
techniques we reconstructed the individual 3D positions and 3D velocities in 24 flocking 
events. A flocking event is a series of consecutive shots of a flock at a rate of 10 frames-per-
seconds. Analyzed flocks had different number of birds (from 122 to 4268 individuals) and 
different linear sizes (from 9.1m to 85.7m meters). The details of the 3D reconstruction of the 
positions can be found in Ref. [18, 19]. An algorithm similar to that used to solve the 
problem of the stereometric matching was used to perform the dynamical matching (or 
tracking), i.e. to associate to each bird’s coordinates at time t its corresponding coordinates at 
time t+dt. In our case the time interval between two consecutive reconstructions was 
dt=0.1sec. From this dynamical pair one can work out the velocity as the ratio between 
displacement and time. The efficiency of our dynamical matching algorithm, defined as the 
ratio between the number of matched birds and the original number of birds, is 0.77 on 
average. 
Correlation function. The correlation function C(r) defined in (4) is calculated by averaging 
the inner (or scalar) product of the velocity fluctuations of all pairs of birds with mutual 
distance in the interval (r, r+dr), where dr sets the discrete scale of C(r). In this sense it must 
be interpreted the smoothed Dirac-delta in equation (4). The correlation function is 
normalized in such a way to give C(r=0)=1.The integral over r between 0 and L (size of the 
flock) of the numerator of equation (4) is zero thanks to equation (3), 
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∫         .        (14) 
As a consequence, the numerator in (4) must have a zero in the interval [0:L], and therefore 
the same holds for the whole function C(r). Thanks to this condition we can define the 
correlation length ξ as in equation (5). The correlation function of the velocity modulus, the 
speed, is defined as, 
€ 
Csp (r) =
ϕ i ⋅ϕ j δ(r − rij )
ij
∑
δ(r − rij )
ij
∑
           ,               (15) 
where the delta-function has the same meaning as explained above and where, 
  
€ 
ϕ i =
 v i −
1
N
 v kk=1
N
∑             ,                   (16) 
is the (scalar) fluctuation of the speed with respect to the global mean. The same arguments 
used for the velocity fluctuations hold also for the speed fluctuations, so that Csp(r) must have 
a zero, ξsp.  
Size of the domains. The correlation length ξ provides a good estimate of the size of the 
correlated domains. To check this point we computed the size of the domains in an 
alternative way, by diagonalizing the covariance matrix  
€ 
Cij =
 u i ⋅
 u j .  The N-dimensional 
eigenvector wmax relative to the maximum eigenvalue of this matrix defines the direction of 
maximal mutual alignment of the fluctuations, i.e. the average orientation of the largest 
correlated domain. Defining this eigenvector is useful, because if bird i belongs to the 
correlated domain, then the i component of the eigenvector wmax is significantly different 
from zero. This is the rigorous way to identify the birds belonging to a correlated domain. 
Once the domain is defined, we calculate the domain’s size using the median of the mutual 
distances of the birds belonging to it. In Fig.S2 we report the domains’ size thus calculated as 
a function of the correlation length ξ. The clear linear correlation, with angular coefficient 
very close to 1, shows that ξ is indeed a good estimate of the domains size. 
Synthetic random velocities. At each instant of time a flock is characterized by a set of 3D 
coordinates (the birds positions  
€ 
 x i) and of 3D vectors (the fluctuations   
€ 
 u i around the mean 
velocity). Given a flock, we keep the actual 3D positions, but replace the 3D fluctuations 
with a set of random vectors   
€ 
 w i (synthetic fluctuations), drawn with a distribution whose 
covariance matrix is given by, 
  
€ 
 w (x) ⋅  w (x + r) = exp(−r /λ)(a + r)γ             .          (17)  
The length λ sets the decay rate of the synthetic correlation, whereas the factor a simply 
makes the correlation non-singular in r = 0. When λ>>L the exponential is always unity, and 
the correlation becomes a power law with exponent γ. Not any power makes a power-law 
scale-free, though. In three dimensions the power law is actually scale-free only for γ < 3, 
whereas if γ > 3 the correlation length does not scale linearly with L and the correlation is 
effectively short-ranged. As we have seen in the main text, in order to have a good agreement 
with the biological data we need to use a very small value of this exponent. Practically 
speaking, any value γ < 1 gives synthetic results compatible with the biological ones, within 
the experimental error. 
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Fig.1 A. Two-dimensional projection of the velocities of the individual birds within a starling flock 
at a fixed instant of time (flock 28-10; 1246 birds, linear size L=36.5m). Vectors are scaled for 
clarity. The flock is strongly ordered and the velocities are all aligned. B. Two-dimensional 
projection of the individual velocity fluctuations in the same flock at the same instant of time 
(vectors scaled for clarity). The velocity fluctuation is equal to the individual velocity minus the 
centre of mass velocity, and therefore the spatial average of the fluctuations must be zero. Large 
domains of strongly correlated birds are clearly visible. C. Normalized probability distribution of 
the absolute value of the individual velocities and of the absolute value of the velocity fluctuations 
(same flock as in A and B). The velocity fluctuations are much smaller in modulus than the full 
velocities.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2 A. The correlation function C(r) is the average inner product of the velocity fluctuations of 
pairs of birds at mutual distance r. This correlation function therefore measures to what extent the 
orientations of the velocity fluctuations are correlated. The function changes sign at r=ξ, which 
gives a good estimate of the average size of the correlated domains (flock 28-10). B. The 
correlation function Csp(r), on the other hand, measures the correlations of the fluctuations of the 
modulus of the velocity, i.e.  the speed. This correlation function measures to what extent the 
variations with respect to the mean of the birdsʼ speed are correlated to each other. The speed 
correlation function changes sign at a point r=ξsp, which gives the size of the speed-correlated 
domains (flock 28-10). Both correlation functions in panels A and B are normalized as to give 
C(r=0)=1. C. The orientation correlation length ξ is plotted as a function of the linear size L of the 
flocks. Each point corresponds to a specific flocking event and it is an average over several 
instants of times in that event. Error bars are standard deviations. The correlation length grows 
linearly with the size of the flock, ξ = aL , with a=0.35 (Pearson correlation test: n=24, r=0.98, 
P<10-16), signalling the presence of scale-free correlations. B. Also in the case of the correlation 
function of the speed, the correlation length ξsp grows linearly with the size of the flock, ξsp = aL, 
with a=0.36 (Pearson: n=24, r=0.97, P<10-15). Error bars are standard deviations. 
 
 
                      
 
 
Fig.3 A. The correlation functions of all flocks are plotted vs. the rescaled variable x = r/ξ. Inset: 
the modulus of the derivative of the correlation function with respect to the rescaled variable x, 
evaluated at x=1, plotted vs. the correlation length ξ. The derivative is almost constant with 
ξ, indicating that the exponent γ in the scale-free asymptotic correlation is very close to zero. B. 
Same as in A for the speed correlation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4: Random synthetic velocities. In each flock we replace the actual birdsʼ velocity fluctuations 
with a set of synthetic random vectors correlated over a length λ that we can arbitrarily tune (see 
text). The synthetic fluctuations are located at the same positions as birds in a real flock (in this 
figure we used flock 28-10, the same as in Fig.1). A. Synthetic fluctuations in the non-scale-free 
case, λ=0.05L. The domains are quite small and have a size comparable to λ. B. Synthetic 
fluctuations for λ=4L. In this scale-free limit the domains are very similar to the actual biological 
ones displayed in Fig.1B. C. Synthetic correlation functions 
€ 
ˆ C (r,L)  for various values of the 
decay length λ. By increasing λ the synthetic correlation function becomes more and more long-
ranged and it finally becomes very close to the actual biological one in the scale-free regime λ>L. 
D. Synthetic correlation length ξSYNTH, as a function of the decay length λ (each point is an 
average over 50 synthetic samples; errors bars are standard deviations). As long as λ is smaller 
than the size of the flock L, ξSYNTH grows following λ. However, in the scale-free regime, λ>L, 
ξSYNTH saturates to a value very close to the actual biological one.  
SUPPORTING INFORMATION 
 
What is information transfer? 
Our statement that scale-free correlation is necessary to transmit undamped 
information across the system seems to contradict the ordinary physical fact that waves 
can coherently travel for a length that is generally much larger than the correlation length 
of the system. Sound propagation in the air (where the correlation length is very short) is 
the most obvious example of such phenomenon. One may thus object that orientation or 
density waves propagating across the flock could transport information even in absence 
of scale-free correlations. 
It is certainly true that a perturbation can propagate across the flock even with a 
short correlation length. However, this does not automatically mean that information is 
transferred. In order to transform perturbation into information a nontrivial process of 
encoding and decoding is needed: for example, information may be encoded in speech, 
which is propagated as sound, and decoded again into information by the recipient. If all 
is well, the state of the recipient is then changed in a useful and permanent way as a result 
of such information transfer. One may suggest that, similarly, a panic wave triggered by a 
predator at one end of the flock may travel to birds at the other end and change their 
cognitive state in a useful way (‘switch to panic’). However, even though some 
information is actually transferred (‘panic’), this is absolutely insufficient to make the 
flock respond collectively: the cognitive change of state of the birds is not telling them in 
what direction to turn, nor how to keep cohesion in the group, nor how to respond 
coherently. Travelling waves do not encode all this essential information. 
A far more effective way to transmit information consists in transferring a 
perturbation that changes the state of the individuals in a directly useful and permanent 
way, without the need of any process of decoding: for example, a bird changes direction 
of motion as a result of an attack, heading away from the predator. This change is 
transferred to all correlated birds, so that they all change their heading in a similar and 
permanent way. There is no need to interpret the transferred perturbation, as it is directly 
useful to each recipient to get away from the predator. In this case perturbation and 
information are the same thing. Unlike a passing wave, which in absence of decoding 
leaves unaltered the final state of the bird, information transferred through correlation 
makes a permanent change in the dynamical state of the individual, which is essential to 
achieve collective response. 
In physical terms, we may say that, in absence of decoding, what is needed to 
transfer permanent information is a finite response at zero frequency, namely a finite 
static susceptibility, the span of which is regulated by the static correlation length. For 
example, oscillatory speed waves (nonzero frequency) could propagate through the flock, 
but they would leave unaltered the dynamical state of the birds after they have passed. In 
order to change the speed of the entire flock permanently (and thus usefully) one needs a 
finite response at zero frequency of the speed fluctuations, and hence a scale-free 
correlation length of the modulus. This is exactly what we found in starling flocks. 
We therefore conclude that the only way to transfer directly useful information in 
a permanent way to all individuals in the flock, with no need of a complex neural process 
of encoding/decoding, is indeed to have scale-free correlation of the entire dynamical 
states of the birds. 
Spontaneous symmetry breaking and Goldstoneʼs theorem 
As we have seen the polarization of a flock is nonzero (it is in fact very large), 
and this means that velocities are globally ordered. From a physicist’s perspective this 
can be rephrased by saying that there is spontaneous breaking of the rotational symmetry.  
It may then be objected that the presence of scale-free correlations is a mere consequence 
of this symmetry breaking. Indeed, in physics whenever a continuous symmetry (as the 
rotational one) is spontaneously broken, giving rise to a nonzero order parameter (as the 
global velocity), it is possible to prove that the fluctuations transverse to the direction of 
the order parameter are scale-free correlated. This is Goldstone’s theorem [1]. For 
example, a magnet below the critical temperature develops a nonzero global 
magnetization; as a consequence, fluctuations of the spins’ orientations have infinite 
correlation length [2]. For this same reason, one may also object that long-range 
correlation is not, by itself, a symptom of criticality, because when a continuous 
symmetry is spontaneously broken there are scale-free correlations also below the critical 
point.  
 There are two replies to these objections. First, Goldstone’s theorem can only be 
proven for Hamiltonian systems. It is far from obvious whether it holds or not for a flock 
of birds, a highly complex system of which we ignore about everything. Second, when a 
continuous symmetry is spontaneously broken, not all fluctuations are scale-free 
correlated. Coming to our case, fluctuations of the modulus of the velocity (speed) do not 
need to develop scale-free correlations according to Goldstone’s theorem, because they 
have nothing to do with the rotational broken symmetry. However, as we have shown, we 
do find scale-free correlations also of the speed fluctuations. There is no obvious way to 
explain such correlation by using symmetry arguments, as Goldstone’s theorem. This 
result is quite important, as it shows that in flocks all dynamical modes are scale-free 
correlated, not only those connected to the rotational broken symmetry. It really seems 
that flocks are critical in some fundamental way. 
 
Comparison with theoretical models 
The fact that correlations in flocks are scale-free seems to be consistent with some 
theoretical and numerical studies performed in self-propelled particle systems, where the 
correlation function was found to be a power law [3,4]. The comparison, however, is not 
straightforward. First, the theoretical studies of [3,4] were performed in presence of 
periodic boundary conditions, which is clearly not the experimental situation. Second, in 
these studies there were no bounded flocks, as ‘birds’ were sparse across the entire 
periodic system. Hence, all the features we have found for the correlation function, which 
are crucially related to the presence of flocks of various finite sizes, cannot be compared 
with the theoretical predictions. Finally, in most models the modulus of the velocity is a 
constant and therefore by construction there cannot be any correlation of the modulus 
fluctuations, in contrast with what we found here. 
Event Number of birds Polarization Velocity (m/s) Flock's size L (m)
16-05 2941 0.962 15.2 79.2
17-06 552 0.935 9.4 51.8
21-06 717 0.973 11.8 32.1
25-08 1571 0.962 12.1 59.8
25-10 1047 0.991 12.5 33.5
25-11 1176 0.959 10.2 43.3
28-10 1246 0.982 11.1 36.5
29-03 440 0.963 10.4 37.1
31-01 2126 0.844 6.8 76.8 xx
32-06 809 0.981 9.8 22.2
42-03 431 0.979 10.4 29.9
48-17 871 0.886 11.2 31.1
49-05 797 0.995 13.9 19.2
54-08 4268 0.966 19.1 78.7
57-03 3242 0.978 14.1 85.7
58-06 442 0.984 10.1 23.1
58-07 554 0.977 10.5 19.1
63-05 890 0.978 9.9 52.9
69-09 239 0.985 11.8 17.1
69-10 1129 0.987 11.9 47.3
69-13 1947 0.937 9.6 44.8
69-19 803 0.975 13.8 26.4
72-02 122 0.992 13.2 10.6
77-07 186 0.978 9.3 9.1
Table S1. Polarization and other features in the analyzed flocks 
Flocking events are labelled according to session number and to the position within the session 
they belong to. The polarization is defined in eq.(1) of the main text. The linear size L of the flock 
is defined as the maximum distance between two birds belonging to the flock. The velocity is that  
of the centre of mass, i.e. the mean velocity of the group. All values are averaged over several 
instants of time during the event. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SUPPORTING FIGURES  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S1 A. This is the 2D projection of the velocities of the individual birds within a starling flock 
(event 57-03; 3242 birds - vectors scaled for clarity). B. This is the 2D projection of the individual 
velocity fluctuations in the same flock at the same instant of time as in A (vectors scaled for 
clarity). Large domains of strongly correlated birds are clearly visible. We recall that the modulus 
of the fluctuations is in fact much smaller than that of the full velocities (see Fig.1C in main text). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S2. The correlation function C(r) in four other flocks: event 49-05 (panel A); event 25-10 
(panel B); event 69-13 (panel C); event 57-03 (panel D).  The behaviour of the correlation 
function is quite stable across different flocks; only for very large values of the distance r 
boundary effects take over and the specific shape of the flock dominates the behaviour of the 
correlation function. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S3. Size of the domains calculated form the covariance matrix vs. ξ, i.e. the zero of the 
correlation function, for all analyzed flocks. There is a clear linear correlation (Pearson correlation 
test: n=24, r=0.95, P<10-11). The angular coefficient is equal to 1.16. This shows that the 
correlation length ξ is indeed an excellent estimator of the domainsʼ size. 
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