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Abstract. In this paper, an online adaptive decision fusion framework is
developed for image analysis and computer vision applications. In this
framework, it is assumed that the compound algorithm consists of several
sub-algorithms, each of which yields its own decision as a real number
centered around zero, representing the confidence level of that particular
sub-algorithm. Decision values are linearly combined with weights that are
updated online according to an active fusion method based on perform-
ing orthogonal projections onto convex sets describing sub-algorithms.
It is assumed that there is an oracle, who is usually a human operator,
providing feedback to the decision fusion method. A video-based wildfire
detection system is developed to evaluate the performance of the algo-
rithm in handling the problems where data arrives sequentially. In this
case, the oracle is the security guard of the forest lookout tower verifying
the decision of the combined algorithm. Simulation results are presented.
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1 Introduction
An online learning framework called adaptive decision fusion
(ADF) is proposed which can be used for various image
analysis and computer vision applications. In this framework,
it is assumed that the final decision is taken based on a set
of real numbers representing confidence levels of various
sub-algorithms. Decision values are linearly combined with
weights that are updated online using a novel active fusion
method based on performing orthogonal projections onto
convex sets describing sub-algorithms.
The active learning method used in this work is similar to
classifier ensembles used in pattern recognition, in which de-
cisions from different classifiers are combined using a linear
combiner.1 A multiple classifier system can prove useful for
difficult pattern recognition problems especially when large
class sets and noisy data are involved, because it allows the
use of arbitrary feature descriptors and classification proce-
dures at the same time.2
The studies in the field of collective recognition, which
were started in the middle of the 1950s, found wide applica-
tion in practice during the last decade, leading to solutions
for complex large-scale applied problems.3 One of the first
examples of the use of multiple classifiers was given by
Dasarathy and Sheela in Ref. 1, in which they introduced
the concept of composite classifier systems as a means of
achieving improved recognition system performance com-
pared to employing the classifier components individually.
The method is illustrated by studying the case of the lin-
ear/nearest neighbor classifier composite system. Kumar and
Zhang used multiple classifiers for palmprint recognition by
characterizing the user’s identity through the simultaneous
0091-3286/2011/$25.00 C© 2011 SPIE
use of three major palmprint representations and achieving
better performance than either one individually.4 A multi-
ple classifier fusion algorithm is proposed for developing an
effective video-based face recognition method.5 Garcia and
Puig present results showing that pixel-based texture classi-
fication can be significantly improved by integrating texture
methods from multiple families, each evaluated over multi-
sized windows.6 The proposed technique consists of an initial
training stage that evaluates the behavior of each considered
texture method when applied to the given texture patterns of
interest over various evaluation windows of different size.
In this paper, the ADF scheme is applied to a computer
vision-based wildfire detection problem. The system based
on this method is currently being used in more than
50 forest fire lookout towers. The proposed automatic
video-based wildfire detection algorithm is based on five
sub-algorithms: (i) slow moving video object detection,
(ii) smoke-colored region detection, (iii) wavelet transform
based region smoothness detection, (iv) shadow detection
and elimination, (v) covariance matrix based classification.
Each sub-algorithm decides on the existence of smoke in the
viewing range of the camera separately. Decisions from sub-
algorithms are combined together by the adaptive decision
fusion method. Initial weights of the sub-algorithms are de-
termined from actual forest fire videos and test fires. They are
updated by using orthogonal projections onto hyperplanes
defined by the fusion weights. It is assumed that there is an
oracle monitoring the decisions of the combined algorithm.
In the wildfire detection case, the oracle is the security guard.
Whenever a fire is detected by the system, the decision should
be acknowledged by the security guard. The decision algo-
rithm will also produce false alarms in practice. Whenever an
alarm occurs the system asks the security guard to verify its
decision. If it is incorrect, the weights are updated according
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to the decision of the security guard. The goal of the system is
not to replace the security guard but to provide a supporting
tool to help him or her. The attention span of a typical security
guard is only 20 min in monitoring stations. It is also possible
to use feedback at specified intervals and run the algorithm
autonomously at other times. For example, the weights can
be updated when there is no fire in the viewing range of the
camera, and then the system can be run without feedback.
The paper is organized as follows: ADF framework is
described in Sec. 2. Section 3 introduces the video-based
wildfire detection problem. The proposed framework is not
restricted to the wildfire detection problem. It can also be used
in other real-time intelligent video analysis applications in
which a security guard is available. In Sec. 4, each one of
the five sub-algorithms which make up the compound (main)
wildfire detection algorithm is described. In Sec. 5, experi-
mental results are presented, and the proposed online active
fusion method is compared with the universal linear predictor
and the weighted majority algorithms. Finally, conclusions
are drawn in Sec. 6.
2 ADF Framework
Let the compound algorithm be composed of M-many detec-
tion sub-algorithms: D1, . . . , DM . Upon receiving a sample
input x at time step n, each sub-algorithm yields a decision
value Di (x, n) ∈ R centered around zero. If Di (x, n) > 0, it
means that the event is detected by the i’th sub-algorithm.
Otherwise, it is assumed that the event did not happen. The
type of the sample input x may vary depending on the algo-
rithm. It may be an individual pixel, or an image region, or
the entire image depending on the sub-algorithm of the com-
puter vision problem. For example, in the wildfire detection
problem presented in Sec. 3, the number of sub-algorithms is
M=5 and each pixel at the location x of the incoming image
frame is considered as a sample input for every detection
algorithm.
Let D(x, n) = [D1(x, n) . . . DM (x, n)]T , be the vector of
decision values of the sub-algorithms for the pixel at lo-
cation x of input image frame at time step n, and w(x, n)
= [w1(x, n) . . . w M (x, n)]T be the current weight vector. For
simplicity, we will drop x in w(x, n) for the rest of the paper.
We define
yˆ(x, n) = DT(x, n)w(n) =
∑
i
wi (n)Di (x, n) (1)
as an estimate of the correct classification result y(x, n) of the
oracle for the pixel at location x of input image frame at time
step n, and the error e(x, n) as e(x, n) = y(x, n) − yˆ(x, n).
As it can be seen in Sec. 2.1, the main advantage of the
proposed algorithm compared to other related methods in
Refs. 7–10, is the controlled feedback mechanism based on
the error term. Weights of the algorithms producing an in-
correct (correct) decision is reduced (increased) iteratively
at each time step. In a weighted majority algorithm,7, 11 con-
flicting weights with the oracle are simply reduced by a factor
of 2, which is an ad-hoc approach. Another advantage of the
proposed algorithm is that it does not assume any specific
probability distribution about the data.
2.1 Set Theoretic Weight Update Algorithm
Ideally, weighted decision values of sub-algorithms
should be equal to the decision value of y(x, n) the
w(n)
w(n+1)
y (x n ) = D
T
(x n )w∗, ,
Fig. 1 Orthogonal projection: Find the vector w(n + 1) on the hyper-
plane y(x, n) = DT (x, n)w minimizing the distance between w(n) and
the hyperplane.
oracle:
y(x, n) = DT (x, n)w∗, (2)
which represents a hyperplane in the M-dimensional space,
R
M
. Hyperplanes are convex in RM . At time instant n,
DT (x, n)w(n) may not be equal to y(x, n). The next set of
weights are determined by projecting the current weight vec-
tor w(n) onto the hyperplane represented by Eq. (2). This
process is geometrically depicted in Fig. 2. The orthogonal
projection w(n + 1) of the vector of weights w(n) ∈ RM onto
the hyperplane y(x, n) = DT (x, n)w∗ is the closest vector on
the hyperplane to the vector w(n) (cf. Fig. 1).
Let us formulate the problem as a minimization problem:
min
w∗
||w∗ − w(n)||
subject to DT (x, n)w∗ = y(x, n). (3)
The solution can be obtained by using Lagrange multipliers:
L =
∑
i
[wi (n) − w∗i ]2 + λ[DT (x, n)w∗ − y(x, n)]. (4)
Taking partial derivatives with respect to w∗i :
∂L
∂w∗i
= 2(wi (n) − w∗i ) + λDi (x, n), i = 1, . . . , M, (5)
setting the result to zero:
2(wi (n) − w∗i ) + λDi (x, n) = 0, i = 1, . . . , M, (6)
and defining the next set of weights as w(n + 1) = w∗, a set
of M equations is obtained:
w(n + 1) = w(n) + λ
2
D(x, n). (7)
The Lagrange multiplier, λ, can be obtained from the condi-
tion equation:
DT (x, n)w∗ − y(x, n) = 0 (8)
as follows:
λ = 2 y(x, n) − yˆ(x, n)||D(x, n)||2 = 2
e(x, n)
||D(x, n)||2 (9)
where the error, e(x, n), is defined as e(x, n) = y(x, n)
− yˆ(x, n) and yˆ(x, n) = DT (x, n)w(n). Plugging this into
Eq. (7)
w(n + 1) = w(n) + e(x, n)||D(x, n)||2 D(x, n) (10)
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wc
w(n)
w(n+1)
w(n+2)
y(x n) = DT(x n)w∗
y(x,n+ 1) = DT(x n+ 1)w∗,
, ,
Fig. 2 Geometric interpretation: Weight vectors corresponding to
decision functions at each frame are updated as to satisfy the hy-
perplane equations defined by the oracle’s decision y(x, n) and the
decision vector D(x, n). Lines represent hyperplanes in RM . wc is the
weight vector at the intersection of the hyperplanes.
is obtained. Hence, the projection vector is calculated ac-
cording to Eq. (10).
Whenever a new input arrives, another hyperplane based
on the new decision values D(x, n) of sub-algorithms, is
defined in RM
y(x, n + 1) = DT (x, n + 1)w∗. (11)
This hyperplane will probably not be the same as y(x, n)
= DT (x, n)w(n) hyperplane as shown in Fig. 2. The next set
of weights, w(n + 2), are determined by projecting w(n + 1)
onto the hyperplane in Eq. (11). Iterated weights converge to
the intersection of hyperplanes.12, 13 The rate of convergence
can be adjusted by introducing a relaxation parameter μ to
Eq. (10) as follows:
w(n + 1) = w(n) + μ e(x, n)||D(x, n)||2 D(x, n), (12)
where 0 < μ < 2 should be satisfied to guarantee the con-
vergence according to the projections onto convex sets
theory.14–17
If the intersection of hyperplanes is an empty set, then
the updated weight vector simply satisfies the last hyper-
plane equation. In other words, it tracks decisions of the
oracle by assigning proper weights to the individual sub-
algorithms.15, 16
The relation between support vector machines and or-
thogonal projections onto halfplanes was established in Refs.
16,18 and19. As pointed out in Ref. 18, a support vector ma-
chine (SVM) is very successful in batch settings, but it cannot
handle online problems with drifting concepts in which the
data arrive sequentially.
3 Application: Computer Vision–Based Wildfire
Detection
The set theoretic adaptive decision fusion framework
described in detail in Sec. 2 with tracking capability is
especially useful when the online active learning problem
is of a dynamic nature with drifting concepts.20–22 In the
video-based wildfire detection problems introduced in this
section, the nature of forestal recordings vary over time due
to weather conditions and changes in illumination, which
makes it necessary to deploy an adaptive wildfire detection
system. It is not feasible to develop one strong fusion model
with fixed weights in this setting with drifting nature. An
ideal online active learning mechanism should keep track of
drifts in video and adapt itself accordingly. The projections in
Eq. (10) adjust the importance of individual sub-algorithms
Algorithm 1 The pseudo-code for the ADF algorithm.
Adaptive Decision Fusion (x,n)
for i = 1 to M do
wi (0) = 1M , Init ial izat ion
end for
e(x, n) = y(x, n) − yˆ (x, n)
for i = 1 to M do
wi (n + 1) ← wi (n) + μ e(x,n)||D(x,n)||2 Di (x, n)
end for
yˆ (x, n) = ∑i wi (n)Di (x, n)
if yˆ (x, n) ≥ 0 then
return 1
else
return -1
end if
by updating the weights according to the decisions of the
oracle.
Manned lookout posts are widely available in forests all
around the world to detect wild fires. Surveillance cameras
can be placed in these surveillance towers to monitor the
surrounding forestal area for possible wild fires. Furthermore,
they can be used to monitor the progress of the fire from
remote centers.
As an application of ADF, a computer vision-based
method for wildfire detection is presented in this article.
Currently, the reported average wildfire detection time is
5 min in manned lookout towers in Turkey. Security guards
have to work 24 h in remote locations under difficult cir-
cumstances. They may get tired or leave the lookout tower
for various reasons. Therefore, computer vision-based video
analysis systems capable of producing automatic fire alarms
are necessary to help the security guards reduce the average
forest fire detection time.
Cameras, once installed, operate at forest watch towers
throughout the fire season for about 6 months, which is
mostly dry and sunny in the Mediterranean region. There
is usually a guard in charge of the cameras, as well. The
guard can supply feed-back to the detection algorithm after
the installation of the system. Whenever an alarm is issued,
she/he can verify it or reject it. In this way, she/he can par-
ticipate in the learning process of the adaptive algorithm.
As described in Sec. 4, the main wildfire detection algo-
rithm is composed of five sub-algorithms. Each algorithm
has its own decision function yielding a zero-mean real num-
ber for slow moving regions at every image frame of a video
sequence. Decision values from sub-algorithms are linearly
combined and weights of sub-algorithms are adaptively up-
dated in our approach.
Notice that individual decision algorithms do not produce
binary values 1 (correct) or −1 (false), but they do produce
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Fig. 3 Snapshot of a typical wildfire smoke captured by a forest watch
tower which is 5 km away from the fire (rising smoke is marked with
an arrow).
a real number in [ − 1,1]. If the number is positive (nega-
tive), then the individual algorithm decides that there is (not)
smoke due to forest fire in the viewing range of the cam-
era. The higher the absolute value, the more confident the
sub-algorithm. Individual decision algorithms are based on
support vector machines or other classifiers, depending on
the nature of the problem.
There are several approaches on automatic (forest) fire
detection in the literature. Some of the approaches are di-
rected toward detection of the flames using infra-red and/or
visible-range cameras, and some others aim at detecting the
smoke due to wildfire.23–26 There are recent papers on sensor-
based fire detection.27–29 Infrared cameras and sensor-based
systems have the ability to capture the rise in temperature,
however, they are much more expensive compared to regular
pan-tilt-zoom (PTZ) cameras. An intelligent space frame-
work is described for indoor fire detection in Ref. 30. How-
ever, in this paper, an outdoor (forest) fire detection method
is proposed.
The flames and smoke of a wildfire can be viewed with
a regular visible-range camera. However, especially in the
early stages, it is hard for the flames of a wildfire to fall into
the viewing range of a camera mounted on a forest watch
tower due to trees and foliage occluding the scene in forestal
areas, unless the fire takes place very close to the tower. On
the contrary, smoke rising up in the forest due to a fire is
usually visible from long distances. Indeed, only plumes of
smoke fell into the viewing ranges of cameras throughout our
joint project with the Turkish General Directorate of Forestry,
which spanned a duration of 3 years. A snapshot of typical
wildfire smoke captured by a lookout tower camera from a
distance of 5 km is shown in Fig. 3.
Guillemant and Vicente26 based their method on the ob-
servation that the movements of various patterns, like smoke
plumes, produce correlated temporal segments of gray-level
pixels. They utilized fractal indexing using a space-filling
Z-curve concept along with instantaneous and cumulative
velocity histograms for possible smoke regions. They made
smoke decisions about the existence of smoke according to
the standard deviation, minimum average energy, and shape
and smoothness of these histograms. It is possible to include
most of the currently available methods as sub-algorithms in
the proposed framework and combine their decisions using
the proposed ADF method.
Smoke at far distances (> 100 m to the camera) exhibits
different spatio-temporal characteristics than nearby smoke
and fire.31–34 This demands specific methods explicitly de-
veloped for smoke detection at far distances, rather than us-
ing nearby smoke detection methods described in Refs. 33
and 35. The proposed approach is in accordance with the
“weak” artificial intelligence (AI) framework36 introduced by
Hubert L. Dreyfus, as opposed to “generalized” AI. Accord-
ing to this framework, each specific problem in AI should be
addressed as an individual engineering problem with its own
characteristics.37, 38
4 Building Blocks of Wildfire Detection Algorithm
Wildfire detection algorithm is developed to recognize the
existence of wildfire smoke within the viewing range of
the camera monitoring forestal areas. The proposed wild-
fire smoke detection algorithm consists of five main sub-
algorithms: i. slow moving object detection in video, ii.
smoke-colored region detection, iii. wavelet transform-based
region smoothness detection, iv. shadow detection and elim-
ination, v. covariance matrix-based classification, with deci-
sion functions, D1(x, n), D2(x, n), D3(x, n), D4(x, n), and
D5(x, n), respectively, for each pixel at location x of every
incoming image frame at time step n. Computationally effi-
cient sub-algorithms are selected in order to realize a real-
time wildfire detection system working in a standard PC.
The decision functions are combined in a linear manner, and
the weights are determined according to the weight update
mechanism described in Sec. 2.
Decision functions Di , i = 1, . . . , M of sub-algorithms
do not produce binary values 1 (correct) or −1 (false), but
they do produce real numbers centered around zero for each
incoming sample x . If the number is positive (negative), then
the individual algorithm decides that there is (not) smoke due
to a forest fire in the viewing range of the camera. Output
values of decision functions express the confidence level of
each sub-algorithm. The higher the value, the more confident
the algorithm.
4.1 Detection of Slow Moving Objects
The goal of this sub-algorithm is to detect slow moving re-
gions in video. Video objects at far distances to the camera
seem to move slower (px/s) in comparison to the nearby
objects moving at the same speed. Ordinary moving object
detection schemes estimate a background image and detect
moving regions by subtracting the current image frame of the
video from the estimated moving object. In order to eliminate
fast moving objects such as birds, two background images,
Bfast(x, n) and Bslow(x, n) corresponding to the scene with
different update rates are estimated, where x is the location
of the pixel at frame number n. This approach is used in left
(abandoned) or removed object detection algorithms. These
objects represent the stationary regions in image frames that
are not in the background but are present in the scene at a later
time. When a new object is brought into the scene, it is called
left (abandoned) object, and when an object is removed from
the scene it is called removed object.39, 40
In Ref. 41, a background image B(x, n + 1) at time instant
n + 1 is recursively estimated from the image frame I (x, n)
and the background image B(x, n) of the video as follows:
B(x, n + 1)
=
{
aB(x, n) + (1 − a)I (x, n) if x is stationary
B(x, n) if x is a moving pixel ,
(13)
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where I (x, n) represents the intensity value of the pixel at
location x in the n’th video frame I , and a is a parame-
ter between 0 and 1. It is assumed that the camera is sta-
tionary. Initially, Bfast(x, 0) and Bslow(x, 0) can be taken as
I (x, 0). Moving pixels are determined by thresholding the
difference between the current and previous image frames.41
Background images Bfast(x, n) and Bslow(x, n) are updated
as in Eq. (13) with different update rates. In our implemen-
tation, Bfast(x, n) is updated at every frame and Bslow(x, n)
is updated once in a second with a = 0.7 and 0.9, respec-
tively. As a result, it is possible to eliminate objects which can
enter and leave the viewing range of the camera in less than
1 s. Other slow moving regions within the viewing range of
the camera are detected by comparing background images,
Bfast and Bslow.39, 40, 42 If there exists a substantial difference
between the two images for some period of time, then an
alarm for the slow moving region is raised, and the region is
marked.
The decision value indicating the confidence level of the
first sub-algorithm is determined by the difference between
background images. The decision function D1(x, n) is de-
fined as:
D1(x, n) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−1 if |Bfast(x, n)−Bslow(x, n)|≤Tlow
2
|Bfast(x, n) − Bslow(x, n)| − Tlow
Thigh − Tlow −1 if Tlow ≤|B
fast(x, n)−Bslow(x, n)|≤Thigh
1 if Thigh ≤|Bfast(x, n)−Bslow(x, n)|
, (14)
where 0 < Tlow < Thigh are experimentally determined
threshold values. In our implementation, Tlow (Thigh) is taken
as 10 (30) on the luminance (Y) component of video. The lu-
minance component Y takes real values in the range [0, 255]
in an image.
The confidence value is 1 (−1), if the difference
|Bfast(x, n) − Bslow(x, n)| is higher (lower) than threshold
Thigh (Tlow). The decision function D1(x, n) takes real val-
ues in the range [ − 1,1] if the difference is in between
the two threshold values. The overall algorithm is not very
sensitive to the threshold values because the above equa-
tion is just a soft-decision function. Let us assume that
|Bfast(x, n)−Bslow(x, n)|=9 and then Tlow is 5 instead of 10,
then the decision function would still take a negative value
indicating that there is no motion. Instead of getting −1 it
would take − 0.68, which is not as strong as −1, but it is
still a negative decision.
Smoke due to forest fires at further distances (> 5 km)
to the camera seems to move even slower. Therefore, smoke
regions at these distances appear neither in Bfast nor Bslow
images. This results in lower difference values between back-
ground images Bslow and Bfast. In order to have substantial
difference values and detect smoke at distances further than
5 km to the camera, Bfast terms in Eq. (14) are replaced by
the current image I .
Background images in Eq. (14) can also be estimated
using more complex schemes such as Ref. 43. The method in
Ref. 41 is selected in this work because of its computational
efficiency.
4.2 Detection of Smoke-Colored Regions
Whenever a slow moving region is detected, its color content
is analyzed. Smoke due to forest fires is mainly composed of
carbon dioxide, water vapor, carbon monoxide, particulate
matter, hydrocarbons, and other organic chemicals, nitrogen
oxides, trace minerals, and some other compounds.44 Appar-
ently, the whitish-gray color of the rising plume is primarily
due to water vapor and carbon particles in the output fire com-
position. Other output chemicals, like carbon dioxide and
carbon monoxide, are not visible. We used a Gaussian mix-
ture model-based color modeling approach for flame color
detection in Ref. 34. However, we experimentally observe
that it is sufficient to use the YUV (luminance-bandwidth-
chrominance) color space without any need for sophisticated
color modeling for smoke detection because gray color val-
ues can be easily represented in the YUV color space. Ide-
ally, chrominance values (U and V) should be close to zero
in gray-colored smoke regions. Also, luminance value of
smoke regions should be high, especially at the initial phases
of a wildfire, as shown in Fig. 3. The confidence value cor-
responding to this sub-algorithm should account for these
characteristics. The decision function D2(x, n) takes values
between 1 and −1, depending on the values of the Y (x, n),
U (x, n), and V (x, n) channel values. The decision function
D2(x, n) is defined as:
D2(x, n)
=
{
1 − |U (x, n) − 128| + |V (x, n) − 128|
12
, if Y (x, n) > TI
−1, otherwise
,
(15)
where Y (x, n), U (x, n), and V (x, n) are the luminance and
chrominance values of the pixel at location x of the input
image frame at time step n, respectively. The luminance
component Y takes real values in the range [0, 255] in an
image, and the mean values of chrominance channels, U and
V , are increased to 128 so that they also take values between
0 and 255. The threshold TI is an experimentally determined
value and taken as 128 on the luminance (Y) component in
this work. The confidence level of D2(x, n) is −1 if Y (x, n)
is below TI .
4.3 Wavelet Transform-Based Region Smoothness
Detection
Wildfire smoke plumes soften the edges in image frames.
Smoke-colored, slow moving regions are further analyzed
using wavelet transform for this decision function. High fre-
quency components in images produce large coefficients
in wavelet domain.45–48 Therefore, we can compare the
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Fig. 4 Single-level wavelet decomposition of the snapshot image in
Fig. 3 obtained using hlp[n] = { 14 , 12 , 14 } and hhp[n] = {− 14 , 12 ,− 14 } as
low and high-pass filters, respectively.
high-frequency wavelet energies of the current image and
the background to confirm the existence of smoke. The main
assumption is that the background has higher frequency com-
ponents than smoke. This is a reasonable assumption for the
wildfire detection system since the forest background usu-
ally has edgy features due to the fact that forestal areas are
covered with tree foliage, leaves, branches, rocks, and other
non-smooth surfaces. For illustrative purposes, a single-level
wavelet decomposition of the snapshot image in Fig. 3 ob-
tained using hlp[n] = { 14 , 12 , 14 } and hhp[n] = {− 14 , 12 ,− 14 } as
low- and high-pass filters, respectively, is given in Fig. 4.
The energy function that represents the high frequency
content of the n’th image frame I (n) is calculated as:
Eh[I (n)] =
∑
x
|JL H (n, x)| +
∑
x
|JH L (n, x)|
+
∑
x
|JH H (n, x)|, (16)
where JL H (n), JH L (n), and JH H (n) represent the horizon-
tal, vertical, and detail sub-bands of a single stage wavelet
transform of I (n), respectively.
For the background image B(n), the energy function is
calculated as follows:
Eh[B(n)] =
∑
x
DL H (n, x) +
∑
x
DH L (n, x)
+
∑
x
DH H (x), (17)
where DL H (n), DH L (n), and DH H (n) represent the horizon-
tal, vertical, and detail sub-bands of a single stage wavelet
transform of B(n), respectively.
The ratio between the energy functions of the background
and current frames can be used to determine the likelihood
of the region containing smoke:
1(n) = Eh[B(n)]Eh[I (n)] . (18)
Since the smoke regions have low frequency characteris-
tics, the low-low sub-band of the wavelet transform image
should have the most energy. Therefore, the average energies
of plume regions in the current frame and its corresponding
LL sub-band image is expected to be close.
For a candidate smoke region Rs in the LL sub-band
image, JL L (n), its average energy is given as follows:
ERs(n) = 1N
∑
(x)∈Rs
|JL L (n, x)|2, (19)
where N is the total number of pixels in Rs. Average energy
of the corresponding region, Ro in the original image I (n) is
calculated as follows:
ERo(n) = 14N
∑
(x)∈Ro
|I (n, x)|2, (20)
where the scaling factor of 4 is used since the LL image is a
quarter-size of the original image.
The candidate regions for which the difference between
average energies is small are determined as smoke regions:
2(n) = |ERs,n − ERo,n|. (21)
The decision function D3(x, n) corresponding to this sub-
algorithm is given as follows:
D3(x, n) =
{
21(n) − 1, if 2(n) < TL L
−1, else (22)
where TL L is an experimentally determined threshold.
4.4 Shadow Detection and Removal
Shadows of slow moving clouds are a major source of false
alarms for video-based wildfire smoke detection systems.
Unfortunately, shadows of clouds have very low U and V
values, similar to the smoke regions from wildfires.
The decision function for shadow regions are de-
fined based on the shadow detection method described in
Ref. 49. Average RGB values are calculated for slow moving
regions both in the current and the background images. Let
S(n) represent a slow moving region in the image I at frame
number n. The average color vector, cI,S(n), of this region in
the image I at frame number n is calculated as follows:
cI,S(n) = 1AS(n)
⎡
⎣ ∑
x∈S(n)
rI (x, n),
∑
x∈S(n)
gI (x, n),
×
∑
x∈S(n)
bI (x, n)
⎤
⎦ , (23)
where AS(n) is the area of the slow moving region S(n), and
rI (x, n), gI (x, n), and bI (x, n) are the red, green, and blue
channel values of the pixel at location x in the n’th image
frame I . Similarly, average color vector, cB,S , of the same
region in the background image, B, is calculated as follows:
cB,S(n) = 1AS(n)
⎡
⎣ ∑
x∈S(n)
rB(x, n),
∑
x∈S(n)
gB(x, n),
×
∑
x∈S(n)
bB(x, n)
⎤
⎦ , (24)
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where rB(x, n), gB(x, n), and bB(x, n) are the red, green,
and blue channel values of the pixel at location x in the
background image frame B at frame number n. We used
the background image Bslow as the background image in our
implementation.
In shadow regions, the angle, θ (x), between the aver-
age color vectors, cI,S and cB,S , should be small and the
magnitude of the vector in the current image should be
smaller than that of the vector in the background image,
i.e., | cI,S(n)| < | cB,S(n)|.49 This is because shadow regions
retain the color and the underlying texture to some extent.
The confidence value of this sub-algorithm is defined ac-
cording to the angle and magnitudes of average color vectors,
cI,S(n) and cB,S(n). The decision function D4(x, n) corre-
sponding to this sub-algorithm for a pixel in the n’th image
and background frames is given by:
D4(x, n) =
{
4|θ(x)|
π
− 1, if | cI,S(n)| > | cB,S(n)|
−1, if | cI,S(n)| < | cB,S(n)|
, (25)
where θ (x) is the angle between the two color vectors. When
the angle between the two color vectors are close to each
other, the function D4(x, n) is close to −1 which corre-
sponds to shadow regions. Similar decision functions for
shadow detection can be defined according to other color
spaces including the YUV space.
There are other shadow detection algorithms in the
literature.50 However, we selected the algorithm described
in this section, because of its low computational complexity.
Our aim is to realize a wildfire detection system working in
real-time.
4.5 Covariance Matrix-Based Classification
The fifth sub-algorithm deals with the classification of the
smoke-colored moving regions. A region covariance matrix
consisting of discriminative features is calculated for each
region.51 For each pixel in the region, a nine-dimensional
feature vector zk is calculated as:
zk =
[
x1 x2 Y (x1, x2) U (x1, x2) V (x1, x2)
∣∣∣∣dY (x1, x2)dx1
∣∣∣∣
∣∣∣∣dY (x1, x2)dx2
∣∣∣∣
∣∣∣∣d2Y (x1, x2)dx21
∣∣∣∣
∣∣∣∣d2Y (x1, x2)dx22
∣∣∣∣
]T
, (26)
where k is the label of a pixel, (x1, x2) is the location of
the pixel, Y, U, V are the components of the representa-
tion of the pixel in YUV color space, dY (x1, x2)/dx1 and
dY (x1, x2)/dx2 are the horizontal and vertical derivatives of
the region, respectively, calculated using the filter [ − 1 0 1],
d2Y (x1, x2)/dx21 and d2Y (x1, x2)/dx22 are the horizontal and
vertical second derivatives of the region calculated using the
filter [ − 1 2 − 1].
The feature vector for each pixel can be defined as follows:
zk = [zk(i)]T , (27)
where i is the index of the feature vector. This feature vector
is used to calculate the 9×9 covariance matrix of the regions
using the fast covariance matrix computation formula:52
CR = [cR(i, j)]
=
{
1
n − 1
[
n∑
k=1
zk(i)zk( j) − 1
n
n∑
k=1
zk(i)
n∑
k=1
zk( j)
]}
,
(28)
where n is the total number of pixels in the region and cR(i, j)
is the (i, j) component of the covariance matrix.
The region covariance matrices are symmetric, there-
fore, we only need half of the elements of the matrix for
classification. We also do not need the first 3 elements
cR(1, 1), cR(2, 1), and cR(2, 2) when using the lower diag-
onal elements of the matrix, because these are the same
for all regions. Then, we need a feature vector fR with
9×10/2 − 3 = 42 elements for each region. For a given re-
gion, the final feature vector does not depend on the number
of pixels in the region, it only depends on the number of
features in zk .
A SVM with the RBF kernel is trained with the region
covariance feature vectors of smoke regions in the training
database. The LIBSVM (Ref. 53) software is used to obtain the
posterior class probabilities, pR = Pr (label = 1| fR), where
label = 1 corresponds to a smoke region. In this software,
posterior class probabilities are calculated by approximating
the posteriors with a sigmoid function, as in Ref. 54. If the
posterior probability is larger than 0.5, the label is 1 and
the region contains smoke. The decision function for this
sub-algorithm is defined as follows:
D5(x, n) = 2pR − 1, (29)
where 0 < pR < 1 is the posterior probability that the region
contains smoke.
The decision results of five sub-algorithms, D1, D2, D3,
D4, and D5 are linearly combined to reach a final decision on
a given pixel whether it is a pixel of a smoke region or not.
Morphological operations are applied to the detected pixels
to mark the smoke regions. Specifically, we apply “opening”
which is dilation followed by erosion to remove small noisy
regions and enhance the larger regions.55 The number of
connected smoke pixels should be larger than a threshold
to issue an alarm for the region. If a false alarm is issued
during the training phase, the oracle gives feedback to the
algorithm by declaring a no-smoke decision value (y = −1)
for the false alarm region. The weights are updated using the
correct classification results supplied by the oracle. Initially,
equal weights are assigned to each sub-algorithm. There may
be large variations between forestal areas, and substantial
temporal changes may occur within the same forestal region.
As a result, weights of individual sub-algorithms will evolve
in a dynamic manner over time.
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Fig. 5 A snapshot from an independent test of the system by the
Regional Technology Clearing House of San Diego State University
in California in April 2009. The system successfully detected the
test fire and did not produce any false alarms. The detected smoke
regions are marked with bounding rectangles.
In real-time operating mode, the PTZ cameras are in con-
tinuous scan mode visiting predefined preset locations. In
this mode, constant monitoring from the oracle can be re-
laxed by adjusting the weights for each preset once, and then
using the same weights for successive classifications. Since
the main issue is to reduce false alarms, the weights can be
updated when there is no smoke in the viewing range of each
preset, and after that the system becomes autonomous. The
cameras stop at each preset, and run the detection algorithm
for some time before moving to the next preset. By calcu-
lating separate weights for each preset we are able to reduce
false alarms.
5 Experimental Results
5.1 Experiments on Wildfire Detection
The proposed wildfire detection scheme with projection onto
the convex set-based active learning method is implemented
on a PC with an Intel Core 2 Duo CPU 2.66 GHz processor,
and tested with forest surveillance recordings captured from
cameras mounted on top of forest watch towers near Antalya
and Mugla provinces in the Mediterranean region in Turkey.
The weather is stable with sunny days throughout the entire
summer in the Mediterranean. If it happens to rain, there is
no possibility of forest fire. The installed system successfully
detected three forest fires in the summer of 2008. The system
was also independently tested by the Regional Technology
Clearing House of San Diego State University in California
in April 2009 and it detected the test fire and did not produce
any false alarms. A snapshot from this test is presented in
Fig. 5.
The proposed ADF strategy is compared with the
weighted majority algorithm (WMA) Oza, of,11, 56 and one
of our previous implementations.57 The WMA is summa-
rized in Algorithm 2.11 In WMA, as opposed to our method,
individual decision values from sub-algorithms are binary,
i.e., di (x, n) ∈ {−1, 1}, which are simply the quantized ver-
sion of real valued Di (x, n) defined in Sec. 4. In the WMA,
the weights of sub-algorithms yielding contradictory deci-
sions with that of the oracle are reduced by a factor of 2
Algorithm 2 The pseudo-code for the weighted majority algorithm.
Weighted Majority(x,n)
for i = 1 to M do
wi (0) = 1M , Initialization
end for
for i = 1 to M do
if di (x, n) = y then
wi (n + 1) ← wi (n)2
end if
end for
if
∑
i :di (x,n)=1 wi (n) ≥
∑
i :di (x,n)=−1 wi (n) then
return 1
else
return -1
end if
in an uncontrolled manner, unlike the proposed ADF-based
algorithm and the universal linear predictor (ULP) scheme.
Initial weights for WMA are taken as 1/M , as in the proposed
ADF-based scheme.
The ADF-based scheme, the WMA-based scheme, the
non-adaptive approach with fixed weights, and our previ-
ous method57 are compared in the following experiments. In
Tables 1 and 2, forest surveillance recordings containing ac-
tual forest fires and test fires, as well as video sequences with
no fires, are used. In Tables 1 and 2, the true detection rate in
a given video clip is defined as the number of correctly clas-
sified frames containing smoke divided by the total number
of frames that contain smoke. Similarly, the false alarm rate
in a given test video is defined as the number of misclassified
Fig. 6 Cameras used in wildfire detection system.
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Table 1 The ADF method is compared with WMA, non-adaptive method and the method developed in Ref. 57 in terms of true detection rates in
video clips that contain wildfire smoke.
True detection rates First alarm frame/time (S)
Video Frames ADF WMA Fixed OLD ADF WMA Fixed OLD
V1 788 85.40% 85.65% 85.40% 74.11% 85/17.00 85/17.00 85/17.00 144/28.80
V2 268 77.23% 79.10% 78.35% 23.88% 53/7.57 48/6.86 50/7.14 147/21.00
V3 439 80.41% 81.09% 80.86% 14.57% 23/4.60 22/4.40 22/4.40 58/11.60
V4 800 83.62% 82.50% 82.62% 27.37% 78/3.12 78/3.12 78/3.12 126/5.04
V5 600 56.00% 55.78% 55.57% 72.81% 45/5.00 45/5.00 45/5.00 187/20.78
V6 900 79.22% 84.88% 90.22% 36.55% 68/2.72 61/2.44 68/2.72 251/10.04
V7* 2783 93.89% 97.02% 97.05% 76.03% 51/10.20 34/6.80 34/6.80 77/15.40
V8* 1000 74.00% 79.40% 74.90% 94.90% 74/14.80 36/7.20 36/7.20 51/10.20
V9* 329 83.28%$ 87.23% 85.41% 80.85% 54/10.80 41/8.20 43/8.60 58/11.60
V10 800 46.87%$ 48.87% 48.37% 26.75% 18/3.60 3/0.60 7/1.40 290/58.00
V11 1450 73.51% 75.10% 72.41% 53.10% 139/27.80 139/27.80 139/27.80 15/3.00
V12* 1500 94.00% 93.93% 96.06% 79.73% 52/10.40 26/5.20 26/5.20 51/10.20
V13* 1000 94.60% 97.30% 96.50% 95.50% 54/10.80 28/5.60 33/6.60 52/10.40
Average - 78.61% 80.60% 80.28% 59.70% 61.07/9.87 49.69/7.70 51.23/7.92 115.92/ 16.61
frames, which do not contain smoke divided by the total
number of frames that do not contain smoke.
We have 5 actual forest fire videos and 8 test fire videos
ranging from 2 to 6 km captured in Antalya and Mugla
provinces in the Mediterranean region in Turkey, in the
summers between 2007 and 2009. In Fig. 6, some of the
cameras that are used to record the videos are shown. The
clips marked with “*” are actual forest fire videos. All
of the above-mentioned decision fusion methods detected
forest fires within 10 s on the average, as shown in Table
1. The OLD method, previously developed by authors in
Ref. 57, usually has a higher first detection time. The de-
tection rates of the methods are comparable to each other.
Compared to the previous method, the ADF method has a
higher true detection rate in most of the video clips that
contain actual smoke plumes. Although the true detection
rate is low in some videos, we do not need to detect all
smoke frames correctly to issue an alarm. It is enough to
Table 2 The ADF method is compared with WMA, non-adaptive method, and the method developed in Ref. 57 in terms of false alarm rates in
video clips that do not contain wildfire smoke.
False alarm rates
Video name ADF WMA Fixed OLD
V14 246300 = 0.38% 706300 = 1.11% 516300 = 0.81% 3316300 = 5.25%
V15 1473370 = 4.36% 1993370 = 5.91% 3983370 = 11.81% 2563370 = 7.60%
V16 551839 = 2.99% 571839 = 3.10% 1061839 = 5.76% 1401839 = 7.61%
V17 3226294 = 5.12% 8816294 = 14.00% 21096294 = 33.51% 8716294 = 13.84%
V18 83005 = 0.27% 13005 = 0.03% 83005 = 0.27% 13683005 = 45.52%
V19 03478 = 0.00% 03478 = 0.00% 03478 = 0.00% 17963478 = 51.64%
V20 13462 = 0.03% 13462 = 0.03% 23462 = 0.06% 15283462 = 44.14%
Average 1.88% 3.45% 7.46% 25.08%
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Fig. 7 Snapshots from the videos in Table 1.
detect smoke in a short time without too many false alarms.
In Fig. 7 some snapshots from the videos in Table 1 are
displayed.
On the other hand, the proposed adaptive fusion strategy
significantly reduces the false alarm rate of the system by
integrating the feedback from the guard (oracle) into the
decision mechanism within the active learning framework
described in Sec. 2.
The proposed method produces the lowest number of false
alarms in our data set. A set of video clips containing clouds,
cloud shadows, and other false alarm sources is used to gen-
erate Table 2. These video clips were selected on purpose to
compare the performance of various methods. False alarm
Fig. 8 Typical false alarms issued to clouds and cloud shadows.
rates of different methods are presented in Table 2. The
average percentage of false alarms for the methods
(a) the ADF-based scheme, (b) the WMA-based scheme,
(c) the nonadaptive approach with fixed weights, and (d)
our OLD method, are 1.88%, 3.45%, 7.46%, and 25.08%,
respectively.
As shown in Fig. 8, the main sources of false alarms that
we observed are clouds, cloud shadows, and shaking cameras
in the wind. By using support vector machines and the ADF
algorithm, false alarms are significantly reduced. The system
is currently being used in 57 forest watch towers in Turkey.
6 Conclusion
A general framework for online ADF is proposed to be used
especially for image analysis and computer vision applica-
tions with drifting concepts. In this framework, it is assumed
that the main algorithm for a specific application is composed
of several sub-algorithms, each of which yielding its own de-
cision as a real number centered around zero, representing its
confidence level. Decision values are linearly combined with
weights which are updated online, by performing orthogonal
projections onto convex sets describing sub-algorithms. This
general framework is applied to a real computer vision prob-
lem of wild-fire detection. The proposed adaptive decision
fusion strategy takes into account the feedback from guards
of forest watch towers. Experimental results show that the
learning duration is decreased with the proposed online adap-
tive fusion scheme based on making orthogonal projections
onto hyperplanes defined by update weights. It is also ob-
served that the false alarm rate of the proposed method is the
lowest in our data set, compared to the ULP and WMA-based
schemes.
The proposed framework for decision fusion is suitable for
problems with concept drift. At each stage of the algorithm,
the method tracks the changes in the nature of the problem
by performing an orthogonal projection onto a hyperplane
describing the decision of the oracle.
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