Abstract-With the motivation of using more information to update the parameter estimates to achieve improved tracking performance, composite adaptation that uses both the system tracking errors and a prediction error containing parametric information to drive the update laws, has become widespread in adaptive control literature. However, despite its obvious benefits, composite adaptation has not been widely implemented in neural network-based control, primarily due to the neural network (NN) reconstruction error that destroys a typical prediction error formulation required for the composite adaptation. This technical note presents a novel approach to design a composite adaptation law for NNs by devising an innovative swapping procedure that uses the recently developed robust integral of the sign of the error (RISE) feedback method. Semi-global asymptotic tracking is proven for a Euler-Lagrange system. Experimental results are provided to illustrate the concept.
I. INTRODUCTION
Euler-Lagrange (EL) dynamics can be used to represent a number of practical and contemporary engineering systems. As such, nonlinear EL systems serve as a benchmark for nonlinear control research [1] . Within this domain of research, the effects of uncertainty and disturbances in the dynamics continue to be a focal point. In particular, neural networks (NNs) have found a widespread use over the last decade as a nonmodel-based feedforward control element (cf. some pioneering works in [2] - [11] ) to approximate and compensate for uncertainties that are not linear-in-the-parameters (i.e., non-LP). The ability of NNs to compensate for non-LP uncertainty is due to the Universal Approximation Property [2] - [4] that states any sufficiently smooth function can be approximated by a suitable large network for all inputs in a compact set, and the resulting function reconstruction error is bounded. The NN weight estimates are generated using adaptation laws that are designed to cancel the cross terms in the Lyapunov stability analysis which leads to an adaptation law structure that uses the system tracking errors to update the weights. Ideally, the adaptation laws would include some estimate of the actual mismatch between the unknown function and its NN approximation to improve the NN estimation. To inject some measure of the adaptation error in the update law, standard adaptive control utilizes a swapping procedure [12] - [17] to design a measurable prediction error that directly relates to the parameter mismatch. The prediction error is defined as the difference between the predicted parameter estimate value and the actual system uncertainty. The advantages of improved tracking control potentially enabled by prediction error based adaptive update laws led to several results that use either the prediction error or a composite [16] of the prediction error and the tracking error (cf. [16] - [19] and the references within).
However, the swapping procedure [20] used in standard adaptive control cannot be extended to NN controllers directly. The presence of a NN reconstruction error has impeded the development of composite adaptation laws for NNs. Specifically, the reconstruction error gets filtered and included in the prediction error destroying the typical prediction error formulation. Using discontinuous sliding mode feedback, the first composite adaptation method developed for a NN-based controller is given in [21] , [22] . The approach in [21] , [22] focuses on a single-layer NN, where the adaptive control problem is formulated in a manner similar to [23] . Then the dead zone adaptation method from [23] is applied to compensate the disturbance terms in the prediction error. The use of dead zone adaptation implies that the update law is composite only for part of the control operation, when the prediction error norm lies outside the dead zone, which is determined by the size of the NN residual error. Thus, if the NN residual error is larger than the prediction error, the method in [21] and [22] cannot use composite adaptation. Using a similar dead zone adaptation-based approach, a composite adaptation method was also developed for locally weighted learning in [24] using a continuous feedback. However, the approach in [24] requires measurement of the state derivative and yeilds a uniformly ultimately bounded tracking result.
With the motivation of achieving improved performance (inspired by the seminal work in [16] for traditional adaptive control methods), this technical note presents a novel approach to develop a prediction error-based composite adaptive NN controller for an EL system using the recent continuous robust integral of the sign of the error (RISE) [25] technique that was originally developed in [26] and [27] . The RISE architecture is adopted since this method can accommodate for C 2 disturbances and yield asymptotic stability. The RISE technique was used in [28] to prove the first ever asymptotic result for a NN-based controller using a continuous feedback. In this technical note, the RISE feedback is used in conjunction with a NN feedfoward element similar to [28] , however, unlike the typical tracking error-based gradient update law used in [28] , the result in this technical note uses a composite update law driven by both the tracking and the prediction error. As opposed to dead zone adaptation [21] , [22] to compensate for the effect of NN reconstruction error, an innovative use of the RISE structure is also employed in the prediction error update (i.e., the filtered control input estimate). Sufficient gain conditions are derived using a Lyapunov-based stability analysis under which this unique double-RISE control strategy yields a semi-global asymptotic stability for the system tracking errors and the prediction error, while all other signals and the control input are shown to be bounded. Since a multi-layer NN includes the first layer weight estimate inside a nonlinear activation function, proving that the NN weight estimates are bounded is a challenging task. A projection algorithm is used to guarantee the boundedness of the weight estimates. However, if instead a single-layer NN is used, projection is not required and the weight estimates can be shown bounded via the stability analysis. The control development in this technical note can be easily simplified for a single-layer NN by choosing a fixed set of suitable first layer weights. Moreover, the control development can be extended for higher order dynamic systems similar to [29] , [30] . Experimental results are presented that demonstrate improved tracking performance for the proposed composite NN law as compared to a typical gradient-based NN update law.
II. DYNAMIC SYSTEM
Consider a class of second-order nonlinear systems of the following form: 
III. CONTROL OBJECTIVE
The objective is to design a continuous composite adaptive [16] NN controller which ensures that the system state x(t) tracks a desired time-varying trajectory x d (t) despite uncertainties in the dynamic model. To quantify this objective, a tracking error, denoted by e 1 (t) 2 n , is defined as
To facilitate the subsequent analysis, filtered tracking errors, denoted by e 2 (t), r(t) 2 n , are also defined as 
where 1 ; 2 2 denote positive constants. The subsequent development is based on the assumption that the system states x(t), _ x(t) are measurable. Hence, the filtered tracking error r(t) is not measurable since the expression in (4) depends on x(t).
IV. CONTROL DEVELOPMENT
The open-loop tracking error system is developed by premultiplying (4) by G 01 (x) and utilizing the expressions in (1), (3), (4) as G 01 (x)r = + S1 0 u:
where G 01
Also in (5), the auxiliary function S1(x; _ x; t) 2 n is defined as S1 1 = G 01 2e2+G 01
The unknown dynamics in (6) can be represented by a three-layer NN as [3] , [4] 
In (8), V 2 (N +1)2N and W 2 (N +1)2n are bounded constant ideal weight matrices for the first-to-second and second-to-third layers respectively, where N1 is the number of neurons in the input layer, N2 is the number of neurons in the hidden layer, and n is the number of neurons in the third layer. The activation function in (8) is denoted by (1) 2 N +1 , "( x d ) 2 n is the functional reconstruction error, and
3n+1 is the input vector defined as
T 
(N +1)2n are subsequently designed estimates of the ideal weight matrices. The estimate mismatch for the ideal weight matrices are defined asṼ
A. 4: the ideal weights are assumed to exist and be bounded by known positive values [3] , [4] , [32] .
Based on the open-loop error system in (5), the control input is composed of a NN estimate term plus the RISE feedback term as [28] u 1 =^ + 1 (10) where^ (t) 2 n denotes a subsequently designed, prediction-error based NN feedfoward term. In (10), 1 (t) 2 n denotes the RISE feedback term defined generated as [26] - [28] _ 1 = (k1 + 1)r + 1sgn(e2); 1(0)=0(k1 + 1)e2(0) (11) where k1, 1 2 are positive constant control gains, 2 2 was introduced in (4). The closed-loop tracking error system can be developed by substituting (10) into (5) as G 01 r = 0^ + S 1 0 1 : (12) To facilitate the subsequent composite adaptive control development and stability analysis, (8) and (9) are used to obtain the time derivative of (12), and adding and subtracting the terms
A. Swapping
In this section, the swapping procedure is used to generate a measurable form of a prediction error that relates to the function mismatch error (i.e., (t) 0^ (t)). A measurable form of the prediction error (t) 2 n is defined as the difference between a filtered control input u f (t) 2 n and an estimated filtered control inputû f (t) 2 n q as 1 = u f 0û f (14) where the filtered control input is generated from the stable first order differential equation
where ! 2 is a known positive constant, "3" is used to denote the standard convolution operation, and the scalar function v(t) 2 is defined as v 1 = ! exp(0!t). Using (1), the expression in (15) can be rewritten as
In (16), the system dynamics in (1) are used to substitute for the control input instead of the its design in (10) in order to force the mismatch ( (t)0^ (t)) to appear in the prediction error definition (14) . The construction of a NN-based controller to approximate the unknown system dynamics in (16) will inherently result in a residual function reconstruction error "( x d ). To compensate for the effects of the reconstruction error, the typical prediction error formulation is modified to include a RISE-like structure in the design of the estimated filtered control input.
Adding and subtracting the term v 3 (
to the expression in (16) , and using (6) yields
where S(x; _x;
n are defined as
The expression in (17) is further simplified as
The term v 3 S(x; _x; x) 2 n in (19) depends on x(t). Using the following property of convolution [32] :
an expression independent of x(t) can be obtained as
where the state-dependent terms are included in the auxiliary function (25) and
n is defined as
Substituting (21)- (26) into (19) , and then substituting the resulting expression into (14) yields
Based on (27) and the subsequent analysis, the filtered control input estimate is designed asû
where the filtered NN estimate^ f (t) 2 n is generated from the stable first order differential equation
which can be expressed as a convolution aŝ
n is a RISE-like term generated as _ 2 1 = k 2 + 2 sgn(); 2 (0) = 0 (30) where k 2 , 2 2 denote constant positive control gains. In a typical prediction error formulation, the estimated filtered control input is designed to include just the first term^ f (t) in (28) . But as discussed earlier, due to the presence of the NN reconstruction error, the unmeasurable form of the prediction error in (27) also includes the filtered reconstruction error. Hence, the estimated filtered control input is augmented with an additional RISE-like term 2 (t) to cancel the effects of reconstruction error in the prediction error measurement as illustrated in the subsequent design and stability analysis. Substituting (28) into (27) yields the following closed-loop prediction error system:
To facilitate the subsequent composite adaptive control development and stability analysis, the time derivative of (31) is expressed as
where the property d=dt(f 3 g) = ( _ f 3 g)(t) + f (0)g(t) was used. Substituting (8) and (9) where (30) was utilized. In (33) , the unmeasurable/unknown auxiliary termÑ 2 (e 1 ; e 2 ; r; t) 2 n is defined as
and the term N2B(t) 2 n is defined as
In a similar manner as in [27] 
where 2 is a known positive constant.
B. Composite Adaptation
The composite adaptation for the NN weight estimates is given by 
C. Closed-Loop Error System
In (49) and (51), i 2 , (i = 1; 2; . . . ;7) are known positive constants.
Remark 1:
If the bounds in (49) and (51) are unknown, then a method similar to [31] to can be used to generate an estimate for these bounds by designing an update law. These estimates can be used in the gain conditions for the control development and stability analysis. With additional terms in the Lyapunov function containing the estimates, stability similar to the current result can be achieved.
V. STABILITY ANALYSIS
Consider the composite vector y(t) 2 4n+3 defined as
where (t) and z(t) are defined in (14) and (36), respectively. In (52), the auxiliary function P 1 (t) is defined as
where e 2i 
Hence, (56) can be used to conclude that P1(t) 0. Also in (52), the auxiliary function P 2 (t) is defined as
where 2 2 is a positive constant chosen according to the sufficient
where was introduced in (37) . Provided the sufficient condition introduced in (58) is satisfied, then P 2 (t) 0. The auxiliary function Q(t)
in (52) (4), (33), (43), (53), (54), and (57), some of the differential equations describing the closed-loop system have discontinuous right-hand sides. The existence and uniqueness of the solutions to the discontinuous differential equations is understood in the Filippov sense [35] , [36] .
To facilitate the subsequent stability analysis, let D 4n+3 be a domain containing y(t) = 0 defined as (61) Theorem: The controller given in (9)- (11) in conjunction with the composite NN adaptation laws in (38) and (39), where the prediction error is generated from (14) , (15), (28)- (30), ensures that all system signals are bounded under closed-loop operation and that the position tracking error and the prediction error are regulated, provided the sufficient conditions in (55), (58) and (61) are satisfied, in the sense that ke1(t)k ! 0 and k(t)k ! 0 as t ! 1 for all y(0) in a bounded compact set S D. The set S can be made arbitrarily large by selecting the control gains k 1 and k 2 introduced in (11) and (30) based on the initial conditions of the system (i.e., a semi-global result). 
Substituting the update laws from (38) and (39) in (64), canceling the similar terms, and using the fact that e In (67),
, for some positive constant c, is a continuous, positive semi-definite function that is defined on the domain
D.
The inequalities in (63) and (67) can be used to show that VL(y; t) 2 L 1 in D; hence, e 1 (t), e 2 (t), r(t), and (t) 2 L 1 in D and _ e 1 (t), and _ e 2 (t) 2 L 1 in D from (4). Therefore, A. 3 can be used along with (3),
A. 2 can be used to conclude that G 01 (1) 
and hence, from (14) ,û f (t) 2 L1 in D. Given that r(t) 2 L1 in D, (11) can be used to show that _ 1 (t) 2 L 1 in D, and since _ G 01 (1) and _ f (1) Based on the definition of z(t), (69) can be used to show that ke 1 (t)k ; k(t)k ! 0 as t ! 1 8 y(0) 2 S:
VI. EXPERIMENTAL RESULTS
A testbed was used to implement the developed controller. The testbed consists of a circular disc of unknown inertia mounted on a direct-drive switched reluctance motor. A rectangular nylon block was mounted on a pneumatic linear thruster to apply an external friction load of 15 psi to the rotating disk. The dynamics for the testbed are given as
where J 2 denotes the combined inertia of the circular disk and rotor assembly, f ( _ q) 2 denotes the friction torque, d (t) 2 denotes a general nonlinear disturbance (e.g., unmodeled effects), and (t) 2 denotes the control torque input. The desired link trajectory was selected as (in degrees) q d (t) = 60:0 sin(1:2t)(1 0 exp(00:01t
3 )). The following control gains were used: Two different experiments were conducted, first without (RISE+NN) and second with (RISE+CNN) the prediction error component of the update laws in (38) and (39). The tracking errors and torques are shown in Fig. 1 and Fig. 2 , respectively. Each experiment was performed five times and the average RMS error and torque values were calculated. The average RMS tracking error (in deg) for the RISE+NN controller is 0.135, compared to 0.071 for the RISE+CNN (proposed) controller. The average RMS torques (in N-m) for the respective controllers is 24.01 and 23.77, which indicate that the proposed RISE+CNN controller yields a lower RMS error with a similar control effort. The experimental results indicates high frequency content in the tracking error and control input, but since the proposed controller implements an integral of the sgn(1) function, it does not exhibit instantaneous switching like a discontinuous sliding mode controller.
VII. CONCLUSION
A novel gradient-based composite NN controller is developed for nonlinear uncertain systems, where the NN weight estimates are generated using a composite update law driven by both the tracking and the prediction error. The construction of a NN-based controller to approximate the unknown system dynamics inherently results in a residual function reconstruction error, which has been the technical obstacle that has prevented the development of composite adaptation laws for NNs. To compensate for the effects of the reconstruction error, a RISE-based swapping procedure is presented.
I. INTRODUCTION
The consensus theory of multi-agent systems has emerged as a challenging new area of research in recent years [1] . It is a basic and fundamental research topic in decentralized control of networks of dynamic agents and has attracted great attention of researchers. This is partly due to its broad applications in cooperative control of unmanned air vehicles, formation control of mobile robots, control of communication networks, design of sensor networks, flocking of social insects, swarm-based computing, etc.
In the analysis of consensus problems, convergence rate is an important performance indicator for the proposed consensus protocol. It was shown that the second smallest eigenvalue of the interaction graph Laplacian, called algebraic connectivity, quantifies the convergence rate under the typical protocol presented in [2] . To get high convergence rate, several researchers endeavored to find proper interaction graphs with larger algebraic connectivity. In [3] , Kim and Mesbahi considered the problem of finding the best vertex positional configuration so that the algebraic connectivity of the associated interaction graph is maximized, where the weight for the edge between any two vertices was assumed to be a function of the distance between the two corresponding agents. In [4] , Xiao and Boyd considered and solved the problem of weight design by using semi-definite convex programming, and the convergence rate is also increased. Simulation results showed that the interaction graph with small-world property possesses large algebraic connectivity [5] . However, it can be observed that all those efforts were to choose proper interaction graphs, but not to find available protocols with high performance. On the other hand, although by maximizing the algebraic connectivity of interaction graph, we can increase convergence rate with respect to the linear protocol proposed in [2] , the state consensus can never occur in finite time. In practice, it is often required that the consensus be reached in a finite time. And there are a number of situations, in which finite-time convergence is
