Abstract. We first establish that the linearized strains in curvilinear coordinates associated with a given displacement field necessarily satisfy compatibility conditions that constitute the "Saint Venant equations in curvilinear coordinates". We then show that these equations are also sufficient, in the following sense: If a symmetric matrix field defined over a simply-connected open set satisfies the Saint Venant equations in curvilinear coordinates, then its coefficients are the linearized strains associated with a displacement field. In addition, our proof provides an explicit algorithm for recovering such a displacement field from its linearized strains in curvilinear coordinates. This algorithm may be viewed as the linear counterpart of the reconstruction of an immersion from a given flat Riemannian metric.
Introduction
All the notations used, but not defined, here are defined in the next sections.
It is well known in differential geometry that a flat Riemannian space can be isometrically immersed, at least locally, in the Euclidean space with the same dimension. For instance, if Ω ⊂ R 3 is a simply-connected domain endowed with a flat Riemannian metric (g ij ) of class C 2 in Ω, then there exists an immersion Θ : Ω → R 3 of class C 3 in Ω such that
The assumption that the metric (g ij ) is flat means that its Riemannian curvature tensor vanishes in Ω, i.e., that
where
denote the Christoffel symbols associated with the metric (g ij ).
The above immersion Θ is recovered from the metric (g ij ) by first solving the system ∂ i g j = Γ k ij g k in Ω, with unknowns g j ∈ C 2 (Ω; R 3 ), then by solving the system
The mapping Θ ∈ C 3 (Ω; R 3 ) found in this fashion is the sought immersion. Note that the first system above has solutions because the Riemannian curvature tensor vanishes in Ω and that the second system above has solutions because the Christoffel symbols satisfy Γ jk = Γ kj .
Our main objective here is to establish an infinitesimal version of this result. More specifically, let there be given a simply-connected domain Ω ⊂ R 3 and let (e ij ) : Ω → S 3 be a symmetric matrix field of class C 2 in Ω (this regularity assumption, chosen here for simplicity, will be in fact substantially weakened). Then we show in Theorem 4 that if the matrix field (e ij ) satisfies the "Saint Venant equations in curvilinear coordinates", viz., R lin tkij := e ki jt + e tj ik − e kj it − e ti jk = 0 in Ω, then there exists a vector field v : Ω → R 3 of class C 3 such that
The notation e ki jt , as well as the notation e kj i below, respectively denote second and first covariant derivatives of the matrix field (e ij ) (see Section 3 for their explicit expressions). The recovery of the vector field v from the matrix field (e ij ) is obtained by first solving the system a ij k = e kj i − e ki j in Ω, where the unknown is an antisymmetric matrix field (a ij ) ∈ C 2 (Ω; A 3 ), then by solving the system ∂ i v = (e ij + a ij )g j in Ω.
The vector field v ∈ C 3 (Ω; R 3 ) found in this fashion has the desired properties. Note that the first system above has solutions because the Saint Venant equations are satisfied and that the second system above has solutions because the matrix fields (e ij ) and (a ij ) are respectively symmetric and antisymmetric. As shown in Theorem 7, this last result may be viewed as an infinitesimal version of the recovery of an immersion Θ from its associated metric (g ij ) (see the begining of the introduction) because the left-hand side of the Saint Venant equations is nothing but the linearized part with respect to v of the Riemann curvature tensor associated with the immersion (Θ + v).
The Saint Venant equations derived here in curvilinear coordinates generalize the classical Saint Venant equations in Cartesian coordinates (see, e.g., [2] ). In this respect, note that these equations have been likewise extended to "Saint Venant equations on a surface"; see [5] .
The results of this paper have been announced in [4] 2. Notations and other preliminaries
Latin indices and exponents vary in the set {1, 2, 3} and the summation convention with respect to repeated indices and exponents is systematically used in conjunction with this rule.
All spaces, matrices, etc., are real. The Kronecker symbol is denoted δ j i . The symbols M 3 , A 3 , S 3 , and S 3 > respectively designate the sets of all square matrices of order three, of all antisymmetric matrices of order three, of all symmetric matrices of order three, and of all positive-definite symmetric matrices of order three.
The Euclidean inner product of u, v ∈ R 3 and the Euclidean norm of u ∈ R 3 are denoted by u · v and |u|. The notation (t ij ) designates the matrix of M 3 with t ij as its elements, the first index i being the row index. The inner product of two matrices (s ij ) ∈ M 3 and (t ij ) ∈ M 3 is ij s ij t ij . The spectral norm of a matrix A ∈ M 3 is
The notation f | U designates the restriction to a set U of a function f , the notation id U designates the identity mapping of the set U .
Let Ω be an open subset of R 3 . The coordinates of a point x ∈ Ω are denoted x i . Partial derivative operators of order m ≥ 1 are denoted
where α = (α i ) is a multi-index satisfying |α| := α 1 + α 2 + α 3 = m. Partial derivative operators of the first, second, and third order are also denoted
The space of all continuous functions from a subset X ⊂ R 3 into a normed space Y is denoted C 0 (X; Y ), or simply C 0 (X) if Y = R. For any integer m ≥ 1, the space of all real-valued functions that are m times continuously differentiable in Ω is denoted C m (Ω).
The space C m (Ω), m ≥ 1, is defined as that consisting of all vector-valued functions f ∈ C m (Ω) that, together with their partial derivatives of order ≤ m, possess continuous extentions to the closure Ω of Ω. If Ω is bounded, then the space C m (Ω) equipped with the norm
is a Banach space. Similar definitions hold for the spaces C m (Ω; R 3 ), C m (Ω; S 3 ), etc.
The Lebesgue and Sobolev spaces L p (Ω; Y ) and W m,p (Ω; Y ), where m ≥ 1 is an integer, p ≥ 1, and Y is one of the spaces R, R 3 , or S 3 , are respectively equipped with the norms
We also use the notations We conclude this section with the following technical result.
If f ∈ C 2 (Ω) and χ ∈ H −2 (Ω), then the mapping ϕ ∈ H 2 0 (Ω) →< χ, f ϕ >∈ R belongs to H −2 (Ω) and is denoted f χ.
Proof. We only need to prove the continuity of the mappings defined in the lemma. If f ∈ C 1 (Ω) and χ ∈ H −1 (Ω), then there exists a constant C 1 such that
for all ϕ ∈ H 1 0 (Ω). This means that f χ ∈ H −1 (Ω). Likewise, if f ∈ C 2 (Ω) and χ ∈ H −2 (Ω), then there exists a constant C 2 such that
Remark. In other words, Lemma 1 asserts that, if f ∈ C 1 (Ω) and χ ∈ H −1 (Ω), then the product f χ is well defined as an element of H −1 (Ω); likewise, if f ∈ C 2 (Ω) and χ ∈ H −2 (Ω), then the product f χ is well defined as an element of H −2 (Ω).
Curvilinear coordinates and covariant derivatives
Let Ω be an open subset of R 3 . A mapping Θ ∈ C 1 (Ω; R 3 ) is an immersion if the vectors ∂ i Θ(x) are linearly independent at all points x ∈ Ω.
Let there be given an immersion Θ ∈ C 3 (Ω; R 3 ). Then the invariance of domain theorem shows that the image Θ(Ω) is an open set, so that Θ(Ω) is a three-dimensional manifold immersed in R 3 . For each x ∈ Ω, the vectors
form a basis in the tangent space, identified here with R 3 , to the manifold Θ(Ω) at the point Θ(x). The vector fields g j , defined by
for all x ∈ Ω, form the dual bases of the bases formed by the vector fields g i .
The manifold Θ(Ω) being naturally endowed with the Euclidean metric inherited from the surrounding space R 3 , the immersion Θ induces a Riemannian metric on Ω, defined by its covariant components
The contravariant components of this metric are defined by
or equivalently, by (g k (x) = (g ij (x)) −1 for all x ∈ Ω. This metric induces the Levi-Civita connection in the manifold Ω, defined by the Christoffel symbols
Note that the regularity assumption on the immersion Θ implies that g ij ∈ C 2 (Ω), g k ∈ C 2 (Ω), and that Γ k ij ∈ C 1 (Ω). The definition of the Christoffel symbols shows that they satisfy Γ k ij = Γ k ji and that the derivatives of the vector fields g i and g j satisfy
The covariant derivatives of the covariant components u i ∈ H 1 (Ω) of a vector field u i g i are defined by
The covariant derivatives of the covariant components T ij ∈ L 2 (Ω) of a second-order tensor field are defined by
and they belong to the space H −1 (Ω) (cf. Lemma 1). Since the matrix fields
form a basis in the space C 2 (Ω; M 3 ) and since
the above definition of the covariant derivatives T ij k shows that
Note that such equations are to be understood in the distributional sense, the functions T ij being only in L 2 (Ω). Finally, for all third-order tensor fields with covariant components T ijk ∈ H −1 (Ω), we define the covariant derivatives
If T ij ∈ L 2 (Ω), the second-order covariant derivatives T ij k are defined by the relations
It is then easily seen, in view of relation (1), that these second-order covariant derivatives satisfy
Indeed, relation (1) implies that
Note that relation (2) implies in particular that the second-order covariant derivatives satisfy:
Poincaré Theorem in curvilinear coordinates
In what follows, a domain in R 3 is a bounded and connected open set Ω with a Lipschitz-continuous boundary, the set Ω being locally on the same side of its boundary. The definition of such a boundary is the usual one, as found for instance in Adams [1] , Grisvard [6] , or Nečas [7] .
Poincaré's theorem, which is classically proved only for continuously differentiable functions, was generalized as follows by Ciarlet & Ciarlet, Jr.
[2]:
Then there exists a function p ∈ L 2 (Ω), unique up to an additive constant, such that
Clearly, this theorem remains valid if the functions h k are replaced by matrix fields H k with components h ijk in H −1 (Ω), the function p being then replaced by a matrix field P with components p ij in L 2 (Ω).
We now show that a similar result holds in curvilinear coordinates.
Theorem 2.
Let Ω be a simply-connected domain of R 3 and let Θ ∈ C 3 (Ω; R 3 ) be an immersion. Let H k be matrix fields whose components
Then there exists a matrix field P with components p ij ∈ L 2 (Ω), unique up to an additive constant matrix field, such that
Proof. Define the matrix fields
and note that {g i (x) ⊗ g j (x)} form a basis in M 3 for all x ∈ Ω. Its dual basis with respect to the matrix inner product is {g i (x) ⊗ g j (x)}, where
Let the matrix fields H k be defined by
The derivatives in the distributional sense of the fields H k , which belong to H −1 (Ω; M 3 ) by Lemma 1, are given by
Thanks to the definition of covariant derivatives, the above expressions read
Hence assumption (3) shows that
Then Theorem 1 shows that there exists a matrix field P ∈ L 2 (Ω; M 3 ), unique up to an additive constant matrix field, such that
Since {g i (x) ⊗ g j (x)} form a basis in M 3 for all x ∈ Ω, the matrix field P can be expanded over this basis as
and since p ij = tr(P T (g i ⊗ g j )), we clearly have p ij ∈ L 2 (Ω). Hence the matrix fields H k can be re-written as
But the definition of the covariant derivative shows that
Combining the last two equations, we finally find that
That the solution p ij is unique up to additive constants is clear.
Remark. Theorem 2 can also be established as a consequence of Theorem A.4 of [10] establishing the existence of weak solutions to Pfaff systems, of which the equations p ij k = h ijk constitute a special case.
Saint Venant equations in curvilinear coordinates
Let Ω be a bounded open subset of R 3 and let Θ ∈ C 3 (Ω; R 3 ) be an immersion. As in Section 3, let the vector fields g i ∈ C 2 (Ω; R 3 ) and g i ∈ C 2 (Ω; R 3 ) be defined by
. With every vector field u ∈ H 1 (Ω; R 3 ), we associate the covariant components ε ij (u) ∈ L 2 (Ω) of the linearized change of metric tensor, also known as the linearized strains in curvilinear coordinates, defined by
The next theorem shows that the functions ε ij (u) necessarily satisfy compatibility relations, which we will call the Saint Venant equations in curvilinear coordinates, since they generalize the well-known Saint Venant equations in Cartesian coordinates (see Section 8).
Theorem 3. The linearized strains in curvilinear coordinates ε ij (u) ∈ L 2 (Ω) associated with a vector field u ∈ H 1 (Ω; R 3 ) satisfy the relations
Proof. Given a vector field u ∈ H 1 (Ω; R 3 ), let
and
i.e., (e ij ) and (a ij ) are respectively the symmetric and the antisymmetric parts of the tensor (u i j ). The derivatives ∂ i u ∈ L 2 (Ω; R 3 ) of the vector field u are then given by
which shows that these derivatives are completely determined by the symmetric tensor (e ij ) and the antisymmetric tensor (a ij ). In fact, they are determined only by the tensor (e ij ), as we now show. Since ∂ i g j = ∂ j g i , we first have
all equalities being valid in the distributional sense. Combining this last equality with the relations
we next deduce that
But the first term is equal to the covariant derivative a ij k , since a j = −a j . Hence the previous equality becomes
Then the relations (see Section 3)
imply that e kj i − e ki j = e j ik − e i jk in H −2 (Ω).
This means that the Saint Venant equations (4) are satisfied in the distributional sense.
Remarks.
(1) Equation (5) shows that the antisymmetric matrix field (a ij ) is uniquely determined by the linear strains ε ij (u), up to an antisymmetric matrix field that is constant in each connected component of Ω.
(2) Equation (6) shows that the Saint Venant equations in curvilinear coordinates simply express that u i jk = u i j k . To see this, we note that
These relations combined with relations (5) show that u i jk = e ij k + e kj i − e ki j .
Hence the Saint Venant equations hold if and only if u i jk = u i j k . These relations are also equivalent to the relations
where the second-order covariant derivatives of the vector fields ∂ i u ∈ L 2 (Ω; R 3 ) are defined by replacing T i with ∂ i u in the definition of the secondorder covariant derivatives of a first-order tensor field with covariant components T i . More specifically, if
Recovery of a vector field from the associated linearized change of metric tensor
Let Ω be a bounded open subset of R 3 and let Θ ∈ C 3 (Ω; R 3 ) be an immersion. As in Section 3, the vectors fields g i and g j are defined by
for all x ∈ Ω, the covariant components of the Riemannian metric induced in Ω by the immersion Θ are defined by
the contravariant components of the same metric are defined by
and the Christoffel symbols associated with the metric (g ij ) are defined by
Finally, the second-order covariant derivatives e ij k ∈ H −2 (Ω) of a matrix field e ij g i ⊗ g j with components e ij ∈ L 2 (Ω) are defined by
, where e ij k := ∂ k e ij − Γ t ki e tj − Γ t kj e it are the first-order covariant derivatives of the same matrix field.
We are now in a position to characterize the space of all symmetric matrix fields that satisfy the Saint Venant equations in curvilinear coordinates:
Let Ω be a simply-connected domain in R 3 and let Θ ∈ C 3 (Ω; R 3 ) be an immersion. Let there be given a symmetric matrix field (e ij ) ∈ L 2 (Ω; S 3 ) that satisfies the Saint Venant equations in curvilinear coordinates, viz., e ki j + e j ik − e kj i − e i jk = 0 in H −2 (Ω).
Then there exists a vector field v ∈ H 1 (Ω; R 3 ) such that
Proof. The proof consists in first finding an antisymmetric matrix field (a ij ) ∈ L 2 (Ω; A 3 ) that satisfies the equations a ij k = e kj i − e ki j in H −1 (Ω), then in solving in H 1 (Ω; R 3 ) the system
The field v is then that announced in the statement of the theorem. We now begin the detailed proof. Since the equations (7) are satisfied, Theorem 2 shows that there exist functionsã ij ∈ L 2 (Ω), unique up to additive constants, such that
Noting that the right-hand side of this equation is antisymmetric in (i, j), we deduce thatã
Therefore, again by Theorem 2, there exist constants c ij such that
Noting that the constants c ij must be symmetric in (i, j), we deduce that the functions a ij :=ã ij + 1 2 c ij are antisymmetric in (i, j), belong to the space L 2 (Ω), and satisfy the equations a ij k = e kj i − e ki j .
Let us now prove that there exists a solution v ∈ H 1 (Ω; R 3 ) to the system
To this end, we need to prove (by Theorem 1) that
Since 
which, in view of (8), is equivalent with
But this last equation is clearly satisfied, since the matrix field (e ij ) is symmetric. Hence Theorem 1 shows that there exists a field v ∈ L 2 (Ω; R 3 ), unique up to an additive constant vector field, that satisfies the system
Since the right-hand side of this system belongs in fact to L 2 (Ω; R 3 ), the field v belongs to the space H 1 (Ω; R 3 ). That the vector field v does indeed satisfy the required equations is a consequence of the symmetry of the matrix field (e ij ) and of the antisymmetry of the matrix field (a ij ), which together show that 1 2
Remark. Theorem 3 of Ciarlet & C. Mardare [3] shows that, if the open set Ω is connected, any vector fieldṽ ∈ H 1 (Ω; R 3 ) that satisfies
is necessarily of the form
where a and b are vectors in R 3 .
The Riemann curvature tensor and the Saint Venant equations in curvilinear coordinates
The objective of this Section is to show that the Saint Venant equations in curvilinear coordinates are nothing but an infinitesimal version of the compatibility conditions that a three-dimensional Riemannian space must satisfy in order to be isometrically immersed in the three-dimensional Euclidean space. These compatibility conditions are recalled in the next theorem, which is a straighforward extension of a well-known result in differential geometry, classically established only for smooth immersions Θ ∈ C 3 (Ω; R 3 ).
(9) Then the Riemann curvature tensor associated with the matrix field (g ij ) vanishes in the distributional sense, i.e.,
Proof. Since W 1,p loc (Ω) ⊂ C 0 (Ω) by the Sobolev embedding theorem and since det(g ij ) > 0 in Ω (the matrix (g ij (x)) being positive definite for all x ∈ Ω by assumption), the definition of the inverse of a matrix shows that
Hence the Christoffel symbols
belong to the space L p loc (Ω). Let the vectors fields g i and g j by defined by
in Ω. Then we deduce from relations (9) that
This relation combined with the above definition of the Christoffel symbols implies that
Since g = g k g k and since the vectors {g i (x)} form a basis in R 3 for all x ∈ Ω, we next deduce that
Using now Schwarz lemma applied to the second derivatives of g k in the space of distributions, we next infer from the above relation that
for all i, j, k, in the distributional sense. Combining the last two relations then shows that
ik Γ jr = 0 in the distributional sense, which means that the Riemann curvature tensor of the metric g ij vanishes in Ω.
Remarkably, the converse of Theorem 5 is also true: Theorem 6. Let Ω be a connected and simply-connected open subset of R 3 and let there be given a matrix field (g ij ) ∈ W 1,∞ loc (Ω; S 3 > ). If the Riemann curvature tensor associated with the matrix field (g ij ) vanishes in the distributional sense, i.e., if
Proof. See the proof of Theorem 4.4 in S. Mardare [9] .
Our objective is to show that Theorems 3 and 4 are nothing but the "infinitesimal" versions of Theorems 5 and 6, respectively. To this end, we will show that the left-hand side of the Saint Venant equations is in a specific sense the linear part of the Riemann curvature tensor.
Theorem 7.
Let Ω be a bounded open subset in R 3 and let there be given a matrix field (g ij ) ∈ C 2 (Ω; S 3 > ) whose associated Riemann curvature tensor field vanishes in Ω.
Then, for all "increment" symmetric matrix fields (e ij ) ∈ W 1,p (Ω; S 3 ), p > 3, the linear part with respect to (e ij ) of the covariant components of the Riemann curvature tensor associated with the metric (g ij +e ij ) are given by R lin skij (e ij ) = e ki js + e sj ik − e kj is − e si jk ,
where e ki js denote the second-order covariant derivatives of e ki (cf. Section 3).
Proof. For all ε, define the matrix field
Since W 1,p (Ω) ⊂ C 0 (Ω) by the Sobolev embedding theorem, there exists a number ε 0 > 0 such that, for all |ε| < ε 0 , the matrix field (g ij (ε)) is positive definite in Ω. As in the proof Theorem 5, this implies that g k (ε) ∈ W 1,p (Ω), where (g k (ε)) = (g ij (ε)) −1 is the inverse of the matrix field (g ij (ε)). Hence the Christoffel symbols
belong to the space L p (Ω). Consequently, the Riemann curvature tensor associated with the metric (g ij (ε)) is well defined in the sense of distributions by its mixed components
The linear part with respect to (e ij ) of each covariant component of the Riemann curvature tensor associated with the metric (g ij + e ij ) is then defined by the limit
since the Riemann curvature tensor of the metric (g ij ), whose covariant components are defined by
vanishes in Ω by assumption.
In order to compute this linear part, we expand all the above functions as power series in ε. Using the notation O(ε 2 ) for any function f such that (ε −2 f ) is bounded in spaces that will be specified at each occurence, we have
which next implies that
Consequently,
Likewise,
Letting X ij := e j i + e i j − e ij and X
we thus have the following relations in L p (Ω):
Using these relations and the relations R ·kij = 0 in the definition of R skij (ε), we next deduce that the relations
hold in the space W −1,p (Ω), hence also in the space H −1 (Ω). Note that the covariant derivatives
Moreover, the definition of the Christoffel symbols associated with the metric (g ij ) shows that
which, combined with the previous relations, implies that
Using this relation in the previous expression of R ·kij (ε), we thus obtain the following relations in H −1 (Ω):
= εg r (e rj ki − e jk ri − e ri kj + e ik rj ) + O(ε 2 ) and R kij (ε) = εg r g rs (e sj ki − e jk si − e si kj + e ik sj ) + O(ε 2 ) = e j ki − e jk i − e i kj + e ik j + O(ε 2 ).
This completes the proof of the theorem.
Remark. The matrix field (e ij ) is assumed in Theorem 7 to be in the space W 1,p (Ω; S 3 ) for some p > 3, in order to have (g ij (ε)) ∈ W 1,p (Ω; S 3 ), which is the minimal regularity assumption under which the components R kij (ε) of the Riemannian curvature tensor are well defined in the sense of distributions. By contrast, the right hand side of equation (13) can be extended by continuity to matrix fields (e ij ) that belong only to the space L 2 (Ω; S 3 ).
Comparison with the Saint Venant equations in Cartesian coordinates
LetΩ be an open subset of R 3 . The Cartesian coordinates of a pointx ∈Ω are denotedx i and the partial derivative operators of the first, second, and third order of functions defined overΩ are denoted∂ i := ∂/∂x i ,∂ ij := ∂ 2 /∂x i ∂x j , and∂ ijk := ∂ 3 /∂x i ∂x j ∂x k .
With these notations, the following theorem was proved by Ciarlet & Ciarlet, Jr. [2] . Theorem 8. LetΩ be a simply-connected domain of R 3 and let (ê ij ) ∈ L 2 (Ω; S 3 ) be a symmetric matrix field that satisfies the following compatibility conditions∂
Then there exists a vector fieldv = (v i ) ∈ H 1 (Ω; R 3 ) such that
The compatibility relations in Theorem 8 are the well-known Saint Venant equations in Cartesian coordinates. Note that the Saint Venant equations in curvilinear coordinates established in Section 5 correspond to the particular case where Θ = id Ω , which thus justifies their name. Therefore, Theorem 4 implies Theorem 8. Remarkably, the converse is also true, at least for one-to-one immersions, as we now show: Theorem 9. Theorem 4, with the additional assumption that the immersion Θ : Ω → R 3 is one-to-one, is a consequence of Theorem 8.
Proof. As in Theorem 4, let Ω be a simply-connected domain in R 3 , let Θ ∈ C 3 (Ω; R 3 ) be an immersion, and let (e ij ) ∈ L 2 (Ω; S 3 ) be a symmetric matrix field that satisfies the Saint Venant equations in curvilinear coordinates, viz., R lin skij := e ki js + e sj ik − e kj is − e si jk = 0 (14)
in the distributional sense.
Since the mapping Θ is one-to-one, the inverse function theorem shows that Θ is in fact a C 3 -diffeomorphism from Ω ontoΩ := Θ(Ω). The set Ω is an open subset of R 3 by the invariance of domain theorem, and it is also bounded, connected, simply-connected, with a Lipschitz-continuous boundary. This means that the setΩ is a simply-connected domain, as in Theorem 8.
Let the vector fields g i and g j and the Christoffel symbols Γ k ij be defined as in Section 3 in terms of the immersion Θ and letΘ = (Θ k ) denote the inverse mapping of the mapping Θ = (Θ k ), i.e.,Θ(Θ(x)) = x for all x ∈ Ω. It thus follow that (∂ kΘi )(x)(∂ j Θ k )(x) = δ i j for all x ∈ Ω, wherex := Θ(x), or equivalently, that
where w i (x) denotes the vector in R 3 whose components are (∂ kΘi )(x). This implies that w i (x) = g i (x) for all x ∈ Ω, or equivalently, that
where [g i ] k denotes the k-th component of the vector field g i .
Remark. If Θ ∈ C 3 (Ω; R 3 ) is an immersion, but is not necessarily one-toone, then the inverse function theorem shows that the mapping Θ is locally one-to-one, that is, for all x ∈ Ω, there exists an open ball B(x, r x ) with r x > 0 such that the set Ω x := Ω ∩ B(x, r x ) is simply-connected and the mapping Θ| Ωx : Ω x → R 3 is one-to-one. Since the set Ω is compact, there exists a finite covering of Ω with simplyconnected domains Ω n , 1 ≤ n ≤ N , such that the mappings Θ n := Θ| Ωn : Ω n → R 3 are one-to-one.
Let (e ij ) ∈ L 2 (Ω; S 3 ) be a matrix field that satisfies the Saint Venant equations in curvilinear coordinates and let e n ij := e ij | Ωn . Then Theorem 9 shows that, for all n ∈ {1, 2, ..., N }, there exists a vector field v n ∈ H 1 (Ω n ; R 3 ) such that
On the other hand, the uniqueness result furnished by Theorem 3 of Ciarlet & C. Mardare [3] (see also the Remark at the end of Section 6) shows that if two vector fields u, v ∈ H 1 (U ; If the open set Ω is connected, these two results allow to establish Theorem 4 as a consequence of Theorem 8 without assuming that the immersion Θ : Ω → R 3 is one-to-one by following the proof of Theorem 7 from S. Mardare [8] .
