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Introduction 45
The publication of the first draft human genome sequence ('Initial Sequencing and Analysis of the 46
Human Genome' 2001) brought along the promise of a revolution in how we see ourselves as 47 individuals and how future medical care should take into account our genetic background. Almost ten 48 years later, the perspective of widespread personal genomics was still to be achieved (Venter 2010) . 49
There is now a wide range of clinical and non-clinical genetic tests that are routinely employed to 50 detect individuals' carrier status for certain disease genes or particular mutations of clinical 51 relevance. Many more associations between genotype and phenotype have been highlighted by 52 research, sometimes with uncertain clinical relevance or simply describing personal traits like eye 53
color (Pontikos et al. 2017 ; Kuleshov et al. 2019) . 54
Over the past few years we have seen a dramatic reduction of the cost to sequence the full human 55 genome. This reduction in cost enables many more projects to start using whole genome sequencing 56
(WGS) approaches, as well as the marked rise in the number of personal genomes being sequenced. 57
Personal genomics is very much part of the public consciousness as can be seen by the rampant rise 58 of direct to consumer (DTC) genomic analysis offerings on the market. In this context it is 59
unsurprising that the analysis of one's own genome provides a valuable educational opportunity 60 (Salari et al. 2013; Linderman et al. 2018 ) as well as increases participant engagement as part of 61 biomedical trials (Sanderson et al. 2016) . 62
The personal genome project is one of the initiatives enabled by the increased popularity of whole 63 genome sequencing and its lowering costs. The global PGP network currently consists of 5 projects 64 spread around the world, managed independently but joined by a common goal of providing open 65 access data containing genomic, environmental and trait information 66
(https://www.personalgenomes.org/). 67 Data analysis within PGP-UK poses interesting ethical challenges, as all the data and genome reports 68 are intended to become freely and openly available on the World Wide Web. However, until 69 completion and approval of the reports, the data must be treated as confidential private information. 70
Prior to enrollment, all participants are well informed and tested for their understanding of the 71 potential risks of participating in a project of this nature. Upon receipt of their report, participants 72 have three options. First, they can trigger the release of their report and data themselves by selecting 73 the 'release immediately' option in their personal accounts. To date, 67% of participants have 74 selected this release option. Second, they can withdraw from the study in which case no release 75 occurs and all data will be deleted. This option has never been selected by any participant. Third, the 76 participants default to a cool-off period of four weeks to explore their data and reports and to seek all 77 the required clarifications. If neither option one or two are selected by the end of the cool-off period, 78 the data and reports will be released automatically. 79 Surprisingly, we found no pre-existing solution that would allow the annotation and evaluation of 90 variants on the whole genome level, assessment of ancestry and more fine-grained analysis of 91 variants that have been previously associated with specific phenotypes. In particular one that could be 92 run locally ensuring full control of the data before the results are scrutinized and approved. 93
GenomeChronicler represents, to the best of our knowledge, the first pipeline that can be run off-line 94 or in the cloud, to generate personal genomics reports that are not limited to disease only, from whole 95 genome or whole exome sequencing data. 96
GenomeChronicler contains a database of positions of interest for ancestry or phenotype. The 97 genotype at each of these positions is inferred from the user provided data that has been mapped to 98 the human genome. These genotypes are then compared to local versions of a series of publicly 99 available resources to infer ancestry and likely phenotypes for each individual participant. These 100 results are then presented as a PDF document containing hyperlinks where more information about 101 each variant and phenotype can be found. A visual representation of the pipeline and its underlying 102 resources is shown in Figure 1 . 103 This pipeline will continue to be developed and used to generate genome reports by PGP-UK (Beck 104 et al. 2018 ). We envision this project will also be useful to other research endeavors that want to 105 provide personal genomes information to their participants to increase engagement; e.g. to altruistic 106 individuals who have obtained their whole genome sequencing data from a DTC or health care 107 provider and are looking for an ethics-approved framework to share their data; 108 GenomeChronicler can be run with any variant caller provided that the reference dataset is matched 114
to the reference genome used (the included GenomeChronicler databases currently use GRCh38). It 115 is also imperative that the BAM or CRAM files used have had their duplicates removed and quality 116 recalibrated prior to being used for GenomeChronicler. 117
To simplify this entire process and to make the tool more accessible to users who may not know how 118
to run a germline variant calling pipeline, GenomeChronicler can also be run in a fully automated 119 mode where the germline variant calling pipeline is also run and the whole process is managed by the 120 nextflow workflow management system. In this scenario, GenomeChronicler uses the Sarek pipeline 121 (Garcia et al. 2018 ) to process raw FASTQ files in a manner that follows the GATK variant calling 122 best practices guidelines (Van der Auwera et al. 2013). Manual inspection of the initial quality 123 control steps of Sarek is recommended prior to perusing the final results. 124
The combined version of Sarek + GenomeChronicler written using the nextflow workflow manager 125 (Di Tommaso et al. 2017) is available both on Github (https://github.com/PGP-126 UK/GenomeChronicler-Sarek-nf) and on Lifebit CloudOS. 127
Ancestry Inference 128
We infer an individuals' ancestry through a Principal Components Analysis (PCA) which is a widely 129 used approach for identifying ancestry difference among individuals (Novembre et al. 2008 ).
130
For each sample of interest, we merged the genotypes with a reference dataset consisting of 131 genotypes from the 1000 genomes project samples (The 1000 Genomes Project Consortium 2015), 132
containing individuals from 26 different worldwide populations and applying PCA on the merged 133 genotype matrix. 134
Prior to merging data was filtered to keep only unrelated samples. In order to avoid strand issues 135
when merging the datasets, all ambiguous (A/T and C/G) SNPs were removed, as well as non-136
biallelic SNPs, SNPs with >5% of missing data, rare variants (MAF < 0.05) and SNPs out of Hardy-137
Weinberg equilibrium (pval < 0.0001). From the remaining SNPs, a subset of unlinked SNPs are 138 selected by pruning those with r2 > 0.1 using 100-SNP windows shifted at 5-SNP intervals. 139
These genotypes are used to run PCA based on the variance-standarized relationship matrix, selecting 140 20 as the number of PCs to be extracted. We then project the data over the first 3 principal 141 components to identify clusters of populations and highlight the sample of unknown ancestry on the 142 resulting plot. 143
Here, we used PLINK (Purcell et al. 2007 ) to process the genotype data and the R Statistical 144
Computing platform for plotting the final PCA figures to illustrate the ancestry of each sample. An 145 example of the distribution of the reference samples on the PCA is show in Figure 2 . 146 147
Linked Databases 148
SNPedia 149
SNPedia is a large public repository of manually added as well as automatically mined genotype to 150 phenotype links sourced from existing literature. SNPedia (Cariaso and 
Database Updates 174
The underlying databases required to run GenomeChronicler are provided within the package. A set 175 of scripts to regenerate these SQLite databases is also provided within the source code. When the 176 databases are generated, a set of positions of the interest is compiled so that when genotyping is 177
performed only relevant positions are computed to save computational time.
179
SNPedia provides an API to query its records in a systematic way. The other linked databases 180
provide regular dumps of the whole dataset, enabling easy assessment for which dbSNP rs identifiers 181 are represented within the full database. The use of rs identifiers and genotypes to link between the 182 different databases enables an unambiguous way to compare information between different 183 resources. 184
Genotype assessment and reporting 185
In many scenarios, during normal genomics data processing, only VCF files are produced, which do 186 not include any information regarding the positions of the genome that match the reference sequence. 187
These become indistinguishable from positions in the genome where there is no read coverage. 188
To ensure comparable results between runs, the genotype information (gVCF) is computed, 189
following GATK best practices, during each run of GenomeChronicler. To reduce the computational 190 burden of computing genotypes, only a subset of genomic positions that we know are meaningful, 191
from the ancestry and phenotype databases, are computed thus saving computational time and storage 192 space. 193
The Genome Report Template 194
GenomeChronicler is a multistep modular approach in which the final report is only compiled as the 195 very last step, integrating data from all previous steps. To give users the possibility of fully 196 customising the report layout and the amount and content of extra information provided in each 197 report, GenomeChronicler uses a template file written in the LaTeX typesetting language. This can 198 be modified to better suit the user, for example: To include project branding and introductory texts to 199 put the report into perspective; To integrate more analyses from other pipelines ran independently 200 from GenomeChronicler provided the results are in a format that can be typeset using LaTeX and are 201 present in predefined locations that can be sourced from the template file; To deactivate certain 202 sections of the report that are not relevant; Or simply to modify the structure of the report produced. 203
Output Files 204
The main output of the GenomeChronicler pipeline is a full report in PDF format, containing 205 information from all sections of the pipeline that have run as set by the LaTeX template provided 206 when running the script. Additionally an Excel file containing the genotype phenotype link 207 information, and all corresponding hyperlinks is also produced, allowing the user to reorder and/or 208 filter out results as they see fit in a familiar environment. While most intermediate files are 209 automatically removed at the end of the GenomeChronicler run, the original PDF version of the 210 ancestry PCA plot is retained, as well as a file containing the sample name within the results 211 directory to ease automation and a log file containing output produced whilst running 212
GenomeChronicler. 213
Accessing GenomeChronicler 214
Just like the PGP-UK data, all the code for GenomeChronicler is freely available. To make it easier 215 to implement, several options are available to remove the need for installing dependencies and 216 underlying packages, or even the need to own computer hardware capable of handling the processing 217 of a human genome. The range of options available is detailed below and illustrated in Figure 1 . 218
Running GenomeChronicler Locally 219

From the available source code 220
The source code for GenomeChronicler is available on GitHub at https://github.com/PGP-221 UK/GenomeChronicler. The pre-compiled accessory databases are available as links within a setup 222 script that will help download all the required information. 223
GenomeChronicler has a series of dependencies including LaTeX, R and Perl. The provided 224
Singularity recipe file can act as a useful list of required packages, in particular for those installing it 225 on a Debian/Ubuntu based system. 226
Using a pre-compiled container 227
For those that have access to a machine where the Singularity (Kurtzer, Sochat, and Bauer 2017) 228 container solution is installed, a container with all dependencies pre-installed and ready to use can be 229 obtained from SingularityHub (Sochat, Prybol, and Kurtzer 2017) . This can be performed by running 230 the command: singularity pull shub://PGP-UK/GenomeChronicler . 231
Once downloaded, the main script (GenomeChronicler_mainDruid.pl) can be run with the desired 232 data and options to produce genome reports. 233
Running GenomeChronicler on Cloud 234
To enable reproducible, massively parallel, cloud native analyses, GenomeChronicler has also been 235
implemented as a Nextflow pipeline. The implementation abstracts the installation overhead from the 236 end user, as all the dependencies are already available via pre-built containers, integrated seamlessly 237
in the Nextflow pipeline. The source code for this implementation is available on GitHub at 238 https://github.com/PGP-UK/GenomeChronicler-nf, as a standalone nextflow process. To provide an 239 end-to-end FASTQ to PGP-UK reports pipeline, we also implemented an integration of 240 GenomeChronicler, with a curated and widely used by the bioinformatics community pipeline, namely 241
Sarek (Garcia et al. 2018; Ewels et al. 2019 ). This PGP-UK implementation of Sarek is available on 242
GitHub at https://github.com/PGP-UK/GenomeChronicler-Sarek-nf. The aforementioned pipeline, is 243 available in the collection of curated pipelines on the Lifebit CloudOS platform 244 (https://cloudos.lifebit.ai/app/home). Lifebit CloudOS enables users without any prior cloud 245 computing knowledge to deploy analysis in the Cloud. In order to run the pipeline the user only needs 246 to specify input files, desired parameters and select resources from an intuitive graphical user interface. 247
After the completion of the analysis on Lifebit CloudOS, the user has a permanent shareable live link 248 that includes performance and file metadata, the associated github repository revision and also links to 249 the generated results. The relevant analysis page can be used to repeat the exact same analysis. Each 250 analysis can have different privacy settings allowing the user to choose if the results are publicly 251 visible, making it easier for sharing, or private, thus maintaining data confidentiality. 252
3
Results 253
The main resulting document is a multipage PDF file containing sections relating to variants of 254 unknown significance, ancestry estimation (as exemplified in Figure 2 ) and variants with an 255 associated phenotype, separated by either potentially beneficial or potentially harmful as well as 256 phenotypes affected by multiple variants, referred to as genosets. 257
To date, more than one hundred such reports have been produced and made available available as text providing information about the project that can be other to the template file, or even the addition 267 of links to other databases that are relevant. 268
4
Conclusions 269
Here we present GenomeChronicler, a computational pipeline to produce genome reports including 270 variant calling summary data, ancestry inference, and phenotype annotation from genotype data for 271 personal genomics data obtained through whole genome or whole exome sequencing. 272
The pipeline is modular, fully open source, and available as containers and on the Lifebit CloudOS 273 computing platform, enabling easy integration with other projects, regardless of computational 274 resources available and bioinformatics expertise. 275
This work was developed as part of PGP-UK, and incorporates feedback from early participants to 276 improve the usefulness of the reports produced, and of participant engagement. It is designed to be 277 easily expandable, adaptable to other contexts and most of all, suit projects with a wide range of 278 ethical requirements, from those that need the data to be processed inside a safe-haven environment 279
to those that process all the data in the public domain. 280
Future directions for this work will include the integration of other omics data types that are 281 produced within PGP-UK, as well as potentially expanding the databases that are linked by default 282 when running the pipeline. 283
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