Abstract. For the linear damped wave equation (DW), the L p -L q type estimates have been well studied. Recently, Watanabe [32] showed the Strichartz estimates for DW when d = 2, 3. In the present paper, we give Strichartz estimates for DW in higher dimensions. Moreover, by applying the estimates, we give the local well-posedness of the energy critical nonlinear damped wave
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Abstract. For the linear damped wave equation (DW), the L p -L q type estimates have been well studied. Recently, Watanabe [32] showed the Strichartz estimates for DW when d = 2, 3. In the present paper, we give Strichartz estimates for DW in higher dimensions. Moreover, by applying the estimates, we give the local well-posedness of the energy critical nonlinear damped wave equation (NLDW) ∂ 2 t u − ∆u + ∂tu = |u| By this formula, Matsumura [23] proved the L p -L q type estimate: 
where 1 ≤ q ≤ p ≤ ∞ and G(t) := F −1 e −t|ξ| 2 F . We also refer to the L p -L q type estimate for the wave equation ∂ 2 t w − ∆w = 0:
for 2 ≤ p < ∞ and (d + 1)(1/2 − 1/p) ≤ γ < d, where W(t) := F −1 sin(t|ξ|)/|ξ|F . See [1] . Matsumura's estimate (1.2) shows that the solution of (1.1) behaves like the solution of the heat equation and the wave equation in some sense. More precisely, the low frequency part of the solution to the damped wave equation behaves like the solution of the heat equation and the high frequency part behaves like the solution of the wave equation but decays exponentially (see [11] for another L p -L q estimate). For the heat equation and the wave equation, by using the L p -L q type estimates, we obtain the space-time estimates, what we call the Strichartz estimate. The Strichartz estimates for the heat equation are
, where v satisfies ∂ t v − ∆v = F with v(0) = v 0 and 2/q + d/r = 2/q + d/r = d/2. See [33, 4] . We also have the Strichartz estimates for the wave equation as follows. , where w satisfies ∂ 2 t w − ∆w = F with (w(0), ∂ t w(0)) = (w 0 , w 1 ) and 1/q + d/r = d/2 − 1 = 1/q ′ + d/r ′ − 2. See [6] . In the present paper, we give the Strichartz estimates for the damped wave equation. Recently, Watanabe [32] obtained the Strichartz estimates for the damped wave equation when d = 2, 3 by an energy method. In this paper, we give the Strichartz estimates by a duality argument for d = 2, 3 and higher dimensions. We also consider the energy critical nonlinear damped wave equation.
where d ≥ 3, (u 0 , u 1 ) is given, and u is an unknown complex valued function. We will show the local well-posedness for (NLDW) when 3 ≤ d ≤ 5 by applying the Strichartz estimates. The existence of a local solution has been studied by [17, 10, 12] (see also [14, 15, 16] ). However, the small data global existence has not been known. Using the Strichartz estimates which are proved in this paper, we can show not only the existence of a local solution but also the small data global existence for (NLDW).
Moreover, we discuss the global behavior of the solutions to (NLDW). For the energy critical nonlinear heat equation, the solution with a bounded global spacetime norm decays to zero (see e.g. [8] ). On the other hand, there exist finite time blow-up solutions by Levine [21] . For the energy critical nonlinear wave equation, the energy is conserved by the flow. There exist solutions which scatter to the solutions of the free wave equation and finite time blow-up solutions by Payne and Sattinger [27] . See also [18] . In the present paper, we show that the solution to (NLDW) with a finite space-time norm decays since the energy decays like the heat equation and there exist finite time blow-up solutions.
Main results.
We state main results. First, we obtain the Strichartz estimates for (1.1). The so-called admissible pairs can be taken as same as in the heat case since the L p -L q type estimate of the low frequency part is similar to the heat estimate and the high frequency part decays exponentially in time. However, the derivative loss appears from the high frequency part which is wave-like part. Proposition 1.1 (Homogeneous Strichartz estimates). Let d ≥ 2, 2 ≤ r < ∞, and
Remark 1.1. We note that the homogeneous Strichartz estimate holds in the heat end-point case i.e. (q, r) = (2, 2d/(d − 2)) when d ≥ 3.
Proposition 1.2 (Inhomogeneous Strichartz estimates).
Let d ≥ 2, 2 ≤ r,r < ∞, and 2 ≤ q,q ≤ ∞. We set γ := max{d(1/2 − 1/r) − 1/q, d+1 2 (1/2 − 1/r)} andγ in the same manner. Assume that (q, r) and (q,r) satisfies
Moreover, we exclude the end-point case, that is, we assume (q, r) = (2,
, where δ = 0 when
and in the other cases δ ≥ 0 is defined in the table 1 below. 
Remark 1.3. Chen, Fang, and Zhang [3] considered the damped fractional wave equation
, where α > 0. They claimed that the better homogeneous Strichartz estimates can be obtained, where "better" means the derivative loss is less than that of the wave equation. However, at least when α = 1, their proof seems to be imcomplete.
Moreover, applying these Strichartz estimates, we can show the local well-posedness, especially small data global existence, for energy critical nonlinear damped wave equations (NLDW).
(I) for any compact interval I ⊂ [0, T ), (u(0), ∂ t u(0)) = (u 0 , u 1 ), and the Duhamel's formula
We have the following local well-posedness result when 3 ≤ d ≤ 5.
Moreover, we have the standard blow-up criterion, that is, if the maximal existence time
by the Strichartz estimates, we can take T = ∞. Namely, the small data global existence holds. Remark 1.5. See the sequel paper [13] for the local well-posedness and small data global existence of (NLDW) when d ≥ 6. The difficulty of d ≥ 6 comes from the loss of differentiability of the nonlinear term. We need to attention to the estimate of the difference. Remark 1.6. The existence of local solution is well known (see [10, 12] ). However, the small data global existence has not been known except for low dimension cases. (Watanabe [32] showed the small data global existence when d = 3.) Remark 1.7. As it is well known, we can obtain the local well-posedness of the nonlinear damped wave equation with the more general nonlinearity in the same way as Theorem 1.3. Namely, we find the local well-posedness for the following equation.
Assume that the nonlinearity N : C → C is continuously differentiable and obeys the power type estimates
where N z and Nz are the usual derivatives
We have the energy E of (NLDW), which is defined by
If u is a solution to (NLDW), then the energy satisfies
for all t ∈ (0, T max ). This means the energy decay. This observation shows us that some global solutions may decay. Indeed, we can prove that a global solution with a finite Strichartz norm decays to 0 in the energy space as follows.
Remark 1.8. This is similar to the energy critical nonlinear heat equation. See Gustafson and Roxanas [8] .
Remark 1.9. Theorem 1.4 holds for all dimensions d ≥ 3 since we need to treat the estimate of the difference unlike the local well-posedness.
At last, we discuss the blow-up of the solutions to (NLDW). We set
Then, it is well known that the minimizing problem
is attained by the Talenti function
See [31] . Here, the Talenti function satisfies the following nonlinear elliptic equation
Therefore, W is a static solution to (NLDW). Then, we get the following blow-up result.
Then the solution to (NLDW) blows up in finite time.
Remark 1.10. The theorem means that the static solution W is strongly unstable for (NLDW).
Remark 1.11. The proof of Theorem 1.5 is essentially given by Ohta [26] . He showed the blow-up result for abstract setting by the method of an ordinary differential inequality instead of by the so-called concavity argument, which is well applied to wave or Klein-Gordon equation.
We collect some notations. For the exponent p, we denote the Hölder conjugate of p by p ′ . The bracket · is Japanese bracket i.e. a := (1 + |a| 2 ) 1/2 . We use A B to denote the estimate A ≤ CB with some constant C > 0. The notation A ∼ B stands for A B and A B.
Let χ ≤1 ∈ C ∞ 0 (R) be a cut-off function satisfying χ ≤1 (r) = 1 for |r| ≤ 1 and χ ≤1 (r) = 0 for |r| ≥ 2 and let χ >1 = 1 − χ ≤1 .
For a function f : R n → C, we define the Fourier transform and the inverse Fourier transform by
For a measurable function m = m(ξ), we denote the Fourier multiplier m(∇) by
For s ∈ R and 1 ≤ p ≤ ∞, we denote the usual Sobolev space by
We write
denote the corresponding homogeneous Sobolev spaces.
We define
. We sometimes use L This paper is structured as follows. Section 2 is devoted to show the Strichartz estimates. In particular, we give the Strichartz estimates for low frequency part in Section 2.1 and that for high frequency part in Section 2.2. In Setion 3, we prove the locall well-posedness of (NLDW) by the Strichartz estimates. In Section 4, we discuss the decay of the global solutions to (NLDW) with a bounded space-time norm. Section 5 contains the proof of the blow-up result.
The Strichartz estimates
We split D to low frequency part D l and high frequency part D h as follows.
In this section, we prove the Strichartz estimates for low and high frequency parts respectively.
2.1. The Strichartz estimates for low frequency part. We have the L p -L q type estimates from [2] and [11] . These estimates are similar to those of the heat equation.
Lemma 2.1 (L r -Lr estimate for low frequency part [2, 11] ). Let 1 ≤r ≤ r ≤ ∞ and σ ≥ 0. Then, we have
for any t > 0 and f ∈ Lr(R d ). We also have
By these L p -L q type estimates, we obtain the following homogeneous Strichartz estimate.
Lemma 2.2 (Homogeneous Strichartz estimate for low frequency part). Let σ ≥ 0. Let 1 ≤r ≤ r ≤ ∞ and 1 ≤ q ≤ ∞. Assume that they satisfy
where I ⊂ [0, ∞) is a time interval and the implicit constant is independent of I. Moreover, we also have
Proof. These Strichartz estimates are same as those of the heat equation. Thus, the same proof does work. However, we give the proof for reader's convenience. We first consider the case of
Then, we obtain
Next, we consider the second case. We set
Then T is sub-additive and we have T :
If ρ ≥ γ, we can use the Marcinkiewicz interpolation theorem so that we have
for (q,r) satisfying q >r > 1 and
This means that the desired inequality holds for (q, r) such that
(1/r − 1/r) = 1/q and q >r > 1. See also [33, 4] . In the same way, we get the second and the third inequalities.
Remark 2.1. As stated in Remark 1.1, the Strichartz estimate in the heat endpoint case (q, r) = (2, 2d/(d−2)) holds for d ≥ 3. However, we exclude the end-point case in Lemma 2.2 since it is not clear whether the end-point Strichartz estimate holds or not for q =r andr = 2. We give the proof of the Strichartz estimate in the end-point case (q, r) = (2, 2d/(d − 2)) for d ≥ 3 in Section 2.3 (see Lemma 2.11).
Lemma 2.3 (Inhomogeneous Strichartz estimate for low frequency part). Let
Then it holds that
where I ⊂ [0, ∞) is a time interval such that 0 ∈ I and the implicit constant is independent of I.
Proof. We only show the first estimate since the second can be proved similarly. Applying the L r -Lr estimate (Lemma 2.1), we obtain
q , by the Young inequality, we obtain
On the other hand, when
q and 1 <q ′ < q < ∞, applying the Hardy-Littlewood-Sobolev inequality, we obtain
When (q, r) = (q,r) = (∞, 2), the inequality is trivial. This completes the proof.
The Strichartz estimates for high frequency part. Since we have
it is enough to estimate
Lemma 2.4 (Homogeneous Strichartz estimate for high frequency part
where I ⊂ [0, ∞) is a time interval and the implicit constant is independent of I.
In particular, we have
Proof. First, we consider e it √ −∆−1/4 . We note that
Since we have
for ξ = 0 and α ∈ Z n ≥0 . Thus, the Mihlin-Hörmander multiplier theorem (see [7, Theorem 6.2.7] ) gives
for some δ r > 0. Therefore, we obtain
, where we have used the Hölder inequality in the last inequality and we takeq such thatq
is a wave admissible pair. Namely, it satisfies
where we note that γ ≥ 0. Therefore, by the Strichartz estimate for the free wave equation (see [6] or [20, Corollary 2.5 in p.233]), we get
Similarly, we also have
Combining them with the formula of D h , we obtain
where we use |ξ| 2 − 1/4 ≈ ξ for |ξ| ≥ 1. Moreover, we also get the estimates related to
Remark 2.2. We can also obtain the homogeneous Strichartz estimates for high frequency part when 1 ≤ q < 2. Indeed, taking
is a wave admissible pair and thus the above argument does work. We note that, in this case, we need to redefine γ such that
To prove inhomogeneous Strichartz estimates for high frequency part, we show the L p -L q type estimate.
for any t > 0 and N ∈ 2 Z , where δ r is a positive constant.
Proof. Combining the L p -L q type estimate for free wave equation (see [1] 
Proof. By the L r -L 
.
Here, by the Young inequality, we obtain
In the case of
we obtain, from (2.1) and (2.2),
On the other hand, in the case of
Therefore, we obtain, from (2.1) and (2.2),
At last, we consider the case of
and it follows from the Hardy-Littlewood-Sobolev inequality that
since (q, r) is not the end-point. Combining (2.1), (2.3), and (2.4), we get the desired inequality. Remark 2.3. In the previous lemma, we exclude the end-point case. However, we can easily obtain the Strichartz estimate in the end-point case if we permit additional derivative loss. Indeed, using (2.1) and the following calculation:
where we have used the Young inequality, we get the Strichartz estimate with the derivative loss d(1/2−1/r) instead of γ. We note that the derivative loss d(1/2−1/r) is larger than γ in Lemma 2.6.
Proof. Now, we have 
±i(t−s)
dτ ds 
By the symmetry, it is enough to estimate I. By the Hölder inequality, e 
By Lemma 2.6, we obtain 
Thus, it follows that
This finishes the proof. 
where s < T is a parameter. Moreover, we also have the following estimate from (2.5) and the similar argument to Lemma 2.7. 
x estimate for high frequency part). Let 2 ≤ r < ∞ and 2 ≤ q ≤ ∞. We set γ := max{d(1/2 − 1/r) − 1/q, 
Proof. We may write I = [0, T ). We use a standard duality argument.
Since we haveP N P N = P N , it follows from the Fubini theorem and Hölder inequality that 
By (2.6) in Remark 2.4, we get 
Since we have the duality
the desired estimate follows from (2.7) and (2.8).
Combining these estimates, we obtain the following Strichartz estimates when (1/q, 1/r) and (1/q, 1/r) are on a same line. Lemma 2.9. Let 2 ≤ r,r < ∞ and 2 ≤ q,q ≤ ∞. We set γ := max{d(1/2 − 1/r) − 1/q, d+1 2 (1/2 − 1/r)} andγ in the same manner. Assume that 1 q
We also assume that (q, r) = (2, 
, where I ⊂ [0, ∞) is a time interval such that 0 ∈ I and the implicit constant is independent of I.
Proof. We set 
First, we consider the case of 2 ≤ r ≤r. Then,q ≤ q and thus there exists θ ∈ [0, 1] such that 1
By this formula, we have θγ = γ. Therefore, by the Hölder inequality, Lemmas 2.6 and 2.7, we obtain
, where we use θγ = γ.
At second, we consider the case of 2 ≤r ≤ r. Then, we haveq ≥ q. Let η ∈ [0, 1] satisfy 1
Then, we have ηγ =γ. By the interpolation, Lemmas 2.6, and 2.8, we get the desired inequality, where we note that
Taking summation for dyadic number N gives the statement.
We can get Strichartz estimates even when (1/q, 1/r) and (1/q, 1/r) are not on a same line by permitting more derivative loss. Lemma 2.10. Let d ≥ 2. Let 2 ≤ r,r < ∞ and 2 ≤ q,q ≤ ∞. We set γ := max{d(1/2 − 1/r) − 1/q, d+1 2 (1/2 − 1/r)} andγ in the same manner. Assume that 1 q
, where δ ≥ 0 is defined in the table 1 (see Proposition 1.2). Moreover, we have
Proof. We consider the following cases respectively.
(1)
It is easy to show that Cases (1)- (b) and (2)-(c) do not occur. Case (1) . We treat the case of Let γ 1 be the derivative loss for the pair (q, r 1 ). Then, by Lemma 2.9 and the Bernstein inequality, we get
q , which also gives
Case (1)-(c).
Therefore, we obtain
where we use q in the last equality.
2 (1/2 − 1/r) and thus we obtain
where we use
in the last equality.
Case (2). We treat the case of
Let γ 2 be the derivative loss for the pair (q, r 2 ). Then, by the Bernstein inequality and Lemma 2.9, we get
By the symmetric argument, we get the desired statements.
Proof of the Strichartz estimates.
Proof of Proposition 1.1. We only show the inequality for D since the similar argument works for ∂ t D and ∂ By the assumption of (q, r), we can apply Lemma 2.2 to the first term asr = 2 and σ = 1 and Lemma 2.4 to the second term. Then it follows that
This finishes the proof except for the heat end-point case. Next, we show the endpoint estimate. First, we prove the following lemma, which is essentially obtained by Watanabe [32, Lemma 2.8] . However, we give a proof for reader's convenience. Let d ≥ 3 and (q, r) = (2, 2d/(d − 2)) from now on in this proof. 
Proof of Lemma 2.11. We use the energy method. Let φ be the solution of the linear equation with the initial data (φ(0), ∂ t φ(0)) = (φ 0 , φ 1 ). Multiplying ∂ t φ by the linear equation and integrating it on [0, t) × R d , we get
Moreover, multiplying φ by the linear equation and integrating it on [0, t) × R d , we get
Combining these estimates, we get
Now, by the Sobolev embedding and this inequality, we have
Moreover, by differentiating the linear equation by ∂ xi for i = 1, 2, · · · , d, multiplying ∂ t ∂ xi φ and ∂ xi φ, and repeating the above argument, we get
-norm of the time derivative of the solution as follows.
Here, D(t)f is the solution of the linear equation with initial data (φ 0 , φ 1 ) = (0, f ). Therefore, we obtain
Since D(t)f + ∂ t D(t)f is the solution of the linear equation with initial data (φ 0 , φ 1 ) = (f, 0), it follows from the triangle inequality that
We can also estimate ∂ 2 t D(t)f as follows since ∂ t (D(t)f + ∂ t D(t)f ) is the time derivative of the solution with the initial data (φ 0 , φ 1 ) = (f, 0).
This completes the proof of Lemma 2.11.
By the first estimate in Lemma 2.11, we have
for σ ≥ 0. Therefore, it follows from this inequality and Lemma 2.4 that
This completes the proof of the heat end-point homogeneous Strichartz estimate.
Proof of Proposition 1.2. We only show the inequality for D since the similar argument works for ∂ t D. By the integral inequality, we get
By the assumption of (q, r), we can apply Lemma 2.3 to the first term asr = 2 and σ = 1 and Lemmas 2.9, 2.10 to the second term. Then it follows that
This is the desired estimate.
3. Well-posedness for the energy critical nonlinear damped wave equation
In this section, we prove local well-posedness for (NLDW), Theorem 1.3, by contraction mapping principle. We define the complete metric space − 2) ). We note that these exponents are same as in the local well-posedness for the critical nonlinear wave equation.
Proof of Theorem 1.3. As stated in Remark 3.1, the exponents are same as in the argument for the energy critical nonlinear wave equation. Thus, the proof if similar so that we only give sketch of the proof. See [28, 5, 29, 18] for details. Since
, by the Strichartz estimates in Proposition 1.1, we obtain
We estimate the nonlinear term as follows. By the Strichartz estimates in Proposition 1.2 and the fractional Leibnitz rule (see [18, Lemma 2.5] and references therein), we get
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Combining (3.1) and (3.2), we obtain
. Taking L and M sufficiently small, Φ is a contraction mapping on X(T, L, M ). By the Banach fixed point theorem, we obtain the solution such that u = Φ [u] . Then, (u, ∂ t u) belongs to C([0, T ); 
). We give a proof of the standard blow-up criterion. We suppose that
< ∞. Take τ and T arbitrary such that 0 < τ < T < T + . By the Duhamel formula, we have
for t > τ . By the Strichartz estimates, we obtain
Fix such τ . Since T is arbitrary, we get
Take a sequence {t n } such that t n → T + and t n > τ . Then, by the integral formula, the Strichartz estimates the assumption, and 3.4, we have
([tn,T+)) < δ/2 is true for large n. Then, for some ε > 0, we get
The local well-posedness derives a contradiction.
Decay of global solution with finite Strichartz norm
In this section, we give a proof of Theorem 1.4.
The proof is very similar to the proof of the standard blow-up criterion. Take 0 < τ < T < ∞ arbitrary. We know that the global solution belongs to
(K) for any compact interval K ⊂ [0, ∞). It follows from the Duhamel's formula and the Strichartz estimates that
Proof of Theorem 1.4. We have
where
We set
ds.
We begin with the estimate of I. 
for any q ∈ [1, 2] and some δ > 0. Therefore, applying these as q = 2, we get
Thus, this can be made arbitrary small by the approximation. Applying the above L p -L q type estimates as q = 1, we obtain
Next, we consider the estimate of III. By the Strichartz estimates, we have
. Therefore, the term is arbitrary small taking τ sufficiently close to t. At Last, we calculate II. We note that
Since by (4.1) we know
In the smae way as I, the first term is arbitrary small by the approximation and the second term tends to 0 as t → ∞. Combining the estimates of I, II, and III, we get the decay.
Blow-up result
This section is devoted to the proof of the blow-up result. The proof is essentially given by Ohta [26] . However, we give the full proof for the reader's convenience. In [26] , Ohta used argument of ordinary differential inequality instead of concavity argument. Indeed, the following lemma was used in [26] . See Li-Zhou [22] and Souplet [30] for the proof.
Lemma 5.1 (Li-Zhou [22] , Souplet [30] ). Let h satisfy h ′′ (t) + h(t) ≥ Ch γ (t), t > 0, h(0) > 0, h ′ (0) > 0,
for some constant C > 0 and γ > 1. Then h can not exist for all t > 0.
Setting
we will prove that I satisfies the ordinary differential inequality for large t. First, we show the positivity of K near 0.
Lemma 5.2 (Positivity of K near 0). Let {u n } n∈N ⊂ H 1 (R d ) satisfy u n → 0 strongly in H 1 (R d ). Then, for large n ∈ N, we have
Proof. By the Sobolev inequality, we get
Since u n → 0 strongly in
L 2 ≥ 0 for large n. Secondly, we prove that the set B is invariant under the flow.
Lemma 5.3. Let (u 0 , u 1 ) belong to B. Then the solution (u(t), ∂ t u(t)) of (NLDW) belongs to B for all existence time t ∈ [0, T max ).
Proof. Since the energy E satisfies that d dt E(u(t), ∂ t u(t)) = − ∂ t u(t) 2 L 2 , for all t ∈ (0, T max ), (5.1)
we have E(u(t), ∂ t u(t)) ≤ E(u 0 , u 1 ) ≤ µ for all t ∈ [0, T max ). Thus, it is enough to prove K(u(t)) < 0 for all t ∈ [0, T max ). We suppose that there exists a time t 0 ∈ (0, T max ) such that K(u(t 0 )) > 0. Then, by the continuity of the flow, there exists t * ∈ (0, T max ) such that K(u(t * )) = 0 and K(u(t)) < 0 for t ∈ (0, t * ). Assume that u(t * ) = 0. Then, by the definition of the minimizing problem µ, we have µ ≤ J(u(t * )) ≤ E(u(t * ), ∂ t u(t * )) ≤ E(u 0 , u 1 ) < µ. This is a contradiction. Therefore, we get u(t * ) = 0. Since the flow is continuous, if we take {t n } ⊂ (0, t * ) such that t n → t * , then u(t n ) → u(t * ) = 0 strongly in
. By the positivity of K near 0, we have K(u(t n )) ≥ 0 and t n ∈ (0, t * ) for large n ∈ N. This contradicts K(u(t)) < 0 for all t ∈ (0, t * ). Therefore, we get K(u(t)) < 0 for all t ∈ [0, T max ).
Remark 5.1. We define
If (u 0 , u 1 ) belongs to G , then the solution (u(t), ∂ t u(t)) belongs to G for all existence time t ∈ [0, T max ). This can be proved in the similar argument to the above.
We set
Lemma 5.4. We have
Proof. We denote the right hand side by µ ′ . It is trivial that µ ≥ µ ′ . We prove µ ≤ µ ′ . If ϕ ∈ H 1 (R d ) \ {0} satisfies K(ϕ) = 0, it follows that µ ≤ J(ϕ) = H(ϕ).
If ϕ ∈ H 1 (R d ) \ {0} satisfies K(ϕ) < 0, there exists λ 0 ∈ (0, 1) such that K(λ 0 ϕ) = 0. Thus, we have µ ≤ J(λ 0 ϕ) = H(λ 0 ϕ) < H(ϕ).
Therefore, we obtain µ ≤ H(ϕ) for any ϕ ∈ H 1 (R d ) \ {0}. Take the infimum, we get µ ≤ µ ′ .
Lemma 5.5. Let u(t) be a solution to (NLDW) on [0, T ) with (u 0 , u 1 ) ∈ B. Then, we have
for all t ∈ (0, T ).
Proof. By direct calculations and the equation, we have I ′ (t) = Re u(t), ∂ t u(t) L 2 ,
, where u, v := R d u(x)v(x)dx Therefore, we obtain 
(H(u(t)) − E(u(t), ∂ t u(t)))
Since we have u(t) ∈ B for all t ∈ [0, T max ) by the above lemma, we get H(u(t)) ≥ µ by the above lemma. Thus, it follows that
(µ − E(u(t), ∂ t u(t))) .
Lemma 5.6. Assume that u is a solution to (NLDW) on [0, ∞) with (u 0 , u 1 ) ∈ B.
Then, there exists t 1 > 0 such that I(t) > 0, I ′ (t) > 0, and d dt E(u(t), ∂ t u(t)) − µ
for all t ∈ (t 1 , ∞).
