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Many problems that arise in operating systems lead rather naturally to the study of queue networks. The models formulated, however, are frequently of greater complexity than can be handled by existing mathematical techniques. Queue network simulation by straightforward sampling is typically adopted, and often requires long simulation studies to adequately represent the behavior of queuing systems. It is advantageous, therefore, to investigate alternatives to straightforward sampling. Gaver' has proposed several such alternatives. Their value is suggested by data derived from a simple (though mathematically difficult) queuing situation.
In this paper, we apply Gaver's methods to simulating the more complex queuing model of a paging machine previously described by Lewis and Shedler.2 Our approach compares three methods of simulation with straightforward sampling and then estimates the sensitivity of the system response variables to the assumptions of the model. In our discussion, we attempt to go beyond adescription of the experiment by illustrating a methodology for the simulation of probabilistic models.
The computer system in our model is a multiprogrammed, single processor operating under demand paging. Overhead functions of the Central Processing Unit (Cpu) such as construction and execution of channel control programs, execution of replacement algorithms, and queue management are represented explicitly. Similarly, expressions for the long-run channel idle time, CPU idle time, and CPU overhead time have been obtained by Lewis and Shedler,' the transient or short-term response of the system is not easily characterized mathematically. Further, it is difficult to assess mathematically the sensitivity of the analytic results to distributional assumptions. Accordingly, a simulation of the model addressed to these matters is desirable. Such a simulation study as discussed in this paper, also provides a quantitative assessment, not obtained in Reference 2, of the queuing delays in the system.
Structure of the model
The computer system with which this paper is concerned is a single processor system with two-level storage, multiprogrammed at a fixed level (i.e., with a constant number of problem programs), and operated in a demand paging environment. Such systems are described in References 3 and 4. The following brief discussion gives the background necessary for an understanding of the model evaluated in our discussion.
In a paging system, all information that is explicitly addressable by the Central Processing Unit (mu) is divided into units of equal size called pages. Main storage (or the "execution store") is similarly divided into page-size sections called pagefiames. In such machines, it is possible to execute a program by using only a few page frames of main storage. When the page containing the first executable instruction has been loaded into a page frame, execution begins and continues until information is required that cannot be found in main storage. The system fetches the page containing the missing information, and may overwrite a page frame in main storage. Thus, under this procedure, called demand paging, information is brought into main storage only as a result of an attempt to use information not currently stored there. An instance of demand for a page that is not in main storage is termed a page exception. When executing large programs, or operating in a multiprogramming mode in which main storage is shared among several programs, main storage is frequently filled when another page has to be fetched from auxiliary storage. Consequently, a choice must be made as to which page frame in main storage is to be overwritten. The rule governing this choice is called the replacement algorithm. The control program must be capable of saving the content of the page frame chosen to be overwritten before the overwriting is performed.
The essential components of the hardware configuration that we discuss in this paper and show in Figure 1 begin an a l .
If no claim is made on the CPU according to the priority rule, the CPU is assumed to remain idle until the completion of the next pz service, at which time the priority rule is invoked. We assume that both the queue in the a-stage and the queue in the P-stage are served under a first-in, first-out (FIFO) queuing discipline.
Since no interruption of an a , or a3 service can occur, a program completing a p z service during an a1 or a3 service to another program must wait in the p-stage queue until the completion of that service before receiving its p3 service. Similarly, a program whose a2 service is interrupted by a pz completion must wait in the a-stage queue until a p service has been rendered before its a2 service is resumed.
In fact, if any program is in the p-stage queue, the az service is not resumed until pz service by the DTU begins again. These priority rules are based on the tacit assumption that the bottleneck in a multiprogrammed system is in fetching pages from auxiliary storage, which is generally true in today's systems.
distributional
The system overhead model has been previously analyzed under assumptions the following distributional assumptions, which we use in our simulation studies:
Service times at the six service stations are independent of one another. Successive a , and a, service times are independent and identically distributed random variables A , and A , with arbitrary distributions FA,(t) and F,,(t), e.g., F A , ( t ) = prob(A, I t } For i = 1,2, and 3, the successive fl service times are independent and identically distributed random variables Bi with arbitrary distributions FB,(t). The successive a2 service times are independent and identically distributed random variables A , with exponential distribution having rate parameter X2, i.e.,
The model is analyzed by concentrating on particular epochs at which changes occur in the state of the system as defined in Reference 2. These changes in state are generated by a one-step Markov chain, and the times between changes (given the initial and final states) are independent of the previous history of the process. Such a stochastic process is termed a semi-Markov process.
The exponential distributional assumption for the a2 service time is essential for the analysis. An assessment of the sensitivity of certain response variables to this assumption is a result of the present simulation study, and is discussed later in this paper.
Some further remarks about the assumptions concerning az service times are in order, We have assumed that each of the programs its length (i.e., for all i, where s, < l,). Under the demand paging assumption, a page is moved from the drum to main storage only when needed and when not in main storage. Whenever Pi references a missing page while the portion of main storage allocated to P , is PI, P2, . . . , Pw is constrained to run in storage that is smaller than
In the method known as stratijication discussed in Reference 1, m (for m 2 2) companion realizations Wj'), Wj2), . . . , Virn) are averaged to form a single estimate Wi. To obtain the W l k ) , the unit interval is divided into the following m equal parts:
Using one random number that is uniformly distributed over (0, l), an interval ri is chosen. Within ri, a value R'" is chosen by means of a second random number that is uniformly distributed over the interval (0, l/m). Obtain the sample X"' associated with the first of the m companion realizations from R"' by using the appropriate probability integral transformation. For the second of the companion realizations, i.e., the sample X " ' , use R"), which is wy, . . . , Wjm) are sufficiently negatively correlated, the final The fourth method studied is a combination of antithetic variables and stratification. By treating the second random number as uniformly distributed over (0, l/m) antithetically inside the interval (0, l/m), 2m companion realizations can be generated, and the final estimate Fa,= is obtained by averaging.
Results of our experiments on the four estimating procedures are given in Tables 1 and 2 . We consider two instances of a response variable W: CPU utilization, and DTU utilization. In both cases, the system input variable X is the exponentially distributed cy2 service time. For positive integral c, CPU utilization Tcpu(c) is defined as Here A(t,) is the total amount of time that the CPU renders service during the time interval (0, t,), and t , is the epoch of simulated The results shown in Tables 1 and 2 are for the case in which the level of multiprogramming is 3. The al, a2, and a3 service times are exponentially distributed, and the p-stage service times are constant.
Unit time is taken to be the duration of a p2 service. The average duration of the dominant overhead service cy3 is 0.2, and the duration of an average a ] , PI, or p3 service is 0.02.
In each realization, all customers are in the CPU queue at time t = 0. We observed that for a given customer c, the result of terminating each realization when the next customer (c + 1) is about to start his a1 service varies only slightly from defining a time interval (0, t,) by the first realization, and terminating all subsequent realizations at simulated time t,. In Table 1 , we display results of a comparative assessment of straightforward sampling and the antithetic estimating procedure. number of realizations used to obtain the estimates is the same for both the straightforward and antithetic-variable methods.
We conclude from the results in Table 1 that, for CPU utilization, the antithetic estimating procedure is useful in variance reduction, Note, however, the lack of evidence that a similar gain is obtainable for DTU utilization. This observation may well have to be considered in future investigations of policies for determining whether the antithetic procedure should be employed in the simulation of different queuing problems. Table 2 shows some results for the straightforward method compared with the antithetic and stratification procedures, and the combination of stratification with antithetics. For stratification (with m = 3), the given means and variances are obtained from k = 20 independent observations of F V S , each observation being based on n = 20 sets of companion realizations. For the combination of stratification and antithetics, the means and variances given are obtained from k = 20 independent comparative results observations of Fa,,, each observation being based on n = 10 sets of companion realizations.
Our results in Tables 1 and 2 provide no evidence that stratification is preferable to antithetics. There is evidence, however, that for CPU utilization an additional gain over antithetics is obtainable by the use of the combination of stratification and antithetics.
Simulation results
In this section, we define several quantities of interest in the model, and present results of further simulation studies. In accordance with our findings in the previous section, all simulation results are obtained by the method of antithetic variates.
In the model, the single CPU processes problem programs (az service) and performs overhead functions (a1, a3, pl, p.? services) . The DTU provides paging service (P, service). Quantities of primary interest in the model are the percentages of time that the CPU spends rendering each of the several services that it provides (as opposed to being idle), and the percentage of time that the DTU renders paging service (as opposed to being idle).
Thus, for example, we define the random variable T,,(c) as the percentage of the total time that the CPU performs al service, so that Definitions of the other random variables representing the times that the cPU performs a2, a8, PI, and p3 services follow correspondingly: Table 3 shows the results of the simulation by giving estimates of expected values of the quantities just defined as a function of the Here, t k + l is the epoch at which the c + 1st customer begins his a1 service, and t:+l is the epoch at which the c + 1st customer begins his p1 service. Table 4 gives estimates of the expected values of the four quantities just defined as a function of c and the rate parameter X, of the exponentially distributed cy2 service time. Again, the other parameter values have been defined earlier in this paper.
An essential assumption of the analysis given in Reference 2 requires that the probability distribution of a, service be exponential. An indication of the sensitivity of the response variables to this assumption is provided by the simulation results given in Tables 5 and 6 . Here estimates of CPU utilization and DTU utilization are given as functions of c for six different a, service distributions. For k = 2 
Concluding remarks
This paper compares three simulation methods with straightforward sampling to study the efficiency of these methods in estimating the performance of a demand-paging system model. Measures of system overhead, queuing delays, and transient response of the modeled system are related to parameters describing the processing demands of the programs load. Our results for this specific system model suggest that variance reduction from straightforward sampling techniques is obtainable by the method of antithetic variables. However, one should not necessarily expect a similar gain for all response variables in a model. With regard to variance reduction, additional gains may be obtainable by a combination of stratification and antithetics.
