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Past empirical failures of the basic Heckscher-Ohlin-Vanek (HOV) model related to the 
inability of data to meet its restrictive assumptions, particularly identical international 
technologies and factor price equalization. Trefler (1993) tried to resuscitate HOV by 
introducing a simple Hicks-neutral (HN) factor-productivity adjustment, an approach that was 
heavily criticized. In this paper, we re-examine the productivity question by estimating factor-
specific productivities from the individual technology data of multiple countries. Using a 
dataset of 29 countries, both developed and developing, we find evidence of factor-
augmenting technological differences. In particular, the factor-productivity adjustment works 
well for developed members of the OECD. Further, we find that the ratios of factor 
productivities are strongly correlated with corresponding factor endowments. This systematic 
bias implies that the ability of HOV to explain North-South factor trade depends both on 
relative factor abundance and factor-augmenting productivity gaps. 
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1. Introduction 
Early tests of the Heckscher-Ohlin-Vanek (HOV) model of international factor trade 
demonstrated that it failed to predict trade better than a coin toss (Maskus, 1985; Bowen, Leamer 
and Sveikausas, 1987).  As noted by Maskus (1985), the assumptions of the strict HOV model 
are too unrealistic to expect them to generate actual data.
1  Later tests relaxed many of these 
assumptions to generate extended HOV models that were more consistent with data (Trefler, 
1995; Davis, et al, 1997; Davis and Weinstein, 2001; Hakura, 2001).  Much of this analysis has 
focused on the unrealistic assumptions of internationally identical technologies and factor price 
equalization (FPE). 
Trefler (1993) made a first important step to integrate international differences in factor-
prices into the HOV model.  He introduced a simple Hicks-neutral (HN) productivity 
modification at the individual factor level to measure endowments in productivity-equivalent 
units.  For example, if the labor supplies of the United States and Brazil were the same, but U.S. 
workers were twice as productive, the former nation would have twice as much labor at the 
productivity-equivalent level.
2  At the same time, the wage of U.S. workers would be twice that 
of Brazilian workers and ratios of factor prices could be used to infer relative productivities.  
This modification is consistent with the HOV model after adjusting for international differences 
in factor productivity. 
Davis and Weinstein (2001) argued that Trefler’s productivity modification is incomplete 
because it fails to introduce general differences in technology.  With step-by-step relaxations of 
                                                 
1 The strict version assumes: (1) identical constant returns to scale (CRS) technology and factor price equalization;  
(2) perfectly competitive markets in goods and factors; (3) identical and homothetic preferences; (4) factor 
endowment differences; and (5) free trade in goods but not factors. 
2 This was Leontief’s (1953) conjecture to explain his celebrated paradox.  
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the standard HOV assumptions, they found substantial improvements in prediction power when 
national technologies are modified according to factor abundance measures.   
Though both studies focused on modifying FPE, the conceptual distinction between their 
empirical approaches is important.  Is it differences in productivity of factors or underlying 
technology that is responsible for factor price disparity?  If it is because of factor-productivity 
differences, the HOV model is fundamentally acceptable, for its failures would come from the 
inability to measure factors in productivity-equivalent units.  However, if the failures occur 
because of general technology differences, both the standard HOV model and FPE break down. 
Several papers analyzing factor abundance have relied on Trefler’s method to justify the 
introduction of productivity adjustments (Trefler, 1995; Antweiler and Trefler, 2002; Debaere, 
2003; Debaere and Demiroglu, 2003; Fitzgerald and Hallak, 2004).  However, the validity of his 
results has been questioned.  Gabaix (1997), for example, showed that Trefler’s adjustment to 
labor productivity (capital productivity) merely reflects differences in GDP/labor (or 
GDP/capital) due to his method of deriving productivities.  There is surely a strong correlation 
between GDP per unit of factor and factor prices that may not be solely the result of differences 
in productivity.  Thus, Trefler’s claim of strong support for the standard HOV model is 
questionable unless factor productivities are estimated appropriately. 
In this paper we introduce a different approach to estimate factor-specific productivities 
based solely on a constant returns to scale (CRS) production function.
3  This methodology 
permits extending Trefler’s approach to HOV testing without facing the argument made by 
Gabaix.  Using a newly constructed dataset covering 29 countries, we find evidence for the 
notion of basic factor-augmenting technology differences.  Moreover, incorporating estimated 
                                                 
3 Our approach builds on those of Davis and Weinstein (2001) and Maskus and Webster (1999).  Maskus and 
Webster (1999) were concerned with ranking endowments across the United States and the United Kingdom, 
assuming the HOV model to be valid, rather than testing the trade model itself.  
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factor productivities raises the fit of the standard HOV signs test from 46.6 percent to 72.4 
percent and increases the variance ratio from 0.024 to 0.436. 
More fundamentally, we also find that the estimated productivities are strongly correlated 
with aggregate factor abundance in a relative sense.  For example, workers in Japan, which is 
capital abundant, are productive (relative to Japanese capital) because they have access to 
machines and computers that make them efficient.  This systematic correlation between labor-
productivity and capital-abundance, which is consistent with general principles of the factor-
proportions model of trade without FPE, was previously discussed by Dollar, Wolff, and Baumol 
(1988).   
Moreover, the idea of factor-specific productivity is strongly related to the literature on 
skill-biased technological change (Krusell, et al, 2000; Caselli and Coleman II, 2006).  Because 
the rapid growth of physical capital interacts differently with different types of labor, capital 
productivity and labor productivity evolve differently with the stages of economic development.  
In particular, capital-skill complementarity could play a key role because the efficient operation 
of highly productive capital in developed countries requires skilled labor.
4  Its importance here is 
that the empirical success of Trefler’s basic model can be attributable to systematic productivity 
differences across factors that cannot be obtained from the Hicks-neutral form.  Thus, similar to 
Davis and Weinstein (2001) who adjusted national technologies according to factor abundance, 
our results also indicate the important link between technology, productivity, and factor 
abundance.
5  However, rather than general technology differences we consider only factor-
                                                 
4 Krusell, et al (2000) defined capital-skill complementarity as the situation where the elasticity of substitution 
between capital and unskilled labor is higher than that between capital and skilled labor. In this paper, using the data 
from Trefler (1993), we show that skilled-labor productivity and capital productivity co-move with economic 
development but these productivities move differently from unskilled-labor productivity.  
5 Davis and Weinstein relied on the Dornbusch, Fischer, and Samuelson (1980) model and Helpman’s (1999) 
multiple-cone model of specialization to motivate this correlation.    
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augmenting, industry-neutral productivity variations.  This more restricted specification achieves 
considerable success for HOV. 
Our finding points out a potential danger in applying strict HOV-type models in a relative 
(i.e., bilateral) sense because factor productivity interacts systematically with factor abundance.  
For example, Debaere (2003) demonstrated that the HOV equation holds better for South-North 
country pairs than for North-North country pairs. But this finding raises the question of whether 
South-North factor-productivity gaps or South-North factor-abundance differences drive support 
for the factor contents of trade.  In fact, we show that the likely reason Debaere found strong 
evidence only for South-North country pairs of particular factor combinations is systematic 
South-North differences in factor productivity.  Because the abundant factor (unskilled labor) has 
limited access to capital in the South, its labor productivities are systematically lower than those 
of capital.  However, Northern data do not entail this feature.  This productivity gap makes it 
hard to conclude that the success of the relative factor-abundance model is purely derived from 
South-North differences in adjusted factor endowments.  Rather, both differences in factor 
productivities and factor endowments are responsible, with the balance of each element being 
unclear. 
Our analysis lies within the HOV framework of incomplete specialization adjusted for 
productivity differences.  It does not test for the possibility of multiple specialization cones that 
can arise due to large endowment differences (Debaere and Demiroglu, 2003; Schott, 2003).  
While we do not dispute that possibility, our primary concern is to analyze whether a 
straightforward specification of technological differences, appropriately estimated, can achieve a 
significant improvement in HOV performance.  Thus, in contrast to the complicated  
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specifications in Davis and Weinstein (2001), we find that the HOV equation performs well with 
the simple correction of factor-augmenting productivity. 
In addition, Schott (2003) argues that the standard use in HOV testing of U.S. 
technologies for all countries suppresses evidence of specialization.  Here we incorporate 
consistent technology matrices from many countries and discover evidence supporting the 
extended HOV model, suggesting that the bias he mentions may not be significant at the industry 
level.  Moreover, this dataset avoids some of the problems in data construction facing those 
authors.  For example, Debaere and Demiroglu (2003) incorporate factor prices as proxies for 
productivity differences, but this procedure is likely to overstate those variations.  We directly 
estimate these variables from international technology data.   
We organize the paper as follows.  In Section 2 we revisit Trefler’s (1993) model and the 
criticism in Gabaix (1997).  In Section 3 we set out our empirical results from the estimation of 
factor-augmenting productivities and relate them to Trefler’s approach.  In addition, we study the 
characteristics of estimated productivities, particularly the correlation between productivity and 
factor abundance.  In section 4 we examine the potential biases from ignoring factor 
productivities in the context of Debaere’s (2003) relative factor-abundance model.  Concluding 
remarks are offered in the final section. 
2. The HOV Model and Factor-Augmenting Productivity 
We begin by deriving the basic HOV prediction in a world with F factors, C countries, 
and N products (sectors).  Assume that all countries have identical constant returns to scale 
production technology; markets for goods and factors are perfectly competitive; there are no 
barriers to trade and zero transportation cost; factors move freely within a country but do not  
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move across countries; and the distribution of factors is consistent with integrated equilibrium so 
that factor prices are equalized across countries. 
For each country c the net-export vector can be obtained as the difference between net 
production and the final consumption: 
(1)                                                        () cc c c = −− T Ι BQ C  
where Tc is an N×1 vector of net exports, Qc is an N×1 vector of gross output, and Cc is an N×1 
vector of final consumption.  Bc is an N×N input-output (indirect) matrix for the unit 
intermediate requirements so that (I-Bc)Qc equals the net output vector Yc.   
Let Ac be the F×N direct technology matrix and its elements (a’cif) represent the amount 
of a factor needed to produce one unit of gross output in sector i.  Pre-multiplying equation (1) 
by direct and indirect technology matrix Ac(I-Bc)
-1, and applying the factor-exhaustion 
assumption AcQc=Vc where Vc is an F×1 vector of factor endowments, we have that a country’s 
factor contents of trade are the difference between factors absorbed in production (AcQc=Vc) and 
factors absorbed in final consumption (Ac(I-Bc)
-1Cc): 
(2)                                             
11 () () c cccc cc
−− −= − − AIB T V AIB C  
Assuming identical and homothetic preferences, along with identical prices of goods and 
services, the final consumption vector is proportional to the world net output vector (Yw): 
(3)                                                                cc W s = CY  
where sc is a scalar representing the share of country c in world expenditure.  Because the 
production technology is identical worldwide and there is FPE, the technologies of the United 
States may be used to derive the following standard HOV equation: 
(4)                                                             cc c W s = − FV V   
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where Fc=AUS(I-BUS)
-1Tc is measured factor contents of trade with U.S. technologies and Vc-
scVw is predicted factor contents of trade.
6  Thus, the HOV model tells us that measured factor 
contents of trade for any country can be predicted by that country’s factor endowments, world 
factor endowments, and final consumption shares. 
To integrate factor productivity into the HOV model, Trefler (1993) introduced 
coefficients (πcf) with the interpretation that if Vcf is the factor endowment of country c then 
V
*
cf  = πcfVcf is the corresponding factor endowment measured in productivity-equivalent units.  
Let wcf  be the price per unit of Vcf and let w
*
cf be the price per unit of V
*
cf.  Since one unit of Vcf 
provides πcf  productivity-equivalent units of service, 1/πcf units of Vcf provide one productivity-
equivalent unit service priced at w
*
cf = wcf /πcf.  Assuming identical technologies at the 
productivity-equivalent level and normalizing factor productivities of the United States to unity, 
we have this system of equations: 
(5)                                              
1
G
cf cf cf c gf gf g FV s V ππ
= =− ∑  
(6)                                     // // cf cf USf USf cf USf cf USf ww w w π ππ π =⇔ =  
where equations (5) capture the elements of Fc=AUS(I-BUS)
-1Tc, πUSf  = 1, and g is the index of 
countries in the dataset.   
2.A. Trefler’s Derivation of Factor-Productivity 
Trefler (1993) built the extended HOV model, adjusted by factor productivities, with the 
system of equations (5) and (6), using a dataset for 33 countries.  Equation (5) is the HOV model 
with productivity-equivalent factors and equation (6) indicates that FPE holds when international 
factor productivities are adjusted.  To estimate factor productivities (πcf), Trefler derived 
equation (7) from equation (5): 
                                                 
6 To focus on predictions from the restrictive HOV model, we use U.S. technology to obtain measured factor 
contents of trade throughout this paper.  
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(7)  ff f = FX Π   where  
11 1 2 1 1 1
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Normalizing the productivities in terms of the United States, the πcf parameters may be estimated 
by ordinary least squares (OLS).  However, once these estimated factor productivities are 
introduced into equation (5) it is inappropriate to apply standard testing procedures of the HOV 
model because fitted values for predicted factor contents of trade are identical to measured factor 
contents of trade.  That is, all the HOV test statistics automatically would indicate a perfect fit. 
To deal with this issue Trefler set out two methods to demonstrate the validity of his 
estimated factor productivities.  One was to check the signs of the productivity parameters, with 
all expected to be positive.  The other was to study the correlation between relative price (wcf 
/wUSf) and relative productivity (πcf /πUSf) in equation (6) for each factor, with the correlation 
expected to be unity.  Trefler noted that the productivities estimated from equation (7) were 
positive and that equation (6) performed well, with the correlation for labor being 0.90 and that 
for physical capital being 0.68. 
While the approach generated a number of comments, Gabaix (1997) in particular 
criticized this methodology for deriving the estimation method (equation (7)) testing factor 
productivities.  His reasoning came from the “missing trade” phenomenon analyzed in Trefler 
(1995).  Missing trade is the finding that measured factor contents of trade are generally very 
small relative to predicted factor contents of trade.  Thus, if the vector of measured factor 
contents of trade were virtually zero in equation (5), we would have: 




cf cf c wf cf c
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  10
where world aggregates (V
*
wf = ΣgπgfVgf and R = V
*
wf/Yw) are essentially independent of the data 
from country c.  In the case of labor, for example, the estimated productivity of labor would 
equal GDP per worker.  Therefore, it is not surprising that Trefler’s estimated productivities were 
positive and correlated strongly with factor prices.  In this context, Trefler’s approach offered no 
independent validation for the empirical success of his productivity modification of HOV. 
Although Gabaix’s criticism invalidates Trefler’s methodology and statistical evidence, it 
does not necessarily mean the rejection of Trefler’s model per se.  Rather, if it were possible to 
estimate factor-productivity parameters independently of the equation system, incorporating 
them would not make HOV a truism and standard testing procedures would be valid.  To this end, 
we develop unit total factor requirements (acif is each element of total technologies Ac(I-Bc)
 -1) 
for each country and estimate factor productivities for each country across sectors.  These 
estimated parameters are then incorporated to test equations (5) and (6).  This procedure escapes 
the problems Gabaix (1997) pointed out.   
2.B. The Modified Approach 
Within Trefler’s framework, countries share identical production technologies at the 
productivity-equivalent level, making adjusted unit factor requirements identical across countries 
for each factor: aUSif = a
*
cif for country c and factor f where a
*
cif is πcf acif.  If firms minimize unit 
cost functions with CRS technology, the quantity of factor f required in sector i for country c 
divided by corresponding output is the unit factor requirement to produce one unit of gross 
output.  Following Davis and Weinstein (2001), we estimate the productivity parameters by  
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regressing the logarithm of unit factor requirements on country fixed effects and common unit 
factor requirements.
7 
We begin with Hicks-neutral productivity differences.  With constant returns to scale, a 
single productivity (πc) augments each factor at the same rate (V
*
cL = πcVcL and V
*
cK = πcVcK).  We 
estimate the following equation, which is the same as technology specification (P3) of Davis and 
Weinstein: 
(9)                                                   ln ln cif c if cif aa θ ε = ++  
where ln cif a  is the log of measured unit factor requirements, ln if a  is the log of cross-country 
average unit factor requirements, and θc is a vector of coefficients on country dummies.  A 
conventional measure of national total factor productivity (TFP) is then πc = 1/exp(θc).  We 
normalize these coefficients so that the U.S. measure is equal to unity (πUS = 1).  Note that 
heteroskedasticity is likely to be present and so all technology regressions are weighted by 
ln( ) / if ci f aV A a  , where VAci indicates value added, as in Davis and Weinstein (2001).
8 
We next consider the more general case of factor-augmenting productivity adjustments 
by allowing θcf ≠ θcf’: 
(10)                                                  ln ln cif cf if cif aa θ ε = ++  
Here, (1/exp(θcf)) is consistent with Trefler’s (1993) and Maskus and Nishioka’s (2006) 
estimations of factor-augmenting productivity with the U.S. normalization.  To compare the 
performance of equation (10) with various technology specifications with and without FPE in 
                                                 
7 We also estimate factor-augmenting productivities, using the method of Maskus and Webster (1999), by regressing 
the unit factor requirements of the United States against those of each country across sectors.  This approach 
confirmed that our results with Davis and Weinstein’s technique are robust. 
8 Simple corrections with robust standard errors do not change the results of these estimations.  
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Davis and Weinstein (2001), we also estimate their technology specifications (P4), (P5), and 
(P5’) and present the results in Table 1.
9  
Table 1: Results of Technology Estimations
Specifications from Davis and Weinstein (2001)
Hicks-neutral DFS with FPE Helpman no-FPE Unrestricted Helpman Factor-augmenting Productivity
(P3) (P4) (P5) no-FPE (P5')
Equation (9) Equation (B-1) Equation (B-2) Equation (B-3) Equation (10)
Implied TFP Implied TFP Implied TFP Implied TFP Labor Productivity  Capital Productivity
Australia 0.782 0.782 0.783 0.776 0.719 0.852
Austria 0.763 0.763 0.763 0.762 0.738 0.788
Belgium 0.829 0.830 0.830 0.837 0.859 0.802
Brazil (D) 0.561 0.554 0.556 0.492 0.233 1.312
Canada 0.866 0.866 0.867 0.864 0.812 0.925
Czech Republic (D) 0.609 0.607 0.609 0.578 0.415 0.889
Denmark 0.858 0.857 0.858 0.851 0.760 0.966
Finland 0.693 0.692 0.693 0.690 0.648 0.739
France 0.870 0.870 0.869 0.875 0.854 0.885
Germany 0.707 0.707 0.707 0.710 0.711 0.703
Greece (D) 0.696 0.694 0.696 0.670 0.514 0.940
Hungary (D) 0.606 0.603 0.606 0.566 0.371 0.982
Indonesia (D) 0.526 0.517 0.525 0.451 0.211 1.291
Ireland 0.828 0.826 0.828 0.805 0.707 0.963
Israel 0.984 0.982 0.982 0.979 0.877 1.100
Italy 0.836 0.836 0.836 0.835 0.834 0.837
Japan 0.559 0.556 0.556 0.562 0.631 0.488
Korea (D) 0.573 0.573 0.573 0.570 0.529 0.620
Netherlands 0.797 0.797 0.798 0.792 0.712 0.892
New Zealand 0.854 0.854 0.856 0.847 0.754 0.968
Norway 0.821 0.824 0.824 0.831 0.736 0.919
Poland (D) 0.608 0.605 0.609 0.554 0.310 1.186
Portugal (D) 0.649 0.648 0.650 0.625 0.508 0.828
Slovak Republic (D) 0.524 0.522 0.524 0.493 0.334 0.817
Spain 0.745 0.745 0.745 0.737 0.694 0.799
Sweden 0.797 0.796 0.797 0.785 0.727 0.873
Turkey (D) 0.615 0.608 0.610 0.542 0.242 1.514
United Kingdom 0.857 0.856 0.858 0.833 0.706 1.039
United States 1.000 1.000 1.000 1.000 1.000 1.000
γKT 0.450 (0.019) 0.429 (0.019)
γKN 0.560
γLT -0.450 (-0.019) -0.472 (-0.019)
γLN -0.517 (-0.021)
Obervations (T) 1676 1676 1676 1676 1676
Parameters (k) 86 87 89 137 114
-Log L (LL) -890 -645 -242 -106 -218
SIC 1.443 1.155 0.683 0.760 0.766
AIC 1.164 0.874 0.395 0.297 0.397
Notes: (1) Standard errors are reported in parentheses.
            (2) Hicks-neutral and factor-augmenting productivities are estimated from 1/exp(θ) with the normalization of U.S.=1
            (3) There are 29 industries and 2 factors (sector 1 agriculture is dropped from the sample)
            (4) The number of obervations is not 1,682 (=29*29*2). We have to drop 6 observations of unit factor requirement (acif) because they are zeros.
            (5) Developing countries (the South) are marked with (D). We sort countries by labor compensation per worker.  
 
                                                 
9 In Appendix B we describe these specifications.  
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Using the estimated factor-productivities from equation (10), we test both equations (5) 
and (6).  This implicitly assumes that no other sources of international differences in unit factor 
requirements (technologies) exist after international factor productivities are adjusted.  Because 
the factor-productivities are estimated solely from unit factor requirements, it is possible to 
examine equations (5) and (6) separately and apply standard testing procedures of the HOV 
model to equation (5).  In addition, we can separately assess equation (6) in terms of the 
correlations between price and productivity for each factor. 
In testing HOV we consider both the aggregate specification in (5) and the pair-wise 
HOV model (Staiger, Deardorff, and Stern, 1987; Hakura, 2001).  The primary advantage of the 
pair-wise HOV model is that the testing equation does not include world aggregates.  Because 
our dataset consists only of 29 countries, there is some question about data sums representing 
world aggregates.  To derive the pair-wise model, apply equation (4) to two arbitrarily chosen 
countries.  For example, take the ratio of the United States (c=1) and Japan (c=2) and cancel the 
net world output (Yw) in equation (3) (C1=s1/s2C2=αC2).  Then, with appropriate subtraction, the 
pair-wise HOV model follows: 
(11)                                                     12 1 2 α α − =− FF VV   
where F1-αF2 is the measured relative factor contents of trade with U.S. technology (F1= AUS(I-
BUS)
-1T1 and F2= AUS(I-BUS)
-1T2) and V1-αV2 is the predicted relative factor content of trade.
10  
  Using equations (10) and (11), the pair-wise HOV model with factor-productivity 
adjustment follows: 
(12)                                                  12 1 1 2 2 α α − =− FF Π V Π V  
                                                 
10 This specification is more restrictive than that in Hakura (2001) because she used each country’s actual 
technology to measure factor contents of trade.  
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Here Π1 is a diagonal F×F matrix with elements that are the corresponding productivity 
coefficients of country c (πcf) estimated from equation (10).  Note that the measured relative 
factor contents of trade in the pair-wise model do not change due to the introduction of factor-
augmenting productivity adjustments.  Testing procedures are the same as for the basic HOV 
model. 
3. Data and Empirical Results 
Estimating factor-productivity parameters from equation (10) requires data on actual 
technologies for multiple countries.  Thus, we assembled a comprehensive dataset for a group of 
29 countries in the year 2000 as described in Appendix A.  There are two factors (physical 
capital and aggregate labor) and 30 industrial sectors.  The dataset is similar to that in Davis and 
Weinstein (2001), who developed a 35-sector dataset of 10 advanced members of OECD.  
However, our data spans both developed and developing countries, with 19 being in the former 
category according to our sorting procedure.
11   
3.A. Factor-Augmenting Productivity Estimates 
The final two columns of Table 1 report the estimated factor-productivity parameters and 
associated statistics for equation (10), where factor efficiencies are defined relative to the United 
States.  All coefficients measuring factor productivities are positive and statistically significant at 
the one-percent level.  The coefficients on aggregate labor for all 29 countries are lower than 
unity, suggesting that the United States has the highest levels of labor productivity.  Regarding 
physical capital, some developing countries (Brazil, Indonesia, Poland and Turkey) and some 
developed countries (Israel and the United Kingdom) are more productive than those in the 
United States.   
                                                 
11 Country names may be found in Table 1. We sort the countries according to labor compensation per worker 
(average wage). Countries with average wage less than $20,000 U.S. dollars (2000, PPP) are developing countries.  
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For comparison purposes, the first four columns present national TFP estimates using 
equation (9) of this paper and various technology specifications in Davis and Weinstein (2001).  
According to the Schwarz Information Criteria (SIC),
12 the technology estimation with factor-
augmenting productivity adjustment is better than those with Hicks-neutral productivity 
adjustment (equation (9)) and with Dornbusch-Fischer-Samuelson technology adjustment 
(equation (B-1)) but is slightly worse than those with Helpman’s specifications without FPE 
(equations (B-2) and (B-3)).  Thus, for estimating technology differences our factor-productivity 
adjustment performs at least as well as Davis and Weinstein’s successful specifications.   
It is also of interest to compare the national factor-productivity parameters developed 
using Trefler’s (1993) method (equation (7)) and those using our method in equation (10).  In 
Table 2 we list the parameters computed from Table 1 (the final two columns) and those in 
Trefler’s paper (the next pair of columns).  The correlations between the corresponding factors 
are very high, at 0.830 for physical capital and 0.987 for aggregate labor.  Thus, Trefler’s 
estimated factor-productivities are very similar to those obtained from estimation based only on 
unit factor requirements.   
In addition, we compare these factor productivities with our TFP estimates from equation 
(9) in the initial column of Table 1.   The correlation between TFP and our estimated labor-
augmenting productivity is very high (0.894) but there is no correlation between TFP and capital 
productivity.  In addition, the values of TFP generally lie between those for capital and labor.  
This would suggest that the empirical success of the factor-productivity adjustments in Trefler 
(1993) is attributable to systematic productivity differences across factors that the Hicks-neutral  
 
                                                 
12 SIC=-2(LL)/(T)+kln(T)/T where LL is the log likelihood, T is the observation, and k is the number of independent 
variables.  
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Table 2: Estimated Factor-Augmenting Productivity
Maskus and Nishioka (2008) Trefler (1993) TFP
(1) Labor (2) Capital (3) Labor (4) Capital (5)
Australia 0.719 0.852 0.729 0.907 0.782
Austria 0.738 0.788 0.720 0.777 0.763
Belgium 0.859 0.802 0.865 0.800 0.829
Brazil (D) 0.233 1.312 0.234 1.186 0.561
Canada 0.812 0.925 0.784 0.882 0.866
Czech Republic (D) 0.415 0.889 0.463 0.935 0.609
Denmark 0.760 0.966 0.772 1.021 0.858
Finland 0.648 0.739 0.699 0.838 0.693
France 0.854 0.885 0.842 0.768 0.870
Germany 0.711 0.703 0.728 0.671 0.707
Greece (D) 0.514 0.940 0.595 1.065 0.696
Hungary (D) 0.371 0.982 0.444 1.149 0.606
Indonesia (D) 0.211 1.291 0.149 1.245 0.526
Ireland 0.707 0.963 0.741 1.302 0.828
Israel 0.877 1.100 0.916 1.102 0.984
Italy 0.834 0.837 0.847 0.812 0.836
Japan 0.631 0.488 0.642 0.547 0.559
Korea (D) 0.529 0.620 0.524 0.529 0.573
Netherlands 0.712 0.892 0.692 0.822 0.797
New Zealand 0.754 0.968 0.811 1.117 0.854
Norway 0.736 0.919 0.772 1.115 0.821
Poland (D) 0.310 1.186 0.328 1.163 0.608
Portugal (D) 0.508 0.828 0.500 0.895 0.649
Slovak Republic (D) 0.334 0.817 0.407 1.069 0.524
Spain 0.694 0.799 0.690 0.780 0.745
Sweden 0.727 0.873 0.723 0.948 0.797
Turkey (D) 0.242 1.514 0.283 1.262 0.615
United Kingdom 0.706 1.039 0.674 1.026 0.857
United States 1.000 1.000 1.000 1.000 1.000
(1) 1.000 -0.457 0.987 -0.409 0.894
(2) - 1.000 -0.468 0.830 -0.037
(3) - - 1.000 -0.369 0.885
(4) - - - 1.000 -0.009




form (e.g., TFP) cannot account for.  It also confirms previous findings in the literature that 
Hicks-neutral adjustments do not overturn failures of the HOV equation. 
3.B. Performance of the HOV Models 
Table 3 shows the results of testing the HOV model.  The basic model, without factor-
productivity adjustments, performs poorly as expected (Panel A).  The sign fit is 46.6 percent for 
our two factors, the slope coefficient is 0.093, and the variance ratio is 0.024.  Though the sign 





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































variance ratio tests indicate significant missing trade.  The pair-wise tests do not achieve much 
better results.  Neither is there a noticeable gain when a Hicks-neutral adjustment is added.
13  
Therefore, the results strongly reject both the standard and Hicks-neutral HOV models regardless 
of the level of economic development. 
However, once the estimated factor productivities are introduced, these numbers improve 
considerably.  For the standard HOV specification, as shown Panel B, the sign fit improves to 
72.4 percent, the slope coefficient rises to 0.506, and the variance ratio increases to 0.436.  The 
improvement for developed countries (the North) is particularly noteworthy. The sign test 
improves from 36.8 percent to 73.7 percent, the slope from 0.100 to 0.529, and the variance ratio 
from 0.023 to 0.431.   
Regarding the pair-wise HOV model, Panel B also shows a considerable improvement 
when factor-productivity adjustments are incorporated.  The sign test improves from 55.8 percent 
to 78.9 percent and the variance ratio improves from 0.100 to 0.786.  These positive 
improvements from the pair-wise models suggest that the effective performance of Trefler’s 
factor-productivity adjustments was not simply spurious.   
For further perspective, the correlation between factor productivities and factor prices as 
specified in equation (6) are very high, with the correlation for aggregate labor being 0.97 and 
that for physical capital being 0.74.
14 
3.C. Characteristics of Factor Productivity 
While introducing factor-productivity parameters (πcf) is a convenient method to modify 
the HOV model, their interpretation is not entirely clear.  Suppose that workers in the United 
                                                 
13 To conserve space we do not report these  results but they are available upon request. 
14 We obtain the factor prices from total compensation for each factor divided by total amount of the corresponding 
factors.  Compensation for physical capital is derived from gross operating surplus, which is net operation surplus 
plus consumption of fixed capital.  
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States have the highest labor productivity.  Then it could be that workers in the United States 
simply work harder than workers in other countries,
15 American workers are no more industrious 
as workers elsewhere but they have access to technologies that make them more efficient, or the 
simple number of workers cannot account for the difference in each worker’s efficiency 
occurring from educational attainment (i.e., the human-capital approach). 
We are particularly interested in the second possibility, under which we expect that labor 
productivity correlates positively with capital abundance.
16  This feature characterizes the data 
strongly between the developing countries and the developed countries, but weakly among the 
developed countries in an absolute sense.  While the correlations between factor-augmenting 
productivity and the capital-labor ratio are -0.72 for capital and 0.89 for labor across all 29 
countries, those among the developed countries are -0.54 and 0.24, respectively.  Using 
unadjusted input requirements, capital-productivities decline with capital abundance and labor 
productivities rise with capital abundance.  One reason for these weak correlations among 
developed countries might be the limitation of our data to just two factors, with other elements 
such as knowledge capital and human capital being partially responsible for varying 
productivities. 
However, when we incorporate the adjusted productivity ratios (πcL/πcK), they correlate 
strongly with corresponding factor endowments as shown in Figure 1.  For example, capital-
abundant Japanese workers are productive relative to Japanese capital because they have access 
to abundant capital (machines and computers).  It seems that Trefler’s original explanation holds 
well in this “relative” sense.  This observation suggests that, similar to the approach of Davis and  
                                                 
15 It would be ideal to adjust the total number of employees by annual working hours.  For most OECD countries 
such data are available but not for most developing countries.  Once we adjust by annual working hours the labor 
productivities for most western European countries increase by 5-10 percent.  
16 This link was previously discussed by Dollar, Wolff, and Baumol (1988) who found a systematic correlation 
between labor productivity and capital abundance.  
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Figure 1: Relative Factor Productivity 
and Relative Factor Abundance
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Weinstein (2001), who adjusted technologies according to factor abundance, our adjusted factor 
productivities also capture the link between technology, productivity, and factor-abundance that 
the Hicks-neutral form cannot accommodate. 
4.  The Relative Factor Abundance Model and Factor Productivities 
The strong correlation between factor abundance and factor productivity is particularly 
relevant to the relative factor-abundance model of Debaere (2003).  Debaere developed a 
prediction of the factor content of trade for the HOV model that relates bilateral differences in 
endowments to bilateral differences in factor trade.  Our objective here is to reexamine his 
conclusion that, based on the sign test, the trade of South-North country pairs is consistent with 
HOV but that of North-North country pairs is not.  We show that Debaere’s result is caused not 
only by South-North differences in factor endowments, which is the issue he emphasized, but 
also by South-North differences in factor productivity.  Specifically, because unskilled labor, the  
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abundant factor in the South, has limited access to skilled labor and physical capital, the 
productivity of unskilled workers there is systematically lower than that in the North.  This 
difference is an additional important reason that only South-North country-pairs perform well in 
his examination of HOV.  
4.A. Endowment-Related Productivity Biases 
To develop Debaere’s relative factor abundance model, take equation (2) with U.S. 
technologies and impose identical and homothetic preferences: 
(13)                                             
1 () ccU S U S c W s
− =− − FVAI B Y  
Divide both sides of equation (13) by the scalar expenditure share sc to obtain: 
(14)                                            
1 ** ( ) c c US US W






c=Vc/sc.  Now consider equation (14) for two 
countries, c and c’, and take the difference between their expressions: 
(15)                                                 '' ** ** cc c c − =− FF VV  
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Then, express equation (16) for another factor (f’) and again take differences:  
(17)                             
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Here, the relative difference in measured factor content of trade is on the left-hand side and the 
relative difference in predicted factor content of trade is on the right-hand side.   
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For any two factors f and f’, a country c is said to be relatively abundant in factor f 








c’f’.  This statement is easily shown 





















c’f), which is the right-hand side of the second equation in (17).  
Therefore, the testing strategy is to check the sign concordance of measured and predicted 
relative differences in factor trade.
17  Debaere showed that equation (17) holds for the case of 
Hicks-neutral productivity.  We show in Appendix C that it holds also for the case of adjusted 
factor productivities. 
Our tests using the 29-country dataset are reported in Table 3.  As discussed in Debaere 
(2003), there are substantial differences in the performance of equation (17) for varying pairs of 
countries, depending on the stages of economic development.  In particular, the sign match of 
country pairs when picking one North and one South is 84.7 percent, which is significantly better 
than the cases with North-North (47.4 percent) and South-South (28.9 percent).  This finding is 
consistent with Debaere’s basic result using either unadjusted or Hick-neutral-adjusted factor 
endowments and U.S. technology.  However, as seen in Panel B, adjusting endowments by factor 
productivities makes a critical difference in the performance of the relative HOV model for pairs 
of developed countries.  In those cases the sign match improves from 47.4 percent to 60.2 
percent and the variance ratio improves from 0.327 to 0.978.  However, once factors are adjusted 
by our estimated factor productivities, these testing statistics for North-South pairs worsen 
significantly from 84.7 percent to 41.1 percent for the sign test, even though the variance ratio 
improves from 0.051 to 0.468.  The reduction in success of the sign test suggests implicitly that 
Debaere’s finding was attributable, in an important degree, to productivity biases. 
                                                 
17 Though Debaere (2003) reported only sign tests, we report slope tests and variance ratios as well.   
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  To explore further why the North-South pairs perform poorly under the relative HOV 









c’f’) in Debaere’s model can be decomposed into two parts:  
(1) relative factor-productivity ratios; and (2) productivity-equivalent relative factor abundance.  
Denote factor endowments at the productivity-equivalent level as V’cf = πcfV
*
cf and rewrite 
relative factor abundance as: 
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c’f’) is the product of the productivity-equivalent relative factor 
abundance ratio (V’cf /V’cf’ or V’c’f /V’c’f’) and the factor-productivity ratio (πcf’/πcf or πc’f’/πc’f ).  If, 
as Debaere assumed, the Hicks-neutral form (πcf’/πcf  = πc’f’/πc’f) is realistic, then relative factor 
abundance and productivity-equivalent factor abundance are identical and his basic conclusion 
holds.  However, if productivity adjustments are more general, then both elements matter.  For 
example, if f is labor (L) and f’ is physical capital (K) for the South (c=S) and the North (c’=N), 
we might expect labor in the South to be less productive than in the North because it operates 
with a smaller relative capital endowment.  As a result, we have an inequality in relative 
productivity ratios: πSK/πSL > πNK/πNL or πSK/πNK > πSL/πNL.  Here, inequality of the factor-
productivity ratio might be the same as that of efficiency-adjusted factor abundance. 
  It is important, therefore, to study South-North differences in factor productivities in 
addition to relative factor endowments.  For this purpose, using our 29-country dataset, we 
divide countries into the South and the North and develop the South-North productivity ratios for 
factors.  These productivity figures for aggregate labor and physical capital are displayed in 
Figure 2.1, 2.2, and 2.3.  If Hicks-neutral productivity differences were realistic, we would  
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expect these ratios to be identical across any factor pair (πcf’/πc’f’ = πcf/πc’f).  However, while this 
tendency is evident in North-North pairs (Figure 2.1) it is not the case for North-South pairs 
(Figure 2.2).  Rather, we find the interesting tendency that the productivity ratio of the South to 
the North for aggregate labor (πSL/πNL) is nearly uniformly smaller than that for physical capital 
(πSK/πNK).  Regarding South-South comparisons (Figure 2.3) there is a negative relationship 
between relative factor productivities.  Therefore, systematic tendencies in factor productivities 
support the inequality in equation (18) only for the South-North country pairs. 
To conclude our analysis we investigate this issue using the same data as Debaere.  
Because his dataset is the same as that in Trefler (1993), it is not possible to estimate appropriate 
factor productivities by using bilateral simple regressions as in equation (10).  Our compromise 
is to use Trefler’s method in equation (7) to obtain factor productivities.  We divide countries 
into the South and the North according to Debaere (2003), and develop the South-North 
productivity ratios for factors.  The parameters (πcf) are obtained for physical capital, skilled 
labor, and unskilled labor.  Similar to our previous results, we find that productivity ratios of the 
South to the North for unskilled labor are smaller than those for capital (Figure 3.4) and skilled 
labor (Figure 3.6).  There is not a similar tendency for the North-North pairs of capital/skilled 
labor and unskilled labor/skill labor, nor for any country pairs of skilled labor/capital.  Thus, the 
inequality in equation (18) is found in data only for the South-North country pairs of unskilled 
labor/skilled labor and unskilled labor/capital.
18   
In summary, the superior performance of the relative HOV model for North-South 
comparisons than for North-North and South-South pairs is mainly derived from these 
development-related biases in factor productivities.  This evidence implies that Debaere’s  
                                                 
18 This same factor-productivity bias exists for the case of aggregate labor/capital in South-North pairs, but we do 
not report it here.  
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conclusion could be delivered by the interplay between endowment differences and factor-
productivity differences. 
4.B. Relation to other Explanations of Productivity Biases 
Here we have attributed relative factor-productivity biases solely to differences in relative 
factor abundance.  However, there are other possible sources of these biases.  In particular, 
capital-skill complementarity (Krusell et al., 2000) and imperfect substitutability between skilled 
labor and unskilled labor (Caselli and Coleman II, 2006) have been cited as important 
possibilities.  Regarding capital-skill complementarity, our analysis of Trefler’s dataset unearths 
an implication similar to that of Krusell et al (2000).  Specifically, capital productivity and 
skilled-labor productivity co-move with economic development.  As seen in Figure 3.2, where 
most observations are in the lower left-hand corner, developing countries have lower relative 
productivity in both skilled labor and capital.  In Figure 3.1, however, the observations are  
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concentrated in the center, suggesting convergence of these productivities among the developed 
countries.  If capital and skilled labor are complements, the higher productivity performance of 
skilled labor in the North might be associated with higher quality and sophistication of capital in 
the North.  Our approach does not amount to a test of such complementarity, however. 
On the other hand, as seen in Figures 3.4 and 3.6, the South’s usage of unskilled labor is 
unproductive relative to the North’s usage, regardless of the relative productivities of capital and 
skilled labor.  This tendency of skill bias is quite different from the finding in Caselli and 
Coleman II (2006).
19  They found evidence that developed countries use skilled labor more 
efficiently and developing countries use unskilled labor more efficiently.  They explained this 
cross-country pattern of skill bias by imagining two different technologies to produce aggregate 
output.  One is an assembly line where unskilled labor works with the supervision of just a few 
skilled workers.  The other is a computer-controlled facility run solely by skilled workers while 
unskilled labor engages in janitorial work.  They argue that the South chooses the first 
prototypical technology and the North chooses the second.  Therefore, unskilled labor in the 
South is absolutely more productive.   
We suggest two explanations why the dataset we use does not support this view, finding 
instead that unskilled labor is unproductive in the South.  First, unskilled labor in Trefler’s 
dataset consists of clerical, service, sales, agriculture, and production workers based on the 
International Standard Classification of Occupations.  Therefore, Caselli and Coleman II’s idea  
                                                 
19 Strictly speaking, the calculation of factor productivities for Caselli and Coleman II (2006) is different from ours 
even though both assume constant return to scale production functions.  Caselli and Coleman II estimated country-
level production functions with a constant-elasticity-of-substitution (CES) aggregate of labor types: y=Kα[(AuLu)σ
+(AsLs)σ] 
(1-α)/σ where Au and As are factor-augmenting productivities for unskilled-labor and skilled-labor, 
respectively.  They calibrated these productivities by introducing the condition that skill premium equals relative 
marginal products of skills: ws/wu = (As/Au)σ(Ls/Lu)
(σ-1), and by using data measuring  Ls, Lu, ws/wu, and 
parameters α=1/3, 1/(1-σ)=1.4.  
  28











































































































that unskilled workers operate solely as low-productivity support workers in the North is not 
applicable.  As their preferred data show, their unskilled-labor measure amounts to less than 
three percent of skilled labor for the United States, indicating that unskilled workers are 
equivalent to the labor force that has virtually no educational achievement.  Second, because of 
data limitations, we could not adjust Trefler’s dataset to reflect international differences in 
educational attainment.  Even in jobs for production facilities, workers with higher education 
might be employed in developed countries more than in developing countries.  In contrast to the 
data we used, Caselli and Coleman II divided workers into skilled and unskilled labor from the 
categories of educational achievement set out by Barro and Jong-Wha Lee (2001).  They 
weighted different types of education by relative wages so that the number of unskilled labor 
(skilled labor) is equivalent to that of no-education labor (workers completing primary 
education).  Our inability to adjust for education (human capital) might affect our estimates of 
factor productivities based on occupational differences.  Thus, a useful subject for future 
research would be to combine the data on detailed educational achievement and wages with the 
HOV equation.  
5. Concluding Remarks 
In this paper we reexamine Trefler’s (1993) basic factor-productivity model.  Departing 
from his procedure, we estimate factor-productivity parameters from each country’s actual 
technologies.  This approach permits use of the standard evaluations of the HOV model (sign test, 
slope test, and variance ratio test).  Using a dataset of 29 countries, we find evidence supporting 
the fundamental idea of factor-augmenting productivities, with both the sign concordance and 
the variance ratio increasing markedly.  Our results indicate that factor-augmenting productivity 
differences are an appropriate modification of HOV models.  
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Prior studies that made technological specifications increasingly more flexible by using country-
specific data also supported the extended HOV model (Hakura, 2001; Davis and Weinstein, 
2001).  Indeed, Davis and Weinstein (2001) established a strong fit of the HOV equations when 
technologies are modified across both industries and countries according to factor abundance.  
The contribution here is to show that a simpler modification – factor augmentation that is neutral 
across industries – can establish considerable gains in the predictive performance of the HOV 
model. More fundamentally, the analysis unearthed a particular feature of factor productivities in 
both our 29-country data from the year 2000 and Trefler’s earlier dataset.  Specifically, factor 
productivities are inversely correlated with own-factor endowments and positively correlated 
with other factor endowments, which is consistent with the neoclassical trade model without FPE 
due, say, to specialization within different cones.  This is especially the case as regards labor in 
developing countries.  As a result, Debaere’s (2003) finding that South-North factor trade may be 
explained well by the relative HOV model with Hicks-neutral productivity differences needs to 
be supplemented by the interplay between relative endowments and factor productivities. 
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Appendix A: Construction of Data 
1) Input-Output Data  
Input-output (I-O) tables (total use) for Australia (1998-1999), Austria (2000), Belgium 
(2000), Brazil (2000), Canada (2000), Czech Republic (2000), Denmark (2000), Finland (2000), 
France (2000), Germany (2000), Greece (1999), Hungary (2000), Indonesia (2000), Ireland 
(1998), Israel (1995), Italy (2000), Japan (2000), Korea (2000), the Netherlands (2000), New  
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Zealand (1995-1996), Norway (2001), Poland (2000), Portugal (1999), Slovak Republic (2000), 
Spain (2000), Sweden (2000), Turkey (1998), the United Kingdom (2000), and the United States 
(2000) are from the OECD input-output database for 2007.  Four more countries (Argentina, 
China, India, and Taiwan) are available in the database but are excluded here, either because the 
data on gross operating surplus are unavailable (China and India) or there are no reliable factor 
input data sources across industries (Argentina and Taiwan).   
The I-O tables from the OECD database employ ISIC Rev.3 classification containing 48 
industrial groups but some countries do not report all 48 industries.  Rather than estimating these 
unreported data, we aggregate into 30 industries (Table A) so that industrial classification is 
consistent across countries.  Aggregation is inevitable but raises the risk of systematic bias in the 
HOV predictions, a problem in all such studies (Feenstra and Hanson, 2000). 
The number of industrial groups is smaller than the 35 sectors used by Davis and 
Weinstein (2001) but is greater than the 23 sectors used by Hakura (2001) and the 24 sectors 
used by Lai and Zhu (2007).  The input-output matrices and final consumption, gross output, and 
net exports are derived from the I-O tables for the year 2000.  Final consumption is the sum of 
final consumption of households, final consumption and investment of government, gross fixed 
capital formation, and changes in inventory.  Therefore, the total use table of country c always 
satisfies the equation: Tc=(I-Bc)Qc-Cc where Bc is a 30×30 indirect technology matrix for the unit 
intermediate requirements and (I-Bc)Qc vector equals net output (Yc).  Bc is obtained by taking 
input-output data from the I-O tables and dividing inputs in each sector by the corresponding 
sector’s gross output.
20   
                                                 
20 In the case of two sectors, the input usage matrix can be obtained as following. 
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To convert the dataset into 2000 U.S. dollars with purchasing power parity (PPP) 
adjustments, we use GDP price deflators for 2000 from the Penn World Table version 6.2 
(Heston et al, 2006) and average nominal exchange rates from the International Financial 
Statistics 2006 (IMF).  For Australia, Greece, Ireland, Israel, New Zealand, Portugal, and Turkey, 
nominal values in the I-O tables are uniformly multiplied by the growth rates of total nominal 
GDP to adjust data from earlier years to the year 2000. 
Table A: Classification of Industrial Activities
sectors Branches of Activities ISIC Rev.3
1A griculture, hunting, forestry, and fishing 1-2, 5
2 Mining and quarrying 10-14
3 Food products and beverages 15-16
4 Textiles 17-19
5 Wood and of products of wood and cork 20
6P a per and paper products 21-22
7 Coke, refined petroleum products and nuclear fuel 23
8 Chemicals and chemical products 24
9 Rubber and plastics products 25
10 Other non-metallic mineral products 26
11 Basic metals 27
12 Fabricated metal products 28
13 Machinery and equipment 29
14 Office, accounting and computing machinery 30
15 Electrical machinery and apparatus 31
16 Radio, television and communication equipment and apparatus 32
17 Medical, precision and optical instruments 33
18 Motor vehicles, trailers and semi-trailers 34
19 Other transport equipment 35
20 Other manufacturing (incuding recycling) 36-37
21 Electricity, gas and water supply 40-41
22 Construction 45
23 Wholesale and retail trade 50-52
24 Hotels and restaurants 55
25 Transport, storage and communications 60-64
26 Financial intermediation 65-67
27 Real estate, renting and business activities 70-74
28 Public administration and defence 75
29 Education 80
30 Health and social work 85, 90-93, 95, 99  
2) Factor Endowment Data 
(A) Physical Capital Stock 
Capital stock is developed by the discounted sum of real gross fixed capital formation in 
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Because industry-level values for gross fixed capital formation are not stable over the period, we 
do not use the perpetual inventory method (e.g., Keller, 2000).  For OECD countries, values for 
gross fixed capital formation (GFCF) are derived from the OECD structural analysis (STAN) 
database (2004) and unreported data are estimated from the ISIC Rev.2 version of the OECD 
STAN database (1998).  As many GFCF data as possible are derived from these databases but 
there are still some unavailable values.  The following procedure is taken to interpolate these 
data.  First, some detailed sectors (e.g., 18 “Motor vehicles, trailers and semi-trailers” and 19 
“Other transport equipment”) are unavailable for certain years but data for their aggregated value 
(18+19 “Transport equipment”) exist for all years.  We use the share of the nearest year to 
allocate those totals to each detailed sector.  Second, if a country reports only aggregated 
industry sub-totals (18+19 “Transport equipment”), we first develop capital stocks of these sub-
totals and allocate these values to each industry according to the compensation for capital (gross 
operating surplus) obtained from the I-O tables.  This procedure is based on the idea that industry 
capital compensation flows are proportional to industry capital stocks (Lai and Zhu, 2007).  In 
particular, for non-OECD countries (Brazil, Indonesia and Israel) and for Greece and Turkey, we 
develop country-level capital stock (gross fixed capital formation is derived from World Bank 
World Development Indicators and OECD STAN database) and allocate country totals to each 
industry according to capital compensation data from the I-O tables.  Finally, unreported years of 
Czech Republic (1980-1994), Hungary (1980-1990), Poland (1980-1991), Portugal (1980-1994), 
and Slovak Republic (1980-1992) are interpolated with industry-level growth rates of available 
years.  
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One major problem with using GFCF data from the OECD STAN database (2004) is that 
most countries include residential investments but three (Canada, the United Kingdom and the 
United States) do not.  In particular, agriculture and real estate are the main sources of errors 
from residential investments.  To avoid serious errors, we obtain the difference between values 
for gross fixed capital formation from the OECD STAN database and those from International 
Financial Statistics (IMF) for these three countries and add these differences into the real estate 
sector.  Unfortunately, it is impossible to adjust agriculture for residential investment and caution 
must be exercised when data from that sector are used in the analysis. 
To convert GFCF figures into real series, we convert values into nominal U.S. dollars, 
divide by the price of investment from the Penn World Table 6.2, and deflate by U.S. industry-
level prices for gross fixed capital formation, which is obtained from the OECD STAN database 
(2004).   After this conversion into 2000 PPP U.S. dollars, we compute real capital stock data, 
using a depreciation rate of 0.1333 (e.g., Leamer, 1984; Bowen, Leamer, and Sveikauskas, 1987; 
and Davis and Weinstein, 2001).  For Japan, industrial GFCF data are unavailable from the 
STAN database.  Therefore, we take the total GFCF series from the World Development 
Indicators (World Bank) and Japan’s sectoral shares are obtained from the nominal investment 
matrix tables of the ESRI-Histat database (ISIC Rev.3). 
(B) Labor 
Sectoral labor inputs (total employment) for the year 2000 are derived from the OECD 
STAN databases (1998 and 2004) and the ILO LABORSTA Internet Yearly Statistics 
(http://laborsta.ilo.org/).    Most data are available from these sources.  If a country reports only 
aggregated industry sub-totals, we allocate these to each industry according to the compensation 
of employees obtained from the I-O tables.  For most OECD countries, country-level annual   
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working hours are available from the OECD Employment and Labor Market Statistics (2006) 
and the OECD STAN database (2004) but it is not possible to obtain industry-level annual 
working hours.  Even though the data on weekly and/or monthly working hours for all countries 
in our dataset except Indonesia are available from ILO LABORSTA Internet Yearly Statistics, 
the definition, classification, and coverage differ from country to country.  Therefore, we do not 
adjust total number of employees by working hours.   
 
Appendix B: Technology Specifications in Davis and Weinstein (2001) 
 
Specification (P4) is based on the Dornbusch-Fischer-Samuelson (1980) model in which 
unit factor requirements for tradables are systematically correlated with country-level capital 
abundance:  
(B-1)                                      ln ln ln( / )
T
cif c if f c c i cif aa K L T θ γε =+ + +  
where Ti is a dummy variable that takes on a value of one if the sector is tradable (agriculture, 
mining, and manufacturing sectors) and zero if the sector is non-traded goods.  Here, we impose 
the restriction (Σf γ
T
f  = 0) so that capital intensity does not affect the Hicks-neutral productivity 
(θc). 
Specification (P5) derives from Helpman (1999), in which FPE fails and countries are in 
different production cones, affecting coefficients in both traded and non-traded goods: 
(B-2)                         ln ln ln( / ) ln( / )(1 )
TN
cif c if f c c i f c c i cif aa K L T K L T θ γγ ε =+ + + −+  




f) = 0. 
Davis and Weinstein also consider a more general specification in which they do not 
force country capital-labor ratios to have the same effects across sectors.  This is the unrestricted 
technology differences of Helpman (P5’):  
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(B-3)                                          ln ln ln( / ) cif c if if c c cif aa K L θ γε = ++ +  
 
Appendix C: Relative Abundance and Factor-Productivity Adjustment 
Here we introduce factor-augmenting productivity to the right-hand side of equation (17). 
First, in the following equation we show that the inequality in relative factor abundance for the 
factor-productivity model does not coincide with that for the strict (or Hicks-neutral) model.  
Thus, the empirical prediction of Debaere’s model with factor-productivity parameters differs 
from Debaere’s original specification. 
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Proof of the relative factor-abundance model with factor-augmenting productivities follows. 
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where πcf is the factor-productivity parameter for factor f of country c. 
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