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Chapter 1
Introduction
This work is mainly focused on the study of a particular random compact
set calledWiener sausage. Heuristically, it is the trace of a moving spherical
object of radius r > 0 which moves in d–dimensional Euclidean space along
Brownian trajectories up to time t ≥ 0.
Wiener sausage is used in physics and technology to model various phe-
nomena. There exists only limited literature concerning Wiener sausage (see
e.g. [32] and references inside) and its geometrical properties.
Basic settings that are needed later in this thesis are given in Chapter 2,
Preliminaries. Standard apparatus concerning stochastic geometry and inte-
gral geometry in particular is described at the beginning. We define random
compact set, its distribution, intrinsic volumes and techniques used to their
estimation. Two sections devoted to Wiener process and Brownian motion
follow. There is no new result, on the other hand, given connection between
theory of Brownian motion and theory of potential is very interesting and
its techniques are rarely explained in standard lectures on Brownian motion
or potential theory. We focus on the first hitting time of a set A by the
Brownian motion starting at x ∈ Rd
τxA = inf{t : t > 0, B(t) ∈ A}.
The crucial theorem by Hunt saying that the distribution of τxA can be
assessed as a solution to heat conduction problem is stated.
Chapter 3 starts with formal definition of the Wiener sausage. Its geome-
trical properties, namely its expected volume and surface area, are presen-
ted. These quantities have been previously published (see [1], [24]). Newly,
we concentrate on leading terms of asymptotics when total time t tends to
infinity or radius r tends to zero.
In Proposition 3.1 we show the leading term for mean volume both for
t → ∞ and r → 0 in case when the dimension d ≥ 3. The asymptotic
3
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behavior of Bessel functions is used:
EVd(Sr,t) ' ωdd(d− 2)2 r
d−2t,
t
r2
→∞.
Similarly, the mean surface area is treated in Proposition 3.2
EHd−1(∂Sr,t) ' dωdrd−1 (d− 2)
2
2
t
r2
,
t
r2
→∞.
Existence and finiteness of other Minkowski functionals of the Wiener
sausage is more or less open problem. Theorem3.3 is a consequence of
a recent result that in dimensions d = 2, 3 the Wiener sausage is almost
surely a d–dimensional Lipschitz manifold.
A new finding is given in Subsection 3.1.4. In Theorem3.4 we explain a
possible approach how covariogram of the Wiener sausage can be assessed.
Explicit formula is given for its derivative at zero (d = 2, 3)
C˜ ′Sr,t(0) = −
ωd−1
dωd
EHd−1(∂Sr,t).
The Chapter is closed up with a self contained section on approximati-
ons of the Wiener sausage. These are closely related to approximations of
the Brownian motion itself. Several possibilities with different types of con-
vergence are presented. The main results (for d = 2, 3) of this section are
stated in Theorem 3.7 and Theorem 3.8. We estimate the distribution of the
approximation error and its asymptotical behavior. Those are consequences
of generally formulated Proposition 3.4.
The approximation of the covariogram of the Wiener sausage is shown
to be convergent in Proposition 3.5. This result is later used for numerical
computations in Chapter 4.
Chapter 4 is devoted to the Boolean model of Wiener sausages. Its con-
tent is motivated by the recent joint work [4] and given results are more or
less new. Main characteristics, like capacity functional, volume fraction and
contact distributions are discussed. Numerical results for computation of
the covariance function are presented.
The chapter is finished with a Theorem 4.2 with a new result on specific
surface area of the Boolean model of Wiener sausages
SΞ = λEHd−1(∂Sr,t) e−EVd(Sr,t).
In the last Chapter 5 we define a new special case of the Wiener sausage
where the total time t is random. We differentiate two situations when
t is independent and dependent on the trajectory of underlying Brownian
motion.
5In the first case the mean volume and mean surface area can be achieved
easily by conditioning on the independent time t. The second case where
Wiener sausage is terminated at the time the underlying Brownian motion
reaches the boundary of a specific ball is much more complicated. We briefly
discuss the possibilities of numeric computation of the mean volume and
show that the mean surface area is almost surely finite.
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Chapter 2
Preliminaries
Random sets and stochastic geometry
The major part of this work is devoted to the theory of random closed sets
(RACS). Denote by B, F , K the space of Borel, closed and compact sets in
Rd respectively. For B ∈ B we set
FB = {F ∈ F : F ∩B 6= ∅},
KB = {K ∈ K : K ∩B 6= ∅}.
Following Matheron [19], the random closed set in Rd is defined to be
a measurable mapping from some probability space (Ω,A,P) into (F , F),
where the σ–algebra F is generated by the system of sets FK :
F := σ{FK : K ∈ K}. (2.1)
Let Ξ : (Ω,A,P) → (F , F) be a random closed set. Its distribution QΞ
is given as an induced measure on the space (F , F),
QΞ = P ◦ Ξ−1.
This is a standard definition of the distribution of any random object. The
similar role as distribution function plays in the theory of random variables
the capacity functional TΞ plays in the theory of random sets. It is defined
for any compact C ⊂ Rd by
TΞ(C) = P(Ξ ∩ C 6= ∅). (2.2)
It can be shown that the distribution QΞ is determined uniquely by TΞ(C),
C ⊂ Rd compact.
A typical problem of the theory of random closed sets is the characteri-
zation by geometrical properties. A possible approach yields the estimation
7
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of means of intrinsic volumes. These are defined for convex sets by a well
known theorem of convex geometry, the Steiner formula, characterizing the
volume of a parallel set to a convex body by a polynomial in the dilation
parameter.
Let Σd−1 := {u ∈ Rd : |u| = 1} denote the (d − 1)–dimensional unit
sphere, a · b be the scalar product of two vectors a, b ∈ Rd and let C ⊆ Rd
be convex.
The support function of C is defined as
h(C, z) := sup
x∈C
x · z, z ∈ Rd.
Subsequently, the support hyperplane of C in direction u ∈ Σd−1 is given by
{y : y · u = h(C, u)}.
The width of C in direction u ∈ Σd−1 is defined as
w(C, u) := h(C, u) + h(C,−u)
and the mean breadth b(C) is its average over all directions
b(C) =
1
dωd
∫
Σd−1
w(C, u)Hd−1(du),
where ωd = pi
d/2
Γ(1+d/2) is the volume of a unit ball in R
d (it is known, that dωd
is then the surface content of Σd−1) and Hd−1 is the (d − 1)–dimensional
Hausdorff measure (for definition of Hausdorff measures see e.g. [7]).
Let Vd denote the Lebesgue measure. The origin in Rd will be denoted
by o, the closed ball centered at a ∈ Rd with radius r > 0 will be denoted
by B(a, r). Furthermore, ⊕ will stand for the Minkowski addition, i.e. a
pointwise set addition. Let C denote the set of all convex and compact sets
in Rd.
Theorem 2.1 (Steiner formula) There exists functionals Vi : C → R,
i = 0, . . . , d such that for any C ∈ C and % ≥ 0:
Vd(C%) =
d∑
m=0
%d−mωd−mVm(C), (2.3)
where C% = C ⊕B(o, %) is the dilation of the set C.
Proof: See [28]. ¤
9Remark: Intrinsic volumes are closely related to Minkowski functionals
or quermassintegrals, see [33, §1.6].
In particular, we have the following identities which allow us to estimate
easily all intrinsic volumes in two and three–dimensional Euclidian space
V0(C) = 1, (2.4)
V1(C) =
dωd
2ωd−1
b(C), (2.5)
Vd−1(C) =
1
2
Hd−1(∂C), (2.6)
for any C ∈ C, where b(C) is the mean breadth of C and Hd−1(∂C) is the
surface area of C. ¤
Moreover, the well known Hadwiger’s representation theorem reflects
the importance of intrinsic volumes. It can be shown that given a motion
invariant additive and continuous function ϕ : C → R there exist numbers
a0, . . . , ad such that
ϕ(C) =
d∑
i=0
aiVi(C), for all C ∈ C. (2.7)
This means that Vi’s are essentially the only functionals on convex bodies
possessing motion invariance, additivity and continuity properties.
The intrinsic volumes can be extended to polyconvex sets (finite unions
of compact convex sets) by inclusion–exclusion formula. They can further be
represented in case of C2 (twice differentiable) smooth convex body as inte-
grals of the symmetric functions of principal curvatures. This representation
enables us to extend the notion to non–convex smooth bodies.
A (closed) subset X of Rd is said to have positive reach if there exists an
r0 > 0 such that any point with distance less than r0 from X has its unique
nearest neighbour in X.
The notion of intrinsic volumes can be extended to sets with positive
reach (this was done by Federer [6]). The intrinsic volumes Vj(X) are well
defined by Steiner formula with ρ < r whenever X is a set with positive
reach r > 0 and compact boundary.
Curvature measures and intrinsic volumes have been extended consis-
tently to certain full-dimensional Lipschitz manifolds of Rd in [27] (for defini-
tion of Lipschitz manifolds see the last section of this chapter). In particular,
if X is a compact d-dimensional Lipschitz manifold such that its closure of
complement, Rd \X, has positive reach, then its Minkowski functionals are
given by Vj(X) = (−1)d−j−1Vj(Rd \X), j = 0, . . . , d − 1, and they satisfy
the Gauss-Bonnet formula (V0(X) equals the Euler-Poincare´ characteristic
of X) and the Principal Kinematic Formula (see [27, Theorem 4]).
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Obviously, if a random closed set takes its realizations in some class of
sets mentioned above it is then possible to define its intrinsic volumes (for
any realization) and examine respective expected volumes.
For random polyconvex sets an algorithm called method of moments (see
e.g. [29]) can be applied to estimate all intrinsic volumes via the estimation
of local connectivity number (the Euler–Poincare´ characteristic of the set
intersected with moving ball).
For certain more complicated sets a method of estimation of the Euler
number was proposed in [23]. The algorithm works recursively and the Euler
number is estimated from the projections of thin slabs.
Having several methods how to estimate intrinsic volumes one can use
the strong law of large numbers and apply it to independent realizations of a
random closed set Ξ. Estimators of the mean intrinsic volumes EVi(Ξ), i =
0, . . . , d can be achieved (provided that EVi(Ξ) < ∞) and thus Ξ can be
characterized by its geometrical properties.
Wiener process and Brownian bridge
A standard Wiener process {W (t), t ≥ 0} is defined to be a random element
of the space C[0,∞) of continuous functions on [0,∞) with the following
properties:
• W(0) = 0 a. s.,
• for any t ≥ 0,W (t) is Gaussian distributed with mean 0 and variance t,
• for any k ∈ N and 0 ≤ t1 ≤ t2 ≤ · · · ≤ tk < ∞, random variables
W (t1)−W (t0), W (t2)−W (t1), . . . ,W (tk)−W (tk−1) are independent
(and hence also Gaussian distributed),
while the space C[0,∞) can be equipped by the following supremal metric
d∞(x, y) =
∞∑
T=1
2−T min
(
1, sup
0≤t≤T
|x(t)− y(t)|
)
.
In the sequel, by a Wiener process we shall always mean a standard Wiener
process as defined above, unless stated otherwise.
For the existence and construction of the Wiener process we refer to
[2, Chapter 2]. There exist several ways how to define a Wiener process. A
constructive approach using so–called Haar–Schauder series will be described
in Section 3.2.2.
Trajectory of the Wiener process has several useful properties. Next
lemma is stated without proof, since the mentioned properties can be found
in any book on Wiener process (e.g. [3], [13]).
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Lemma 2.1 Let {W (t), t ≥ 0} be a Wiener process. Then
(1) {−W (t), t ≥ 0} and { 1√
α
W (αt), t ≥ 0}, α > 0 are Wiener processes.
(2) For any t0 ≥ 0, {W (t + t0) − W (t0), t ≥ 0} is a Wiener process
independent of the σ–algebra σ({W (t), t ≤ t0}).
(3) P(max0≤t≤bW (t) ≥ x) = 2P(W (b) ≥ x), for x, b > 0.
(4) P(max0≤t≤b |W (t)| ≥ x) ≤ 2P(|W (b)| ≥ x), for x, b > 0.
(5) P(W (1) ≥ ²) ≤ exp(− ²2/2), ² > 1.
Remark: The second part of (1) in Lemma 2.1 is often called the sca-
ling invariance property. Inequality (4) is known as maximal inequality for
Wiener process, inequality (5) is sometimes called Feller inequality.
Let x, y ∈ R and l > 0 be given. A continuous Gaussian process
{Xx,l,y, 0 ≤ t ≤ l} with
EXx,l,y(t) = x+ (y − x) t
l
,
cov
(
Xx,l,y(t), Xx,l,y(s)
)
= min(s, t)− st
l
,
is called a Brownian bridge from x to y of length l.
The Brownian bridge can be also derived from a standard Wiener process
W (t) by
Xx,l,x :=
{
x+W (t)− t
l
W (l), 0 ≤ t ≤ l
}
. (2.8)
Furthermore, Xx,l,y can be viewed as Xx,l,x with a drift
Xx,l,y(t) = Xx,l,x(t) + (y − x) t
l
, 0 ≤ t ≤ l. (2.9)
An important property which will be used later is that Xx,l,y is a Wiener
process started at x and conditioned to be at y at time l (see [3, IV.4.23]).
We have the following equality for the distribution of supremum of one–
dimensional Brownian bridge (see [3, IV.4.26])
P
(
sup
0≤t≤l
Xx,l,y(t) < b
)
= 1− exp
{
−(y + x− 2b)
2
2l
+
(y − x)2
2l
}
. (2.10)
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Brownian motion and the connection to potential
theory
Let {W1(t), t ≥ 0}, . . . , {Wd(t), t ≥ 0} be independent identically distribu-
ted Wiener processes. A d–dimensional Brownian motion is defined as
{B(t), t ≥ 0} = {(W1(t), . . . ,Wd(t)), t ≥ 0}. (2.11)
We recall here first some essential geometric properties of the Brownian
motion. Almost surely, {B(t) : t ≥ 0} is a continuous nowhere differentia-
ble curve and it has Hausdorff dimension equal to 2, nevertheless, its two-
dimensional Hausdorff measure vanishes. The scaling invariance property is
preserved in the multi–dimensional case as well, i.e.{
1√
α
B(αt), t ≥ 0
}
, (2.12)
is again a Brownian motion for any α > 0. The distribution of B(t) is
known to be invariant with respect to rotations. Hence, any projection of
{B(t) : t ≥ 0} to a lower dimensional subspace of Rd is again a Brownian
motion.
The theory of Brownian motion has a close connection to classical po-
tential theory. Brownian motion is a Feller–type process (e.g. [13, Chapter
19]). It means that its transition operator (and hence transition kernel) can
be recovered from a so–called generator of the process. Generator of the
Brownian motion corresponds to Laplace operator 4:
4f =
d∑
i=1
∂2f
∂x2i
.
Potential theory, on the other hand, deals with harmonic functions. Let
U ⊆ Rd be an open set. A function h : U → R is said to be harmonic
(h ∈ H(U)), if it is of class C2 on U and it satisfies the Laplace equation on
U :
4h = 0.
Due to this connection, many fundamental problems from potential the-
ory can be solved by probabilistic approach. Vice–versa, various hitting
distributions of the Brownian motion can be given by potential interpre-
tation.
Assume A to be a compact subset of Rd. We define the first hitting time
of A by a Brownian motion {Bx(t), t ≥ 0}, Bx(0) = x starting at x ∈ Rd as
τxA = inf{t : t > 0, B(t) ∈ A},
13
and we set inf ∅ =∞. A point x ∈ A is called regular if
P[τxA = 0] = 1. (2.13)
Note that all interior points of A are regular.
The regularity defined above has its potential counterpart. To go further
some more basic settings from potential theory are needed. First, we shall
define capacity as a set function to show later its connection to classical
Dirichlet problem of potential theory.
For t > 0 we define
p(t) =
{
1
dωd
log 1t when d = 2,
1
(d−2)dωd
1
td−2 when d > 2.
For x, y ∈ Rd set N(x, y) = p(|x−y|). For d = 2, the function N is known as
logarithmic kernel and in higher dimensions N is called Newtonian kernel.
Let µ be a Radon measure (i.e. Borel measure such that µ(K) < ∞
for any compact K). If the dimension d = 2, assume additionally that its
support is compact. Define
Nµ : x 7→
∫
N(x, y)dµ(y), x ∈ Rd. (2.14)
The function Nµ is called logarithmic potential of the measure µ when d = 2,
when d > 2 it is called Newtonian potential of the measure µ.
LetR(K) denote the set of all Radon measures µ such that supp(µ) ⊆ K.
For K ∈ K define the capacity as
cap(K) = sup{µ(K) : µ ∈ R(K), Nµ ≤ 1}
and for U ⊆ Rd set
cap(U) = sup{cap(K) : K ⊆ U compact}.
The number cap(U) is called the capacity of the set U .
A classical problem of potential theory is the well known Dirichlet pro-
blem. Given a bounded open set U ⊆ Rd and real continuous function
f : ∂U → R the aim is to find a harmonic function h on U such that
h|∂U = f.
If the solution of the Dirichlet problem exists it is known to be unique. A set
U is called regular if the Dirichlet problem has solution for any continuous
boundary condition f . For example, any ball is regular set and the solution
is given by Poisson integral (see e.g. [21]).
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Classical Dirichlet problem can be generalized. It is known that there
exists a unique linear nonnegative operator H : C(∂U) → H(U) such that
it coincides with the solution to classical Dirichlet problem if it exists. This
operator is called Keldysch operator. A point z ∈ ∂U is called regular if for
any f ∈ C(∂U) holds
Hf(x)→ f(z) x→ z.
Such a definition of a regular point coincides with the probabilistic one given
in (2.13). Boundary points that are not regular are called irregular and the
set consisting of all irregular points is denoted by ∂irrU . It is known that
cap(∂irrU) = 0
for any bounded open set U ⊆ Rd.
The following Theorem was proved by Hunt, [12].
Theorem 2.2 (Hunt, 1956) Let A ⊆ Rd be a set with positive capacity.
Then
uA(t, x) = P[τxA ≤ t] > 0, for all t > 0.
Moreover, uA(t, x) is the unique solution of the heat conduction problem
∂u
∂t
=
1
2
4 u, t > 0, x ∈ Rd \A, (2.15)
subject to the initial condition
u(0, x) = 0 for x ∈ Rd \A
and boundary condition
lim
x→y u(t, x) = 1 for t > 0, y ∈ B regular.
Bessel functions
Bessel functions appear naturally in partial differential equations theory. For
a broad overview for the theory of Bessel functions we refer to the treatise
by G. N. Watson [34].
The Bessel function of the first kind of order ν ≥ 0 is defined as
Jν(x) =
∞∑
k=0
(−1)k(x/2)ν+2k
k! Γ(ν + k + 1)
. (2.16)
The Bessel function of the second kind of order ν > 0 is defined as
Yν(x) =
1
sin νpi
(Jν(x) cos νpi − J−ν(x)), (2.17)
15
for n ∈ N0:
Yn(x) = lim
ν→nYν(x). (2.18)
Furthermore, the modified Bessel functions (of imaginary argument) are
defined in the following way.
The modified Bessel function of the first kind of order ν is defined as
Iν(x) = i−νJν(ix). (2.19)
The modified Bessel function of the second kind of order ν is defined as
Kν(x) =
1
2pi
I−ν(x)− Iν(x)
sin νpi
(2.20)
and again for n ∈ N0
Kn(x) = lim
ν→nKν(x). (2.21)
The following asymptotic expansions of the Bessel functions when x
tends to 0 and ∞ will be useful:
when x < 1 we have
Jν(x) ' xν2νν! , x→ 0 for any ν ≥ 0,
Y0(x) ' 2pi log x2 , x→ 0,
Yν(x) ' (ν−1)!pi
(
2
x
)ν
, x→ 0 for any ν > 0
(2.22)
and for x→∞ we have
Jν(x) '
(
2
pix
)1/2
, x→∞ for any ν ≥ 0,
Yν(x) '
(
2
pix
)1/2
, x→∞ for any ν ≥ 0.
(2.23)
Lipschitz Manifolds and rectifiable sets
A function f : A ⊆ Rd → Rn is called Lipschitzian if there exists L ≥ 0 such
that
|f(x)− f(y)| ≤ L|x− y| ∀ x, y ∈ A.
Any Lipschitzian function f is continuous.
A set A ⊆ Rd is a d–dimensional Lipschitz manifold if A is locally re-
presentable as the subgraph of a Lipschitzian function, i.e. for any a ∈ A
there exists a neighborhood U ⊂ Rd, a ∈ U , a unit vector u ∈ Rd and a
Lipschitzian function φ : u⊥ → R such that
A ∩ U = {x+ tu : x ∈ u⊥, t ≤ φ(x)} ∩ U,
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where u⊥ denotes the (d− 1)–dimensional subspace of Rd perpendicular to
u.
The topological boundary ∂A of a d–dimensional Lipschitz manifold A ⊆
Rd is called (d − 1)–dimensional Lipschitz manifold. Consequently, it is
locally representable as a graph of a Lipschitzian function, i.e. for any
a ∈ ∂A there exists a neighborhood U ⊂ Rd, a ∈ U , a unit vector u ∈ Rd
and a Lipschitzian function φ : u⊥ → R such that
∂A ∩ U = {x+ φ(x)u : x ∈ u⊥} ∩ U.
A set W ⊆ Rd is called k–rectifiable, k ∈ {0, 1, . . . , d}, if it is a Lipschit-
zian image of a bounded subset of Rk.
Following notation of Federer [7], we say that W ⊆ Rd is (Hk, k)–
rectifiable if all following assumptions are fulfilled
• W is Hk–measurable,
• Hk(W ) <∞,
• W =
∞⋃
i=0
Wi, Hk(W0) = 0, Wi is k–rectifiable, i ≥ 1.
Any bounded (d−1)–dimensional Lipschitz manifold A is locally (d−1)–
rectifiable (i.e., to any a ∈ A there exists a neighborhood U such that A∩U
is (d− 1)–rectifiable).
Chapter 3
Wiener sausage
Let {B(t) : t ≥ 0} be the standard d-dimensional Brownian motion in Rd
starting at the origin, i.e. B(0) = o. Given a radius r ≥ 0 and a time t > 0,
consider the set
Sr,t = {B(s) : 0 ≤ s ≤ t} ⊕B(o, r),
which is the set of all points with distance at most r to the trajectory of the
Brownian motion up to time t and is called Wiener sausage.
It is used in physics; the space visited by a moving spherical particle along
Brownian trajectory up to time t corresponds to a Wiener sausage. Several
applications could be found in applied sciences. A particular application in
technology is the modelling of sensor network (see e.g. [15], introduction
to Chapter 4). Here a Boolean model of Wiener sausages corresponds to a
total area scanned by sensors moving along Brownian trajectories that are
randomly scattered in the space. For further applications, see e.g. references
in [37].
The Wiener sausage Sr,t is a compact subset of Rd almost surely. It is
easy to see that it is a random closed set in the sense of Matheron [19], i.e.
that it is measurable in the Matheron-Fell topology (see (2.1)). Indeed, let
0 1
Figure 3.1: A realization of the Wiener sausage with total time t = 20 and
dilation radius r = 0.1.
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τB = inf{s ≥ 0 : B(s) ∈ B} be the first hitting time of a Borel set B, which
is a (measurable) random variable. The equality of events [Sr,t ∩ B 6= ∅] =
[τB⊕B(o,r) ≤ t] verifies the measurability of Sr,t.
Due to elementary properties of the underlying Brownian motion we can
derive several useful facts about behavior of the Wiener sausage. Indeed,
the scale invariance property gives a relation between total time and dilation
radius.
Lemma 3.1 For any r > 0, α > 0 and t > 0 it holds
Sr,αt
D=
√
α · Sr/√α,t. (3.1)
Proof: From the scale invariance property of Brownian motion we have
S0,αt
D=
√
αS0,t. Applying the dilation we obtain
Sr,αt = S0,αt ⊕B(o, r) D=
√
αS0,t ⊕
√
αB(o, r/
√
α) =
√
α · Sr/√α,t,
since the Minkowski addition is a linear operator. ¤
A further nice property is that any projection of the Wiener process into
lower dimensional space is again a Wiener sausage
Lemma 3.2 Let Sdr,t denote a Wiener sausage in the space Rd. Let Lk
denote a k–dimensional subspace of Rd and ΠLk the orthogonal projection
ΠLk : Rd → Lk. Then it holds
ΠLk(S
d
r,t)
D= Skr,t. (3.2)
Proof: The assertion follows easily from the fact that S0,t is isotropic.
Hence using suitable rotation the subspace Lk can be chosen parallel to
coordinate system and (3.2) is derived directly from the definition (2.11). ¤
3.1 Geometric properties
Geometric properties of the Wiener sausage were summarized in [5]. We
add here some more detailed information.
3.1.1 Mean volume
Computation of the mean volume for the Wiener sausage was first investi-
gated by Kolmogoroff and Leontowitsch [17] for the two–dimensional case.
Later, Berezhkovskii et al. [1] derived the formula for general dimension
d ≥ 2. The asymptotic behavior of the mean volume for t→∞ was studied
in a former work by Spitzer [30].
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Denote V (r, t) = Vd(Sr,t) the volume of the Wiener sausage. Finiteness
of the expected volume EV (r, t) can be justified by the following argument
EV (r, t) ≤ E ωd
(
r +max{|Wi(t′)| : 0 ≤ t′ ≤ t, i = 1, . . . , d}
)d
, (3.3)
where Wi(t) is the i–th coordinate of B(t). For all i, Wi(t) is a one–
dimensional Wiener process (independent of Wj , j 6= i). It is well known
that all moments of Zi = max{|Wi(t′)|, 0 ≤ t′ ≤ t} are finite. Hence, also
max1≤i≤d Zi ≤ Z1 + · · ·+ Zd has finite moments of all orders.
Other moments EV k(r, t), k ∈ N are also finite. This follows from the
result
E exp{α V (r, t)} <∞,
for all α > 0 and r > 0, shown by Sznitman [32].
Computation of EV (r, t) is described in [1], it starts with the interchange
of integral and expectation which is justified by the finiteness of mean vo-
lume:
EV (r, t) = E
∫
Rd
I(x ∈ Sr,t) dx =
∫
Rd
P(τxB(o,r) ≤ t) dx.
The integrated probability, i.e. the distribution of the first hitting time to
a ball for Brownian motion, can be regarded as the unique solution to the
heat conduction problem, as already mentioned in Theorem2.2 (see [30]):
∂u
∂t =
1
2 4 u, t > 0, x ∈ Rd \B(o, r),
u(0, x) = 0, x ∈ Rd \B(o, r),
u(t, x) = 1, t > 0, x ∈ B(o, r).
(3.4)
Due to the rotational symmetry of the problem we can use polar coordi-
nates and reduce the dimension of the equation. A classical approach how
to solve (3.4) is to apply the Laplace transform. It is more convenient first
to integrate over the space Rd and then to carry out the Laplace transform
by inverse transformation.
Theorem 3.1 (Berezhkovskii et al.) It holds
EV (r, t) = ωdrd + I{d ≥ 3}d(d− 2)2 ωdtr
d−2
+
4dωdrd
pi2
∫ ∞
0
1− exp{−x2t
2r2
}
x3(J2ν (x) + Y 2ν (x))
dx, (3.5)
where Jν and Yν are Bessel functions of the first and second kinds of order
ν = d−22 . In case of dimensions d = 1, 3, (3.5) can be simplified to
EV1(Sr,t) = 2r +
2
√
2t√
pi
, (3.6)
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EV3(Sr,t) =
4
3
pir3 + 4r2
√
2pit+ 2pirt. (3.7)
Proof: [1], Eq. (9). ¤
From now on, we fix the notation ν = (d − 2)/2. Asymptotic behavior
for the total time t tending to infinity was studied already in papers [30]
and [1]. In any dimension the mean volume tends to infinity with growing t
and to zero with r → 0.
In the next proposition we present leading terms for these asymptotics
for the case of dimensions d ≥ 3.
Proposition 3.1 When d ≥ 3, the asymptotic for EVd(Sr,t) for large values
of t (and small radii r) is universal
EVd(Sr,t) ' ωdd(d− 2)2 r
d−2t,
t
r2
→∞.
Proof: This can be shown by the following argument. Set τ = t/2r2.
We can use the estimate 1 − exp{−τx2} ≤ min{1, τx2} to show that the
last term in (3.5) is majorized by the second one as τ → ∞. Namely, the
interchange of the limit and integral in
lim
τ→∞
1
τ
∞∫
0
1− exp{−τx2}
x3(J2ν (x) + Y 2ν (x))
= 0
is justified by the Lebesgue dominated convergence theorem with the inte-
grable majorizing function
min{1, x2}
x3(J2ν (x) + Y 2ν (x))
∈ L1(0,∞). (3.8)
Since J2ν (x) + Y
2
ν (x) is a decreasing function of x (c.f. e.g. [34], page 487),
having the limits lim
x→0
J2ν (x) + Y
2
ν (x) = ∞ and limx→∞J
2
ν (x) + Y
2
ν (x) = 0, it
has no zero points in (0,∞).
Hence, the function in (3.8) is continuous on (0,∞) and to show its
integrability it suffices to treat only boundary points.
As x→ 0, we have from the asymptotic expansions for Bessel functions
min{1, x2}
x3(J20 (x) + Y
2
0 (x))
' c1
x log2 x/2
min{1, x2}
x3(J2ν (x) + Y 2ν (x))
' c2
x1+ν
ν > 0,
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which are both integrable on some interval (0, ²), with ², c1, c2 positive con-
stants.
As x→∞, the asymptotic expansions for Bessel functions is independent
of the order ν ≥ 0 and we have
min{1, x2}
x3(J2ν (x) + Y 2ν (x))
' c3
x2
.
The latter function is obviously integrable on (²,∞), with ², c3 positive con-
stants. ¤
If the dimension d is equal to 2, the second term in (3.5) vanishes and the
leading term is then more complicated. This asymptotic behavior was first
studied in the pioneering work [17]. Spitzer [30] derived later the following
formula:
EV2(Sr,t) ' 2pitlog t +
2pit
(log t)2
(2 log r + 1 + γ − log 2), t→∞ (3.9)
where γ is the Euler’s number.
The expression (3.9) can be even widen by further terms of the type
t/ logn t. This is derived by the special type of inversion of the Laplace
transform as is done in [1].
Lemma 3.3 Set τ = t/2r2. Then the expansion of the mean volume
EV2(Sr,t) for large values of τ can be expressed as
EV2(Sr,t) ' pir2 +
∞∑
j=0
2pitAj
(log βτ)j+1
, τ →∞, (3.10)
where β = 4 exp(−2γ), γ is the Euler number and the coefficients Aj are
defined as:
Aj =
dj
dxj
[
1
Γ(1− x)
]
x=−1
.
Proof: The hint to the proof can be found in [1]. ¤
3.1.2 Mean surface area
It is well known that the surface area of a convex (full-dimensional) set can
be achieved as derivative of the volume of its parallel body. This approach
can be generalized for certain sets. In particular, it was shown in [24] that
the latter idea can be used in the case of mean surface area of the Wiener
sausage.
Later, Last in [18] derived the same result as a side product of a study
of mean curvatures of Brownian motion.
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Theorem 3.2 (Rataj et al.) Let Sr,t be a d–dimensional Wiener sausage,
d ≥ 2. Then for almost all radii r > 0,
EHd−1(∂Sr,t) (3.11)
= dωdrd−1
(
1 + (d− 2)2 t
2r2
+
4d
pi2
∫ ∞
0
ϕd(x2 t2r2 )
x3(J2ν (x) + Y 2ν (x))
dx
)
,
where ϕd(y) = 1− e−y − 2ye−y/d and ν = (d− 2)/2. Furthermore, equation
(3.11) holds for all r > 0 when d = 2 or 3. Especially we have
EH2(∂Sr,t) = 4pir2 + 8r
√
2pit+ 2pit. (3.12)
Proof: [24]. ¤
The asymptotic behavior of EHd−1(∂Sr,t) is interesting both for t→∞
and r → 0. We summarize it in the following proposition.
Proposition 3.2 In any dimension d ≥ 2,
lim
t→∞EH
d−1(∂Sr,t) =∞. (3.13)
The asymptotic for r → 0 depends on the dimension in the following way:
If d = 2, lim
r→0
EH1(∂Sr,t) =∞. (3.14)
If d = 3, lim
r→0
EH2(∂Sr,t) = 2pit. (3.15)
If d > 3, lim
r→0
EHd−1(∂Sr,t) = 0. (3.16)
When the dimension d is three and higher the leading term can be pre-
sented in the following way
EHd−1(∂Sr,t) ' dωdrd−1(d− 2)2τ, τ →∞, (3.17)
where τ = t/2r2.
Proof: We start with the proof of (3.17). Expressions (3.15), (3.16) and
(3.13) for d ≥ 3 then follow easily.
It is sufficient to show
lim
τ→∞
1
τ
∫ ∞
0
ϕd(x2τ)
x3(J2ν (x) + Y 2ν (x))
dx = 0.
This can be shown by the Lebesgue dominated theorem; using the bounds
0 ≤ ϕd(y) ≤ min{y, 1} we majorize
ϕd(x2τ)/τ
x3(J2ν (x) + Y 2ν (x))
≤ min{x
2, 1}
x3(J2ν (x) + Y 2ν (x))
. (3.18)
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The last function is integrable on (0,∞) (see the asymptotic expansions of
Bessel functions in Chapter 2, Preliminaries). Since the function J2ν (x) +
Y 2ν (x) is bounded from zero the integrated function is continuous and it
suffices to treat only boundary points 0 and ∞. For x → 0 the integra-
ted function behaves like xd−3 which is integrable on any bounded interval
[0, A], A ∈ R. For x→∞ the integrated function is majorized by K/x2 (for
some K > 0) which is also integrable on any (²,∞), ² > 0.
Let now the dimension d = 2. Then the middle term in (3.11) vanishes.
Set
F (τ) =
∞∫
0
ϕ2(x2τ)
x3(J20 (x) + Y
2
0 (x))
dx.
The function ϕ2 is positive and increasing on (0,∞). Hence F (τ) is also
positive and increasing and using Fatou’s lemma we get
lim
τ→∞F (τ) ≥
∞∫
0
lim
τ→∞
ϕ2(x2τ)
x3(J20 (x) + Y
2
0 (x))
dx
=
∞∫
0
1
x3(J20 (x) + Y
2
0 (x))
dx =∞,
which proves (3.13) for d = 2.
It remains to prove (3.14). It can be shown that
ϕ2(τ) ≥ τ2 12e, for 0 ≤ τ ≤ 1.
Applying this inequality we obtain
lim
r→0
r
∞∫
0
ϕ2(x2τ)
x3(J20 (x) + Y
2
0 (x))
dx ≥ lim
r→0
r
1√
τ∫
0
ϕ2(x2τ)
x3(J20 (x) + Y
2
0 (x))
dx
≥ lim
r→0
r
1
2e
1√
τ∫
0
x4τ2
x3(J20 (x) + Y
2
0 (x))
dx
= lim
r→0
t2
8er3
1∫
0
Ih
x≤ r
√
2√
t
i x
J20 (x) + Y
2
0 (x)
dx.
Since according to (2.22)
J20 (x) + Y
2
0 (x) '
4
pi2
log2 x/2, x→ 0,
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there exists r0 such that for 0 < r < r0 we have
lim
r→0
t2
8er3
1∫
0
Ih
x≤ r
√
2√
t
i x
J20 (x) + Y
2
0 (x)
dx ≥ lim
r→0
t2
8er3
1∫
0
Ih
x≤ r
√
2√
t
i x
1/
√
x
dx
= lim
r→0
t2
8er3
2
5
(
r
√
2√
t
)5/2
=∞.
¤
3.1.3 Intrinsic volumes
Let dX(·) = dist (·, X) denote the distance function to a set X ⊆ Rd. We say
that r > 0 is a critical value of dX if there exists a point y with dX(y) = r
and such that y ∈ conv(X∩B(y, r)), where conv(·) denotes the closed convex
hull, i.e. the smallest convex closed set containing the argument. Positive
values which are not critical are called regular.
It can be shown (see [8]) that whenever r is a regular value of dX then
the r-parallel set Xr = X ⊕ B(o, r) is a d-dimensional Lipschitz manifold
and the closure of its complement has positive reach. Hence, according to
[27, Proposition 4] its intrinsic volumes are well defined.
Moreover, Fu in [8] showed that for any closed subset X of R2 or R3, the
set of critical values of dX has Lebesgue measure zero.
Theorem 3.3 Let the dimension d be 2 or 3 and let r, t > 0 be given. Then
the intrinsic volume Vj(Sr,t) is defined and finite almost surely for any j ≤ d.
Proof: First we show that any r > 0 is a regular value for dS0,t almost
surely (in dimensions d = 2 and 3).
Assume for contradiction that for some r > 0 it holds
P(r is critical for dS0,t) > 0.
Consequently, it can be shown using the scaling invariance property of Brow-
nian motion that there exists a whole interval of critical values containing r
(see [24, Lemma 4.2]):
∃c > 1, P(s is critical of dS0,t) > 0 ∀s ∈ [r, cr].
We use the Fubini theorem to show
Eλ1(s > 0 : s is critical of dS0,t) =
∞∫
0
P(s is critical of dS0,t)ds
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≥
cr∫
r
P(s is critical of dS0,t)ds > 0,
which is contradicting the Fu’s result.
Therefore, any r is a regular value for dS0,t almost surely and con-
sequently, Sr,t is a d–dimensional Lipschitz manifold. The rest of the as-
sertion follows from [27, Proposition 4]. ¤
The finiteness of the expectations EVj(Sr,t) is still an open problem for
j < d−1, up to our knowledge. The case of general dimension d is completely
open up to now. Another task would be to find asymptotic formulae for
EVj(Sr,t) as r → 0+ using the scaling invariance.
3.1.4 Covariogram
The covariogram of a bounded random closed subset X of Rd is the function
CX(h) = EVd(X ∩ (X − h)), h ∈ Rd.
If X is isotropic (i.e. its distribution is invariant with respect to rotati-
ons) then the covariogram depends only on the length of h and not on its
direction, and we denote
C˜X(s) = CX(su), s ≥ 0,
where u is any unit vector in Rd. The covariogram of the Wiener sausage is
related to a solution of a heat conduction equation in the following way.
Theorem 3.4 We have for any r, t > 0,
C˜Sr,t(s) = 2V (r, t)−
∫
Rd
ysu(t, x)dx, (3.19)
where the function ysu(t, x) is the unique solution of the differential equation
∂y
∂t =
1
2 4 y t > 0, x ∈ Rd \B,
y(0, x) = 0, x ∈ Rd \B,
y(t, x) = 1, t > 0, x ∈ B,
(3.20)
and B is the union of two balls of radii r and with centers at o and su.
Moreover, when d = 2, 3 for any t > 0, r > 0:
C˜ ′Sr,t(0) = −
ωd−1
dωd
EHd−1(∂Sr,t). (3.21)
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Proof: A simple argument is used to express the covariogram CSr,t(h) of
the Wiener sausage:
CSr,t(h) = EVd(Sr,t ∩ (Sr,t − h)) =
∫
Rd
P(x ∈ Sr,t ∩ (Sr,t − h))dx
=
∫
Rd
P
(
τxB(o,r) ≤ t, τxB(h,r) ≤ t
)
dx
=
∫
Rd
(
P
(
τxB(o,r) ≤ t
)
+ P
(
τxB(h,r) ≤ t
))
dx
−
∫
Rd
P
(
τxB(o,r)∪B(h,r) ≤ t
)
dx.
Obviously, first two integrated terms in the last expression yield the mean
volume of the Wiener sausage. The last probability can be again regarded
as a solution to heat conduction problem as in (3.4), this time the boundary
conditions are fitted to the union of two balls. This proves (3.19).
Let u be a fixed unit vector. The total projection of a d–dimensional
Lipschitz manifold A in the direction u is defined as
TPA(u) =
1
2
∫
∂A
|u · n(x)| Hd−1(dx),
where n(x) is the outer unit normal vector of A at x.
It can be shown that the derivative
d
ds
|s=0 CA(su)
of a “sufficiently regular” bounded deterministic set A equals minus the total
projection of A in direction u; the case when A is d–dimensional Lipschitz
manifold of positive reach can be found in [22, Theorem 2]. Since the mean
total projection equals ωd−1dωd times the total surface area, we get the relation
Eu
d
ds
∣∣∣∣
s=0
CA(su) = −ωd−1
dωd
Hd−1(∂A), (3.22)
where Eu denotes the isotropic mean value with respect to the direction u.
If A is a d-dimensional Lipschitz manifold the closure of complement of
which has positive reach, then, applying (3.22) to Rd \A intersected with a
sufficiently large ball, we find easily that (3.22) holds for the set A itself.
Since when d ≤ 3 for all r > 0 and all t > 0, the reach of Rd \ Sr,t is
positive and Sr,t is a d–dimensional Lipschitz manifold (see the begining of
Chapter 3), (3.22) is true with A = Sr,t almost surely. Applying the mean
value we get (3.21) since Sr,t is isotropic. The interchange of derivative and
expectation is justified by the integrability of Hd−1(∂Sr,t), see [24]. ¤
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Remark: It seems to be impossible to derive an analytic solution to (3.20).
So far, the covariogram C˜Sr,t(h) can be obtained only via Monte–Carlo si-
mulation methods or by numerical solution of the PDE.
3.2 Approximation of the Wiener sausage
The previous section and analytical expressions of essential properties of
the Wiener sausage showed how complicated set it is. Since some of its
characteristics are still impossible to derive analytically a possible way how
to work with the Wiener sausage is to use approximations by easier sets. It
is the underlying Brownian motion what needs to be simplified.
Throughout the whole section we will assume the total time t of the Wi-
ener sausage be equal to 1 (see Lemma 3.1 how to enlarge an approximated
Wiener sausage to general total time). Consequently, the letter t will be
used for time variable as is usual in such contexts.
Let
B(t) = (W1(t), . . . ,Wd(t)), t ∈ [0, 1]
be a d–dimensional Brownian motion, where the coordinates {Wi(t), t ∈
[0, 1]}, i = 1, . . . , d are independent standard Wiener processes such that
Wi(0) = 0, i = 1, . . . , d. Approximating each coordinate by a piecewise
linear curve {Wni (t), t ∈ [0, 1]}, n = 1, 2, . . . we can derive an approximation
of d–dimensional Brownian motion
Bn(t) = (Wn1 (t), . . . ,W
n
d (t)), t ∈ [0, 1]. (3.23)
Subsequently, the approximation Snr of the Wiener sausage Sr = S
o
r,1 is
Snr = {Bn(t), t ∈ [0, 1]} ⊕B(o, r). (3.24)
In the following sections two different approximationsWni (t) will be stu-
died.
3.2.1 Approximation by random walk
The simplest approximation of one–dimensional Wiener process is given by
famous Donsker invariance principle.
Let G be an arbitrary distribution on R such that
∫
R
x G(dx) = 0,∫
R
x2 G(dx) = 1 and let Y0 = 0 and Y1, Y2, . . . be a sequence of indepen-
dent random variables each distributed according to G. Set
Sn =
n∑
i=0
Yi
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(i.e. symmetric random walk) and (W rw(t), t ≥ 0) to be a continuous pie-
cewise linear process such that
W rw(n) = Sn, n ∈ N0.
Furthermore, for t ∈ [0, 1] set
µn(t) = n−1/2W rw(nt). (3.25)
Theorem 3.5 (Donsker) Let Y1, Y2, . . . and µn(t), t ∈ [0, 1], n ∈ N be
defined as before. Then
{µn(t), t ∈ [0, 1]} D→ {W (t), t ∈ [0, 1]}, n→∞. (3.26)
Proof: The proof can be found for example in [2, Theorem 8.2]. ¤
The convergence (3.26) can be improved to convergence in probability
and almost surely. Unfortunately, we have to work on different probability
spaces in order to derive convergence almost surely.
Following the well-known Skorohod Embedding Theorem [13, Theorem
14.1], there exists a probability space (Ω,A,P) with a Wiener processW and
non–negative independent random variables τi, i = 1, 2, . . . , Eτ1 = EY 21 = 1
such that
Sn
D= S∗n =W
(
n∑
i=1
τi
)
.
Having this representation of a random walk we can define similarly as
in (3.25) a continuous piecewise linear process
{W ∗(t), t ≥ 0}
such that
W ∗(n) = S∗n, n ∈ N
and for t ∈ [0, 1]
µ∗n(t) = n
−1/2W ∗(nt).
Theorem 3.6 (Strassen) Let Sn be a random walk with ES1 = 0 and
ES21 = 1. Then ∀n ∈ N there exists a probability space where a random walk
S∗n with the same distribution as Sn and Wiener processes {W(n)(t), t ∈
[0, 1]} are defined so that
max
0≤t≤1
|µ∗n(t)−W(n)(t)| → 0, n→∞ (3.27)
in probability and
(log logn)−1/2 max
0≤t≤1
|µ∗n(t)−W(n)(t)| → 0, n→∞ (3.28)
almost surely.
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Proof: [13, Theorem 14.6]. ¤
The expression (3.28) shows that the speed of rising new increments in
Sn is not sufficient to obtain an almost sure convergence of µ∗n(t) to a Wiener
process (in the sense given in Theorem 3.6).
The next Proposition shows how almost sure convergence can be regai-
ned.
Proposition 3.3 Let Y0 = 0 and Y1, Y2, . . . be i.i.d. N(0, 1) distributed
random variables. Set
Sn =
n∑
k=0
Yk.
We define Wn(t) to be a piecewise linear process on [0, 1] such that Wn(0) =
0 and
Wn(t) =
Sk−1√
2n
+ 2n
(
t− k − 1
2n
)
Y ik√
2n
, t ∈
[
k − 1
2n
,
k
2n
]
, (3.29)
k = 1, . . . , 2n.
Then there exists a sequence of Wiener processes W(n)(t) on [0, 1] such
that
sup
t∈[0,1]
|Wn(t)−W(n)(t)| → 0, n→∞ (3.30)
almost surely.
Proof: Since Yi are independent Gaussian, the finite–dimensional distri-
bution of Wn in (0, 1/2n, . . . , 1) coincides with the same distribution for a
Wiener process. Hence there exists for any n ∈ N a Wiener process W(n)
defined on the same probability space such that
W(n)
(
k
2n
)
=Wn
(
k
2n
)
for all k = 1, . . . , 2n. (3.31)
We will show that given ² > 0 it holds
P
(
lim
n→∞ sup0≤t≤1
|Wn(t)−W(n)(t)| > ²
)
= 0
almost surely. We have
P
(
lim
n→∞ sup0≤t≤1
|Wn(t)−W(n)(t)| > ²
)
≤ P
(
sup
0≤t≤1
|Wn(t)−W(n)(t)| > ² for infinitely many n
)
. (3.32)
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We can estimate
P
(
sup
0≤t≤1
|Wn(t)−W(n)(t)| > ²
)
≤
2n∑
k=1
P
 sup
k−1
2n
≤t≤ k
2n
|Wn(t)−W(n)(t)| > ²

= 2n P
(
sup
0≤t≤ 1
2n
|Wn(t)−W(n)(t)| > ²
)
≤ 2n P
(
sup
0≤t≤ 1
2n
|X0,2−n,0(t)|+ Y1√
2n
> ²
)
≤ 2n
[
P
(
sup
0≤t≤ 1
2n
|X0,2−n,0(t)| > ²
)
+ P
(
Y1 > ²
√
2n
)]
,
where X0,2
−n,0(t) is the Brownian bridge on [0, 1/2n]. Further, we use the
representation X0,2
−n,0(t) D= (1/2n− t)W (t), maximal inequality for Wiener
process and Feller inequality (see Lemma 2.1) to obtain
P
(
sup
0≤t≤1
|Wn(t)−W(n)(t)| > ²
)
≤ 2n
[
P
(
sup
0≤t≤ 1
2n
∣∣∣∣( 12n − t
)
W (t)
∣∣∣∣ > ²
)
+ P
(
Y1 > ²
√
2n
)]
≤ 2n
[
P
(
sup
0≤t≤ 1
2n
∣∣∣∣ 12nW (t)
∣∣∣∣ > ²
)
+ P
(
Y1 > ²
√
2n
)]
≤ 2n
[
4P
(
W
(
1
2n
)
> ²2n
)
+ P
(
Y1 > ²
√
2n
)]
≤ 2n
[
4 exp
{
−2
n²2
2
}
+ exp
{
−2
n²2
2
}]
= 5 2n exp
{
−2
n²2
2
}
:= an.
The latter inequality give
∞∑
n=1
P
(
sup
0≤t≤1
|Wn(t)−W(n)(t)| > ²
)
≤
∞∑
n=1
an. (3.33)
Next we apply the ratio criterion to ensure that the row
∞∑
n=1
an is convergent:
an+1
an
= 2 exp{−²22n−1}.
Since ² is fixed we can find n0 such that
an+1
an
< 1 for any n > n0. The
proof is finished by using Borel – Cantelli Lemma which ensures that the
probability in (3.32) is 0 for any ² > 0. ¤
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Remark: In fact, any speed of adding new terms Yi into approximation
Wn(t) which is higher then n log log n is sufficient to derive an almost surely
convergence in the given sense. The presented speed of 2n coincides with
the approximation given in the next Section.
3.2.2 Haar-Schauder approximation
In this section, following [14, pp. 56–59], an almost surely convergent ap-
proximation of the Wiener process is given. The method can be used as a
self–contained construction of the Wiener process. Its main idea lies in the
following fact.
LetW (t) be a standard Wiener process, fix 0 ≤ s < t <∞. Conditioned
on W (s) = x,W (t) = y the distribution of W
(
t+s
2
)
is normal with mean
µ = x+y2 and variance σ
2 = t−s4 . For the proof and more information on this
we refer to [14].
Define Haar functions by H1(t) = 1, 0 ≤ t ≤ 1 and
H2m+k(t) =

2m/2 t ∈ [k−12m , 2k−12m+1 ) ,
−2m/2 t ∈ [ 2k−1
2m+1
, k2m
)
,
0 otherwise
for k = 1, 2, . . . , 2m and m = 0, 1, . . . . The Schauder function is given by
Rk(t) =
t∫
0
Hk(s)ds, k ∈ N.
Given a sequence {Yn}n∈N of i.i.d. N(0,1)–distributed random variables
it is known that the distribution of the Wiener process {W (t), t ∈ [0, 1]}
corresponds to a distribution of Haar–Schauder series
W (t) =
∞∑
k=1
YkRk(t), t ∈ [0, 1]. (3.34)
The series converges almost surely uniformly. Hence the approximation
Wn(t) is simply given by partial sums
Wn(t) =
n∑
k=1
YkRk(t), t ∈ [0, 1]. (3.35)
3.2.3 Speed of convergence
In this section we are going to survey how far the approximation Snr of a
Wiener sausage given by (3.24) is from its theoretical counterpart, a reali-
zation of Wiener sausage with same parameters, i.e. our goal is to obtain
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the distribution and the asymptotical behavior of Hausdorff distance
dH(Snr , Sr),
as n tends to infinity.
The results obtained below can be used either for the approach given in
Proposition 3.3 or for that given by Haar–Schauder approximation.
As we mentioned above the first method has the advantage in easy ap-
plication to practical computing while the second one has the nice property
that the approximated Brownian motion runs through the same edge points
when increasing the approximation level n.
Advantageously, the distribution of the error remains unchanged in both
situations.
Let
En = sup
t∈[0,1]
|Bn(t)−B(n)(t)|, (3.36)
where Bn(t) = (Wn1 (t), . . . ,W
n
d (t)) is the approximation of d–dimensional
Brownian motion given either by (3.29) or (3.35) and B(n)(t) are Brownian
motions in Rd which are identical in the case of Haar-Schauder approxi-
mation.
We state an auxiliary Lemma first.
Lemma 3.4 Let (X, X̂) and (Y, Ŷ ) be independent non–negative random
vectors with marginal distribution functions FX , F bX , FY , FbY such that
FX(x) ≤ F bX(x), x ≥ 0,
FY (x) ≤ FbY (x), x ≥ 0.
Then it holds
P(X + Y ≤ x) ≤ P(X̂ + Ŷ ≤ x), for any x ≥ 0,
which can be rewritten as
∞∫
0
FX(x− y)dFY (y) ≤
∞∫
0
F bX(x− y)dFbY (y), for any x ≥ 0.
Proof: We have
∞∫
0
FX(x− y)dFY (y) ≤
∞∫
0
F bX(x− y)dFY (y).
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Since the convolution is a symmetric operation we can further proceed to
obtain
∞∫
0
F bX(x− y)dFY (y) =
∞∫
0
FY (y − x)dF bX(x)
≤
∞∫
0
FbY (y − x)dF bX(x)
=
∞∫
0
F bX(x− y)dFbY (y).
¤
Proposition 3.4 Let Snr , n = 1, 2, . . . be an approximation of a Wiener
sausage Sr defined in (3.24) and let En be given by equation (3.36). Then
P(dH(Snr , Sr) ≤ y) ≥ P(En ≤ y). (3.37)
Moreover,
P(En ≤ y) ≥

y2− (d−1) ln 2
2n+1∫
ln 2
2n+1
. . .
y2−
d−2P
i=1
xi− ln 22n+1∫
ln 2
2n+1
Gn
(
y2 −
d−1∑
i=1
xi
)
. . .
. . . dGn(x1) . . . dGn(xd−1)
)2n
, (3.38)
where
Gn(z) =
(
1− 2e−2n+1z
)
· I
[
z ≥ 2−(n+1) ln 2
]
and
P(En ≤ y) ≤

dy2∫
0
. . .
dy2−
d−2P
i=1
xi∫
0
Jn
(
dy2 −
d−1∑
i=1
xi
)
. . .
. . . dJn(x1) . . . dJn(xd−1)
)2n
, (3.39)
where
Jn(z) = 1− e−2n+1z.
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Proof: It can be easily verified that
dH(Snr , Sr) ≤ dH
({Bn(t), t ∈ [0, 1]}, {B(n)(t), t ∈ [0, 1]})
≤ sup
t∈[0,1]
|Bn(t)−B(n)(t)|,
which proves (3.37).
We can express En as
En = max
1≤i≤2n
sup
i−1
2n
≤t≤ i
2n
|Bn(t)−B(n)(t)|
D= max
1≤i≤2n
sup
0≤t≤2−n
∣∣∣∣2nt Yi√2n −
(
X0,2
−n,0
i (t) + 2
nt
Yi√
2n
)∣∣∣∣
= max
1≤i≤2n
sup
0≤t≤2−n
∣∣∣X0,2−n,0i (t)∣∣∣ ,
where Yi, i = 1, . . . , 2n, n ∈ N are independent standard Gaussian dis-
tributed variables and X0,2
−n,0
i (t), i = 1, . . . , 2
n, n ∈ N are independent
d–dimensional Brownian bridges.
We can estimate the distribution of En by the following arguments
P(En ≤ y) =
(
P
(
sup
0≤t≤2−n
∣∣∣X0,2−n,0(t)∣∣∣ ≤ y))2n
≥
P
 d∑
k=1
(
sup
0≤t≤2−n
∣∣∣Y 0,2−n,0k (t)∣∣∣
)2
≤ y2
2n ,
where Y 0,2
−n,0
k (t), k = 1, . . . , d are independent one–dimensional Brownian
bridges. Since their distributions are similar we shall omit the subscript k
in what follows.
Set
Fn(z) := P
( sup
0≤t≤2−n
∣∣∣Y 0,2−n,0(t)∣∣∣)2 ≤ z
 ,
which is the same for all coordinates k = 1, . . . , d. We have for z ≥ 0
Fn(z) = P
(
sup
0≤t≤2−n
∣∣∣Y 0,2−n,0(t)∣∣∣2 ≤ z)
= 1− P
(
sup
0≤t≤2−n
∣∣∣Y 0,2−n,0(t)∣∣∣ ≥ √z)
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= 1− P
(
sup
0≤t≤2−n
Y 0,2
−n,0(t) ≥ √z ∨ inf
0≤t≤2−n
Y 0,2
−n,0(t) ≤ −√z
)
= 1− P
(
sup
0≤t≤2−n
Y 0,2
−n,0(t) ≥ √z ∨ sup
0≤t≤2−n
−Y 0,2−n,0(t) ≥ √z
)
≥ 1− P
(
sup
0≤t≤2−n
Y 0,2
−n,0(t) ≥ √z
)
−P
(
sup
0≤t≤2−n
−Y 0,2−n,0(t) ≥ √z
)
= 1− 2P
(
sup
0≤t≤2−n
Y 0,2
−n,0(t) ≥ √z
)
,
since −Y 0,2−n,0(t) is again a Brownian bridge. We conclude using (2.10)
Fn(z) ≥ Gn(z),
where we set
Gn(z) :=
(
1− 2 exp{−2n+1z}) · I [z ≥ 2−(n+1) · ln 2] .
Then Gn(z) is a distribution function which is absolutely continuous with
respect to Lebesgue measure and its density function is given by
gn(z) = 2n+2 exp
{−2n+1z} · I [z ≥ 2−(n+1) · ln 2] .
To complete the proof of (3.38) we use convolution theorem and the
assertion of Lemma 3.4 iteratively (d− 1)–times.
The second inequality (3.39) can be shown similarly. Since we have for
any 0 ≤ i ≤ d
sup
0≤t≤2−n
∣∣∣X0,2−n,0(t)∣∣∣2 ≥ sup
0≤t≤2−n
∣∣∣Y 0,2−n,0i (t)∣∣∣2
we conclude by summing up over all i that
sup
0≤t≤2−n
∣∣∣X0,2−n,0(t)∣∣∣2 ≥ 1
d
d∑
i=1
sup
0≤t≤2−n
∣∣∣Y 0,2−n,0i (t)∣∣∣2 .
Then we have
P(En ≤ y) =
(
P
(
sup
0≤t≤2−n
∣∣∣X0,2−n,0(t)∣∣∣ ≤ y))2n
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≤
P
 d∑
k=1
(
sup
0≤t≤2−n
∣∣∣Y 0,2−n,0k (t)∣∣∣
)2
≤ dy2
2n .
Again, let
Fn(z) := P
( sup
0≤t≤2−n
∣∣∣Y 0,2−n,0(t)∣∣∣)2 ≤ z
 .
Fn(z) = P
(
sup
0≤t≤2−n
∣∣∣Y 0,2−n,0(t)∣∣∣2 ≤ z)
= 1− P
(
sup
0≤t≤2−n
∣∣∣Y 0,2−n,0(t)∣∣∣ ≥ √z)
= 1− P
(
sup
0≤t≤2−n
Y 0,2
−n,0(t) ≥ √z ∨
∨ inf
0≤t≤2−n
Y 0,2
−n,0(t) ≤ −√z
)
≤ 1− P
(
sup
0≤t≤2−n
Y 0,2
−n,0(t) ≥ √z
)
= 1− exp (−2n+1z) := Jn(z).
The rest of the proof is same as in the case of inequality ” ≥ ”.
¤
Theorem 3.7 Let the dimension d = 2. Then
P(dH(Snr , Sr) ≤ y) ≥ bn. (3.40)
where bn → 1 as n→∞ and it holds
1− bn ' 22n+3y2e−2n+1y2 , n→∞. (3.41)
Furthermore, for distribution of En we have the following estimates
an ≥ P(En ≤ y) ≥ bn, (3.42)
where
1− an ' 22n+2y2e−2n+2y2 , n→∞. (3.43)
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Proof: Let Gn and Jn denote the same distribution functions as in Pro-
position 3.4; gn and jn their density functions respectively. We have
(P(En ≤ y))2−n
≥
y2− ln 2
2n+1∫
ln 2
2n+1
Gn(y2 − x)gn(x) dx
= 2n+2
y2− ln 2
2n+1∫
ln 2
2n+1
exp
{−2n+1x}− 2 exp{−2n+1y2} dx
= 2n+2
[
−2−(n+1) exp{−2n+1x}]y2− ln 22n+1
ln 2
2n+1
−2n+3 exp{−2n+1y2} (y2 − 2−n ln 2)
= 1− exp{−2n+1y2} (4 + 2n+3y2 − 8 ln 2)
≥ 1− exp{−2n+1y2} (2n+3y2) .
The opposite inequality is the following
(P(En ≤ y))2−n
≤
2y2∫
0
Jn(2y2 − x)jn(x) dx
= 2n+1
2y2∫
0
exp
{−2n+1x}− exp{−2n+2y2} dx
=
[
exp
{−2n+1x}]2y2
0
− 2n+2y2 exp{−2n+2y2}
= 1− exp{−2n+2y2} (1 + 2n+2y2) .
To show (3.41) we first introduce a substitution k = 2n. It will be
sufficient if
lim
k→∞
1−
(
1− 8ky2e−2ky2
)k
8k2y2e−2ky2
= 1.
We have
lim
k→∞
1−
(
1− 8ky2e−2ky2
)k
8k2y2e−2ky2
= lim
k→∞
1− exp
{
k log
(
1− 8ky2e−2ky2
)}
8k2y2e−2ky2
= lim
k→∞
−k log
(
1− 8ky2e−2ky2
)
8k2y2e−2ky2
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= lim
k→∞
k
∞∑
N=1
(
8ky2e−2ky2
)N
8k2y2e−2ky2
= 1.
Again, let k = 2n.
lim
k→∞
1−
(
1− (1 + 4ky2)e−4ky2
)k
4k2y2e−4ky2
= lim
k→∞
1− exp
{
k log
(
1− (1 + 4ky2)e−4ky2
)}
4k2y2e−4ky2
= lim
k→∞
−k log
(
1− (1 + 4ky2)e−4ky2
)
4k2y2e−4ky2
= lim
k→∞
k
∞∑
N=1
(
(1 + 4ky2)e−4ky2
)N
4k2y2e−4ky2
= 1,
which proves the rest of (3.42). ¤
Theorem 3.8 Let the dimension d = 3 Then
P(dH(Snr , Sr) ≤ y) ≥ bn, (3.44)
where bn → 1 as n→∞ and it holds
1− bn ' 23n+3y4e−2n+1y2 , n→∞. (3.45)
Furthermore, for distribution of En we have the following estimates
an ≥ P(En ≤ y) ≥ bn, (3.46)
where
1− an ' 9 · 23n+2y4e−3·2n+1y2 , n→∞. (3.47)
Proof Let Gn and Jn denote the same distribution functions as in Propo-
sition 3.4, gn and jn be their density functions respectively. We have
(P(En ≤ y))2−n
≥
y2− ln 2
2n∫
ln 2
2n+1
(
1− e−2n+1(y2−x) (4 + 2n+3(y2 − x)− 8 ln 2)) 2n+2e−2n+1x dx
= 2n+2
(
−2−(n+1)
) [
e−2
n+1x
]y2− ln 2
2n
ln 2
2n+1
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− (4 + 2n+3y2 − 8 ln 2) 2n+2e−2n+1y2 (y2 − 3 · 2−(n+1) · ln 2)
+2n+2e−2
n+1y22n+3
y2−2−n· ln 2∫
2−(n+1)· ln 2
x dx
= −2
(
e−2
n+1y2+2 ln 2 − e− ln 2
)
−e−2n+1y2 (2n+4 y2 + 22n+5 y2 − 2n+5(ln 2) y2)
−e−2n+1y2 (−24 ln 2− 3 · 2n+4(ln 2) y + 3 · 24 ln2 2)
+22n+5e−2
n+1y2
(
(y2 − 2−n ln 2)2
2
− (2
−(n+1) ln 2)2
2
)
= 1− e−2n+1y2 [8− 24 ln 2 + 36 ln2 2 + (1− 3 ln 2)2n+4y2 + 22n+4 y4] .
The opposite inequality is the following
(P(En ≤ y))2−n
≥
3y2∫
0
(
1− e−2n+1(3y2−x) (1 + 2n+1(3y2 − x))) 2n+1e−2n+1x dx
=
3y2∫
0
2n+1e−2
n+1x dx− 2n+1e−3·2n+1y2
3y2∫
0
(
1 + 2n+1(3y2 − x)) dx
=
[
−e−2n+1x
]3y2
0
− 2n+1e−3·2n+1y2
(
3y2
(
1 + 3 · 2n+1y2)− 2n+1 [x2
2
]3y2
0
)
= 1− e−3·2n+1y2
(
1 + 3 · 2n+1y2 + (3 · 2n+1y2)2 − 9 · 2ny4) .
Again, to show (3.45) we apply the substitution k = 2n. For the sake of
brevity we set C = 8− 24 ln 2 + 36 ln2 2.
We have as k →∞
1−
(
1− e−2ky2 (C + (1− 3 ln 2)8ky2 + 8k2y4))k =
= 1− exp
{
k log
(
1− e−2ky2 (C + (1− 3 ln 2)8ky2 + 8k2y4))}
' −k log
(
1− e−2ky2 (C + (1− 3 ln 2)8ky2 + 8k2y4))
' ke−2ky2 (C + (1− 3 ln 2)8ky2 + 8k2y4)
' 8k3y4e−2ky2 .
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It remains to show (3.47). As k →∞,
1−
(
1− e−6ky2
(
1 + 6ky2 +
(
6ky2
)2 − 9ky4))k =
= 1− exp
{
k log
(
1− e−6ky2
(
1 + 6ky2 +
(
6ky2
)2 − 9ky4))}
' −k log
(
1− e−6ky2
(
1 + 6ky2 +
(
6ky2
)2 − 9ky4))
' ke−6ky2
(
1 + 6ky2 +
(
6ky2
)2 − 9ky4)
' 36k3y4e−6ky2 .
¤
3.2.4 Application to the convergence of approximated cova-
riogram
The approximations investigated above, namely the easiest one from Propo-
sition 3.3, will be in this section applied to the estimation of the covariogram
of the Wiener sausage (for numerical results see Section 4.3.2).
Throughout this section we will denote by CSr(h), h ≥ 0 the covariogram
of the Wiener sausage Sr,1 (compare with Section 3.1.4). It is defined as
CSr(h) = EVd(Sr ∩ (Sr + u · h)),
where u is an arbitrary unit vector.
We shall assume for simplicity σ = 1. For i = 1, . . . , d we let
Wni (t), t ∈ [0, 1] (3.48)
be d independent approximations of Wiener process constructed in the si-
milar way as in Proposition 3.3.
Following the invariance principle of Donsker (Theorem 3.5) it holds{
Wni (t), t ∈ [0, 1]
} D→ {Wi(t), t ∈ [0, 1]}, n→∞, (3.49)
i = 1, . . . , d..
In other words, the approximations Wni (t), i = 1, . . . , d converge in dis-
tribution to independent standard Wiener processes Wi on [0, 1]. It follows
{Bn(t), t ∈ [0, 1]} = {(Wn1 (t), . . . ,Wnd (t)), t ∈ [0, 1]} D→ {B(t), t ∈ [0, 1]} .
Proposition 3.5 It holds
CSnr (h)→ CSr(h), n→∞, h ≥ 0. (3.50)
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First we need an auxiliary result. The assertion of the next Lemma is
well known for Wiener process and discrete symmetric random walk. We
are giving a proof for the case of symmetric continuous random walk to have
the text complete although the technique used inside is very standard.
Lemma 3.5 Let {Yi}i∈N be a sequence of i.i.d. random variables with Yi ∼
N(0, 1). Then the inequality
P
[
max
1≤k≤n
|Sk| ≥ x
]
≤ 2P[|Sn| ≥ x], x ≥ 0 (3.51)
holds for Sk = Y1 + · · ·+ Yk, k = 1, . . . , n.
Proof: According to strong invariance principle there exists a Wiener pro-
cess W (t) in R such that
max
1≤k≤n
|Sk −W (k)| → 0, n→∞ (3.52)
in probability. Given ², δ > 0 there exists no such that for n > no we have
using (3.52) and maximal inequality for Wiener process (see Lemma 2.1):
P( max
1≤k≤n
|Sk| ≥ x) =
= P( max
1≤k≤n
|Sk| ≥ x, max
1≤k≤n
|Sk −W (k)| > δ) +
+ P( max
1≤k≤n
|Sk| ≥ x, max
1≤k≤n
|Sk −W (k)| ≤ δ)
≤ ²+ P( max
1≤k≤n
|W (k)| ≥ x− δ)
≤ ²+ P( max
1≤t≤n
|W (t)| ≥ x− δ)
≤ ²+ 2P(|W (n)| ≥ x− δ)
≤ ²+ 2²+ 2P(|W (n)| ≥ x− δ, max
1≤k≤n
|Sk −W (k)| < δ)
≤ 3²+ 2P(|Sn| ≥ x− 2δ).
Since ², δ were arbitrary the Lemma is proved. ¤
Proof of Proposition 3.5: First we show that the mapping A 7→ Vd(A⊕
B(o, r)) is continuous in Hausdorff metric.
Set
VA(r) = Vd(A⊕B(o, r))
and let A,B be two arbitrary compact subsets of Rd such that dH(A,B) < δ,
δ > 0. Then A ⊆ B ⊕B(o, δ) and B ⊆ A⊕B(o, δ) and it holds
|VA(r)− VB(r)| ≤ max
C∈{A,B}
VC(r + δ)− VC(r). (3.53)
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Applying the co–area formula [7, Section 3.2.34] to the distance function
we obtain
VA(r) = VA(0) +
r∫
0
Hd−1 (4−1A {s}) ds, r > 0. (3.54)
Hence, the function VA is absolutely continuous and applying this result to
inequality (3.53) we arrive at continuity of the mapping A 7→ Vd(A⊕B(o, r)).
Consequently, we have by the mapping theorem for convergence in dis-
tribution [2, Theorem 2.7]
Vd(Snr )
D→ Vd(Sr), n→∞.
Our aim is to show that
EVd(Snr )→ EVd(Sr), n→∞. (3.55)
This convergence holds if Vd(Snr ), n = 1, 2, . . . are uniformly integrable ran-
dom variables ([2, Theorem 3.5]). A sufficient condition for the uniform
integrability is that
sup
n∈N
E(Vd(Snr ))
2 <∞. (3.56)
We can write
Vd(Snr ) ≤ ωd
(
r + max
t∈[0,1]
|Bn(t)|
)d
≤ ωd
(
r +
d∑
i=1
max
t∈[0,1]
|Wni (t)|
)d
.
Since the distributions of |Wni (t)|, i = 1, . . . , d are identical we get
E(Vd(Snr ))
2 ≤ ω2dE
[
r +
d∑
i=1
max
1≤k≤n
|Sik|√
n
]2d
= ω2d
∑
k0,...,kd≥0:
k0+...+kd=2d
(d+ 1)!
k0! . . . kd!
rk0
d∏
i=1
E max
1≤k≤n
( |Sk|√
n
)ki
,
where Sk
D= Sik ∼ N(0, k). Use the assertion of Lemma 3.5 to get the upper
bound
E max
1≤k≤n
( |Sk|√
n
)m
=
1
nm/2
∞∫
0
P
[
max
1≤k≤n
|Sk| ≥ x1/m
]
dx
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≤ 2
nm/2
∞∫
0
P[|Sn| ≥ x1/m] dx = 2
nm/2
∞∫
0
mym−1 P[|Sn| ≥ y] dy
=
2
nm/2
E|Sn|m ≤ m!, m ∈ N ,
where the latter inequality follows from the fact that Sn ∼ N(0, n). Hence,
condition (3.56) is verified, and the convergence (3.55) of mean volumes
holds.
If we started with the approximation Snr ∪ (Snr + h · u) of the union of
Wiener sausage and its shift we would derive using the same approach,
EVd(Snr ∪ (Snr + h · u))→ EVd(Sr ∪ (Sr + h · u)) n→∞.
Since the covariogram can be expressed as
CSr(h) = 2EVd(Sr)− EVd(Sr ∪ (Sr + h · u))
the assertion is proved. ¤
Remark: According to invariance principle of Donsker (Theorem 3.5),
Proposition 3.5 holds (with slight changes in the proof) for any choice of sy-
mmetric random walk Sin in (3.48). We choose in Section 4.3.2 the random
variables Y in standard normally distributed to reduce the error of approxi-
mation and to increase the speed of the algorithm.
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Chapter 4
Boolean model of Wiener
sausages
Probably the most frequently used model among stationary random sets is
the Boolean model, cf. e.g. [33]. It arises naturally as a system of randomly
scattered particles in Euclidean space of arbitrary dimension provided that
the distributions of location are independent of each other. Boolean model is
a generalization of Poisson point process and it can be derived as a so–called
germ–grain model. This means that the process of germs forms a stationary
Poisson point process and grains (random closed sets) are assigned to germs.
In this context the term distribution of a typical grain is used.
In the case when the typical grain is distributed as the Wiener sausage
we speak about the Boolean model of Wiener sausages. Its properties are
studied in the present work [4] and most of the results mentioned in this
chapter can be found therein.
The Boolean model of Wiener sausages is a random structure that ap-
pears as a model to a network of sensors. These sensors are moving according
Figure 4.1: Three realizations of Boolean models of Wiener sausages for
t = 10 and r = 1. The intensity λ is chosen to fit volume fractions 0.25, 0.5
and 0.75, respectively.
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to Brownian path. Their initial locations in the area are chosen at random.
Each sensor can detect the target within the range r > 0. The total de-
tection area up to time t forms a Boolean model of Wiener sausages, see
e.g. [15].
We start with a definition of the Boolean model of Wiener sausages.
Assume ϕ = {xn}∞n=1 to be a stationary Poisson point process in Rd with
intensity λ > 0 (see e.g. [33] for more details). Consider an independent
identically distributed collection of Wiener sausages {(Sr,t)n}∞n=1 (each star-
ting at the origin) which are independent of the process ϕ. Introduce the
Boolean model Ξ of Wiener sausages by putting
Ξ =
∞⋃
n=1
(
xn + (Sr,t)n
)
. (4.1)
If the local finiteness property
Eλd(B ⊕ Sˇr,t) <∞ (4.2)
(where Cˇ = {−c : c ∈ C}) is fulfilled for any compact set B then Ξ is a
random closed set (see [33]).
Since EVd(Sr,t ⊕ B(o, r′)) = EVd(Sr+r′,t) < ∞ for all r′ > 0, (4.2) is
fulfilled.
The isotropy of Sr,t and stationarity of ϕ imply that Ξ is stationary and
isotropic. It means that the probability distribution of Ξ is invariant with
respect to rigid motions.
Alternatively, Ξ can be introduced directly as a union of particles lying
in a Poisson process Φ of Wiener sausages (Poisson process on the space of
compact sets).
Ξ = ∪{x+ Sr,t : x+ Sr,t ∈ Φ}.
Assume Λ is the intensity measure of Φ. The assumption (4.2) then takes
the well known form
Λ(KB) <∞,
from which it can be more easily seen that only finitely many grains intersect
a compact set B.
Moreover, it is well known that the intensity Λ can be disintegrated so
that
Λ(dF ) = λλd(dx)Λ0(dF0), (4.3)
where F = x+F0 and we came back to the intensity λ of the process ϕ and
Λ0 the distribution of typical grain. In this particular case, Λ0 corresponds
to the distribution of the Wiener sausage.
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4.1 Capacity functional, volume fraction
The capacity functional TΞ(C) = P (Ξ ∩ C 6= ∅), C ⊂ Rd compact, plays
the same role in the theory of random sets as the distribution function of
random variables in the classical probability theory. Namely, it defines the
distribution law of Ξ uniquely. It is known that the capacity functional of
the Boolean model is given by
TΞ(C) = 1− e−λEVd(Sr,t⊕Cˇ) (4.4)
for all compact C.
Following [30], we can compute the expected volume of Sr,t ⊕ Cˇ using
Fubini’s theorem as
EVd(Sr,t ⊕ Cˇ) =
∫
Rd
P(x ∈ Sr,t ⊕ Cˇ)dx =
∫
Rd
P
(
τxC⊕B(o,r) ≤ t
)
dx , (4.5)
where τxA is introduced in Chapter 2. Set u(t, x) = P
(
τxC⊕B(o,r) < t
)
, x ∈
Rd, t ≥ 0. Following Theorem 2.2, u(t, x) is the unique solution to the
following heat conduction problem:
∂u
∂t =
σ2
2 4 u, t > 0, x ∈ Rd \ (C ⊕B(o, r)),
u(0, x) = 0, x ∈ Rd \ (C ⊕B(o, r)),
u(t, x) = 1, t ≥ 0, x ∈ ∂(C ⊕B(o, r)).
(4.6)
Here any boundary point x ∈ ∂(C ⊕ B(o, r)) is regular, since there always
exists a cone Q with vertex at x such that Q ∩ (C ⊕ B(o, r)) has positive
measure. The regularity of x follows from the fact that Q is recurrent for
Brownian motion starting at x (for more details see the proof of [24, Lemma
4.1]).
For an arbitrary compact set C the problem (4.6) has to be solved by
numerical methods. In particular case, if C = {o} an analytical solution is
given by the expected volume of the Wiener sausage, see (3.5).
The volume fraction pΞ of the Boolean model Ξ is defined by
pΞ = P(o ∈ Ξ) = EVd(Ξ ∩ [0, 1]d).
This is the one–point coverage probability of Ξ. It follows from relations
pΞ = TΞ({o}), (4.4) and (3.5) that
pΞ = 1− exp
{
− λ
(
ωdr
d +
d(d− 2)
2
ωd σ
2rd−2t
+
4dωd rd
pi2
∞∫
0
1− e−σ
2y2t
2r2
y3 (J2ν (y) + Y 2ν (y))
dy
 . (4.7)
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4.2 Contact distributions
For an introduction to problems concerning contact distributions for random
sets we refer to [11].
Let C ⊂ Rd be a compact set, o ∈ C. In this context C is usually
called structuring element. Taking C fixed we can define the C–distance
(the distance relative to C) of a point x to a set A ⊂ Rd by
dC(x,A) := inf{ρ ≥ 0 : (x+ ρC) ∩A 6= ∅}.
For the case when the set on the right side is empty (o is the boundary point
of C) it is taken dC(x,A) = ∞. Clearly, dC(x,A) ≤ ρ if and only if x is
contained in the generalized outer parallel set A⊕ ρCˇ.
If the C–distance dC(x,A) of a point x /∈ A is attained at a unique point
y (i.e. y lies in the boundary ∂A) then we define the contact direction vector
uC(x,A) by
uC(x,A) :=
y − x
dC(x,A)
.
The points x ∈ Rd \A for which dC(x,A) is attained in more than one point
form the exoskeleton exoC(A) of A.
Let Ξ be a stationary random closed set such that its volume fraction
obeys pΞ < 1 (we exclude the trivial case Ξ = Rd since the contact distri-
bution is not well defined then). The contact distribution function of Ξ is
introduced conditionally on the event {o 6∈ Ξ} as
HC(ρ) = P (dC(o,Ξ) ≤ ρ|o 6∈ Ξ), ρ > 0,
provided that the probability of the complement event {o ∈ Ξ} is positive
when pΞ > 0. It can be shown that
HC(ρ) = P (Ξ ∩ ρC 6= ∅|o 6∈ Ξ) = TΞ(ρC)− TΞ({o})1− TΞ({o}) ,
cf. [33]. If Ξ is the Boolean model of Wiener sausages then TΞ({o}) is given
by relation (4.7). The value of TΞ(ρC) can be assessed numerically if C is a
general compact set. However, if C is a unit ball then the spherical contact
distribution function Hs(ρ) := HB(o,1)(ρ) can be given explicitly.
Theorem 4.1 Let Ξ be a Boolean model of Wiener sausages with intensity
λ > 0 and with spherical contact distribution function Hs(ρ). Then it holds
Hs(ρ) = 1− e−λM(d,σ2,r,ρ,t) , (4.8)
where
M(d, σ2, r, ρ, t) =
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= EVd(Sr+ρ,t)− EVd(Sr,t)
= ωd
(
(r + ρ)d − rd)+ d(d− 2)
2
ωd σ
2
(
(r + ρ)d−2 − rd−2)t
+
4dωd
pi2
(r + ρ)d
∞∫
0
1− e−
σ2y2t
2(r+ρ)2
y3 (J2ν (y) + Y 2ν (y))
dy
−4dωd
pi2
rd
∞∫
0
1− e−σ
2y2t
2r2
y3 (J2ν (y) + Y 2ν (y))
dy .
Proof: According to (4.4) we have
TΞ(ρB(o, 1)) = TΞ(B(o, ρ)) = 1− e−λEVd(Sr,t⊕B(o,ρ)) = 1− e−λEVd(Sr+ρ,t)
which together with relation (3.5) yields the formula (4.8). ¤
Following [11], it can be shown that the contact distribution functionHC
of Ξ is absolutely continuous if o is an interior point of C. Moreover, the
density H ′s(ρ) can be given explicitly in the special case of spherical contact
distribution function as
H ′s(ρ) =
EHd−1(∂(Ξ⊕ ρB(o, 1)) ∩ [0, 1]d)
1− pΞ . (4.9)
Since Ξ ⊕ ρB(o, 1) is again a Boolean model of Wiener sausages with
dilation radius (r + ρ) and the same total time t combining (4.9) with the
result (4.20) given later in section 4.4 we obtain
H ′s(ρ) = e
−λ(EVd(Sr+ρ,t)−EVd(Sr,t)) λEHd−1(∂Sr+ρ,t), (4.10)
which can be also assessed by differentiation of (4.8).
4.3 Covariance function
The covariance function of the isotropic Boolean model Ξ can be introduced
by
CΞ(h) = P(o, h · u ∈ Ξ), (4.11)
where u is an arbitrary unit vector in Rd and h ≥ 0; see [33] and [20]. It
follows from (4.4) and the formula of total probability that
CΞ(h) = 2pΞ − TΞ({o, h · u}) = 2pΞ − 1 + e−λEVd(Sr,t∪(Sr,t+u·h)) . (4.12)
Moreover, from relations (4.4) and (4.5) we get that the mean volume
EVd(Sr,t ∪ (Sr,t + u · h)) =
∫
Rd
P
(
τxB(o,r)∪B(h,r) ≤ t
)
dx (4.13)
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in formula (4.12) can be computed by integrating the solution of the heat
conduction problem (4.6) where
C ⊕B(r, o) = {o, h · u} ⊕B(o, r) = B(o, r) ∪B(h, r) .
The mean volume in (4.13) is related to the covariogram
CSr,t(h) = EVd(Sr,t ∩ (Sr,t + u · h))
of the Wiener sausage Sr,t by
EVd(Sr,t ∪ (Sr,t + h · u)) = 2EVd(Sr,t)− EVd(Sr,t ∩ (Sr,t + u · h)) (4.14)
where EVd(Sr,t) is given in (3.5).
As far as it is known up to now, it is difficult to find an explicit analyti-
cal solution to (4.6) on the complement of the union of two spheres. Hence,
numerical methods can be used to solve (4.6) and get a graph of the cova-
riance function CΞ. In Section 4.3.1, we perform this numerical analysis by
means of finite elements method. Alternatively, a large number of Monte
Carlo simulations of Wiener sausages can lead to precise estimates of CΞ as
it is done in Section 4.3.2. Both attitudes to this problem are studied in the
work [4].
4.3.1 Numerical solution of the heat conduction problem and
approximation formulae
For the cases of d = 2, 3 the finite element method can be used to compute
an approximate solution u to the problem (4.6). Using rotational and axial
symmetry in 3D resp. axial symmetries in 2D to reduce the complexity of
the problem the solution is obtained in a more efficient way (for the better
insight to this problem we refer to [4]). The results that are presented were
calculated using the software package FEMLAB/COMSOL [9].
In the following an approximation C˜Ξ for the covariance function CΞ is
given. For a fixed volume fraction pΞ the covariance function is approxima-
ted
CΞ(h) ≈ C˜Ξ := 2pΞ − 1 + (1− pΞ)κ(h,t), (4.15)
where κ(h, t) is given by (4.18) and (4.19) below. Let d = 2, 3 and set
Ar(h, t) := EVd(Sr,t ∪ (Sr,t + h · u))
= Vd(B(o, r) ∪B(h · u, r)) +
∫
Rd\(B(o,r)∪B(h,r))
u(t, x) dx,
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where u(t, x) denotes the solution of (4.6) for some given h ≥ 0, r > 0 and
C = {o, h · u}. Substituting the intensity λ from (4.7) to (4.12) one gets
CΞ(h) = 2pΞ − 1 + (1− pΞ)Ar(h,t)/Ar(0,t).
For t = 0, analytic calculations of Vd(B(o, r)∪B(h·u, r)) give respectively
Ar(h, 0)
Ar(0, 0)
= κ(h, 0)
:=
 2pi
(
pi − arccos ( h2r)+ h2r√1− h2r) , if h ≤ 2r,
2, otherwise,
(4.16)
for d = 2 and
Ar(h, 0)
Ar(0, 0)
= κ(h, 0) :=
{
1
2
(
h
2r
)3 − 2 ( h2r)2 + 52 h2r + 1, if h ≤ 2r,
2, otherwise,
(4.17)
for d = 3.
For t > 0 and d = 2, 3 a closed formula for Ar(h, t)/Ar(0, t) is not known
yet. The following approximation κ(h, ν(t)) was introduced in [4, Section
4.2].
Ar(h, t)
Ar(0, t)
≈ κ(h, 0)
=
{
1
2
(
h
ν(t)
)3 − 3( hν(t))2 + 3 hν(t) + 1, if h ≤ ν(t),
2, otherwise,
(4.18)
with
ν(t) =
{
3.124 t0.3925 + 2.794, d = 2,
3.744 t0.2182 + 1.454, d = 3.
(4.19)
4.3.2 Estimation by Monte–Carlo simulations
There are two ways leading to estimates of the covariance CΞ from simulati-
ons. The first way is to use the definition (4.11) and simulate many realizati-
ons of the Boolean model Ξ in a finite observation window estimating the
two-point coverage probability from each of them and then averaging over
all realizations. The second way is to simulate one Wiener sausage many
times and estimate its covariogram. By expressions (4.12) and (4.14), this
would lead to an estimate of the covariance CΞ. We would prefer the second
approach since it leads to more precise results.
In order to do so, simulate N independent copies {(Snr,t)k}Nk=1 of the
approximated Wiener sausage Snr,t for sufficiently large approximation pa-
rameter n and compute the volume of intersection Snr,t ∩ (Snr,t + h · u) by
averaging over N realizations.
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Figure 4.2: Estimated covariance functions (by Monte–Carlo simulations)
of the planar and spatial Boolean model of Wiener sausages with r = 1 and
total times t = 1, t = 10 and t = 50. In each case, the intensity λ is chosen
to fit volume fractions 0.25, 0.5 and 0.75, respectively.
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The results of Section 3.2.4 (namely the relation (3.50)) together with
the law of large numbers allow us to estimate the covariance function of the
Boolean model Ξ from sufficiently many approximations Snr,t.
In Figure 4.2, such estimates are given in two and three dimensions. In
each case, 10000 approximations of Wiener sausages with r = 1 and t = 1,
t = 10 and t = 50, respectively were simulated. To evaluate the volume of
Snr,t and its covariogram numerically, realizations of Wiener sausages have
to be discretized on a quadratic (cubic) grid in R2 (R3), and the number of
pixels (voxels) belonging to Snr,t has to be counted. Hence, besides the error
of the approximation of the Wiener sausage, the discretization error occurs.
Given the total runtime t, the maximal shift distance hmax for which the
covariogram CSr,t was computed is given by
hmax = 2 · F−10,t (0.99),
where F−10,t is the quantile function of the normal distribution N(0, t). This
value hmax yields a good empirical upper bound for the range of dependence
of the covariance function CΞ. It means that CΞ(h) ≈ p2Ξ is approximately
constant for h > hmax.
4.4 Specific surface area
The specific surface area SΞ is defined as the mean surface area of Ξ per
unit volume, i.e.
SΞ =
EHd−1(∂Ξ ∩B)
λd(B)
,
where B is an arbitrary bounded borel set such that λd(B) > 0. It is well
defined if the boundary of Ξ is smooth enough. Since the boundary ∂Sr,t is
almost surely (d− 1)–dimensional Lipschitz manifold when d = 2, 3 (see [8])
and (Hd−1, d − 1)–rectifiable for almost all r in higher dimensions we can
state due to a result of Wieacker the following Theorem.
Theorem 4.2 For the dimensions d = 2, 3 the specific surface area SΞ is
well defined and it is equal to
SΞ = λEHd−1(∂Sr,t) e−EVd(Sr,t), (4.20)
where λ is the intensity of Ξ, EHd−1(∂Sr,t) resp. EVd(Sr,t) is the mean
surface area resp. the mean volume of the Wiener sausage Sr,t.
When d ≥ 4, (4.20) holds for almost all radii r.
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Proof: For the notation used in the proof see the introduction to Chapter 4.
Introduce a Boolean model Ξ˜ of Wiener sausage boundaries
Ξ˜ =
∞⋃
n=1
xn + ∂(Sr,t)n.
Those are according to [24, Corollary 4.1] (d − 1)–dimensional Lipschitz
manifolds when d = 2, 3.
For higher dimensions, we use the co–area theorem [7, 3.2.22]. Ta-
king f(x) = dist (x, S0,t) the assumption given there assures that ∂Sr,t is
(Hd−1, d− 1)–rectifiable set for almost all r.
Therefore, together with (4.2) all assumptions of [36, Theorem 8] are
fulfilled and hence
EHd−1(Ξ˜ ∩B) =
∫
FK
Hd−1(F ∩B)Λ˜(dF ),
whereK is a compact subset such that B ⊂ K and Λ˜ is the intensity measure
of the underlying Poisson process of Ξ˜. Following (4.3) we can rewrite∫
FK
Hd−1(F ∩B)Λ˜(dF ) = λEF0
∫
Rd
Hd−1(x+ F0 ∩B)λd(dx)
= λEF0
∫
Rd
Hd−1(F0 ∩B − x)λd(dx)
= λEF0
∫
Rd
∫
Rd
IF0(y) I(B−x)(y)Hd−1(dy)λd(dx)
= λEF0
∫
Rd
∫
Rd
IF0(y) I(B−y)(x)Hd−1(dy)λd(dx),
where EF0 denotes the expectation with a respect to distribution of typical
grain, i.e. boundary of Wiener sausage.
Set µF0 = Hd−1|F0 . Interchanging integrals in the last equality yields∫
FK
Hd−1(F ∩B)Λ˜(dF ) = λEF0
∫
Rd
IF0(y)λ
d(B − y)µF0(dy)
= λλd(B) EF0Hd−1(F0).
Therefore rewriting the last equation we obtain
EHd−1(Ξ˜ ∩B) = λEHd−1(∂Sr,t)λd(B). (4.21)
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The only difference from (4.20) is in the multiplier e−EVd(Sr,t) which corre-
sponds to volume fraction of Ξ (e−EVd(Sr,t) = 1− pΞ). The specific area of Ξ
differs from that for Ξ˜ only by those parts of boundaries that are covered by
other grain in Ξ. Heuristically, the probability that a point is covered by Ξ
is pΞ and the independence property of Poisson process yields the formula.
More formally, the theory of Palm distributions is used to passage from
(4.21) to (4.20).
Denote by QF the Palm distribution of Φ at F . We have
EHd−1(Ξ˜ ∩B) = E
∫
K
∫
B
I∂F (x)Hd−1(dx)Φ(dF )
=
∫
K
∫
N (K)
∫
B
I∂F (x)Hd−1(dx)QF (dΦ)Λ(dF )
=
∫
K
∫
B
I∂F (x)Hd−1(dx)Λ(dF ), (4.22)
where N (K) is the space of locally finite integer valued measures on K, see
e.g. [13, Chapter 12].
On the contrary, for the Boolean model of whole Wiener sausages we
have
EHd−1(∂Ξ ∩B)
= E
∫
K
∫
B
I∂F (x) I{x /∈ G, ∀G ∈ Φ− δF }Hd−1(dx)Φ(dF )
=
∫
K
∫
N (K)
∫
B
I∂F (x) I{x /∈ G, ∀G ∈ Φ− δF }Hd−1(dx)QF (dΦ)Λ(dF )
=
∫
K
∫
N (K)
∫
B
I∂F (x) I{x /∈ G, ∀G ∈ Φ}Hd−1(dx)Q(dΦ)Λ(dF )
=
∫
K
∫
B
I∂F (x) P(x /∈ Ξ)Hd−1(dx)Λ(dF ),
where we used Slivnyak’s theorem (cf. e.g. [33]). Since Ξ is stationary,
P(x /∈ Ξ) = 1− pΞ does not depend on x and hence can be written in front
of the integral. We finally obtain
EHd−1(∂Ξ ∩B) = (1− pΞ)
∫
K
∫
B
I∂F (x)Hd−1(dx)Λ(dF ). (4.23)
The proof is completed by comparison of (4.22) with (4.23). ¤
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Chapter 5
Wiener sausage with random
time
Up to now the Wiener sausage was defined for given deterministic parame-
ters r > 0 (the radius of dilation) and t > 0 (the total time for which the
Brownian particle moves).
A straightforward generalization of the Wiener sausage is to take one of
the parameters r, t random. From the introduction to Chapter 3, especially
using Lemma 3.1, we know that the Wiener sausage of any dilation radius r
can be reconstructed from S1,t and vice versa, Sr,t of any total time t > 0 can
be reconstructed from Sr,1. It is therefore enough to consider for example
only total time t to be random and dilation radius r to be deterministic
since we can apply the argument mentioned in the previous paragraph.
Two important cases appear depending on the fact whether the distri-
bution of the total time is dependent or independent on the distribution of
underlying Brownian motion.
5.1 Independent time
Let f(t) be the probability density function of a random variable T ≥ 0
which is independent of (B(t), t ≥ 0) a d–dimensional Brownian motion
with B(0) = o. We assume
∫∞
0 tf(t)dt = T0 < ∞,
∫∞
0 t
2f(t)dt < ∞, i.e.
finite expectation and variance of the random variable T .
We define the Wiener sausage Sr,T with random total time T as
Sr,T = {B(t) : 0 ≤ t ≤ T} ⊕B(o, r).
Again, it is a random closed set in the Matheron sense (c.f. [19]) since
for any Borel set B the event
[Sr,T ∩B 6= ∅] = [τB⊕B(o,r) ≤ T ] =
⋂
q∈Q
[τB⊕B(o,r) < T + q]
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=
⋂
p∈Q
⋂
q∈Q
[τB⊕B(o,r) < p < T + q]
=
⋂
p∈Q
⋂
q∈Q
(
[τB⊕B(o,r) < p] ∩ [T > p− q]
)
is measurable.
Compactness (a.s.) of Sr,T is verified by the argument given below that
the mean volume EVd(Sr,T ) is finite. Since for any elementary event ω ∈ Ω
Sr,T (ω)(ω) is an r–neighborhood of a Wiener trajectory, it cannot happen
that its volume is finite while the set itself is unbounded.
Proposition 5.1 The mean volume EVd(Sr,T ) is finite and equals
EVd(Sr,T ) = ωdrd + I{d ≥ 3}d(d− 2)2 ωdT0r
d−2
+
4dωdrd
pi2
∞∫
0
1− LT
(
x2
2r2
)
x3(J2ν (x) + Y 2ν (x))
dx, (5.1)
where Jν and Yν are Bessel functions of the first and second kind of order
ν = d−22 and LT (·) is the Laplace transform of the random time T .
In case of dimensions d = 1, 3, (5.1) can be simplified to
EV1(Sr,T ) = 2r +
2
√
2T0√
pi
, (5.2)
EV3(Sr,T ) =
4
3
pir3 + 4r2
√
2pi
∞∫
0
√
tf(t) dt+ 2pirT0. (5.3)
Proof: Conditioning on the independent random time T we get
EVd(Sr,T ) = E E [Vd(Sr,T )|T = t]
=
∞∫
0
EVd(Sr,t)f(t)dt
= ωdrd + I{d ≥ 3}d(d− 2)2 ωdT0r
d−2
+
4dωdrd
pi2
∞∫
0
1− ∫∞0 e− x2t2r2 f(t)dt
x3(J2ν (x) + Y 2ν (x))
dx,
where we applied equation (3.5) and Fubini theorem. The rest of the asser-
tion is an easy consequence of Theorem 3.1. ¤
The same approach can be used to derive the expected surface area
EHd−1(∂Sr,T ).
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Proposition 5.2 For almost all radii r > 0,
EHd−1(∂Sr,T ) (5.4)
= dωdrd−1
(
1 + (d− 2)2 T0
2r2
+
4d
pi2
∫ ∞
0
∫∞
0 ϕd(x
2 t
2r2
)f(t) dt
x3(J2ν (x) + Y 2ν (x))
dx
)
,
where ϕd(y) = 1− e−y − 2ye−y/d and ν = (d− 2)/2. Furthermore, equation
(5.4) holds for all r > 0 when d = 2 or 3. Especially we have
EH2(∂Sr,T ) = 4pir2 + 8r
√
2pi
∞∫
0
√
tf(t) dt+ 2piT0. (5.5)
5.2 Path–dependent random time
In this section we define a special case of Wiener sausage where the under-
lying Brownian motion is terminated at the time it reaches the boundary of
ball B(o,R) with given fixed radius R > 0. In other words, it is terminated
at the first exit time off the boundary of the ball B(o,R).
We use the same notation as before
τB(o,R)C = inf
{
t : B(t) ∈ B(o,R)C}
for the first exit time off a ballB(o,R), where (B(t), t ≥ 0) is a d–dimensional
Brownian motion starting at the origin.
For any r ≥ 0, R > 0 we set
SRr =
{
B(t) : 0 ≤ t ≤ τB(o,R)C
}
⊕B(o, r).
SRr is a random compact set. Again its measurability can be seen from
[SRr ∩ b] = [τB(o,r) ≤ τB(o,R)C ]. Both random times in the expression are
random variables. Hence, using the same approach as in the last section
we obtain the measurability of SRr . Its boundedness is obvious, since S
R
r ⊆
B(o, r +R).
The argument given above also guarantees the finiteness of the expected
volume of SRr . It can be assessed by the equations
EVd(SRr ) = E
∫
Rd
I(x ∈ SRr ) dx
=
∫
Rd
P(x ∈ SRr ) dx
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=
∫
Rd
P
(
τxB(o,r) ≤ τxB(x,R)C
)
dx,
where τx(·) is the first hitting time for the Brownian motion started at x. We
used the symmetry of Brownian motion and started B from x instead of the
origin.
Since SRr is obviously bounded the finiteness of its (mean) surface area
follows.
Proposition 5.3
Hd−1(∂SRr ) ≤
d
r
ωd (R+ r)d (5.6)
Proof: Set X = {B(t) : 0 ≤ t ≤ τB(o,R)C}. The assertion is a combi-
nation of two arguments. Since X is obviously bounded, according to [25]
(Corollary 2 and inequalities given above) it holds
Hd−1(∂SRr ) ≤ (VX)′−(r)
for any r > 0, where (VX)′−(r) is the left hand side derivative of VX(r) =
Vd(X ⊕B(o, r)).
We will slightly modify the proof of [24, Lemma 4.4], where the inequality
V ′X(r) ≤
(r
s
)d−1
V ′X(s) (5.7)
is given. We will obtain the same result for the left hand side derivative
(VX)′−(r) which exists for any r > 0 (see [31]). Following [16], it holds
VX(λ a)− VX(λ b) ≤ λd(VX(a)− VX(b))
for any 0 ≤ b ≤ a and λ ≥ 1. Thus
(VX)′−(λa) = lim
b→a−
VX(λa)− VX(λ b)
λ(a− b) ≤
≤ λd−1 lim
b→a−
VX(a)− VX(b)
a− b = λ
d−1(VX)′−(a).
The derivative V ′X(r) exists for almost all r > 0 (see (3.54)). Therefore,
for almost all r > 0 it holds (VX)′−(r) = V ′X(r) which finally gives
(R+ r)dωd ≥ VX(r)− VX(0) =
r∫
0
V ′X(s)ds =
r∫
0
(VX)′−(s)ds
≥ (VX)′−(r)
r∫
0
(s
r
)d−1
ds =
r
d
(VX)′−(r).
¤
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