Abstract-Base station cooperation in heterogeneous wireless networks (HetNets) is a promising approach to improve the network performance, but it also imposes a significant challenge on backhaul. On the other hand, caching at small base stations (SBSs) is considered as an efficient way to reduce backhaul load in HetNets. In this paper, we jointly consider SBS caching and cooperation in a downlink large-scale HetNet. We propose two SBS cooperative transmission schemes under random caching at SBSs with the caching distribution as a design parameter. Using tools from stochastic geometry and adopting appropriate integral transformations, we first derive a tractable expression for the successful transmission probability under each scheme. Then, under each scheme, we consider the successful transmission probability maximization by optimizing the caching distribution, which is a challenging optimization problem with a non-convex objective function. By exploring optimality properties and using optimization techniques, under each scheme, we obtain a locally optimal solution in the general case and a globally optimal solution in some special cases. Compared with some existing caching designs in the literature, e.g., the most popular caching, the i.i.d. caching and the uniform caching, the optimal random caching under each scheme achieves a promising successful transmission probability. The analysis and optimization results provide valuable design insights for practical HetNets.
been shifting from connection-oriented services such as traditional voice telephony and messaging to content-oriented services such as multimedia, social networking and smartphone applications. Recently, heterogeneous networks (HetNets) [1] where dense small base stations (SBSs), e.g., pico BSs and femto BSs, are deployed along with the existing macro base stations (MBSs) are considered as an attractive solution of meeting the ever increasing mobile data traffic demand. BS cooperation in HetNets has been viewed as one of the solutions to effectively mitigate the additional inter-cell interference caused by dense SBSs.
BS joint transmission, consisting of non-coherent [2] [3] [4] [5] [6] [7] and coherent [8] joint transmissions, is one of the well studied BS cooperation schemes. In non-coherent joint transmission, BSs cooperate by jointly transmitting the same data to a user without prior phase alignment. In contrast, in coherent joint transmission, BSs jointly transmit the same data to a user with prior phase alignment, assuming that stringent synchronization can be done and perfect channel state information (CSI) is available at all cooperative BSs. If these strict requirements can be satisfied, coherent joint transmission achieves better performance. Otherwise, non-coherent joint transmission is more preferable, especially, in lightly-loaded scenarios [2] . Due to its low complexity and requirement, BS non-coherent joint transmission has been widely considered and extensively studied in large-scale HetNets using some effective tools from stochastic geometry [3] [4] [5] [6] [7] . The number of BSs jointly serving a user located at the origin (referred to as the typical user) is fixed in [3] , and is variable in [4] [5] [6] . In particular, in [3] , the BSs with the strongest average received powers at the typical user form a BS cooperative set. In [4] and [5] , the BSs with instantaneous received powers at the typical user above some thresholds (one for each tier) form a BS cooperative set, and the optimization of the thresholds is considered in [5] . In [6] , the BSs within a circle of a tunable radius centered at the typical user jointly serve the typical user, and the optimization of the radius is considered. In [7] , the authors consider a user located at macro cell edge and propose a cooperation scheme to serve the user by its geographically nearest MBS and SBS, under certain conditions. Note that, the non-coherent joint transmission for HetNets in [3] [4] [5] [6] [7] imposes a significant challenge on the backhaul, for sharing data among multiple cooperative BSs to jointly serve the typical user.
In order to alleviate the backhaul load caused by BS joint transmission in [9] , the authors purpose a BS 0090-6778 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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silencing scheme in large-scale HetNets, where the typical user is served by its nearest BS and its nearby BSs keep silent to facilitate the transmission. Reference [9] further shows that compared with joint transmission, the BS silencing scheme yields low complexity and light backhaul load, at the cost of coverage probability decrement. Caching at SBSs has been proposed as a promising approach for remarkably reducing backhaul load by prefetching popular files into storages at SBSs in large-scale small cell networks or HetNets [10] [11] [12] [13] [14] [15] [16] . In [10] [11] [12] [13] , the authors consider caching the most popular files at each SBS, which we in this paper refer to as "most popular caching (MPC)." In [14] , assuming that file requests follow a uniform distribution, the authors consider random caching with uniform distribution at SBSs, which we call "uniform caching (UC)." In [15] and [16] , the authors consider random caching with files being stored at each SBS in an i.i.d. manner, which we refer to as "i.i.d. caching (IIDC) ." The MPC scheme considered in [10] [11] [12] [13] does not provide any spatial file diversity, and the random caching designs in [14] [15] [16] can provide file diversity. Note that, the simple designs in [10] [11] [12] [13] [14] [15] [16] may not yield optimal network performance. As a result, some other works have considered optimal caching designs in large-scale small cell networks or HetNets. For example, in [17] [18] [19] [20] [21] [22] [23] , the authors consider random caching at SBSs, and analyze and optimize various performance metrics, e.g. the cache hit probability [17] , [18] , the successful offloading probability [19] and the successful transmission probability [20] [21] [22] [23] . Note that, none of [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] has considered SBS cooperation.
In [24] [25] [26] , the authors jointly consider SBS caching and cooperation in large-scale small cell networks or HetNets. Specifically, in [24] , the typical user is jointly served by the SBSs which store the requested file and are within a circle of a certain radius. In [25] , the typical user is jointly served by a certain number of SBSs storing the requested file using coherent joint transmission (which has higher complexity and requirement). The optimal caching designs in [24] and [25] are obtained by maximizing the successful transmission probability. In [26] , the authors propose a partition-based combined caching design, where a certain number of SBSs storing the subfiles of the requested file jointly serve the typical user. However, in [24] , the cache size of each SBS is assumed to be one, and thus, the impact of the cache size in practical networks is not considered; in [25] , the distances between the cooperative SBSs and the typical user are assumed to be identical and fixed, and thus, the stochastic nature of the geographic locations of cooperative SBSs cannot be captured; and in [26] , only one MBS is considered and the interference from other MBSs cannot be reflected. In addition, [24] and [26] only obtain locally optimal caching distributions, and [24] [25] [26] do not investigate any special cases, where globally optimal caching distributions can be obtained and design insights can be revealed. Due to the assumptions and restrictions, the caching and cooperation schemes proposed in [24] [25] [26] may not yield desirable performance in practical HetNets. In addition, it is not clear how to address the limitations of the schemes in [24] [25] [26] , as analyzing and optimizing joint SBS caching and cooperation in large-scale HetNets is very challenging.
In this paper, we would like to obtain insights into SBS caching and cooperation in practical HetNets. Our main contributions are summarized below.
• We propose two SBS cooperative transmission schemes under random caching at SBSs with the caching distribution as a design parameter. Specifically, the first scheme adopts non-coherent joint transmission, and the second scheme effectively combines non-coherent joint transmission and BS silencing.
• We analyze the successful transmission probability. SBS cooperation and random caching make the analysis very challenging. By using tools from stochastic geometry and adopting appropriate integral transformations, under each scheme, we derive a tractable expression for the successful transmission probability.
• We consider the successful transmission probability maximization by optimizing the caching distribution, which is a very challenging optimization problem with a nonconvex objective function. By analyzing optimality properties, we show that the larger the number of cooperative SBSs, the more files can be stored at the SBS tier. In addition, we show that a file of higher popularity may be stored at the SBS tier with a higher probability, and some files of low popularity may not be stored. By exploring optimality properties and using optimization techniques, under each scheme, we obtain a locally optimal solution in the general case and a globally optimal solution in some special cases.
• By numerical results, we show that the optimal caching distributions are influenced by multiple system parameters jointly, such as the file popularity, the cache size and the number of cooperative SBSs, etc. In addition, we show that under each scheme, the optimal caching design achieves a significant gain in the successful transmission probability over some existing caching designs in the literature, e.g., MPC, IIDC and UC.
II. SYSTEM MODEL
We consider a downlink two-tier HetNet where a tier of MBSs are overlaid with a tier of much denser SBSs, as shown in Fig. 1 . The locations of the SBSs and MBSs are spatially distributed as two independent homogeneous Poisson point processes (PPPs) s and m with densities λ s and λ m (λ s > λ m ), respectively. For ease of illustration, we use subscripts s and m to distinguish the SBS tier and the MBS tier. The transmission powers at each SBS and MBS are P s and P m (P s < P m ), respectively. We assume that the locations of users are distributed according to an independent PPP. As in [2] [3] [4] [5] (which consider BS cooperation), by Slivnyaks Theorem, we focus on studying a typical user u 0 located at the origin without loss of generality. 1 We adopt universal frequency reuse for each BS over the entire frequency band. The available bandwidths of each SBS and MBS for u 0 are represented by W s and W m , respectively. Note that, in the traditional connection-based HetNets, a user is associated with the BS which provides the maximum received signal strength [27] . The transmit power disparity of SBSs and MBSs (i.e., P s < P m ) will lead to the association of more users with an MBS than an SBS. Thus, the available bandwidth of an SBS for u 0 is in general larger than that of an MBS, i.e., W s > W m . The typical user u 0 and all BSs are equipped with a single antenna. Due to large-scale path-loss, a transmitted signal from an MBS (SBS) with distance r is attenuated by a factor r −α m (r −α s ), where α m > 2 (α s > 2) is the path-loss exponent for MBSs (SBSs). For small-scale fading, we assume Rayleigh fading channels.
Denote by N = {1, 2, · · · , N} the set of N ∈ AE files in the HetNet, where AE denotes the set of natural numbers.
For ease of analysis, as in [20] [21] [22] , we assume that all files have the same size. 2 File popularity distributions for all users are identical and known a priori. In addition, the file popularity evolves at a slower timescale and various learning methodologies can be employed to estimate the file popularity over time [28] . 3 File n ∈ N is requested with probability a n ∈ (0, 1), where N n=1 a n = 1. Without loss of generality, we assume that
We assume that each MBS is equipped with no cache but is connected to the core network via a backhaul link with high capacity. Thus, each MBS can retrieve all files from the core network. In this paper, for ease of illustration, we ignore file downloading costs (or backhaul costs) at MBSs. Latter, we shall see that the proposed framework can be applied to investigate the scenario with downloading or backhaul costs at MBSs. Each SBS is equipped with a cache of size M (in files), where M ≤ N, and can serve any file stored locally. We assume that there is no backhaul connections between SBSs as well as SBSs and the core network. Our goal is to explore how caching at SBSs can boost the performance in the absence of backhaul for SBSs, to obtain first-order design insights for cache-assisted HetNets. Consider a discrete-time system with time being slotted and study one slot of the network. Each file is transmitted in one slot. To provide spatial file diversity (which can improve performance of dense wireless networks) [21] , we adopt a random caching scheme at SBSs. In particular, each SBS randomly stores M different files out of all N files in N . Let T n denote the probability of file n being stored at an SBS. Denote T (T n ) n∈N as the "caching distribution". Then, we have [17] , [21] :
Note that, to implement the random caching design, specified by the caching distribution T for files, we randomly place a file combination of M different files at each SBS according to a corresponding caching probability for file combinations. The detailed relationship between T and the caching probability for file combinations can be found in [21] . Let s,n denote the set of the SBSs which store file n. Note that s,n = ∅ if T n = 0, and s n∈N s,n . By [31] , we know that s,n is also a homogeneous PPP with density λ s T n .
Assume all MBSs are active. Consider that u 0 requests file n. First, we introduce some notations. According to the distance between each SBS and u 0 , let C 1,n denote the set of u 0 's K nearest SBSs in s,n , and let C 2 denote the set of u 0 's K nearest SBSs in s . For ease of illustration, we refer to C 1,n and C 2 as the cooperative set of the typical user under Scheme 1 (when file n is requested) and Scheme 2, respectively. Note that, we have C 1,n = |C 2 | = K , and hence K represents the number of cooperative SBSs. Denote C 2,n C 2 s,n and C 2,−n C 2 \ C 2,n . Now, we propose two cooperative transmission schemes.
• Scheme 1: If T n = 0 (i.e., file n is not stored at any SBS), u 0 is served by its nearest MBS. If T n > 0 (i.e., file n is stored at some SBSs), the SBSs in C 1,n jointly serve u 0 (i.e., jointly transmit file n to u 0 ). In both cases, the SBSs in s \ C 1,n are assumed to be active. • Scheme 2: If C 2,n = ∅, the nearest MBS serves u 0 , and all SBSs in s are assumed to be active. If C 2,n = ∅, the SBSs in C 2,n ⊆ C 2 jointly transmit file n to u 0 , the SBSs in C 2,−n ⊆ C 2 are silenced to facilitate the transmission of file n from the SBSs in C 2,n to u 0 , and the SBSs in s \ C 2 are assumed to active. Under each scheme, when u 0 is served by SBSs, we refer to the SBSs in C 1,n or C 2,n as the serving SBSs and all SBSs in s \ C 1,n or s \ C 2 and all MBSs in m as the interfering BSs. Similarly, when u 0 is served by its nearest MBS, we refer to the nearest MBS as the serving MBS and all the other MBSs and all SBSs in s as the interfering BSs. Note that, in both two schemes, for analytical tractability, as in [2] [3] [4] [5] , the assumption that all the interfering BSs are active corresponds to the worst-case interference strength for the typical user and the assumption that the typical user has K cooperative SBSs which do not need to serve other users corresponds to the most favorable cooperation scenario. 4 These two assumptions are widely used to analyze large-scale networks with cooperative transmission, in order to obtain first-order insights. The analytical performance for the typical user can serve as a reasonable approximation for the practical performance of an arbitrary user. 5 Fig. 1 illustrates the SBS cooperation scenario under the two schemes.
Assume that CSI is not known at any BS. Thus, we cannot adopt prior phase correction at cooperative SBSs, and will instead consider non-coherent joint transmission [3] .
Remark 1 (Comparisons Between Scheme 1 and Scheme 2):
When u 0 is served by the cooperative SBSs, we have the following statements. 6 1) The number of serving SBSs under Scheme 2 (i.e., |C 2,n |) is a random variable with mean T n K , while the number of serving SBSs under Scheme 1 (i.e., K ) is fixed. Assuming T n < 1, the average number of serving SBSs under Scheme 2 is always smaller than that under Scheme 1, and the average received signal power under Scheme 2 is weaker than that under Scheme 1.
2) The numbers of interfering SBSs under the two schemes are the same. The average interference power under Scheme 1 is stronger than that under Scheme 2.
, the MPC design is adopted at all SBSs), Scheme 1 and Scheme 2 degenerate to the same scheme. [24] and [25] ): In the two proposed schemes, 4 In practice, the sets of K nearest SBSs in s,n or s of different users may overlap, and user scheduling methods can be applied to address this problem. For example, the K nearest SBSs in s,n or s of each user can be treated as its potential cooperative SBSs and the user can be treated as a potential user of each of the K SBSs. Each SBS randomly selects one out of all its potential users to serve, according to the uniform distribution, to guarantee fair scheduling among users. 5 Let denote the ratio of the SBS density and the user density. When is large (or small), the first assumption is less (or more) reasonable while the second assumption is more (or less) reasonable. When jointly considering the two assumptions, the change of the gap between the analytical performance and the practical performance with is not conclusive. However, the analytical performance has the same trend as the practical performance and the gap between them is small in a wide range of . 6 Note that even when K = 1, the two cooperative schemes can be different (e.g., in the case that the nearest SBS does not store the requested file).
Remark 2 (Differences Between Proposed Schemes and Schemes in
the number of cooperative SBSs K is fixed and can be designed. In contrast, in [24] , the SBSs which store the requested file by u 0 and are within a circle of a certain radius cooperatively serve u 0 . That is, in [24] , the number of cooperative SBSs is random and follows Poisson distribution, and only its mean can be controlled by adjusting the cooperation radius. On the other hand, in the two proposed schemes, non-coherent joint transmission is considered, which does not require stringent synchronization and perfect CSI at cooperative SBSs. In contrast, in [25] , coherent joint transmission is considered, which has higher complexity and requirement.
Since interference in HetNets is typically high due to a high SBS density, for ease of analysis, we ignore noise and focus on the interference-limited regime [26] . We now derive the instantaneous received signal-to-interference ratio (SIR) at u 0 . Let h x,l and r x,l denote the fading and distance between BS l in tier x ∈ {s, m} and u 0 , respectively. Let l m and l s denote the indexes of the serving MBS and SBSs of u 0 , respectively. Then, under each scheme, if u 0 is served by its serving MBS, the SIR at u 0 is given by
Otherwise, u 0 non-coherently combines desired signals from its serving SBSs by accumulating their amplitudes [32] , and the SIRs at u 0 under Scheme 1 and Scheme 2 are given by
In this paper, we employ the successful transmission probability (STP) [21] as the system performance metric. Recall that each file is transmitted in one slot. In other words, each file is transmitted at a target bit rate τ (bps), i.e., the file size divided by the slot duration. u 0 successfully receives file n if the channel capacity between the serving MBS or SBSs and u 0 exceeds τ . Let ψ sch i (T) denote the STP under Scheme i , i = 1, 2. Then we have:
where τ m W m log 2 (1 + γ m ) represents the channel capacity between the serving MBS and u 0 under both schemes, τ s 1 W s log 2 1 + γ s 1 ,n and τ s 2 W s log 2 1 + γ s 2 ,n represent the channel capacity between the serving SBSs and u 0 under Scheme 1 and Scheme 2, respectively, ½[•] denotes the indicator function, and C 2,n |C 2,n | is the number of serving SBSs under Scheme 2.
Note that, the performance metric ψ sch i (T) can be extended to incorporate the delay cost over the MBS backhaul or the general MBS backhaul cost, denoted by D. In particular, (6) and (7) can be rewritten as (8) and (9) (shown at the top of the next page), where β denotes the weight. As Pr [τ m > τ] − β D and 1 − β D are both constants, the proposed framework can be directly applied to analyze and optimize the more general performance metric.
III. ANALYSIS AND OPTIMIZATION OF
PERFORMANCE UNDER SCHEME 1
In this section, we first analyze the STP under Scheme 1 for a given caching distribution T of the random caching scheme. Then we maximize the STP by optimizing T.
A. Analysis of STP
In this part, we analyze the STP ψ sch 1 (T) under Scheme 1 using tools from stochastic geometry. When u 0 is served by an MBS, as in the traditional connection-based HetNets, Pr [τ m > τ] can be calculated using the method in [10] . When u 0 is served by SBSs, different from the traditional connection-based HetNets, there are three types of interferers, namely, i) all the other SBSs storing the desired file of u 0 excepts its serving SBSs, ii) all the SBSs without the desired file of u 0 , and iii) all the MBSs. By carefully handling these interferers, Pr τ s 1 > τ in (6) can be calculated. Thus, we have the following theorem.
Theorem 1 (STP Under Scheme 1):
The STP ψ sch 1 (T) of u 0 is given by (10) where ψ m and ψ s 1 (T n ) are given by (11) and (12), shown at the top of the next page. Here, q x,y (α x , α y )
Proof : See Appendix A. In Theorem 1, ψ m represents the STP of any file when u 0 is served by its serving MBS and ψ s 1 (T n ) represents the STP of file n when u 0 is jointly served by its serving SBSs in C 1,n . Based on Theorem 1, we have the following remark.
Remark 3 (Properties of Theorem 1): From Theorem 1, several observations are in order. 1) ψ m increases with increasing λ m (or decreasing λ s ). That is, the STP of a file transmitted by the nearest MBS is higher when the MBS density is larger (or the SBS density is smaller). 2) ψ s 1 (T n ) increases with increasing λ s (or decreasing λ m ).
That is, the STP of file n transmitted by the serving SBSs in C 1,n is higher when the SBS density is larger (or the MBS density is smaller).
MHz, and a n = n −γ n∈N n −γ with Zipf exponent γ = 0.8. In the Monte Carlo simulations, we choose a large spatial window, which is a square of 10 4 × 10 4 m 2 , and the final simulation results are obtained by averaging over 10 4 independent realizations.
is an increasing function of T n . That is, the STP of file n transmitted by the serving SBSs in C 1,n is higher when the probability of storing file n at an SBS is larger. Fig. 2 plots the STP ψ sch 1 (T) versus the target bit rate τ and verifies Theorem 1. In addition, as expected, we see that the STP ψ sch 1 (T) decreases with the target bit rate τ and increases with the number of cooperative SBSs K . Besides, the marginal STP gain of including one more SBS into joint transmission decreases with K .
B. Optimization of STP
The caching distribution T significantly affects the STP under Scheme 1. We would like to maximize ψ sch 1 (T) in (10) by optimizing T. Note that, when studying Scheme 1, we focus on the region in which ψ s 1 (1) > ψ m . In this region, u 0 prefers receiving files from SBSs, as SBSs can offer a higher STP than the nearest MBS. 7 Specifically, we have the following problem.
Problem 1 (Optimization of STP Under Scheme 1):
Here, T * denotes the optimal solution and ψ * sch 1
= ψ sch 1 (T * ) denotes the optimal value.
As the structure of ψ sch 1 (T) in Problem 1 is very complex. To obtain design insights, we first analyze the optimality properties of Problem 1.
Lemma 1 (Optimality Properties of Problem 1):
Proof : See Appendix B.
Remark 4 (Interpretation of Lemma 1):
From Lemma 1, a few observations are in order.
1) A file of higher popularity should be stored at the SBS tier with a higher probability (i.e., stored at more SBSs), and some files of low popularity may not be stored. In addition, the N * s most popular files are stored at the SBS tier and their caching probabilities are no smaller than T th . 2) From (11), we see that ψ m is independent of K . From (4) and (6), we know that ψ s 1 (T n ) increases with K . Hence, the root of equation ψ s 1 (x) = ψ m , i.e., T th , decreases with K , implying that min
, N is nondecreasing with K . That is, the larger the number of cooperative SBSs, the more files can be stored at the SBS tier.
e., the optimal caching reduces to MPC [10] .
In general, it is difficult to show the convexity of the objective function ψ sch 1 (T). However, the constraint set is obviously convex. In addition, due to the indicator function
is not differentiable w.r.t. T, which means that we cannot directly apply the standard gradient projection method in [21] to obtain a locally optimal solution of Problem 1 numerically. In the following, we construct an equivalent problem of Problem 1 by making use of the optimality properties in Lemma 1. 
is differentiable w.r.t. T, for any given N s . Thus, we have an equivalent problem of Problem 1 as follows.
Problem 2 (Equivalent Problem of Problem 1):
Here, T * and N * s denote the optimal solution and ψ * sch 1 = ψ sch 1 (T * , N * s ) denotes the optimal value. Note that T * and ψ * sch 1 given by Problem 2 are the same as those given by Problem 1. Therefore, instead of solving Problem 1, we can solve Problem 2. Problem 2 is a mixed discrete-continuous optimization problem with two main challenges. One is the choice of the number of different files stored at the SBS tier, i.e., N s (discrete variables), and the other is the choice of the caching distribution T (continuous variables) of the random caching scheme for the SBS tier. We thus propose an equivalent alternative formulation of Problem 2 which naturally subdivides Problem 2 according to these two aspects.
Problem 3 (Equivalent Problem of Problem 2):
where (16) , (17) .
Here, T * (N s ) denotes the optimal solution of the optimization in (19) 
denotes the optimal value of the optimization in (19) for given N s , N * s denotes the optimal solution of the optimization in (18) , and
denotes the optimal value of the optimization in (18) . Note that T * (N * s ) = T * , where T * is given by Problem 2.
For given N s , the problem in (19) is a continuous optimization of a differentiable function P s (T, N s ) over a convex set. In general, it is difficult to show the convexity of ψ s 1 (T n ) in (12) , at the top of the previous page, and hence the convexity of P s (T, N s ). Since P s (T, N s ) is differentiable, we can apply the standard gradient projection method, e.g., Algorithm 1 in [21] , to obtain a locally optimal solution of the optimization in (19) . Note that, for a non-convex problem, in general, there is no guarantee that a globally optimal solution can be obtained and a locally optimal solution is the classic goal in solving a non-convex optimization problem [33] .
Different types of files may have different target bit rates. For instance, some video files such as MPEG 1, MPEG 4 and H.323 [34] and audio files such as CD and MP3 [35] require relatively low target bit rates. In the following, as in as in [36] and [37] , we consider the optimization in (19) in the low target bit rate regime, i.e., τ → 0, where a closedform globally optimal solution of the problem in (19) can be obtained.
Lemma 2 (Optimal Solution of Problem in (19) for
where
with 
Proof : See appendix C. Given a solution obtained using the standard gradient projection method or Lemma 2, the optimization in (14) is a discrete optimization over the set
The discrete optimization problem in (14) can be solved directly using exhaustive search of complexity O(N).
Finally, combining the above discrete part and continuous part, the optimal caching distribution under Scheme 1 can be obtained, as summarized in Algorithm 1.
IV. ANALYSIS AND OPTIMIZATION OF PERFORMANCE
UNDER SCHEME 2
In this section, we first analyze the STP under Scheme 2 for a given caching distribution T of the random caching scheme. Then we maximize the STP by optimizing T.
A. Analysis of STP
In this part, we analyze the STP ψ sch 2 (T) in (7), using tools from stochastic geometry. It is more challenging to calculate ψ sch 2 (T) than to calculate ψ sch 1 (T) under Scheme 1, as the number of the serving BSs of u 0 , i.e., C 2,n , is a random variable. Specifically, if C 2,n = 0, u 0 is served by its nearest MBS, or otherwise by the C 2,n SBSs in C 2,n . Thus, to calculate ψ sch 2 (T), we first need to calculate the probability mass function (p.m.f.) Pr C 2,n = k , k = 0, 1, · · · , K of C 2,n . Under the random caching scheme, each SBS stores file n with probability T n , and we have C 2,n ⊆ C 2 and |C 2 | = K . Thus, C 2,n follows the binomial distribution with parameter K and T n , i.e., Pr
is already given by Theorem 1, it remains to calculate Pr[τ s 2 > τ|C 2,n = k], which depends on the joint p.d.f. of the distances between the k serving SBSs and u 0 . To calculate this joint p.d.f., we consider the following two cases: i) there exist k SBSs out of the K − 1 nearest SBSs storing file n and the K -th nearest SBS does not store file n; ii) there exist k−1 SBSs out of the K −1 nearest SBSs storing file n and the K -th nearest SBS stores file n. By carefully handling these two cases, the joint p.d.f. of the distances between the k SBSs and u 0 can be obtained. Then, based on this joint p.d.f., Pr τ s 2 > τ|C 2,n = k can be calculated by following similar steps as in the derivation of ψ s 1 (T n ) in (12) . Thus, we have the following theorem.
Theorem 2 (STP Under Scheme 2):
The STP ψ sch 2 (T) of u 0 is given by
where ψ ms (T n ) is given by
Here, ψ m is given by (11) and 
Proof : See Appendix D. In Theorem 2, ψ ms (T n ) represents the STP of file n and ψ s 2 ,k represents the conditional STP of file n, given that u 0 is jointly served by the C 2,n = k SBSs in C 2,n . Based on Theorem 2, we have the following remark.
Remark 5 (Properties of Theorem 2):
From Theorem 2, a few observations are in order.
1) From (23), (25) and (26) (both shown at the bottom of the next page), we easily see that ψ s 2 ,k > ψ s 2 ,k−1 for all k = 2, · · · , K , which means that including one more SBS into joint transmission yields a higher STP.
is an increasing function of T n . That is, a file of higher probability being stored at an SBS has a higher STP. Furthermore, if K ≥ 2 and Fig. 3 plots the STP ψ sch 2 (T) versus the target bit rate τ and verifies Theorem 2. As expected, we see that the STP ψ sch 2 (T) decreases with the target bit rate τ and increases with the number of cooperative SBSs K . Besides, the marginal STP gain of including one more SBS into joint transmission decreases with K .
B. Optimization of STP
The caching distribution T significantly affects the STP under Scheme 2. We would like to maximize ψ sch 2 (T) in (22) by optimizing T. Note that, when studying Scheme 2, we focus on the region in which ψ s 2 ,1 > ψ m . 9 In this region, u 0 prefers receiving files from SBSs, as SBSs can offer a higher STP than the nearest MBS. Specifically, we have the following problem.
Problem 4 (Optimization of STP under Scheme 2):
ψ * sch 2 max T ψ sch 2 (T)
s.t. (1), (2).
Here, T * denotes the optimal solution and ψ * sch 2 = ψ sch 2 (T * ) denotes the optimal value.
Note that, different from ψ sch 1 (T) in (10), ψ sch 2 (T) is a differentiable function of T. Using KKT conditions, we obtain the following optimality properties of Problem 4.
Lemma 3 (Optimality Properties of Problem 4): If T * n is an optimal solution of Problem 4, then there exists
where ψ ms (x)
with ψ ms (x) given by (23) . Furthermore, we have 1
From Lemma 3, we see that a file of higher popularity should be stored at the SBS tier with a higher probability (i.e., stored at more SBSs). In addition, we know that all files being stored with a probability in (0, 1) must have the same a n ψ ms (T * n ), which is less than or equal to a n ψ ms (T * n ) for the files not being stored at the SBS tier and greater than or equal to a n ψ ms (T * n ) for the files always being stored at the SBS tier. ] a n ψ ms (x)
Algorithm 2 Optimal Solution of the Problem 4 1: if
Calculate T using Lemma 3. ν lb ← ν 10:
ν ub ← ν 12: end if 13 : end while 14: else 15: Calculate T * using the gradient projection method. 16 : end if
In two cases, i.e., i) K = 1 and ii) K ≥ 2 and
we can obtain a globally optimal solution of Problem 4, based on Lemma 3. i) When K = 1, from Remark 5, we know that ψ ms (T n ) is a linear function of T n , and thus, ψ sch 2 (T) is a linear function of T. In this case, Problem 4 reduces to a linear programming problem. ii) When K ≥ 2 and ψ s 2 ,k+1 −ψ s 2 ,k ≤ ψ s 2 ,k − ψ s 2 ,k−1 for all k = 1, · · · , K − 1, from Remark 5, we know that ψ ms (T n ) is a concave function of T n , and thus, ψ sch 2 (T) is a concave function of T. In this case, Problem 4 reduces to a convex optimization problem. Since ψ ms (T n ) is a constant when K = 1 and a monotonic decreasing function of T n when K ≥ 2 and
, ν in Lemma 3 can be easily obtained by the bisection method, and T * can be then determined by (28) . Therefore, in each of these two cases, we can use Lemma 3 to obtain a globally optimal solution of Problem 4.
In addition, when K ≥ 2 and
it is difficult to determine the concavity of ψ ms (T n ). In this case, a locally optimal solution of Problem 4 can be obtained using the gradient projection method [21] . 
V. NUMERICAL RESULTS
In this section, we first compare the two proposed cooperative transmission schemes under the optimal caching designs. Then, under each scheme, we compare the optimal caching design with three baseline caching designs, i.e., MPC [10] , IIDC [15] and UC [14] . Specifically, under Scheme 1, Algorithm 1 is used to obtain a locally or globally optimal caching distribution of Problem 1. Under Scheme 2, Algorithm 2 is used to obtain a locally or globally optimal caching distribution of Problem 4. Unless otherwise stated, our simulation environment settings are as follows:
, N = 100 and a n = n −γ n∈N n −γ , where γ is the Zipf exponent. Note that, in the simulation, we obtain the optimal caching probability T * by using Algorithm 1 or Algorithm 2, and then obtain the corresponding optimal caching probabilities of file combinations by using the graphical method in [17] , based on which we randomly place a file combination at each SBS.
A. Comparisons Between Scheme 1 and Scheme 2
In this part, we compare the two cooperative transmission schemes. Fig. 4 compares the cumulative distribution functions (CDFs) of SIRs γ s 1 ,n and γ s 2 ,n , i.e., Pr γ s 1 ,n ≤ θ and Pr γ s 2 ,n ≤ θ , under the two schemes. The gap between these two CDFs in Fig. 4 reflects the differences between the two schemes, as illustrated in Remark 1. From Fig. 4 , we clearly see that if T n < 1, the two schemes have different SIR distributions; if T n = 1, the two schemes have the same SIR distribution. In addition, as θ → 0, Pr γ s 1 ,n ≤ θ → 0 due to the fact that γ s 1 ,n is always positive; as θ → 0, Pr γ s 2 ,n ≤ θ → (1−T n ) K due to the fact that there is chance for the K nearest SBSs to be silenced.
Next, we compare the two cooperative transmission schemes under the optimal caching designs. Fig. 5 illustrates the STP under each scheme versus the number of cooperative SBSs K and the target bit rate τ , respectively. From Fig. 5(a) , we observe that the STP under each scheme increases with K , since larger K leads to higher desired signal power and lower interference power. In addition, when K is large, e.g., K ≥ 2, the marginal STP increase w.r.t. K under Scheme 1 becomes small. This is because the average desired signal power from an SBS far from the typical user is weak, and the advantage of incorporating it in the joint transmission is negligible. In contrast, for all K = 1, · · · , 5, the marginal STP increase w.r.t. K under Scheme 2 is large. This is because when K = 1, · · · , 5, the nearest K SBSs are still close to the typical user, including one more SBS in the joint transmission greatly increases the desired signal power, and silencing one more SBS significantly reduces the interference power. Furthermore, when K is small, Scheme 1 outperforms Scheme 2, implying that including one more SBS in the joint transmission is preferable in this region; when K is large, Scheme 2 outperforms Scheme 1, implying that silencing one more SBS is preferable in this region. From Fig. 5(b) , we observe that the STP under each scheme decreases with τ . In addition, when τ is small, Scheme 1 outperforms Scheme 2, implying that SBS joint transmission is preferable in this region. When τ is large, Scheme 2 outperforms Scheme 1, implying that SBS silencing is preferable in this region.
B. Comparisons Between the Proposed Optimal Caching Designs and Baselines
In this part, under each cooperative transmission scheme, we compare the optimal caching design and three baseline caching designs at τ = 1 Mbps. From Fig. 6-8 , we can observe that the optimal caching design outperforms all three baselines under each cooperation transmission scheme. In the following, similarly, for the optimal caching design under Scheme 2, we set N * s = max{n ∈ N : T * n ≥ 10 −2 } the number of different files stored at the SBS tier. Note that, here we choose 10 −2 as the lower bound instead of 0 to accommodate the calculation error by the numerical algorithm.
Specifically, Fig. 6 illustrates the STP versus the number of cooperative SBSs K . From Fig. 6 , we observe that under the optimal caching, a larger K leads to a larger N * s (up to N), which means that the larger the number of cooperative SBSs, the more files can be stored at the SBS tier. Fig. 7 illustrates the STP versus the cache size M. We can see that with M increasing, the performance of all designs increases. This is because as M increases, each SBS can store more files, and the probability that a requested file is stored at the cooperative SBSs increases. Furthermore, we see that when M increases, N * s increases (up to N), implying that the larger the cache size, the more files will be stored at the SBS tier. In addition, when M becomes sufficiently large, the STP gap between the optimal caching and MPC or UC becomes much smaller. Fig. 8 illustrates the STP versus the Zipf exponent γ . We can see that the performance of the optimal caching, MPC and IIDC increases with γ , whereas the STP of UC stays flat with γ since it does not exploit any file popularity. In addition, for a large γ , the optimal caching reduces to MPC, implying that only a small number of the most popular files should be stored at the SBS tier in this region. In contrast, for a small γ , the optimal caching reduces to UC, implying that a large number of files should be stored at the SBS tier in this region.
VI. CONCLUSION
In this paper, we jointly considered SBS caching and cooperation in a downlink large-scale HetNet. Based on a random caching design, two cooperative transmission schemes were proposed. Utilizing tools from stochastic geometry, we derived tractable expressions for the STP under each scheme. Then, under each scheme, we considered the STP maximization. By exploring optimality properties and using optimization techniques, a locally optimal solution in the general case and globally optimal solutions in some special cases were obtained for each scheme. Under each scheme, compared with some existing caching designs in the literature, e.g., MPC, IIDC and UC, the optimal caching design achieves a promising STP performance.
APPENDIX A PROOF OF THE THEOREM 1
To prove Theorem 1, we rewrite (6) as follows:
where γ m and γ s 1 ,n are given by (3) and (4), respectively. Based on (29), we calculate ψ m and ψ s 1 (T n ), respectively.
Calculation of ψ m
Consider the case that u 0 is served by its nearest MBS. To calculate ψ m,r m,lm (r ) according to (30) , we first calculate L I s (z, r ) and L I m (z, r ), respectively, as follows:
where (c) and (d) are obtained by utilizing the probability generating functional of PPP [31] . Substituting (31) and (32) into (30), we obtain ψ m,r m,lm (r ) as follows: 
Calculation of ψ s 1 (T n )
Consider the case that u 0 requesting file n is jointly served by the SBSs in C 1,n . There are three types of interferers, namely, i) all the other SBSs storing file n besides the SBSs in C 1,n , ii) all the SBSs not storing file n, and iii) all the MBSs. Thus, we rewrite the SIR expression in (4) denoting the homogeneous PPP with density (1 − T n )λ s generated by SBSs not storing file n. For notation simplicity, we denote by X 1 , · · · , X K the distances between the K SBSs in C 1,n and u 0 , where 0 < (34) , at the bottom of the next page, where (a) follows from X s 1 ∼ exp (βθ s ) [26] and , x) and L I m (z, x) , respectively. Similar to (31) and (32), we have (35) , (36) and (37), all shown at the bottom of the next page. Substituting (35) , (36) and (37) into (34), we obtain ψ s 1 ,X (T n , x) as follows:
Now, we calculate ψ s 1 (T n ) by removing the condition of [38] . Thus, we have:
By using the changes of variables u k = πλ s T n x 2 k , k = 1, · · · , K and the definitions of q x,y (α x , α y ) and F(α, x), we can get ψ s 1 (T n ) in Theorem 1.
APPENDIX B PROOF OF THE LEMMA 1
From (11) and (12), we know that ψ m > 0, ψ s 1 (0) = 0 and ψ s 1 (T n ) is an increasing function of T n . Note that we consider the region ψ s 1 (1) > ψ m . Thus, there exists a root T th ∈ (0, 1) such that ψ s 1 (T th ) = ψ m . Suppose the optimal solution T * satisfies 0 < T * n * ≤ T th for some n * ∈ N . Denote N + {n ∈ N |0 < T * n ≤ 1}. 10 Note that T * n = 0 for all n ∈ N \ N + . Since n∈N T * n = n∈N + T * n = T * n * + n∈N + \{n * } T * n = M, and T * n ∈ (0, 1] for all n ∈ N + , there exists n ∈ [0, 1) for all n ∈ N + satisfying n∈N + \{n * } n = T * n * and n + T * n ∈ (0, 1] for all n ∈ N + \ {n * }. Since T * n * > 0, there exists n + ∈ N + \ {n * } such that n + > 0. Now, we construct a feasible solution T to Problem 1 by choosing T n * = 0, T n = 0 for all n ∈ N \ N + , and T n = T * n + n for all n ∈ N + \ {n * }. Note that T n + > T * n + , as n + > 0. Then, by the optimality of T * ,
(34)
we have:
Since 0 < T * n * ≤ T th and T n = T * n + n ≥ T * n for all n ∈ N + \ {n * }, by the monotonicity of ψ
In addition, since T n ≥ T * n for all n ∈ N \ {n * } with strict inequality for at least n + , we get n∈N + \{n * } a n (ψ s 1 (T n ) − ψ s 1 (T * n )) > 0. Thus, we have ψ sch 1 (T ) − ψ sch 1 (T * ) > 0, which contradicts (38) . Therefore, by contradiction, we can prove that the optimal solution of Problem 1, i.e., T * , satisfies T * n = 0 or T * n ∈ (T th , 1] for all n ∈ N , implying N + = {n ∈ N |T th < T * n ≤ 1} and
Suppose there exist n 1 ∈ N + andn 1 ∈ N \ N + (i.e., T * n 1 ∈ (T th , 1] and T * n 1 = 0) such that n 1 >n 1 (i.e., a n 1 < an 1 ). We construct a feasible solution T by choosing
and T n = T * n for all n ∈ N \ {n 1 ,n 1 }. Then, by the optimality of T * , we have:
Since T * n 1 ∈ (T th , 1], by the monotonicity of ψ s 1 (x) w.r.t. x, we have ψ m − ψ s 1 (T * n 1 ) < ψ m − ψ s 1 (T th ) = 0. In addition, by noting that a n 1 − an 1 < 0, we have ψ sch 1 (T ) − ψ sch 1 (T * ) > 0, which contradicts (39) . Therefore, by contradiction, we prove that for all n 1 ∈ N + andn 1 ∈ N \ N + , we have n 1 <n 1 . That is, we have N + = {1, · · · , N * s } and N \ N + = {N * s + 1, N * s + 2, · · · , N}. Consider n 1 , n 2 ∈ N + , n 1 < n 2 (i.e., a n 1 > a n 2 ). Suppose
. By the monotonicity of ψ s 1 (x) w.r.t. x, we have
). Now, we construct a feasible solution T to Problem 1 by choosing
, and T n = T * n for all n ∈ N \{n 1 , n 2 }. Thus, by the optimality of T * , we have
Since a n 1 > a n 2 and ψ
), we have ψ sch 1 (T ) − ψ sch 1 (T * ) > 0, which contradicts (40). Therefore, by contradiction, we prove that for any n 1 , n 2 ∈ N + , n 1 < n 2 , we have 1 
where (a) follows from F(α, x) ∼ 2x α−2 as x → 0 and (b) uses the fact that e −x ∼ 1 − x as x → 0. Similarly, when τ → 0, we have θ s → 0. Thus, as τ → 0, we have (41), shown at the top of the next page. Consider two cases. When K = 1, we have
When K ≥ 2, we have (42), shown at the top of the next page, where
Then, combining the two cases, when K ≥ 1, we have
Thus, we have ψ sch 1 (T) ∼ ψ sch 1 (T) as τ → 0, where
. Next, we maximize ψ sch 1 (T) subject to (1) and (2) . Note that we have
is a concave function. By using KKT conditions, we can prove Lemma 2. We omit the details due to the page limitation.
APPENDIX D PROOF OF THE THEOREM 2
To prove Theorem 2, we rewrite (7) as (43), shown at the top of the next page, where ψ m is already given by (11) and Pr[C 2,n = k] = K k T k n (1 − T n ) K −k , k = 0, 1, · · · , K . Thus, it remains to calculate ψ s 2 ,k . Let l s,K denote the K th nearest SBS in C 2 . We consider two cases, i.e., i) SBS l s,K does not store file n, i.e., l s,K / ∈ C 2,n and ii) SBS l s,K stores file n, i.e., l s,K ∈ C 2,n . Then, we have (44) In the following, we focus on the calculation of q k,1 . Note that, q k,2 can be calculated by following similar steps. We omit the details due to page limitation. When k = K , the case that l s,K / ∈ C 2,n and C 2,n = k cannot happen. In this case, we set q k,1 = 0. Now, we calculate q k,1 for the case that l s,K / ∈ C 2,n and C 2,n = k, k = 1, · · · , K − 1. Let X 1 , · · · , X k denote the distances between the k SBSs in C 2,n and u 0 and let X K denote the distance between the K th nearest SBS in C 2 and u 0 . Denote X (X 1 , · · · , X k , X K ). Further conditioning on X = x, we have (45), where x (x 1 , · · · , x k , x K ), and (a) follows from that X s 2 ∼ exp P
−α s i θ s [24] . To calculate q k,1,X (x) according to (45), shown at the top of the next page, we next calculate L I s (z, x) and L I m (z, x), respectively. Similar to (31) and (32), we have:
Substituting (46), (47) > τ|X = x, l s,K / ∈ C 2,n , C 2,n = k
i.e., f X (x), we have:
By using the changes of variables u = πλ s x 2 K and t i = where λ n ≥ 0 and η n ≥ 0 are the Lagrangian multipliers associated with (1), ν is the Lagrangian multiplier associated with (2), λ (λ n ) n∈N , and η (η n ) n∈N . Thus, we have: (T, λ, η, ν) ∂ T n = a n ψ ms (T n ) + λ n − η n − ν.
If T * is an optimal solution of Problem 4, based on KKT conditions, i.e., (i) primal constraints: (1), (2), (ii) dual constraints: λ n ≥ 0 and η n ≥ 0 for all n ∈ N , (iii) complementary slackness λ n T * n = 0 and η n (1 − T * n ) = 0 for all n ∈ N , and (iv) a n ψ ms (T * n ) + λ n − η n − ν = 0 for all n ∈ N , we have: (a) if T * n = 0, then λ n ≥ 0, η n = 0, and a n ψ ms (T * n ) − ν = −λ n , implying a n ψ ms (T * n ) ≤ ν; (b) if T * n = 1, then λ n = 0, η n ≥ 0, and a n ψ ms (T * n ) − ν = η n , implying a n ψ ms (T * n ) ≥ ν; (c) if 0 < T * n < 1, then λ n = 0, η n = 0, and a n ψ ms (T * n ) = ν. Therefore, we can prove (28) . In addition, by following similar steps as in the proof of Lemma 1, we can prove that 1 ≥ T * 1 ≥ T * 2 ≥ · · · ≥ T * N ≥ 0. We omit the details due to page limitation.
