Recommender systems aim to increase user actions such as clicks and purchases. Typical evaluations of recommenders regard the purchase of a recommended item as a success. However, the item may have been purchased even without the recommendation. An uplift is defned as an increase in user actions caused by recommendations. Situations with and without a recommendation cannot both be observed for a specifc user-item pair at a given time instance, making uplift-based evaluation and optimization challenging. This paper proposes new evaluation metrics and optimization methods for the uplift in a recommender system. We apply a causal inference framework to estimate the average uplift for the ofine evaluation of recommenders. Our evaluation protocol leverages both purchase and recommendation logs under a currently deployed recommender system, to simulate the cases both with and without recommendations. This enables the ofine evaluation of the uplift for newly generated recommendation lists. For optimization, we need to defne positive and negative samples that are specifc to an uplift-based approach. For this purpose, we deduce four classes of items by observing purchase and recommendation logs. We derive the relative priorities among these four classes in terms of the uplift and use them to construct both pointwise and pairwise sampling methods for uplift optimization. Through dedicated experiments with three public datasets, we demonstrate the efectiveness of our optimization methods in improving the uplift.
INTRODUCTION
One of the major goals of recommender systems is to induce positive user interactions, such as clicks and purchases. Because increases in user interactions directly beneft businesses, recommender systems have been utilized in various domains of industry.
Recommendations are typically evaluated in terms of purchases 1 of recommended items. However, these items may have been purchased even without recommendations. For a certain e-commerce site, more than 75% of the recommended items that were clicked would have been clicked even without the recommendations [42] . We argue that the true success of recommendations is represented by the increase in user actions caused by recommendations. Such an increase afected purely by recommendations is called an uplift.
The development of a recommender should focus more on the uplift than the accurate prediction of user purchases.
However, evaluating and optimizing the uplift is difcult, owing to its unobservable nature. An item is either recommended or not for a specifc user at a given time instance, so the uplift cannot be directly measured for a given recommendation. This means that there is no ground truth for training and evaluating a model.
Previous studies targeting uplift construct purchase prediction models incorporating recommendation efects [2, 40] . The items recommended are ones that have the largest diferences between the predicted purchase probabilities for cases with and without recommendations. Another approach builds two prediction models: one for predictions with recommendations and the other for predictions with no recommendations [3] . All of these methods are based on purchase prediction models optimized for prediction accuracy, even though they target uplift. We expect an improvement in uplift performance by optimizing models directly for the uplift.
In this study, we propose new evaluation methods and optimization methods for uplift-based recommendation. First, we show that common accuracy-based evaluation metrics such as precision do not align with the uplift. Then, we derive evaluation protocols to estimate the average uplift for recommendations, based on a potential outcome framework in causal inference [15, 28, 37] . Furthermore, we propose optimization methods for recommenders, to improve the uplift. We apply these methods to a matrix factorization model [14, 32, 35] , which is the most common model for recommenders. To verify the efectiveness of the proposed optimization methods, we compare the uplift performance of our methods with baselines, including recent recommenders [3, 40] that target the uplift. We further investigate the characteristics of our uplift-based optimizations and the recommendation outputs.
The contributions of this paper are summarized as follows.
• We propose ofine evaluation metrics for the recommendation uplift (Section 2).
• We present both pointwise and pairwise optimization methods for uplift-based recommendation (Section 3).
• We demonstrate the efectiveness of our optimization methods through comparisons with baselines (Subsection 5.2).
• We clarify the characteristics of the optimization (Subsection 5.3) and the recommendation outputs (Subsection 5.4).
UPLIFT-BASED EVALUATION
Recommenders are typically evaluated in terms of recommendation accuracy. A recommender is considered to be better than others if a larger number of its recommended items are purchased. We refer to this evaluation approach as accuracy-based evaluation. Precision, which is a commonly utilized accuracy metric for recommenders, is defned as the number of purchases divided by the number of recommendations. However, items may have been bought even without recommendations if the user was already aware of and had a preference for those items. Thus, we aim to evaluate recommenders in terms of the uplift they achieve.
Discrepancy between Accuracy and Uplift
In this subsection, we demonstrate that accuracy metrics such as precision are unsuitable for the goal of increasing user purchases. To describe two cases with and without a recommendation, we adopt the concept of potential outcome from causal inference [15, 28, 37] . Let Y T ∈ {0, 1} be the potential outcome with a recommendation (treatment condition) and Y C ∈ {0, 1} be the potential outcome without a recommendation (control condition) 2 . Y T = 1 and Y C = 1 indicate that an item 3 will be purchased when recommended and not recommended, respectively. The uplift τ of an item for a given user 4 is Y T − Y C . Considering the two possible actions of a user in the two given scenarios, there are four item classes for the user:
• True Uplift (TU). Y T = 1 and Y C = 0, hence τ = 1. The item will be purchased if recommended, but will not be purchased if not recommended.
The item will be purchased regardless of whether it is recommended. • True Drop (TD). Y T = 0 and Y C = 1, hence τ = −1. The item will be purchased if it is not recommended, but will not be purchased if it is recommended.
The item will not be purchased regardless of whether it is recommended.
To intuitively illustrate the diference between the uplift and accuracy in an ofine evaluation setting, we consider four lists of ten recommendations, as shown in Fig. 1 . We assume that we have an ofine dataset, which includes both purchase logs and recommendation logs for a currently deployed recommender. Note that TU items are only purchased if recommended, and TD items are only purchased if not recommended. Purchases of other FU and 
, and L M 4 are generated by diferent recommendation models, M 1 , M 2 , M 3 , and M 4 , respectively. The items with solid borders are actually recommended in the ofline dataset, and those with dotted borders are not recommended. Shaded items are purchased by the user. The recommendation of circular items (TU) increases purchases, whereas the recommendation of triangular items (TD) decreases purchases. The recommendations of rectangular items (FU or FD) does not afect sales. An evaluation of these lists is presented in Table 1 . Table 1 : Total uplift and evaluation metrics for four recommendation lists in Fig. 1 . The total uplift of a list is indicated by the number of TU items subtracted from the number of TD items. Our uplift metric is described in Subsection 2.3.
Total Uplift (unobservable ground truth) FD items do not depend on recommendations. The total uplift that would have been obtained if all the ten items were recommended in the past is shown in Table 1 . We also list precision under two settings: one with all items on the list, and the other with only the items recommended in the logs. The former is a common setting for the ofine evaluations of recommenders [9] . The latter is a setting employed in the previous work [7, 25] to estimate the online performance of a recommender. The former precision value and total uplift exhibit opposite trends for these samples. This means that the best model for achieving a higher uplift cannot be selected based on this former precision. Excluding items without recommendations does not resolve this issue. The latter precision value, calculated using only the recommended items (items with solid boundaries in Fig. 1 ), exhibits the same value for all lists, and is still unable to select the best model. As demonstrated by the above illustration, accuracy-based evaluation is not suitable for evaluating the uplift caused by recommenders. We need to employ an evaluation metric designed for uplift-based evaluation. However, we cannot directly calculate the total uplift, because we only observe either Y T or Y C for a user-item pair at a given time. To overcome this difculty, we apply a causal inference framework to estimate the average treatment efect.
Causal Inference Framework
In this subsection, we introduce the causal inference framework [15, 28, 37] , which we apply to the uplift-based evaluation of recommenders in the next subsection. The treatment efect τ for a subject is defned as the diference between the potential outcomes with and without treatment: τ ≡ Y T −Y C . Note that τ is not directly measurable, because each subject is either treated or not, and either Y T or Y C is observed. However, we can estimate the average treatment efect (ATE), which is expressed as
Let Z ∈ {0, 1} be the binary indicator for the treatment, with Z = 1 and Z = 0 indicating that the subject does and does not receive treatment, respectively. The covariates associated with the subject are denoted by X , e.g., demographic and past records of the subject before treatment assignment. Consider N subjects, indexed by n. We use S T and S C to denote the sets of subjects who do and do not receive treatment, respectively. Naively, the ATE can be estimated as the diference between the average outcomes of the two sets;
If treatment is randomly assigned to subjects independent of the potential outcomes, i.e., (Y T , Y C )⊥Z , then τˆ converges to the ATE almost surely when N → ∞ (see the proof of [31, Theorem 9.2]). Because the independence condition (Y T , Y C )⊥Z is a strong assumption, we instead consider conditional independence (Y T , Y C ) ⊥Z |X , which means that the covariates X contain all confounders of (Y T , Y C ) and Z [28] . Under the conditional independence, the inverse propensity scoring (IPS) estimator,
is known to be an unbiased estimator of the ATE. Here, e (X n ) = p(Z n = 1|X n ) is the probability of treatment assignment conditioned on the covariates X , which is called the propensity score [36] . However, the IPS is prone to sufer from high variance of estimates, because a small propensity score leads to a large weight on an outcome for a certain subject. To remedy this, self-normalized inverse propensity scoring (SNIPS) has been proposed [45] . This adjusts the estimates by the sum of the inverse propensity scores:
Under the independence condition (Y T , Y C )⊥Z |X , the estimator τˆS N I P S converges to the ATE almost surely when N → ∞.
Uplift Estimates for Recommenders
In this subsection, we design evaluation protocols for the uplift caused by recommendation, based on the causal inference framework described in the previous subsection. The goal is to evaluate the uplift performance of a new recommender model M. We assume that we have an ofine dataset comprising purchase and recommendation logs under a currently deployed model D. For the uplift evaluation of recommenders, a treatment Z is a recommendation by D, and Y T = 1 means that a user u purchases an item i when it ui is recommended. Let R be a binary variable such that R = 1 if M recommends the item. We want to evaluate
, purchase probabilities of items selected by M with and without an actual recommendation by D, respectively. The uplift can then be interpreted as the increase in purchase probability caused by the recommenda- 
can be regarded as the treatment set S T and control set S C , u respectively. Therefore, Eq. (1) becomes,
The left and right terms are the purchase probabilities of items in L M if recommended and if not recommended, respectively. Table 1 . This metric aligns well with the total uplift, indicating that the proposed metric is appropriate for evaluating recommenders in terms of the uplift.
We can also derive the SNIPS estimate of the uplift from Eq. (3):
For recommenders, X ui can be past records of purchase and recommendation, user demographics, and item contents.
As an evaluation metric of the model M, we take the average over all users U for both estimators:
In this study, we employ these metrics for the ofine evaluation of uplift performance. We refer to τ¯ as Uplift@N and τ¯ SNIPS as Uplift SNIPS @N , where N = |L M | is the size of the recommendation. u Using the protocol described in this subsection, the uplift performance of a new model M is evaluated ofine using the purchase and recommendation logs under a currently deployed model D.
If the purchase probability without recommendation is negligible, e.g., in case of ad clicks, the right terms of Eq. (4) and (5) disappear. The equations then become similar to the previous counterfactual ofine evaluation [7, 25] . Our evaluation is an extension which considers the possibility of purchase without recommendation.
The uplift estimate by Eq. (4) depends on the assumption that potential outcomes of items in L M do not relate to logged recomu mendations by D. The uplift estimate by Eq. (5) depends on the assumption that covariates X used for estimating the propensity include enough information to resolve dependency between (Y T , Y C ) and Z . Though it is difcult to guarantee these assumptions, in practice, we can be confdent in the evaluation if the results of model comparison are consistent for both Uplift@N and Uplift SNIPS @N .
UPLIFT-BASED OPTIMIZATION
Of the four item classes TU, FU, TD, and TD, defned in Subsection 2.1, only TU items can lead to uplift when recommended. However, identifcation of these four classes requires observation of both Y T and Y C , which is not feasible by nature. This implies that we do not have an observable ground truth against which to train models. In this section, we propose uplift optimization methods to overcome the above problem.
Classifcation of the Observations
In Subsection 2.1, we categorized items into four hidden classes based on the combinations of potential outcomes. We now categorize items into observable classes from purchase and recommendation logs, while aligning them with the hidden classes. In the observed dataset, for a given user and time instance, an item is either recommended (R) or not (NR); and either purchased (P) or not (NP). This provides the following observable classes (also summarized in Table 2 ):
• An item is recommended and purchased (R-P). Possible hidden classes of the observed item are TU or FU.
• An item is recommended and NOT purchased (R-NP). Possible hidden classes of the observed item are FD or TD.
• An item is NOT recommended and purchased (NR-P). Possible hidden classes of the observed item are FU or TD.
• An item is NOT recommended and NOT purchased (NR-NP).
Possible hidden classes of the observed item are TU or FD. We defne C cl ass as the set of items in class ∈ {R-P, R-NP, NR-P, NR-NP} 5 for a particular user, u ∈ U . We also defne I + and I − as u u the set of positive and negative items for that user. In traditional accuracy-based optimizations [14, 32, 35] , I + ∼ C R−P ∪ C N R−P u (purchased items) and I − ∼ C R−N P ∪ C N R−N P (non-purchased u items). We argue that this sampling method is not optimal for uplift and redefne the positive and negative samples. Since TU items result in an uplift, we consider classes that include TU items as positive. Thus, (C R−P ∪ C N R−N P ) should be a reasonable choice for positive item sampling. Following the same reasoning, since C R−N P and C N R−P do not include TU items, I u − ∼ (C R−N P ∪ C N R−P ). However, using these positive samples has some problems. Most purchase logs are extremely sparse (NP is large) and most recommenders limit the recommendations to a small number (NR is large). This means that the cardinality of C N R−N P is much larger than that of the other classes and is close to the total number of items. Owing to a consumer's limited purchasing power, we assume that the number of TU items is much smaller than the total number of items. Hence, the probability of the items in C N R−N P belonging to 5 In Fig. 1 
; and in L M 4 are {2,6,8}. C R−P items are either TU or FU and C N R−P items are either FU or TD. Hidden classes of C R−N P and C N R−N P items can be checked similarly.
TU should be low:
On the contrary, considering the fact that recommenders generally improve sales substantially [1] , we assume that the possibility of the items in C R−P belonging to TU is not relatively low. Hence,
Because of the above, we cannot consider C N R−N P to be completely positive. Thus, we propose a parameter α, which is the probability of items from set C N R−N P being sampled as positive. We discuss this further in the following subsection.
Proposed Sampling Method
The optimization methods of recommender models are generally grouped into two categories: pointwise [11, 14, 32] and pairwise [35, 43] methods. In this subsection, we propose pointwise (ULO point ) and pairwise (ULO pair ) optimization methods for uplift. Following the discussion in the previous subsection, items in C R−P are relatively better than the items in the other classes, and thus we assign positive labels to them. On the contrary, the items in C N R−P and C R−N P are relatively worse and assigned negative labels. The items in C N R−N P are positive with probability α, and negative with probability 1 − α.
Furthermore, we conduct stratifed sampling because the number of items in each observed class is diferent. We introduce a parameter γ P , which represents the ratio of sampling from the purchased items. This kind of downsampling for unpurchased items is a common technique for implicit feedback data [11] , which is equivalent to downweighting unpurchased items [14, 32] . Similarly, γ R is the ratio of sampling from the recommended items. For example, the ratio of the items sampled from C R−P is γ P γ R and that from C N R−N P is (1 −γ P )(1 −γ R ). For the pairwise optimization, we select the positive and negative samples simultaneously. We choose positive samples from C R−P ∪ C N R−N P with probability α, and from C R−P with probability 1−α. The negative samples are selected from the other classes. We sample a candidate class with the same probability; that is, if we sample items from C R−P ∪ C N R−N P , we sample half from C R−P and the other half from C N R−N P . Algorithms 1 and 2 describe the details of each algorithm. r ui is the label for the u-i pair, L is the loss function, η is the learning rate, and λ is the regularization coefcient. We use a stochastic gradient descent for training. Parameters Θ related to each point or pair are updated at each iteration. As for loss function, we use the logistic loss [18] for the pointwise optimization,
The predicted value x ui is converted into the label prediction using the sigmoid function, σ (x ) = 1/(1 + exp(−x )). We use the Bayesian personalized ranking (BPR) loss [35] for the pairwise optimization:
pair where i is the positive sample and j is the negative sample. In both types of learning, the L 2 regularization term Ω = ||Θ|| 2 2 is added to prevent the overftting of the parameter Θ. We use Matrix Factorization (MF) [22] for x ui . Our modifed versions of MF are called 14 10 Uplif
Algorithm 1: Pointwise uplift optimization (U LO point ).
Input: α, γ P , γ R , η, λ Output: Causal inference is also used to handle the missing-not-at-random (MNAR) nature [29, 44] of user feedback. IPS estimators were used to adjust the item selection bias of explicit feedback [41] and implicit feedback [50] . Another approach to MNAR is exposure modeling [26] , which decomposes missing feedback to either a user's unawareness of or dislike for an item. User exposures have been modeled with social infuence [4, 49] and temporal dynamics [48] , but not with recommendation infuence.
Recommendation Targeting Uplift
Most recommendation methods have focused on the accurate prediction of user behavior, and there have only been a few methods targeting uplift. Bodapati [2] proposed a two-stage model of user purchases, comprising awareness and satisfaction stages for items. In this model, recommendations make users aware of the items + λ||Θ|| 2 2 ) [3] proposed the CausE algorithm, which trains two prediction models: one with treatment and the other without. They jointly trained two models as a multi-task objective problem, by regularizing the parameters of the two models to be close to each other. There have also been other methods [39, 46, 47] that incorporated price discount information to improve the purchase prediction accuracy. Price discounts can be regarded as a type of treatment, which could be personalized by recommender systems, although these studies do not target uplift. A closely related feld is uplift modeling [6, 34] , which is a technique to select the target users of a promotion. Methods of uplift modeling can be classifed into four approaches: two-model, treatment variable, label transformation, and tree-based methods. The + λ||Θ|| 2 two-model approach [10] creates two prediction models: one to 2 )
predict outcomes if treated and the other to predict outcomes if not 11 return Θ UpLift-optimized Regularized MF (ULRMF) and UpLift-optimized BPR (ULBPR), which are trained by algorithms 1 and 2 respectively.
As for time complexity, we note that our algorithms perform random sampling of items from prepared sets of observable classes, which is O(1). The bottleneck is for parameter updates, which is O(d ) for MF with d factor dimensions. This is common to conventional accuracy-based optimizations. Further, in Subsection 5.3, we show empirically that our uplift-based methods converge faster than accuracy-based ones in terms of iterations required.
RELATED WORK 4.1 Causal Inference for Recommenders
Causal inference [15, 28, 37] estimates outcomes through the counterfactual reasoning. It has previously been used to evaluate recommendations in [5, 7, 8, 16, 25] , which used IPS, SNIPS, and their extensions. These work evaluated purchases under recommendations, which is equivalent to the use of only the left terms in Eq. (4) and (5) . Our approach is diferent, in that we consider the possibility of items being purchased even without recommendation, and treated. The treatment variable approach [27] incorporates additional variables for predictions under treatment. The label transformation approach [17, 20] converts the labels to train the model if not treated. Finally, in the tree-based approach [33, 38] , the splitting criteria for a decision tree are modifed for uplift.
We classify recommendation methods targeting uplift in terms of these four approaches in the uplift modeling literature. CausE [3] is basically a two-model approach, enhanced by a regularizer between the two models. AwareSatis [2] and RecResp [40] are treatment variable approaches. Our methods can be classifed as label transformation approaches, although our handling of NR-NP as intermediate between positive and negative (using parameter α) is an original approach to overcome class imbalance in typical datasets for recommenders.
It has been argued that recommendation should pursue objectives beyond accuracy [30] , and various objectives such as diversity, novelty, and serendipity have been studied [19] . Among them, the most relevant is serendipitous recommendation [12, 23, 24] , which aims to recommend items relevant, novel, and unexpected to users. Serendipity focuses on user perception, while uplift focuses more on user behavior.
EXPERIMENTS
We experiment to address the following research questions:
• RQ1 How do our uplift-based recommenders perform compared with other existing methods? • RQ2 What are the properties of uplift-based optimization?
• RQ3 How do recommended items difer for traditional and uplift-based recommender methods?
Experimental Settings
5.1.1 Datasets and Preprocessing. We experimented with three publicly available datasets 6 : Dunnhumby 7 , Tafeng [13] , and Xing 8 .
The statistics of datasets after fltering are presented in Table 3 . The purchase and recommendation logs are separated in discrete time intervals (by day or by week), because recommended items change over time. We explain the details for each dataset below.
Dunnhumby. This dataset includes purchase and promotion logs at a retailer. It provides product category information and we consider these product categories as items. We handle items featured in the weekly mailer, which is information included in the promotion logs, as recommendations. Promotions change each week, and so we separate purchase and recommendation logs by week. The dataset includes logs from many stores, and promotions are diferent for each store. If a user visited a shop when an item was promoted, then we regard the user as having received a recommendation for the item. We fltered the dataset according to the following conditions: shops that have at least one visitor for each week, items recommended for at least one week on average among the shops, items that existed for at least half the period (47 weeks), and users visiting more than one store in at least fve weeks.
Tafeng. This dataset contains purchase logs with price information from a Chinese grocery store. This includes the category id for each product, and we consider each category id as a separate item. If the discount ratios of any products in a certain category is over 0.1, then we consider the item as recommended 9 . The dataset is discretized by days. We fltered the dataset according to the following conditions: items recommended on at least one day, items that existed for at least half of the periods (60 days), and users visiting the shop on at least fve days.
Xing. This dataset contains interactions of users at an online job-seeking site. We regard the positive user interactions of click, bookmark, and apply, as purchases. This includes the impression logs of items which are shown to users by the Xing platform. We consider these impressions as recommendations. The dataset is discretized by days. We fltered the dataset according to the following conditions: items recommended on at least one day, items that existed for at least half of the time period (13 days), and users visiting the site on at least three days.
Evaluation Protocols.
We evaluated the uplift performance of each method using the proposed Uplift@N and Uplift SNIPS @N for N =10, 30, and 100 10 . Precision@30 was also measured, as a reference.
Training and evaluation was conducted on each discrete time period.
For each training step, we frst sampled a time period from among the training periods, and then drew users from among the active users who purchased at least one item during the time period. For evaluation, we calculated the metric for each discrete time, and then averaged them over the evaluation periods. We conducted chronological splitting of the datasets for training and evaluation, to prevent the leakage of future information for training. The length of evaluation periods are 8, 14, and 3 for the Dunnhumby, Tafeng, Xing datasets. For a dataset with t d discrete time periods indexed by 1 to t d , with the evaluation periods being of length t e , each phase of validation and testing was conducted as follows:
• validation phase: train the model by periods from 1 to (t d − 2t e ), and evaluate by periods from
• test phase: train the model by periods from (t e +1) to (t d −t e ), and evaluate by periods from (t d − t e + 1) to t d .
Evaluation of Uplift SNIPS @N requires estimates of propensity e (X ). For the Xing dataset, in which recommendations of currently deployed model D are personalized, we estimated the propensities using a logistic regression with features representing matches of titles, disciplines, career levels, industries, countries, and regions, between the users and items. The features used were the same as in the baseline model 11 provided by Xing for the RecSys Challenge 2017 competition. Here, covariates X are these features created from user and item information. The recommendations of D are not personalized in the Dunnhumby and Tafeng datasets. For the Tafeng dataset, we estimated the propensities by the ratio of recommended times for each item in the training periods. That is, we used past recommendation logs as covariates X . For the Dunnhumby dataset, in which time period is much longer (roughly 22 months for Dunnhumby and 4 months for Tafeng), we estimated the propensities by a logistic regression that uses the numbers of purchases and recommendations during previous four weeks as features.
Compared Methods.
The following methods are compared.
• RMF [14, 32] 12 : The regularized MF trained with accuracybased pointwise optimization.
• BPR [35] : The MF trained with accuracy-based BPR loss.
• RecResp [40] : The MF with user-and item-specifc bias terms for recommendations.
• CausE [3] : The joint training of two MFs with and without recommendations.
• CausE-Prod [3] : The variant of CausE, which has common user factors for two MFs. 10 We set N to be typical numbers of recommendations. The average numbers of recommendations users receive at each time are 189.3, 141.7, and 12.1 for Dunnhumby, Tafeng, and Xing, respectively. 11 https://github.com/recsyschallenge/2017/tree/master/baseline 12 While original work downweight unpurchased items, we downsample them by γ P .
• ULRMF (ours): The MF trained with proposed ULO point .
• ULBPR (ours): The MF trained with proposed ULO pair . RMF and BPR are trained by conventional accuracy-based optimization, i.e., C R−P ∪ C N R−P as positive samples. RecResp and CausE are recent recommendation methods targeting uplift. For these methods, we predict the uplift using the diference between purchase probabilities with and without recommendations, and use them for top-N recommendation as described in [40] . They once train models for accurate purchase prediction (C R−P ∪ C N R−P as positive samples), and then target uplift using the accuracyoptimized models. Only our methods, ULRMF and ULBPR, are optimized directly for uplift by the unique sampling strategy described in Subsection 3.2.
5.1.4 Implementation and Parameter Setings. All the compared methods are latent factor models, and we set the factor dimensions to 100. Adam [21] was employed with batch size 1000, and the initial learning rate was set to 0.0001. For pointwise learning, there are two stratifcations of data sampling: one is between purchased and unpurchased items (by γ P ), and the other is between recommended and not recommended items (by γ R ). γ P is set to 0.2, an optimal ratio for various datasets in [11] , for RMF and ULRMF. We do not apply this stratifcation to RecResp and CausE, because it distorts the purchase probability and prohibits the uplift prediction. γ R is set to 0.5 for RecResp, CausE, and ULRMF.
The regularization coefcient λ ∈ {10 −2 , 10 −4 , 10 −6 , 10 −8 } and other model-specifc hyperparameters were tuned in the validation phase to maximize Uplift@10. The model-specifc hyperparameters and their exploration ranges are as follows: regularization coefcient between the treatment and control latent factors λ bet ∈ {10 −2 , 10 −4 , 10 −6 , 10 −8 } and its distance metric ∈ {L 1 , L 2 , cosine} for CausE, the probability that NR-NP is regarded as positive α ∈ {1.0, 0.8, 0.6, 0.4, 0.2, 0.0} for ULRMF and ULBPR.
Performance Comparison (RQ1)
We compared the uplift performances between our methods and baselines (Table 4) . We make the following key observations:
• Our ULRMF or ULBPR methods achieve the best in Uplift@N and Uplift SNIPS @N for most cases.
• The accuracy-based methods (RMF and BPR) perform the best in Precision; however, for the most part, they perform worse in the uplift metrics than other methods.
• The methods targeting uplift (RecResp, CausE, and ours) tend to outperform RMF and BPR. This implies that our uplift metrics can measure the uplift improvement as expected.
Uplift-based Optimization Properties (RQ2)
We investigated the learning curves in the Dunnhumby dataset 13 ( Fig. 2 (a) ). Uplift@10 increases with training iterations. The learning curve of ULBPR tends to be steadier than that of ULRMF. UL-RMF and ULBPR converge faster than RMF and BPR, which shows scalability of our methods in terms of computation time.
In our experiments, items were fltered by the time periods that the items existed for in purchase logs. We modifed the fltering criteria from 7 to 19 days by a 3-day interval for the Xing dataset, in which the numbers of items varied from 41,099 to 5,828. As shown in Fig. 2 (b) , ULBPR outperforms BPR in all these conditions. We also experimented with items in product-level instead of categorylevel for the Dunnhumby dataset, in which the number of items is 4,287. In this condition, Uplift@10 are 0.0826 and 0.0484 for ULBPR and BPR, respectively. These results indicate that our uplift-based optimization can improve uplift for datasets in a wide range of data densities.
ULRMF and ULBPR have a model-specifc hyperparameter α, which is the probability of regarding NR-NP as positive. Fig. 3 shows the dependence on α. The optimal α is less than 1, which supports our claim of treating NR-NP as an intermediate between positive and negative in Subsection 3.1.
Our optimization methods handle R-P as positive and NR-P as negative, while the accuracy-oriented methods treat both as positive. To see the efect of this diference, we investigated the distribution of the recommended items in the observable four classes (Table 5 ). ULRMF and ULBPR successfully reduce the recommendations of the NR-P class, in which items can be purchased without recommendations. The R-NP ratio also decreases, thereby avoiding recommendations that result in no outcome. Further, the sum of R-P and R-NP ratios, which is equal to the ratio of items included in the recommendation logs, is not higher for ULRMF and ULBPR compared to RMF and BPR. This indicates that our optimization methods do not orient a model M for mimicking the recommendation policy of the currently deployed model D.
Trends of the Recommended Items (RQ3)
To intuitively understand the diference in the recommendation outputs between the accuracy-based optimization and uplift-based optimization, Table 6 shows the often-recommended items by RMF and ULRMF in the Dunnhumby dataset. While RMF tends to recommend popular items, ULRMF recommends items without an emphasis on popular ones 14 . Often-recommended items by ULRMF include those that might induce impulse purchases such as pasta sauce and heat-and-serve meals.
CONCLUSIONS
This study proposed new evaluation and optimization methods for uplift-based recommendation. We demonstrated that accuracy metrics such as precision cannot be utilized to assess recommenders in terms of uplift. Based on a causal inference framework, we proposed an ofine evaluation protocol to estimate the expected uplift of items in a recommendation list. Then, we derived the relative priorities of four observation classes from purchase and recommendation logs and utilized their priorities to construct pointwise and pairwise sampling methods. Using three public datasets, we confrmed that our proposed optimization methods outperform conventional accuracy-based methods and recent methods targeting uplift. We also investigated the characteristics of uplift-based optimization, and its output recommendations.
In the future, we plan to compare our uplift-based ofine evaluations with online A/B experiments. Because our uplift-based optimizations are generic methods, they are applicable to various recommender models. Recently, recommender models using neural networks have outperformed conventional models [11, 43] . We expect that applying our uplift-based optimizations to neural network models would further enhance the uplift, which is also a subject of our future work.
