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Abstract 
Molecular dynamics simulation of Al/Ni multilayered foils reveals a range of different 
reaction pathways depending on the temperature of the reaction. At the highest 
temperatures Fickian interdiffusion dominates the intermixing process. At intermediate 
temperatures Ni dissolution into the Al liquid becomes the dominant mechanism for 
intermixing prior to formation of the B2 intermetallic phase. At lower temperatures the 
B2 intermetallic forms early in the reaction process precluding both of these mechanisms. 
Interdiffusion and dissolution activation energies as well as diffusion prefactors are 
extracted from the simulations. 
 
1. Introduction 
Nanostructured reactive multilayer foils are composed of thousands of alternating 
nanometer scale layers of elements that have a large negative enthalpy of mixing. Such 
multilayer foils can be fabricated in the lab by magnetron sputtering or high-vacuum 
deposition techniques in a very controllable way. When a small but concentrated pulse of 
energy such as an electric spark or a thermal pulse is provided, highly exothermic, 
self-propagating chemical reactions can be triggered that proceed very quickly. The 
Ni-Al multilayer is often used as model system and as such it has been widely 
investigated systems both in experiment [1-5] and in continuum studies [6-16]. Recently, 
these multilayers have received increased attention because of their potential application 
as controllable, localized heat sources for joining microelectronic components without 
damage and as useful tools for forming near-net shape intermetallics [17-19]. A recent 
review can be found in Ref. [20]. 
 
In addition to being of practical importance, such materials systems provide a means to 
study the effect of heating rate and concentration gradients on formation reactions 
particularly the role of interdiffusion and nucleation. In the present work, we will focus 
on the interdiffusion process in Ni-Al multilayers.  
 
Continuum modeling of the self-propagating reactions of Ni-Al reactive multilayered 
foils usually assumes that the diffusion process is Fickian, governed by an interdiffusion 
coefficient that only depends on temperature and is characterized by a single activation 
energy [12-16]. However, since intermetallic compounds can form during the mixing 
process, the reaction path could deviate significantly from this simple picture.  
 
A number of molecular dynamics (MD) simulations have been reported in this area to 
date, as MD provides a promising tool to uncover the physical and chemical atomic-level 
  2 
mechanisms which govern the properties of such energetic materials. Earlier research 
includes the study of intermixing behavior for the interface of Fe/Co/Ni-Al thin film 
systems during deposition [21-23]. It has been used successfully to investigate the 
melting and crystallization in the Al50Ni50  system [24], the melting and alloying of 
Ni-Al nanolaminates under shock loading [25-27] and the role of pressure and misfit 
strain on the response of Ni-Al multilayers to thermal initiation [28-31]. Of direct 
relevance to this work, MD work by Baras and Politano [32] revealed the sequence of 
phase formation within a Ni-Al bilayer system during exothermic reactions, and work by 
Cherukara, Vishnu and Strachan [33] elucidated the effect of surfaces and voids on the 
rate of intermixing.  
 
Here we deploy MD in the absence of free surfaces and voids to identify specific mixing 
mechanisms and to quantify the associated activation energies. Extracting such 
parameters is crucial to parameterize physically grounded predictive continuum models, 
which can access longer time and length scales directly comparable to experimental 
conditions. Here we focus on characterizing deviations from Fick's law behavior and 
simple Arrhenius assumptions.  These deviations arise due to the nucleation of second 
phases and dissolution processes that can arise in lieu of diffusion.  
 
We will first describe the details of our MD simulation and show the different 
phenomena corresponding to different temperature regimes. We then present a general 
continuum framework for analyzing the periodic bilayer Ni-Al system and quantifying 
the rate of interdiffusion. This is accomplished by measuring the degree of mixing M, 
which we define below, and the rate of change of M. We fit MD results to the analytical 
form and extract the diffusivity. From this data, we can determine under which conditions 
the assumption of Fickian interdiffusion holds and the reason for deviations when they 
arise. Finally we present and test a dissolution model to describe the mixing process 
observed in MD simulation at lower temperatures. 
 
II. Methodology and Data Analysis  
Part A: Simulation Methodology 
To explore the kinetic processes in different temperature regimes, we have undertaken 
extensive isothermal MD simulations of interdiffusion in Ni-Al multilayers over a broad 
range of temperatures. In the present work, we model the Ni-Al interactions with the 
EAM potential developed by Y. Mishin [34], which was parameterized using 
experimental data combined with a large set of first-principles calculations. This potential 
provides an accurate description of a large variety of properties such as basic lattice 
properties, phonon frequencies, thermal expansion, diffusion, and equations of state for 
Al, Ni, and their alloys. The MD simulation is conducted using the LAMMPS software 
package [35].   
 
Periodic boundary conditions are implemented in all three directions to approximate the 
effect of an infinite array of layers in the z direction that extend without bound in the x 
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and y directions. The simulation domain is of size 53.0086×53.0086×80.7362Å in the x, 
y, and z directions, respectively. Initially, the system is comprised of compositionally 
pure layers, with Al atoms occupying the region 0<z<47.6344Å, and Ni atoms occupying 
47.6344Å<z<80.7362Å. The initial Al/Ni bilayer used in all of the simulations presented 
here is composed of 8,112 Al and 8,100 Ni atoms (a nearly 1:1 stoichiometry) in a FCC 
lattice, arranged with [001] orientation along the z direction. The lattice constants of Ni 
and Al are chosen slightly off their equilibrium values so that both lattices can be 
accommodated within the same periodic cell. In the real experimental samples the 
nanostructured multilayer foils are typically comprised of alternating 10-100 nm thick 
layers. So the layers simulated here are at the thin layer limit of the experimental 
samples. 
 
Initially the entire system is relaxed under NPT ensemble control for 5000ps at 300K and 
0 GPa. The samples are then heated from 300K to desired final temperatures (from 
1300K to 2000K), the temperature is held constant during the remainder of the simulation. 
In these simulations pressure and temperature are maintained in equilibrium with a heat 
bath and mechanical reservoir using a Nose-Hoover/Parinello-Rahman formalism [36-40]. 
Dynamic feedback between these reservoirs and the system allows the volume and the 
kinetic energy to fluctuate about the desired mean values as expected in an equilibrium 
system. All the simulations start from this sample at zero pressure. A time step of ∆t = 
0.005ps is used throughout this investigation. The barostatting and thermostatting time 
scales are chosen to be 2ps. 
 
During the simulation, we detect the FCC-type solid solution phases and B2-type NiAl 
intermetallic phases that form by applying a connectivity-based structural analysis 
method based on the seminal work by Frank and Kasper [41]. We use a cutoff distance 
determined from the radial distribution function to determine whether any two atoms are 
neighbors. The atoms that neighbor a given atom are said to lie in its coordination surface. 
For any atom we are able to calculate the surface coordination number (SCN) q for each 
neighboring atom, defined as the number of neighbors this atom has in the coordination 
surface, and we define vq to be the number of neighbor atoms with SCN q. Generally 
speaking, the structural signature of this each atom is of the form <v4, v5, v6, v8>, which is 
sufficient to structurally characterize simple crystalline structures. It should be noted that 
this method fails at free surfaces and interfaces between distinct structures. 
 
Part B: Analysis Methodology 
Continuum models of self-propagating reactions are essentially coupled thermal and 
atomic transport calculations [14-16], which is based on the evolution of the 
section-averaged enthalpy, H, 
  
∂H
∂t =
Q(M )+∇ i q , (1) 
where Q is the heat of reaction (or mixing) and  
q  is the heat flux. M is a measure of the 
degree of mixing of the system, averaged over a complete bilayer. The evolution of M is 
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a function of both M itself (because M depends on the composition profile) and 
temperature as 
 
∂M
∂t = g(M ,T ) . (2) 
To make the solution of this coupled set of equations more tractable, we assume that 
g(M ,T )  is separable according to 
 
∂M
∂t = f (M )D(T ) , (3) 
where D(T )  is assumed to follow an Arrhenius relationship, D = D0 exp(−E / kT )  
with a single activation energy, E. In the most commonly employed version of this model, 
the form of f(M) is derived under the assumption that the net effect of interdiffusion 
fluxes can be modeled as a Fickian process [14-16]; that is, we assume that M can be 
described in terms of a composition profile evolving according to Fick’s Law controlled 
by a single diffusion coefficient, D(T), that is a function of temperature only. Despite this 
simplification, the model is observed to adequately capture macroscopic properties of the 
self-propagating reactions, including front velocity and temperature profile when 
compared to experiments in appropriate regimes [14-16]. 
 
Despite the successes of modeling that has relied on this Fickian assumption, various 
diffusion mechanisms can operate in nanoscale multilayers. We believe that a more 
sophisticated treatment of interdiffusion may be necessary, particularly when cooling 
rates are higher. Therefore we propose starting our analysis with the more general form 
of convection-diffusion equation:  
 
∂q
∂t =
∂[D(q,t) ∂q
∂x ]
∂x − vx
∂q
∂x , (4) 
combined with the continuity equation, 
 
∂ρ
∂t = −ρ
∂vx
∂x − vx
∂ρ
∂x , (5) 
where q is the mole fraction of one of the constituent species of the multilayer. Note that 
mixing-induced changes in density with mole fraction will cause the material to expand 
or contract with time during the reaction, the size of the domain and the boundary 
conditions must be adjusted with time accordingly. 
 
To simplify the problem, instead of solving Eq. (4) on the physical x axis, we will 
consider the diffusion along a scaled coordinate determined by the mapping 
 
dx = A(t)N ρ(q)dx , where N is the total number of atoms in a single period of the 
multilayer, and A(t) is the cross-sectional area of the multilayer, i.e. the dimensions 
perpendicular to the x-axis. Note that this new coordinate is dimensionless and by 
construction  Δx  across the domain is always equal to 1.  
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In the special case where 1
ρ
∂ρ
∂q is a constant, the problem has a simple solution. Let's 
assume that ρ = ρ0 exp(αq) = ρB1−qρAq , i.e. q=0 corresponds to pure B. Under these 
circumstances we can rewrite our two equations as a single equation.  
 
 
∂q
∂t = D(q,t)
A2 (t)
N 2 ρ
2 (q){∂
2q
∂ x2 + (2α +
1
D
∂D
∂q )(
∂q
∂ x )
2}
. (6) 
At this point we can observe that under a particular assumption, namely that 
D(q,t) = DB(t)exp(−2αq) = DB(t)(
ρB
ρA
)2q , Eq. (6) simplifies significantly to a form 
analogous to normal diffusion equation, 
  
∂q
∂t = Dˆ(t)
∂2q
∂ x2 , (7) 
where 𝐷 𝑡 = !! !!! 𝜌!!𝐷!(𝑡)   = !! !!! 𝜌!!𝐷!(𝑡).  While this solution is not fully general, 
it captures essential aspects of the change in lattice parameter while remaining 
analytically tractable, and thereby presents advantages for analyzing our simulation 
results.  
 
Since the solution must be periodic we can reduce our expression for the concentration to 
a Fourier series. In doing so we will immediately de-dimensionalize lengths in terms of 
the width of the bilayer using mapping equation. Here we will assume that we are mixing 
two pure metals and we will use ξ  to denote the mole fraction of species A in a full 
periodic layer of the structure. We will also de-dimensionalize the concentration by the 
initial concentration in the species of interest, 
  
q( x,t) = ξ + an (t)sin(2πnx)+ bn (t)cos(2πnx)n=1
∞∑n=1
∞∑
. (8) 
To satisfy Eq. (7) it must be true that 
 
 
∂an
∂t = −4π
2n2Dˆ(t)an;      
∂bn
∂t = −4π
2n2 D(t)bn
,    (9) 
which leads to the solutions 
 an = an
0 exp(−4π 2n2 Dˆdt∫ );    bn = bn0 exp(−4π 2n2 Dˆdt∫ )
. (10) 
Eq. (10) justifies the introduction of the dimensionless parameter that characterizes the 
extent of the reaction which we will call τ  defined such that 
 τ = Dˆdt∫ . (11) 
We can calculate the initial values of the a and b coefficients directly as 
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an0 = 2 sin(2πnx)dx−ξ 2
ξ 2
∫ = 0
bn0 = 2 cos(2πnx)dx−ξ 2
ξ 2
∫ =
2
πn sin(πnξ )
 . (12) 
This results in the following expressions for the time dependent coefficients 
 an = 0;    bn =
2
πn sin(πnξ )exp(−4π
2n2τ )
. (13) 
In order to reduce the order of the model we define a scalar measure that quantifies the 
degree of mixing, 
  
M =
1− 1ξ q
A(t)
N ρ(q(x))dx−wˆ 2
wˆ 2
∫
1−ξ =
1− 1ξ qdx−ξ 2
ξ 2
∫
1−ξ , (14) 
where wˆ  is defined by the condition ξ = A(t)N ρ(q(x))dx−wˆ 2
wˆ 2
∫  or, equivalently since the 
solution is symmetric dξdwˆ =
A(t)
N ρ(q(wˆ)) . Note that instead of integrating the number 
fraction over a fixed region of space, we are counting the initial number of atoms in the 
unmixed A layer. We then measure mixing by evaluating the number fraction within the 
equivalent number of atoms centered around the middle of the A layer although the 
spatial extent of that layer may be expanding or contracting during interdiffusion. 
 
A formal computation of M can be obtained by integrating Eq. (8). 
 
M = 1− 2
π 2ξ(1−ξ )
1
n2 sin
2(πnξ )exp(−4π 2n2τ )n=1
∞∑
. (15) 
We can also calculate the rate of change of M at any time via the equation  
  
M = 8Dˆ(t)
ξ(1−ξ ) sin
2(πnξ )exp(−4π 2n2τ )n=1
∞∑
. (16) 
We can see that for this case we have two asymptotic limits. In the limit of small  we 
can convert the sums into integrals and obtain 
 , (17) 
 . (18) 
This results in a relationship of the form 
 . (19) 
τ
M ≈ 2
π 2ξ(1−ξ )
1
n2 sin
2(πnξ )[1− exp(−4π 2n2τ )]n=1
∞∑
≈ 4 τ
πξ(1−ξ )
sin2( ξu2 τ )
u2 (1− e
−u2 )du = 2
ξ(1−ξ )
τ
π
0
∞
∫
 
M ≈ 4Dˆ
πξ(1−ξ ) τ sin
2( ξu2 τ )e
−u2 du = Dˆ
ξ(1−ξ ) πτ0
∞
∫
 
M = 2
πξ 2 (1−ξ )2 DˆM
−1
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In the large τ  limit the first term in the series dominates and 
 
M = 1− 2
π 2ξ(1−ξ ) sin
2(πξ )exp(−4π 2τ )
, (20) 
  
M = 8Dˆ(t)
ξ(1−ξ ) sin
2(πξ )exp(−4π 2τ )
. (21) 
So we can write that in this limit 
  
M = 4π 2Dˆ(1−M )
. (22) 
Here 𝐷 𝑡 = !! !!! 𝜌!𝜌!𝐷!""(𝑡), where we define  𝐷!""(𝑡) as the “effective diffusivity” 
since this is the diffusivity one would expect assuming a Fickian process.  Of course, in 
actuality, the process may deviate significantly from this Fickian ideal, but expressing 
intermixing rates in terms of this “effective diffusivity” will be useful for comparing 
these various scenarios.  Furthermore this quantity can be extracted directly from the 
graph of  M vs M.  
 
III. Results and Data Analysis 
There are three different scenarios we observe in our MD simulations corresponding to 
different behavior during mixing: high temperature (1700K to 2000K), intermediate 
temperature (1400K to 1600K) and low temperature (1300K and 1350K) regimes.  
 
At high temperatures, the Al layer melts and Ni atoms dissolve into the liquid Al layer, 
forming a homogenous alloy liquid at the final stage. The dissolution process is very 
quick and no solid solution or B2 NiAl phases form during the reaction. Regarding the 
mixing, the rate of change of M as a function of M in MD simulation is nearly linear as 
shown in Figure 1. From this we can extract the interdiffusivity from the slope using the 
large time asymptotic solution, Eq. (19), as shown in Figure 2(a). Note that Figure 2(b) 
also includes data from temperatures 1500K and 1600K in the late stages when these 
systems also exhibit constant effective interdiffusion coefficients as shown in Figure 3(a). 
We can see that interdiffusivity for high temperatures follows a simple Arrhenius 
relationship very closely, justifying the assumption of an interdiffusion coefficient that is 
nearly independent of composition and which arises from a single kinetic process. From 
the data, the activation energy is 35.77kJ/mole (0.3709 eV) and D0=17.617 Å/ps. 
 
At intermediate temperatures, a solid solution forms at the interface during the 
dissolution process before the whole system melts. The amount of solid solution formed 
at the interface increases with time as shown in Figure 3(b). As mixing proceeds the 
effective interdiffusion coefficient decreases until the solid solution melts. At that time, 
the effective interdiffusion coefficient increases and approaches the value predicted by 
the kinetic parameters measured at high temperature as detailed in the previous paragraph. 
This qualitatively different mixing sequence appears to arise due to the existence of the 
boundary layer formed by the solid solution. The mixing behavior becomes much more 
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complicated and can no longer be described in the framework of a single simple Fickian 
diffusion process.  
 
At lower temperatures, 1300K and 1350K illustrated in Figure 4, the solid solution is 
again observed to form at the interface, and, consequently, the effective interdiffusion 
coefficient decreases dramatically. Then the solid solution dissolves, the effective 
interdiffusion coefficient increases, but almost immediately thereafter we observe the 
nucleation of a B2 phase as shown in Figure 5. The effective interdiffusion coefficient 
decreases as the B2 phase quickly grows to encompass nearly the entire system. 
 
Below 1600K complete mixing is never achieved due to the formation of intermetallic 
phases. We observe that the actual mixing process at these temperatures involves Ni 
atoms dissolving into the molten Al layer. As the Ni concentration increases, the rate of 
dissolution decreases, simultaneously Al atoms diffuse into the solid Ni layer. Thus there 
are two processes occurring during the mixing. A model for this behavior has been 
discussed previously in the literature in the context of reactive bilayers [10-11] and 
solders [42-43].  
 
During pure dissolution, according to Noyes and Whitney’s law [44], the rate of 
dissolution is proportional to the difference between the instantaneous concentration, q at 
time t, and the saturation solubility . Thus the dissolution process should follow 1st 
order kinetics according to the expression 
 . (23) 
The solution of this equation is 
 . (24) 
Here  is mole fraction of Ni atoms in molten Al layer due to pure dissolution. 
 ,  (25) 
where  and  is the half length of the molten Al layer at time t=0.  
Then  
 . (26) 
At the same time, Al atoms also diffuse into Ni layer as described by the diffusion 
equation, 
qNiS
dqNidis (t)
dt = K(qNi
S − qNidis (t))
qNidis (t) = qNiS (1− e−Kt )
qNidis (t)
qNidis (t) =
ρNil(t)
ρNil(t)+ ρAlw0
= l(t)
α + l(t)
α = ρAl
ρNi
w0 w0
l(t) = ρAl
ρNi
1− e−Kt
1− qNiS
qNiS
+ e−Kt
w0 =α
1− e−Kt
1− qNiS
qNiS
+ e−Kt
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 , (27) 
with the initial and boundary conditions 
 . (28) 
Here  is the mole fraction of Al in the Ni solid layer and .  
 
This is known as the Stefan problem, but a case in which the boundary condition in Eq. 
(28) is defined on the non-stationary, moving interface  between the melt Al and 
metal Ni. This problem only has known analytical solutions for cases in which 𝑙 𝑡 = 𝛼 𝑡 [45-46]. However, it is clear that the initial flux due to Al diffusion into the 
solid Ni layer is much smaller than the flux due to Ni dissolution into the molten Al. So, 
we can neglect the effect of the Al diffusion on the velocity of the moving interface. 
 
From this analysis we can compute the mixing measure,  
 
M (t) = qNi (t)1−ζ = 2qNi (t) ≅ 2qNi
dis (t) = 2qNiS (1− e−Kt )
 , (29) 
 
M (t) = qNi (t)1−ζ = 2 qNi (t) ≅ 2 qNi
dis (t) = 2qNiS Ke−Kt = K(2qNiS −M ) = −K(M − 2qNiS )
,  (30) 
Eq. (30) can adequately describe the M (t) vs M curve from our MD data as shown in 
Figures 6 and 7. We can extract K and qNiS , respectively for different temperatures, and, 
as shown in Figure 8, we find a reasonably good Arrhenius fit for the dissolution rate 
constant over the applicable temperature region such that 
 
K(T ) = K0 exp(−
E
RT )  . (31) 
We obtain an activation barrier of 101 kJ/mol (1.046 eV), indicating that the same 
dissolution mechanism dominates the mixing process over the low temperature range 
from 1300K to 1600K.  
 
IV. Summary and conclusions 
We have carried out extensive isothermal MD simulation of interdiffusion in Ni-Al 
multilayers over a broad range of temperatures to explore the kinetic process in different 
temperature regimes. We fit our MD results to a Fickian interdiffusion model and extract 
the effective interdiffusion coefficient.  We conclude that at high temperature the 
assumption of Fickian interdiffusion holds, but that this assumption breaks down at lower 
temperature due to the formation of an intermetallic phase at the boundary. Finally we 
∂qAl
∂t = DAl
∂2qAl
∂x2
qAl (x, t = 0) = 0;  qAl (x = l(t), t) = qAlS
qAlS qAlS =1− qNiS
x = l(t)
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construct a dissolution model to describe the mixing process observed in MD simulations 
at lower temperatures. This model is found to satisfactorily describe the process observed 
at lower temperatures. Activation barriers for both processes have been extracted from 
the data and these indicate that the activation barrier is three times as high at lower 
temperature due to the intermetallic boundary layer. 
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Figure 1: At high temperature, the rate of change of the degree of mixing as a function of 
the degree of mixing in MD simulation follows a straight line as expected for Fickian 
interdiffusion. The slope of these curves is used to extract the effective interdiffusion 
coefficient. 
  
0.4 0.5 0.6 0.7 0.8 0.9 10
0.001
0.002
0.003
0.004
M
dM
/d
t(1
/p
s)
 
 
1700K
1800K
1900K
2000K
  13 
 
Figure 2: The top graph (a) shows that at high temperature, the effective interdiffusion 
coefficient is almost constant, independent of the degree of mixing. The straight lines are 
fits to represent the effective interdiffusion coefficient in the nearly mixed limit. The 
bottom graph (b) shows that an Arrhenius law governs interdiffusion. From this data we 
can extract the effective activation energy of 35.77 kJ/mole (0.3709eV) and the prefactor 
that governs interdiffusion, D0=17.617 Å/ps. 
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Figure 3: At intermediate temperatures, the amount of solid solution at the interface 
increases and the rate of interdiffusion decreases. When the solid solution melts again, 
the effective interdiffusion coefficient increases and approaches its asymptotic value 
represented by the straight line fit.  
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Figure 4:  At 1300K and 1350K, when the amount of solid solution formed at the 
interface increases, the rate of interdiffusion decreases. When the solid solution starts to 
dissolve, the rate of interdiffusion increases correspondingly. Finally the B2 phase 
nucleates and rate of interdiffusion decreases again as B2 phase grows.  
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Figure 5: For simulations performed at 1300K the B2 NiAl phase nucleates and grows to 
encompass nearly the entire system. Al and Ni are shown as blue and white spheres, 
respectively.  
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Figure 6: At intermediate temperature, the rate of change of the degree of mixing as a 
function of the degree of mixing in MD simulation initally decreases linearly 
corresponding to dissolution process. This is followed by a kink when Ni layer totally 
melts and finally approaches its asymptotic value. 
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Figure 7: At low temperature, the rate of change of the degree of mixing as a function of 
the degree of mixing in the simulations initially decreases linearly corresponding to 
dissolution process, followed by formation of solid solution and nucleation of B2 NiAl 
phase. 
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Figure 8: Arrhenius fit for dissolution rate constant reveals an activation barrier of 101 
kJ/mol (1.046 eV). 
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