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TOPOLOGICAL PRESSURE OF PROPER MAP
DONGKUI MA* AND NUANNI FAN
Abstract. Based on the Carathe´odory -Pesin structure theory[11], we intro-
duce three notions of topological pressure of a proper map and provide some
properties of these notions. For the proper map of a locally compact separable
metric space, we prove some variational principles and give some applications.
These are the extensions of results of Pesin, Takens and Verbiski, etc.
1. Introduction
Let f be a continuous map acting on a compact metric space X and ϕ a con-
tinuous function on X. The notion of topological pressure of ϕ was brought to
the theory of dynamical systems by Ruelle[13] and Walters[16], and it was further
developed by Pesin and Pitskel[12]. The topological pressure is a key notion in
dynamical systems and dimension theory. In[11], Pesin used the dimension ap-
proach to the notion of topological pressure, which was based on the Carathe´odory
structure[6](we call it the Carathe´odory -Pesin structure, or briefly, C-P structure).
It is a very powerful tool to study dimension theory and dynamical systems. For
a proper map, Patra˜o[10], Ma and Cai[9] introduced some notions of topological
entropy.
In this paper, by using the C-P structure, we introduce three notions of topo-
logical pressure for a proper map of a metric space. They are the extensions of
the classical topological pressures introduced by Walters[16], Pesin and Pitskel[12]
respectively. Some properties of these notions are provided. For the proper map of
a locally compact separable metric space, we prove some variational principles and
give some applications. These extend results of Pesin[11], Takens and Verbitski[14],
etc.
This paper is organized as follows. In section 2, we introduce the notions of the
topological pressure, the lower and upper capacity topological pressure and give
some basic properties of them. In section 3, we give some further properties. In
section 4, we give some variational principles and applications.
2. Topological pressure and lower and upper capacity topological
pressure introduced in this paper and their some basic properties
In this section, by using the C-P structure[11], the topological pressure and
lower and upper capacity topological pressure are introduced for the proper map
of a metric space.
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Let X be a topological space and f : X → X a proper map, i.e., f is a continuous
map such that the pre-image by f of any compact set is compact. An open set is
called an admissible open set if the closure or the complement of it is compact. An
admissible cover of X is an open and finite cover U of X such that, for each U ∈ U ,
U is an admissible open set.
Let (X, d) be a metric space and denote by B(x, δ) the open ball centered at x
with radius δ > 0. The metric d is called admissible[10] if the following conditions
are satisfied:
(1) If Uδ = {B(x1, δ), · · · , B(xk, δ)} is a cover of X , for every δ ∈ (a, b), where
0 < a < b, then there exists δε ∈ (a, b) such that Uδε is admissible.
(2) Every admissible cover of X has a Lebesgue number.
In [9], the authors proved that for a metric space (X, d), every admissible cover
of X has a Lebesgue number, so the (2) in the definition of admissible metric can
be deleted. From [10], we see that if d is an admissible metric, then for any ε > 0
there exists an admissible cover such that the diameter of this cover is less than ε.
It is easy to see that, if (X, d) is compact, then d is automatically admissible.
Let (X, d) be a metric space and f : X → X a proper map. Given an admissible
cover U of X , denote by Sm(U) the set of all strings U = (Ui0 , Ui1 , · · · , Uim−1)
of length m = m(U), where Uij ∈ U , J = 0, 1, · · · ,m − 1. We put S = S(U) =⋃
m≥0
Sm(U).
To a given string U = (Ui0 , Ui1 , · · · , Uim−1) ∈ S(U) we associate the set
X(U) = {x ∈ X : f j(x) ∈ Uij , j = 0, 1, · · · ,m(U)− 1}.
It is easy to see that X(U) =
m(U)−1⋂
j=0
f−jUij , then X(U) is an admissible open set.
Let ϕ ∈ C(X,R) be bounded, where C(X,R) denotes the space of real-valued con-
tinuous functions of X . Denote (Snϕ)(x) =
∑n−1
k=0 ϕ(f
k(x)). Define the collection
of subsets
F = F(U) = {X(U) : U ∈ S(U)}
and three functions ξ, η, ψ : S(U)→ R+ as follows
ξ(U) = exp
(
sup
x∈X(U)
(Sm(U)ϕ)(x)
)
,
η(U) = exp(−m(U)),
ψ(U) = m(U)−1.
It is easy to verify that the sets S,F and the functions ξ, η, and ψ determine a C-P
structure τ = τ(U) = (S,F , ξ, η, ψ) on X . We say that a collection of strings G
covers a set Z ⊂ X if
⋃
U∈G
X(U) ⊃ Z. For any set Z ⊂ X and α ∈ R, define
M(Z, α, ϕ,U , N) := inf
G
{∑
U∈G
ξ(U)η(U)α
}
= inf
G
{∑
U∈G
exp
(
−αm(U) + sup
x∈X(U)
(Sm(U)ϕ)(x)
)}
,
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and the infimum is taken over all finite or countable collections of strings G ⊂ S(U)
such that m(U) ≥ N for all U ∈ G and G covers Z. Let
m(Z, α, ϕ,U) = lim
N→+∞
M(Z, α,U , N).
For every real numbers α introduce
r(Z, α, ϕ,U) = lim
N→∞
R(Z, α, ϕ,U , N),
r(Z, α, ϕ,U) = lim
N→∞
R(Z, α, ϕ,U , N),
where
R(Z, α, ϕ,U , N) = inf
G
{∑
U∈G
exp
(
−αN + sup
x∈X(U)
(SNϕ)(x)
)}
,
the infimum is taken over all collections of strings G ⊂ S(U) such that m(U) = N
for all U ∈ G and G covers Z. By the definition of C-P structure, define
PZ(ϕ,U) := inf{α : m(Z, α, ϕ,U) = 0} = sup{α : m(Z, α, ϕ,U) =∞},
CPZ(ϕ,U) := inf{α : r(Z, α, ϕ,U) = 0} = sup{α : r(Z, α, ϕ,U) =∞},
CPZ(ϕ,U) := inf{α : r(Z, α, ϕ,U) = 0} = sup{α : r(Z, α, ϕ,U) =∞}.
Lemma 2.1. ([9]) Let (X, d) be a metric space, then every admissible cover of X
has a Lebesgue number.
Theorem 2.2. Let (X, d) be a metric space and d an admissible metric, f : X → X
a proper map, ϕ ∈ C(X,R) bounded. Then for any Z ⊂ X, the following limites
exist:
PZ(ϕ) := lim
|U|→0
PZ(ϕ,U),
CPZ(ϕ) := lim
|U|→0
CPZ(ϕ,U),
CPZ(ϕ) := lim
|U|→0
CPZ(ϕ,U),
where U is admissible cover and |U| denote the diameter of U , i.e., |U| = max{diam(U) :
U ∈ U}.
Proof. We use the similar method as that of [11]. By the Lemma 2.1, let V be
an admissible cover of X with diameter smaller than the Lebesgue number of ad-
missible cover U . One can see that each element V ∈ V is contained in some
element U(V ) ∈ U . To any string V = (Vi0 , · · · , Vim ) ∈ S(V) we associate the
string U(V) = (U(Vi0 ), · · · , U(Vim)) ∈ S(U). If G ⊂ S(V) covers a set Z ⊂ X then
U(G) = {U(V) : V ∈ G} ⊂ S(U) also covers Z. Let γ = γ(U) = sup{|ϕ(x)−ϕ(y)| :
x, y ∈ U,U ∈ U}. Then for every α ∈ R and N > 0
M(Z, α, ϕ,U , N) ≤M(Z, α− γ, ϕ,V , N).
We have that
PZ(ϕ,U)− γ ≤ PZ(ϕ,V).
Since X has admissible cover of arbitrarily small diameter, then
PZ(ϕ,U) − γ ≤ lim
|V|→0
PZ(ϕ,V).
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If |U| → 0, then γ(U)→ 0 and hence
lim
|U|→0
PZ(ϕ,U) ≤ lim
|V|→0
PZ(ϕ,V).
This implies the existence of the first limit. The others can be proved in a similar
fashion. 
We call the quantities PZ(ϕ), CPZ(ϕ, f), CPZ(ϕ) respectively, the topological
pressure and lower and upper capacity topological pressure of the function ϕ on the
set Z(with respect to f). We write PZ,f (ϕ), CPZ,f (ϕ, f),CPZ,f (ϕ) respectively to
emphasize f if we need to.
By the basic properties of the C-P structure[11], we get the following basic
properties.
Theorem 2.3. Let (X, d) be a metric space and d an admissible metric, f : X → X
a proper map. Let ϕ ∈ C(X,R) be bounded. Then
(1) P∅(ϕ) ≤ 0.
(2) PZ1(ϕ) ≤ PZ2(ϕ) if Z1 ⊂ Z2 ⊂ X.
(3) PZ(ϕ) = supi≥1 PZi(ϕ), where Z =
⋃
i≥1 Zi, Zi ⊂ X, i = 1, 2, · · · .
(4) If f is a homeomorphism then PZ(ϕ) = Pf(Z)(ϕ), where Z is any subset
of X.
Theorem 2.4. Let (X, d) be a metric space and d an admissible metric, f : X → X
a proper map. Let ϕ ∈ C(X,R) be bounded. Then
(1) CP ∅(ϕ) ≤ 0, CP ∅(ϕ) ≤ 0;
(2) CPZ1(ϕ) ≤ CPZ2(ϕ), CPZ1(ϕ) ≤ CPZ2(ϕ) if Z1 ⊂ Z2 ⊂ X.
(3) CPZ(ϕ) ≥ supi≥1 CPZi(ϕ) and CPZ(ϕ) ≥ supi≥1 CPZi(ϕ), where Z =⋃
i≥1 Zi, Zi ⊂ X, i = 1, 2, · · · .
Theorem 2.5. Let (X, d) be a metric space and d an admissible metric, f : X → X
a proper map. Let ϕ ∈ C(X,R) be bounded and U an admissible cover of X. Then
for any Z ⊂ X, we have that
CPZ(ϕ,U) = lim
N→+∞
1
N
log Λ(Z,ϕ,U , N),
CPZ(ϕ,U) = lim
N→+∞
1
N
log Λ(Z,ϕ,U , N),
where
Λ(Z,ϕ,U , N) = inf
G
{∑
U∈G
exp
(
sup
x∈X(U)
(SNϕ)(x)
)}
,
the infimum is taken over all finite or countable collections of strings G ⊂ S(U)
such that m(U) = N for all U ∈ G and G covers Z.
We can use the analogous methods as that of [11] to prove the following theorems,
so we omit the proof.
Theorem 2.6. Let (X, d) be a metric space and d an admissible metric, f : X → X
a proper map. Let ϕ, ψ ∈ C(X,R) be bounded. Then for any Z ⊂ X, we have that
| PZ(ϕ) − PZ(ψ) |≤‖ ϕ− ψ ‖,
| CPZ(ϕ) − CPZ(ψ) |≤‖ ϕ− ψ ‖,
| CPZ(ϕ) − CPZ(ψ) |≤‖ ϕ− ψ ‖,
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where ‖ ϕ ‖= supx∈X | ϕ(x) | .
Theorem 2.7. Let (X, d) be a metric space and d an admissible metric, f : X → X
a proper map. Let ϕ ∈ C(X,R) be bounded.
(1) For any Z ⊂ X, if f−1(Z) = Z, then for any admissible open cover U
of X, CPZ(ϕ,U) = CPZ(ϕ,U). Moreover, CPZ(ϕ) = CPZ(ϕ).
(2) As the same conditions as that of (1), if Z is compact set, then PZ(ϕ,U) =
CPZ(ϕ,U) = CPZ(ϕ,U). Moreover, PZ(ϕ) = CPZ(ϕ) = CPZ(ϕ).
Remark 2.8. (1)If X is a compact metric space, then these notions of topological
pressure coincide with those notions of topological pressure introduced by Pesin
and Pitskel[11, 12].
(2)If ϕ = 0, then these notions of topological pressure coincide with those no-
tions of topological entropy introduced by Ma and Cai[9]. If Z = X,ϕ = 0, then
CPX(0) = CPX(0) coincide the topological entropy introduced by Patra˜o[10].
(3)It is easy to see that
PZ(ϕ) ≤ CPZ(ϕ) ≤ CPZ(ϕ), ∀Z ⊂ X.
3. Some further properties of the topological pressure and lower
and upper capacity topological pressure
In this section, we give further properties of these topological pressures.
If X is a locally compact separable metric space, we can associate X with its
one-point compactification, which is denoted by X˜. We have that X˜ is defined as
the disjoint union of X with {∞}, where∞ is some point not in X called the point
at infinity. The topology in X˜ consist of the former open sets in X and the sets
A∪{∞}, where the complement of A in X is compact. Let f : X → X be a proper
map. Defining f˜ : X˜ → X˜ by
f˜(x˜) =
{
f(x˜), x˜ 6=∞
∞, x˜ =∞,
we have that f˜ is also a proper map, called the extension of f to X˜. We note that
the separability of X is equivalent to the metrizability of X˜.
Lemma 3.1. ([10]) Let X be a locally compact separable metric space and d the
metric given by the restriction to X of some metric d˜ on X˜, the one-point com-
pactification of X. Then d is an admissible metric.
Theorem 3.2. Let X be a locally compact separable metric space and d the metric
given by the restriction to X of some metric d˜ on X˜, the one-point compactification
of X. Let f : X → X be a proper map. ϕ ∈ C(X,R) can be continuously extended
to X˜ denoted by ϕ˜, then for any Z ⊂ X, we have the that
PZ,f (ϕ) = P
PP
Z,f˜
(ϕ˜),
CPZ,f (ϕ) = CP
PP
Z,f˜
(ϕ˜),
CPZ,f (ϕ) = CP
PP
Z,f˜ (ϕ˜),
where PPP
Z,f˜
(ϕ˜), CP PP
Z,f˜
(ϕ˜) and CP
PP
Z,f˜ (ϕ˜) denote the Pesin-Pitskel topological pres-
sure, lower and upper capacity topological pressure [11, 12], respectively.
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Proof. Let d be the metric given by the restriction to X of some metric d˜ on X˜. By
Lemma 3.1, we have that d is an admissible metric. Let U = {U0, U1, · · · , Uk−1}
be an admissible cover of X. Let U˜i = {y : ∃x ∈ Ui, d˜(x, y) < |Ui|}, 0 ≤ i ≤ k − 1,
then U˜ = {U˜0, U˜1, · · · , U˜k−1} is an open cover of X˜ and |U| → 0 implies |U˜ | → 0.
Let G ⊂
⋃
n≥N Sn(U) covers a set Z ⊂ X. For any U = (Ui0Ui1 · · ·Uin−1) ∈ G,
define U˜ = (U˜i0 U˜i1 · · · U˜in−1) ∈ Sn(U˜), and denote the collection of all these strings
by G˜, then G˜ covers Z ⊂ X˜. Moreover, we have that
M˜(Z, α, ϕ˜, U˜ , N) ≤M(Z, α− γ, ϕ,U , N),
where γ = γ(U˜) = sup{|ϕ˜(x)− ϕ˜(y)| : x, y ∈ U˜ , U˜ ∈ U˜}. Let N →∞, then
m˜(Z, α, ϕ˜, U˜) ≤ m(Z, α− γ, ϕ,U).
This implies that
PPP
Z,f˜
(ϕ˜, U˜)− γ ≤ PZ,f (ϕ,U).
Let |U| → 0, then |U˜ | → 0, γ → 0, so we have
PZ,f (ϕ) ≥ P
PP
Z,f˜
(ϕ˜).
We are going to show that PZ,f (ϕ) ≤ PPP
Z,f˜
(ϕ˜). If U˜ ε
2
= {B˜(x˜0,
ε
2 ), · · · , B˜(x˜k−1,
ε
2 )}
is a cover of X˜, for every ε ∈ (a, b), where 0 < a < b. By the density of X in X˜, it
follows that there exist {x0, · · · , xk−1} ⊂ X , such that d˜(xi, x˜i) <
ε
2 , 0 ≤ i ≤ k−1.
If x ∈ X , we have that d˜(x, x˜i) <
ε
2 , for some x˜i ∈ {x˜0, · · · , x˜k−1}. Hence it follows
that d(x, xi) ≤ d˜(x, x˜i) + d˜(xi, x˜i) < ε, showing that {B(x0, ε), · · · , B(xk−1, ε)} is
a cover of X. Since d is an admissible metric, there exists δ ∈ (a, b) such that Uδ :=
{B(x0, δ), · · · , B(xk−1, δ)} is an admissible cover of X. For a < ε < δ < b, we have
that
M(Z, α, ϕ,Uδ, N) ≤ M˜(Z, α− γ, ϕ˜, U˜ ε2 , N),
where γ = γ(Uδ) = sup{| ϕ(x)−ϕ(y) |: x, y ∈ B(xi, δ), B(xi, δ) ∈ Uδ}. Let N →∞,
we have
m(Z, α, ϕ,Uδ) ≤ m˜(Z, α− γ, ϕ˜, U˜ ε
2
).
Moreover, PZ,f (ϕ,Uδ)−γ ≤ P
PP
Z,f˜
(ϕ˜, U˜ ε
2
). Let b→ 0, then ε→ 0, δ → 0 and γ → 0.
Then
PZ,f (ϕ) ≤ P
PP
Z,f˜
(ϕ˜).
Hence PZ,f (ϕ) = P
PP
Z,f˜
(ϕ˜). The others can be proved in a similar fashion. 
Remark 3.3. It is easy to see that this theorem is an extension of Theorem 4.3 in
[9].
Theorem 3.4. Let X be a locally compact separable metric space and d the metric
given by the restriction to X of some metric d˜ on X˜, the one-point compactification
of X. Let f : X → X be a proper map. ϕ ∈ C(X,R) can be continuously extended
to X˜ denoted by ϕ˜, then
PX,f (ϕ) = P
PP
X˜,f˜
(ϕ˜),
CPX,f (ϕ) = CP
PP
X˜,f˜
(ϕ˜),
CPX,f (ϕ) = CP
PP
X˜,f˜ (ϕ˜).
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Proof. From Theorem 3.2 and a property of Pesin-Pitskel pressure, we have
PX,f (ϕ) = P
PP
X,f˜
(ϕ˜) ≤ PPP
X˜,f˜
(ϕ˜).
On the other hand, Let U = {U0, U1, · · · , Uk−1} be an admissible cover of X. Define
U˜i = {y : ∃x ∈ Ui, d˜(x, y) < |Ui|}, 0 ≤ i ≤ k − 1, then U˜ = {U˜0, U˜1, · · · , U˜k−1} is
a cover of X˜ and if |U| → 0 then |U˜ | → 0. Suppose G ⊂
⋃
n≥N Sn(U) cover X . For
any U = (Ui0Ui1 · · ·Uim−1) ∈ G, define U˜ := (U˜i0 U˜i1 · · · U˜im−1). Denote the all this
strings by G˜, i.e., G˜ = {U˜ : U ∈ G}. Let ε = min0≤i≤k−1 |Ui|, then there exists x ∈
X , such that d˜(x,∞) < ε, d˜(f˜(x), f˜ (∞)) < ε, · · · , d˜(f˜m−1(x), f˜m−1(∞)) < ε.
Since G covers X , then there exists U0 = (Ui0Ui1 · · ·Uim−1) ∈ G, such that x ∈
X(U0), Let U˜0 = (U˜i0 U˜i1 · · · U˜im−1) ∈ G˜, then ∞ ∈ X˜(U˜0). So G˜ covers X˜ . Hence
M˜(X˜, α, ϕ˜, U˜ , N) ≤M(X,α− γ, ϕ,U , N),
where γ = γ(U˜) = sup{|ϕ˜(x)− ϕ˜(y)| : x, y ∈ U˜ , U˜ ∈ U˜}. Let N →∞, we have
m˜(X˜, α, ϕ˜, U˜) ≤ m(X,α− γ, ϕ,U).
Moreover
PPP
X˜,f˜
(ϕ˜, U˜)− γ ≤ PX,f (ϕ,U).
If |U| → 0, then |U˜ | → 0 and γ → 0 and hence
PPP
X˜,f˜
(ϕ˜) ≤ PX,f (ϕ).
So
PPP
X˜,f˜
(ϕ˜) = PX,f (ϕ).
The others can be proved in a similar fashion. 
Remark 3.5. We can see that this theorem extends a result of Patra˜o[10].
Corollary 1. Let X be a locally compact separable metric space and d the metric
given by the restriction to X of some metric d˜ on X˜ , the one-point compactification
of X . Let f : X → X be a proper map. ϕ ∈ C(X,R) can be continuously extended
to X˜ denoted by ϕ˜, then for any n ∈ N, we have
PX,fk(Skϕ) = kPX,f (ϕ).
Proof. For any n ∈ N, by the Theorem 3.4 we have
PX,fk(Skϕ) = P
PP
X˜,f˜k
(Skϕ˜),
PX,f (ϕ) = P
PP
X˜,f˜
(ϕ˜).
From [15] we have that
PPP
X˜,f˜k
(Skϕ˜) = kP
PP
X˜,f˜
(ϕ˜).
So
PX,fk(Skϕ) = kPX,f (ϕ).

Remark 3.6. Under the conditions of Theorem 3.4, one can also extend the other
properties of the classical topological pressure[15].
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4. Some variational principles.
In this section we present some variational principles involving the topological
pressure.
Theorem 4.1. (partial variational principle) Let X be a locally compact separable
metric space and d the metric given by the restriction to X of some metric d˜ on X˜,
the one-point compactification of X. Let f : X → X be a proper map. ϕ ∈ C(X,R)
can be continuously extended to X˜ denoted by ϕ˜, M(X, f) 6= ∅, then
PX(ϕ) ≥ sup
{
hµ(f) +
∫
ϕdµ : µ ∈M(X, f)
}
,
where M(X, f) denotes the set of all f−invariant probability measures on X and
hµ(f) is the measure-theoretic entropy of f with respect to µ ∈M(X, f).
Proof. If µ ∈M(X, f), define µ˜(A˜) = µ(A˜∩X). It is immediate that µ˜ ∈M(X˜, f˜),
since X and {∞} are f˜−invariant sets. It is also immediate that µ˜({∞}) = 0,∫
ϕ˜ dµ˜ =
∫
ϕ dµ and hµ(f) = hµ˜(f˜). By Theorem 3.4 and the classical variational
principle [15], we have that
PX,f (ϕ) = P
PP
X˜,f˜
(ϕ˜)
= sup
{
hµ˜(f˜) +
∫
X˜
ϕ˜ dµ˜ : µ˜ ∈M(X˜, f˜)
}
≥ sup
{
hµ(f) +
∫
X
ϕ dµ : µ ∈M(X, f)
}
.

Remark 4.2. Under the conditions of Theorem 4.1. If ϕ = 0, Patra˜o[10] proved
that
(4.1) sup {hµ(f) : µ ∈M(X, f)} = sup
{
hµ˜(f˜) : µ˜ ∈M(X˜, f˜)
}
and h(f) = h(f˜), where h(f) denotes the Patra˜o topological entropy[10] and h(f˜)
denotes the classical topological entropy[1]. By the classical variational principle[15],
we have that
h(f˜) = sup
{
hµ˜(f˜) : µ˜ ∈M(X˜, f˜)
}
.
Combining (4.1) we have that
PX,f (0) = P
PP
X˜,f˜
(0) = h(f˜) = h(f) = sup {hµ(f) : µ ∈M(X, f)} ,
i.e., if ϕ = 0, then the equality holds in Theorem4.1. We can construct an example
which says that the inequality holds in Theorem4.1. Let X = R, f : X → X be a
homeomorphism, defining ϕ : X → R by
ϕ(x) =
{
arccot(x), x < 0
arccot(−x), x ≥ 0,
then ϕ˜ : X˜ → R,
ϕ˜(x) =
{
ϕ(x), x ∈ X
pi, x =∞.
The graph of ϕ is in Figure 1. X˜ and the unit circle are homeomorphic. Since
h(f) = sup {hµ(f) : µ ∈M(X, f)} = sup
{
hµ˜(f˜) : µ˜ ∈M(X˜, f˜)
}
= h(f˜) = 0, then
TOPOLOGICAL PRESSURE OF PROPER MAP 9
hµ(f) = hµ˜(f˜) = 0, ∀µ ∈ M(X, f), ∀µ˜ ∈ M(X˜, f˜). Let µ˜1 ∈ M(X˜, f˜) such that
µ˜1({∞}) = 1. Then
∫
X˜
ϕ˜ dµ˜1 = pi. Moreover,
sup
{
hµ˜(f˜) +
∫
X˜
ϕ˜ dµ˜ : µ˜ ∈M(X˜, f˜)
}
≥
∫
X˜
ϕ˜ dµ˜1 = pi.
On the other hand,
sup
{
hµ(f) +
∫
X
ϕ dµ : µ ∈M(X, f)
}
= sup
{∫
X
ϕ dµ : µ ∈M(X, f)
}
< pi.
 
 y
x
pi
pi/2
Figure 1. The graph of ϕ(x)
ϕ(x)
Theorem 4.3. (Inverse variational principle) Let X be a locally compact separable
metric space and d the metric given by the restriction to X of some metric d˜ on X˜,
the one-point compactification of X. Let f : X → X be a proper map. ϕ ∈ C(X,R)
can be continuously extended to X˜ denoted by ϕ˜, M(X, f) 6= ∅, then for any µ ∈
M(X, f), we have that
hµ(f) +
∫
ϕdµ = inf{PZ,f (ϕ) : Z ⊂ X,µ(Z) = 1}.
Proof. If µ ∈M(X, f), defining µ˜(A˜) = µ(A˜ ∩X), then µ˜ ∈M(X˜, f˜) and hµ(f) =
hµ˜(f˜). If Z ⊂ X and µ(Z) = 1, then µ˜(Z) = 1. If Z˜ ⊂ X˜,∞ ∈ Z˜ and µ˜(Z˜) = 1,
then µ(Z˜ ∩X) = 1 and µ˜({∞}) = 0. Pesin[11] gave that
hµ˜(f˜) +
∫
X˜
ϕ˜dµ˜ = inf{PPP
Z˜,f˜
(ϕ˜) : Z˜ ⊂ X˜, µ˜(Z˜) = 1}.
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Applying Theorem 3.2 and the Pesin’s result, we have that
hµ(f) +
∫
ϕdµ = hµ˜(f˜) +
∫
X˜
ϕ˜dµ˜
= inf{PPP
Z˜,f˜
(ϕ˜) : Z˜ ⊂ X˜, µ˜(Z˜) = 1}
= inf{PPP
Z,f˜
(ϕ˜) : Z ⊂ X,µ(Z) = 1}
= inf{PZ,f (ϕ) : Z ⊂ X,µ(Z) = 1}.

Remark 4.4. It is easy to see that this theorem extends a result of Pesin[11].
5. Multifractal analysis of local entropies for expansive
homeomorphism with specification.
In this section, as some applications of the topological pressure of a proper map
for a locally compact separable metric space, we give some results of multifractal
analysis of local entropies for expansive homeomorphisms with specification. These
results extend the results of Takens and Verbitski [14].
Let (X, d) be a metric space and f : X → X a proper map, we say that f with
the specification property if for any ε > 0 there exists an integer m = m(ε) such
that for arbitrary finite intervals Ij = [aj , bj ] ⊂ N, j = 1, · · · , k, such that
dist(Ii, Ij) ≥ m(ε), i 6= j,
and any x1, · · · , xk in X there exists a point x ∈ X such that
d(fp+aj (x), fp(xj)) < ε
for all p = 0, · · · , bj − aj and every j = 1, · · · , k.
Lemma 5.1. ([9]) Let X be a locally compact separable metric space, f : X → X
be a proper map with the specification property respect to the metric that is the
restriction of some metric on X˜. Then f˜ satisfies the specification property too,
where f˜ is the extension of f .
Let X be a metric space and f : X → X a homeomorphism. An admissible
cover α of X is called a generator for f if for every bisequence {An}∞−∞ of members
of α the set
⋂∞
n=−∞ f
−nA¯n contains at most one point of X. If this condition is
replaced by
⋂∞
n=−∞ f
−nAn contains at most one point of X then α is called a weak
generator.
Lemma 5.2. If f : X → X is a homeomorphism of a locally compact separable
metric space, then f has a generator iff f has a weak generator.
Proof. A generator is clearly a weak generator. Now suppose β is a weak generator
for f, β = {B1, · · · , Bs}. Suppose d is the restriction of some metric d˜ on X˜, the
one-point compactification of X. By the Lemma 2.1, β has a Lebesgue number.
denoted by δ. By the Lemma 3.1, there exists an admissible cover of X, denoted
by α such that the diameter of α is less than δ. So if {An}∞−∞ is a bisequence in α
then for any n there exists jn with A¯in ⊆ Bjn . Hence
∞⋂
n=−∞
f−nA¯in ⊆
∞⋂
n=−∞
f−nAjn ,
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which is either empty or a single point. So α is a generator. 
Let (X, d) be a metric space and f : X → X a homeomorphism, we say that
f is expansive if there exists δ > 0 with the property that if x 6= y then there
exists n ∈ Z with d(fn(x), fn(y)) > δ. We call δ an expansive constant for f.
Lemma 5.3. Let f : X → X be a homeomorphism of a locally compact separable
metric space (X, d) and d the restriction of some metric d˜ on X˜, the one-point
compactification of X. Then f is expansive iff f has a generator iff f has a weak
generator.
Proof. By Lemma 5.2 it suffices to show f is expansive iff f has a generator. Let δ
be an expansive constant for f and α an admissible cover of radius less than δ/2.
Suppose x, y ∈
⋂∞
n=−∞ f
−nA¯n where An ∈ α. Then d(fn(x), fn(y)) ≤ δ, ∀n ∈ Z.
So, by assumption x = y. Therefore α is a generator. On the other hand, suppose
α is a generator. Let δ be a Lebesgue number for α. If d(fn(x), fn(y)) ≤ δ,
∀n ∈ Z. Then for ∀n ∈ Z, there exists An ∈ α with fn(x), fn(y) ∈ An and so,
x, y ∈
⋂∞
n=−∞ f
−nAn. Since this intersection contains at most one point we have
x = y. Hence f is expansive. 
Remark 5.4. Lemma 5.2 and Lemma 5.3 are the extensions of the results of the
compact systems[15].
Lemma 5.5. Let f : X → X be an expansive homeomorphism of a locally compact
separable metric space (X, d), where d is the restriction of some metric d˜ on X˜, the
one-point compactification of X. Then f˜ is an expansive homeomorphism, where f˜
is the extension of f.
Proof. By the Lemma 5.3, f has a weak generator. Now suppose α is the weak
generator, α = {A1, · · · , Ak}. By Lemma 2.2, α has Lebesgue number. Let δ
be a Lebesgue number for α. Denote the open ball in X˜ of radius δ/2 centered
in ∞ by B˜(∞, δ/2). Let β = {A1, · · · , Ak, B˜(∞, δ/2)}, then β is an open cover
of X˜. For every bisequence {Bn}∞−∞ of members of β, if B˜(∞, δ/2) 6∈ {Bn}
∞
−∞,
then
⋂∞
n=−∞ f
−nBn contains at most one point. If B˜(∞, δ/2) ∈ {Bn}∞−∞, suppose
B˜(∞, δ/2) = Bk, then there exists Aj ∈ α, such that Bk − {∞} ⊆ Aj . Then
∞⋂
n=−∞
f−nBn = f
−kBk ∩
∞⋂
n=−∞,n6=k
f−nBn
⊆ ({∞} ∪ f−kAj) ∩
∞⋂
n=−∞,n6=k
f−nBn
= f−kAj ∩
∞⋂
n=−∞,n6=k
f−nBn
also contains at most one point. Then β is a weak generator of f˜ and f˜ is expansive.

Following Krin and Katok [5], we introduce the notions of local entropy of a
proper map.
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Definition 5.6. Let (X, d) be a metric space and f : X → X a proper map, we
introduce the lower and upper local entropies at x ∈ X as follows
hµ(f, x) := lim
ε→0
lim inf
n→∞
−
1
n
logµ(Bn(x, ε)),
hµ(f, x) := lim
ε→0
lim sup
n→∞
−
1
n
logµ(Bn(x, ε)),
where µ is a Borel probability measure on X and Bn(x, ε) is the Bowen ball of x.
We say that the local entropy exists at x if
hµ(f, x) = hµ(f, x).
In this case the common value will be denoted by hµ(f, x).
Similar to the compact systems, we introduce the following notions.
Definition 5.7. Let f : X → X be a proper map of metric space (X, d) and ϕ ∈
C(X,R). A member µ ∈M(X, f) is called an equilibrium state for ϕ if
PX(ϕ) = hµ(f) +
∫
ϕdµ.
Definition 5.8. Let (X, d) be a metric space and f : X → X a proper map, we
say that ϕ ∈ Vf (X) if it is continuous and there exist ε > 0 and K > 0 such that
for all n ∈ N,
d(fk(x), fk(y)) < ε, k = 0, · · · , n− 1⇒ |Sn(ϕ)(x) − Sn(ϕ)(y)| < K.
Following [2] and [14], we introduce a multifractal spectrum for (local) entropies.
For every α consider a level set of local entropy
Kα = {x ∈ X : hµ(f, x) = α},
and the corresponding multifractal decomposition on level sets
X =
⋃
α
Kα
⋃
{x ∈ X : hµ(f, x)does not exist}.
We can use the topological entropy of proper map introduced in [9], to measure
the size of sets{Kα}. Namely, define a multifractal spectrum for local entropies as
follows:
EE(α) = hKα(f).
For compact systems, we have the following result.
Theorem 5.9. ([3, 13, 8]) Let X be a compact metric space and f : X → X an
expansive homeomorphism with specification and ϕ ∈ Vf (X), then there exists a
unique measure µϕ such that
PX(ϕ) = hµϕ(f) +
∫
ϕdµϕ,
where PX(ϕ) is the classical topological pressure [15] and coincide with P
PP
X (ϕ).
Moreover, µϕ is ergodic, positive on open sets and mixing.
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Theorem 5.10. ([14]) Let f be an expansive homeomorphism with the specification
property of a compact metric space (X, d). Let ϕ ∈ Vf (X) and µ = µϕ be the
corresponding equilibrium state. Then
(1) For µ− a.e.x ∈ X the local entropy at x exists and
hµ(f, x) = hµ(f) = PX(ϕ) −
∫
ϕdµ.
(2) For any q ∈ R define the function
T (q) = PX(qϕ) − qPX(ϕ).
Then T (q) is a convex C1 function of q. Moreover, T (0) = h(f), T (1) = 0, for
every q ∈ R one has T
′
(q) =
∫
ϕdµq −PX(ϕ) ≤ 0, where µq is the equilibrium state
for ϕq = qϕ − PX(qϕ), PX(ϕ) is the classical topological pressure[15], h(f) is the
classical topological entropy[1].
(3) Put α(q) = −T
′
(q). Then
EE(α(q)) := hKα(q)(f) = T (q) + qα(q),
where hZ(f) denotes the Bowen topological entropy [4] of any subset Z ⊆ X. Define
α = inf
q
α(q) = lim
q→+∞
α(q),
α = sup
q
α(q) = lim
q→−∞
α(q).
Then Kα = ∅ if α 6∈ [α, α]. It means that the domain of the multifractal spectrum
for local entropies α→ EE(α) is the range of the function q → −T
′
(q).
(4) If the equilibrium state µ for the potential ϕ is not a measure of maximal
entropy, then the relation between EE and T (q) can be written in the following
variational form:
EE(α) = inf
q∈R
(T (q) + qα), α ∈ (α, α),
T (q) = sup
α∈(α,α)
(EE(α)− qα), q ∈ R.
This implies that EE is strictly concave and continuously differentiable on (α, α)
with the derivative given by E
′
E(α) = q, where q ∈ R is such that α = −T
′
(q).
(5) For every q ∈ R, q 6= 1, the following limit exists:
hµ(f, q) = lim
ε→0
lim
n→∞
−
1
n(q − 1)
log
∫
µ(Bn(x, ε))
q−1dµ.
For q 6= 1 one has
hµ(f, q) = −
T (q)
q − 1
.
The family of correlation entropies hµ(f, q) depends continuously on q and
hµ(f, 0) = h(f),
hµ(f, 1) := lim
q→1
hµ(f, q) = hµ(f).
Lemma 5.11. Let f : X → X be an expansive homeomorphism with specification
of a locally compact separable metric space (X, d), where d is the restriction of
some metric d˜ on X˜, the one-point compactification of X. If ϕ ∈ C(X,R) can
be continuously extended to X˜ denoted by ϕ˜, ϕ˜ ∈ V
f˜
(X˜). Then there exists an
equilibrium state for ϕ.
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Proof. By Lemma 5.5 and Lemma 5.1, we have that f˜ : X˜ → X˜ be an expansive
homeomorphism with specification. Since ϕ˜ ∈ V
f˜
(X˜), by Theorem 5.9, there exists
an unique equilibrium state µ˜, such that
P
X˜,f˜
(ϕ˜) = hµ˜(f˜) +
∫
X˜
ϕ˜dµ˜.
Moreover, µ˜ is ergodic and positive on open sets. So
µ˜({∞}) = 0.
Define µ = µ˜|B(X), then µ ∈ M(X, f) and hµ˜(f˜) = hµ(f),
∫
X˜
ϕ˜dµ˜ =
∫
X
ϕdµ. By
Theorem 3.4, we have P
X˜,f˜
(ϕ˜) = PX,f (ϕ). Then PX,f (ϕ) = hµ(f) +
∫
X
ϕdµ. 
Based on the Lemma 5.11, we have the following result, which is the extension
of Theorem 5.10.
Theorem 5.12. Let f : X → X be an expansive homeomorphism with specification
of a locally compact separable metric space (X, d), where d is the restriction of
some metric d˜ on X˜, the one-point compactification of X. If ϕ ∈ C(X,R) can be
continuously extended to X˜ denoted by ϕ˜, ϕ˜ ∈ V
f˜
(X˜) and µ is the corresponding
equilibrium state for ϕ, then
(1) For µ− a.e.x ∈ X the local entropy at x exists and
hµ(f, x) = hµ(f) = PX,f (ϕ)−
∫
X
ϕdµ.
(2) For any q ∈ R define the function
T (q) = PX,f (qϕ) − qPX,f (ϕ).
Then T (q) is a convex C1 function of q. Moreover T (0) = h(f), T (1) = 0; for
every q ∈ R one has T
′
(q) =
∫
X
ϕ dµq − PX,f (ϕ) ≤ 0, where µq is the equilibrium
state for ϕq = qϕ− PX,f (qϕ), h(f) is the Patra˜o topological entropy [10].
(3) Put α(q) = −T
′
(q). Then
EE(α(q)) := hKα(q)(f) = T (q) + qα(q).
Define
α = inf
q
α(q) = lim
q→+∞
α(q),
α = sup
q
α(q) = lim
q→−∞
α(q).
Then Kα = ∅ if α 6∈ [α, α]. It means that the domain of the multifractal spectrum
for local entropies α→ EE(α) is the range of the function q → −T
′
(q), where hZ(f)
denote the Ma-Cai topological entropy[9].
(4) If the equilibrium state µ for the potential ϕ is not a measure of maximal
entropy, then the relation between EE and T (q) can be written in the following
variational form:
EE(α) = inf
q∈R
(T (q) + qα), α ∈ (α, α),
T (q) = sup
α∈(α,α)
(EE(α)− qα), q ∈ R.
This implies that EE is strictly concave and continuously differentiable on (α, α)
with the derivative given by E
′
E(α) = q, where q ∈ R is such that α = −T
′
(q).
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(5) For every q ∈ R, q 6= 1, the following limit exists:
hµ(f, q) = lim
ε→0
lim
n→∞
−
1
n(q − 1)
log
∫
µ(Bn(x, ε))
q−1dµ.
For q 6= 1 one has
hµ(f, q) = −
T (q)
q − 1
.
The family of correlation entropies hµ(f, q) depends continuously on q and
hµ(f, 0) = h(f),
hµ(f, 1) := lim
q→1
hµ(f, q) = hµ(f).
Proof. (1) By Lemma 5.5 and Lemma 5.1 , we have that f˜ : X˜ → X˜ be an expansive
homeomorphism with specification. By Lemma 5.9 , ϕ˜ has an equilibrium state µ˜,
Applying Theorem 5.10, we have that for µ˜ − a.e.x ∈ X˜ the local entropy exists
and
hµ˜(f˜ , x) = hµ˜(f˜) = PX˜,f˜ (ϕ˜)−
∫
X˜
ϕ˜ dµ˜.
By Lemma 5.11, ϕ has an equilibrium state µ = µ˜|B(X), hµ˜(f˜) = hµ(f),
∫
X˜
ϕ˜ dµ˜ =∫
X
ϕdµ. Moreover, for µ− a.e.x ∈ X, hµ˜(f˜ , x) = hµ(f, x). Combining Theorem 3.4,
we have that for µ− a.e.x ∈ X the local entropy exists and
hµ(f, x) = hµ(f) = PX,f (ϕ)−
∫
X
ϕdµ.
(2) By Theorem 3.4, we have that PX,f (ϕ) = PX˜,f˜(ϕ˜), then
T (q) = PX,f (qϕ)− qPX,f (ϕ) = PX˜,f˜(qϕ˜)− qPX˜,f˜ (ϕ˜) := T˜ (q), ∀q ∈ R.
Applying Theorem 5.10, we have that T (q) is a convex C1 function of q, T (0) =
T˜ (0) = h(f˜). By a result of Patra˜o[10], we have that h(f˜) = h(f), then T (0) = h(f).
It is easy to see that T (1) = 0. For every q ∈ R one has
T
′
(q) = T˜
′
(q)
=
∫
X˜
ϕ˜dµ˜q − PX˜,f˜ (ϕ˜)
=
∫
X
ϕdµq − PX,f (ϕ) ≤ 0,
where µ˜q is the equilibrium state for ϕ˜q = qϕ˜− PX˜,f˜ (qϕ˜) and µq = µ˜q|B(X) is the
equilibrium state for ϕq = qϕ− PX(qϕ).
(3) Let α(q) = −T
′
(q), then from (2) we have that α(q) = −T˜
′
(q). Then
K˜α(q) = {x ∈ X˜ : hµ˜(f˜ , x) = α(q)} = {x ∈ X : hµ(f, x) = α(q)} = Kα(q),
or
K˜α(q) = {x ∈ X˜ : hµ˜(f˜ , x) = α(q)} = {x ∈ X : hµ(f, x) = α(q)}∪{∞} = Kα(q)∪{∞}.
Combining the fact h{∞}(f˜) = 0, Theorem 3.2 and Theorem 2.3, we have that
EE(α(q)) := hKα(q)(f) = hKα(q)(f˜) = hK˜α(q)(f˜) = T˜ (q) + qα(q) = T (q) + qα(q).
The others hold from Theorem5.10.
16 DONGKUI MA* AND NUANNI FAN
(4) For any α ∈ (α, α), we have that
K˜α = {x ∈ X˜ : hµ˜(f˜ , x) = α} = {x ∈ X : hµ(f, x) = α} = Kα,
or
K˜α = {x ∈ X˜ : hµ˜(f˜ , x) = α} = {x ∈ X : hµ(f, x) = α} ∪ {∞} = Kα ∪ {∞}.
If the equilibrium state µ for the potential ϕ is not a measure of maximal entropy,
then combining Theorem 2.3, Theorem 3.2 and Theorem 5.10, we have that
EE(α) := hKα(f) = hKα(f˜) = hK˜α(f˜) = infq∈R
(T˜ (q) + qα) = inf
q∈R
(T (q) + qα),
T (q) = T˜ (q) = sup
α∈(α,α)
(EE(α) − qα).
The others hold from Theorem5.10.
(5) Since µ = µ˜|B(X) and µ˜({∞}) = 0, one has
lim
ε→0
lim
n→∞
−
1
n(q − 1)
log
∫
X
µ(Bn(x, ε))
q−1dµ
= lim
ε→0
lim
n→∞
−
1
n(q − 1)
log
∫
X˜
µ˜(B˜n(x, ε))
q−1dµ˜.
By Theorem 5.10, the second limit exists, so the first limit exists too, which denoted
by hµ(f, q). Then hµ(f, q) = hµ˜(f˜ , q). The other three equations hold from Theorem
5.10.

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