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Abstract
This thesis proposes new partitioning methods for the Ink Drop Spread (IDS)
method, which is the machine learning technique based on the idea of soft computing.
Soft computing is a robust, low-cost, and tractable computing method in compar-
ison with classical mathematical approaches. The IDS method has been proposed
on the basis of the idea of soft computing. This method extracts the input-output
relation of the target system as the simple pattern information, and integrates those
patterns to model the target system. The method divides a multi-input-single-output
(MISO) target system into multiple single-input-single-output (SISO) systems, and
models each SISO system by plotting input/output data. In order to generate mul-
tiple patterns for each SISO system, the IDS method projects the input-output data
of the target system onto the two-dimensional planes. The IDS method must divide
the input domains which aect the target system, and make multiple patterns for
accurately modeling the target system. Therefore it is important for the IDS method
to decide the partitions of each input domain. Then some partitioning methods have
been proposed.
First, this thesis describes other soft computing methods and adjustment methods
of parameters used by these methods in the second chapter.
The third chapter describes the IDS method and existing methods.
The fourth chapter describes proposed partitioning methods. Existing partitioning
methods have the problem that they are likely to generate too many partitions and
thus require a long processing time. Therefore we propose a new partitioning methods
for the IDS method. First proposed method extracts the information useful for decid-
ing appropriate partitions from the images generated on the two-dimensional plane,
ii
decides partitions using that information, and adjusts the generated partitions. Sec-
ond proposed method divides input domains by considering the relationship between
inputs.
The fth chapter describes comparing proposed method with the existing partition
methods. Furthermore, through comparing proposed methods with other model-
ing methods such as Feedforward Neural Network and Support Vector Machine, we
demonstrate that our IDS method is more eective in approximating complex func-
tions and solving classication problems.
The sixth chapter describes the summary of the result of the fth chapter and the
consideration.
Finally, this thesis summarize usefulness of proposed partitioning methods for the
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Ink Drop Spread (IDS)法もこのソフトコンピューティングの概念に基づき，Shouraki















IDS法では多入力 1出力の対象システムを複数の 1入力 1出力システムに分け，この
2 第 1章 序論






ら最も精度のよいものを探索し，分割表現を決定するMurakami and Hondaの手法 [14]





























































(x1; x2)，出力を y として
y = f(x1; x2) (2.1)
を表現する場合，入力の集合を Xi(i = 1;    ; n)，出力の集合を Yj とすると式 (2.1)は
Yj = f(Xi) (2.2)
と表され，ファジィルールは
Ri : If x1 is Ak1 and x2 is Al2 then y = Bj
(i = 1;    ; n; j = 1;    ;m; k = 1;    ;m1; l = 1;    ;m2) (2.3)
と表される．ここで Ri は i番目のファジィルール，Ak1，Al2 は集合 Xi の x1，x2 軸上
のファジィ集合を規定するメンバーシップ関数のラベル，Bj は Yj を規定するメンバー
シップ関数のラベル，nはルール数，m，m1，m2 はメンバーシップ関数の数である．メ
ンバーシップ関数は xや y が Aや B に属する度合を示す．
ファジィ推論でこれらの複数のファジィルールから推論値 y^ を求めるには，


































wkjxj   wk0) (2.7)
ここで wk0 は k 番目のニューロンのバイアスであり，wkj は j 番目の入力と k 番目の






次に結合強度 wkj，Wik の訓練方法の 1つである誤差逆伝搬法について述べる．誤差逆





(y^   y)2 (2.9)
この評価関数 E が最小となるように，最急降下法をもちいて結合強度 wkj，Wik の調整
を行う．この際，誤差から出力層とニューロンの結合強度を調整し，その調整量から入力
層とニューロンの結合強度を調整することから，誤差逆伝搬法と呼ばれる．調整前の結合
強度を wkj(t)，Wik(t)，調整後の結合強度を wkj(t+ 1)，Wik(t+ 1)とすると式 (2.10)，
(2.11)となる．












おり，pruning algorithm[18]と constructive algorithm[10]がある．pruning algorithm
では必要よりも大きいネットワークを作成し，使用されないニューロンを削除していく．
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5. 予め設定した世台数になるまで 2  4を繰り返し，染色体を変化させる．
2.5 融合型




採用している．ファジィルールは入力を xj(j = 1;    ;m)とし，出力を y として
Ri : If x1 is Ai1i    and xm is Aimi then y = wi
ここで Aiji(i = 1;    ; n)は前件部のメンバーシップ関数，wi は後件部の実数値を表す．
前件部のメンバーシップ関数 Aiji はルール毎に設定されている．メンバーシップ関数の
2.5 融合型 9
図 2.3 Genetic fuzzy system における染色体





aiji aiji 1 (xi   aiji 1); aiji 1  xi  aiji
1  1aiji+1 aiji (xi   aiji); aiji  xi  aiji+1

















aij(t+ 1) = aij(t) K @E
@aij
(2.15)
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Genetic fuzzy system では染色体にメンバーシップ関数の形状やファジィルールにも
ちいるメンバーシップ関数の番号をもちいることで，より問題に適したファジィルールを
探索する手法である．ここで染色体としてもちいるメンバーシップ関数は，2.2節のファ
ジィルールにおける Ak1，Al2 や Bj のことであり，三角型メンバーシップ値の幅と中心
位置を交互に並べることで表現される．またファジィルールの構造も染色体として表し，
図 2.3のようにファジィルール Ri において，入力 xk の何番目のメンバーシップ関数を
利用するか，Bl は何番目のファジィルールに関係するかといった形で表現される．IDS















各入力 xi (i = 1; 2; : : : ; N)と出力 y の関係を xi   y 平面にデータを射影することから始

























で処理を表すことができる．図 3.2は 2入力 1出力 (x1; x2; y)の対象システムにおいて，
各入力を (B11; B12)，(B21; B22)で分割した場合の IDS法の構造である．ここで分割位
置 Bij は入力 xi の j 番目の分割位置である．
入力層では予め与えられた各入力の分割位置 Bij に従い学習データを分類し，x  y 平
面に射影する．射影される xi   y 平面は
B1k  x1 < B1k+1 ;    ; Bjl  xj < Bjl+1 ;    ; BNm  xN < BNm+1
となる xi   y 平面 (i 6= j) (3.1)
のように，条件付きで作成される．一般に，作成される平面の総数 Lは，各入力の分割数








mj ; j 6= i (3.3)
となる．ここで li は入力 xi の平面の数である．多入力 1 出力の学習データ (xi; y) (i =
1; 2; : : : ; N) が与えられた場合，N 個の xi   y 平面に射影されたデータが作成される．
ここで図 3.2 の，2 入力 1 出力 (x1; x2; y) 対象システムの各入力を 3 分割した場合を
例として入力層の説明を行う．図 3.3 に示すデータが対象システムから得られたとす
る．入力は (x1; x2)，出力は y であり，ここでは 0:00  x1; x2  1:00 と規格化して
いる．0:00  x2 < B21 となる x1   y 平面，B21  x2 < B22 となる x1   y 平面，
B22  x2  1:00となる x1   y 平面が作成され，x2   y 平面についても同様のため 6種
の平面が作成され，学習データが図 3.4のように射影される．
モデリング層では各平面に射影された学習データを受け取り，各平面毎にパターン情報
を作成する．パターン情報を作成する際には x  y 平面は離散化して表現しており，平面














(x  j)2 + (y   k)2
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図 3.3 2入力 1出力システムのデータ
図 3.4 x1   y 平面に射影されたデータ
3.2 アルゴリズム 15
図 3.5 x1   y 平面のパターン情報と抽出される特徴
となる．これを射影されたデータ全てについて行い，平面のインク濃度 Djk に足し合わ
せることで図 3.5のようなパターン情報を作成する．さらに作成したパターン情報から出
力にたいするインクの重心位置であるナロウパス  (x)(式 (3.5))と，出力にたいするイン
クの広がりであるスプレッド (x)(式 (3.6))を抽出する．









(x) = maxfk j Dxk > 0g  minfk j Dxk > 0g+ 1 (3.6)
各平面毎に  (x)と (x)が抽出されるため，図 3.2の，2入力 1出力 (x1; x2; y)対象シ
ステムの各入力を 3分割した場合を例とすると，図 3.6に示す 6種のパターン情報が作成
され，
 x2 < B21 の場合の  11(x1)と 11(x1)
 B21  x2 < B22 の場合の  12(x1)と 12(x1)
 B22  x2 の場合の  13(x1)と 13(x1)
 x1 < B11 の場合の  21(x2)と 21(x2)
 B11  x1 < B12 の場合の  22(x2)と 22(x2)
 B12  x1 の場合の  23(x2)と 23(x2)
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図 3.6 作成されるパターン情報
の 6種のナロウパス  (x)とスプレッド (x)が抽出される．
推論層ではモデリング層から  (x)と (x)を受け取り，ファジィ推論をもちいてこれら
を統合し，出力をもとめる．ファジィルールは
Rg : If x1 is Ak1 and    xjis Alj and    and xN is AmN then y =  ih(xi)(3.7)
i 6= j
と表される．ここで Rg は g 番目のファジィルール，Ak1，Alj，AmN は入力 xj (j =
1; 2; : : : ; N; 6= i)軸上のメンバーシップである．図 3.2の，2入力 1出力 (x1; x2; y)対象
システムの各入力を 3分割した場合を例とすると，
R11 : If x2 is A12 then y =  11(x1)
R12 : If x2 is A22 then y =  12(x1)
R13 : If x2 is A32 then y =  13(x1)
R21 : If x1 is A11 then y =  21(x2)
R22 : If x1 is A21 then y =  22(x2)
R23 : If x1 is A31 then y =  23(x2) (3.8)
の 6種のファジィルールとなる．これらをファジィ推論をもちいて統合し，出力を計算す


















ここで重み  ij は式 (3.10)よりもとめられる．
 ij = Aj1(x1) ^    ^Ajk(xk) ^    ^AjN (xN ) (3.10)
k 6= i
式 (3.10)は min-max重心法をもちいた非ファジィ化であり， ij は入力値のルールへの































(m1 = m2 =    = mN )の場合に作成されるパターン情報から，各入力毎にスプレッド
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図 3.7 等分割表現手法において探索する分割数の組み合わせ
を算出し，最大値と最小値をもちいる．ここで入力 aにおける重み平均 ta が最大値であ
り，入力 b(a 6= b)における tbが最小値とすると，入力 a，bの分割数ma，mbがma  mb
となる分割数の組み合わせのみを探索することで，探索する組み合わせを削減している．
これは ta が大きいということは，xa   y 平面で作成されるパターン情報のスプレッドが
適切であることを意味し，tb が小さいということは，xb   y平面で作成されるパターン情
報のスプレッドが広いことを意味する．このため xa   y 平面よりも xb   y 平面が多く作
成されるように分割数を設定することで，xb   y 平面で作成されるパターン情報のスプ
レッドを小さくすることが目的である．
3入力 1出力 (x1; x2; x3; y) のシステムにおいて，各入力の最大分割数を 3，最小分割
数を 1とし，m1 = m2 = m3 = 2の ti を求め，重み平均 ti の最大値が入力 2，最小値が
入力 3だったとする．この時 m1 = m2 = m3 = 2の場合のパターン情報の総数 12より
パターン情報の総数が多く，m1 = m2 = m3 = 3 の場合のパターン情報数の総数 27 よ




ターン情報の総数が 12未満の場合は，m1 = m2 = m3 = 1の ti をもちい，総数が 27以





等分割表現手法におけるメンバーシップ関数は図 3.8のように表し，例えば A2i のメン
バーシップ関数は分割位置 Bi1 と Bi2 を 2等分する位置を中心とし，Bi1 と Bi2 の差の 2
倍を底辺とする 2等辺三角形型となる．等分割表現手法では分割は全て等分割となってい
るため，他のメンバーシップ関数も同様に作成される．ただし入力の最大値や最小値に関
わるメンバーシップ関数 (A1i や A3i)では，他のメンバーシップ関数と同様の底辺を取れ
ないため，台形型となる．
3.3.2 GAをもちいた分割表現手法
これは文献 [2] で提案されている手法であり，図 3.9 に示すように，各入力のメン
バーシップ関数が一定となる部分の長さ (X(1); X(3); X(5)) と交差する部分の長さ
(X(2); X(4)) を染色体とし，GA をもちいてモデルの精度がよくなる染色体を探索する
手法である．図 3.9では入力 xi のメンバーシップ関数が 3つある場合を想定し，A1i は
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図 3.9 メンバーシップ関数と染色体
X(1) の間は 1，X(2) の間で 1 から 0 へと単調減少し，それ以降は 0 となる．また A2i
はX(1)の間は 0，X(2)の間で 0から 1へと単調増加し，X(3)の間は 1，X(4)の間で 1
から 0へと単調減少し，それ以降は 0となる．A3i はX(3)までの間は 0，X(4)の間で 0
から 1へと単調増加し，それ以降は 1となる．
染色体の評価には，その染色体で作成されたモデルの精度をもちいる．3.3.1節と同様



















IDS 法では非線形な対象システムを非線形な複数の 1 入力 1 出力パターン情報で表現




























計算資源が多くなる．また IDS 法の各入力の分割数が同一 (mi = M) の場合，式 (3.2)
のパターン情報の総数 Lは
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データから作成されるものであり，そこには対象システムの特徴が含まれていると考えら

























分割アルゴリズムではまず，全てのデータをプロットした xi   y 平面のパターン情報
から，xi の分割数，分割位置を決定する．これは全データをプロットしたパターン情報
から対象システムの特徴を複雑な計算をもちいることなく予測できるためである．例えば






め図 4.1のようにパターン情報を濃い，または薄い部分に分けるように xi を分割し，分
割された xi の各区間 (図 4.1の Dや T)を濃い区間，薄い区間とし，さらに細かな分割を
行っていく．
分割アルゴリズムの概要を図 4.2に示す．分割アルゴリズムでは xj   y(i 6= j)平面に
おいて作成されるパターン情報が，前述した好ましいパターン情報となるように，入力 xi
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図 4.2 分割アルゴリズムの構造
4.2.1.1 インクの濃淡情報の取得
xi   y 平面のパターン情報からインクの濃い部分，または薄い部分を同定するために，
xi 方向にたいしてパターン情報が濃い，または薄いといった濃淡情報 sj(1  j  P )を
作成する．xi   y 平面上の位置 (j; k)のインクの濃さ Djk をもちいると，インクの濃淡
の判定は，以下の規則に従って行う．
maxfSjk j 1  k  Pg > C ならば，sj は濃い









g (1  j; k  P ) (4.1)
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ここで K は定数であり，ここでは 0.4としている．また Rはインクドロップの中心を通
る水平線上の濃さの合計，nは学習データの総数である．式 (4.1)では xi   y 平面全体で
最も濃いインクの濃さの 2分の 1と，与えられたデータにおいて出力 yが変化しなかった





xi   y 平面のパターン情報において xi を変化させた際に，閾値 z 以上連続して「濃い」
と判定される区間におけるパターン情報を濃い部分，連続して「薄い」と判定される区間
におけるパターン情報を薄い部分とする．
この定義より xi 上の各区間の長さの最小値は z となる．ここで区間の長さが短いほど，
その区間において作成される xj   y平面 (j 6= i)に与えられるデータ量が減少する．デー
タ量が少なくなりすぎると xj   y 平面のパターン情報において，xj にたいして空白の部
分が作成されてしまう．このため区間の長さの最小値は xj   y 平面に十分なデータ量が
与えられる長さであることが望ましい．そこで，出力 y が一定の場合に，任意の xi にた
いしてインクが存在するであろう最低データ数 dを求め，dを越えるように，区間の長さ
の最小値となる z を設定する．また各入力にたいして個別に z を定義することは難しい
ため，各入力における z は同一であるとした．
minfd j d  P
r
g (4.2)












ロウパスの変化量とする．この変化量が閾値 V = 2r を越えた場合，ナロウパスの変化が
大きいとする．




めこの区間では leng=v 個に等分割する．ここで v は予め設定した閾値 (z < v) であり，












FOR j = start to end DO





となる．ここで startと endは対象となる区間の xi 軸上での開始位置と終了位置であり，
lastは直前の分割位置である．また vlast;j は lastから j までの区間におけるナロウパ
スの変化量である．つまりこの分割 2における分割位置は，直前の分割位置から現在着目






ない可能性がある. ただし入力 xi の影響が小さいだけであり, 分割を行った方が精度が向
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上する場合もある. このため分割を行った場合と行わなかった場合の分割表現を設定，モ
















いて出力 y 方向にインクが存在しない部分が，xi 方向にたいして r より長く連続してい
る部分のことである．
例えば図 3.6の (B21，B22)間のデータをもちいて作成された x1   y 平面のパターン情
報にインクが存在しない部分がある場合，分割位置 B21，B22 を調査し，その分割位置で
の分割を取り消すべきか否かを決定する．xi の分割位置の調査では，その分割位置によっ
て作成される xj   y 平面 (i 6= j)におけるパターン情報のナロウパス同士の比較を行う．
分割位置 B21 を調査する場合，(0，B21)間のデータをもちいて作成された x1   y 平面の
パターン情報と，(B21，B22)間のデータをもちいて作成された x1   y 平面のパターン情
報におけるナロウパス ( 11(x1)， 12(x1))の比較を行う．比較には平均二乗誤差をもち




x=1( ij(x)   ik(x))2
P
j 6= k (4.4)
















た．具体的には 3 入力 1 出力の対象システム (x1; x2; x3; y) において，x1   y 平面のパ
ターン情報を構成する (x2 < B2; x3 < B3) 空間を作成する場合，図 4.3 に示すように，
(x2  B2; x3 < B3)，(x2 < B2; x3  B3)，(x2  B2; x3  B3)の 3種の空間も同時に
作成されてしまう．また x1   y 平面を構成する入力空間を作成するために利用した分割
を，他の平面を構成する入力空間を作成する際にも利用しており，1つの分割が複数の平
面の作成に影響を与えていた．これは例えば各入力の分割を (B1; B2; B3)で行った場合，
B1 は x2   y 平面と x3   y 平面，B2 は x1   y 平面と x3   y 平面，B3 は x1   y 平面と





























この手法が (x2 < B2; x3 < B3) のみを分割する手順を説明する．まず分割アルゴリ
ズムが適用され，入力空間 (x2; x3)を分割せずに x1   y 平面を作成する．次に作成した
x1   y 平面の最大スプレッドが 2r 以上か確認し，x2 か x3 のどちらか，範囲の広い方を
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(a) (b)
図 4.4 x1   y 平面を構成する入力空間の分割例
等分割する．ここでは x2 が分割されたとし，入力空間 Aと B が作成される (図 4.4(a))．
作成された入力空間 A，B それぞれにおいてパターン情報を作成する．この時入力空間
Aにおいて作成されるパターン情報のスプレッドが小さく，B において作成されるパター
ン情報のスプレッドが 2r 以上であるとする．すると入力空間 B を分割することとなり，
範囲の広い入力 x3 が分割されることとなる．B を x3 にたいして等分割すると入力空間








たしているとすると，Aと cが統合される．また (B2; B3)が入力 (x2; x3)をそれぞれ等














無いため，minfxigから Bi1 と minfxigの中点までは 1となる．Bi1 側には隣接してい
るメンバーシップが存在するため，A1i の分割間 (minfxigと Bi1)の差と，A2i の分割間
(Bi1 と Bi2)の差を比較する．A1i の分割間の差の方が小さい場合，A1i の分割間の中点
から Bi1 で 0.5となるように傾きを設定し，0まで単調減少させ，以降は全て 0とする．
A1i の分割間の差の方が大きい場合，minfxig から A2i の分割間の中点までの A2i のメ
ンバーシップ関数を先に設定し，その中点までの A1i と A2i のメンバーシップ関数を足
し合わせた際に 1となるように A1i のメンバーシップ関数を設定する．A2i の分割間の中
点以降は A1i のメンバーシップ関数は 0となる．A2i のメンバーシップ関数を作成する場
合，A1i と A3i に隣接しているため，A2i の分割間の中点より小さい場合は A1i との関係






5.1.1 各分割表現手法をもちいた IDS法と FNNの比較
近似対象として図 5.1と表 5.1に示す関数をもちいる．これらの関数は文献 [5]でもち
いられた関数近似のベンチマークである．これらの関数は g1 から g5 へと出力の変化が複
雑になっていることがわかる．これらの関数の近似を各分割表現手法をもちいた IDS法
で行わせ，近似精度，学習時間，最終的なパターン情報数，分割表現の探索中に作成され
た最大パターン情報数の比較を行う．また IDS 法以外の他手法として FNN との比較を
行う．
近似精度には文献 [5] にて使用されているばらつきを考慮した誤差の和 (fraction of
























学習データ数は 225 とし，各関数からランダムに 100 セット作成する．テストデータ








図 5.25.6に 100試行の平均近似精度を，図 5.7に平均学習時間を，図 5.8に最終的な
パターン情報数の平均を，図 5.9に最大パターン情報数の平均を示す．またこれらの値を
付録 A.1 節に掲載する．更に図 5.10 に逐次分割手法による IDS 法の出力例を，図 5.10
に FNNの出力例を示す．等分割手法，GAをもちいた分割表現手法，ヒューリスティッ
クルールをもちいた分割表現手法による IDS法の出力例については付録 A.1節に掲載す








とが原因である．しかし関数 g3  g5 では FNNが出力の変化に対応しきれず，再現でき
ていない出力の変化が存在し，IDS法の方が出力の変化をよく表せていることがわかる．
分割表現手法の違いによる近似精度の差は，FNNとの差ほど大きくないが，等分割表現
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表 5.1 Hwangの 5関数
g1(x1; x2) = 10:3910((x1   0:4000)(x2   0:6000) + 0:3600)
g2(x1; x2) = 24:2340(r
2(0:7500  r2))
r2 = (x1   0:5000)2 + (x2   0:5000)2
g3(x1; x2) = 42:6590(0:1000 + ~x1(0:0500 + ~x1
4   10:0000 ~x12 ~x22 + 5:0000 ~x24))
~x1 = x1   0:5000 ~x2 = x2   0:5000
g4(x1; x2) = 1:3356(1:5000(1:0000  x1) + e2:0000x1 1:0000 sin(3:0000(x1   0:6000)2)
+e3:0000(x2 0:5000) sin(4:0000(x2   0:9000)2))
g5(x1; x2) = 1:9000(1:3500 + e
x1 sin(13:0000(x1   0:6000)2)e x2 sin(7:0000x2))
0  x1; x2  1
図 5.2 g1 の近似精度
図 5.3 g2 の近似精度
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図 5.4 g3 の近似精度
図 5.5 g4 の近似精度
図 5.6 g5 の近似精度
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図 5.7 Hwangの 5関数における学習時間
図 5.8 Hwangの 5関数における IDS法の最終的なパターン情報数
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図 5.9 Hwangの 5関数における IDS法の最大パターン情報数
図 5.10 Hwangの 5関数における逐次分割手法による IDS法の出力例
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図 5.11 Hwangの 5関数における FNNの出力例
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5.1.2 メンバーシップ関数の違いによる比較
IDS 法の出力は使用するメンバーシップ関数によって変化する．このため使用するメ




種のメンバーシップ関数 (図 5.125.14)をもちいる．分割表現には各入力を 5等分した
ものをもちいる．
表 5.2 に各メンバーシップ関数をもちいた IDS 法の 100 回分の平均近似精度を示す．
関数 g1，g2 では三角型のメンバーシップ関数をもちいた場合に最も精度がよく，関数
g3  g5 では台形型のメンバーシップ関数をもちいた場合に最も精度がよくなった．以上
のことから，関数 g1，g2 のような変化の緩やかな関数は 1つのナロウパスから出力を計
算するよりも，複数のナロウパスから出力の変化を計算することでより精度のよいモデル
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表 5.2 メンバーシップ関数毎の近似精度:FVU
g1 g2 g3 g4 g5
三角型 0.013 0.026 0.159 0.068 0.089
台形型 0.015 0.029 0.151 0.063 0.085
ガウシアン型 0.018 0.033 0.154 0.067 0.089
5.2 3入力関数近似
次に関数 (5.2)，(5.3)に示す 3入力関数の近似問題をもちいる．関数 (5.2)は文献 [12]
で用いられた 3入力関数であり，関数 (5.3)は 5.1節でもちいた関数 g5 を改変して作成
した．
h1(x1; x2; x3) =
1
1 + e ex1+(x2 0:5)2+3 sin(x3)
+ 2x1 sin(2x2) (5.2)
h2(x1; x2; x3) =
3Y
i=1




1500の 3種とし，それぞれのデータ数毎に 100セット用意し，学習を 100回行う．テス
トデータには各入力を等間隔に取った 1,000,000 データをもちいる．IDS 法の解像度は







図 5.15に関数 (5.2)の 100試行の平均近似精度を，図 5.16に関数 (5.3)の 100試行の
平均近似精度を，図 5.17に関数 (5.2)の平均学習時間を，図 5.18に関数 (5.3)の平均学
習時間を，図 5.19に関数 (5.2)の最終的なパターン情報数の平均を，図 5.20に関数 (5.3)
の最終的なパターン情報数の平均を，図 5.21 に関数 (5.2) の最大パターン情報数の平均
を，図 5.22に関数 (5.3)の最大パターン情報数の平均を示す．またこれらの値を付録 A.2
節に掲載する．関数 (5.3) における各手法による入力空間の分割例を，図 5.235.26 に
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示す．
図 5.15より，関数 (5.2)において IDS法は FNNと比較して精度が劣っている．これ
は関数 (5.2)が変化の緩やかな関数であり，5.1節でもちいた関数 g1，g2 と同様の理由で
ある．また図 5.16より，関数 (5.3)において IDS法は FNNと比較して精度がよい．こ
れは関数 (5.3)が複雑な関数であり，5.1節でもちいた関数 g3  g5 と同様の理由で精度















より，提案手法 2種はどちらも既存手法よりも学習時間が短く，関数 (5.2)では FNNよ
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図 5.15 関数 (5.2)の近似精度
図 5.16 関数 (5.3)の近似精度
図 5.17 関数 (5.2)における学習時間
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図 5.18 関数 (5.3)における学習時間
図 5.19 関数 (5.2)における IDS法の最終的なパターン情報数
図 5.20 関数 (5.3)における IDS法の最終的なパターン情報数
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図 5.21 関数 (5.2)における IDS法の最大パターン情報数
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5.3 2値分類問題
2値分類問題に IDS法を適用し，分割表現手法の違いによる性能の変化を検証する．2
値分類問題には 2重らせん識別問題と，Pima Indians Diabetesデータセットをもちいる．
2重らせん識別問題は文献 [9]にてもちいられたベンチマークであり，識別能力の検証の
ために様々な手法 [4][6]において採用されている．Pima Indians Diabetesデータセット
は文献 [8]にてもちいられたベンチマークであり，UCI machine learning repository*1よ
り取得しもちいる．これらの問題の出力は 0か 1の 2値であるため，IDS法では関数近
似問題と同様の方法で学習を行い，モデルの出力が 0.5以上ならば 1を，0.5未満ならば
0を出力させることで対応する．比較には識別率とパターン情報数をもちいる．また IDS
法以外の他手法として，FNN と SVM との比較を行う．SVM にはパッケージとして利
用されている TinySVM*2をもちいる．TinySVMにはカーネル関数として線形，多項式，





数は 1つのらせんにつき 97データ，総計 194データ (図 5.27)とし，テストデータには
その倍の 388データ (図 5.28)をもちいた．IDS法の解像度は 64，インクの直径は解像度




と近い分割数となるように，各入力の 12:5% とした．FNN のニューロン数は 10 とし，
学習前の結合強度と学習後の結合強度の差が，学習前の結合強度の 0.5%未満となるまで
学習を繰り返した．
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図 5.28 2重らせん識別問題のテストデータ
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図 5.29 2重らせん識別問題の識別率
図 5.30 2重らせん識別問題における学習時間
図 5.31 2重らせん識別問題における IDS法の最終的なパターン情報数
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図 5.32 2重らせん識別問題における IDS法の最大パターン情報数
5.3.2 Pima Indians Diabetesデータセット
Pima Indians Diabetesデータセットの内容を表 5.3に示す．このデータセットは 768
データからなり，8種の入力から糖尿病か否かの 2値を回答する問題となる．学習データ
はランダムに 576データを選出し，テストデータには残りの 192データをもちい，これを












図 5.33に 5試行の平均識別率を，図 5.34に 5試行の平均学習時間を，図 5.35に 5試
行の平均最終的なパターン情報数を，図 5.36に 5試行の平均最大パターン情報数を示す．
またこれらの値を付録 A.3 節に掲載する．ただし等分割表現手法において学習時間が 1
時間を越えてしまったため，学習時間の取得を 1時間で打ち切り，識別率や最終，最大パ
ターン情報数は別の計算機をもちいて取得した．図 5.33より IDS法は FNNよりも精度
がよく，SVM と同程度の精度となった．また IDS 法内では精度の差はあまりない．図
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図 5.34 Pima Indians Diabetesデータセットの学習時間
図 5.35 Pima Indians Diabetesデータセットにおける IDS法の最終的なパターン情報数
図 5.36 Pima Indians Diabetesデータセットにおける IDS法の最大パターン情報数
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5.4 多値分類問題
2 値分類問題にたいし IDS 法がよく適応できることがわかったため，さらに多値分
類問題へ IDS 法を適用し，分割表現手法の違いによる性能の変化を検証する．5.3.2 節
の Pima Indians Diabetesデータセットと同様に，UCI machine learning repositoryよ





























(j 6= k) (5.5)
ここで Dc はクラス cに属するデータの数，N は入力数，xij はクラス cに属する j 番目








































































































































































Statlog (Shuttle) Glass Identication
小 Ecoli, Yeast Iris
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図 5.38 irisデータセットにおける IDS法の学習時間
図 5.39 irisデータセットにおける IDS法の最終的なパターン情報数










全てにたいして IDS法と SVMを適用する．各データセットを 10分割し，1つをテスト
データとしてもちい，残りを学習データとしてもちいる 10分割交差検定を行う．
図 5.41 に各手法の識別率を，図 5.42 に学習時間を示す．またこれらの値を付録 A.4
節に掲載する．図 5.41 より，識別率の差が 3% 以上となったデータセットは Statlog
(Vehicle)，Wine，Wine Quality，Waveformと Glass Identicationとなった．これら
のデータセットの中で IDS法が勝っているのはWine Qualityと Glass Identicationで



















62 第 5章 手法の比較
図 5.41 各データセットにおける IDS法と SVMの識別率
図 5.42 各データセットにおける IDS法と SVMの学習時間
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exisin(13(xi   0:6)2) (5.6)











間の増加率を表 5.11示す．表 5.10はクラス数が 3だった場合の学習時間を 1とし，クラ
ス数が 5や 8の場合の学習時間の比をまとめたものであり，表 5.11は入力数が 4だった
場合の学習時間を 1 とし，入力数が 5 の場合の学習時間の比をまとめたものである．表





セットにおいて，データ数が十分に存在しない場合に，IDS 法の識別率が SVM よりも
高くなると考えられる．次に 5.9 より，どの条件においても IDS 法は学習時間において
SVMに劣っている．これは関数 5.6から作成した分類問題における各クラスの境界面が
複雑なためであり，分割表現の探索を行うにために多くの時間が必要となったためであ
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図 5.43 2入力 3値分類問題 (300データ)
図 5.44 関数 (5.6)から作成した分類問題の例





表 5.7 2入力 3値分類問題の比較
300 3000 30000
識別率 IDS 99.67 100.00 100.00
(%) SVM 73.67 95.90 100.00
学習 IDS 0.00 0.01 0.08
時間 (s) SVM 0.01 0.40 17.99
表 5.8 関数 (5.6)から作成した分類問題の識別率 (%)
クラス数
3 5 8
IDS 80.17 60.97 47.05
4 SVM 66.53 44.89 33.05
入力数 IDS 76.25 60.89 47.42
5 SVM 65.59 46.16 34.14
表 5.9 関数 (5.6)から作成した分類問題の学習時間 (s)
クラス数
3 5 8
IDS 1.71 3.14 4.99
4 SVM 0.67 1.21 2.07
入力数 IDS 217.41 572.22 1064.01




IDS 1.00 1.84 2.92
4 SVM 1.00 1.81 3.09
入力数 IDS 1.00 2.63 4.89
5 SVM 1.00 2.34 3.95




4 5 4 5
3 1.00 127.14 1.00 25.85
クラス数 5 1.00 182.24 1.00 33.52





た．また IDS法以外の他手法である FNNと SVMとも比較を行った．その結果を表 6.1
と表 6.2にまとめて記載する．表 6.1では差が平均の 5%未満ならば同率とし，最良が




















パターン情報数を減らすことができる．これは 5.2節の 3入力関数近似や 5.4.2節の Iris






















IDS法と，他手法である FNNや SVMとの比較では，5.1.1節や 5.2節において，変化
の複雑な関数近似問題では FNNよりも精度がよく，提案手法をもちいた IDS法は学習時
間が FNNよりも短くなることを示した．次に 5.3節において 2値分類問題でも IDS法が
FNNより識別率がよくなることを示し，SVMと同程度かよりよい精度となることを示し
た．ただし IDS法は入力数が増加することで作成されるパターン情報数が増えてしまう











等分割 利用 スティック 分割 FNN SVM
精度 関数 g1，g2 4  4 4  -
5.1.1節 関数 g3  g5      -
2入力 学習時間   4   -
関数 最終パターン情報数   4  - -
最大パターン情報数    4 - -
精度 関数 (5.2)  4  4  -
5.2節 関数 (5.3) 4     -
3入力 学習時間   4   -
関数 最終パターン情報数    4 - -
最大パターン情報数     - -
識別率 4   4  4
5.3.1節 学習時間      
らせん 最終パターン情報数    4 - -
識別問題 最大パターン情報数     - -
5.3.2節 識別率      
Pima 学習時間     4 
Indian 最終パターン情報数 4    - -
Diabetes 最大パターン情報数    4 - -
5.4.2節 識別率     - -
多値 学習時間   4  - -
分類 最終パターン情報数 4    - -
IDS法 最大パターン情報数   4  - -
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表 6.2 多値分類での IDS法と SVMの比較
:優 4:同程度 劣
IDS SVM
ばらつき:大 近接距離:大  
識別率 ばらつき:大 近接距離:小  
ばらつき:小 近接距離:小 4 4





































また 5章では IDS法と他手法との比較も行い，FNNとの比較では 2入力や 3入力の関
数近似問題に適用し，IDS法が出力の変化が複雑な近似対象において FNNよりもよい精
度となることを示し，既存手法をもちいた IDS法では学習時間で劣っていたが，提案手法
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5.1節に記載した図 5.25.6の値を表 A.1に，5.75.9の値を表 A.2A.4に記載する．
また 5.1 節に記載しなかった等分割表現手法，GA をもちいた分割表現手法，ヒューリ
スティックルールをもちいた分割表現手法による IDS 法の出力例を図 A.1A.3 に記載
する．
表 A.1 Hwangの 5関数の近似精度:FVU(10 2)
g1 g2 g3 g4 g5
等分割 1.35 2.02 12.51 5.01 5.08
GA利用 2.12 3.55 16.33 6.54 7.23
ヒューリスティック 1.07 2.14 13.44 5.03 5.68
逐次 1.19 2.06 12.63 5.02 5.43
FNN 0.02 0.81 104.26 8.12 69.21
80 付録 A 各評価実験における結果の補足
表 A.2 Hwangの 5関数の学習時間 (s)
g1 g2 g3 g4 g5
等分割 0.74 0.79 0.79 0.75 0.77
GA利用 5.97 6.00 5.74 5.67 5.62
ヒューリスティック 0.05 0.11 0.08 0.10 0.06
逐次 0.03 0.03 0.03 0.03 0.03
FNN 1.27 0.36 0.07 0.34 0.26
表 A.3 Hwangの 5関数における IDS法の最終的なパターン情報数
g1 g2 g3 g4 g5
等分割 18.08 18.58 15.55 17.86 17.63
GA利用 15.28 13.46 13.80 13.38 13.38
ヒューリスティック 12.95 15.21 14.27 15.23 14.53
逐次 15.32 15.86 15.46 15.55 14.85
表 A.4 Hwangの 5関数における IDS法の最大パターン情報数
g1 g2 g3 g4 g5
等分割 20.00 20.00 20.00 20.00 20.00
GA利用 18.81 18.82 18.81 18.70 18.79
ヒューリスティック 13.34 14.61 14.46 14.79 14.92
逐次 15.92 16.00 15.96 16.00 15.18
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図 A.1 Hwangの 5関数における等分割表現手法による IDS法の出力例
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図 A.2 Hwangの 5関数における GAをもちいた分割表現手法による IDS法の出力例
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図 A.3 Hwangの 5関数におけるヒューリスティックルールをもちいた分割表現手法
による IDS法の出力例
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A.2 3入力関数近似
5.2節に記載した図 5.155.22の値を表 A.5A.12に記載する．
表 A.5 関数 (5.2)の近似精度:FVU(10 2)
500 1000 1500
等分割 7.42 2.97 2.00
GA利用 3.76 2.40 1.83
ヒューリスティック 6.74 3.28 2.63
逐次 3.44 2.41 2.12
FNN 2.15 0.25 0.16
表 A.6 関数 (5.3)の近似精度:FVU(10 2)
500 1000 1500
等分割 29.58 15.03 10.20
GA利用 39.44 22.72 15.51
ヒューリスティック 68.30 55.23 36.13
逐次 23.72 12.53 9.44
FNN 80.21 74.90 70.72
表 A.7 関数 (5.2)の学習時間 (s)
500 1000 1500
等分割 33.96 44.48 56.56
GA利用 63.09 91.14 114.90
ヒューリスティック 0.28 0.32 0.38
逐次 0.28 0.37 0.45
FNN 4.19 8.22 11.14
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表 A.8 関数 (5.3)の学習時間 (s)
500 1000 1500
等分割 32.57 42.59 52.73
GA利用 58.80 89.88 116.62
ヒューリスティック 0.88 1.18 1.29
逐次 0.20 0.28 0.35
FNN 0.75 1.14 0.40
表 A.9 関数 (5.2)における IDS法の最終的なパターン情報数
500 1000 1500
等分割 258.39 248.46 255.17
GA利用 91.21 115.41 136.17
ヒューリスティック 40.11 56.31 62.37
逐次 56.53 105.54 145.38
表 A.10 関数 (5.3)における IDS法の最終的なパターン情報数
500 1000 1500
等分割 110.40 152.45 197.60
GA利用 68.29 102.10 129.26
ヒューリスティック 41.68 44.40 67.82
逐次 49.23 81.80 105.34
表 A.11 関数 (5.2)における IDS法の最大パターン情報数
500 1000 1500
等分割 300.00 300.00 300.00
GA利用 237.99 249.40 252.88
ヒューリスティック 52.29 61.59 63.96
逐次 140.96 153.59 159.97
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表 A.12 関数 (5.3)における IDS法の最大パターン情報数
500 1000 1500
等分割 300.00 300.00 300.00
GA利用 229.98 246.27 253.66
ヒューリスティック 173.91 184.10 188.49
逐次 96.63 109.01 114.11
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A.3 2値分類問題
5.3.1 節に記載した図 5.295.32 の値を表 A.13A.16 に記載する．また 5.3.2 節に記
載した図 5.335.36の値を表 A.17A.20に記載する．
表 A.13 2重らせん識別問題の識別率 (%)
等分割 GA利用 ヒューリスティック 逐次 FNN SVM
86.86 70.88 97.94 85.05 39.94 83.33
表 A.14 2重らせん識別問題の学習時間 (s)
等分割 GA利用 ヒューリスティック 逐次 FNN SVM
0.04 7.50 0.00 0.00 0.01 0.00
表 A.15 2重らせん識別問題における IDS法の最終的なパターン情報数
等分割 GA利用 ヒューリスティック 逐次
19 10 29 16
表 A.16 2重らせん識別問題における IDS法の最大パターン情報数
等分割 GA利用 ヒューリスティック 逐次
20 17 29 16
表 A.17 Pima Indians Diabetes データセットの識別率 (%)
等分割 GA利用 ヒューリスティック 逐次 FNN SVM
72.71 72.68 72.16 73.71 64.27 75.31
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表 A.18 Pima Indians Diabetes データセットの学習時間
等分割 GA利用 ヒューリスティック 逐次 FNN SVM
3600.00 692.20 54.778 16.826 0.23 0.02
表 A.19 Pima Indians Diabetes データセットにおける IDS法の最終的なパターン情報数
等分割 GA利用 ヒューリスティック 逐次
672.80 483.20 1134.00 1450.80
表 A.20 Pima Indians Diabetes データセットにおける IDS法の最大パターン情報数
等分割 GA利用 ヒューリスティック 逐次
17496.00 12393.00 1490.40 2043.60
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A.4 多値分類問題
5.4節でもちいる 10種のデータセットの詳細を表 A.21A.31に記載する．また 5.4.2
節に記載した図 5.375.40 の値を表 A.32A.33 に記載し，5.4.3 節に記載した図 5.41，
5.42 の値を表 A.36，A.37 に記載する．また 2 入力 3 値分類問題の各データセットの
詳細を表 A.38A.40 に，関数 (5.6) から作成した分類問題の各データセットの詳細を
A.41A.46に記載する．
表 A.21 Car Evaluationデータセット
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
1210 38.67 13.61
1728 6 カテゴリー 4 384 32.59 13.61
69 27.47 13.61
65 23.12 13.61
表 A.22 Statlog (Shuttle)データセット
クラス毎
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表 A.23 Statlog (Vehicle)データセット
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
240 18.74 6.18





データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
59 11.79 8.94
178 13 整数，実数 3 71 16.07 11.89
48 13.39 9.57
表 A.25 Wine Quality (red) データセット
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
10 13.27 10.73
53 12.22 8.25







データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
143 8.62 3.56
77 11.83 5.85
　 2 10.73 21.45





表 A.27 Glass Identicationデータセット
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
70 8.13 2.69
76 13.06 4.75




表 A.28 Image Segmentationデータセット
クラス毎
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表 A.29 Irisデータセット
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
50 8.25 2.98




データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
1657 13.89 8.99















表 A.32 Iris データセットにおける IDS法の識別率 (%)
等分割 GA利用 ヒューリスティック 逐次
93.00 56.00 94.00 95.00
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表 A.33 Iris データセットにおける IDS法の学習時間 (s)
等分割 GA利用 ヒューリスティック 逐次
99.62 32.79 0.02 0.01
表 A.34 Iris データセットにおける IDS法の最終的なパターン情報数
等分割 GA利用 ヒューリスティック 逐次
43.10 140.20 73.70 17.70

































































































































































































































































































































































































































































表 A.38 2入力 3値分類問題 (データ数 300)
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
100 20.85 1.19
300 2 実数 3 100 20.85 1.19
100 20.27 1.01
表 A.39 2入力 3値分類問題 (データ数 3000)
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
1000 20.68 0.12
3000 2 実数 3 1000 20.68 0.12
1000 20.59 0.10
表 A.40 2入力 3値分類問題 (データ数 30000)
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
10000 20.67 0.01
30000 2 実数 3 10000 20.67 0.01
10000 20.62 0.01
表 A.41 関数 (5.6)から作成した分類問題 (4入力 3クラス)
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
1000 30.46 4.73
3000 4 実数 3 1000 23.35 4.65
1000 29.14 4.74
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表 A.42 関数 (5.6)から作成した分類問題 (4入力 5クラス)
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
700 32.17 4.73
700 25.86 4.99
3500 4 実数 5 700 23.58 5.02
700 26.64 5.27
700 30.08 4.50
表 A.43 関数 (5.6)から作成した分類問題 (4入力 8クラス)
クラス毎









表 A.44 関数 (5.6)から作成した分類問題 (5入力 3クラス)
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
5000 30.61 4.96
15000 5 実数 3 5000 24.23 4.87
5000 29.01 4.90
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表 A.45 関数 (5.6)から作成した分類問題 (5入力 5クラス)
クラス毎
データ数 入力数 入力の種類 クラス数 のデータ数 CD(10 2) ND(10 2)
4000 32.26 4.85
4000 26.57 4.94
20000 5 実数 5 4000 24.20 4.95
4000 26.73 5.10
4000 30.14 4.70
表 A.46 関数 (5.6)から作成した分類問題 (5入力 8クラス)
クラス毎
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