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Zusammenfassung
In dieser Thesis werden mehrere neue Algorithmen für eine qualitativ
hochwertige Restaurierung von kohärenten Bildern vorgestellt. Diese Auf-
gabe kann mit den bekannten Methoden für die Restaurierung von nicht
kohärenten Bildern nicht gelöst werden. Die neuen Algorithmen sind auf
die Wiederherstellung von Bildern in kohärenten Abbildungssystemen, bei
denen die Aberrationen a-priori bekannt sind, ausgerichtet. Sie dienen der
Korrektur der Wellenfront und erreichen eine wesentlich höhere Qualität
der Bildrekonstruktion als sämtliche vorbekannten Verfahren.
Die Algorithmen in dieser Thesis basieren auf neuesten Optimierungs-
algorithmen, wie Projektionen in konvexe Sets, proximale Optimierung
und fraktaler Ähnlichkeit. Die Konvergenz und Leistung der einzelnen
Algorithmen wird ausführlich in unterschiedlichen Szenarien mit simu-
lierten und realen Bildern untersucht. Eine praktische Erprobung der
neuen Algorithmen an mikroskopischen Aufnahmen von unterschiedli-
chen biologischen und humanen Proben, wie auch an Aufnahmen vom
Shadowgraph, bestätigt ihre Effizienz. Diese wird weiter bestätigt durch
die Restaurierung von Shadowgraph-Aufnahmen, die eine Expedition in
der Chesapeake Bay vor der Küste von Virginia im Atlantischen Ozean
erstellt hat.
Bei dem fokussierten Shadowgraph, der eine breite Anwendung bei der
Beobachtung von Plankton im Wasser findet, können die neuen Algorith-
men durch eine Vergrößerung der Fokustiefe einen wesentlichen Vorteil
bringen. Eine automatische Erkennung der optimalen Schärfeebene auf
der Grundlage von „deep learning“und „convolutional neural networks“
wird entwickelt und weiterverwendet zur Darstellung von „all-in-focus“
Bildern. Dadurch wird die praktische Anwendung der Restaurierung von
kohärenten Bildern wesentlich vereinfacht. Eine innovative Berechnung
der Tiefe vom Defokus und eine 3D-Darstellung von Objekten, die sich in
unterschiedlichen Entfernungen im Einzelbild befinden, wird vorgestellt.
Diese neue Art der Präsentation ermöglicht eine leichte Auswertung des
v
betrachteten Volumen.
Die neuen Algorithmen haben vielversprechende künftige Anwen-
dungen, auch in anderen Gebieten, z.B. in der adaptiven Optik und der
Astronomie.
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Abstract
In this thesis a series of novel algorithms for high quality restoration of
coherent images is introduced. This task cannot be solved with established
methods for the restoration of incoherent images. These algorithms focus
on the correction of images in coherent imaging systems with a-priori
known aberrations. The new wavefront correction algorithms achieve a
significantly higher restoration quality than any previously known tech-
nique.
The algorithms in this thesis are based on latest advances in opti-
mization algorithms, particularly projections onto convex sets, proximal
optimization and fractal self-similarity. Convergence and performance of
the individual algorithms are analyzed in detail in various scenarios on
real and simulated images. The evaluation also deals with the impact of
noise on the restoration quality. Practical application of the new algorithms
on microscopic images of diverse biological and human samples, as well
as shadowgraph images of plankton acquired with a laboratory setup
prove their efficiency. This is further confirmed by results on shadowgraph
images acquired in a real expedition setting in the bay of Chesapeake Bay
in the Atlantic of the coast of Virginia.
The focused shadowgraph, which is widely used in underwater plank-
ton observation can greatly benefit from large extension of the depth of
field made possible by wavefront correction. We present an automatic
estimation of the best focus using deep learning and convolutional neural
networks for all-in-focus images. This is a major improvement in practi-
cal application of the novel coherent images restoration. An innovative
computation of depth from defocus is used for 3D visualization of objects
acquired at different focus distances on a single image. This novel method
of visualization allows an easy survey of the observation volume.
The new algorithms also have promising future applications in other
areas, for example in adaptive optics, astronomy and confocal microscopy.
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Chapter 1
Introduction
Image restoration is a very important task in the image processing with
numerous applications. The typical application consists of the correction of
optical errors in non-coherent imaging systems, like standard photography.
These optical errors often manifest themselves as blur, therefore a restora-
tion of distorted images is usually termed as deblurring. Non-coherent
deblurring is a well-established field and many algorithm are known, we
look closer at these in the Related works Section 2.2.
This thesis deals with a different task, namely image restoration in
a coherent imaging system. The image formation theory of these two
imaging methods differs, as a consequence incoherent algorithms work
poorly on coherent images.
Light sources with lasers and LEDs have opened new applications
in microscopy, which stimulates research on the prospects of coherent
imaging. It will be shown, that the conditions for coherent imaging are
easily achieved in an optical microscope with low cost LED illumination.
Another application, which provides coherent images, is the focused
shadowgraph. The differences between coherent and incoherent imaging
and the resulting consequence are discussed in Section 1.1.
The main research question of this thesis is: How can high quality
image restoration be achieved for coherent systems? To this effect, in this
thesis a group of algorithms based on the novel Wavefront correction
principle is introduced. The proposed algorithms are the first algorithms,
succeeding in proper restoration of coherent images. Prior work on restora-
tion of coherent images did not achieve sufficient quality.
They will be practically tested on two fields of application, microscopy
and underwater shadowgraph imaging for plankton observation both in
laboratory and in oceanic expedition conditions.
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These new algorithms, the wavefront correction algorithms (WFC), can
be applied directly on imagery from coherent microscopy and deal with
the restoration of images blurred by wavefront errors, caused frequently
by imperfect optical elements, alignment or by defocus. A very essential
practical contribution of these algorithms is the removal of stringent re-
quirements on the optical quality in a diffraction limited imaging system.
The limiting factor in microscopy are the aberrations of the microscope
lens. High resolution requires a lens with a high numerical aperture, which
unavoidably has higher aberrations.
A trade-off is needed between the numerical aperture and the accept-
able lens aberration. Another limiting factor is the cost of complex high
aperture lenses. The new algorithms have the capability to correct any
optical aberration, including the defocus. This will be helpful especially
in optical systems with high numerical aperture. Such microscopes have
low depth of focus and therefore need frequent and precise adjustment.
The new WFC algorithms allow the restoration of images blurred by
lens aberrations, which is a great improvement in coherent microscopic
imaging.
Because the aberrated image does not readily provide all the informa-
tion of a sharp image (it lacks phase information), wavefront correction is
algorithmic challenge. Note that this is the key difference to holography,
which as explained by [KS10] ’is a record of interference between light
diffracted from object illuminated by a coherent light and a known refer-
ence beam’ and ’contains both the amplitude and phase of the diffracted
wave’.
The algorithms work on the common novel principle of projecting the
aberrated image into a virtual focus plane, where image sharpness through
the phase conditions is enforced, which leads iteratively to a restored sharp
image. Imperfections in the coherent optical system, including defocus
can be described as wavefront deformation.
In the development of the wavefront correction algorithm the assump-
tion is made that the wavefront deformation is known a-priori. This means
that it has to be measured or estimated in some way. The wavefront distor-
tion for example of microscopic lenses or astronomic mirrors can be easily
measured with established methods. The wavefront distortion of most
optical components will usually not change much over time, however the
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focus may change. Hence, special attention is paid to defocus correction.
The type and strength of the aberration that has to be compensated is
typically predetermined. For the application on shadowgraph images we
present a useful extension of our restoration method with automatic search
for optimum focus, which can be applied also in the microscopy. This
approach can be generally used for automatic image restoration without a
prior known aberration values.
In this thesis a family of wavefront correction algorithms is developed.
They are all based on the physics of light, which can be quite accurately
described by the scalar diffraction theory. First the idea of restoration
process is presented and implemented with a basic algorithm WFC-GS. In
the following more advanced algorithms are developed and tested on real
and simulated images. These different formulations of wavefront correction
are based on recent advances in mathematics and phase retrieval, and
result in a number of improved wavefront correction algorithms. However
it should be pointed out, that the basic algorithm already delivers useful
results. Using the basic algorithm as a starting point, these advanced
algorithm are developed.
As the next algorithm, the wavefront correction Hybrid-Input-Output
(WFC-HIO) algorithm is defined, inspired by the Hybrid-Input-Output
algorithm for phase retrieval [Fie82]. Phase retrieval is an established al-
gorithmic field in the field of coherent optics. Following this link allows
a generalized mathematical formulation of the wavefront correction as a
problem of projections onto non-convex sets and gives way to apply mod-
ern mathematics. More projection based wavefront correction algorithms
are derived from this connection namely WFC-AP and WFC-RAAR and
we compare their performance to the other algorithms. An overview of
the algorithms is given in Section 1.2.
Most recent advances in the field of projections onto convex sets (POCS)
have been implemented in the Haugazeau alternating averages reflections
algorithm [BCL06] [BK15]. Though this algorithm provides strong con-
vergence properties for convex sets only, a condition not satisfied by the
wavefront correction problem, as will be shown in Section 3.3, it shows sta-
ble performance on real and simulated images and allows the formulation
of the fastest algorithm in this thesis, the WFC-HAAR.
The problem of wavefront correction can essentially be identified as an
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optimization problem with objective function and secondary conditions.
Hence adding total variation regularization and a special, novel gradient
approximation we can apply variable splitting and FISTA (Fast Iterative
Shrinkage Thresholding Algorithm) [BT09b]. Furthermore, using the frac-
tal self-similarity property of natural sharp images we define an algorithm
especially well suited for noisy images.
The performance of all algorithms will be explored on simulated data
and on real images in two different fields of application. Coherent mi-
croscopy is an important field of research and could greatly benefit from
the correction of blur caused by an imperfect optical system. Images of
coherent microscopy are also used as a benchmark to compare the practical
properties of different wavefront correction algorithms. We use standard
test targets as well as real biological and medical tissue samples for a
realistic practical evaluation. An important part of this thesis deals with
the comparison with existing prior methods, which as we will show do
not provide adequate results.
As mentioned above, the second field of application is the focused
shadowgraph. Our laboratory shadowgraph is a plankton observation
instrument, which is developed in a cooperation project between GEO-
MAR Helmholtz Center for Ocean Research Kiel and Kiel University. An
introduction into the shadowgraph and related work is given in Section 2.4.
The shadowgraph is of considerable interest, because it allows unique
insights into marine life. The oceans cover the largest part of earth’s surface.
While the ocean ground is only sparsely explored, on the volume of the
oceans there is even less available information. In-situ measurement are
especially difficult to execute. The goal of this project is the development
of an instrument that allows to observe the abundance and variation of
plankton in different water depths. This data can provide a basis for better
understanding of biomass transport and of the marine life cycle in general.
It is known that plankton distribution is subject to many environmental
factors, however many species living in the ocean may still be undiscovered.
Better knowledge of plankton life can help in a better understanding of
ocean circulation and future changes in the ocean which may be caused
by global warming.
Other solutions besides the shadowgraph include collecting water
samples from different depths. However this approach is unpractical due
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to the fact that plankton occurs generally in low concentration. Therefore,
this project aims for an optical in situ observation instrument that shall be
capable of imaging plankton in volume with approx. 20 cm length.
The depth of focus of the shadowgraph camera is only 2´3 cm, which
is given by the required resolution. As we will show, application of the
wavefront correction algorithm expands the useful observation range at
least by factor 7. Otherwise, focus stacking, a technique in which a series
of images with different focus value is taken and combined, could be used,
but this is difficult because the plankton is in constant motion. With the
wavefront correction only one image is needed for in-depth restoration
of the observed volume. Our approach of wavefront correction for the
shadowgraph has been successfully applied on real shadowgraph images
and also influences the design of the observation instrument and several
pre and post processing steps. The task is an easy and automatic evaluation
of an extended volume of 8.7 cmˆ 5.8 cmˆ 20 cm. Therefore we developed
a novel automatic defocus parameter estimation, akin to autofocus, which
allows automatically selecting the correct plane of focus for individual
plankton objects.
Existing methods for defocus estimation, which are used in many inco-
herent imaging systems, showed unsatisfactory performance on coherent
images, as will be discussed in Chapter 4.4.2. The novel defocus estima-
tion, which relies on deep learning and convolutional neural networks,
is introduced in the Appendix in Section A.8. The restored spatially vari-
ant images are visualized with a novel approach as all-in-focus images.
Furthermore, a novel three dimensional depth from defocus image of the
corrected objects is presented.
Practical testing of the algorithms has been done with a laboratory
version of a focused shadowgraph, which is described in Section 4.4. The
shadowgraph is developed together with GEOMAR Helmholtz Center
for Ocean Research Kiel. To evaluate the efficiency of the algorithms, it
is important to see how they perform in real non-laboratory conditions.
We could not use images from the shadowgraph developed together
with GEOMAR Helmholtz Center for Ocean Research Kiel, because it
has not yet been practically deployed. Hence, we use for the evaluation
shadowgraph images by [BGB+15] acquired in the Chesapeake Bay off
the coast of Virginia. The restoration of these oceanic images is shown in
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Section 4.5.
Moreover, it will be shown how wavefront correction greatly improves
the performance of the focused shadowgraph by raising the focal range
up to sevenfold. This is a major enhancement of the shadowgraph as an
observation instrument.
1.1 Motivation for Coherent Restoration
Image restoration is one of main challenges of image processing and
is widely used in computer vision, astronomy, microscopy, and in the
evaluation of airborne or satellite images. It is a very active field and
a large number of image restoration methods has been developed and
optimized for dedicated applications in the last decades.
The goal of image restoration is to restore an undisturbed original
image from the observed image. This image is influenced by disturbances,
which can be modeled with a convolution kernel and additional noise. The
influence of the convolution kernel is commonly a blur effect, therefore
we also call it blur kernel. This imaging model for incoherent systems is
defined by
OSI = Iinc b B + N, (1.1.1)
where OSI is the observed intensity image that is formed by the convo-
lution b of the undisturbed image intensity distribution Iinc with a blur
kernel B, and an additive noise term N. Applied to an optical system the
blur kernel resembles a point spread function (PSF). The goal of image
restoration algorithms is the recovery of the undisturbed Iinc, given OSI
and N.
One can regard the problem of inverting the influence of this blur
kernel as a deconvolution. Therefore this subcategory of image restoration
algorithms is known as deconvolution algorithms. All general incoherent
image deconvolution methods rely on the blur model in equation 1.1.1.
Widely used are so called non-blind deconvolution algorithms, which
require prior knowledge of the blur kernel B. In contrast, if the kernel
is estimated from the observed image itself, the algorithms are called
blind deconvolution algorithms. The standard deconvolution methods
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work directly on image data recorded using an image sensor. This data
is intensity based and these algorithms assume incoherent illumination,
following this model of image formation. An overview of deconvolution
methods in given in Chapter 2.
Coherent image model In contrast to the intensity based incoherent
image formation model, in coherent imaging the image formation model
is based on amplitude. In the following a description of image formation
as a linear filter is used. It is based on the scalar diffraction theory of
Sommerfeld and more precisely the approximations of Fresnel diffraction.
Detailed derivations can be found in [Goo05] and [BW80].
Let U be the undisturbed complex amplitude distribution of a wave-
field, then Am = U b Ba + Na, (1.1.2)
gives the amplitude of the resulting wavefield Am, with Ba the coher-
ent complex blur kernel and Na an additional noise term. Intensity and
amplitude are related, intensity is the amplitude squared:
OSI = ||Am||2. (1.1.3)
Similarly the blur kernels are related:
B = ||Ba||2. (1.1.4)
Clearly incoherent imaging is linear in intensity, while coherent imaging
is linear in amplitude. Despite the seeming resemblance, a consequence of
this difference is that incoherent imaging cannot model the interference
phenomenons like wave extinction between adjacent waves, which occur in
coherent imaging. Therefore traditional algorithms designed for incoherent
images cannot be used for coherent images.
We will expand on this with a more detailed theoretical explanation,
on why incoherent deconvolution algorithm fail in Section 3.10, when de-
convolution algorithms as well as more optic terms have been introduced.
1.2 Contribution
Parts of this thesis have already appeared in the following publications:
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B Claudius Zelenka and Reinhard Koch, "Improved wavefront correction
for coherent image restoration", Opt. Express 25, Issue 16, 18797-18816
(2017), [ZK17].
B Claudius Zelenka and Reinhard Koch, "Restoration of images with
wavefront aberrations", oral paper at 2016 23rd International Conference
on Pattern Recognition (ICPR), Cancun, 2016, pp. 1388-1393, IEEE
[ZK16].
B Claudius Zelenka and Reinhard Koch, "Restoration of Images with
Wavefront Aberrations", arXiv preprint, arXiv:1704.00331, Apr. 2017.
(preprint of ICPR 2016 publication).
B Claudius Zelenka, "Schnelles Bildkorrekturverfahren für eine verein-
fachte adaptive Optik", European patent application EP 16178151.3,
PCT patent application PCT/DE2017/100497, Priority 06.07.2016.
B Claudius Zelenka and Reinhard Koch, "Single Image Plankton 3D
Reconstruction from Extended Depth-of-Field Shadowgraph", in sub-
mission to the 3rd Workshop on Computer Vision for Analysis of
Underwater Imagery (CVAUI 2018).
In this thesis algorithms based on a novel principle for the restoration
of coherent images disturbed by diffractive effects are introduced. There
are no prior algorithms capable of this task with this quality. This is the
first essential contribution of this thesis.
The importance of this contribution can be seen by looking at a com-
parison of the capabilities of wavefront correction with existing algorithms
and approaches. In Table 1.1 we see a comparison between phase retrieval,
deconvolution algorithm, existing coherent image restoration and wave-
front correction. It becomes clear that only wavefront correction (WFC)
allows the high quality image restoration on coherent images and it also
conducts phase retrieval as a side product. It reconstructs the phase in-
formation in the aperture plane of the restored image. More details on
these related algorithms and approaches are presented in Chapter 2 and
for details, on how WFC also conducts phase retrieval in the corrected
wavefront, see Chapter 3.
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Table 1.1. Comparison of related works and WFC.
Deconvolution
algorithms
Phase retrieval 
algorithms
Related work 
coherent 
restoration
Wavefront
correction 
algorithm
Coherent 
Images No Yes Yes Yes
Incoherent 
Images Yes No No No
Phase is 
retrieved No Yes No Yes
Image 
restoration Yes No Yes Yes
Restoration
quality High No Low High
While phase retrieval is the inspiration for our wavefront correction
algorithm, it is important to note that this thesis deals with a different task,
namely the correction of wavefront distortions solely from a measured
intensity distribution in the image plane. Additionally, some estimate of
the wavefront distortion is needed. The task of image restoration can be
accomplished neither with phase retrieval nor with the prior non-coherent
image restoration algorithms (see Figure 4.25). Other coherent restoration
algorithms, which are discussed in Chapter 2 have a low restoration quality
(see Figure 4.8).
Furthermore, we use different constraints than prior phase retrieval
algorithms, as we introduce an additional virtual focus plane, whose
amplitude distribution we require to be real and positive.
The wavefront correction algorithm presented first, the WFC-GS (Wave-
front correction-Gerchberg Saxton) algorithm is inspired by phase retrieval
algorithms. We use this algorithm to introduce the underlying novel
principles of wavefront correction. The restoration requires knowledge
of wavefront distortion of the optical system and single image intensity
distribution data from the image sensor. The WFC-GS algorithm itera-
tively applies the image plane and virtual focus plane conditions until
convergence condition is satisfied.
In case of known aberrations, it uses only data, which are available
9
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Table 1.2. Coherent image restoration algorithms used in this thesis.
Method Principle Reference
Coherent inverse filter direct [KDL13] [MKS+09]
WFC-GS projective new
WFC-HIO projective new
WFC-AP projective new
WFC-RAAR projective new
WFC-HAAR projective new
WFC-FISTA proximal new
WFC-SS projective, self-similarity new
directly from of the image sensor. The algorithm can be easily parametrized
with Zernike polynomials, which are very useful for the description of
wavefront aberrations. For more details, see the Appendix A.5 with the
orthogonal Zernike expansion.
Based on the WFC-GS algorithm and recent advances in mathemati-
cal optimization, several novel algorithm for coherent image restoration
are presented. This is the second major contribution of this thesis. The
improved algorithms achieve good results even on noisy real images and
provide a large improvement over the basic algorithm.
These algorithms are based on projections onto convex sets: WFC-AP
wavefront correction- average projection, WFC-RAAR wavefront correction-
relaxed average alternating reflections, WFC-HAAR wavefront correction-
Haugazeau like average alternating reflections. Based on proximal op-
timization is WFC-FISTA, Wavefront correction - fast iterative shrink-
age thresholding algorithm and the WFC-SS wavefront correction - self-
similarity algorithm is based on the principle of fractal self-similarity.
Table 1.2 gives an overview. We shall see that all Wavefront correction
algorithms have unique properties. More details on related methods can
be found in a dedicated chapter on related works, Chapter 2.
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We show in direct comparison how our novel algorithms are superior
to related work algorithms and we present extended results and analysis
in application on simulated images, real microscopic images of biological,
medical samples as well as on images acquired with a shadowgraph. A
further contribution is the development of a deep learning algorithm for
the estimation of optimal focus for shadowgraph systems.
Furthermore, the application of the wavefront correction algorithms
on images from a shadowgraph in oceanic expeditions is demonstrated,
proofing that the algorithms are practically relevant. Another contribution
of this thesis is the novel 3D and all-in-focus visualization of shadowgraph
images.
In addition, we give an in-depth introduction and perspectives on the
relation between wavefront correction, phase retrieval and non-coherent
image deconvolution. We also give insights into the convergence and
convexity of projective image restoration with wavefront correction and
demonstrate that coherent imaging can be easily implemented even with
a simple, low cost LED illumination. The results show that for coherent
microscopy even very faulty imaging settings can be compensated with
wavefront correction.
1.3 Overview
The following Chapter 2 focuses on related work in image deconvolution
algorithms for non-coherent imaging and related work on the phase re-
trieval problem. These methods form the foundation for the wavefront
correction algorithm, which is introduced with several variations in Chap-
ter 3. This chapter starts with a theoretical background and proceeds with
introducing and discussing the core innovation of this thesis, the novel
algorithms.
In the first section of Chapter 4, the results of the different variations
of WFC on simulated images are presented and discussed. In the second
section, results on microscopic images are explored. The third section
introduces the laboratory shadowgraph measurement device and the
implementation of wavefront correction on plankton images captured by
it. This paves the way for further developments presented afterwards, such
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as all-in-focus images and 3D visualization via depth from defocus using
deep learning artificial neural networks trained to this effect.
Chapter 5 contains discussion of achieved results and a conclusion
with vision and perspectives for future research and applications. The
mathematical and physical backgrounds are discussed in the Appendix A,
which covers relevant topics such as the scalar diffraction theory, projec-
tions onto convex sets and convolutional neural networks. The reader may
choose to study the Appendix before continuing. It will be referenced
in the following chapters to provide the reader with the necessary basic
concepts.
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Chapter 2
Related Work
As explained in the previous section, the novel WFC algorithm is related
to the idea of phase retrieval in a coherent imaging system. In spite of the
shared features, it is important to note that WFC deals with a different task,
namely the correction of wavefront distortions solely from a measured
intensity distribution in the image plane. Additionally knowledge about
the wavefront distortion of the optical system is needed. This task cannot
be accomplished with phase retrieval or the prior non-coherent image
restoration algorithms (see Section 4.2.7). An essential difference to the
prior task of phase retrieval is that we use different constraint and intro-
duce an additional virtual focus plane, where the amplitude distribution
must be real.
In this chapter an overview over related work on image restoration and
over related work on phase retrieval is given. Then some phase retrieval
algorithm are explained in more detail, because of their relevance to WFC.
Furthermore, we present related work on the focused shadowgraph.
2.1 Coherent Restoration
Coherent restoration techniques have growing importance, as can be seen
by the very diverse areas of application contexts used in related work. In
[KDL13] the aberrated image of a laser illuminated target is to be corrected
to improve the image quality in coherence tomography. A correlation
technique is used to estimate the phase error, which is corrected by Fourier
space multiplication with the inverted estimated phase error.
The same restoration technique is used in [MKS+09] with prior phase
error optimization based on a sharpness criterion. However both scale and
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application are entirely different, as the intention is to compensate the
effects of atmospheric turbulence on an aerial image.
From the convolution theorem it follows, that a multiplication in
Fourier space with a compensating phase is equivalent to a convolu-
tion with the Fourier transformed phase modulation or as it is called in
this context filtering with an inverse PSF(point spread function), which is
also known as inverse filtering [GL12] or spatial filtering. This technique
of spatial filtering, while respecting Fresnel propagation, is the state of
the art [CKC+06], which [SPD+09] explicitly confirms. It is also used in
[LF15]. [SPD+09] also proposes a technique for the reconstruction of digital
holographs using concept called cepstrum, however this approach has
very strong conditions on the object-wave modulation and on the intensity
of the reference wave.
In [GJV+13] spatial filtering is extended in a multi step approach
to correct for the phase effects from off-axis tilt and curvature of the
microscopic lens. Furthermore [SFM+11] gives good perspectives on the
physical motivation and how this algorithmic spatial filtering can be
replaced by a purely optical compensation for spherical phase aberrations.
Another more recent application of this technique is used in [MS14] for
3D tracking of bacteria under coherent illumination. This work employs a
strong denoising algorithm on the microscopic images, as the restoration
algorithm seems to be very noise sensitive.
However, the most glaring weakness of all discussed related works
on coherent image restoration is, that the phase of the aberrated image
is ignored. This is not physically correct and ignores the fact that the
phase of an image contains very important information as we show in
Figure 2.1. Although discussed later in more detail we show that this is
not an appropriate technique for high quality coherent image restorations,
which is confirmed by results in Figure 4.8. This inherent problem is solved
with the wavefront correction algorithm (WFC) introduced in this thesis
which iteratively recovers both sharp image and phase.
Note that the method of Li et al. in [LMH+15] though also named wave-
front correction, computes a correction of wavefront sensor measurements
and does not restore measurements.
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2.2 Image Deconvolution
The image formation equation in the previous section is the foundation of
all non-coherent restoration algorithms. The goal is to invert the influence
of blur and recover a sharp image Iinc from Equation 1.1.1.
OSI = Iinc b B + N, (2.2.1)
where OSI denotes the captured input image, B a blur kernel and N addi-
tional noise. We need to distinguish between single image and multiple
image approaches, which combine multiple frames for a better restoration.
The most relevant works for this thesis deal with single images.
One can regard the problem of inverting the influence of this blur
kernel as a deconvolution. Therefore, this subcategory of image restoration
algorithms is known as deconvolution algorithms. All general incoherent
image deconvolution methods rely on the blur model in equation 1.1.1.
As mentioned in the introduction whether prior knowledge of the blur
kernel B exists distinguishes between non-blind and blind deconvolution
algorithm. If blindness is not explicitly stated, related works typically refer
to non-blind deconvolution algorithms.
Historically one must distinguish between iterative and non-iterative
methods. The most direct approach applies the inversion of the blur kernel
on the image. This method has strict limitations for zero values in the blur
kernel and high noise sensitivity. The most widely known non-iterative
linear method is the Wiener filter [Wie13]. As early as 1931 iterative linear
methods such as the van Cittert’s method [Jäh02] were developed, a good
overview is given in [Jan12] .
The Richardson-Lucy (RL) algorithm [Ric72], [Luc74] is the most com-
mon method in image restoration and can be seen as a standard algorithm
in this field. RL-deconvolution is an iterative deconvolution algorithm,
which is based on the statistical assumption that the observed image is
the mean of a Poisson distribution. It maximizes the maximum likelihood
(ML) of the restored image. For the RL-algorithm Fish et. al. [FWB+95]
developed an adaption, which can be used if the PSF is unknown, ex-
panding the scope of that algorithm to blind deconvolution. In this blind
deconvolution algorithm in every iteration both the PSF estimation and
the restored image are alternatingly refined.
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Maximum a posteriori (MAP) estimation is the result of Bayesian rules
and allows finding the most likely sharp image explaining the observed
distribution, given prior information about the probability distributions.
Image priors are important to the success of modern blind and non-blind
deconvolution algorithms such as [FSH+06] [KŠM13]. Much progress has
been made in recent years in theoretically understanding how and why
MAP applied to blind deconvolution is so successful and many algorithm
were presented [LWD+09], [LWD+11] and [PF14].
Most algorithms incorporate a-priori knowledge about the image in
terms of gradient sparsity, which is derived from natural image statistics
[LFD+07]. Total variation is arguably the most common way to model
this prior, see [CW98], [CEP+05] and more recent work in [Get12]. It is
based on the assumption of locally smooth areas and it takes advantage
of the L1 norm. Different optimization strategies can be used for solving
the resulting optimization problem, such as variable splitting, resulting in
algorithms like FISTA [BT09a] [HRH+13].
Other methods use wavelet base priors [CCS+03], stochastic deconvo-
lution [GHH+13] and Monte Carlo deconvolution [LYZ10].
All these priors are set from an external source, such as the mentioned
natural image statistics. In [MI14] a different approach is used for decon-
volution. Internal patch recurrence is based on the observation that in case
of sharp natural images, structures or patches from an high resolution
image, recurrently occur in low scale versions of the same image. In [MI14]
internal patch recurrence is used as a prior for blind deconvolution.
Deconvolution using neural network has been studied for some years
[Jan12] with limited success, until recently such methods have regained
popularity due to the breakthroughs in machine learning with deep con-
volutional neural networks. Recent examples with competitive results are
[XRL+14] [SBH+13].
In astronomy, restoration algorithms were developed almost simultane-
ously to the image processing community. Deconvolution from wavefront
sensing (DWFS) is a term first defined by [PRF90] for the restoration of
astronomic images disturbed by atmospheric turbulences with wavefront
data from a wavefront sensor. From a simultaneously recorded intensity
image Iinc and optical transfer function OTF (derived from wavefront φ)
the Fourier transform of restoration image intensity Ir is calculated with
16
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[PRF90]:
F (Ir) = F (Iinc)F (OTF)|F (OTF)|2 . (2.2.2)
Clearly, this approach does not consider the nature of coherent imaging.
[Sch93] use multiframe techniques to either blind estimate the wavefront
deformations or use them to refine a coarse estimate, which is called
myopic algorithm [MRC+99]. Furthermore application specific priors are
used such as the assumed Gaussian shape of the image from a star or
a photon noise model [FMC+03] or Poisson noise [LSY+17] in intensity
based MAP estimators. The same MAP approach with the incoherent
imaging model is chosen in [MFC04] with myopic PSF estimation and an
edge preserving prior.
L1 total variation deconvolution with wavefront sensor data is applied
in [RMZ12]. Miura et al. in [MOK+16] captures residual wavefront infor-
mation with an additional wavefront sensor to further increase the image
quality of deformable mirror compensated systems. From the wavefront
measurements they calculate the PSF and apply deconvolution.
2.3 Phase Retrieval
Using the Fourier transform (see [Bra00][Kam00][Boa03] for a comprehen-
sive introduction) any physical signal can be represented by its spectrum,
using phase and amplitude. To demonstrate the information contained in
the amplitude and phase, Figure 2.1 shows two different images (a),(b)
and the same images with their phase exchanged (c) and (d). As visible
from Figures 2.1(c) and (d) the phase dominates the image formation. The
important content of the images is determined by the phase, therefore we
can conclude that the phase includes more visible image information and
is dominant for the visible impression.
In this section firstly an overview over the phase retrieval problem and
algorithms solving it is given. Afterwards, the Gerchberg Saxton algorithm
1Author: Wikimedia|Simplon2010; Public domain: https://commons.wikimedia.org/wiki/File%
3Matterhorn_august_2009.JPG
2Author: Wikimedia|Dll; Public domain: https://commons.wikimedia.org/wiki/File%3ACat_
public_domain_dedication_image_0011.jpg
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(a) Matterhorn1 (b) Cat2
(c) Matterhorn image amplitude with
cat image phase
(d) Cat image amplitude with Matter-
horn image phase
Figure 2.1. Two images are shown in (a) and (b), with their phase information
exchanged in the Fourier-space in (c) and (d). Clearly, the phase holds most of the
structural image information (inspired by [Osh12]).
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Aperture plane
Fourier-space Image plane
Fourier transform
Lens/Optical system
Object plane
f f 
Figure 2.2. Optical system for phase retrieval with aperture plane A and image
plane o. f denotes the focal length of the lens.
and its variation are explained in more detail, because it is the background
for the wavefront correction algorithms introduced in this thesis.
Phase retrieval algorithms solve the task of restoring the unknown
phase of a wavefront from measured intensity distributions in Fourier-
space aperture plane and image plane with additional spatial constraints
in the image plane as shown in Figure 2.2. The aperture plane can also
be called pupil plane. This optical system is linear and generates no
aberrations, real objects generate real images in the image plane. As a
paraxial system, it can be represented with a single thin lens. The rays
shown in the Figure 2.2 help visualizing the imaging process, but should be
recognized as an inaccurate representation for a coherent system. Instead,
the imaging process is based on the scalar diffraction theory introduced in
the Appendix in Section A.1.
A more detailed overview of phase retrieval algorithms is given in
[SEC+15], for a performance comparison of various algorithms see [SBP14].
In the area of coherent optics, phase retrieval algorithms are used in
many applications from crystallography, holography to ptychography
and astronomy. The classic phase retrieval algorithm is the GS algorithm
[GS72]. It is discussed in the following section, together with the Hybrid-
Input-Output (HIO) algorithm for phase retrieval by Fienup [Fie82].
It can be shown that the Gerchberg-Saxton algorithm is equivalent to
a steepest gradient descent algorithm (error reduction approach) [Fie82],
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and that it converges in the weak sense, which means that with each
following step the RMS (root mean squared) error is either reduced or
remains the same.
The original GS algorithm showed slow convergence especially in case
of weak constraints in the image plane. Derived from the GS algorithm
Fienup [Fie78] explored a series of variations, which are designed to
deliver a faster convergence compared to the Gerchberg-Saxton algorithm.
In the general implementation, there is one known set of constraints in
the image plane and a second known set of constraints in the Fourier
plane of an optical system. The task is to find matching phase distribution
in both planes, which permits reconstruction in the image plane from
Fourier plane measurements [Fie78]. Fienup’s modified GS algorithms
need less knowledge about the image plane and are thus widely used
in the astronomy, where only weak constraints in the image plane are
possible [Fie06]. Such constraints are typically the approximate size and
non-negativity of the image [Fie87]. The Gerchberg-Saxton and Fienup
algorithms can be seen as projective algorithms [BCL02] [Mar07a]. An
overview of the applications of the Gerchberg-Saxton (GS) algorithm and
its variations is given in [Fie13].
In general, phase retrieval is a very ill posed problem [JEH15]. Several
works deal with the uniqueness of the phase retrieval problem. Uniqueness
can be proven for the 1D case, the 2D or higher case is more difficult
[SEC+15]. In recent results of [SS15] conditions for the exact reconstruction
of a class of parametric 2D functions can be found.
A recent result is that for unique phase retrieval in finite M dimensional
vector spaces 4M´ 4 measurement vectors are necessary. This is presented
and proven for the two and three dimensional case in [BCM+13]. Notable
recent developments in algorithms for efficient phase retrieval are the
alternating minimization approach by [NJS15] and the application of a
optimization technique called ’Wirtinger flow’ [BSZ+15]. For the scope
of this thesis only single observation methods are important, in other
works this distinction is not made as clearly. Many recent works, such as
[CLS15] treat the multiple observations with different phase conditions as
the standard case, testing them on a single observation fails. The reason
for this development lies in modern high-speed sensors making it easy
to acquire multiple measurements [JEH15]. Many modern phase retrieval
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algorithm leverage the high acquisition rates of modern sensors and
use multiple measurements, as the base of the algorithm. If more than
one intensity measurement is available, the SBMIR (Single-Beam-Multiple-
Intensity-Reconstruction) algorithm [POZ05] [BW01] can be used for phase
recovery. SBMIR requires multiples intensity measurement in planes at
known distances from the aperture. It starts in the first plane from the
aperture with an arbitrary phase, and iterates through all available planes
ordered by their distance, by calculating the light propagation of the
angular spectrum from one plane to the next and replacing the calculated
intensity with the measured intensity, see also [FKJ+12]. After the last
plane, it closes the loop by going back to the first plane. An extension with
multi resolution techniques and relaxations parameters is suggested in
[FKK+14].
Another current research direction is exploiting sparsity. While the
modern sensors mentioned above allow a high speed acquisition, they also
have low spatial resolution. Examples of such works are GESPAR [SBE14]
[FWW+14] or oversampling in PHASELIFT [CSV13].
A recent development is quantum phase retrieval [LIP+16] based on
[OP94] which applies phase retrieval to images obtained by illumination
with quantum states.
In the following some of these phase retrieval methods will be ex-
plained in more detail. We start with the Gerchberg-Saxton algorithm, as
it was the first phase retrieval algorithm, then the Fienup Hybrid-input-
output algorithm and other selected projection based methods, because
they are relevant to the WFC-algorithm and the analysis in Chapter 3.
The Gerchberg-Saxton Algorithm
The first phase retrieval algorithm was presented by Gerchberg and Saxton
in [GS72] , the Gerchberg-Saxton (GS) algorithm. Because of its relevance
to the following Wavefront Correction algorithm, it is explained in more
detail.
The imaging system shown in Figure 2.2 is composed of an incident
light, a lens with aperture plane A and an image plane O. While an
overview of the scalar diffraction is given in the Appendix A.1, this is the
basic imaging system used to explain and discuss this algorithm and as
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such, it requires further explanation. In a coherent system, the aperture
plane A of a thin lens will be called Fourier plane of the thin lens, while the
image is placed in the focus. It is called Fourier plane, because this coherent
optical system is based on diffractive optics and hence the image planes
light distribution can be derived from the aperture plane light distribution
via the Fourier transform. The inverse holds also true, the inverse Fourier
transform of the aperture plane yields the light distribution in the image
plane. This convention of using the positive Fourier transform to convert
from object space to Fourier-space and the inverse Fourier transform to
transform back will be used in this thesis, it is the standard convention in
phase retrieval algorithms [GS72].
The vector space of image plane images is called ’object-space’ and
the vector space of the aperture plane is called Fourier-space. The light
distributions in either plane can be described by its spatial frequency phase
and amplitude. Both can be expressed as a function of complex values.
The complex field in the image plane O is composed of amplitude Oa and
phase φ by O(x, y) = Oa(x, y)ejφx,y. (2.3.1)
Given such a system, the Gerchberg-Saxton (GS) Algorithm is capable
of retrieving the phase of the both planes, given intensity measurements
in both planes only. The algorithm needs amplitude distributions in the
image plane and in the Fourier-space aperture plane, which can be derived
as square root from the measured intensity distributions. The amplitude
distribution in the image plane is O0(n) and A0(k) in the Fourier plane.
We use n as the spatial parameter of the image plane and k as the spa-
tial parameter in Fourier space. For clarity and conformity with related
works [GS72] we denote the algorithm for the one-dimensional case with-
out loss of generality.
The amplitude distributions across the image plane O and a Fourier-
space plane A are linked by the Fourier transform operator F :
O(n) = F (A)(n) =
∫
A(k) exp (´j2pikn)dk. (2.3.2)
The algorithm starts with an arbitrary phase distribution in O and
loops over object-space and Fourier-space, while enforcing the constraints
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in every iteration i, which is noted as a subindex, (see Figure 2.3):
Ai(k) = F (Oi)(k) (2.3.3)
A1i(k) = |A0(k)|
Ai(k)
|Ai(k)| (2.3.4)
O1i(n) = F´1(A1i)(n) (2.3.5)
Oi+1(n) = |O0| O
1
i(n)
|O1i(n)|
. (2.3.6)
A disadvantage of this basic algorithm is its slow convergence. This
was greatly improved by Fienup in [Fie82]. As already mentioned, the
algorithms have been designed for situations, where the constraint in the
image plane is only the approximate image size, which is called support.
The Hybrid-Input-Output (HIO) algorithm is widely used today.
This algorithm treats the application of Fourier domain constraints as
a feedback system with the input Oi in Equation 2.3.3 and output O1i(n) in
Equation 2.3.5. Furthermore, an additional support constraint is added,
which restricts the size of the reconstruction to a prior defined set of points.
The object-space update Equation 2.3.6 is changed to:
Oi+1(n) =
{
O1i(n) n P Vo
Oi(n)´ βO1i(n) n R Vo,
(2.3.7)
where Vo is a set of points, where the object-space constraints are valid
and β P R is a parameter influencing the convergence speed. A value
commonly used is 0.7, which was determined experimentally as optimal
in most cases [Fie13], we follow this convention. For an evaluation of the
influence of this parameter see [Fie82].
Fienup [Fie87] has shown, that the magnitude constraint in object
space can be relaxed, as the knowledge of approximate object size is
sufficient. Nevertheless, the algorithms of Fienup and similar still require
the magnitude constraint in the aperture plane, which means having
knowledge about it and are therefore not applicable for the restoration of
blurred images, which is the focus of this thesis.
From an input image, that is violating a constraint, the enforcement of
a constraint outputs a result, which is the first valid input closest to that
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Apply Fourier-space 
magnitude constraints
Apply object-space 
magnitude constraint
Inverse Fourier transform
Fourier transform
Figure 2.3. The Gerchberg-Saxton algorithm.
violating input. This application of a constraint can also be expressed in
the framework of projections [YW82], where the application of a projection
means the enforcement of a constraint. Let V be the set of values for which
a constraint holds, then we define a projection P of y onto V as the set of
values x P V, which are closest to y:
PV(y) = {x P V, ‖x´ y‖ = ‖y´V‖}. (2.3.8)
For practical purposes if the set has more than one value, we choose
one of these points. For conditions for single-valuedness of the Fienup
constraints and a more detailed introduction see [BCL02]. The application
of the constraint in Equation 2.3.6 is defined as Po and the subsequent
application of Equations 2.3.3, 2.3.4 and 2.3.5 as PA. The HIO algorithm
now reads:
Oi+1(n) =
{
PA(Oi)(n) n P Vo
Oi(n)´ βPA(Oi)(n) n R Vo.
(2.3.9)
It was discovered later [LS83] [YW82] [BCL02] that the Gerchberg-
Saxton algorithm can also be seen in the context algorithm of projections
onto convex sets (POCS) , in which every application of a constraint is
a projection onto a set of valid points. Thus, the GS algorithm can be
expressed as Oi+1(n) = Po(PA(Oi(n))). (2.3.10)
This makes the algorithm structure very clear, which is alternatingly pro-
jecting onto each set until convergence. This alternating application of
projections in the Gerchberg-Saxton algorithm has previously been es-
tablished as the von-Neumann algorithm [Neu51] and is also called the
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MAP(multiple alternating projections) algorithm [ER11] in the field of gen-
eral projection algorithms for solving the problem of finding intersecting
points in convex sets.
In this section we established the connection from phase retrieval
methods to POCS algorithms and as [BCL02] shows using general POCS
algorithms for phase retrieval is also possible. An introduction into POCS
algorithms is given in Section A.6. Most of the algorithms have been ap-
plied and evaluated with success to phase retrieval [Mar07a]. An exception
are the Haugeauzou algorithms, which are the only algorithms which
are strongly convergent on convex sets [BCL06]. It is important to note
that while the convergence of these methods can be proven, this result is
applicable only under the assumption that the underlying sets are convex.
However, this is not the case for the phase retrieval problem, for a proof
see [Mar07a].
2.4 The Focused Shadowgraph
In this section first we introduce the shadowgraph and give the reader a
basic understanding of its optical elements and properties. Furthermore,
we discuss related works applying a shadowgraphs or similar optical
devices for research into marine plankton.
The focused shadowgraph is a imaging concept meant for the observa-
tion of small in-transparent or semitransparent objects [Set01]. A modern
introduction into shadowgraph systems can be found in [Maz13].
A typical focused shadowgraph is composed of the following elements.
Light of a point light source is converted with a condensation lens into
parallel light. This light is used to illuminate the target of observation at
which point the opaqueness of the target creates an image of light and
shadow. With a second condensation lens this light is focused into the
focusing lens. The focusing lens has the purpose of selecting a plane of
focus. It projects the light and shadow image from the target onto the
image sensor. The basic shadowgraph theory is based on geometrical
optics. In this thesis the shadowgraph is converted to a coherent optical
instrument with a standard LED as illumination.
An optical drawing of a focused shadowgraph principle is shown in
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Image sensorPoint light source Focusing lensLens Lens
Figure 2.4. Optical drawing of the focused shadowgraph. Black dots show the
illumination edge rays, blue the rays from the objects projection onto the camera
sensor. Shown is an adaptation of a drawing from [Set01].
2.4. With the parallel light source, the observation objects are projected
onto the image sensor and become visible as shadows.
The shadowgraph itself has numerous applications. It can be used for
particle image velocimetry (PIV) [WYH08] in which the motion of particles
inside a volume is observed and turbidity measurement in to acquire
images of semi-transparent objects. An overview of modern shadowgraph
imaging for the analysis of fluid dynamics in jets and drops is given in
[CCM+11]. Shadowgraphs are also used for dust particle measurements in
high sensible environment such as the ITER (International Thermonuclear
Experimental Reactor) [GMC+15]. Although employed since the 17th cen-
tury [Set01], research on the shadowgraph is ongoing, as recent works on
smartphone based shadowgraph systems show [Set17].
Another field of application is marina plankton observation and mea-
surement. This is the field in which, due to the cooperation between the
Workgroup on Multimedia Information Processsing of Prof.Dr-Ing. Rein-
hard Koch at Kiel University and GEOMAR Helmholtz Center for Ocean
Research Kiel, we are particularly interested in and on which we will focus
in this section.
Plankton observation and measurement is of very high importance
foremost for marine biology [HWL+00], because plankton has impact
on the entire marine habitat. Moreover plankton is also an indicator of
other phenomena such as climate change [HRR05] [Ric08] and marine
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acidification [OFA+05][HDÁ10]. Because of this global interrelationship,
the results can influence and have impact on many other fields of research
such as climate modeling.
A focused shadowgraph system for plankton observation ’In situ ichthy-
oplankton imaging system’ ISIIS is presented in [CG08]. It uses a colli-
mated pin hole led illumination inside a stainless steel tube housing and
a camera in a second tube housing. Both tubes are axially arranged and
plankton is observed by projecting light from the illumination tube to-
wards the camera tube. The system achieves a resolution of 68 µ, which
seems to be sufficient for most plankton objects.
The ISIIS and its novel version the ISIISv2 plankton imagers are a
product of Bellamare, LLC of San Diego, California 3. In addition to
plankton shadowgraph systems, the company offers in-house analysis and
image sorting services for the acquired images. An application of this
system in a multimodal survey including plankton nets and ultrasound in
the southern california bight can be seen in [MCN+12], where the results
are used to produce high resolution plankton distribution maps of the
area. These maps are of importance to marine biologists, as they help to
understand how other environmental features correlate with plankton
distribution.
Research towards low-cost autonomous plankton observation plat-
forms like the ’GUARD1’ system [MCM+15] [CMM+16], which sample the
ocean in a swarm and therefore provide more data is ongoing. Another
recent work on semi-automated underwater microscopy is [GNM+16],
which uses automated image acquisition, processing and analysis device
for the observation of fish larvae.
From the various sources dealing with plankton observation we fol-
low, that the shadowgraph is the superior system for in situ observation
[CGG+13] [GCG+15]. The shadowgraph is also used in laboratory environ-
ments to get more in depth knowledge on plankton behavior. In [YRW08]
orthogonally overlapping shadowgraphs allow the reconstruction of cope-
pod (a group common plankton species) [YLG+92] trajectories.
3http://www.planktonimaging.com/
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In any expedition thousands of images are collected, which makes
manual evaluation unpractical and calls for an automatic analysis. More-
over, for autonomous or semi-autonomous acquisition systems such an
automatic analysis of the images is required. The automatic analysis of the
plankton images still remains a challenge. In 2015 the machine learning
contest organizer Kaggle issued the machine learning contest ’National
Data Science Bowl’ with data by the Hatfield Marine Science Center at
Oregon State University. In this contest shadowgraph plankton images
were to be classified by the plankton species. The competition featured
175000$ in prize money and was well received with entries from 1049
teams [CSR+15] [XWC+15].
In [FPL+16] an imperfect classification of ISIIS shadowgraph plankton
images is used to describe distribution patterns of different species on the
Ligurian coast. A complete shadowgraph plankton observation system
is presented in [BGB+15], in which a complete pipeline including back-
ground subtraction, noise removal, segmentation and image analysis for
shadowgraph plankton images is presented. Because [BGB+15] is pub-
lished under a special free license, we are able to show original images
from this publication and also show images from [BGB+15] enhanced with
the novel algorithms of this thesis in Chapter 4.
As explained in Section 4.4.2 in this thesis a method for the extraction
of three dimensional data from single shadowgraph plankton images is de-
veloped. Related work for three dimensional in-situ plankton observation
is scarce. One such work is [LYI+13] which presents the Japanese plankton
imaging system ’uROW PICCASSo’, which uses dark field illumination
with ring led allowing full color images of plankton and also mentions ex-
periments with light field camera for three dimensional imaging, however
no results are shared.
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The Wavefront Correction
Algorithm
3.1 Description of the Algorithm
This chapter begins with a motivation in optical terms, which leads to the
formulation of the WFC-GS algorithm. Building on this other formulation
of the Wavefront correction problem and more sophisticated algorithm
and approaches from other fields are included, to find the optimal solution
for the WFC problem. Furthermore, the theoretical convergence properties
of the novel WFC algorithms under the different conditions are discussed.
In a coherent system, the light distribution in the focus plane of a
thin lens is the Fourier transform of the light distribution of the aperture
(Fourier plane). Thus assuming that the input image is captured in perfect
focus and assuming there are no aberrations we can switch between this
focal image plane and the Fourier plane by applying the Fourier trans-
form and the inverse Fourier transform. As explained in the introduction
of classic phase retrieval algorithms in Section 2.3, we follow the stan-
dard convention of using the positive Fourier transform to convert light
distributions from image plane to aperture plane.
However, if the image is not captured in perfect focus or if any other
aberrations occur, we need to consider the additional wavefront deforma-
tion introduced by defocus or other optical aberrations.
To this effect, the wavefront deformation has to be superposed to the
original wave. Aberrations are described as wavefront deformations, which
can be described as the optical path difference across the aperture. As will
be shown, the defocus is represented by a superposition of a spherical
phase term. If there are no aberrations, then the optical path difference
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and wavefront deformation is zero and the image in the image plane is
undistorted.
In a real environment the optical system is never ideal, the image is
blurred. The blur is caused by imperfections of the whole optical imag-
ing system and can be expressed as wavefront deformation. The task of
image restoration deals with methods for the correction of the wavefront
deformation.
This thesis deals with the imaging configuration shown in Figure 3.1. It
is an optical imaging system with object plane, aperture plane, focus plane
and image plane. The optical system consists of a lens, which may in the
ideal aberration-free case be represented by a thin lens. The lens forms a
focused image of the object in the focus plane. In Figure 2.2 (the optical
system for phase retrieval) the image plane is identical with the focus
plane of the lens, while in Figure 3.1 the image plane is shifted from the
sharp focus plane, which is equivalent to the superposition of a spherical
wavefront deformation.
This spherical wavefront deformation can be visualized by points across
the aperture plane of equal phase of the light wave field. It is shown on the
left side of Figure 3.1 with the aperture plane in normed x-y coordinates
and the optical path difference as a colored connected surface.
As highlighted previously, the rays are meant as a help for visualizing
the imaging process and are inaccurate for a coherent system, in which
the light propagation is ruled by diffraction. The imaging process is based
on the scalar diffraction theory introduced in the Appendix in Section A.1.
The wavefront aberration is usually approximated by Zernike polyno-
mials [Nol76] in modern optics. In this thesis the Zernike polynomials
are used for the simulation of wavefront aberration, therefore they will be
described in some detail. Zernike polynomials describe the deformation
in radial coordinates, as distance from the center of a unit disc and angle.
Furthermore, they form the basis of a vector space, which makes them
ideally suited for the description of wavefront aberrations. This means any
aberration can be described as a Zernike polynomial or a combination of
Zernike polynomials. An introduction to Zernike polynomials is given in
Section A.5 of the Appendix.
A wavefront deformation W is described as the sum of Zernike poly-
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nomials Zi, with parameters pi:
W =∑
i
Zi pi. (3.1.1)
In the following the function of a lens is discussed shortly. For coherent
light incident on a convex thin lens with radius r, where the paraxial
approximation is valid, the spherical phase delay is
φd(x, y) =
k
2r
(x2 + y2) (3.1.2)
or written in multiplicative form:
φm(x, y) = exp(j
k
2r
(x2 + y2)), (3.1.3)
where k = 2piλ is the wave number and x horizontal and y vertical dis-
tance from the center of the lens perpendicular to the optical axis. For a
derivation and more explanations, see appendix Section A.1.4.
The spherical wavefront deformation due to wavefront propagation
can be described as
φp(x, y) = ´ pi
λz
(x2 + y2), (3.1.4)
where λ denotes the wavelength and z the distance of the image from the
exit pupil. A derivation of this equation can be found in Section A.1.3). As
can be seen, the addition of an appropriate spherical phase can be used to
simulate or compensate the defocus.
The optical wave, which propagates from the aperture plane, has
a diverging spherical wavefront as discussed in the Section A.1.3. The
focusing lens changes the diverging wavefront to converging and creates a
sharp image with planar phase.
If the image plane is moved from the focus, as shown in Figure 3.1,
the phase of the image is defocused and no longer planar. Notice that
in this image the term focus plane is assigned to the sharp image. This
convention will be used often in the following chapters. The image plane
is assigned to the measured and blurred image.
Changing the radius of the lens has the same effect as moving the
image plane away from the focus plane. In both cases, the wavefront in the
image plane is changed by an additional spherical component. In the focus
plane the inherent divergence of the light is compensated by the focusing
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Figure 3.1. Wavefront correction in an out of focus optical system. Compared to
Figure 2.2, the image plane is out of focus, which causes an additional spherical
wavefront deformation. The wavefront deformation is visualized as a surface of
points with equal phase across the x-y coordinates of the aperture plane.
optical system and thus the image has planar phase. This is discussed
with more rigor in the appendix in Section A.2.
Let us consider an image distorted by wavefront aberrations. If we
had complete information about the light distribution in the Fourier
plane/aperture plane of the imaging system in phase and amplitude,
adding the compensating wavefront and applying the inverse Fourier
transform is all we needed to recover a sharp image. This is the approach
taken in related work on coherent image restoration, see Section 2.1, with-
out having this phase information.
However, practical image restoration is not that simple, because in
most applications, such as in a typical microscopic setting, we have no
sensors to measure the Fourier space magnitude and phase. Therefore
and because of the disturbed image in the imaging plane, phase retrieval
algorithms are not applicable. The goal is to develop an image restoration
algorithm, based solely on the knowledge of the intensity distribution of
the distorted image and some measure of the wavefront deformation.
Therefore, we can use two constraints: The first constraint is the mea-
sured amplitude distribution, which is the square root of the intensity
distribution, the second one is the requirement for a real and positive am-
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plitude distribution in the virtual ideal focus plane, where all aberrations
are removed.
We enforce a zero angle phase vector by calculating the magnitude,
effectively setting the amplitude to real and positive values. Note that
in a restored image, positive or negative amplitude values would show
the same intensity. The application of phase aberration function φs or
its inverse φ´1s means a multiplicative phase shift on the corresponding
complex amplitudes. It is defined analogous to the specific defocus phase
shift φm in Equation 3.1.3.
3.1.1 Physical Introduction and WFC-GS
To reach an algorithmic description of the algorithm we start with the
virtual ideal focus plane. It is introduced as virtual focus plane F, which
can be reached from Fourier-space A via the inverse Fourier transform
F´1. The following equations define the Gerchberg-Saxton (GS) inspired
version of the wavefront correction algorithm (WFC-GS) in iteration step i,
illustrated by Figure 3.2:
Ai(k) = F (Oi) φ´1s (k) (3.1.5)
Fi(n) = F´1(Ai)(n) (3.1.6)
F1i (n) = |Fi(n)| (3.1.7)
A1i(k) = F (F1i )(k) (3.1.8)
Oi(n) = F´1(A1i φs)(n) (3.1.9)
Oi+1(n) = |O0(n)| Oi(n)|Oi(n)| . (3.1.10)
The algorithm starts similar to the GS-algorithm with the measured O0
as Oi. In the first step (Equation 3.1.5) the Fourier transform is applied.
Then the inverse wavefront deformation is applied by multiplying the
Fourier space distribution with inverted phase delay φ´1s of this wavefront.
Transferred to the virtual focus plane (3.1.6), the real and positive constraint
of the distribution is enforced (3.1.7). Then we transform back into object-
space (3.1.8, 3.1.9), enforce the object magnitude constraint (3.1.10) and
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start iteration i + 1.
The algorithm starts in object space with the measured magnitude
distribution.
A sequence of Oi gives the image plane amplitude distribution in
iteration step i. In the last step of the algorithm the object magnitude
is set to the initial magnitude with application of Equation 3.1.10. Thus
Oi is in fact the complex combination of the initial magnitude from the
square root of the measured intensity |O0(n)| and phase information
gained during the course of the algorithm. Therefore, we can conclude
that wavefront correction algorithm also conducts phase retrieval as it is
noted in Figure 1.1.
However, these values of the sequence of Oi are not the practical result
of the algorithm, as just explained they denote the object space distribution.
The aim of wavefront correction is to restore the sharp image, which resides
in the focus plane. Hence, after the convergence criterion is reached the
final iterative Oi of the object space must be transferred to focal space.
This is achieved by applying the Fourier transform to reach Fourier space,
then the wavefront deformation and finally an inverse Fourier transform
into focal space. These steps are equivalent to applying Equation 3.1.5
and Equation 3.1.6. Convergence criteria are discussed in more detail in
Section 3.6.
For the practical application of the algorithm, note that although the ex-
act phase magnitude k/(2r) of Equation 3.1.3 depends on the wavelength,
exact knowledge is not necessary, because it is only a linear factor that can
be compensated with the radius. More practical is a measure of maximum
phase difference dependent on the image size.
3.2 Projection Algorithms
In the previous section the WFC-GS algorithm was introduced within the
domain and notation of optical imaging. In this section an alternative view
is sought. Similar to phase retrieval for the wavefront correction (WFC)-
algorithm the fulfilling of constraints can be described in the framework
of projections onto convex sets. The question of actual convexity of WFC
is discussed later.
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Figure 3.2. Overview of the WFC-GS algorithm.
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Figure 3.3. WFC-GS algorithm iterations. The planes are arranged as in Figure 3.1.
The numbers resemble the same steps as in Figure 3.2.
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In the most general sense, the enforcement of a constraint projects
an element from the sets of possible data points onto the set of valid
data points, i.e. points which do not violate the constraint. In the general
non-convex case, where multi-valuedness of the projectors is an issue, this
can be mostly resolved by arbitrarily choosing a valid data point if the
projection result is multivalued [BCL02].
With the projective formulation of wavefront correction in terms of the
POCS (projections onto convex sets), the Gerchberg-Saxton algorithm can
now be identified as the von-Neumann algorithm [Neu51].
The WFC-GS algorithm includes two constraints, the focal space con-
straint and the object space constraint. We denote the application of the
object space constraint of Equation 3.1.10 as projection Po and the applica-
tion of virtual focal space constraint including necessary transformations
in Equations 3.1.5 to 3.1.9 as projection PF.
The WFC-GS algorithm can now be written as
Oi+1(n) = Po(PF(Oi(n))). (3.2.1)
This algorithm uses the idea of the Gerchberg-Saxton phase retrieval
algorithm in order to iteratively optimize the image. The Fienup variations
of the Gerchberg-Saxton algorithm are introduced in Section 2.3 and offer
advantages over the original Gerchberg-Saxton algorithm such as a faster
convergence. The most notable algorithm by Fienup is the Hybrid-Input-
Output (HIO) algorithm.
Because we lack information about the object support, we cannot
directly apply the standard HIO definition in Equation 2.3.9. Therefore,
adapting wavefront correction to use the principle of the HIO algorithm
requires some more changes than including focus-space constraints . Let
1V be the characteristic function of the set of points V where the constraints
(such as object support) are valid and 1CV of its complement. With [BCL02]
we write the HIO-version of the wavefront correction algorithm (WFC-
HIO) as:
Oi+1(n) = 1V PF(Oi)(n) + 1CV(Oi ´ βPF(Oi))(n) (3.2.2)
= 1V PF(Oi)(n) + (1´ 1V(Oi ´ βPF(Oi))(n) (3.2.3)
= 1V((1+ β)PF(Oi)´Oi) + (I ´ PF)(Oi)(n) (3.2.4)
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= (Po((1+ β)PF ´ I) + I ´ PF)(Oi)(n) (3.2.5)
and can apply it on images with wavefront aberration, without requiring
object support information.
Both of these algorithms have the disadvantage of being only weakly
convergent, which we showed for WFC-GS in Section 3.3 and [ZK16]. This
projective formulation allows us to use more advanced POCS algorithms
introduced in the Appendix A.6 to derive novel wavefront correction
algorithms. To express the constraint applications as projections, we always
identify one of the projections as the image plane constraint projection Po
and the other as the focus plane constraint projection PF.
We apply the averaged projection (AP) algorithm [ER11] to wavefront
correction. This leads to the WFC-AP algorithm with update formula
Oi+1(n) =
1
2
(Po(Oi(n)) + PF(Oi(n))), (3.2.6)
where both constraints are applied and the results is averaged.
The RAAR (Relaxed averaged alternating reflections) algorithm by
Luke [Luk05] is a POCS algorithm with improved convergence. The WFC-
RAAR algorithm is defined by this update formula:
Oi+1(n) = (
1
2
β(RoR f + I) + (1+ β)PF)Oi(n), (3.2.7)
where Ro, and R f denote reflectors and β a dampening parameter between
0 and 1.
A recent contribution by Bauschke et al. is a strongly convergent POCS
algorithm based on concepts by Haugazeau [Hau68], the HAAR algorithm.
The significance of this algorithm lies in its strong convergence properties,
which are discussed the Appendix.
As a Haugazeau based algorithm, the WFC-HAAR algorithm reads
Oi+1(n) = Q(O0(n), Oi(n), (1´ µn)Oi(n) + µnTOi(n)), (3.2.8)
with (µn)nPN an arbitrary sequence of values in ]0, 1] with infnPN µn ą 0,
and Q the Haugazeau helper function (Appendix, Equation A.6.11).
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3.3 Convergence
The question of convergence is of both theoretical and practical impor-
tance as it defines how usable the algorithm can be. In this section the
convergence of the methods introduced before is discussed.
In [Fie82] the weak convergence for the GS algorithm is shown using an
error reduction argument, we expand on this to prove the same property
for the GS-version of the wavefront correction algorithm (WFC-GS).
In iteration i the squared error against the object-space image plane
constraint over the entire image is
E2O,i =
∫
n
(Oi+1(n)´O1i(n))2 dn. (3.3.1)
Similar, for the virtual focus plane constraint the squared error is
E2F,i =
∫
n
(Fi(n)´ F1i (n))2 dn. (3.3.2)
The squared error may also be seen as the energy of the error. With
Parseval’s theorem it follows that
E2F,i =
∫
k
(Ai(k) φ´1s ´ A1i(k) φ´1s )2 dk. (3.3.3)
Because of the energy conservation of optical light transport, we obtain
E2F,i =
∫
k
(Ai(k)´ A1i(k))2 dk. (3.3.4)
This allows a second application of Parseval’s theorem:
E2F,i =
∫
n
(Oi(n)´O1i(n))2 dn. (3.3.5)
Because for any n
(Oi(n)´O1i(n))2 ď (Oi+1(n)´O1i(n))2, (3.3.6)
it follows with equations 3.3.1 and 3.3.5 that
E2O,i ď E2F,i. (3.3.7)
With the same arguments for the focus plane F, clearly
(Fi+1(n)´ F1i+1(n))2 ď (Fi(n)´ F1i (n))2. (3.3.8)
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From this it follows with equations 3.3.2 and 3.3.5 that
E2F,i+1 ď E2O,i. (3.3.9)
Combined with equations 3.3.7 we see
E2F,i+1 ď E2O,i ď E2F,i (3.3.10)
and E2F,i+1 ď E2F,i. (3.3.11)
Therefore the error decreases or stagnates with every iteration. This result
proves the weak convergence, but does not guarantee that the algorithm
always converges to a global minimum.
This is the reason why the HAAR algorithm is also discussed in this
thesis. Based on the works of Haugazeau [Hau68] the HAAR algorithm is
a strongly convergent algorithm for projections onto convex sets [BCL06].
The strong convergence properties depend on the assumption that the
underlying sets of the projection Po, the object-space amplitude constraint
and PF the focus-space constraint are both convex.
The PF projection, which sets the phase component to zero or in other
words, the projection from the set of all complex images onto the set of
images with only real and positive images shall be discussed first. For
this, we need to show that the set of real and positive images S is indeed
convex. Applying the definition of convexity this means for all images
s, t P S and τ P R that
τs + (1´ τ) ˚ t P S. (3.3.12)
This means that any linear combination of s, t, graphically represented
by a connection line, must be in S.
Since only finite discrete images of two dimensions are of interest, we
set the image size to nˆ n with n P N. Furthermore, since addition and
multiplication with a scalar are applied element by element this discussion
can be focused on single elements or pixels in this case. Therefore, we
need to show that convexity applies to single pixels.
Let a single pixel in a real positive image be p P R+. Since the convexity
of the real numbers is a given, the set of positive real numbers is also
convex and thereby the set of real positive images is convex as well. Thus,
the magnitude projection of the focus plane constraint is convex.
The HAAR algorithm is strongly convergent [BCL06], but relies on the
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Im
Re
Figure 3.4. Non-convexity of the image plane constraint. The circle show the set
of points with identical amplitude and the arrows highlight the phase of two
examples. The red connecting line is their linear combination.
assumption that both projections are projections onto convex sets. For the
wavefront correction problem, we have projections Po and PF, the image
plane constraint and the focus plane constraint.
For the image plane constraint, that we implemented by enforcing the
measured amplitude and leaving the phase as it is, the situation is not
so simple. We observe that the phase retrieval problem exhibits the same
constraint and thus we can use the arguments made in [Mar07b] for phase
retrieval.
If we visualize this projection onto a given amplitude in a plane of
complex numbers, the projection set can be visualized by a circle. The
instance of a real positive image is a point in this space. The radius is
defined by that amplitude and the points on the circle are defined by
different phase angles. As seen in Figure 3.4 the connecting line between
two points of this sets is not inside the set, which means that this set
is not convex. Therefore, image restoration with wavefront correction in
projective formulation is not convex and the WFC-HAAR algorithm is
not strongly convergent. Nevertheless, we can benefit from the very good
convergence properties as will be seen in the results.
3.4 The WFC-FISTA Algorithm
Our literature review of incoherent deconvolution algorithm has shown
that many algorithms gain their performance from appropriate priors.
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In the following section, we will derive a formulation of WFC suitable
for proximal algorithms and show how to apply the FISTA optimization
algorithm. For the application of proximal algorithms, we need to see the
problem of wavefront correction from an optimization perspective. We
regard the mean squared error between a blurred version of the optimized
amplitude and the input amplitude.
Let F be the matrix that applies the Fourier transform by left multipli-
cation and O the image plane light distribution with dimensions mˆ n.
Thus, the complex aperture plane image A is formed by
A = FO, (3.4.1)
using the same convention as in the other WFC algorithms. Now φsa
corresponds to the wavefront deformation of the optical aberration, in
contrast difference to the φs used for the projective WFC algorithms φsa is
not written in multiplicative form(see Equations 3.1.2 3.1.3). It is embedded
in the measured amplitude distribution O0 and needs to be applied by
using the Fourier transform, element-wise multiplication and inverse
Fourier transform.
Furthermore, to revert to the image plane the inverse Fourier transform
is applied. Hence, the transformation matrix W from focal to image plane
reads: W = F´1(Fb φsa). (3.4.2)
This matrix W maps a sharp image to its disturbed equivalent by left
multiplication and we write W(x) for the function that applies this linear
transformation on an image x P Cmˆn. Nevertheless, this transformation
does not include the image plane constraint yet. This step requires that
the amplitude in the image plane is set to the measured amplitude O0. To
calculate the amplitude we require the absolute value of Wx and define
function W f applied on image x as:
W f (x) = |(Wx)|. (3.4.3)
With this function W f , the difference or error between the constraint
and image x sets an objective function with image plane constraint and
can be measured by computing the L2-norm element-wise:
|W f (x)´O0|2. (3.4.4)
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Computing the L2 norm means that the squared difference for every matrix
element is calculated and then the square root of the sum is taken.
In this objective function, a regularization can be easily added. To
minimize noise and ringing we choose the total variation prior, which
enforces the sparsity of the image gradients. The intuition behind gradient
sparsity is that images with large uniform patches separated by sparse
strong edges should be favored over noisy images without structure. This
idea is backed by natural image statistics as confirmed in [LFD+07].
This is accomplished by adding a term dependent on the gradient
of x weighted by γ. The gradient matrix of x should be sparse, i.e. that
few elements in the matrix have high values. While the idea of sparsity
intuitively implies the L0 norm, the L1 norm is used instead, because it can
be calculated much easier. The L0 norm calculates the number of non-zero
elements in the matrix, while the L1 norm calculates the sum of all absolute
values. The good properties of the L1 norm as an approximation to L0 are
shown in [CP11]. Therefore, we use as regularization that the L1 norm
of the gradient of x over the entire image is low. Throughout this thesis,
unless noted otherwise, we use a gamma value of 5 ¨ 10´3, which is the
same value as used in a FISTA code example by the authors of [FBA09].
All L2 and L1 norms in the following are applied element-wise. O0 is
the measured amplitude distribution in the disturbed image plane and
focus plane image x P Cmˆn. Then the optimization target variable is the
complex distribution in the focus plane x, which by focus plane constraint
is forced to have a planar wavefront and therefore to be in R+mˆn:
arg min
x
||(W f (x)´O0)||22 + γ||∇x||1
subject to: x P Rmˆn+
(3.4.5)
Before the actual implementation, some more attention on prerequisites
is required. Attempting to restore an image with nˆ n pixels results in an
optimization target with a total variable count of n2. The Jacobian matrix
then has n4 elements. Computing this number of elements of this matrix
is both time and memory intensive. For an image with 1024ˆ 1024 pixel
of double precision values, this means a Jacobian matrix would have the
size of 10244 ¨ 64 bit. In contrast, the evaluation of the gradient evaluated
in a certain direction, requires only the amount of storage as the image
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itself, which is n2.
A naive approach is to use a non-linear blackbox optimization algo-
rithm to solve this problem. The Newton-Raphson algorithm is such a
classic optimization algorithm, defined by its very fast quadratic conver-
gence. The key element is that it requires the calculation of the Hessian
matrix and its inverse in every iteration. With n4 elements for computation
and storage of this matrix the same argument as for a Jacobian matrix
must be made, hence an alternative is necessary.
A way to solve this problem is the limited memory Broyden-Fletcher-
Goldfarb-Shannon (L-BFGS) algorithm, a quasi-newton algorithm. It works
similar to the gauss-newton method, but does not fully compute the Hes-
sian matrix, instead it approximates it from past iterations. The specialty
of the L-BFGS algorithm over other quasi-newton algorithms is that the
Hessian matrix is not stored in full, but a low rank approximation with
limited memory footprint is used instead.
Practical tests of applying this L-BFGS optimization algorithm on this
objective function to restore images showed that this direct approach is
very slow and does not converge to plausible results. This is unsurprising,
because of the non-convexity of the problem.
Instead, we want to improve on this using the fact that the objective
function is a compound. To reach a faster and better solution we want
to apply the particularly fast fast iterative shrinkage algorithm (FISTA)
as defined in Section A.7. Note the FISTA requires convexity of both
parts. In the first step the objective function is split in two additive parts
fw f c(x) + gw f c(x). With
fw f c(x) = |(W f (x)´O0)|22 (3.4.6)
and gw f c(x) = |∇x|1. (3.4.7)
For the total variation term g, we apply the proximal map as in e.g.
[BT09b].
Because W f can be expressed as a left multiplication with an invertible
matrix W, a linear transform pd, and an absolute value projection, it is clear
that fw f c is convex. Thus with this different view of wavefront correction
we gained convexity, which means that the requirements on fw f c that
FISTA demands are fulfilled.
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For the minimization of the quadratic term, FISTA requires the gradient
of fw f c. The derivative of the linear part of W f is easy to calculate and
constant, but the absolute value function complicates it. When convergence
is reached, the image should be real and positive. If the image is already
real and positive, than the values remain unchanged by the absolute
value function and it can be neglected. In the other case, we can use an
approximation for the derivative by calculating the derivative without
absolute value function influence and then project it onto the real values
by applying the real part function Re. Hence in the next optimization step,
only real values can occur.
Thus, the gradient of fw f c(x) can be calculated very fast and easy, as
if the absolute value function had no impact on it and W f were only a
matrix multiplication with W:
∇ fw f c(x) = 2(WT(Wx)´O0)), (3.4.8)
then we add the real part functions to it:
∇ fw f c(x) = 2Re(WT(Re(W(x))´O0)). (3.4.9)
Using this approach of approximating the gradient, we can apply FISTA
very similarly as it is done for incoherent deconvolution in [BT09b]. We
see that although the physical background and arguments differ, similar
optimization problems must be solved.
As noted above, the allocation of matrix W for an image of size nˆ n
requires n4 elements. Moreover, matrix multiplication is of higher computa-
tional complexity than fast Fourier transform. Thus, in the implementation
of the algorithm, the steps to create it are applied separately on any given
x with the fast Fourier transform.
An overview of the algorithms used and developed in this thesis is
shown in Table 1.2.
3.5 Internal Patch Recurrence WFC
For natural images the principle of local self-similarity can been observed
using statistics [SI07]. This principle describes a fractal like quality of
natural images, that for image elements of a high-resolution image, similar
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(a) Full scale (b) 3x smaller
Figure 3.5. The same blurred image at different scales. The right image is sharper,
because the width of the blur effects is scaled together with the image.
elements can be found in the low scales in the same image. Of course,
images where this principle applies less can also be found, but for natural
images the principle generally applies [SI07].
Moreover, images in smaller scale are generally sharper than high
resolution images because the width of the blur is scaled with the image,
see Figure 3.5, the same slightly blurred image is shown at two different
scales. The right image is sharper, because the blur is not spread as wide
as on the left image. Hence, the high resolution image is improved in
sharpness by using matching elements from the small scale image.
Self-similarity has been successfully applied in recent works in com-
puter vision on dehazing [BI16] and blind deconvolution [MI14]. In this
section we want to derive an algorithm that applies this principle for
wavefront correction, with the side goal of making this algorithm robust
against noise.
Local self-similarity should act as a regularizer and enable a solution of
the wavefront reconstruction problem that is not only plausible according
to the scalar diffraction theory, but also gains in quality by exhibiting this
property.
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WFC-AP algorithm is the most robust (see results for noisy input
images in Section 4.2.2) projective algorithm discussed, thus we decided
to use it as the conceptual foundation of this algorithm.
Inspired by [MI14] we enforce the regularization property of self-
similarity as internal patch recurrence. This means that we apply the
similarity property on small patches from a high resolution image and
look in the low scale version of the image for sharper, low scale patches of
the same content. The regularizer is then implemented as a replacement
function of the blurred high res patches with low scale sharp variants.
To find these patches, patches from the low scale image are sorted in a
lookup database. For all image patches from high resolution image the
most similar patch from the low scale database is found and then it is
replaced by this patch.
To assemble the low scale patch database, a low scale image, that is
sharper, than the original image must be produced. A special resizing
function based on the sinc function is used, that as proven by [MI14], is
theoretically best for recovering high frequencies in low scale images.
In the WFC-AP algorithm two projections Po and PF are applied on the
object space image:
Oi+1(n) =
1
2
(Po(Oi(n)) + PF(Oi(n))), (3.5.1)
This internal patch recurrence regularizer only makes sense for images
that are intended to be sharp. We apply it in the virtual focus plane of the
projective algorithm. Thus, the first projection Po, which enforces that the
amplitude matches the measured amplitude is still necessary and remains
unchanged. We want to adapt the second projection PF, which enforces
focus plane phase constraint, to use the internal patch regularizer, because
the focus plane the image should be sharp and therefore have a high
fractal self-similarity.
Therefore, with function Sel f Sim that replaces the input image with its
more self similar counterpart, we define the projection on an object space
image O, with variables as defined in Section 3.1.1 and 3.2:
Pf SS(O) = F´1φsF ( Sel f Sim(|F´1 F (O)φ´1s |)), (3.5.2)
or more directly this is the same PF as in Section 3.2 with an additional
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application of Sel f Sim after the focus plane constraint. Thus the WFC-SS
algorithm is defined by:
Oi+1(n) =
1
2
(Po(Oi(n)) + Pf SS(Oi(n))). (3.5.3)
The application of internal patch recurrence requires some parameter
tuning. The two most powerful parameters are the patch size and the
scaling factor between high resolution and low scale image. Larger patches
leads to a stronger regularization, but may remove details, while a large
scaling factor gives sharper patches for replacement but may also remove
details.
Because we do not want to fine-tune the parameters of the self-similarity
prior for a specific dataset, but instead have an algorithm that works on
any image, for both parameters we chose the same values, which other
researchers [MI14] have also reported as successful. Note that they did not
offer any explanation besides that these parameters work. Thus, we also
set the size of the patches to 5 pixel and the scaling factor between high
resolution and low scale image to 1.33.
3.6 Convergence Criteria
In the previous section different WFC algorithms were introduced. The
WFC algorithms are iterative algorithms that gradually restore the image.
They can be stopped when the image is restored. To determine when this
point is reached, a stopping criterion must be defined. For this decision
about when to stop the algorithm, a convergence criterion can be used.
General mathematical convergence occurs if only infinitesimal (up to
computational accuracy) changes occur between iterations. This is not
practical for actual image restoration with often imperfect and noisy input
data, because sometimes many iterations are needed for the last bit of
accuracy. Hence, it is difficult to design a convergence criterion which
would reliably recognize the moment at which more iterations would lead
to only slight improvement at the cost of large additional computational
time. Therefore and also for the easy comparison between algorithms, it
makes sense to stop after an arbitrary number of iterations.
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This has also the advantage that the execution time is predefined, be-
cause the number of iterations is constant. However, because the number
of iteration must be predefined, it requires experimental experience about
how many iterations are required to achieve a good-enough result, practi-
cally a safe upper bound will be taken. Certainly this can be optimized on
an empirical basis, but it is still inefficient.
It does have the advantage of allowing a direct comparison between
two different algorithms, because only the results must be compared. Thus,
we use this criterion for the analysis of the different WFC algorithms in
results Chapter 4. The algorithm is stopped, if the iteration index i is
greater or equal to the predefined number of intended iterations nits P N:
i ě nits, nits P N. (3.6.1)
For a more sophisticated convergence criterion, the actual image must
be regarded. If algorithms are to be tested on images with simulated blur,
the original reference images are still available. In this case, if such a
reference image or other a prior information about the image is available,
it can easily be used to determine a point at which the algorithm should
be stopped. This point is reached, when a threshold similarity between
the focal image of the current iteration and reference iteration is reached.
Thus a comparison operation between restored image and reference image
directly yields the criterion at which point to stop. This difference can be
calculated in a number of different ways. The most direct choice is the
sum of squared differences between the square of current iterations virtual
focus plane intensity Fint and the reference intensity Fre f .
If this value is below a threshold d P R, the convergence criterion is
triggered and we stop the iterations:
∑(F2int ´ Fre f )2 ă d. (3.6.2)
The disadvantage of this basic method is that this difference is image
brightness dependent. A better way is to check for a minimum PSNR
(peak signal to noise ratio) value. PSNR is a standard measure of similarity
between two images. For an introduction on how this value is calculated,
see Appendix A.4. We stop the algorithm, if the PSNR value between the
virtual focus plane intensity and the reference intensity is below a certain
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threshold d: PSNR(F2int, Fre f ) ă d. (3.6.3)
In most application cases, such a reference image is not available. There
is a given image and an aberration to be removed. In this case the only
information available are the different intermediate images that were
produced in previous iterations of the algorithm. As the WFC algorithms
are very new, more empirical results need to be collected before a reliable
convergence criterion can be designed.
3.7 Finding Optimal Aberration Parameters
The algorithms described in Chapter 3 require the wavefront deformation
as an input. This means that for the restoration of a blurred image, the
aberration parameters must be known. In general, wavefront deformation
can be described with Zernike polynomials. In microscopy the lens itself is
typically known and the the most relevant changing and unknown part of
this aberrations is defocus, the same applies to the shadowgraph imagery
(see Section 2.4).
This section shows an adaptation of the algorithm, where the defor-
mation parameters are unknown. The goal is to estimate the spherical
wavefront deformation which results in the sharp image. The search of the
optimal aberration parameters can now be seen similar to an autofocus
problem or as an optimization problem for maximum image sharpness.
In Appendix A.1.4, we derive that the optical path length difference intro-
duced by a spherical lens is equivalent to the wavefront deformation of
defocus. Physically the radius of the wavefront in defocus depends on the
distance to the sharp focus plane.
Algorithms solving this autofocus problem and giving an estimate
of the defocus are known as ’autofocus algorithms’ or focus criterions.
From related work we see that autofocus algorithms are well studied field,
because these algorithm have an important application as focus controllers
in hand-held digital cameras. Autofocus algorithms try to find the configu-
ration with the least blur based on a criterion of sharpness or respectively
blur, which determines the sharpness of an image either absolutely or
relatively to another images. [MXV14] classify in an extensive evaluation
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the different kinds of algorithms for autofocus in derivative based, image
statistics based and histogram based. In [SDN04] an even larger overview
over autofocus algorithms especially in microscopy is given. Particularly
important to this work is the comparison of 18 different algorithms in
10 different microscopic settings each, with several configurations and
optional preprocessing, such as low pass filtering by Sun et al. The con-
clusion of this experimental research with different image sets is that the
overall best formula for measuring defocus is the normalized variation of
pixel-values in the image. The definition of this criterion for image I with
height h, width w and mean pixel value µ is as follows:
Fvariance =
1
h ¨w ¨ µ
h
∑
x=1
w
∑
y=1
(I(x, y)´ µ)2. (3.7.1)
Note that these evaluations were all carried out on incoherent images and
therefore the criterion needs to be tested for the coherent case and the
WFC algorithm.
We have implemented the criterion in Equation 3.7.1 as recommend by
[SDN04] and tested it on coherent shadowgraph images. The results with
an evaluation and analysis are shown in Section 4.4.2. To summarize the
results briefly at this point, this criterion does not work for shadowgraph
images and a more specialized criterion is necessary. The reason is that in
defocused coherent images, ringing occurs, together with high frequency
interferences around sharp edges, which leads to false results.
For the application on coherent shadowgraph images, we propose a
different criterion based on the local gradient and exponential pixel inten-
sity. The reasoning behind this criterion is, that while sharply delimited
plankton objects may show intensity gradient, they are still darker than
the background, where the gradients should be low in this regions with
high image intensity. For more details see Section 4.4.2. The currently used
formula for focus estimation was developed empirically:
Fs = ∇I + exp(I). (3.7.2)
The criterion is then applied to every pixel and the sum is used as a
measure for the entire image.
We refer to Section 4.4.2 for the results, which are better than the
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general criterion of [SDN04] and shows a strong local minimum for the
correct parameters; however this minimum is not global. The robustness
seems low and heuristics are necessary (see Figure 4.47). Therefore, we
conclude in Section 4.4.2, that these hand-crafted criteria are not sufficient
for our intended application on coherent shadowgraph images. We seek
a criterion, which is insensitive against possible restoration artifacts and
robust enough for the application on real images. This motivates our
development of a specialized criterion with deep learning methods in
Section 4.4.3.
3.8 Large Image Processing
Large images give researchers the ability to view a large field of view with a
high resolution. For this reason in many applications such as in microscopy
or astronomy, the processing of large images is becoming increasingly
important. This is highlighted by the fact that today image sensors with
over 20 MP (megapixel) can be found even in consumer devices such as
smartphones 1 and are also increasingly common in industrial cameras 2.
For the shadowgraph described in Section 4.4 a 29 MP camera is employed.
In this section the properties of wavefront correction algorithms when
employed on large images is discussed and strategies for lowering the
runtime and memory requirements are introduced.
The key component of the WFC algorithms is the Fourier transform,
which with a naive implementation has a computational complexity in
O(n2) and with the Fast Fourier transform algorithm for inputs with 2n
elements [DV90] has a computational complexity in O(n log(n)), with n
being the number of elements to be transformed or pixels of the image.
Because this section is largely about runtime, we must also consider
concrete possible implementation without losing generality.
If the width and height of an image is doubled, the number of pix-
els and thereby input array size for the Fourier transformations in the
algorithm is quadrupled.
1Nokia Lumia 1020 with 41 MP sensor
2Point Grey Blackfly S with 20 MP Sony IMX183 is announced for Q3 2017.
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Figure 3.6. Runtime for per iteration WFC-GS for a square image with increasing
width and height (x-axis).
As explained above the total runtime per iteration grows even faster
with O(n log(n)). Therefore, large image quickly become unpractical to
handle as shown by Figure 3.6.
We propose a tile based approach, in which we divide the image into
square tiles of the same width and height. Image padding is used for
non-matching irregular image sizes.
A detrimental effect of this technique is that boundary ringing artifacts
may be spread across the image. In the result Figure 4.21 the tiles used for
large image processing are clearly visible. This motivates the next section
about boundary ringing suppression.
3.9 Boundary Ringing Suppression
This section focuses on the suppression of ringing occurring in the borders
of an image. A good example can be seen in Figure 3.7 with periodic
structures of changing intensity extending from the image borders in
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Algorithm 1: Tiled version of the WFC algorithm.
1 function Tiled-WFC-AP
Input : Image I with width and height n, number of tiles t,
aberration b, phase_de f orm subroutine that calculates the
phase deform for a given image size and aberration
Output : Restored image I
2 Allocate result image:
3 B = Image(n, m);
4 i = 1;
5 j = 1;
6 blocksize = bn/tc;
7 calculate phase deform dependent on block size:
p = phase_de f orm(blocksize, b)
8 while i + blocksize ď n and j + blocksize ď m do
9 extract tile:
10 C = I[i : i + blocksize][i : i + blocksize];
11 restore tile:
12 R = WFC´ AP(C, p);
13 write back result:
14 B[i : i + blocksize][i : i + blocksize] = R;
15 i = i + bn/tc;
16 j = j + bm/tc;
17 return B;
the restoration. The reason for this ringing can be found in the repeated
application of the Fourier transform.
The Fourier transform in mathematics is defined as an integral over
an infinitely long signal. If the Fourier transform is applied on a limited
interval, ringing effects caused by discontinuities on the image border
may occur. In the following different strategies to prevent or lower border
ringing are presented and discussed. Note that a different type of ringing
suppression occurs due to an imperfect imaging system and incomplete
wavefront correction is discussed in the application on shadowgraph
images in Section 4.4.
In signal processing a typical way to reduce this problem is windowing.
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(a) Reference (b) Restoration
Figure 3.7. Example of image restoration with strong boundary ringing, produced
by restoring a small defocused image with 256ˆ 256 pixels. The input image was
created by cropping a larger image with simulated defocus. For more details, see
Section 4.2.6.
Windowing works by lowering the amplitude of signals closer to the border
and thereby reducing the influence of these parts of the signal which are
responsible for the artifacts. Common functions used for modulating the
signal amplitude are the Hanning and Hamming windows. This approach
is clearly not usable for images as it drastically lowers image quality.
Similar in idea, but developed especially for images is edge tapering.
Edge tapering is a technique which tries to lower the effects by smoothing
the borders of the image. This causes a removal of highly frequent com-
ponents in the border regions, which cause very visible artifacts as they
introduce a strong break to the infinite image assumption.
Image padding in contrast does not change the image itself, but tries
to achieve a higher repetitiveness of the image and thereby a higher
compatibility of with the Fourier transform. The image is padded with
values to achieve a smoother higher repetitiveness in the signal. The way
this is done is important, as it directly decides the quality of the restoration.
The process is illustrated for an image in Figure 3.8, the center image is the
original image and the red border signifies the padded version, as padding
size half of the image width/height is chosen. We use three different
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Figure 3.8. Illustration of replicate, cyclic and symmetric boundary condition with
the original image in the middle and the new padded image within the red border.
padding techniques.
The first technique is called the replicate boundary condition and sets
the value outside of the original image to the value of the closest pixel
of this image. In the second technique, the original image is embedded
into versions of itself, called the cyclic boundary condition. With this
technique, a discontinuity occurs between one image and the next. This is
rectified with the symmetric padding technique, which embeds the original
image into flipped versions, so that no discontinuities occur, because the
outer border of the image is always continued by a reflected version. C0
continuity is achieved [VBD+05]. Antisymmetric padding goes a step
further and enforces C1 continuity by attaching inverted flipped versions
[VBD+05].
For all these techniques, the new padded image replaces the original
input image. This means that constraints of projective algorithms are
enforced in the center original image and in the padded area. However
the constraints, amplitude in the defocus plane and phase planarity in
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the focus plane, are only valid for an image and not necessarily for an
image and some padding. Particularly the transition between center image
and padding is not formed according to the image formation model, the
coherent scalar diffraction theory.
Thereby, we propose an extension to the padding techniques discussed
above, called ’partial enforcement of constraints’. With this technique,
the WFC algorithms function as before, however in every step where
constraints are enforced, they are restricted to the center image.
It is clear that the difference between repetitive border and infinite
integral is image dependent and as such, an evaluation on typical examples
is necessary. For the evaluation of the different strategies presented here
we refer to the results section. Another important point to be made is
that the size of the images also matter strongly. For small images, the
theoretical difference and expected artifacts are much higher than for a
large image. This effect and the boundary ringing suppression techniques
introduced above are analyzed in Section 4.2.6 of the results chapter.
3.10 Deconvolution Algorithms on Coherent Im-
ages
As outlined in the introduction, we want to follow up with a detailed
explanation why incoherent deconvolution algorithms cannot be used
to restore coherent images. Given a sharp reference image, a coherent
defocused image is formed with the following steps. First, the amplitude
is calculated from the intensity of the sharp image Iinc:
Oa =
√
Iinc. (3.10.1)
This amplitude defines the entire image, because the reference image is
sharp, its phase is planar and the entire wave field is set with phase φ:
O = Oa ¨ exp(φ), (3.10.2)
where without regarding offsets we can set φ = 0. For a defocused image a
spherical wavefront deformation φd in the aperture plane is added, which
is reached via Fourier transform. Because we are interested in the image,
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we transform directly back into the image plane:
Odis = F´1[F (Oa) ¨ exp(jφd)]. (3.10.3)
A hypothetical image sensor measures only intensity data OSC:
OSC = |Odis|2. (3.10.4)
This is the input for any restoration algorithms.
A direct deconvolution algorithm requires a PSF. With aperture A, it
is formed by [MRC+01]:
PSF = |FA exp(jφd)|2 (3.10.5)
If we disregards any practical issues with noise or zero values in the
PSF, which are solved with more sophisticated algorithms introduced
in Section 2.2, we can apply direct inversion. This is the base of any
deconvolution algorithm. The restored image Ir is then formed by
Ir = OSC b PSF´1, (3.10.6)
For incoherent images, it is clear that this generally (disregarding issues
of PSF inversion) works, because with the incoherent image formation
model for a defocused incoherent image OSI ,
OSI = Iinc b PSF (3.10.7)
the restored image Ir (disregarding complications of PSF inversion)
Ir = OSI b PSF´1 (3.10.8)
= Iinc b PSFb PSF´1 (3.10.9)
= Iinc (3.10.10)
is the intended sharp reference image. This is equivalent a Fourier trans-
form variant with element wise multiplication
Ir = F´1[F (OSI) ¨F (PSF´1)]. (3.10.11)
and is in fact very similar to [PRF90], where the expanded term
Ir = F´1[F (OSI)F (PSF)
(F (PSF))2 ], (3.10.12)
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is used to account for zero values in the PSF.
If we apply the same deconvolution approach to the coherent case:
Ir = OSC b (PSF´1). (3.10.13)
Substituting equations 3.10.4, 3.10.5 and 3.10.3
Ir = |F´1(F (Oa) exp(jφd))|2 b (|F (exp(jφd))|2)´1, (3.10.14)
we see that we cannot simplify the equation as before, because of the
absolute value and square functions. Applying the Fourier convolution
theorem, we can write this as a fraction:
Ir = F´1[F (|F
´1(F (Oa) exp(jφd)|2)
F (|F (exp(jφd)|2)) ]. (3.10.15)
However, the critical points, the absolute value and square functions, re-
main. We could only solve this problem, if these functions did not exist in
OSC. We cannot evaluate the Ir without knowing the phase. This is physi-
cally impossible, because image sensors generally only acquire intensity
information, from which the phase cannot be recovered. Therefore, we
only have the value of OSC without its phase. The phase information is
lost by these absolute and square functions.
To be able to remove these and to directly apply this inversion, we
would require the phase deformation of the amplitude(square root) of
OSC. This is the motivation for the WFC-algorithm, which recovers both
amplitude and phase from the measured blurred coherent intensity image
by using an additional focus plane constraint.
Ignoring all these theoretical considerations, standard incoherent de-
convolution algorithms can of course be applied to any image, the results
are shown in Section 4.2.7.
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Applications and Results
The first section of this chapter focuses on results on simulated images
and is independent of the field of application. The second section demon-
strates how to apply the WFC-algorithm on large images. Next, the third
section focuses on the first field of application of the WFC-algorithm, the
restoration of microscopic images and a verification of the simulation by
comparison with microscopic imagery.
Finally, the fourth section shows the results of the application for a
novel underwater optical sensor based on the shadowgraph and includes
further advanced applications such as all-in-focus images from spatially
variant aberrations and 3D visualization of depth from defocus.
4.1 Implementation
All algorithms were implemented in Matworks Matlab 2015b [Mat15]
and use functions of the image processing and the parallel computing
toolbox. The projection algorithms can be run multi-threaded on a CPU
and on the GPU using the Nvidia CUDA1 framework. The WFC-FISTA
algorithm was implemented for CPU based on code by [FBA09]. The
artificial neural network for focus estimation were implemented with the
Caffe framework 2 and trained with the Nvidia DIGITS3 user interface.
Using the Matlab interface for Caffe the model is applied on test images.
For experiments with L-BFGS optimization an implementation by Mark
Schmidt, University of British Columbia 4 is used. Run times reported in
1https://developer.nvidia.com/cuda-downloads
2http://caffe.berkeleyvision.org/
3https://github.com/NVIDIA/DIGITS
4https://www.cs.ubc.ca/~schmidtm/Software/minFunc.html
59
4. Applications and Results
(a) 5λ (b) 15λ (c) 45λ (d) 100λ
Figure 4.1. Defocus of increasing strength applied on an image, measured in
maximum wavefront modulation in wavelengths.
this thesis are measured on a computer with a 4GHz Intel i7 processor5
and a Nvidia GTX970 graphics card6.
4.2 Results on Simulated Images
In the previous chapters, different algorithms for solving the wavefront
correction algorithm were presented.
To evaluate the performance of WFC it is applied to reference im-
ages with simulated aberrations. These references with simulated defocus
are created based on scalar diffraction theory with simulated wavefront
deformations in the aperture plane. After an introduction into coherent
aberrations and some results of the WFC-GS algorithm to show the princi-
ple of wavefront correction, an analysis of the different algorithms follows.
In Figure 4.1 an image with different strength of defocus is shown.
Strongly visible are the interference and ringing on edges, which is typ-
ical for coherent aberrations. With stronger defocus the image becomes
unrecognizable to the eye.
Defocus can be seen as a spherical deformation of the wavefront. A
more general description of wavefront deformations are the Zernike poly-
nomials introduced in Section A.5, for defocus this leads to an equivalent
5detailed specification at:
https://ark.intel.com/de/products/80807/Intel-Core-i7-4790K-Processor-8M-Cache-up-to-4_40-GHz
6detailed specification at: http://www.geforce.com/hardware/desktop-gpus/geforce-gtx-970/
specifications
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spherical polynomial term. Although defocus is the most common wave-
front deformation, it is not the only kind of deformation; in fact the shape
can be arbitrary. The Zernike polynomials have unique properties which
are important in optics. The first terms have a direct relation to the classic
Seidel aberrations, for example the 4. Zernike term (Noll index) represents
defocus, the 5. and 6. astigmatism and the 7. and 8. coma. Such a spherical
wavefront deformation is shown in Figure 4.2a, in which the wavefront is
depicted as multiples of the wavelength perpendicular to the propagation
direction. The corresponding image is shown in Figure 4.3a.
We start with a sharp image. Images are typically intensity images.
Hence, the square root is calculated to gain the amplitude distribution.
We consider this image as free of aberration and in the following steps
shall compute a simulated image with an arbitrary wavefront distortion.
Because it is a sharp image in a focus plane, the wavefront in this plane
is planar and thus no phase information is required and we set it to zero.
Constant offsets in the phase have no effect, physically because they do
not influence the shape of the wavefront and mathematically, because the
offsets they cause in the Fourier transform is irrelevant.
In the next step, this sharp amplitude distribution is Fourier trans-
formed. The result is another amplitude and phase distribution. Because a
lens in a focused optical system has the same effect, this can be seen as
the corresponding aperture plane distribution.
To create the defocus effect, a sphere with certain radius, which defines
the wavefront, is added to the phase of the Fourier transformed image.
The radius determines the severity of the defocus, larger radii lead to a
smaller defocus. The phase values from the Fourier transform are limited
from 0 to 2pi, other phase values are wrapped to this range.
This is illustrated in Figure 3.1 where the image plane is moved from
the focus plane. To incorporate this shift, an additional wavefront defor-
mation is added in the aperture plane of an optical system. We assume
that the defocus is known and compensate it with adequate spherical
aberration. This additional phase shift has the same effect as changing
the shape of the lens. In the next step, with the inverse Fourier transform
a defocused image amplitude is computed. To simulate a real light sen-
sor, such as a camera, the intensity image is calculated by squaring the
amplitude values.
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(b) Arbitrary wavefront deformation
Figure 4.2. Visualization of wavefront deformation in multiples of wavelength over
the x-y aperture plane.
The same computation of distorted images can be performed for any
wavefront distortion, not only for defocus. As outlined above, it is ad-
vantageous to describe the wavefront with Zernike polynomials, as it is
common in optics.
Such a wavefront deformation consisting of a combination of defocus,
astigmatism and coma is depicted in Figure 4.2b. An image disturbed by
this deformation shows the typical ringing and interference effects, but
they are no longer circularly symmetric as in an image disturbed by a
purely spherical wavefront (Figure 4.3a).
Wavefront deformation is usually expressed in units of wavelength
across the aperture. Nevertheless, the strength of an aberration depends
linearly on the optical path length difference induced by the wavefront
deformation and on the size of the aperture. Hence, we arbitrarily set the
aperture size to the image size, which is in most cases, unless specified
otherwise 512ˆ 512. With this conventions the wavefront shown in Fig-
ure 4.2b is defined by the sum of the Zernike polynomials with ANSI
standard Noll index notation (see Appendix A.5 for definitions):
Warb = ´117Z4 +´100Z5 +´75Z7 (4.2.1)
whereas the strong spherical wavefront deformation in Figure 4.2a is
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(a) Image with wavefront deforma-
tion in Figure 4.2a
(b) Image with wavefront deforma-
tion in Figure 4.2b
Figure 4.3. Image with different wavefront deformations. The visible wraparound
in image (b) is due to the very strong asymmetric deformation and the repetitive-
ness of the Fourier transform.
defined by: Ws = ´117Z4. (4.2.2)
For defocus in this thesis a more direct description using the maximum
optical path length difference is used. Because it is linear dependent on
the assumed wavelength, we set a simulation wavelength of λ = 2pi. This
means that the optical path length difference of Ws is:
max(Ws)´min(Ws) (4.2.3)
= max(´117Z4)´min(´117Z4) (4.2.4)
= (´117√3(2 ¨ 02 ´ 1))´ (´117√3(2 ¨ 12 ´ 1)) (4.2.5)
= 2 ¨ 117√3 (4.2.6)
= 65λ, (4.2.7)
for an aperture of size 5122pi λ = 81λ. For images not of size 512ˆ 512, values
are adjusted so that the strength of defocus effect is equivalent, so that we
retain comparability and applicability in several scales. This is important
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(a) Defocus with maximum wave-
front deformation of 25λ
(b) Defocus with maximum wave-
front deformation of ´25λ
(c) Strong astigmatic wavefront defor-
mation
(d) Inverted strong astigmatic wave-
front deformation
Figure 4.4. Symmetry of defocus.
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(a) Input image (b) Restoration with WFC
Figure 4.5. The Wavefront Correction Algorithm restores images disturbed by
strong defocus.
for the correct compensation at differences scales of the WFC-SS algorithm.
Another point to make is that the effect of optical aberrations is sym-
metric. In Figure 4.4 two images with identical but inverted spherical
wavefront deformation are shown. As can be seen, they are identical. The
consequence is of major importance for the wavefront correction, because
this means that the sign of the deformation is inconsequential. Therefore,
for the compensation of for example defocus effects it is not necessary to
know whether the image plane was in before or behind the focus plane at
the time of acquisition. However, this also means that one cannot recover
this information from the image.
In Figure 4.5 a first result of the WFC-GS algorithm is shown. It demon-
strated that the algorithm recovers the sharp image from an image dis-
turbed by simulated wavefront aberrations and is hence working as theo-
retically predicted. In the next step the algorithm is tested on the image
sequence shown in Figure 4.1. The result is depicted in Figure 4.6. It shows
a successful restoration even for details which are not recognizable for the
eye.
To complete these tests, the WFC-GS algorithm is used on the images in
Figure 4.3, which are generated with an arbitrary wavefront deformation
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(a) 5λ (b) 15λ (c) 45λ (d) 100λ
Figure 4.6. Correction of input images with increasing defocus in Figure 4.1.
shown in Figure 4.2. As the results show, the restoration is impeccable.
Even the wrap-around in the lower areas of the image is corrected, because
the same effect of the Fourier transform that causes the wrap-around in
the simulated input images with strong asymmetric wavefront deforma-
tion, also applies during the restoration. Figure 4.7 demonstrates that the
restoration is successful for different kinds of images. Both low and highly
textured areas can be recovered well.
In conclusion the WFC algorithm is able to restore a sharp image even
if the wavefront aberration is strong and asymmetric.
4.2.1 Comparison with Related Work
In Section 2.1 we introduced related prior works on coherent image restora-
tion and discussed the shortcomings of their theoretical approach. In this
section the discussed methods and the WFC-algorithm are compared by
their direct results. An image with simulated aberrations (in this case a
defocus) is prepared as a test subject, see Figure 4.8b. The state of the art
methods [MKS+09],[KDL13] and WFC-HAAR are applied on it with the
same correcting wavefront aberration.
The results are shown in Figure 4.8d and Figure 4.8c.
Clearly visible in Figure 4.8 is the large difference between the related
work method [KDL13] [MKS+09] and wavefront correction. We will also
compare the algorithms by their peak signal to noise ratio (PSNR) calcu-
lated from the ratio between the difference between original image and
restoration from defocused image as noise and the original image as signal,
as further explained in the Appendix A.4. The results of the PSNR value
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(a) Original 1 (b) Defocused (c) Restored
(d) Original 1 (e) Defocused (f) Restored
(g) Original 2 (h) Defocused (i) Restored
(j) Original 3 (k) Defocused (l) Restored
Figure 4.7. Different images with simulated aberrations and restoration with 600
iterations of WFC-HAAR.
aKodak PhotoCD test image dataset, 1991; Released for unrestricted use: http://r0k.us/
graphics/kodak/
bAuthor: Wikimedia|Simplon2010; Public domain: https://commons.wikimedia.org/wiki/File%
3Matterhorn_august_2009.JPG
cAuthor: Wikimedia|Dll; Public domain: https://commons.wikimedia.org/wiki/File%3ACat_
public_domain_dedication_image_0011.jpg
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(a) Original image (b) Defocused image
(c) Restored image with WFC-
HAAR PSNR 47.3dB
(d) Restored image with in-
verse filter method by [MKS+09]
[KDL13] PSNR 23.9dB
Figure 4.8. Image restoration with wavefront correction and with related works
inverse filter method.
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with 23.9dB related work to 49.6dB with WFC-HAAR confirm the strong
visible differences and superiority of the novel method. Thus, [KDL13]
and [MKS+09] are not included in further evaluations.
4.2.2 Comparison and Analysis of WFC Algorithms
Different projection based algorithms as well as the WFC-FISTA algorithm
were presented in the main part of this thesis. In this section we will
compare them with a detailed analysis. An overview of the different
algorithms is given in Table 1.2.
In general, the wavefront correction algorithm works by removing the
blur from an defocused image and thus restores the image to its full fidelity,
see Figure 4.8. Speed and robustness are the two main criteria characteriz-
ing the performance of a good restoration algorithm. We will compare the
algorithms by their peak signal to noise ratio (PSNR) calculated from the
ratio between the difference between original image and restoration from
defocused image as noise and the original image as signal.
Because of its strong self-similarity prior, the WFC-SS algorithm it is
discussed separately in the section on the effect of noisy and imperfect
input, Section 4.2.4.
The restoration quality with a given number of iterations is shown
in Graph 4.9 as the PSNR to the ideal restoration. All tested wavefront
correction algorithms achieve good results, the WFC-HAAR algorithm
shows the best convergence, confirming the theoretical advantages. The
WFC-RAAR and WFC-HIO algorithm have slower convergence and the
WFC-AP algorithm is the slowest of the presented projection algorithms.
The WFC-FISTA algorithm convergences very fast, but does not improve in
PSNR from then on. This behavior is caused by the regularization, which
inhibits this algorithm from reaching an exact restoration. However, this
can become advantageous as the results on noisy data below show.
In the next step, we visually compare the results of algorithms with a
fixed very low number of iterations. This very low number of iterations
should make it easy to spot differences. The results for the entire image
after 7 iterations are shown in Figure 4.10. Although the PSNR values
differ much, the visual difference in restoration quality is not as prominent
as expected. Clear edges such as the boundaries of the hat are sharply
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Figure 4.9. Comparison of the convergence of different WFC algorithms in dB of
PSNR.
restored with all algorithm. Most method differ mostly in the visibility of
large scale ring-like intensity variation around sharp edges. One observa-
tion is that the frequency of these variation is higher for the restorations of
measurably higher quality (compare WFC-AP and WFC-HAAR results),
which seems counter intuitive.
This becomes clearer if we look at results from of the WFC-HAAR
algorithm with different iteration counts in side-by-side comparison. The
results are shown in Figure 4.11 and show the same effect of higher
frequency artifacts in image restored with more iterations, until they
vanish with very high iteration counts. It also demonstrates that visually
pleasing restoration can be reached with few iterations and that it may not
always be necessary to apply the algorithms until full convergence.
Overall, we spot the biggest difference in the restorations of the WFC-
HAAR and WFC-AP in clarity of the feather decoration of the hat. As next,
we want to focus on small structures. A similar experiment to the previous
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(a) PSNR 28.6dB with
WFC-GS
(b) PSNR 29.4dB with
WFC-HIO
(c) PSNR 26.1dB with
WFC-AP
(d) PSNR 26.7dB with
WFC-RAAR
(e) PSNR 29.6dB with
WFC-HAAR
(f) PSNR 30.6dB with
WFC-FISTA
Figure 4.10. Comparison at iteration 7 of restoration quality between different
WFC algorithms.
is shown in Figure 4.12. A defocused image is restored with a fixed low
number of iterations. A crop of the restored image is magnified to highlight
the differences in restoration for these small structures. We choose the eye
as the detail for our observations using the same image as in the previous
experiment. In the results, we see that the overall difference in restoration
quality in small scale details is low. The restored images of all algorithms
except for the WFC-FISTA look very similar. A difference can be seen in
the amount of noisiness, as the result of WFC-AP is slightly more noisy
than for example the result of WFC-RAAR, and a minor difference in the
clarity of the eye lids. The WFC-FISTA result is much less noisy and still
preserving fine details. The regularization property of the L1 prior can be
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(a) PSNR 26dB with 3 it-
erations of WFC-HAAR
(b) PSNR 28dB with 5 it-
erations of WFC-HAAR
(c) PSNR 31dB with
15 iterations of WFC-
HAAR
(d) PSNR 33dB with
25 iterations of WFC-
HAAR
(e) PSNR 40dB with
100 iterations of WFC-
HAAR
(f) PSNR 47dB with
500 iterations of WFC-
HAAR
Figure 4.11. Restorations with limited iterations. Results after 3, 5, 15, 25, 100 and
500 iterations are shown. For the input image see Figure 4.8b.
clearly seen. Partial over-smoothing can only be seen in direct comparison
with the reference image.
In summary, the previous result is still confirmed, the WFC-FISTA
algorithm shows a slightly better restoration and the WFC-AP algorithm a
slightly worse restoration.
Runtime In the previous experiment we compared the convergence
speed of the different method by PSNR at a fixed iteration count. We
observed a large difference in the number of iterations necessary to reach a
given quality. In the following, we focus on another aspect, that is runtime.
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(a) Input image (b) WFC-GS (c) WFC-HIO
(d) WFC-AP (e) WFC-RAAR (f) WFC-HAAR
(g) WFC-FISTA (h) Reference
Figure 4.12. Enlarged image detail for a visual comparison of the restoration with
different algorithms. To highlight differences all images are restorations with only
10 iterations.
73
4. Applications and Results
The runtime is of course dependent on the number of iterations we use,
but also on the steps they consist of and on the implementation we use and
the hardware we use to run the experiments. As such, any result numbers
are prone to a certain amount of subjectivity, which we aim to mitigate by
documenting accurately, how the results were achieved.
For a detailed description of our implementation we refer to Section 4.1.
Of course, runtime depends strongly on the implementation and on the
hardware. We developed a flexible multipurpose implementation, which
allows us to conduct all the experiment in this section, however it is not
overly optimized. The hardware platform for the runtime measurements is
the same as specified in Section 4.1. We use a GPU based Matlab implemen-
tation of the projective WFC algorithms and a CPU based implementation
for WFC-FISTA and measure the runtime on the same image with 500
iterations. The test image has 512x512 pixels and has already been used
in the previous Section for quality assessments. The results of the run-
time measurements are shown in Figure 4.13. We can see that except for
WFC-HAAR, the difference in runtime between the projective algorithms
(WFC-GS, WFC-HIO, WFC-AP, WFC-RAAR) is low. WFC-HAAR is an
exception, because with its Hageauzau operator it requires more intricate
computations. The WFC-FISTA algorithm requires much more time for
an iteration, 200ms per iteration, based on the CPU implementation. The
algorithm with the longest runtime is the WFC-SS algorithm, because it
needs to create a database of low-scale patches and perform lookups for
every high-resolution image patch, it requires approx. 10s per iteration.
4.2.3 Initialization
In this section consequences of different initialization strategies are evalu-
ated. The topic of initialization is important because of several factors. As
wavefront correction is an optimization problem, the initialization should
influence the convergence speed, because if we start close to the minimum
only a low number of iteration steps is necessary to reach a certain quality
of restoration. The second point is that wavefront restoration is a non-
convex problem, meaning that local minima can exists and a combination
of a certain algorithm with the wrong initialization might become stuck
in local minima. The third point that we have already observed in the
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Figure 4.13. Speed comparison of the different WFC-algorithms in seconds per
500 iterations. The WFC prefix is omitted in the labels to save space. The WFC-SS
algorithm is not included, because it does not fit the chart.
restoration of noisy images is that the projective algorithms do not con-
verge to the true solution and the results get worse with more iterations
(see WFC-AP in Figure Comparison of algorithm in restoration of noisy
images).
Therefore, the consequences of choosing the initialization values must
be analyzed. We evaluate the following choices of initialization:
1. ZI: Zero initialization sets the target image to zero
2. RI: Random initialization sets the target image to random complex
values with a magnitude between 0 and 1 and phase between 0 and 2pi.
3. MI: Initialization with the disturbed input image as amplitude and zero
phase.
Figure 4.14 show a comparison of the restoration results of different
initialization strategies and graphs with PSNR values per iteration are
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(a) WFC-GS with ZI (b) WFC-GS with RI (c) WFC-GS with MI
(d) WFC-AP with ZI (e) WFC-AP with RI (f) WFC-AP with MI
(g) WFC-FISTA with ZI (h) WFC-FISTA with RI (i) WFC-FISTA with MI
Figure 4.14. Visual comparison initialization strategies. MI stands measured ini-
tialization, RI is random initialization and ZI stands for zero initialization, details
see text. For input images, see Figure 4.8b.
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shown in Figure 4.15. We use the WFC-GS, WFC-AP and WFC-FISTA
algorithms for this evaluation, to make sure be able to see if possible effects
are algorithm dependent. These algoriths form a good cross section of the
presented WFC algorithms, with the WFC-GS being the most intuitive
method, the WFC-AP algorithm a projective approach, and WFC-FISTA a
proximal algorithm.
In Figure 4.14 the results of different WFC algorithms with different
initializations in iteration 200 are shown. We can clearly see that any of the
wavefront correction methods WFC-GS, WFC-AP and WFC-FISTA shows
good results with any initialization. The only difference visible is that the
results with random initialization for WFC-AP and WFC-GS are noisier.
To analyze this phenomenon in more depth we need to calculate
qualitative results with PSNR values. We measure the PSNR in comparison
to the sharp reference image in every iteration and plot the result in
Figure 4.15.
The previous results are confirmed. Most important is that all algo-
rithms converge with all initialization strategies. This is a very good
result and not unsurprising, because we have previously proven the non-
convexity of the wavefront correction problem. This means that even
though the WFC problem itself and all projection algorithm except WFC-
HAAR are non-convex, non became stuck in local minima. The second
result is that initializing with the disturbed input image magnitude (MI)
is the best solution for the tested algorithms with the zero phase and
magnitude initialization strategy showing almost identical results. Hence,
the initialization with the magnitude of the defocused or otherwise dis-
turbed image and zero phase is the initialization choice used for any other
restorations in this thesis.
4.2.4 Imperfect Input
To simulate the effects of real data we conduct two tests: First, restoring an
image with a spherical wavefront that deviates from the true deformation
by 2% in radius. Second, we add Gaussian noise of different strength to
the image, after restoration the result is still compared to the original noise
free image.
The results for both tests (Figure 4.16 and 4.18) are very similar. Espe-
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(a) MI: Initialization with disturbed image
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(c) ZI: Zero initialization
Figure 4.15. Comparison of different initialization strategies by their convergence.
Show is the PSNR ratio per iteration against the undisturbed image.
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Figure 4.16. Restoration quality comparison for a given number of iterations by
PSNR for different algorithms with a slightly wrong corrective wavefront with 2%
radius.
(a) No noise (b) 50dB PSNR (c) 25dB PSNR
Figure 4.17. Defocused image with Gaussian noise.
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(a) Weak noise, 50dB PSNR
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(b) Stronger noise, 25dB PSNR
Figure 4.18. Comparison of algorithms in restoration of noisy images.
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cially, the graph with 25dB noise shows strong similarity with the wrong
wavefront graph. This confirms that with our approach the actual robust-
ness of the algorithms can be measured.
The diagrams show a large difference in how well the algorithm are able
to restore imperfect data. For low noise levels, the projective algorithms can
be used with good results. We will discuss the results of WFC-SS algorithm
separately. On the 50dB noisy input data, we see a clear advantage in
robustness for the WFC-RAAR algorithm over the WFC-HIO algorithms
that was not present in noise free data 4.9.
In fact, the highest noise sensitivity has the WFC-HIO algorithm and the
slowest algorithm (WFC-AP) is the most robust of the projective algorithms.
The fastest convergence has the WFC-HAAR algorithm, however it is more
complex to implement.
For noisy input data or in case the optical aberrations are not precisely
known, the WFC-FISTA is superior over the projective algorithms due
to the noise canceling property of the total variation regularizer. With a
25dB noise input image, the restoration result of the WFC-FISTA reaches
a PSNR of 29.2dB. This means that the result image is a nearly accurate
representation and less noisy than the input data.
Self-Similarity Wavefront Correction The WFC-SS algorithm has to be
discussed separately. We see that for weak noise (see Figure 4.17b the
results are not good, as it shows the worst results of any algorithm tested.
Because the algorithm has a strong similarity to the WFC-AP algorithm,
we interpret this result as an overly strong regularization. Nevertheless on
the graph with stronger noise 4.17c, the result are comparable with the
weaker other methods, such as the WFC-AP and WFC-GS algorithm. With
stronger noise the WFC-GS algorithm shows worse results.
We want to analyze the behavior of this algorithm in more detail
on images with even stronger noise and apply the most noise resistant
methods from the previous experiment, the WFC-AP and WFC-FISTA
algorithm, together with the WFC-SS algorithm on an image with noise
level 10dB PSNR . The results are shown in Figure 4.19. We see a very
noisy input image and the restoration with the respective algorithm. The
result from WFC-AP seems to have increased the noise in the image, while
it seems like a restored image has been layered in the background. The
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(a) Input with very strong noise of
10dB PSNR
(b) Restored with WFC-AP
(c) Restored with WFC-FISTA (d) Restored with WFC-SS
Figure 4.19. Comparison of restoration with very strong noise. Wavefront correction
with self-similarity prior can cope with this level of noise.
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(a) Noisy input with 10dB PSNR
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(b) Noisy input with 5dB PSNR
Figure 4.20. Comparing the results of the best algorithm for weaker noise WFC-AP
and WFC-FISTA with WFC-SS for strong noise.
WFC-FISTA algorithm produces granular noisy artifacts, which make the
results visually even worse than the WFC-AP algorithm result. A usable
result is produced only with the WFC-SS, but results get worse with more
iterations.
While we accept that the PSNR is not the ultimate measure of visual
quality in cases of strong noise, a qualitative measurement is necessary.
We set up a similar experiment to the previous restoration quality graphs,
but only with these methods and much stronger noise. The input images
have only a PSNR of 10 and 5. The graphs are plotted in Figure 4.20. The
curves of the WFC-AP and WFC-FISTA confirm the results of our visual
comparison, that these algorithms are not suitable for such noisy inputs.
Thus, the WFC-SS algorithm is the only WFC algorithm that can handle
noise at this level.
Another observation is that in any of the shown graphs the PSNR
values of the restoration with the WFC-SS algorithm becomes worse with
increasing iterations, less than 5 iterations seem to be ideal. Self-similarity
introduces a strong prior that is strongly denoising and is particularly
suited for recovering sharp edges. However, a repeated application of the
self-similarity prior seems to remove the structure or texture available in
the prior iterations and has as shown detrimental effects. Moreover, self-
similarity prior also increases the boundary ringing artifacts and cannot
distinguish them from the image signal, because these are large structures
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looking like edges. This phenomenon can be seen in Figure 4.19 in the
outer part of the WFC-SS restoration.
4.2.5 Results of Large Image Processing
In this section we present the results for large image processing technique
discussed in Section 3.8.
To be able to process very large images we switch to the CPU imple-
mentation of the algorithm in this section. For the fast Fourier transform
we rely on Matlab version 2015b [Mat15], which itself uses the Fastest
Fourier Transform in the West (FFTW) library [FJ98] [FJ12] This library
uses a collection of Fourier transform algorithms and selects the fastest
for a given input configuration. This allows us to assume that the fftw
implementation is optimized for arbitrary input size, which is supported
by publicly available benchmarks [FJ04].
For our implementation we use 64 tiles arranges as 8 per row and 8
per column. The result is shown in Figure 4.21, where the original image,
the input image with simulated defocus, a direct restoration and the
restoration with tiling is compared. The tiling restoration also performs
well and produces a sharp restoration, however ringing artifacts at the
boundaries of every tile are visible.
The runtime for processing an image with 6000 pixels width and 6000
pixel height took 30.8 second without tiling and 15.5 second with the tiling
WFC algorithm. Hence. using the tiling WFC the runtime of the algorithms
for large images can be significantly reduced. Another advantage is the
drastically lowered memory demand, which is important for large images.
For example an image of size of size 8000ˆ 8000, cannot be processed on a
machine with 16GB memory, because although the image fits into memory
itself, the memory demands of the entire algorithm lead to a crash of the
Matlab kernel. For GPU based processing this is even more relevant as
graphics cards with over 4GB of memory are currently (2017) costly. This
means our tiling based strategy can be even faster, because the image can
be processed on a fast GPU, which usually has smaller memory.
7Rembrandt Harmenszoon van Rijn (’Rembrandt’), The Company of Frans Banning Cocq
and Willem van Ruytenburgh, known as the ‘Night Watch’ [Public domain], via Wikimedia
Commons from Wikimedia Commons https://commons.wikimedia.org/wiki/File%3ARembrandt_van_
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(a) Original image7 (b) Input image
(c) Direct restoration, 30.8s (d) Tiling restoration, 15.5s
Figure 4.21. Comparison of result with tiling and non-tiling CPU WFC-AP al-
gorithm restorations. The sharpness of the restoration can be seen best on the
eye pupils of the left person in the magnification. The tiling approach exhibits
boundary artifacts on the tile borders.
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(a) Ground truth
image
(b) Inner crop of
the ground truth
image
(c) Image with sim-
ulated blur and vis-
ible boundary ring-
ing
(d) Inner crop of
the blurred image
without boundary
ringing
Figure 4.22. Ground truth and input for boundary ringing evaluation.
4.2.6 Comparison of Boundary Ringing Suppression Tech-
niques
Boundary ringing can strongly influence the results of the WFC algorithm.
Thus, we discuss different approaches for the suppression of boundary
ringing in Section 3.9.
In this section we want to evaluate the different approaches and find
out which one works best for wavefront correction. To be able to compare
the results against a common ground truth this experiment requires an
image with simulated aberration. Very important for this evaluation is
that the input image does not contain any boundary ringing. If we apply
simulated defocus on an image with the technique discussed previously,
clearly boundary ringing occurs and a restoration can only remove it if
the image is not cropped or scaled in any way, as it relies on the same
boundary effects to compensate them. Hence, we use only the inner-most
crop of the image with simulated defocus to remove the ringing artifacts
(Figure 4.22c and Figure 4.22d). For the ground truth image we apply the
same image crop (Figure 4.22a and Figure 4.22b). A positive side effect
of this procedure is that the image size is reduced and thus potential
boundary ringing in the restoration becomes more strongly visible. s
For this evaluation, we compare the results of 50 iterations of WFC-AP
Rijn-De_Nachtwacht-1642.jpg
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(a) Replicate (b) Circular (c) Symmetric (d) Antisymmetric
Figure 4.23. Input images for different padding strategies after half image width
padding is applied.
on an test image with 128ˆ 128 with different techniques for boundary
suppression, which are motivated and explained in Section 3.9. As a
baseline, the first test is directly applying the algorithm on the test image.
Secondly, edge tapering is tested with a Gaussian kernel with width and
height of 15 pixel and σ = 5. Then we apply edge padding with the
replicate circular symmetric and antisymmetric techniques. For padding,
there is an option. We can either pad the image with an image width of
pixels, motivated by the thought that this enforces a stronger periodicity
in the image, or use smaller padding with a half image width and see
whether this is sufficient.
The second option we test is whether it is better to apply the WFC
algorithm with its application of constraint on the entire image or whether
it is better to apply the constraints only on the core image without padding.
For this test we modified our WFC implementation in such a way that
the entire image is transformed in each step, but constraints are only
applied on the inner image. This technique has similarities to the sup-
port constraints of the Fienup phase retrieval algorithms, see [Fie82] and
Section 2.3. In this context, we call this technique partial application of
constraints.
The quantitative results for all these ringing suppression techniques
are listed in Table 4.1. For a qualitative comparison and as a visual guide
to the PSNR numbers, the result images of selected techniques are shown
in Figure 4.24. Our first observation from these results is that there are
large differences between the different methods. We see the importance of
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Table 4.1. Restoration quality measurement by peak signal to noise ratio (PSNR)
in dB of different boundary ringing suppression techniques. The algorithm used is
WFC-AP with 50 iterations.
Method Constraints Padding Size PSNR
None Full 22.185
Edge tapering Full 24.5587
Replicate Full Full width 28.4445
Symmetric Full Full width 27.0632
Antisymmetric Full Full width 24.6593
Circular Full Full width 22.3028
Replicate Full Half width 28.0084
Symmetric Full Half width 27.0727
Antisymmetric Full Half width 24.1152
Circular Full Half width 22.2877
Replicate Partial Full width 29.1109
Symmetric Partial Full width 28.8509
Antisymmetric Partial Full width 28.8494
Circular Partial Full width 27.5655
Replicate Partial Half width 29.0637
Symmetric Partial Half width 28.8045
Antisymmetric Partial Half width 28.8018
Circular Partial Half width 27.5346
an evaluation encompassing the different padding strategies and sizes. It
is unexpected that the less sophisticated approach of replication padding
yields better result than any other method. Our next result is that full
width padding always results in less ringing than half width, which is to
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(a) No ring-
ing supression,
PSNR: 22.185 dB.
(b) Edge tapering,
PSNR: 24.5587 dB.
(c) Circular with
full constraint
enforcement and
full padding,
PSNR: 22.3028 dB.
(d) Replicate with
partial constraint
and full padding,
PSNR: 29.1109 dB.
Figure 4.24. Visible difference of different boundary ringing suppression tech-
niques. A large difference between all result images can be seen in the visibility of
streaks on the left side of the image.
be expected. Between the padding methods a clear ranking, consistent over
padding size and constraint application, can be made. The best results are
achieved with the replication method, the second best with symmetric,
then comes the antisymmetric, then the circular method.
The edge tapering method which relies on modifying the input image
is still better than the worst padding method. Its strong point is that the
image size is not enlarged and therefore the restoration is not slowed.
Nevertheless we believe that the overall the difference in quality to the
replicate method with partial constraint and full padding is too high.
Another point to be made is the difference in scores with full and partial
enforcement of the constraint. Although it can be tricky to implement, as
boundaries must be observed in every step of the algorithm, the good
results show that it is very useful.
4.2.7 Application of Incoherent Deconvolution on Coher-
ent Images
In previous sections the novel coherent image restoration algorithm is ap-
plied on coherent images. The difference between coherent and incoherent
imaging has been explained in more detail in the introduction.
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The main motivation of this thesis is that standard deconvolution
algorithms cannot show useful results on coherent images, this led to
the development of the presented novel class of coherent restoration
algorithms. The reason is the difference in the image formation model,
linear in amplitude or linear in intensity. In the following we shall verify,
that the incoherent algorithms indeed do not restore coherent images. For
this experiment defocus is simulated on an image. Thus, we have perfect
conditions without noise. As examples of incoherent algorithms the classic,
but slightly outdated Richardson-Lucy algorithm and a more modern
algorithm, the ’fast image deconvolution using hyper-laplacian priors’
algorithm by Krishnan and Fergus [KF09] are applied on this coherent
image, shown in Figure 4.25. This necessary PSF for these non-blind
deconvolution algorithms is obtained by applying the Fourier transform
on the wavefront deformation.
The results of the Richardson-Lucy algorithm and a modern decon-
volution algorithm by Krishnan and Fergus [KF09] are shown in Figure
4.25c. They are visually not pleasing and show a completely failed restora-
tion. Hence, they confirm that on images with such strong aberrations
incoherent deconvolution algorithms are not applicable. This is because
of the theoretical ill-fit of these methods. They cannot consider coherent
phenomena such as interference.
These clear results confirm that standard deconvolution algorithms fail
in application on coherent images. This confirmation validates the theoret-
ical motivation in the introduction chapter and is thereby fundamental for
the motivation of the novel algorithms.
4.3 Microscopic Images
4.3.1 Experimental Setting
To goal of this thesis is to not only develop novel algorithms, but also the
test, evaluate and analyze them on simulated and even more important real
images. Hence a realistic setup is necessary. After earlier experiments on
an optical bench, we decided to use a KERN optics professional inverted
microscope with custom LED illumination to be as close as possible to the
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(a) Input (b) Richardson-Lucy algorithm [Ric72]
[Luc74], implementation see [Mat15]
(c) Algorithm of Krishnan and Fergus
[KF09]
(d) Restoration with WFC-GS
Figure 4.25. Restoration results on Image 4.25a with incoherent deconvolution
algorithms, Richardson-Lucy deconvolution [Ric72] [Luc74] and fast image decon-
volution using hyper-laplacian priors [KF09]. Image 4.25d show the result with the
novel WFC algorithm.
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Light source 
Ocular
Specimen
Adjustable mount
Light path
Observer
Lens
Reflective prism
Mirror
Figure 4.26. Schematic drawing of the optical path in microscopic application. 1
real application in coherent microscopy. We believe that such a setup is
crucial to verifying the correct working of the algorithm.
The inverted microscope has a slightly different light-path to non-
inverted microscopes, which allows us to easily apply our illumination. A
schematic drawing of the light path is shown in Figure 4.26. The original
light source of the microscope was replaced with an LED, which is shown
in Figure 4.27a.
The microscopic image can be seen by the naked eye via an ocular,
but for capturing, a digital camera is necessary. A photograph of the
illumination mount into the microscope and with the attached Point Grey
industrial camera for image acquisition is shown in Figure 4.27.
The imaging model behind WFC is physically based and as such
1drawing inspired by http://encyclopedia2.thefreedictionary.com/operating+microscope
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(a) Illumination unit, with LED
and a small aperture moved
aside for better visibility of the
LED.
(b) Illumination mounted on the
microscope.
(c) Overview of the microscopic setup with Point
Grey camera.
Figure 4.27. Custom illumination and microscopic setting, a paper tube to reduce
light scatter and environmental light is recommended.
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assumes zero offset and linearity with amplitude. In general consumer
digital cameras apply a gamma curve with γ = 2.2, industrial cameras can
be configured for full linearity. We have experimented with two different
camera-setups for the microscope. A Pentax Q10 consumer digital camera
with c-mount adapter and the Point Grey Grasshopper 2 industrial camera.
The images captured with a Pentax Q10 require offset removal and special
RAW file conversion to obtain a linear image. The offset level in some cases
must be extracted directly from the RAW file property nodes or it must be
measured by taking a dark shot. Thus using this camera is a bit tedious. In
contrast the images of the Point Grey Grasshopper 2 camera are linear and
do not require any black level compensation. To lower image noise, setting
a high sensor integration time (low shutter speed) is recommended. The
images captured record the light intensity distribution across the image
sensor. Because the algorithms work on amplitude, the square root of the
measured values is calculated as a first step.
4.3.2 Results
As a first step, our computational model is verified. Figure 4.28 verifies
the validity of the simulated results by comparing a measured aberrated
test target with the result of simulated aberrations. This means that the
mathematical model we use to model aberrations and blur is valid and
our simulated results are relevant.
In Figure 4.29 a strongly defocused measured image of a USAF test
target is restored with the novel algorithms. Because it is difficult to
calculate PSNR values on simulated images, we use qualitative comparison
of visual quality for natural image. From Image 4.29c obtained with the
basic WFC-GS algorithm a slight improvement with less noise in the
restoration can be seen in the result of WFC-AP in Figure 4.29d, the
result of WFC-HAAR seems to be similarly noisy. In contrast, a large
improvement can be seen with the WFC-FISTA algorithm. This confirms
the results on simulated images. The regularization removes the restoration
artifacts while the image content is preserved.
With the next experiments, we want to explore the limitation and
capabilities of the algorithm on real images acquired with a microscope
and led illumination. Small objects such as the small blood vessels streaks
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(a) Measured image at focus (b) Synthetic defocus on (a), same
strength of defocus used as for the
restoration of image (c)
(c) Measured intensity distribution at
1.95 mm from sharp focus image (a)
(d) Restored image from (c) with 75
WFC-GS iterations
Figure 4.28. Comparison of the sharp original, the measured defocused image, the
synthetic defocus image and the restored image.
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(a) Input (b) Reference image with dif-
ferent imaging setting
(c) WFC-GS (d) WFC-AP
(e) WFC-HAAR (f) WFC-FISTA
Figure 4.29. Comparison of different novel algorithms on a microscopic image of a
test target.
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in Image 4.30 are not visible anymore in a strongly defocused image.
Only the ringing artifacts hint to their existence. They can still be restored,
because the information about the objects structure is preserved in these
ringing artifacts, see Figure 4.30. The restoration also shows the advantages
of the novel WFC-FISTA algorithm over the prior WFC-GS and the more
stable projective algorithm WFC-AP.
Cell counting is an important task in medical imaging. In Figure 4.31
a pigeon blood smear is shown. It is very hard to make an accurate cell
count without guessing on the input image, while with the restoration
even the shape of the blood cells can be measured accurately.
An example of the limits of the WFC-FISTA algorithm is the restoration
of a human brain tissue in Figure 4.32. The image shows a seemingly
noisy input image and we can see how the restoration image quality is
limited by it. Even with longer exposure times, we were unable to remove
this unsteady background, which is not formed by image sensor noise.
We reason that this is due to the light interference in a three dimensional
non-homogeneous medium. The black dots on the sample are cores of
transparent blood cells. This is not an ideal imaging situation for wavefront
correction. Another point is that even though the cores of the surrounding
cells and the structure of the neuron are clearly sharper in the right image,
some parts of the neuron remain unsharp. From the three dimensional
structure of the neuron only one layer can be focused using the WFC
algorithm. A completely sharp image would require a spatially variant
defocus estimate.
4.4 Focused Shadowgraph
In the DFG (german research foundation) funded project “All-in-focus:
Combining lightfields and shadowgraphs for advanced underwater imag-
ing” in cooperation with GEOMAR Helmholtz Center for Ocean Research
Kiel a novel kind of sensor to gather information about the abundance
and specifics of organic matter in the water column is developed. Special
focus is laid on small sized matter in low abundance and its identification
in a large observed volume. The marine-biological motivation behind this
project is to explore the global transport of maritime biomass and plankton.
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(a) Input (b) Reference
(c) WFC-GS (d) WFC-AP
(e) WFC-HAAR (f) WFC-FISTA
Figure 4.30. Image restoration of a image of a human kidney slice. The prominent
dark streaks are blood vessels inside the kidney. The restoration makes them
visible.
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(a) Input (b) Reference
(c) WFC-GS (d) WFC-HAAR
(e) WFC-AP (f) WFC-FISTA
Figure 4.31. Restoration of a pigeon blood sample. The dark ellipses are individual
blood cells.
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(a) Input (b) Reference
(c) WFC-GS (d) WFC-AP
(e) WFC-HAAR (f) WFC-FISTA
Figure 4.32. Restoration of a human neuron sample. The dark structure is a neuron.
Dark dots are cell cores. Only slight defocus, imperfect restoration due to noisy
background and 3D structure of the neuron.
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Plankton plays a vital part in the marine eco system. However, it is difficult
to study, because the plankton size and distribution varies strongly in the
water column.
The shadowgraph is an optical system for the visualization of optical
density and transparency variations in transparent media.
The main idea behind the shadowgraph is that a target object is placed
between camera and light source and the camera views the projected
shadows of the target object. This method has advantages over traditional
imaging especially in case of transparent or semi-transparent objects. The
so-called “focused” shadowgraph is a well-established extension of the
shadowgraph [Set01] and is used in this project, because of its improved
capability to show small objects. Moreover, the optical arrangement of the
focused shadowgraph with parallel illumination allows the surveillance of
a large volume.
A more thorough introduction into the shadowgraph and related work
about it is provided in Section 2.4.
This shadowgraph is especially built for plankton observation. An
overview drawing of our current configuration is shown in Figure 4.33.
A light source of small spatial extend is expanded into a beam parallel
light. The shadows of this light with an observation target, in our case,
plankton, are then projected into a camera and captured. A photograph of
the laboratory version of the shadowgraph is shown in Figure 4.34 with
highlighted illustrative light path from the illumination to the camera.
Converting this laboratory built into an integrated submersible sensor is
planned by GEOMAR scientists in the near future.
The illumination of the shadowgraph is a challenge, because a very
bright and uniform illumination is necessary, so that the shadowgraph can
be towed through the water column at a high speed (goal: up to 1 m per
second) and at the same time a small light source is necessary to achieve
the parallel light at the observation target, as well as spatial coherence.
The spatial coherence is needed for the WFC- algorithms, because they are
based on the coherent imaging model see Section 1.1.
Several designs of the illumination setup were tested, the first design
by the company Raytrix8 is shown in Figure 4.34 in application and in
8www.raytrix.de
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800mm 
LED light source
Parallelization lens Focus adjustment lens
Lens Lens adapter CCD Camera
Focal planeAperture 1mm 
Trigger controller 
and power driver
ComputerPlankton
Gigabit ethernet connection
Trigger cable
Optical axis
Figure 4.33. Drawing of the plankton shadowgraph system. Optical rays as in
Figure 2.4 are omitted for clarity.
Illumination opticsCollimation lensMirror
Mirror Probe Adjustment lens Camera
LED
LED-Driver
Fig.1 : Optical system of the focused shadowgraph
Figure 4.34. The shadowgraph laboratory setting with cuvette target. The light
path is illustrated in yellow
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Figure 4.35. Shadowgraph with water tank .
(a) Raytrix design (b) Own design
Figure 4.36. Comparison of illumination sources.
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Figure 4.36a in detail. It uses a white light LED coupled into a multimode
glass fiber with 1 mm diameter. Using two microscopy lenses the 1 mm
exit of the fiber is projected onto a 1 mm aperture. With this design, the
light behind the condensation lens is sufficiently parallel at the observation
target.
We wanted to improve on this design to increase the light power. The
goal is to reach a high light density inside a small aperture, which means
smaller than 1 mm. Coupling the LED to a fiber is limited by aperture
angle of the fiber, resulting in typically less than 10% efficiency [YK75].
Furthermore, on the exit of the fiber internal reflection occurs, further
lowering the efficiency. The microscopic lenses also absorb some light, in
this case it is difficult to give exact numbers, as this is highly wavelength
dependent.
We have achieved a substantial efficiency improvement by avoiding
all unnecessary components, using a simple design with a high efficiency
LED on which a small limiting aperture is mounted. This is very similar
to the setup, which we have already used on the microscope. A picture
of the light source, with power supply via audio jack and two yellow
cables to connect to the LED is shown in Figure 4.36b. Theoretically, the
illumination uniformity of this simple illumination is worse than that of a
fiber with its numerous internal reflections. However, in our application,
we could not observe any changes in light intensity across the aperture in
the captured shadowgraph images. Therefore, we have used the simplified
light source for all our experiments.
A shadowgraph allows capturing the contours of opaque and semi-
transparent object in gaseous or liquid media by their shadows. A good
example of a plankton observation with our laboratory shadowgraph
is shown in Figure 4.37(a). The plankton can be seen very clearly with
high contrast against the backlight. Marine biology research needs good
resolution of coarse elements and of fine details such as antennas of
copepods (the biological name of the visible plankton).
The focused shadowgraph by default has a very limited depth of field
of approx. 3 cm. This means that objects which are more than 1´ 2 cm
shifted from the ideal focus plane show effects of defocus, such as ringing.
This is physically defined by the design of the shadowgraph and the
optical components used. The images of Figure 4.37 were taken inside the
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(a) (b) (c) Fig. 2
Image 
restoration
algorithm
Figure 4.37. Comparison between sharp image of the shadowgraph (a), defocused
image (b) and restoration with WCF-GS algorithm (c).
very limited space of a cuvette, hence all plankton is approximately at the
same distance from the camera.
Figure 4.37(b) shows an example of an image where defocus effects
severely downgrade the quality of the image. The antennas of the copepods
cannot be seen clearly anymore.
Therefore, an image restoration algorithm is necessary to make fine
details visible again and restore image fidelity. As a first test, we apply
the WFC-GS algorithm. The restoration in image 4.37(c) shows very good
results allowing an increased effective depth of field. Nevertheless some
restoration artifacts are visible. They are the subject of the next section.
The images above where taken with the experimental setting in Fig-
ure 4.34. This setting is not yet a realistic shadowgraph setting. It uses a
small cuvette as the plankton container and the measurement volume is
very small. Due to the small abundance of plankton in higher depths, the
shadowgraph is meant as an measurement device for larger volumes of
water, therefore a more realistic experimental setting is needed and will
be discussed in Section 4.4.2.
Non-laboratory, real expedition footage is provided by [Bi15]. Results
with these images of a shadowgraph in oceanic application in the Chesa-
peake Bay are shown in Section 4.5.
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(a) Restoration with 75 iterations of
WCA-GS
(b) Restoration with 50 iterations of
WCA-AP
Figure 4.38. Comparison of WFC-GS and WFC-AP restoration.
4.4.1 Image Filtering
In the previous sections we have already established that restoration
quality depends on the chosen WFC algorithm, and that the difference
in restoration quality consists largely of ringing artifacts and noise. In
fact, we saw that the ringing artifacts often diminish with an increasing
number of iterations and that they may show repetitive structures. In some
cases these artifacts cannot be avoided. The structure of these restoration
artifacts and ways to remove them by empirical post-processing are the
focus of this section.
We start using images acquired with the shadowgraph as illustrative
examples in this section. Already established in previous sections and
clearly visible in these shadowgraph images is the difference between the
WFC-GS and the WFC-AP algorithm as seen in Figure 4.38. To make the
structure of the ringing artifacts more visible we perform the DCT (discrete
cosine transform) on the restored image and visualize the spectrum. The
DCT as a variation of the Fourier transform is chosen because of the clearer
visualization of the spectrum, because of the better axis orientation.
Figure 4.39 shows the logarithmic absolute value of the DCT from the
restoration in Figure 4.38a. Row wise the amplitudes of horizontal spatial
106
4.4. Focused Shadowgraph
-16
-14
-12
-10
-8
-6
-4
-2
0
2
4
6
Figure 4.39. Logarithmic absolute of the DCT-spectrum from the restoration in
Figure 4.38a. Horizontal spatial frequencies in x-coordinates, vertical frequencies
in y-coordinates. The origin is in the top left corner.
frequencies from low to high are shown and column wise the amplitudes
of the vertical spatial frequencies, the constant part is in the top left corner.
Clearly visible is a strong the repetitive ring structure that is formed by
the restoration artifacts.
In the next step we want to design a filter that suppresses these fre-
quencies. The first observation about these rings is that they are circular
and therefore the spatial spectrum has circular symmetry. This can also be
derived directly from the circular interference rings in Figure 4.38a. The
rings in Figure 4.39 are not equidistant, but the distance is increasing with
the frequency. Hence, we need a filter that matches this characteristic.
This description matches that of the linear chirp function. The time-
series of a chirp function with lineary increasing frequency, where the
frequency fi at timestep t is defined by the starting frequency f0 and end
frequency f1, is given by:
fi(t) = f0 +
f1 ´ f0
f1
t. (4.4.1)
We define the chirp chir as the timeseries of 512 steps beginning with
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Figure 4.40. Plot of the chirp function used as a frequency filter with absolute
c f ilter values on the y-axis across the 512 datapoints.
frequencies of 0 and ending with empirically defined frequency 0.09
The filter itself ’c f ilter’ is set to
c f ilter = ´1 ¨max(chir). (4.4.2)
A plot of this 1D-filter is shown in Figure 4.40.
The filter shall be applied directly in the Fourier domain by eliminating
the linear increasing frequency components of the ringing artifacts. We
need to consider that the DCT spectrum is two-dimensional. Because the
horizontal and vertical frequencies of the artifacts match, we apply the
1D filter as a field c f for horizontal and vertical coordinates x, y of the
spectrum:
c f (x, y) = c f ilter(
√
x2 + y2). (4.4.3)
Now the filter (Figure 4.41a) can be multiplied point wise on the DCT of
the image.
A visualization of the filter and of the filtered result formed by mul-
tiplication of filter and input image in the Fourier domain, is shown in
Figure 4.41. Afterwards the inverse DCT is applied to form a filtered result
image, see Figure 4.42.
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(a) 2D chirp function, white col-
ored pixels show values close to
one, black colored ones show val-
ues close to zero.
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(b) Filtered result
Figure 4.41. DCT of 2D-chirp function and multiplication of chirp and restora-
tion. Horizontal spatial frequencies in x-coordinates, vertical frequencies in y-
coordinates. The origin is in the top left corner.
(a) Filtered version of WFC-GS re-
sult(Image 4.38a)
(b) Filtered version of WFC-AP result
(Image 4.38b)
Figure 4.42. Filtering result of WFC-GS and WFC-AP.
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Large improvements in image fidelity with filtering can be seen es-
pecially for the stronger restoration artifacts of WCA-GS. For the less
strong artifacts from the WFC-AP the effect is not as strong. In fact, the
images in Figure 4.42 look very similar. This means with our chirp filter
post-processing even an inferior algorithm can be chosen and we can still
achieve very good results.
For other images with a similar setting, the same filters can be ap-
plied, fine-tuning is necessary only if the imaging conditions are changed
drastically.
4.4.2 WFC-Autofocus for Spatially Variant Blur
In the previous section the plankton was placed inside a small cuvette
and therefore only a small depth of field was required. Now towards a
more realistic setting the cuvette is replaced with an aquarium, in which
the plankton can swim freely. A picture of the aquarium is shown in
Figure 4.35. By acquiring an image with the camera of the shadowgraph,
it can be seen that some plankton is in focus, but most plankton is out
of focus and not with the same amount of defocus. The blur is spatially
variant.
For more convenient testing and simulation of this effect, an artifical
compound image is composed. A cropped image of a single sharp plankton
is stitched together with 15 copies with increasing defocus by row and
column. For illustration this image is depicted in Figure 4.43. Now the
goal is restore each sub-image of this compound image, even though the
defocus varies.
The WFC algorithm is very fast, hence instead of an optimization loop
and to avoid any problems with local minima of any sharpness criterion,
the restoration is attempted with different radii in small steps over a
sensible range. This results in a virtual focal stack, quite similar to a focal
stack created with traditional photography. Now a sharpness criterion is
applied on all images in the stack and a robust maximum is determined.
To this effect, we begin with creating a focal stack of restorations,
starting with no deformation, increasing spherical wavefront deformation
is compensated with the WFC-algorithm. A more graphic description of
this process is that the virtual focus plane is shifted with every image
110
4.4. Focused Shadowgraph
Figure 4.43. Artificial test image with spatially variant defocus. The top left partial
image is sharp, the defocus is increasing by row and column.
by a small amount. As shown in the beginning of Chapter 4, defocus is
a symmetric effect and images in the focal stack before and behind the
focus plane are identical. Thereby, we only need to scan in one direction,
meaning that the sign of the additional wavefront is irrelevant. For a given
image the restorations in small steps of defocus are saved in memory for
further processing.
These images form the restoration stack for the illustrative test image,
that is depicted in Figure 4.43) are shown in Figure 4.44. The original test
image is shown in the top left corner. In this image the top left plankton is
sharp and all others are increasingly defocused. The following images are
from the focal stack with increasing defocus compensation.
In the second image this results in the focus plane being shifted to
the top right plankton, which is now depicted sharply. In image three the
third plankton in the second row, in 4.44d it is the second in the third row,
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in 4.44e the first in the fourth row and in the last, 4.44f the fourth in the
fourth row. Not all images from the focal stack are shown, but it becomes
clear that for any defocused plankton, there is a focus plane, onto which
we can refocus.
Now the goal is to detect the sharp image of the plankton for any given
configuration of focus. To do this the following procedure is presented.
From the first image, which is the given input image acquired with a
camera, or simulated for illustration purposes in this case, the plankton
individuals are segmented using Otsus threshold [Ots79] and the opening
morphological operator. The bounding box around each object is calculated
and very small objects are dismissed, so that every bounding box contains
a plankton individual. For every bounding box, the goal is to find in which
layer of the restoration stack lies the sharpest image. Thus, the sharpness
criterion is applied on the bounding box on every layer and the entry with
the highest score selected.
Different algorithms for sharpness detection were introduced in Sec-
tion 3.7. As a first test, we apply the normed variation criterion of [SDN04].
This criterion works well on incoherent images and selects all the sharpest
instances of the restored image from the simulated blur. In the next step,
we will apply the criterion on a real shadowgraph image with defocus
(Figure 4.45) and see that the criterion is inappropriate to these images.
For the shadowgraph due to very challenging imaging conditions, the
criterion must be robust to noisy input and imperfect restorations. The
properties of sharp plankton images to be restored are clear. The plankton
is uniform dark object with a clear boundary and high gradient to the
bright background. As explained in the general introduction of autofocus
in Section 3.7, this prior knowledge allows the definition of the following
criterion
value =
n
∑
i=1
m
∑
j=1
|∇I(i, j)|2 exp(I(i, j)), (4.4.4)
where I(i, j) denotes a pixel value in image I with size nˆm. Our reason-
ing behind this score is as follows. The gradient is a measure of contrast,
for better discrimination it is applied to the squared image. Because the
direction of structure does not matter, we only consider the absolute value
of this gradient and weight brighter regions higher. This is scaled with the
exponential function of the image. Afterwards the sum over the individual
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(a) Original image (b)
(c) (d)
(e) (f)
Figure 4.44. Restoration stack of simulated image with spatially variant blur only
6 are shown as demonstration.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.45. Restoration stack with increasing defocus correction on shadowgraph
image with spatially variant blur, only 6 images of 60 are shown.
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(a) Original image with crop
used for sharpness measurement
indicated in blue
(b) Restored image with correc-
tion value of 25, WFC-AP with
100 iterations
Figure 4.46. Shadowgraph image for sharpness criterion evaluation.
values for each pixel is calculated to reach a measure for the entire image.
Note that the image is made up of gray scale floating point values between
0 and 1. The exact definition of the criterion was empirically explored.
To test both criterions we use a restoration stack with 40 different
configurations from the shadowgraph image in Figure 4.46 and use the
blue highlighted crop in the resulting restorations as the input for the
criterions. Visually we determined that the image is sharpest at a correction
value of 24.8. The image was chosen because the sharpness can be easily
seen at the black scratch on the cuvette on the right hand side of the image.
We used the WFC-AP algorithm with 100 iterations and slight ringing
can be seen in the restoration. This is a realistic situation for testing the
algorithms.
The value of the criterions is calculated for every restoration in the
virtual focal stack. A graph of perceived image sharpness with the novel
criterion in Equation 4.4.4 and variance criterion [SDN04] (Equation 3.7.1)
is shown in Figure 4.47. The strength of the spherical wavefront correction
on the x-axis is noted as maximum path difference of λ.
The graph of the criterion values with criterion [SDN04] does not show
a minimum at the correct value. It is not able to find the correct correction
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(a) Normed variance [SDN04] criterion
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(b) Specialized shadowgraph criterion, defined in Equa-
tion 4.4.4
Figure 4.47. Image sharpness as measured per criterion for restorations of the
selected image patch (Figure 4.46) with different wavefront aberration estimations.
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wavefront setting for plankton shadowgraph images and is therefore not
suitable.
In contrast, our shadowgraph sharpness criterion shows better results.
The local minimum at value 25 matches with the empirical observation
that the sharpest image is achieved with this value, see 4.47. Nevertheless,
it fails to globally find the sharpest instances from a restoration stack,
because the criterion values for low correction wavefront values are even
lower. This means that the criterion is not robust. The criterion could be
improved by adding several heuristic image specific rules, however instead
of performing parameter tuning for every setting, we want a criterion,
which detects sharp shadowgraph images without further input. Therefore,
further attention is placed on this topic in the next section.
4.4.3 Image Sharpness Classification with Deep Learning
An automatic determination of defocus requires the information about
when an image is sharp and when it is not. Evaluating a gradient based
term or variance is good enough for incoherent images, however such
an approach fails for real coherent images, where it is unclear if large
gradients are caused by noise or if sharp contours are caused by ringing
and not by the object. Clearly specifying how such a sharp image is
defined, if noise, ringing and non-ideal imaging conditions are considered
is difficult. Nevertheless, the task itself does not seem difficult for a human,
because for an human observer it can be easily seen, if an image is sharp.
Hence, our solution to this problem is to employ deep learning methods.
Deep learning is a machine learning technique that uses deep networks of
artificial neurons to imitate the possibilities of the human vision. In fact,
the structure of artificial neural networks is inspired by the human cortex
[IK01].
The given problem can be seen as a regression problem of determining
a sharpness score for an image. With the exception of special test images,
it is hard even for a human observer to give an objective sharpness score
to a natural image. Because the feasibility of solving a problem using deep
learning depends heavily on the availability of training data, we develop a
different approach and consider the task a classification problem.
Our approach is to create a deep learning classifier that is able to
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 4.48. Training images generation with a region of interest throughout a
focal stack of restoration with increasing defocus aberration correction. Image 4.48a
is from the original image, while image 4.48f is the sharpest image and is sorted to
the sharp image training examples. All other images are unsharp and are used as
training examples for the unsharp class.
discriminate sharp images from blurred image. It should work in such a
way that for any image a classifier can give a probability for whether the
given image belongs to the class of sharp images or to the class of unsharp
images. The reason behind this approach is that a classifier is much easier
to train than a regressor, as it can learn from examples of sharp images
and unsharp images, which must be of sufficient count and diversity.
Creating this training set of images is the main challenge. In order
to create the training examples, restorations with 60 increasing steps of
simulated defocus are saved in a focal stack, similar to auto-focus on
simulated images. Then for all plankton particles in an image, a bounding
box is found. This bounding box defines a region of interest, which is
isolated, scaled to the same size and saved for every restoration in the focal
stack. This means we now have 60 images for each object and from one to
three must be categorized as sharp, while the rest is unsharp. An example
is shown in Figure 4.48. This selection of "sharp" in the end defines the
discriminative power of the classifier, or with other words, how sharp it
separates the two classes.
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(a) Sharp images
(b) Unsharp images
Figure 4.49. Sharp and unsharp examples from the training set
With this technique 463 sharp images and a much larger number of
unsharp images were obtained. To increase training data further data
augmentation was used and all sharp images were rotated or flipped,
effectively multiplying the image count by four. While the data augmenta-
tion is already a step in the right direction, the training data is still heavily
unbalanced. Thus, for further use all sharp images and only randomly
selected unsharp images of equal count are used, such as in Figure 4.49.
From these, all extracted examples originating from two training images
are isolated as validation data, to be able to observe the learning process
later on.
For the neural network itself, we require a network architecture, which
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allows a good sharp/unsharp classification. Furthermore, we want to
evaluate, if increasing network complexity has benefits for this task. We
want to see, if the network is the limiting factor and whether designing
and tuning a network tailored to our task is a meaningful or useless
undertaking.
We start with the network architecture Caffenet, a variation of the very
popular Alexnet [KSH12] is chosen with randomized crops of 100x100
pixel size from the training images as input. The Alexnet won the 2012
Imagenet challenge [RDS+15], in which the task was to assign 1000 object
category labels to 150000 natural images. Thus, we believe that this archi-
tecture should be powerful enough handle our problem. The differences
between Alexnet and Caffenet are negligible to the performance9. Caffenet
has a very straight forward design of convolutional and pooling layers, as
seen in Figure 4.54.
During training the learning rate is adjusted so that in the beginning
large progress is made and nearing the optimum the changes are decreas-
ing. To this effect the learning rate changes with a stepwise learning rate
decay strategy, which means that the learning rate is lowered every few
epochs as shown in Graph 4.50.
For training we use stochastic gradient descent with a batch size of
32. The validation loss is the value of the loss function for validation data
and the training loss is the value of the loss function on training data.
The training loss is also the value, which is optimized by using training
data only, while the neural networks power of generalization is tested
by comparing it with the validation loss. The network training graph in
Figure 4.51 shows a very good training results with a validation accuracy
of over 95%. Because the sharp or unsharp differentiation for training and
validation data is done subjectively by the author and includes corner
cases, this number signifies the agreement between the neural network
and the human author on image sharpness. This value is very high. Some
over-fitting can be seen in the final iterations, visible by the fact that the
validation loss is stable, while the training loss reaches almost zero. This
is overcome by applying the early stopping strategy and using the model
in iteration 50 as the final result. For all timing measurements we employ
9For an explanation of the differences see https://github.com/BVLC/caffe/issues/4202.
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Figure 4.50. Learning rate decay in three steps from 0.01 to 0.0001.
Figure 4.51. Network training graph on Caffenet
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Figure 4.52. Network training graph with Googlenet.
a Nvidia GTX970 with the caffe neural network library [JSD+14]. The
training time for Caffenet is 9 min 12 second.
As the next architecture we evaluate the topscoring Imagenet challenge
[RDS+15] architecture of 2014 the ’Googlenet’ [SLJ+15]. It consists of a 22
layers, however the general architecture is not as flexible. The number of
free parameters is decreased by the so-called inception modules, which
is the concatenation of convolution kernels with different size, for details
see [SLJ+15]. Figure 4.54 shows the differences between Caffenet and
Googlenet in neural network complexity.
The training graph for the Googlenet architectur is shown in Figure 4.52.
Training time for the epochs shown in the Graph with Googlenet is 48 min
34 sec on 256x256 input images. This is significantly slower than Alexnet,
but still acceptable, because the network only needs to be trained once.
The results with the Googlenet architecture are very similar to those with
Caffenet, with almost the same classification accuracy. The Training loss
reaches zero in later epochs, while the validation loss starts to increase
after iteration 50. Although the validation accuracy remains high, this
indicates strong over fitting in the later epochs, which means that the loss
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Figure 4.53. Network training graph with Resnet 32.
values might not be correct for validation data. We apply the same early
stopping strategy and propose using a model from iteration 40.
As a validation we also tested the 2015 Imagenet classification top
scoring architecture the ’ResNet’ [HZR+16] in a 32 layers implementation.
The training graph in Figure 4.53 confirms that we are not limited by the
network architecture.
Because the accuracy of all tested architectures is the same and Caffenet
is slightly faster in our implementation, this is the network architecture
we choose for the following evaluations.
4.4.4 All-in-Focus Images and 3D View
In this section the process of generating an All-in Focus image is described.
An All-in-focus image is an image in which all parts of an image are
depicted sharply. The image is generated computationally, so even if it
is physically impossible to acquire such an image with a camera image,
because different parts of the scene are located at different depth, all parts
are appear sharply.
In the first step a blank image is prepared, which serves as the frame
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(b) Googlenet 2014 [SLJ+15]
Figure 4.54. Comparison of CNN architectures, visualized with automated layout-
ing, scaled to fit. In cyan: Input data layer, in red: Convolution or fully connected
layers, in yellow: Activation layers, in blue: pooling layers, in orange: Flattening/-
concatenation layers, in pink: Normalization, dropout and loss layers.
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Figure 4.55. Simulated all-in-focus image.
for sharp image parts that will be collected in the next steps.
As first, a virtual focal stack for different depths for the entire image
is generated, by applying the WFC-algorithm with increasing spherical
defocus compensation configurations. Then the bounding boxes around
plankton are found with Otsu’s method as described in the previous
section. For all bounding boxes in the focal restoration stack the image
contents of the sharp layer according to the neural network are then
selected and copied into the prepared frame. If more than one layer is
classified sharp, the one with the highest as sharp classification rate is
chosen. This process is repeated for all bounding boxes.
For all pixels in the prepared frame which remain blank, we know that
they should be background pixels, thus pixels from the original image are
inserted. This all-in-focus image from the collage of sharpest bounding
boxes is the first result of this method. Applied to the simulated focal
stack in Figure 4.44, the result is the all-in-focus image Figure 4.55. We
can clearly see that for all plankton in the simulated image the sharp
restoration is selected. The simulated image was created by multiplying a
small tile and shows the same object 16 times, this also becomes visible in
the restoration.
For a shadowgraph image, the all-in-focus image with the best in-focus
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images selected using the trained deep learning sharpness classifier is
shown in Figure 4.56. For the focal stack the WFC-FISTA algorithm was
used. Figure 4.56 also shows the raw input image. The difference between
both images shows best the power and usefulness of all-in-focus images.
The plankton can now be measured, because they are now clearly delimited
by sharp edges and can be recognized as individuals by their shape and
antennas. Due to the imperfect imaging conditions, some ringing artifacts
are visible around the restorations. The effective depths of field of the
entire shadowgraph system is extended from 2´ 3 cm to 20 cm, in this
case limited by the size of the aquarium.
The defocus radius of the sharpest layer also has a physical meaning.
This parameter value obtained by the auto-focus criterion determines the
distance from the focus plane and thus encodes the depth of the plankton,
allowing a three-dimensional plankton rendering. Because defocus effects
before and behind the focus plane are symmetric, there is an ambiguity.
By setting the reference focus plane a few millimeters before the tank,
this ambiguity is solved and we can assume that all objects are located
behind the reference focus plane. The image in Figure 4.56 is such an
image (this acquisition strategy is the reason why no plankton objects
appear sharp in the raw image). This allows assigning the defocus value of
the sharpest instance in the restoration stack to the bounding boxes. These
defocus values are then converted to metric units of depth by observing
the necessary wavefront deformation on a test target at the front of (small
values) and behind the tank (large values). Finally, a 3D rendering of the
bounding boxes with its sharpest image at the correct distance can be
made as shown in Figure 4.57. This 3D view of the plankton volume is
generated from a single shadowgraph image and made possible by the
WFC-algorithm.
In Figure 4.58 the all-in-focus images and 3D visualization of another
shadowgraph image is shown. We see that almost all plankton is restored
sharply. A failure case can be seen in the left most bounding box in the 3D
visualization, the neural network was unable to correctly focus the object,
however it is hard to decide whether this is plankton at all. For other dirt
and plankton particles the restoration works flawlessly, for example the
particle of the third bounding box in the 3D view from the right, can only
be clearly identified as dirt in the restoration image.
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(a) Input image
(b) All-in-focus image
Figure 4.56. Comparison of shadowgraph and all-in-focus image.
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Figure 4.57. 3D visualization of depth from defocus.
4.5 Shadowgraph in Marine Application
In the previous section we developed our own shadowgraph system
and designed algorithms for its evaluation. We tested our algorithms on
simulated images and images acquired with that laboratory shadowgraph.
In this section we want to extend this work on images acquired in real
oceanic conditions. These images were acquired in Chesapeake Bay in the
Atlantic of the coast of Virginia by Bi et al. in October 2011. The system
used is the ZOOplankton VISualization (ZOOVIS) shadowgraph system
[TMB05] for plankton observation. A picture of the system is available in
[BCY+13].
The images are reported as mostly underexposed and of low contrast
with strong noise. The authors use them to test state of the art denoising
and segmentation algorithms and to develop novel methods in this regard.
The data was made publicly available at [Bi15].
The task we want to solve here is different; we see defocused plankton
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(a) Raw image (b) All-in-focus shadowgraph image
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(c) 3D visualization of depth from defocus
Figure 4.58. All-in-focus and 3D visualization of shadowgraph images.
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(a) (b)
(c) (d)
Figure 4.59. Example images captured with a shadowgraph in Chesapeake Bay
from [Bi15]. The blue rectangles highlight the crops used in Figure 4.60.
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and want to test, whether the WFC-restoration algorithms can be applied
in this realistic conditions. An example image is shown in Figure 4.59. The
images are very noisy and underexposed. In some images such as 4.59a a
pattern can be seen in the background noise, which is probably formed by
compression.
We applied the restoration to the provided images with the most noise
resistant projective algorithm, the WFC-AP algorithm and the WFC-FISTA
algorithm. With the restoration by the WFC-FISTA algorithm some noise is
suppressed and the result is not as noisy as the input image. Nevertheless,
there is still a lot of turbidity caused by non-plankton objects. The authors
of the dataset [BGB+15] used it to test state of the art segmentation algo-
rithms and develop a novel algorithm this is outside the scope of this work.
Therefore, the crop segments shown for better visibility of the restoration
results where conducted manually.
Results of the restoration and a comparison between the two applied
algorithms are shown in Figure 4.60. The images show that even though
the in the input images have a very high level of noise, the structure of
the plankton can be restored clearly. The difference between the WFC-
AP and WFC-FISTA algorithm also becomes apparent, as the WFC-FISTA
algorithm with its L1 regularization contains the noise very well. Inside the
cropped segments, even some non-plankton objects are restored, visible as
small black dots.
In Figure 4.61 which is a crop of image in Figure 4.59b two objects
can be seen. However, cropped objects shown on the left are out of focus
and therefore strongly blurred. They are also at different focal distances.
On next images the result of the reconstruction is shown, the details are
clearly visible. With different correction wavefronts, in the middle image
the right plankton is focused, in the right image the left plankton. As can
be seen, the images in the Chesapeake Bay were acquired with coherent
illumination.
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(a) Crop of image 4.59a (b) WFC-AP (c) WFC-FISTA
(d) Cropped segment of
image 4.59c
(e) WFC-AP (f) WFC-FISTA
Figure 4.60. Cropped segments of images 4.59a and 4.59c with restoration.
(a) Crop of input image
4.59b
(b) Crop of result image
with right plankton sharp
(c) Crop of result image
with left plankton sharp
Figure 4.61. Dark and noisy input image, refocusing on two plankton objects.
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Conclusion
In this thesis novel algorithm of wavefront correction for coherent image
restoration are presented, which are fast, robust and superior to related
work (see Figure 4.8, [MKS+09] [KDL13]). The results on both simulated
and measured images are very good. The algorithms introduced in this the-
sis can be summarized in three classes, projective, proximal and projective
self-similarity algorithms.
The presented projective algorithms show stable results even in the
presence of noise, although theoretically only weak convergence properties
can be guaranteed due to the non-convexity of the problem. For the
projective algorithms, experiments on simulated images have shown that
the WFC-HAAR is the fastest algorithm reaching the best result with
the lowest number of iterations. The excellent results of the WFC-HAAR
algorithm on simulated images were not confirmed on noisy or real images.
The WFC-AP algorithm is very easy to implement and is at the same time
most stable against noise and faulty aberration estimates, however it is
also the algorithm which requires the most iterations. After extensive
evaluation on real images, we would recommend this algorithm over the
other projective algorithms, because the good restoration quality outweighs
the slight decrease in convergence speed compared to other projective
algorithms.
Due to the structure of the WFC-AP algorithm, defined by Fourier
transformations and parallel application of constraints, a GPU implemen-
tation of this algorithm is possible. Our implementation reaches a very
fast runtime of 3.6 ms per iteration on an image of size 512ˆ 512.
The proximal WFC-FISTA algorithm with total variation regularization
delivers superior results on image with imperfections, such as noise and on
real images of biological samples. Evaluation and especially comparison
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with non-regularization methods is difficult because the regularization
also has a denoising effect on the sharp image, which negatively impacts
the PSNR scores. Visual comparison on real images shows that the results
of the WFC-FISTA are superior to the projective algorithms, showing
less noise and clearer restoration of edges. The WFC-FISTA algorithm
is slower and therefore less suited for real time applications. Our CPU
implementation on a 4 GHz processor requires 200 ms per iteration. If fast
real time application is required we recommend the WFC-AP algorithm,
else the WFC-FISTA algorithm is clearly the best choice.
For very noisy input images the best results were achieved with the self-
similarity based WFC-SS algorithm. It should only be used with caution,
because on images with less noise, the prior may disturb the image by
removing details.
Two fields of application are established in this thesis.
In optical microscopy the algorithm was applied on many different
targets with very good results, showing that even very large aberrations
can be compensated. The presented good restoration results on real images
show that coherent image restoration with wavefront correction can largely
extend the depth of field of microscopes. In microscopy typically optics
of very high quality and complexity are used. It is the typical assertion
that high quality images require aberration free optics. This shows that
the algorithm has the potential to bring about large changes in coher-
ent microscopy. The complexity of optical components is in large parts
compelled by the need for a high resolution and sharp images, while a
microscope with wavefront correction allows using much simpler optics
with uncompensated errors and can still deliver good images.
We believe that the success of coherent restoration lies in the nature of
coherent imaging, where in contrast to incoherent smeared-blur defects,
the coherent ringing-blur defects retain the structural information of the
undisturbed object. This makes imperfect optics with larger numerical
aperture and size to viable components for coherent microscopy, making
it in some applications superior to incoherent imaging, where blur cannot
be compensated to such an extend.
The second field of application in this thesis is the shadowgraph.
Shadowgraph imaging has numerous applications and we have shown
on images of marine plankton how the shadowgraph can profit by the
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application of the WFC-algorithm. It effectively increases the depth of
field and improves the image quality in areas which are not in total
focus. Experiments with post processing show that the artifacts, which
restorations with the faster projective WFC-algorithms exhibit, can be very
effectively lowered using a chirp filter in the Fourier domain.
We were able to develop a deep learning application based on an
artificial neural network to measure the defocus of individual plankton
objects and to refocus blurred plankton at different distances from the
camera. With this information we gain 3D information of the measurement
volume from a single image with a single camera. This can be used for a
3D visualization of the acquisition volume.
Another result, which we believe is even more important are all-in-
focus images from volumes with varying strength of blur. This allows the
observation of plankton objects in a large volume as if they were planar in
a petri dish. Note that the methods were developed for sparse plankton
density probes. For high density probes with many individuals per volume
such a view does not seem useful, because not all plankton individuals
are visible from a single viewpoint.
Moreover, we were able to greatly enhance the image quality of oceanic
shadowgraph images by [BCY+13]. The effort taken in the more theoretical
parts of this thesis led to the development of very robust restoration
algorithms. The Shadowgraph arrangement has a strongly limited depth
of field which is caused by physical limits. With the WFC algorithms we
have shown that it can be greatly extended. This confirms the relevance of
our research.
In conclusion, the novel methods introduced in this thesis have proven
to be very useful in practical application.
5.1 Future Work
In this section we discuss different avenues of future work as well as
possible extensions, applications, as well as links to other fields of research.
Deep learning for post processing After the restoration algorithm has
been applied, further post-processing is possible. In this thesis post process-
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ing using chirp filters is used successfully. Recent works in deep learning,
as in [GCB+17] on automatic image enhancement on mobile images, show
that post processing with a deep learning approach allow a strong increase
in perceived image quality. We believe this could be a way to increase
the quality of the restoration, however it may be hard to obtain adequate
training data for microscopic or plankton images.
Neural network for defocus estimation In this thesis a neural network
for classifying restorations into sharp and unsharp is introduced. A more
direct approach is training a regression network, which directly infers the
correct wavefront deformation necessary for the compensation. Training a
regression network is much harder than training a classification network,
because the task it solves is more sophisticated. Furthermore, the very
efficient technique demonstrated to generate many training samples for
a classification network cannot be used in training a regression network.
For a regression network many more objects would have to be labeled by
hand.
Faster networks The Alexnet and Googlenet network architectures both
show good results. Both networks were designed for image classification
with many classes based on visible objects, which means they can recognize
many high level features. The task at hand requires only the classification
into two classes based on a low level feature, i.e. sharpness or absence
of defocus. While simplifying the network might not offer new scientific
insights, it should allow speeding up the inference process considerably
without loosing relevant classification accuracy.
Multiple wavelengths The current approach discussed in this thesis
uses a single wavelength only. While using white light will not work,
because it lacks coherence, a collection of images acquired with different
wavelengths can be used. Besides potentially allowing restorations of even
higher quality or better defocus estimation, the most important advantage
of such a multispectral setup is in biological applications. Plankton may
be better visible at different colors and additional ultraviolet light may be
helpful.
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Note that capturing the same scene multiple times with different
wavelengths for more information and a better restoration has already
been tested for incoherent light [SFC09].
Live application A microscope typically has a ocular or a camera with a
live monitor attached, so that live images can be obtained. We have seen
that the WFC algorithms are fast enough to be adapted to such a system,
if a slightly lowered quality can be accepted. This is certainly the case for a
live preview. Hence, it can be applied on live images. For example, it could
be used for real time image restoration in microscopes and either extend
the usable depth of field or allow the usage of microscopic lenses with
aberrations, which are compensated on the fly. With automatic defocus
measurement as we developed for the shadowgraph even fixed focus
optics become an option. Note that the full range of the defocus estimation
is not required for every frame
As mentioned above, the system described in Chapter 4 reaches 3.6 ms
per iteration of the WFC-AP algorithm on an 512ˆ 512 image. From the
results in last chapter we see that an image of reasonable quality, which
means that we can recognize details, can be expected with a fixed iterations
count of approx. 5. Thus, an live-image could be displayed with a delay
20 ms, which is fast enough for live application on a microscope and could
certainly be further improved with some effort in hardware and software.
Adaptive optics Adaptive optics such as deformable mirrors are com-
monly used in microscopy and astronomy to compensate for optical
aberrations, for example in [VMS+11]. A schematic of these systems is
shown in Figure 5.1a.
Using a beam splitter, the same wavefront that is observed with a
telescope is observed with a wavefront sensor. This sensor measures the
deformation of the wavefront. The measurement can now be used to
compensate the aberrations with a deformable mirror. The compensated
wavefront is aberration free and a sharp image is captured. The system
can also be run in a loop, where the mirror is iteratively deformed in such
a way that the sensor measures no deformations.
By applying the wavefront correction algorithm, we believe that we can
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compensate wavefront deformations without a mirror and create sharp
images with a much simplified setup, as shown in Figure 5.1b. Our tests
with noisy wavefront demonstrate that we should be able to handle the
imperfect measurements of wavefront sensors with measurement errors
such as λ/161.
Marine micro plastic Marine plastic pollution is an environmental haz-
ard to many species of marine life. The micros plastic particles are either
directly part of human debris or they are produced by larger plastic parts
being ripped apart by waves [RSW+13]. Especially problematic is the
strong stability of plastic particles against other environmental effects and
therefore their long lifetime [Roc15]. Many plastics can resist sun and
waves for years [RSW+13].
Also especially dangerous, for some parts of marine fauna, are very
small particles, which can become part of the seafood chain and cause a
large impact on affected species [RHK+13]. Moreover, marine micro plastic
can reach even remote and sensitive areas such as the arctic [ZM10].
We believe that the shadowgraph can be used for measuring the con-
centration of micro plastic particles in the ocean column. The algorithm
developed in this thesis should be especially important to expand the
possible measurement volume by extending the depth of focus analogous
to our experiment on marine plankton. We hope to be able to collaborate
with marine scientists to support their research in this regard.
Utilizing the cloud The current implementation uses multithreading on
the CPU or a single GPU. Harnessing multiple GPUs should result in
a linear speedup and allow even faster results on larger images. Future
work could include a cloud service implementation for researchers, which
harnesses ad-hoc instances of GPUs from cloud servers. GPU instances are
already supported by the Amazon cloud 2, Microsoft Azure 3 and Google
1An example of a wavefront sensor with this accuracy is the Thorlabs WFS150-
7AR Hartmann-Shack wavefront sensor: https://www.thorlabs.com/thorproduct.cfm?partnumber=
WFS150-7AR
2https://aws.amazon.com/de/ec2/instance-types/
3https://azure.microsoft.com/en-us/pricing/details/virtual-machines/series/
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Incoming wavefront
AO
controller
Deformable 
mirror
Beam splitter
Camera
Wavefront
sensor
Computer
(a) Setup with deformable mirror
Incoming
wavefront
Computer
Camera
Wavefront
sensor
Beam splitter
(b) Deformable mirror replaced by novel WFC
algorithm
Figure 5.1. Schematic of adaptive optics setup, such as a telescope. An Incoming
wavefront is reflected on a deformable mirror, split on a beam splitter, then ob-
served by wavefront sensor and camera. The system is controlled by an acquisition
computer and an adaptive optics (AO) controller, compare [Mer88].
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Cloud Platform 4. With cloud computing, hundreds of GPUs can be made
available for researchers within seconds (at a price).
4https://cloud.google.com/compute/docs/gpus/add-gpus
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Mathematical and Physical
Background
A.1 Scalar Diffraction Theory
The propagation of light is an essential part of every imaging system.
To explain the propagation of light, this section shall give a condensed
introduction to scalar diffraction theory. It is based on [Goo05], [BW80]
[RP89] and [Ers06], which give a more detailed introduction into scalar
and non-scalar diffraction theory.
The scalar diffraction theory was established as a practical simplifica-
tion of the rigorous theory of the electromagnetic field.
In this thesis the WFC algorithms are introduced, which use the phys-
ical property of phase planarity in a focused image. This introduction
concentrates on an complete but condensed explanation with the scalar
diffraction theory for this physical condition in the WFC algorithms.
In principle light propagation is governed by three different effects.
Refraction is the bending of light on interfaces of optical media with
different optical index, which can be described with Snell’s law:
n1sin(α) = n2sin(β), (A.1.1)
where n1 is the refraction index of medium from which a light ray is
incident with angle α from the interface normal at medium n2, where the
ray is bend to angle β from the interface normal.
Reflection causes the direction of an incident ray to be changed at an
interface, in such a way that the angle of incidence equals the angle of
reflection [BW80].
Both refraction and reflection can be explained by considering light as
141
A. Mathematical and Physical Background
a ray. Together they allow the description of many optical systems with
only geometrical formulas. Optics, which can be described solely by these
phenomena are called “geometrical optics”.
Diffraction is defined as the change of light path, which is not explica-
ble by refraction or reflection [BW80]. It is the part of light propagation
which incorporates its wave-like properties.
A.1.1 Huygens-Fresnel Principle
Thus, to understand diffraction we need to consider light as a wave. Before
discussing the specifics of light as an electromagnetic wave, we consider
the Huygens-Fresnel principle as a foundation of wave mechanics.
The Huygens-Fresnel principle states that every wave front can be
disassembled into a set of secondary waves. The interference of these so
called elementary waves in term describes the initial wave front.
A.1.2 Helmholtz Equation
The electromagnetic properties of light and the interaction between mag-
netic H and electrical field E with time t are described in the Maxwell
equations, without free charge:
∇ˆ E = ´µBHBt (A.1.2)
∇ˆ H = eBEBt (A.1.3)
∇ ¨ eE = 0 (A.1.4)
∇ ¨ µH = 0, (A.1.5)
where e is the electric permittivity and µ the magnetic permeability of
the medium. The permittivity and magnetic permeability of free space is
defined as e0 and µ0.
These equations describe the propagation of light waves and with it
the spatial and temporal distribution of light and its diffraction patterns
accurately. However, an analytical solution of these equations is for prac-
tical problems hard, if not impossible [EBY99]. Therefore, we aim for an
approximate solution.
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With B = µ0H the magnetic flux density, from the Maxwell equations
it follows that:
∇ˆ∇ˆ E = ´ BBt∇ˆ B (A.1.6)
= ´µ0e0 B
2E
Bt2 , (A.1.7)
which can be simplified to:
´µ0e0 B
2E
Bt2 = ∇ˆ∇ˆ E (A.1.8)
= ∇(∇ ¨ E)´∇2E (A.1.9)
= ´∇2E. (A.1.10)
This equation, with refractive index n = ee0 , and speed of light c =
1√
µ0e0
is known as the Helmholtz wave equation of the electrical field:
∇2E´ n
2B2E
c2Bt2 = 0. (A.1.11)
This differential equation describes the electric field propagation of
a light waves. The wave equation of the magnetic field can be derived
analogous.
The electric and magnetic field of light do not need to be considered
separately, if the diffraction area and the area of observation are signif-
icantly larger than the lights wavelength [RP89]. This approximation is
known as the scalar diffraction theory. It simplifies the calculation of
diffraction fields, by neglecting the vectorial components of the magnetic
and electrical field. A complete vectorial view on diffraction fields can be
found in [Soi13].
Combining the electric and magnetic field in a scalar description u(P, t),
the scalar Helmholtz equation reads as, for a light wave at position P and
time t:
∇2u(P, t)´ n
2B2u(P, t)
c2Bt2 = 0. (A.1.12)
A light wave can be described as a harmonic wave with trigonometric
functions. For this wave equation, there is a harmonic solution [Ers06]
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with amplitude a and phase φ at position P, which is the basic description
of a light wave:
u(P, t) = a(P) cos(2piνt + φ(P)) = a(P) cos(kP +ωt), (A.1.13)
where ν is the optical frequency,
ω = 2piν (A.1.14)
is the angular frequency and
k =
2pi
λ
(A.1.15)
denotes the wave number.
With phasor Φ that for a given light wave describes amplitude and
phase at spatial position P:
Φ(P) = a(P) ¨ e´jφ(P), (A.1.16)
u(P, t) can be written with real part Re as:
u(P, t) = Re(Φ(P)e´2jpiν). (A.1.17)
Note that the Re function is often omitted and implicitly assumed [Ers06].
Since phasor Φ is independent of time the scalar Helmholtz equation
A.1.12 can be simplified to the Helmholtz equation
(∇2 + k2)Φ = 0. (A.1.18)
From this general description of scalar light waves, the propagation of
light distribution is derived using its angular spectrum in the following
section.
A.1.3 Propagation of the Angular Spectrum
The wavefront of a wave is defined as two-dimensional surface formed by
those spatial locations, at which the wave has the same phase. With the
Huyghens-Fresnel principle, any wavefront can be seen as a composition of
elementary waves, which in this three dimensional case, are planar waves.
Respecting the phase this can be applied to arbitrary wavefront. Given a
monochromatic disturbance a three-dimensional electromagnetic wavefield
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is formed. This composition of elementary waves can be generated using
the Fourier transformation, which disassembles the wave-field into indi-
vidual waves. Using this property, we want to calculate the propagation of
a wavefront incident on a measurement plane.
The scalar effects of a wavefield are measured across a plane on which
this wave is incident. We define the position of this plane z = 0, with
complex valued measurement of phase and amplitude U. On this plane we
define a two-dimensional coordinate system and write U as a function of
three-dimensional coordinates (x, y, z) and define A by its inverse Fourier
transform as the Angular Spectrum:
U(x, y, 0) =
∫∫
A( fx, fy, 0)ej2pi( fx x+ fyy) d fx d fy, (A.1.19)
where fx, fy denote the Fourier components or spatial frequencies.
From the complex values of the Fourier transform, the physical wave
interpretation can be reached with the observation that the wavefield is
composed of a multitude of planar waves described by these complex
values.
The wave vector w is defined as:
w =
2pi
λ
αβ
γ
 , (A.1.20)
where α, β and γ denote the angles of the propagation direction of a
particular planar wavefront.
The angles of w are set by the Fourier components of the angular
spectrum with:
α = fxλ (A.1.21)
β = fyλ, (A.1.22)
and
γ =
√
1´ (λ fx)2 ´ (λ fy)2 (A.1.23)
=
√
1´ α2 ´ β2. (A.1.24)
A time independent planar wave fulfilling the above conditions is given
by:
p(x, y, z) = e(jw¨r), (A.1.25)
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with position vector r P R3. It can be simplified to
p(x, y, z) = ej
2pi
λ (αx+βy+γz) (A.1.26)
= ej
2pi
λ (αx+βy) + ej
2pi
λ (γz), (A.1.27)
With this notation and the inverse Fourier transform Equation A.1.19
can now be written as
A(
α
λ
,
β
λ
, 0) =
∫∫
U(x, y, 0)e´j2pi( αλ x+
β
λ y) dx dy, (A.1.28)
yielding the angular spectrum at z = 0.
To calculate the wave-field distribution U1 with angular spectrum A1
at a distance z ‰ 0 from the original wave disturbance U we describe the
angular spectrum in direction of the z-Axis at z ‰ 0 as:
A(
α
λ
,
β
λ
, z) =
∫∫
U(x, y, z)e´j2pi( αλ x+
β
λ y) dx dy. (A.1.29)
This equation can also be expressed as:
U(x, y, z) =
∫∫
A(
α
λ
,
β
λ
, z)e´j2pi( αλ x+
β
λ y) d
α
λ
d
β
λ
. (A.1.30)
The propagation of a wavefront and its angular spectrum can be seen
as an interference phenomenon of this individual super-positioned planar
waves.
To isolate the propagation term, we regard the Helmholtz equation
(∇2 + k2)U = 0. (A.1.31)
It must hold for the complex amplitude field U and, because of the linearity
of the Fourier Transform, for the angular spectrum A:
∇A2 + k2 A2 = 0. (A.1.32)
Because we describe the propagation in z-direction with the scalar value
of the wave vector in z-direction
kz =
2pi
λ
√
1´ α2 ´ β2, (A.1.33)
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it follows that:
d2
dz2
A(
α
λ
,
β
λ
, z) + k2zγA(
α
λ
,
β
λ
, z) = 0. (A.1.34)
A solution to this differential equation can, analogous to the solution
of the Helmholtz equation described in Section A.1.2, be given by:
A(
α
λ
,
β
λ
, z) = A(
α
λ
,
β
λ
, 0)ejkzz (A.1.35)
The term
α2 + β2 (A.1.36)
in kz may attain different values, which have different physical meaning.
Three different cases have to be considered:
1. If
α2 + β2 = 1 (A.1.37)
then kz is zero, no propagation in direction of the z-axis occurs and
thus we do not need to consider this case further.
2. If
α2 + β2 ă 1 (A.1.38)
then kz has an imaginary component. The wave is now called evanescent
as it has influence only in the near field. The study of evanescent
optical waves is an established independent field of research, see [Fel76],
however they can be neglected in the context of optical waves [Goo05].
Therefore, we will not consider this case any further.
3. If
α2 + β2 ą 1, (A.1.39)
the propagation of the wavefront can be seen as a phase shift. This is
the default case.
Thus, we can write:
U(x, y, z) =
{∫∫
A( αλ ,
β
λ , 0)e
jkzzej2pi(
α
λ x+
β
λ y) d αλ d
β
λ where α
2 + β2 ą 1
0 else.
(A.1.40)
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With Equation A.1.30 we see that
A(
α
λ
,
β
λ
, z) =
{
A( αλ ,
β
λ , 0)e
jkzz where α2 + β2 ą 1
0 else.
(A.1.41)
Thereby, the transfer function for the propagation of the angular spectrum
in z direction is
H =
{
ejkzz where α2 + β2 ą 1
0 else.
(A.1.42)
Substituting variables kz, α, β into their definitions above:
H =
ej2pi
z
λ
√
1´(λ fx)2´(λ fy)2 where
√
f 2x + f 2y ă 1λ
0 else.
(A.1.43)
We now have a transfer function for wave propagation in free space, which
acts as a linear filter.
We will now simplify this transfer function with the Fresnel approxi-
mation. The target of the approximation is the quadratic term of kz:
kz =
2pi
λ
√
1´ α2 ´ β2 (A.1.44)
=
2pi
λ
√
1´ (λ fx)2 ´ (λ fy)2. (A.1.45)
With binomial expansion a quadratic term with
√
1+ x can be ex-
panded as (see [Goo05])
√
1+ x = 1+
1
2
x´ 1
8
x2 . . . (A.1.46)
Using only the first terms this leads to the approximation of kz:
k1z « 2piλ (1´
1
2
α2 ´ 1
2
β2) (A.1.47)
=
2pi
λ
(1´ 1
2
(λ fx)
2 ´ 1
2
(λ fy)
2) (A.1.48)
=
2pi
λ
´ piλ( f 2x + f 2y ) (A.1.49)
= k´ piλ( f 2x + f 2y ). (A.1.50)
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We substitute the approximated k1z into Equation A.1.42 and neglect the
evanescent waves:
H f = ejk
1
zz (A.1.51)
= ej(k´piλ( f
2
x+ f 2y )z) (A.1.52)
= ej(k´piλ( f
2
x+ f 2y )z) (A.1.53)
= ejkze´jpiλz( f
2
x+ f 2y ), (A.1.54)
which is the transfer function of the Fresnel approximation. Disregarding
constant phase delay this is:
H f = e
´jpiλz( f 2x+ f 2y ), (A.1.55)
This approximation assumes that the angles α and β are small and is valid
only in the near field [RP89]. This is the same approximation made in
paraxial geometric optics [Goo05]. The inverse Fourier transform of H f is
called the Fresnel diffraction impulse response:
h f =
ejkz
jλz
ej
pi
λz (x
2+y2). (A.1.56)
or without constant phase delay:
h f =
1
jλz
ej
pi
λz (x
2+y2). (A.1.57)
A.1.4 Influence of a Lens
In the previous section the propagation of a wavefront in free space with
Fresnel approximation was derived. In this section this topic is revisited,
however now the focus lies on the influence of a lens.
The difference in optical index between two media, is equivalent to the
difference in light speed between them. Due to the difference in optical
index between glass and air, a phase shift in the wavefront and therefore
its angular spectrum is introduced. This phase shift is dependent on the
optical path length difference which is induced by both lens thickness and
refractive index. A typical lens can be seen as a composition of one or
two spherical surfaces and a planar part in between [Goo05], as drawn in
149
A. Mathematical and Physical Background
R1 R2
+ +
t(x, y)
Figure A.1. A spherical thick lens can be seen as a composition of three parts,
adaptation from [Ers06].
Figure A.1.
Such a lens has a focal length defined by [BW80]:
f =
1
(n´ 1)( 1R1 ´ 1R2 )
, (A.1.58)
where n denotes the optical index of the glass and R1, R2 the radii of the
spherical surfaces.
The thickness function t(x, y) at location (x, y) is derived in [Goo05]
and [Ers06] and can be seen as the addition of the thickness function of
the three components, where t0 is the maximum thickness of the lens:
t(x, y) = t0 ´ R1(1´
√
1´ x
2 + y2
R21
) + R2(1´
√
1´ x
2 + z2
R22
). (A.1.59)
Note that the radii may also be negative, resulting in a concave surface.
With the paraxial approximation, that is assuming that the light is
incident in small angles from the optical axis, this equation is simplified
into:
t(x, y) = t0 ´ x
2 + y2
2
(
1
R1
´ 1
R2
). (A.1.60)
With its higher optical index, the thickness of the lens induces a phase
transformation, which with Equation A.1.58 is
t(x, y) = ejkt0 e´j
k
2 f (x
2+y2) (A.1.61)
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or without constant phase delays:
t(x, y) = e´j
k
2 f (x
2+y2). (A.1.62)
A.2 Wavefront Focusing
Because of its high relevance to the algorithms introduced in this thesis,
we will now consider the focusing or defocusing effect of a lens on an
incoming wavefront. The results of this calculations are used in Section 3.1
to motivate the novel WFC-algorithms.
An undisturbed wavefront U for example from an microscopic LED
illumination shines through an object, which means that it is modulated
with the transmittance function of an object to. After a distance the light
occurs on a lens, with incident wavefront distribution Uin and wavefront
distribution Ul behind the lens. With the lens this light is then focused on
a focal plane with wavefront distribution U f . Figure A.2 gives an overview
of the setting.
Thus, we have a wavefront Uo modulated by the object:
Uo(x, y) = U(x, y)to(x, y). (A.2.1)
With the propagation of the angular spectrum, we know that:
F (Ul(x, y)) = F (Uo(x, y))H f . (A.2.2)
Furthermore, we have the influence of the lens on the incoming wave-
front to consider. Let the incoming wavefront distribution at location (x, y)
of the lens be Uin. Behind the lens the lens distribution Ul with lens phase
shift in Equation A.1.62 is:
Ul(x, y) = Uin(x, y)e
´j k2 f (x2+y2). (A.2.3)
As the next step, we are interested in the distribution at the focal plane,
hence we set z-coordinate of the wavefront propagation to the focal length
f , which means directly at the focal plane. With the filter kernel of the
Fresnel wavefront propagation h f A.1.57, the target distribution Uz= f (s, t)
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UfUlUo
Focal planeLensObject
Incoming 
wavefront
Figure A.2. An incoming wavefront is incident on a semitransparent object. The
propagated wavefront is focused with a lens into the focal plane, adapted from
[Goo05].
at location (s, t) is
Uz= f (s, t) = Ul(x, y)b h f (A.2.4)
= Ul(x, y)b e
jkz
jλz
ej
pi
λz (x
2+y2). (A.2.5)
This convolution can be expanded, see Fourier transform properties in
[Boa03]:
Uz= f (s, t) =
ejkz
jλz
∫∫
Ul(x, y)ej
pi
λz (s´x)2+(t´y)2 dx dy (A.2.6)
and constant factors can be moved:
Uz= f (s, t) =
ejkz
jλz
ej
pi
λz (s
2+t2)
∫∫
Ul( fx, fy)ej
pi
λz (x
2+y2)e´j
´j2pi
λz (xs+yt) dx dy,
(A.2.7)
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and dropped:
Uz= f (s, t) =
1
jλz
ej
pi
λz (s
2+t2)
∫∫
Ul(x, y)ej
pi
λz (x
2+y2)e´j
´j2pi
λz (xs+yt) dx dy.
(A.2.8)
The integral part of this equation is equivalent to the Fourier transform
of Ul multiplied with the propagation term in Equation A.1.55, which is
the Fourier transform of the propagated wave without lens influence. The
coordinates of the focal plane (s, t) are defined by the Fourier components
[Goo05] of the Fourier transform of Ul with:
x =
s
λ f
(A.2.9)
y =
t
λ f
. (A.2.10)
Thereby with H f from Equation A.1.55:
Uz= f (s, t) =
1
jλz
ej
pi
λz (s
2+t2)F (Uo)( s
λ f
,
t
λ f
)H f (
s
λ f
,
t
λ f
). (A.2.11)
Now we insert the incoming wavefront of the lens Ul as the propagated
wavefront from the object at distance d with Equation A.2.2:
Uz= f (s, t) =
1
jλz
ej
pi
λz (s
2+t2)F (Uo)( s
λ f
,
t
λ f
)H f (
s
λ f
,
t
λ f
). (A.2.12)
With the definition of H f :
Uz= f (s, t) =
1
jλz
ej
pi
λz (s
2+t2)e´jpiλd((
s
λ f )
2+( tλ f )
2)F (Uo)( s
λ f
,
t
λ f
), (A.2.13)
and sorting of the prefactors, as well as substituting z with f
Uz= f (s, t) =
e
j piλ
1
f (s
2+t2)´j piλ df 2 (s2+t2)
λj f
F (Uo)( s
λ f
,
t
λ f
) (A.2.14)
=
e
j piλ
1
f (s
2+t2)´j piλ df 2 (s2+t2)
λjz
F (Uo)( s
λ f
,
t
λ f
), (A.2.15)
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we can simplify to:
Uz= f (s, t) =
ej
pi
λ f (1´ df )(s2+t2)
λj f
F (Uo)( s
λ f
,
t
λ f
). (A.2.16)
In the focus of a lens d = f , the phase term is zero, which means that
the phase shift of the lens and the wavefront propagation negate each
other. The transform between aperture and focus in a lens is the Fourier
transform and there are no additional phase terms, meaning that if the
incoming wavefront is planar, so is the focal plane wavefront. This is the
physical motivation for the planar phase condition of the WFC-algorithms.
In contrast, if the system is not in focus, then the spherical aberra-
tion factor remains. This defocus factor and other optical errors can be
described elegantly using Zernike polynomials, which are introduced in
Section A.5.
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Incoherent light source Aperture Filter
Figure A.3. Spatially and temporally coherent light from an incoherent light
source1.
A.3 Coherence
The topic of optical coherence is very important to this thesis, which is the
restoration of coherent images. In the introduction chapter, the differences
between coherent and incoherent image formation are presented, in which
knowledge about coherence is assumed. In this section we want to give a
detailed overview of the phenomenon of coherence and provide the reader
with a good understanding of it.
In general, two aspects of coherence can be distinguished: Spatial
coherence and temporal coherence. We will first give a visual example and
then discuss both aspects in more detail in the following paragraphs .
In Figure A.3 a very incoherent light source, a light bulb is placed in
front of a small aperture. This aperture restrict the light waves of the light
source, acting as a spatial filter. The light behind this aperture is spatially
coherent. Next, this light occurs on a bandwidth color filter, which lets
only light with a certain frequency in this instance blue light pass. Behind
this frequency filter, the light is both spatially and temporally coherent.
In short, spatial coherence is about the extend of the light source and
1Drawing inspired by William Beaty: http://amasci.com/miscon/coherenc.html
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temporal coherence is about the bandwidth of the light waves, i.e. how
monochromatic their light is.
Temporal coherence Temporal coherence describes how ’temporally’,
which means over time at a given place, coherence or (using a different
word) correlation between the waves occurs in a wavefield. The scalar
diffraction theory yields that an optical wave can be expressed as (see
Equation A.1.17): u(P, t) = Re(U(P)e´2jpiνt). (A.3.1)
Clearly, in a wavefield consisting of a single pure wave of one frequency,
for a given P there exists a very strong relationship between two times t,
because the wave is periodic with 2pi. Two waves, which have the same
frequency ν, have the same angular velocity 2piν and hence there is a
temporal coherence between these waves and they can interfere with each
other.
Temporal coherence is the result of a narrow spectrum of light and
can therefore be measure for the breadth of the spectrum of light. A small
breadth means a high temporal coherence, a broad spectrum means a
low frequency coherence. High temporal coherence means that light is
monochromatic. The color of light is typically described by the wavelength.
Because frequency and wavelength of light are connected by the following
relation,
λ =
c
ν
, (A.3.2)
with speed of light in vacuum c = 3 ¨ 108 ms , the term wavelength coherence
can also be used.
Temporal coherence is measured by the coherence length, which de-
scribes the distance which the light travels, while the waves can interfere
with each other. The coherence length dependent on the breath of the
frequency spectrum δ f is defined as [Pas08]:
Lcoh =
c
piδ f
(A.3.3)
the coherence time can be easily derived from the coherence length with:
tcoh =
Lcoh
c
. (A.3.4)
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Spatial coherence Spatial coherence is similarly defined to temporal
coherence. The difference is that now the phase between two spatially
distinct points on a plane perpendicular to the propagation direction is
examined at the same time. If there is a correlation between the phase
at these points, then these waves can interfere and spatial coherence is
fulfilled.
Typically, this is accomplished using a small light source or a limited
aperture. If compared to the distance, the light source is very small, the
light waves will propagate almost in parallel, which means that at two
points orthogonal to the direction of propagation of a wave the difference
in phase is small, up to a constant factor [Ers06]. Important is the angular
source size of the illumination.
In Figure A.4 two points x1 and x2 are located perpendicular to the
direction or propagation of a light wave with a distance of dx between
them and a distance of dx/2 from the optical axis and center point xm.
They are illuminated through an aperture of size dsc.
Clearly, the optical path between the upper point of the aperture and
x1 is shorter than the optical path from the lower point of the aperture.
The opposite is true for x2. Dependent on the extend of this effect, This
difference in optical length may result in the waves being in phase at x1
are out of phase in x2. This is a result of the angular source size. [Bre17]
defines dmax´sc as the maximum size for an aperture of spatially coherent
light for points at distance L from the aperture and dx from the axis:
dmax´sc = 0.16λ
L
dx
(A.3.5)
Another formula is given in [RP89], spatial coherence demands that all
optical path length differences in an optical system δL are much smaller
than the fraction between speed of light and breath of the frequency
spectrum:
δL ! cδ f . (A.3.6)
With spatial coherence between two points, the coherence area is de-
fined as the area in which the phase of a propagating wave is in sync. The
axial coherence length is defined above by the temporal coherence and the
coherence area is defined by spatial coherence. Combined this results in a
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x1
x2
Propagation
Aperture
dx
direction
dsc
xm
L
Figure A.4. Illustration for spatial coherence calculations. Adapted from:
[RP89][Bre17].
coherence volume [RP89].
Based on coherence, light sources can be categorized. Examples of light
sources with high temporal coherence are monochromatic LEDs, lasers
and monochromatic florescent lamps. High spatial coherence can be found
in lasers, small LEDs and, because of their large distance to the observer,
stars.
158
A.4. Peak Signal to Noise Ratio
A.4 Peak Signal to Noise Ratio
Throughout this thesis the peak signal to noise ratio (PSNR) is used as a
measure of restoration quality, i.e. how similar the restored image signal
glss : ir and the reference image signal Iinc are. The most used measure
of restoration quality in image processing is the peak signal noise ratio
(PSNR) [HG08]. It has the strong advantage that in contrast to other
popular measures such as the structural similarity measurement index
(SSMI) [WBS+04], that it is independent of the human perception model
and describes the difference between two image with an objective, technical
measure [HZ10]. It is defined as
PSNR = 10 log10(
max2
MSE
)dB, (A.4.1)
where max is the maximum value the image intensity can attain and
MSE denotes the mean squared error. In floating point images used in
throughout this thesis this value is 1.0. For restored and reference images
Ir and Iinc of size hˆw, the MSE is calculated by:
MSE =
h
∑
j=1
w
∑
i=1
|R(i, j)´ S(i, j)|2. (A.4.2)
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lens
(a) Planar and spherical
wavefront
(b) Spherical wavefront (c) Arbirary wavefront
Figure A.5. Visualization of wavefront shapes.
A.5 Zernike Polynomials
A wavefront is defined as the set of points of equal phase. Such a wavefront
can occur in various shapes. An illustration is given in Figure A.5. Parallel
light has a planar wavefront. Superimposing the phase shift of a lens a
spherical wavefront is gained. A spherical wavefront can also be visualized
either by arrows showing the direction of propagation perpendicular to the
points of equal phase or in the three dimensional case by drawing the phase
shift of such a set of points across the x-y plane of propagation. The same
can be applied to arbitrary wavefront, as Figure A.5 shows. An concise way
to describe wavefront deformations are the Zernike polynomials shown in
Table A.1.
Zernike polynomials form an orthogonal basis [Nol76] on a unit circle
as in Figure A.6 and can thus describe any wavefront deformation. We will
use the normalization of the Zernike polynomials as used in [Nol76], which
we will use for the scope of this thesis. Note that some prior publications
such as [BW80] follow a different definition of the Zernike polynomials
than given, caused by a different choice of normalization.
In polar coordinates with angle θ, radial distance p, variables m, n P
N,m ‰ 0, n ě m the even Zernike polynomial is defined as [Nol76]:
Zmn (p, θ) =
√
n + 1Rmn (p)
√
2 cos(mθ), (A.5.1)
while the odd Zernike polynomial is defined as:
Z´mn (p, θ) =
√
n + 1Rmn (p)
√
2 sin(mθ). (A.5.2)
This definition of th Zernike polynomials is built on the radial polynomial
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x
y
θ
(x, y)
p
Figure A.6. Definition of p and θ for the Zernike polynomial (adapted from
[GW06]).
R. The variables n and m may be seen as radial degree and azimuthal
frequency [Nol76]. If n´m is even, the radial polynomial R is defined
by [BW80]:
Rmn (p) =
n´m
2
∑
s=0
(´1)s ´ (n´ s)!
s!( n+m2 ´ s)!( n´m2 ´ s)!
pn´2s, (A.5.3)
otherwise by Rmn (p) = 0. (A.5.4)
Typically, the Zernike polynomials are visualized as if they were defor-
mations of circular wavefronts. In Figure A.7 we show such a color coded
visualization of the Zernike polynomials, where high values are shown in
blue and low values in yellow. The polynomials are ordered in a pyramid
by their radial degree n. The defocus aberration, see Table A.7, is shown
in the third row, center column.
Besides using double indices for radial degree and azimuthal frequency
there exists another ordering of Zernike polynomials following [Nol76].
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This so called Noll index allows a strict ascending ordering of Zernike
polynomials, denoted Z with a single index. This mapping between Noll
index, mode and the classic Seidel aberrations, such as astigmatism and
coma is shown in Table A.1.
Table A.1. Zernike polynomials with mode index by [Nol76] showing the relation-
ship with Seidel wavefront aberrations.
Noll index Mode Polynomial Seidel aberration
Z1 Z00 1
Z2 Z11 2p sin θ Tilt - horizontal
Z3 Z´11 2p cos θ Tilt - vertical
Z4 Z02
√
3(2p2 ´ 1) Defocus
Z5 Z´22
√
6p2 sin 2θ Astigmatism - horizontal
Z6 Z22
√
6p2 cos 2θ Astigmatism - vertical
Z7 Z´13
√
8(3p3 ´ 2p) sin θ Coma (3rd order)
Z8 Z13
√
8(3p3 ´ 2p cos θ Coma (3rd order)
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Figure A.7. Color-coded visualization of the Zernike polynomials in a pyramid
with high values in blue and low values in yellow. Created with Matlab code by
[TSS11] and [STS+13].
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A.6 Projections onto Convex Sets
Projections onto convex sets (POCS) is a common approach to solving
feasibility problems. Given a Hilbert space H with norm ||...|| and inner
dot product, let a and b be two points in S Ă H, then the set S is convex if
a ¨ t + b ¨ (1´ t) P S, t P [0..1], (A.6.1)
and therefore any convex combination of a and b is also in S. In other
words, a set is convex, if any linear combination of two points from the set
is inside the set.
For t P H and S Ă H, let the result of a projection PS onto set S be
defined as p = argminsPS||s´ t|| = PS(t). (A.6.2)
In the following this introduction is limited to finite dimensional Hilbert
spaces. Given two convex sets A Ă H and B Ă H and their nonempty
intersection C = AX B. We define a sequence of iterations starting with
initial value y1 set to an arbitrary value x. This sequence is indexed with
n P N, so that the n-th element is denoted by yn. The von-Neumann
algorithm reaches a new iterative by alternating application of projections
onto these sets: yn+1 = PAPB(yn). (A.6.3)
This algorithm is therefore also called MAP(multiple alternating projec-
tions), see [ER11].
The averaged projections algorithm projects the current iterate with
both projectors and uses the average for the next iteration:
yi+1(n) =
1
2
(PB(yi(n)) + PA(yi(n))). (A.6.4)
The reflector operator R = 2P´ I (A.6.5)
consists of one application of the projection, but executes the motion of the
projector twice, where P is a given projector and I is the identity operator
[Mar07a].
In [Hau68] Haugazeau presents a strongly convergent algorithm for
finding the intersection of two convex sets. Based on his works Bauschke
et. al. define the Haugazeau-like average alternating reflections algorithm
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(HAAR) [BCL06].
Let H be a real Hilbert space and let (x, y, z) P H3 be a tuple, with the
following property
w P H|(x´ y) ¨ (x´ y) ď 0
Xw P H|(w´ z) ¨ (y´ z) ď 0 ‰ ∅. (A.6.6)
Then define the following intermediate variables
pi = (x´ y) ¨ (y´ z) (A.6.7)
µ = ||x´ y||2 (A.6.8)
ν = ||y´ z||2 (A.6.9)
ρ = µν´ pi2. (A.6.10)
Also let
Q(x, y, z)
=

z, p = 0 andpi ě 0
x + (1+ piν )(z´ y), ρ ą 0 andpiν ď ρ
y + ( νρ (pi(x´ y) + µ(z´ y)), ρ ą 0 andpiν ă ρ.
(A.6.11)
be an helper operator [Hau68].
In [Hau68] Haugazeau defines the sequence (yn)nPN as
yn+1 = Q(x, Q(x, yn, PByn), PAQ(x, yn, PByn)) (A.6.12)
and proves it convergences strongly to a point PCx in the intersection C. In
[BCL06] Bauschke et al. improve on this recursive algorithm and establish
the HAAR algorithm. With operator T defined as
T =
1
2
RBRA +
1
2
, (A.6.13)
the iteration formula is
yn+1 = Q(x, yn, (1´ µn)yn + µnTyn), (A.6.14)
where (µn)nPN is an arbitrary sequence of values in ]0, 1] with infnPN µn ą
0.
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A.7 FISTA
ISTA (iterative shrinkage thresholding algorithm) is an optimization al-
gorithm typically employed for solving linear inverse problem [LM79]
[BT09a] . Such a linear inverse problem can be described by
Ax = b, (A.7.1)
where matrix A P Rmˆn describes a linear operator, b P Rm is a known
signal and x P Rn is the target undisturbed signal, which is to be recon-
structed from b.
If for example A describes a blur operator, then this problem is a
deblurring or deconvolution problem [BT09a].
The standard approach is to use a least squares approach, which results
in the following minimization problem:
argminx||Ax´ b||2. (A.7.2)
Because this kind of approach is in many cases, such as in deconvolu-
tion[LWD+09], ill-conditioned, regularization is added to guide to opti-
mization to more likely solutions. A popular choice for regularization
in image restoration is the l1 regularization, due to its ability to closely
match the natural distribution of gradients in an image [LFD+07], thus we
minimize the following term:
argminx||Ax´ b||2 + λ|x|1, (A.7.3)
where ||1 denotes the l1 norm and λ P R a weighting factor to control the
strength of the regularization.
One can recognize that this inverse linear problem fits the following
structure argminx f (x) + g(x), (A.7.4)
where function f : Rn Ñ R is a convex function and C1,1 smooth and
function g defined as g : Rn Ñ R continuous and convex. Furthermore
this problem must have a non-empty solution set. The quadratic data
term fits the description of f , while the l1 regularization perfectly fits the
description of g.
Following [BT09a] ISTA relies on the quadratic approximation of (A.7.4)
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at point x1 for a x P x2:
QL(x, x1) = f (x1) + (x´ x1)∇ f (x1) + L2 ||x´ x
1||2 + g(x1), (A.7.5)
where L is a Lipschitz constant of the gradient of f . The approximation
can be minimized with proximal:
pL(x1) = argmin(QL(x, x1)), (A.7.6)
which can be simplified to
pL(x1) = argmin(g(x) +
L
2
||x´ (x1 ´ 1
L
∇ f (x1))||2. (A.7.7)
The main iteration of the ISTA algorithm. Hence with pL given a
Lipschitz constant of the gradient of f and the last value xi P R2, the next
value xi+1 is calculated by:
xi+1 = pL(xi). (A.7.8)
The start value x0 is initialized with an arbitrary value. We have now
defined the IST algorithm.
ISTA can derived from different fields of mathematics [Bay16] . As
outlined in [Fig09], it can be seen as a form of expectation maximization
[NF01], as majorization minimization [BFO06] forwards backford splitting
[LM79] [CW05] or as seperable approximation [WNF09].
Due to its simple structure, it is especially suited for dense linear in-
verse problems [BT09a]. However ISTA becomes slow if A is ill-conditioned
and the regularizer is small [FBA09] and according to[BT09a] the con-
vergence of ISTA can be arbitrarily bad. Hence a number of improve-
ments have been proposed for ISTA. Examples are TwISTA (two step
ISTA) [BFO06] SpaRSA (sparse reconstruction by separable approxima-
tion) [WNF09], SALSA (split augmented Lagrangian shrinkage algo-
rithm) [ABF10] and FISTA (fast iterative shrinkage thresholding algorithm)
[BT09a].
In the following FISTA is introduced in more detail. This is a very short
summary of the fast iterative shrinkage thresholding algorithm (FISTA),
for more details see [BT09a], [Bub15]. Identical to the ISTA algorithm we
first define the underlaying problem. Let F : Rn Ñ R be a function with
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F(x) = f (x) + g(x) and the optimization problem:
argminx(F(x)), (A.7.9)
where f : Rn Ñ R is a differentiable and convex function and g : Rn Ñ R
is non-smooth and convex.
We follow the definition of FISTA in [BT09b] and define pL as the
proximal map of function g:
pL(y) = prox1/L(g)(y´ 1L∇ f (y)) (A.7.10)
= argminx(
L
2
||x´ (y´ 1
L
∇ f (y))||2 + g(x)). (A.7.11)
Given the upper bound Lipschitz constant L( f ) of ∇ f , initial value y1
and x0 and t1 = 1, the FIST algorithm iteration is then defined as
xi = prox1/L(g)(y´ 1L∇ f (y)) (A.7.12)
ti+1 =
1+
√
1+ 4t2i
2
(A.7.13)
yi+1 = xi +
ti ´ 1
ti+1
(xi ´ xi´1). (A.7.14)
This improved algorithm has a much better convergence then the origi-
nal IST algorithm, which according to [BT09b] has a worst-case complexity
of O(1/k), while the fast IST algorithm has a complexity of O(1/k2).
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A.8 Convolutional Neural Networks
An artificial neural network is a structure of connected artificial neurons,
that propagates signal from input to output depending on their configura-
tion. In this section, we focus on convolutional neural networks as used
for classification problems.
The name artificial neuronal network is chosen, because this structure
partially mimics the behavior of real neurons [HW81], [LBB+98].
A.8.1 Neuron
The foundation of an neural network is the neuron. The artificial neuron
is a mathematical model that models the behavior or reaction to an input
configuration. It gives mapping between inputs value to an output value
and can therefore be seen as a function. The neuron consists of a number
n PN of inputs indexed with i, which have values xi P R. For each input
there is a constant weight assigned wi that is multiplied with the respective
input. The sum of the inputs multiplied by their weights is calculated and
used for a function φ : RÑ R that maps it to the output:
y = φ
n
∑
i=0
xiwi. (A.8.1)
One input, usually x0, can be permanently set to 1, so that the assigned
weight acts as a bias b. The bias may be omitted, but systematic analysis
of convolution neural network has shown that this decreases performance
[MSM16].
Thus we can write:
y = φ(
n
∑
i=1
(xiwi) + b). (A.8.2)
Function φ is called the activation or transfer function, because it controls
how the neuron reacts to an input level. There are numerous activation
functions used in neural network. The inner composition of a neuron is
highlighted in Figure A.9. It should be fast to calculate, differentiable, have
a smooth derivate and include a non-linearity [NH10]. The most simple
is a linear function, followed by the step function. The very commonly
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Figure A.8. Behavior of different activation functions.
used is also the tanh function. An alternative is the logistic function. The
rectified linear unit ReLu activation function was invented in 2010 [NH10]
is currently the most commonly used. [XWC+15]. With ReLu activation
function, the value of a neuron is given by:
y =
{
0 if∑ni=1 xiwi + b ă 0
∑ni=1 xiwi + b if∑
n
i=1 xiwi + b ě 0
. (A.8.3)
[MSM16] notes an increase in imagenet classification accuracy from
tanh activation function to ReLu of approx. 3%.
170
A.8. Convolutional Neural Networks
wn
∑
Inputs
x0
x1
xn
w1
w0
…
φ y
Weights OutputActivation
Function
Sum
Figure A.9. Drawing of a neuron.
A.8.2 MLP
For neuronal networks the neurons introduced in the previous paragraph
are arranged in layers. In three layer network as shown in Figure A.10, the
output of the input layer neurons is the input for hidden layer neurons,
whose output it the input of the output layer. The number of neurons in
each layer is arbitrary and there may be several hidden layers in which the
input of each layer is the set by output of the preceding layer. For a layer
of neuron, organized as a vector, we now define a vector of inputs xv, a
vector of outputs yv and a matrix of weights W and a vector of biases bv.
Such a configuration is commonly called the multilayer perceptron (MLP)
[Ros62] and is a function mapping the configuration of the input vector
xv, i.e. the values set on the input layer, to an output vector yv P Rm, i.e.
the values of the output neurons:
fmlp : Rn Ñ Rm (A.8.4)
with yv = fmlp(xv). (A.8.5)
To generate the output of the neuronal network given an input con-
figuration, the values of the neurons are propagated through the hidden
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… …
…
Figure A.10. Fully connected layers of neurons.
layers to the output layers. This process is called feed forward propagation
or inference process of the neuronal network. The non-linearity of the
activation function is important in this case. It can be shown that this is the
requirement for the universal approximator called property of the MLP
being able to express any non-pathological function.
A.8.3 Convolutional Layers
Convolutional layers are a variation of the multilevel perceptron in which
the neurons of a layer share their weights W. Furthermore the number of
weights is spatially restricted, so that neuron i only has weights for input
bi´ k/2c and di + k/2e. The effect is that the layer is sensitive to spatial
locality in the input data.
The application of a convolutional layer can now be seen as a convolu-
tion of the weight vector across the input:
yv = φ(W b xv + bv). (A.8.6)
Because of this weight sharing the number of weights is significantly
reduced, which is good for training the network but may restrict the
network too strongly. Hence the concept of feature maps is introduced,
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Input volume Feature map
Figure A.11. Convolution resulting in 3D feature maps.
which are a collection of different weight configurations for one layer that
give a give a collection of responses to one input.
If 2-dimensional data is used, the weights for each neuron also form a
matrix, which then acts just like a convolution filter and the result is also
2-dimensional, hence the name convolutional layer. For the response to
different weight configuration, the feature maps, now another dimension
is needed, which is why they are typically shown as a 3D volume. The
concept of the feature map is illustrated in Figure A.11.
To further enforce the spatial locality of a signal and to further shrink
the network, the response of a layer can be aggravated in a small section
of the data. This aggregation process can be done with multiple strategies,
such as replacing the section with the value maximum of a region or the
mean value. The result is that less neurons can be used in the next layer
without losing the important responses from the preceding layers.
A small convolutional network with two convolutional network with a
pooling layer in between, followed by two fully connected layers is shown
in Figure A.12.
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Figure A.12. A convolutional neuron network with two convolutional layers with
a pooling layer in between, followed by two fully connected layers.
A.8.4 Training
Training is the process of optimizing the weights in a neural network so
that the result of the neural network is optimal. Firstly we need to distin-
guish supervised and unsupervised training methods. Supervised training
requires a training set with a known mapping of input to output, while
with unsupervised training the network learns purely from observing
the this input set [DKS+95]. Convolutional neural network are typically
trained in a supervised way using a set of data called training data, which
is composed of mappings between input and desired output.
Furthermore, a test dataset is defined which is distinct from training
data, to be able to detect a loss of generality, called overfitting, which
occurs, if the neural network has been tuned too much to the training data
and would not respond positively to intended input data which is only
similar to the training data. The performance of the neural network on
this test dataset is typically used as a benchmark for the performance of
the neural network overall.
Sometime another dataset is collected, the validation dataset. Typically
while training a neural network, the network designer may want to change
network parameters, like the networks depth, to boost the performance
on the test dataset. The validation dataset can guard against overzealous
tuning of such high-level parameters and is commonly used in compe-
174
A.8. Convolutional Neural Networks
titions such as Imagenet [RDS+15], where it is only published after the
competition ends. Tests against this dataset should only be done once,
which is why the number of submissions is typically restricted.
To be able to optimize the weights of the network, we need to able to
measure its performance. This is done with a loss function. This function
employed to measure the difference between the current response of
the neural network and the desired output. The choice depends on the
problem to be solve. For a regression problem, where the output value of
a neuron is measured, this is typically a least mean squares approach and
for classification task, where the activation of a neuron is important, this
can be a logistic loss function.
Optimization Algorithms Configuring the weights of the network so
that its loss function produces low values is non-linear non-convex opti-
mization problem. The main principle is that the weights are optimized
stepwise from a given starting point. This starting point can be arbitrarily
chosen e.g. to random values around zero. Gradient based algorithms are
commonly used for this optimization task. Examples for these algorithms
are stochastic gradient descent (SGD) [LBB+98] and Adam [KB14]. The
step size of the optimization is controlled by the learning rate, which is a
critical parameter for these type of optimization problems. Its importance
comes from the high non-convexity of the optimization problem, which
leads to many local minima that need to be avoided and the possibility of
small or vanishing gradients, which leads to a slow optimization.
Backpropagation For the training of the network using optimization we
need a strategy on how to adjust the weight of individual neurons. For
this, a strategy called backpropagation [RHW+88]is used. Backpropagation
means that the value at the loss function is back propagated into the
network to find out the contribution of a single neuron from the response
of the entire network.
We assume that we have already computed the current activations
with a forward propagation of a given input with the current best weights.
Starting backwards, the chain rule of derivation is used recursively to
calculate partial derivatives of different inputs, for details see [LBO+12]
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Figure A.13. Maximum pooling with a 2ˆ 2 block.
and algorithm 6.4 in [GBC16]. These partial derivatives mark the influ-
ence of the weights and therefore allow appropriate adjustment by the
optimization algorithm.
Pooling A different layer often used as an intermediate layer between
two convolutional layers are pooling layers. Pooling layers work as filters
to concentrate the response of a layer in fewer neurons. The output of a
previous layer may have arbitrary dimensions.
Now the pooling layer has a filter size of e.g. 2ˆ 2. This means for
every block of 2ˆ 2 the maximum is calculated and used instead of this
block. Note that no overlapping or folding occurs. This means that the size
of the data is drastically reduced, which can reduce training time, memory
footprint of the network and reduce overfitting.
For an example see Figure A.13, where such a filter is applied to a layer
with 4ˆ 4 output elements. Different operators can be used to aggregate,
the most common is the maximum function, leading to max-pooling. Max-
pooling typically results in good performance, as seen in a comparison
of pooling operations in [SMB10]. An alternative can be mean-pooling,
which calculates the average of its block size.
This concludes the short introduction into convolutional networks. We
can now construct arbitrary convolutional and fully connected networks
and train them to solve different tasks, such as classification.
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DCT Discrete cosine transform.
FFT Fast Fourier transform.
FISTA Fast iterative shrinkage thresholding algorithm.
GPU Graphics processing unit.
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HAAR Haugazeau alternating averaged projections al-
gorithm.
HIO Average projections algorithm.
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IST Iterative shrinkage thresholding algorithm.
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MAP Multiple alternating projections algorithm.
MAP Maximum a posteriori.
MI Initialization with blurred image.
ML Maximum likelihood.
MLP Multi layer perceptron.
MP Mega pixel.
MSE Mean squared error.
OTF Optical transfer function.
PIV Particle image velocimetry.
POCS Projections onto convex sets.
PSF Point spread function.
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RAAR Reflective alternating averaged reflections algo-
rithm.
ReLu rectified linear unit.
RI Initialization with random values.
RL Richardson-Lucy algorithm.
RMS Root mean square.
SBMIR Single-Beam-Multiple-Intensity Reconstruction.
SGD Stochastic gradient descent.
WFC Wavefront Correction - Gerchberg Saxton algo-
rithm.
WFC Wavefront Correction algorithm.
WFC-AP Wavefront Correction - Average projections al-
gorithm.
WFC-HAAR Wavefront Correction - Haugazeau alternating
averaged projections algorithm.
WFC-HIO Wavefront Correction - Hybrid-Input-Output
algorithm.
WFC-RAAR Wavefront Correction - Reflective alternating
averaged reflections algorithm.
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WFC-SS Wavefront Correction - Self similarity algo-
rithm.
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