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ВСТУП
Теорiя ймовiрностей як наука з’явилась в серединi XV II столiття i
пов’язана з iменами Паскаля, Ферма, Гюйгенса, хоча окремi задачi теорiї
ймовiрностей розглядалися i ранiше.
Першою граничною теоремою теорiї ймовiрностей був закон великих
чисел опублiкований в роботi Бернуллi 1713 року. Пiзнiше даний результат
узагальнили Пуассон, Чебишов, Марков, Хiнчин, Борель, Колмогоров та
iншi.
В роботах математикiв того часу з’явилась перша центральна гранич-
на теорема(ЦГТ). Пiд ЦГТ зараз зазвичай розумiють комплекс тверджень
про збiжнiсть розподiлiв сум великого числа малих випадкових величин до
нормального розподiлу. Iсторiя виникнення нових формулювань вiдповiд-
них тверджень та їх доведенням пов’язана з iменами великих математикiв:
Муавра, Лапласа, Пуассона, Гаусса, Чебишова, Маркова, Ляпунова, Лiн-
деберга та iнших.
Також було отримано ряд результатiв про збiжнiсть сум незалежних ви-
падкових величин до законiв вiдмiнних вiд нормального. Наприклад, тео-
реми про збiжнiсть до розподiлу Пуассона, до стiйких розподiлiв.
Природним узагальненням результатiв про суми незалежних однаково
розподiлених випадкових величин є доведення граничних теорем для таких
сум, що розглядаються як функцiї вiд верхньої границi сумування.
Одним iз перших результатiв такого типу одержав М.Д. Донскер[1]. Вiн
розглядав випадкове блукання з нульовим математичним сподiванням та
скiнченною дисперсiєю. Пiсля довизначення його до неперервного процесу
Донскер довiв теорему, що якщо стиснути його часову змiнну в n разiв, а
просторову в
√
n разiв, то такий процес буде збiгатися до вiнерового руху
слабко.
Узагальнення теореми Донскера було отримано у роботах українсько-
го математика А.В. Скорохода[2], який встановив збiжнiсть до загальних
процесiв з незалежними приростами послiдовностi нормованих випадко-
ваних блукань, де стрибки належать областi притягання стiйкого закону.
Для цього Скороход в просторi функцiй, що неперервнi справа та мають
лiвостороннi границi ввiв метрику, яку зараз i називають його iменем.
Магiстерська дисертацiя присвячена дослiдженню граничної поведiнки
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для збурених випадкових блукань, тобто блукань, що при потрапляннi в
деяку множину точок змiнюють свої перехiднi ймовiрностi.
Перший результат пов’язаний з блуканнями зi збуреннями отримали
Harrison i Shepp [3]. Вони розглянули випадкове блукання Xn на Z з пере-
хiдними ймовiрностями pi,i±1 = 12 , i 6= 0 та p0,1 = p, p0,−1 = q = 1− p. Було
доведено, що {X[nt]√
n
} слабко збiгається при n→∞ до косого броунового ру-
ху Wγ з параметром γ = p − q, тобто неперервного марковського процесу
з перехiдною густиною
pt(x, y) = ϕt(x− y) + γsign(y)ϕt(|x|+ |y|), x, y ∈ R,
де ϕt(x) = 1√2pite
−x22t - густина нормального розподiлу N(0, t).
Узагальнення даного результату на випадок коли збурення вiдбувають-
ся не в однiй точцi, а в скiнченнiй множинi точок було отримано у роботах
Р.А. Мiнлоса, А.Е. Жижиної , Д.А. Яроцького, А.Ю. Пилипенка, О.М. Iк-
санова, Ю.Є. Приходька , В. Мандрекара та iнших (див.[4],[5],[6],[7]). Також
узагальнення на випадок коли перехiднi ймовiрностi випадкового блукання
змiнюються на кожному кроцi було одержано А.Ю. Пилипенком та В.Л.
Хоменком [8].
Блукання в багатовимiрному просторi було дослiджено групою угорсь-
ких вчених. В роботах Szasz i Telcs[9] та Szasz i Paulin[10] було розглянуто
збурене випадкове блукання в Zd
Yn = y0 +
n∑
i=1
(ξi1IYi−∈A +
∑
j∈A
ηi,j1IYi−1=j),
де {ξi}i∈N - незалежнi однаково розподiленi випадковi величини, {ηi,j}i∈N -
незалежнi однаково розподiленi ∀j ∈ A, ηi,j - приймають значень в Zd.
{ξi}, {η1,j}, · · · , {ηn,j} - незалежнi в сукупностi.
Нескладно перевiрить, що {Yn} - однорiдний ланцюг Маркова з пере-
хiдними ймовiрностями ‖ Px,y ‖, x, y ∈ Zd :
∀x /∈ A Px,x±ei =
1
2d
; ∀x ∈ A Px,x+y = P (ηx,1 = y).
Було доведено, що такi блукання збiгаються до вiнерiвського процесу.
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Отже, багатовимiрний та одновимiрний випадки вiдрiзняються.
Задачами магiстерської дисертацiї є:
а) дослiдити граничну поведiнку випадкового блукання, що притягуєть-
ся до стiйкого закону з iнтегровними збуреннями в деякiй скiнченнiй мно-
жинi точок.
б) дослiдити асимптотику ймовiрностi неповернення в початкову точку
для випадкового блукання з математичним сподiванням стрибку µ→ 0.
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Роздiл 1. Теоретичнi вiдомостi
1.1. Ланцюги Маркова. Формула для обчислень
скiнченновимiрних розподiлiв. Строго марковська
властивiсть. Класифiкацiя станiв
Нехай E - скiнченна або злiченна множина, {Xn, n ≥ 0}-послiдовнiсть
випадкових величин, якi набувають значення з множини E. Множину E
будемо називати фазовим простором або простором станiв.
Означення 1. Послiдовнiсть {Xn, n ≥ 0} називається ланцюгом Маркова,
якщо
P (Xn+1 = j|Xn = i,Xk = ik, k = 1, n− 1) = P (Xn+1 = j|Xn = i)
для всiх i, j, i1, · · · , in−1 ∈ E, n ≥ 0 [11].
Позначимо P (Xn+1 = j|Xn = i) = pij, i, j ∈ E. Число pij - перехiдна
ймовiрнiсть, з якою система перейде з стану i в стан j за одиницю часу,
тобто це умовна ймовiрнiсть того, що система буде знаходитися у станi j
в наступний момент часу, при умовi, що в даний момент часу, вона знахо-
диться у станi i.
Змiна станiв описується матрицею переходу P з елементами pij, i, j ∈ E.
Всi елементи матрицi Р невiд’ємнi, але не перевищують 1 i сума елементiв
в будь-якому рядку рiвна 1:
∀i, j ∈ E 0 ≤ pij ≤ 1,
∀i ∈ E
∑
j∈E
pij.
Правила, що задають ланцюг Маркова з початковим розподiлом λ i мат-
рицею переходу Р, такi:
якщо X0 має розподiл λ: P (X0 = i) = λi, ∀i ∈ E, то ∀n та i0, · · · , in ∈ E
ймовiрнiсть P (X0 = i0, X1 = i1, · · · , Xn = in) того, що система знаходиться
в станах i0, i1, · · · , in в моменти часу 0, 1, · · · , n записується як добуток
P (X0 = i0, X1 = i1, · · · , Xn = in) = λi0pi0i1 · ... · pin−1in.
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В такому випадку ми будемо говорити, що {Xn} - ланцюг Маркова з
параметрами (λ, P ).
Теорема 1. [12]
Якщо {Xn} ланцюг Маркова з параметрами (λ, P ), то
а) Умовна ймовiрнiсть
P (Xn+1 = j|X0 = i0, · · · , Xn−1 = in−1, Xn = in)
дорiвнює умовнiй ймовiрностi P (Xn+1 = j|Xn = i) та спiвпадає з pij.
б) Ймовiрнiсть P (Xn = i) того, що система знаходиться у станi i в
момент n, рiвна (λP n)i.
в) Елемент p(n)ij матрицi P
n спiвпадає з умовною ймовiрнiстю P (Xk+n =
j|Xk = i), тобто задає ймовiрнiсть переходу iз i в j за n крокiв.
г) Ймовiрнiсть загального вигляду
P (Xk1 = i1, Xk2 = i2, · · · , Xkn = in)
задається наступною формулою
P (Xk1 = i1, Xk2 = i2, · · · , Xkn = in) = (λP k1)i1(P k2−k1)i1i2 ·...·(P kn−kn−1)in−1in.
Cтрого марковська властивiсть
Строго марковська властивiсть заключається в тому, що процес почи-
нається наново не тiльки пiсля будь-якого заданого моменту часу n, але
також i пiсля випадково обраного моменту часу.
Означення 2. Випадкова величина Т, що залежить вiд X0, X1, · · · i прий-
має значення 0, 1, 2, · · · ,∞ називається моментом зупинки, якщо подiя
{T = n} описується лише в термiнах випадкових величин X0 . . . , Xn без
залучення величин Xn+1, Xn+2, · · · , тобто вимiрна вiдносно σ(X0, · · ·Xn).
Теорема 2. [12]
Нехай {Xn, n ≥ 0} - ланцюг Маркова (λ, P ) i припустимо, що Т - мо-
мент зупинки. Тодi при умовi T <∞ i XT = i послiдовнiсть {XT+n, n ≥
0} утворює (δi, P ) - ланцюг Маркова. Зокрема, при умовi T <∞ i XT = i
випадковi величини XT+1, XT+2, · · · не залежать вiд X0, · · · , XT−1.
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Класифiкацiя станiв ланцюга Маркова
Означення 3. Будемо називать стан i ∈ E = {1, 2, · · · } неiстотним, якщо
з нього з додатньою ймовiрнiстю можна за скiнченне число крокiв вийти,
але неможливо в нього повернутись, тобто iснують такi m та j, що p(m)ij > 0,
але для всiх n: p(n)ji = 0.
Означення 4. Стан i називається iстотним, якщо i не є неiстотним.
Далi будемо розглядати iстотнi стани.
Означення 5. Стан j називається досяжним з точки i (i→ j), якщо iснує
таке m ≥ 0, що p(m)ij > 0. (p(0)ij = 1, якщо i = j; та 0, якщо i 6= j).
Означення 6. Стани i та j сполучаються (i↔ j), якщо j досяжно з i та i
досяжно з j [13].
Зворотнiсть випадкового блукання
Нехай {ξk, k ≥ 1} незалежнi однаково розподiленi цiлочисельнi випад-
ковi величини, Eξk = µ, всi стани Z досяжнi.
Розглянемо випадкове блукання Xn = ξ1 + · · ·+ ξn, n ≥ 1.
Означення 7. Випадкове блукання називається зворотним, якщо ймовiр-
нiсть повернення в початкову точку блукання рiвна одиницi, тобто P{τi|X0 =
i} = 1, де τi = inf{n ≥ 1 : Xn = i} - момент повернення в i.
Добре вiдомо, що якщо Eξk 6= 0, то Xn не зворотнє, тобто Pi{τi <∞} <
1 або Pi{τi =∞} > 0.
У випадку коли блукання має математичне сподiвання необхiдною i
достатньою умовою буде:
Теорема 3. [14]
Одномiрне випадкове блукання з m = E|ξk| <∞ зворотне тодi i тiль-
ки тодi, коли µ = Eξk = 0.
Слiд зауважити, що Eξk = 0 є лише достатнью умовою зворотностi.
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1.2. Характеристичнi функцiї та генератриси
Означення 8. Нехай ξ = ξ(ω) - випадкова величина, Fξ = Fξ(x) - її функ-
цiя розподiлу. Її характеристичною функцiєю називається функцiя
ϕξ(µ)(t) = Eeitξ, t ∈ R.
Теорема 4. [13]
Нехай ξ - випадкова величина, F = F (x) - її функцiя розподiлу i ϕ(t) =
Eeitξ, t ∈ R її характеристична функцiя.
Мають мiсце наступнi властивостi:
1) |ϕ(t)| ≤ ϕ(0) = 1,
2) ϕ(t) - рiвномiрно неперервна по t ∈ R,
3) ϕ(t) = ϕ(−t),
4) ϕ(t) є дiйснозначною функцiєю тодi i тiльки тодi, коли розподiл F
симетричний (
∫
B dF (x) =
∫
−B dF (x), B ∈ B(R),−B = {−x : x ∈ B},
5) Якщо для деякого n ≥ 1 E|ξ|n <∞, то для всiх r ≤ n iснують похiднi
ϕ(r)(t) i
ϕ(r)(t) =
∫
R
(ix)reitxdF (x)
Eξr =
ϕ(r)(0)
ir
; ϕ(t) =
n∑
r=0
(it)r
r!
Eξr +
(it)n
n!
εn(t)
де |εn(t)| ≤ 3E|ξ|n i εn(t)→ 0, t→ 0,
6) Якщо iснує i скiнченна ϕ(2n)(0), то Eξ2n <∞,
7) Нехай E|ξ|n <∞ для всiх n ≥ 1 i
lim
n
(E|ξ|n)1/n
n
=
1
R
<∞
тодi при всiх |t| < R
ϕ(t) =
∞∑
n=0
(it)n
n!
Eξn.
Теорема 5. [14]
Якщо ϕ(θ) характеристична функцiя випадкового блукання, то
1
2pi
lim
t→1−
∫ pi
−pi
Re
[
1
1− tϕ(θ)
]
dθ <∞
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тодi i тiльки тодi, коли це блукання незворотне.
Теорема 6. [15]
Нехай ϕ(θ) = Eeiθξ, де Eξ = µ, 0 < M,∞, така що ϕ(θ) 6= 1 для
0 < |θ| ≤M . Тодi для |θ| ≤M, Re
[
1
1−φ(θ)
]
iнтегрована i
Re
[
1
1− tϕ(θ)
]
→ pi
µ
δ0 +Re
[
1
1− ϕ(θ)
]
слабко при t→ 1−, де δ0 - узагальнена функцiя Дiрака, тобто
∀g ∈ C[−M ;M ]
lim
t→1−
∫ M
−M
g(θ)Re
[
1
1− tϕ(θ)
]
dθ =
∫ M
−M
g(θ)Re
[
1
1− ϕ(θ)
]
dθ +
pi
µ
g(0). (1)
Нехай  - момент повернення в початкову точку. Позначимо un = P{
настало при n-тому випробуваннi}, fn = P{ вперше настало при n-тому
випробуваннi}, n = 1, 2, · · · .
Зручно довизначити
f0 = 0, u0 = 1
i ввести генератриси
F (s) =
∞∑
k=1
fks
k, U(s) =
∞∑
k=0
uks
k.
Теорема 7. [16]
Генератриси послiдовностей {un} i {fn} пов’язанi спiввiдношенням
U(s) =
1
1− F (s) .
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1.3. Нерiвнiсть Маркова. Закон великих чисел.
Тотожнiсть Вальда
Узагальнена нерiвнiсть Чебишева
Теорема 8. [17]
Нехай g - невiд’ємна, неспадна на множинi значень випадкової вели-
чини ξ функцiя. Припустимо, що iснує Eg(ξ). Тодi для кожного ε > 0
P{ξ > ε} ≤ Eg(ξ)
g(ε)
.
Якщо покладемо g(x) = x, то отримаємо звичайну нерiвнiсть Чебишева
P{ξ > ε} ≤ Eξ
ε
.
Якщо в якостi g(x) вiзьмемо функцiю g(x) = |x|r (r > 0), то отримаємо
нерiвнiсть
P{|ξ| > ε} ≤ E|ξ|
r
|ε|r ,
якa називається нерiвнiстю Маркова.
Закон великих чисел
Говоритимемо, що послiдовнiсть {ξn, n ≥ 1} випадкових величин з
E|ξn| <∞, n ≥ 1 задовольняє закону великих чисел, якщо
1
n
n∑
k=1
ξk − 1
n
n∑
k=1
Eξk → 0, n→∞
за ймовiрнiстю, тобто коли для довiльного ε > 0:
P
{∣∣∣∣1n
n∑
k=1
ξk − 1
n
n∑
k=1
Eξk
∣∣∣∣ > ε}→ 0, n→∞.
Теорема 9. [11](Закон великих чисел у формi Хiнчина)
Послiдовнiсть {ξn, n ≥ 1} незалежних однаково розподiлених випад-
кових величин, для яких iснують Eξn = µ, задовольняє закону великих
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чисел, тобто
1
n
n∑
k=1
ξk → µ, n→∞
за ймовiрнiстю.
Теорема 10. [13](Тотожнiсть Вальда)
Нехай {Xn}n∈N послiдовнiсть дiйснозначних, незалежних однаково роз-
подiлених випадкових величин i нехай N невiд’ємна цiлочисельна величи-
на, що незалежна вiд послiдовностi {Xn}n∈N. Припустимо, що N i Xn
мають скiнченнi математичнi сподiвання. Тодi
E
N∑
n=1
Xn = ENEX1.
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1.4. Повiльно змiннi функцiї
Означення 9. Додатня вимiрна на [A,∞), A > 0 функцiя L(x) називаєть-
ся повiльно змiнною, якщо для довiльного λ > 0:
lim
x→∞
L(λx)
L(x)
= 1.
Теорема 11. [18]
Якщо функцiя L, визначена на пiвосi [A,∞), A > 0, повiльно змiнна,
то знайдеться число B ≥ A таке, що при всiх x ≥ B
L(x) = exp{η(x) +
∫ x
B
(t)
t
dt}, (2)
де η - обмежена вимiрна функцiя на [B,∞], така що η(x)→ c при x→
∞ (|c| < ∞), i (x) - неперервна функцiя на [B,∞], така, що (x) → 0
при x → ∞. Будь-яка функцiя, яку можна представити у виглядi (2) є
повiльно змiнною функцiєю.
Властивостi
Нехай L,L1, L2 - повiльно змiннi функцiї.
1. Для будь-якого γ > 0 при x→∞
xγL(x)→∞, x−γL(x)→ 0.
2. При x→∞
logL(x)
logx
→ 0.
3. Функцiї L1(x)L2(x), L1(x) + L2(x) i при будь-яких α ∈ (−∞,+∞)
функцiї Lα(x) є повiльно змiнними. Якщо L2(x) → ∞ при x → ∞, то
функцiя L1(L2(x)) також буде повiльно змiнною [18].
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1.5. Стiйкi функцiї розподiлу. Область притягання
стiйкого закону
Означення 10. Функцiя розподiлу F (x) називається стiйкою, якщо для
будь-яких дiйсних a1 > 0, a2 > 0, b1, b2 ∈ R має мiсце рiвнiсть
F (a1x+ b1) ∗ F (a2x+ b2) = F (ax+ b)
де a > 0 i b деякi константи.
Теорема 12. [19] (Левi i Хiнчина)
Для того щоб функцiя розподiлу F (x) була стiйкою, необхiдно i до-
статньо, щоб логарифм її характеристичної функцiї можна було пред-
ставити у виглядi lnf(z) = iγz − c|z|α{1 + iβ z|z|ω(z, α)}, де α, β, γ, c -
константи (γ - будь-яке дiйсне число, −1 ≤ β ≤ 1, 0 ≤ α ≤ 2, c ≥ 0) i
ω(z, α) =
{
tg(pi2α), якщо α 6= 1,
2
pi ln|z|, якщо α = 1.
Такi функцiї розподiлу, як в теоремi Левi i Хiнчина будемо позначати
через Gα,β, а у випадку симетричного розподiлу при γ = 0 та β = 0 через
Uα.
Означення 11. Кажуть, що функцiя розподiлу F (x) належить до областi
притягання стiйкого закону Gα,β(x), якщо знайдуться такi послiдовностi
чисел Bn > 0 та An ∈ (−∞;∞), що для незалежних однаково розподiлених
випадкових величин ξi з функцiєю розподiлу F (x) нормованi i центрованi
суми
S∗n = B
−1
n (Sn − An) = B−1n (ξ1 + · · ·+ ξn − An)⇒ Gα,β, n→∞. (3)
Теорема 13. [19] (Гнеденко)
Для того щоб закон розподiлу F (x) належав областi притягання стiй-
кого закону з характеристичним показником α, необхiдно i достатньо,
щоб
1) F (−x)1−F (x) → c1c2 при x→∞,
2) при кожному k > 0
19
1−F (x)+F (−x)
1−F (kx)+F (−kx) → kα при x→∞,
Або iснує повiльно змiнна функцiя L(x):
F (−x) ∼ c1L(x)
xα
, x→ +∞,
1− F (x) ∼ c2L(x)
xα
, x→ +∞.
В цьому випадку F (x) належить областi притягання стiйкого закону з
iндексом α з β = (c1−c2)(c1+c2) для α 6= 1 i β =
(c2−c1)
(c1+c2)
для α = 1.
Обирати послiдовностi чисел An та Bn, щоб вони задовольняли (3) мож-
на наступним чином [19]. Нехай χ(x) = 1 − F (x) + F (−x) та визначимо
її узагальнену обернену функцiю χ−1(x) = inf [y : χ(y) ≤ x]. Тодi для
0 < α < 2 Bn можна обрати такими:
Bn = χ
−1(n−1(c1 + c2)).
Бiльш конкретнiше було знайдено, що Bn = n1/αL˜(n), де L˜(x) - деяка
повiльно змiнна функцiя при x→∞.
Також доведено, що An для 1 < α < 2 треба обирати такими:
An = nB
−1
n
∫ ∞
−∞
xdF (x).
Для α ∈ (0, 1) можна обирати An = 0.
Нехай Sn = x0 +
∑n
k=1Xk - частинна сума цiлочисельних величин, зво-
ротне аперiодичне блукання, де {Xk} - незалежнi однаково розподiленi ви-
падковi величини з функцiєю розподiлу, що належить областi притягання
стiкого закону з параметром α ∈ (1, 2].
Введемо позначення T0 = min[n > 0 : Sn = 0] - момент потрапляння
випадкового блукання в точку 0,
rn = P{T0 > n} - ймовiрнiсть неповернення в 0 за n крокiв.
Лема 1. [20]
Для таких випадкових блукань Sn вiрно
lim
n→∞
nrn
Bn
=
sinpi/α
pigα(0)
,
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де gα щiльнiсть стiйкого розподiлу Uα, i Bn = n1/αL˜(n), L˜(n)- повiльно
змiнна функцiя.
Теорема 14. [2] (Скорохода)
Припустимо, що {ξk, k ≥ 1} належать областi притягання стiйкого
процесу з iндексом α ∈ (1, 2), тодi iснує L(n) - повiльно змiнна функцiя
така, що
S[nt]
n1/αL(n)
⇒ Uα(t), t ∈ [0, 1],
де Uα(t), t ∈ [0, 1] є α - стiйким процесом у просторi D([0, 1]) .
Теорема 15. [21] (Слуцького)
Нехай даний ймовiрнiсний простiр (Ω,F ,P), i Xn, Ym : Ω→ R, n,m ∈
N -випадковi величини. Тодi якщо Xn ⇒ X, де X : Ω → R - випадкова
величина, i Ym
P−→ c, де c - фiксована константа, то
Xn + Yn ⇒ X + c i Xn · Yn ⇒ c ·X.
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1.6. Слабка збiжнiсть
Нехай S - метричний простiр, G - клас борельових множин простору S.
Означення 12. Якщо ймовiрнiснi мiри Pn i P задовольняють спiввiдно-
шення
∫
S fdPn →
∫
S fdP для кожної дiйсної обмеженої неперервної функ-
цiї f на S, ми будемо говорить, що Pn слабко збiгається до P , i будемо
позначати Pn ⇒ P .
Означення 13. МножинаA з G, границя якої dA задовiльняє умову P (dA) =
0, називається множиною неперервностi P або P - неперервною множиною.
Теорема 16. [22] Нехай Pn i P - ймовiрнiснi мiри, визначенi на (S,G).
Наступнi п’ять умов еквiвалентнi:
(i) Pn ⇒ P, n→∞,
(ii) limn→∞
∫
fdPn =
∫
fdP для всiх обмежених рiвномiрно неперерв-
них дiйсних функцiй f ,
(iii) lim supn→∞ Pn(F ) ≤ P (F ) для всiх замкнених F ,
(iv) lim infn→∞ Pn(G) ≥ P (G) для всiх вiдкритих G,
(v) limn→∞ Pn(A) = P (A) для всiх P - неперервних множин A.
Збiжнiсть за розподiлом
Означення 14. Послiдовнiсть {Xn} випадкових елементiв збiгається за
розподiлом (слабко) до випадкового еламенту X (позн. Xn ⇒ X), якщо
розподiли Pn елементiв Xn слабко збiгаються до розподiлу P елемента X:
Pn ⇒ P, n→∞.
Теорема 17. [22] Наступнi п’ять тверджень еквiвалентнi. Назвем G-
вимiрну множину A X - неперервною множиною, якщо P{X ∈ dA} = 0.
(i) Xn ⇒ X,
(ii) limn→∞ E{f(Xn)} = E{f(X)} для всiх обмежених рiвномiрно непе-
рервних дiйсних функцiй f ,
(iii) lim supn→∞ P{Xn ∈ F} ≤ P{X ∈ F} для всiх замкнених F ,
(iv) lim infn→∞ P{Xn ∈ G} ≥ P{X ∈ G} для всiх вiдкритих G,
(v) limn→∞ nP{Xn ∈ A} = P{X ∈ A} для всiх X - неперервних мно-
жин A.
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1.7. Простiр D
D = D[0, 1] - простiр функцiй x, визначених на [0, 1], неперервних
справа, що мають лiвосторонню границю. Тобто D складається з функ-
цiй x : [0, 1]→ R таких, що:
1) При 0 ≤ t ≤ 1 границя x(t+) = lims↓t x(s) iснує i x(t+) = x(t).
2) При 0 < t ≤ 1 границя x(t−) = lims↑t x(s) iснує.
У просторi D визначена топологiя Скорохода з метрикою d(x, y).
Означення 15. Вiдстань d(x, y) мiж x та y з D визначається як нижня
грань таких ε > 0, для яких iснує λ ∈ Λ таке, що
sup
t
|λ(t)− t| ≤ ε
i
sup
t
|x(t)− y(λ(t))| ≤ ε,
де Λ-клас строго зростаючих, неперервних вiдображень вiдрiзка [0, 1] на
себе. Якщо λ ∈ Λ, то λ(0) = 0, λ(1) = 1 [22].
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Роздiл 2. Збуренi випадковi блукання
2.1. Постановка задачi та основний результат
Нехай x ∈ Z та (ξi)i∈N послiдовнiсть незалежних однаково розподiле-
них випадкових величин, що набувають цiлих значень та мають нульове
математичне сподiвання i нескiнченну дисперсiю.
Позначимо A := {−m,−m+ 1, · · · ,m}.
Нехай ∀j ∈ A (ηji)i∈N - незалежнi однаково розподiленi цiлочисельнi
випадковi величини, що задовiльняють умови: ∃ > 0 таке, що E|ηji| <∞
i всi сукупностi {{ηji}i∈N} незалежнi.
Розглянемо випадкове блукання
S(n) =
n∑
i=1
ξi
та збурене випадкове блукання
X(0) = x, X(n) = x+
n∑
i=1
(ξiI{|X(i−1)|>m} +
∑
j∈A
ηjiI{X(i)=j}).
Послiдовнiсть X(n) - ланцюг Маркова з перехiдними ймовiрностями:
P (X(n+ 1) = j|X(n) = i) =
{
P{ξ = j − i}, якщо i /∈ A,
P{ηi = j}, якщо i ∈ A.
Припустимо, що випадковi величини {ξi} та {ηji} такi, що всi стани сполу-
чаються.
Припустимо, що {ξi} належать областi притягання стiйкого закону з
iндексом α ∈ (1, 2). Тодi iснує L(n) - повiльно змiнна функцiя така, що
S([nt])
n1/αL(n)
⇒ Uα(t), n→∞, (4)
див. теорему 14.
Мета: дослiдити поведiнку {Xn(t) := X([nt])n1/αL(n)} при n→∞.
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Основним результатом є така гранична теорема:
Теорема 18. Нехай ∃ > 0 таке, що E|ηji| < ∞ для всiх j. Якщо
 > α − 1, то для будь-яких ti ≥ 0 маємо збiжнiсть скiнченновимiрних
розподiлiв: (
X([nti])
n1/αL(n)
)
i=1,··· ,m
⇒ (Uα(ti))i=1,··· ,m,
де L та Uα такi ж як в (4).
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2.2. Допомiжнi результати
Позначимо ρn =
∑n
i=0 1IX(i)∈A - час проведений випадковим блуканням
в множинi A за n крокiв.
Лема 2. ∀δ > 0 Eρn = o(n1− 1α+δ), n→∞.
Доведення. I. Розглянемо випадок коли A складається з однiєї точки, тобто
A = {0}.
Позначимо T0 = min{k ∈ N, X(k) = 0}.
Зафiксуємо точку b 6= 0.
Введемо позначення
σ1 = inf{k ≥ 0 : X(k) = b},
τn = inf{k ≥ σn : X(k) = 0},
σk+1 = inf{i > τk : X(i) = b},
εk =
∑σk
i=σk−1 1IX(i)=0 - кiлькiсть часу проведеного в 0 мiж k−1-им та k-тим
вiдвiдуванням b,
νn = max{k : σk ≤ n},
νn = min{k : X(σk + 1) 6= 0, · · · , X(σk + n) 6= 0}.
Помiтимо, що ρn ≤
∑νn
k=1 εk.
Iз строго марковської властивостi випливає, що {εk, k ≥ 1} незалежнi
однаково розподiленi випадковi величини, що незалежнi вiд νn, тому мо-
жемо застосувати тотожнiсть Вальда
Eρn ≤ E(
νn∑
k=1
εk) = EεkEνn.
E(εk) <∞, бо блукання зворотне та всi стани сполучнi.
Знайдемо Eνn:
νn - має геометричний розподiл. Тодi
E(νn) =
1
Pb(T0 > n)
.
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Ймовiрнiсть не потрапити в точку 0 з точки b за n крокiв для збуреного та
незбуреного випадкових блукань буде однаковою, тому за лемою 1
Pb(T0 > n) ∼ L˜(n)
n1−
1
α
· sin
pi
α
pigα(0)
,
де gα - щiльнiсть стiйкого розподiлу Uα.
Тодi Eνn ∼ const · n1− 1α , звiдси ∃c Eρn ≤ c · n1− 1α , n ≥ 1.
Отже,
∀δ > 0 Eρn = o(n1− 1α+δ), n→∞.
II. Розглянемо випадок коли A скiнченна множина. Позначимо εk -
кiлькiсть часу проведеного протягом k-того вiдвiдування A, тобто довжина
k-того блоку з одиниць в послiдовностi
1IX(1)∈A, 1IX(2)∈A, · · · , 1IX(n)∈A.
νn - кiлькiсть одиничних блокiв в послiдовностi
1IX(1)∈A, 1IX(2)∈A, · · · , 1IX(m)∈A
де m обрано так, щоб за m крокiв блукання провело n за межами A.
Позначимо
σ1 = inf{k ≥ 0 : X(k) ∈ A},
τk = inf{n ≥ σk : X(n) /∈ A},
σk+1 = inf{i > τk : X(i) ∈ A},
Нехай uk перша точка в A при k-тому вiдвiдуваннi множини A, а vk -
остання, uk ∈ A i vk ∈ A.
Позначимо Un = {uk}nk=1 та Vn = {vk}nk=1. Тодi Un та Vn випадковi
вектори , що набувають значень в An.
Оскiльки множина A скiнченна, то iснує M <∞ така, що
E(εk|X(σk) = uk, X(τk − 1) = vk) < M.
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Для скорочення запису будемо позначати
∑
Un,Vn
def
=
∑
Un∈An,Vn∈An .
E(ρn) ≤ E(
νn∑
k=1
εk) =
n∑
i=0
E(
i∑
k=1
εk|νn = i) · P (νn = i) =
=
n∑
i=0
i∑
k=1
∑
Un,Vn
E(εk|νn = i,X(σk) = uk, X(τk − 1) = vk)×
×P (νn = i,X(σk) = uk, X(τk − 1) = vk) ≤
≤
n∑
i=0
∑
Un,Vn
MiP (νn = i,X(σk) = uk, X(τk − 1) = vk) =
=
n∑
i=0
MiP (νn = i) = M
n∑
i=0
iP (νn = i) = MEνn.
Це випливає з того, що νn не залежить вiд часу проведеного в серединi
множинi A i E(εk|νn = i,X(σk) = uk, X(τk − 1) = vk) = E(εk|X(σk) =
uk, X(τk − 1) = vk) ≤M .
Знайдемо оцiнку для Eνn.
З послiдовностi X(0), X(1), X(2), · · · вилучимо всi елементи, що нале-
жать множинi А i отримаємо нову послiдовнiсть, яку позначимоX(0), X(1), X(2), · · · .
Визначимо функцiю φ : Z+ ∪ {0} → Z+ ∪ {0} таку, що iндекс для X(i) в
початковiй послiдовностi буде φ(i).
Нехай J = {j : X(φ(j)+1) ∈ A} - множина iндексiв j коли вiдбувається
стрибок з A.
Розглянемо множину подiй Ai, i = 0, n та Ac:
Ai = {i ∈ J, {i+1, · · · , n}∩J = ∅} - пiсля i-того вiдвiдання A випадкове
блукання не потрапляє в множину A,
Ac = {{1, 2, · · · , n}∩J = ∅} - випадкове блукання не потрапило в A за
перших n крокiв.
Подiї Ai, i = 0, n та Ac утворюють повну групу подiй i
0 ≤ Px(Ac) ≤ 1.
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Тодi
1 = Px(A
c) +
n∑
i=0
Px(Ai) ≥
n∑
i=0
Px(Ai) ≥
≥
n∑
i=0
∑
b∈A
Px(i ∈ J)Px(X(i+ 1) = b|i ∈ J)Pb(TA > n− i− 1)
де TA = min{k ∈ N|X(k) ∈ A}.
Нехай A? буде множиною таких точок z ∈ A, з яких ми можемо зро-
бити стрибок з множини A з додатньою ймовiрнiстю. Для всiх z ∈ A?
виберемо такi точки bz ∈ (ZA), що P (z, bz) > 0. Нехай B буде множи-
ною таких точок bz. Тодi ми зможемо знайти константу Pm > 0, таку що
ймовiрнiсть стрибка з A в B буде бiльша або рiвна Pm. Найкраще обрати
Pm = minz∈A? P (z, bz). I з того, що Pb(TA > n− i− 1) ≥ Pb(TA > n) маємо
1 ≥
n∑
i=0
∑
b∈A
Px(i ∈ J)Px(X(i+ 1) = b|i ∈ J)Pb(TA > n− i− 1) ≥
≥
n∑
i=0
Px(i ∈ J)
∑
b∈B
Pb(TA > n)Px(X(i+ 1) = b|i ∈ J) ≥
≥
n∑
i=0
Px(i ∈ J) min
b∈B
Pb(TA > n)
∑
b∈B
Px(X(i+ 1) = b|i ∈ J) =
=
n∑
i=0
Px(i ∈ J) min
b∈B
Pb(TA > n)Px(X(i+ 1) ∈ B|i ∈ J) ≥
≥
n∑
i=0
Px(i ∈ J) min
b∈B
Pb(TA > n)Pm.
Помiтимо, що
∑n
i=0 Px(i ∈ J) = E(νn) та ймовiрнiсть не потрапити в мно-
жину A для збуреного та не збуреного випадкових блукань однакова i не
залежить вiд початкової точки, тому ми можемо скористатися лемою з
статтi [20].
P (TA > n) ∼ g˜A(0)L˜(n)
n1−
1
α
Маємо
1 ≥
n∑
i=0
Px(i ∈ J) min
b∈B
Pb(TA > n)Pmin
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1 ≥ Eνn min
b∈B
Pb(TA > n)Pmin
Eνn ≤ 1
minb∈B Pb(TA > n)Pmin
⇒ Eνn ∼ const · n1− 1α ⇒
⇒ ∀δ > 0 Eνn = 0(n1− 1α+δ).
Звiдси i отримуємо результат нашої леми, що ∀δ > 0 Eρn = o(n1− 1α+δ).
Лема 3. Нехай F1(x) - функцiя розподiлу η1, F2(x) - функцiя розподiлу
η2 та F1(x) ≥ F2(x). Нехай {Ui} - незалежнi однаково розподiленi рiв-
номiрно на [0, 1] випадковi величини та η1,i = F
(−1)
1 (Ui), η2,i = F
(−1)
2 (Ui),
де F (−1)1 (Ui), F
(−1)
2 (Ui) -узагальненi оберненi функцiї (F (−1)(x) = inf{y :
F (y) ≥ x}, x ∈ [0, 1]; якщо F (y) < 1 для всiх y ∈ R, то F (−1)(1) := +∞;
якщо F (y) > 0 для всiх y ∈ R, то F (−1)(0) := −∞). Тодi {η1,i} - незалежнi
з функцiєю розподiлу F1(x), {η2,i} - незалежнi з функцiєю розподiлу F2(x)
i
∑n
i=1 η1,i ≥
∑n
i=1 η2,i.
Доведення. Знайдемо функцiю розподiлу для величин η1,i = F
(−1)
1 (Ui).
P (η1,i < x) = P (F
(−1)
1 (Ui) < x) =
= P (F1(F
(−1)
1 (Ui)) < F1(x)) = P (Ui < F1(x)) = F1(x).
Для η2,i = F
(−1)
2 (Ui) аналогiчно.
Оскiльки F1(x) ≥ F2(x), то F (−1)1 (x) ≥ F (−1)2 (x). Тодi
n∑
i=1
η1,i =
n∑
i=1
F
(−1)
1 (Ui) ≥
n∑
i=1
F
(−1)
2 (Ui) =
n∑
i=1
η2,i.
Наслiдок 1. Якщо {η1,i} - незалежнi однаково розподiленi з функцiєю
розподiлу F1(x), {η2,i} - незалежнi однаково розподiленi з функцiєю роз-
подiлу F2(x), та F1(x) ≥ F2(x), то
∀c P (
n∑
i=1
η1,i > c) ≤ P (
n∑
i=1
η2,i > c).
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Лема 4. Нехай {ηj} - незалежнi однаково розродiленi випадковi величи-
ни, для яких iснує таке  > 0, що E|ηj| < ∞. Припустимо, що Eρn =
o(n1−
1
α+δ). Якщо  > α− 1, то для будь-якої повiльно змiнної функцiї L∑ρn
j=1 ηj
n
1
αL(n)
P−→ 0, n→∞.
Доведення. {ηj} - незалежнi однаково розподiленi. Позначимо E|ηj| = K,
тодi за нерiвнiстю Маркова
P (|ηj| > h) < Kh ; P (|ηj| ≤ h) ≥ 1− Kh .
Визначимо нову послiдовнiсть випадкових величин η˜j функцiя розподi-
лу якої
Fη˜j(h) =
{
0, якщо h < K
1

1− Kh , якщо h > K
1

≤ F|ηj |(h)
Тодi за наслiдком 1
∀γ ≥ 0 P (
n∑
j=1
|ηj| > γ) ≤ P (
n∑
j=1
η˜j > cγ)
З припущення леми Eρn = o(n1−
1
α+δ).
Отже, для всiх γ ≥ 0 справедливо
P
(∑ρn
j=1 ηj
n
1
αL(n)
> γ
)
≤ P
(∑ρn
j=1 η˜j
n
1
αL(n)
> γ
)
≤
≤ P
(∑ρn
j=1 η˜j
n
1
αL(n)
> γ|ρn > n1− 1α+δ
)
P (ρn > n
1− 1α+δ) + P
(∑n1− 1α+δ
j=1 η˜j
n
1
αL(n)
> γ
)
.
Оскiльки P (ρn > n1−
1
α+δ) → 0 за нерiвнiстю Маркова, то будемо роз-
глядати другий доданок.
I. Якщо  ≥ 1, то
P
(∑n1− 1α+δ
j=1 η˜j
n
1
αL(n)
> γ
)
= P
(∑n1− 1α+δ
j=1 η˜j
n1−
1
α+δ
· n
1− 1α+δ
n
1
αL(n)
> γ
)
→ 0,
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бо за законом великих чисел∑n1− 1α+δ
j=1 η˜j
n1−
1
α+δ
→ Eη˜j
i для деяких δ > 0
n1−
1
α+δ
n
1
αL(n)
=
n1−
2
α+δ
L(n)
→ 0, n→∞, оскiльки α < 2.
II. Якщо  < 1, то η˜j належить областi притягання стiйкого закону з
параметром . Тодi ∑n
j=1 η˜j
n1/
⇒ Uα; (5)
1− Fη˜(x) ≈ kx → 0, x→∞.
Отже, за наслiдком 1
P
(∣∣∣∣
∑n1− 1α+δ
j=1 ηj
n
1
αL(n)
∣∣∣∣ > γ) ≤ P(
∑n1− 1α+δ
j=1 |ηj|
n
1
αL(n)
> γ
)
≤
≤ P
(∑n1− 1α+δ
j=1 η˜j
n
1
αL(n)
> γ
)
= P
(∑n1− 1α+δ
j=1 η˜j
n(1−
1
α+δ)
1

· n
(1− 1α+δ) 1
n
1
αL(n)
> γ
)
=
= P
(∑n1− 1α+δ
j=1 η˜j
n(1−
1
α+δ)
1

>
γn
1
αL(n)
n(1−
1
α+δ)
1

)
.
З умови  > α − 1 слiдує, що ∃δ > 0 :  > α − 1 + δα. Маємо наступний
ланцюг перетворень
 > α− 1 + δα⇒ 1

<
1
α(1− 1α + δ)
⇒
1
α
− (1− 1
α
+ δ)
1

> 0 ⇒ 1
α
> (1− 1
α
+ δ)
1

⇒
n
1
α−(1− 1α+δ) 1L(n)→∞, n→∞,
γn
1
αL(n)
n(1−
1
α+δ)
1

→∞, n→∞. (6)
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Отже, з (5) та (6) маємо збiжнiсть
P
(∣∣∣∣
∑n1− 1α+δ
j=1 ηj
n
1
αL(n)
∣∣∣∣ > γ)→ 0, n→∞.
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2.3. Доведення теореми
Доведення. S(n) = x+ ξ1 + ξ2 + ...+ ξn - незалежне вiд X блукання з оди-
ничними скачками. Коли A = {0} введемо наступний допомiжний процес.
Покладемо
X˜(k) := S(k), k = 0, t1,
де t1 - перший момент потрапляння процесу X˜ в точку 0.
Наступний прирiст для X˜ покладемо рiвним η1:
X˜(t1 + 1) := X˜(t1) + η1 = 0 + η1 = η1.
Далi, нехай прирости X˜ такi ж, як i у S до моменту t2 -момент наступ-
ного попадання X˜ в точку 0:
X˜(k) := X˜(t1 + 1) + S(k − 1), k = t1 + 2, t2.
В точцi t2 + 1 добавимо η2:
X˜(t2 + 1) := η2
i так далi.
Можна помiтити, що {X(n)} має такий самий розподiл, що i
X˜(n) = S(n− ρn) +
ρn∑
i=1
ηi
де ρn- кiлькiсть потраплянь послiдовностi X˜(n) в точку 0.
У випадку коли A = {−m,−m+1, · · · ,m} випадкове блукання матиме
вигляд:
X˜(n) = S(n− ρn) +
∑
j∈A
ρnj∑
i=1
ηji
де ∀j ∈ A ρnj =
∑n
i=0 1I{X(i)=j} i ρn =
∑
j∈A ρnj.
Нове випадкове блукання можна представити у виглядi
X˜([nt])
n
1
αL(n)
=
∑[nt]
k=1 ξk
n
1
αL(n)
+
∑ρ[nt]
k=1 ηk
n
1
αL(n)
−
∑[nt]
k=[nt]−ρ[nt] ξk
n
1
αL(n)
.
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Маємо∑[nt]
k=1 ξk
n
1
αL(n)
⇒ Uα(t), n→∞ за теоремою 4,∑ρ[nt]
k=1 ηk
n
1
αL(n)
P−→ 0, n→∞ - за лемою 4.
Оскiльки {ξi} належать областi притягання стiйкого закону з парамет-
ром α, то ∀δ > 0 E|ξi|α−δ <∞. Тодi за лемою 4∑[nt]
k=[nt]−ρ[nt] ξk
n
1
αL(n)
P−→ 0, n→∞.
Отже, за теоремою 15
X˜([nt])
n
1
αL(n)
⇒ Uα(t), n→∞.
Випадок, коли скiнченна множина t1, · · · , tm аналогiчно.
Теорема доведена.
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Роздiл 3. Асимптотика ймовiрностi
неповернення в початкову точку
3.1. Постановка задачi та основний результат
Нехай {ξ(µ)k , k >} - незалежнi однаково розподiленi випадковi величини,
Eξ(µ)k = µ > 0, всi стани Z досяжнi.
Розглянемо випадкове блукання X(µ)n = ξ
(µ)
1 + · · ·+ ξ(µ)n , n ≥ 1.
Мета: дослiдити асимптотику ймовiрностi pµ := P (X
(µ)
n 6= 0, n ≥ 1)
неповернення в 0 для випадкового блукання {X(µ)n , n ≥ 1} при µ −→ 0.
Теорема 19. Нехай характеристична функцiя випадкової величини ξ(µ)k
задовольняє умови
ϕξ(µ)(θ) = Ee
iθξ(µ) = 1 + iµθ − a|θ|α + oµ(|θ|α), θ −→ 0,
де
α ∈ (1, 2], µ > 0,
∀r ∈ (0, pi] inf
µ
inf
r≤|θ|≤pi
Re(ϕξ(µ)(θ)− 1) > 0, (7)
lim
θ−→0
lim
δ→0
sup
µ∈(0,δ]
oµ(|θ|α)
|θ|α = 0. (8)
Тодi
pµ ∼ 2µ(α− 1)
α
, µ −→ 0.
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3.2. Доведення
Доведення теореми. Позначимо
un = P{Xn = i|X0 = i} - ймовiрнiсть повернутися в початкову точку
на n-тому кроцi,
fn = P{X1 6= i,X2 6= i, · · · , Xn−1 6= i,Xn = i|X0 = i} - ймовiрнiсть
того, що ланцюг Маркова вперше повернувся в початковий стан при n-му
випробуваннi
Довизначимо f0 = 0, u0 = 1 i введемо генератриси F (s) =
∑n
k=1 fks
k,
U(s) =
∑n
k=0 uks
k.
Вiдмiтимо, що F (1) = P{коли− небудь повернутись}.
З теореми 7 вiдомо, що данi генератриси зв’язанi спiввiдношенням
U(s) =
1
1− F (s) .
Тодi P{неповернення} = 1− F (1) = 1U(1) .
Якщо F (1) = 1, то блукання зворотне; блукання незворотне, якщо
F (1) < 1 та U(1) <∞.
З теореми 5 випливає, що
U(1) =
1
2pi
lim
t→1−
∫ pi
−pi
Re
[
1
1− tϕ(θ)
]
dθ <∞.
Отже,
P{не повернутись} = 1
U(1)
=
1
1
2pi limt→1−
∫ pi
−pi Re
[
1
1−tϕ(θ)
]
dθ
Тодi для знаходження ймовiрностi неповернення потрiбно дослiдити iн-
теграл ∫ pi
−pi
Re
[
1
1− tϕ(θ)
]
dθ.
З припущення (7) та (1) при g(θ) ≡ 1 випливає∫ pi
−pi
Re
[
1
1− tϕ(θ)
]
dθ →
∫ pi
−pi
Re
[
1
1− ϕ(θ)
]
dθ +
pi
µ
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при t→ 1−.
Даний наслiдок спрощує задачу про дослiдження
∫ pi
−pi Re
[
1
1−tϕ(θ)
]
dθ. За
умовою теореми
ϕξ(µ)(θ) = Eeiθξ
(µ)
= 1 + iµθ − a|θ|α + oµ(|θ|α), θ −→ 0,
де α ∈ (1, 2], µ > 0
lim
θ−→0
lim
δ→0
sup
µ∈(0,δ]
oµ(|θ|α)
|θ|α = 0.
Для довiльного малого δ > 0 розiб’ємо наш iнтеграл на два∫ pi
−pi
Re
[
1
1− ϕξ(µ)(θ)
]
dθ =
∫ δ
−δ
Re
[
1
1− ϕξ(µ)(θ)
]
dθ+
∫
[−pi;pi]\[−δ;δ]
Re
[
1
1− ϕξ(µ)(θ)
]
dθ.
Розглянемо спочатку∫ δ
−δ
Re
[
1
1− ϕξ(µ)(θ)
]
dθ =
∫ δ
−δ
Re
[
1
−iµθ + a|θ|α − oµ(|θ|α)
]
dθ,
Нехай ε > 0. Оберемо δ > 0 таке, що |o(|θ|α)| ≤ ε|θ|α i ми можемо оцiнити
iнтеграл зверху∫ δ
−δ
Re
[
1
−iµθ + a|θ|α − oµ(|θ|α)
]
dθ ≤
∫ δ
−δ
a|θ|α + ε|θ|α
(a− ε)2|θ|2α + µ2θ2(1− ε|θ|α−1)2dθ ≤
≤ (a+ ε)
∫ δ
−δ
|θ|α
(a− ε)2|θ|2α + µ2(1− ε)2θ2dθ ≤
≤ (a+ ε)
∫ δ
−δ
|θ|α−2
(a− ε)2|θ|2α−2 + µ2(1− ε)2dθ =
= (a+ ε)
∫ δ
−δ
1
α−1d(|θ|α−1)
(a− ε)2|θ|2(α−1) + µ2(1− ε)2 =
=
(a+ ε)
(α− 1)(a− ε)2
∫ δ
−δ
d(|θ|α−1)
|θ|2(α−1) + µ2(1−ε)2(a−ε)2
=
=
(a+ ε)
(α− 1)(a− ε)2
a− ε
µ(1− ε) arctan
|θ|α−1(a− ε)
µ(1− ε)
∣∣∣∣δ
−δ
=
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=
(a+ ε)
(α− 1)µ(1− ε)(a− ε)2 arctan
|δ|α−1(a− ε)
µ(1− ε) ∼
(a+ ε)
(α− 1)µ(1− ε)(a− ε)
2pi
2
=
=
pi(a+ ε)
(α− 1)µ(1− ε)(a− ε) , при µ→ 0.
I тодi ∀ε > 0:
lim
µ→0+
(
µ
∫ pi
−pi
Re
[
1
1− ϕξ(µ)(θ)
]
dθ
)
=
= lim
µ→0+
(
µ
∫ δ
−δ
Re
[
1
1− ϕξ(µ)(θ)
]
dθ + µ
∫
[−pi;pi]\[−δ;δ]
Re
[
1
1− ϕξ(µ)(θ)
]
dθ
)
=
= lim
µ→0+
(
µ
∫ δ
−δ
Re
[
1
1− ϕξ(µ)(θ)
]
dθ
)
+ lim
µ→0+
(
µ
∫
[−pi;pi]\[−δ;δ]
Re
[
1
1− ϕξ(µ)(θ)
]
dθ
)
≤
≤ lim
µ→0+
(
µ
∫ δ
−δ
Re
[
1
1− ϕξ(µ)(θ)
]
dθ
)
≤ pi(a+ ε)
(α− 1)(a− ε)(1− ε) , (9)
бо
lim
µ→0+
(
µ
∫
[−pi;pi]\[−δ;δ]
Re
[
1
1− ϕξ(µ)(θ)
]
dθ
)
= 0,
за умовою (7).
Аналогiчно одержимо оцiнку знизу.
Cпрямуємо в (9) ε→ 0, тодi
lim
µ→0+
(
µ
∫ pi
−pi
Re
[
1
1− ϕξ(µ)(θ)
]
dθ
)
≤ pi
(α− 1)
Аналогiчно
limµ→0+
(
µ
∫ pi
−pi
Re
[
1
1− ϕξ(µ)(θ)
]
dθ
)
≥ pi
(α− 1)
Звiдси
lim
t→1−
∫ pi
−pi
Re
[
1
1− tϕξ(µ)(θ)
]
dθ ∼ pi
(α− 1)µ +
pi
µ
, при µ→ 0.
Тодi
pµ ∼ 11
2pi
(
pi
(α−1)µ +
pi
µ
) = 2µ(α− 1)
α
, при µ→ 0.
Теорема доведена.
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3.3. Приклади
Розглянемо найпростiший прриклад в якому можна знайти ймовiрнiсть
неповернення в явному виглядi.
Приклад 1. Нехай
P{ξ(µ) = 1} = p = 1
2
(1 + µ),
P{ξ(µ) = −1} = q = 1
2
(1− µ),
Eξ(µ) = µ, µ→ 0, α = 2.
Характеристична функцiя такого блукання має вигляд
ϕξ(µ)(θ) = Eeiθξ
(µ)
= peiθ + qe−iθ =
= p+ q + iθ(p− q) + θ
2
2
(−p− q) + o(θ2) =
= 1 + iµθ − θ
2
2
+ o(θ2),
що задовольняє умову теореми 19.
Вiдомо, що генератриси (визначенi в 3.2) для даного блукання будуть
такими
F (s) = 1−
√
1− 4pqs2, U(s) = 1
1− F (s) .
Ймовiрнiсть
P{ не повернутись} = 1− F (1) = 1− 1 +√1− 4pq =
=
√
1− 4p+ 4p2 = |1− 2p| = |q − p| = |1
2
(1− µ)− 1
2
(1 + µ)| = µ.
Приклад 2. В роботi Портенка [23] дослiджувалась асимптотична по-
ведiнка ядра потенцiалу одновимiрного нерекурентного випадкового блу-
кання. Якщо Dξµ = σ2 < ∞, E|ξµ|3 < ∞, Eξµ = µ i всi стани досяжнi,
то α = 2 i таке блукання повнiстю задовольняє умови нашої теореми 19.
Для такого блукання було знайдено Uµ(1) ∼ 1µ +C, де C явно виражається
через σ2 та третiй момент. А це спiвпадає з результатом даного роздiлу.
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Приклад 3. В пiдручнику [14] розглянуто симетричне випадкове блу-
кання перехiднi ймовiрностi якого задовольняють умову
|n|1+αpn → c1, n→∞.
Тодi характеристична функцiя цього блукання має вигляд
ϕ(θ) = 1− a|θ|α + o(|θ|α),
де a > 0, α > 0. Розглянемо випадкове блукання, для якого
pµn = pn при n 6= 1, n 6= −1,
pµ1 = p1 +
µ
2
, pµ−1 = p−1 −
µ
2
.
Для таких блукань виконуються умови теореми 19.
Дiйсно,
ϕµ(θ) =
∑
n∈Z
pne
inθ +
µ
2
eiθ − µ
2
e−iθ = ϕ(θ) + iµθ + o(|θ|2) =
= 1 + iµθ − a|θ|α + oµ(|θ|α).
Приклад 4. Нехай ξ таке, що ϕξ(θ) = 1 − a|θ|α + o(|θ|α), θ → 0, ηµ та
ξ незалежнi, P (ηµ = 1) = 12(1 + µ), P{ηµ = −1} = 12(1− µ).
Тодi
ϕξ+ηµ(θ) = (1− a|θ|α + o(|θ|α))(
1
2
(1 + µ)eiθ +
1
2
(1− µ)e−iθ) =
= (1− a|θ|α + o(|θ|α))(1 + iµθ − θ
2
2
+ o(θ2))
задовольняє умови теореми.
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ВИСНОВКИ
В роботi дослiджувалось цiлочислене випадкове блукання з регуляр-
но змiнними хвостами, що має iнтегровнi збурення в скiнченнiй множинi
точок.
Була доведена гранична теорема про слабку збiжнiсть даного блукання
до стiйкого процесу. Даний результат є узагальненням роботи угорських
математикiв D.Paulin, D.Sza´sz, A. Telcs про збiжнiсть збурених випадкових
блукань зi скiнченним другим моментом до броунового руху.
Також була знайдена асимптотика ймовiрностi неповернення в почат-
кову точку випадкового блукання в залежностi вiд математичного сподi-
вання.
Результати магiстерської роботи доповiдались на Шостiй Всеукраїнсь-
кiй конференцiї молодих вчених з математики та фiзики та Сьомiй Все-
українськiй науковiй конференцiї студентiв, аспiрантiв та молодих вчених
з математики.
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