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ABSTRACT
Growth in surgical technology has given rise to numerous innovative methods to
perform surgery and every surgery involves certain skills that have different learning
curve. Due to significant growth in medical problems that involves surgery, there is a
greater demand for good surgeons. Therefore there is a need to train aspiring surgeons
into becoming an expert. Surgical training has undergone a drastic change in recent years
with the advent of simulation based training, which allows novice surgeons to train and
acquire essential surgical skills before performing an actual surgery.
With the goal of objectively evaluating the level of expertise of surgeons, a
training device has been designed to practice suturing skill. Suturing is surgical procedure
where an incision or wound is stitched together. Performing this task efficiently requires
a degree of skill and measuring that is the objective of this project.
The suture training device is integrated with sensors to capture hand motion,
applied force and video data to obtain parameters for skill assessment. This work has
focused on using computer vision algorithms to extract vital information about the
movement of the needle and the thread inside a tissue like membrane during sutures.
Critical information such as the location and time of needle entry and exit, stitch length,
and the needle movement underneath the tissue are some essential parameters that have
been measured and recorded for future analysis and classification of surgeons based on
their level of expertise.
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CHAPTER 1

1. INTRODUCTION
The concept of Minimally Invasive Surgery (MIS) has revolutionized the way
medical surgeries are being performed. It is a methodology where surgeries are carried
out through small incision that causes less damage to the tissues and through tools that
allows the procedure to be done safely with less potential risk to the important organs [1].
The technical skills involved in surgery may serve as an important determinant to
evaluate clinical output and therefore the possibility of increased complication, and
infection during surgery have been linked with poor surgical skills [2]. It is therefore
evident that surgical training for aspiring surgeons is imperative to ensure that they have
had adequate training before treating patients in the operation theatre
Surgical training has undergone a paradigm shift over the years. With rapid
development in medical technology training models have evolved from supervised to
simulation-based training. Traditionally surgical skills were acquired through the
apprenticeship model of training which was originally introduced by William Halstead
[3] [4] [5]. It’s a form of supervised training that relies on gaining surgical skills by
training on patients under the supervision of an experienced surgeon. The limitation of
this training scheme is that surgical inexperience may lead to errors and in a clinical
setting such errors cannot be afforded because patient safety is of utmost importance.
Unfortunate incidents such as the Bristol heart surgery scandal [6] have subjected the
apprenticeship model to critical opprobrium. This paved way for a more structured form
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of training model that precludes the occurrences of such surgical errors which jeopardizes
the health of the patients and at the same time help trainees to equip themselves with the
necessary skills to be competent enough to perform a perfect surgery.
Simulation based training alleviates the risk to patient’s health [7], allows
demonstration for better understanding of the procedure and critical assessment of
required technical skills, due to which they have gained popularity in recent years to
teach the novices surgical skills. The concept of simulation training in the context of
surgery is to replicate the salient characteristics of real-life scenarios that the trainee
would encounter in a clinical environment. The advantage of this training methodology
is the freedom of committing errors and learning by repeated practice without disrupting
the safety of patients [4]. Many studies support the claim that repeated practice of a single
task along with proper feedback aids the trainees to hone their fine motor skills, hand-eye
coordination, and precision. It also helps them acquire an optimal technique to execute
the task [4] .
A wide spectrum of simulators is available for aspiring surgeons and medical
students to practice the medical procedure. Different simulators offer different kind of
training and information that might be useful for the trainees. Simple synthetic models
made out of rubber, plastic or latex are a low-cost option for simulation training helps
the users to enhance their cognitive and psychomotor skills [7] [4]. Training using
cadavers is another common practice that helps the students to understand the human
anatomy in much more detail. Although cadaveric training simulates important features
to learn surgical skills, it heavily relies on supply of cadavers which are limited and high
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in cost [8]. Some high fidelity simulators are also available in the market that are highly
sophisticated and are capable of simulating advanced surgical operations. They are highly
expensive and have the capability to provide computer based feedback to the novices
practicing on such models. Such state of the art simulators have been the driving force
behind pursuing the idea of developing a system that is capable of extracting essential
information that could potentially provide useful feedback to the novice surgeons and
help them develop their surgical skills.
A training simulator has been designed and developed to train the novice surgeons
and medical students in the task of suturing. Suturing is a complex surgical procedure
performed by surgeons to join the edges of a wound or an incision by stitching them. It is
a significant part of surgery which is tedious and which involves dexterity in motion
while maneuvering the needle through the tissue [9]. The type of suturing that has been
implemented in this training simulator is a continuous radial suturing, a technique in
which the suture is not knotted at the end but continues with a single thread [10] in a
radial fashion. The training simulator is built with sensors in the system that acquires
useful information while the trainee sutures on this device. Parameters such as the force
and torque applied on the device are measured by the 6-axis force and torque sensor and
the motion of the hand is measured by the Inertial Measurement Unit (IMU). The system
has also been equipped with cameras to capture video data of the subject performing the
sutures from which useful information has been extracted by applying computer vision
algorithms. The information retrieved from the video data by processing it, has been the
primary focus of this thesis. The video data has been used to detect the thread and needle
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and to track the movement of the needle. The information from the processed video could
eventually be used to grade the novices on their suturing skills and also provide
constructive feedback. The video data in correlation with the force and the IMU data
make the system capable of providing adequate information on suturing performance.
The ultimate objective of building this system is to make it capable of classifying resident
surgeons or novices based on their level of expertise in the task of suturing.
Suturing requires some degree of expertise to perform effectively. Expert
surgeons use certain technique to make sutures [10] that would be described as follows.
The task of suturing happens in essentially four steps. The four steps are described in
Figure 1 below.

Figure 1: Technique to perform a suture
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The first step in Figure 1 above, involves holding the needle tightly with the
needle holder and placing the tip of the needle perpendicular to the surface of the tissue.
Placing the needle perpendicular to the tissue reduces the force required to puncture and
cause less stress on the tissue. The step 2 in the figure 1 involves puncturing the tissue
and driving the needle through it so that the needle emerges out of the tissue from the
point of exit. Ideally during the driving phase the needle curvature should be followed in
order to apply optimum force for a smooth exit. After the needle emerges out, the third
step (Figure 1) requires changing the position of the hand and grip in order to grab the
needle tip from the point of exit. In the fourth and the final step (Figure 1) the needle is
pulled out by rotating the wrist and following the curvature of the needle during the pull.
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CHAPTER 2

2. LITERATURE REVIEW
The medical industry is rapidly advancing with the development of new
technologies. This has paved way for sophisticated techniques in performing surgical
procedures. New surgical procedures are complex in nature and require new skills which
have different learning curves to perform them accurately and efficiently and therefore
significant amount of training is required before performing an actual surgery in the
operation room [11] . There is an inflow of patients requiring surgery and thus there is an
increased demand for the surgical trainees to be skillful enough to operate them. It is also
important to know whether training with the simulators are effective enough to teach
necessary surgical skills to the trainees and transfer all the skills in a real life setting.
2.2 Transferring skills from simulation to real life
Simulation based training has been incorporated as an integral part of the
curriculum by the surgical community. Simulators are used to replicate real life clinical
scenarios under artificial condition [12]. Simulation training allows repeatability of a
particular surgical task which is not ideal on patients. However, the question of whether
or not the skills acquired from simulation based training can be translated to better
performance in a clinical setting. Following research has shown that the skills acquired
from simulation training can be transferred to an actual setting.
In a research study by Anastakis et al [8] [12], demonstrated that skills acquired
on bench models were appropriately transferred to cadaver models. The study comprised
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of 3 groups of junior residents who were asked to perform a clinical procedure using
three different methods. The first group was instructed about the procedure through text.
The second group was explained the procedure on a bench model and the third group
received training on cadaver models. After the training stage of the three groups the
subjects were required to perform the procedure on the cadaver model. It was observed
that the two groups that obtained training on the bench model and the cadaver model
showed better skills than the group that learned through reading the procedure from a
text. No noticeable difference was found between the groups that received training from
cadaver models and bench models [8] [12].
Another study was conducted by Seymour et al [13] [12] in which skills transfer
from high fidelity Virtual Reality (VR) simulator to clinical setting was studied. In this
experiment surgical residents were given training on a laparoscopic VR simulator in
addition to the standard programmatic training procedure. Following the training the
subjects were asked to perform laparoscopic cholecystectomy with the attending surgeon.
The results showed that the gallbladder dissection was performed faster by residents
trained on VR simulator and the residents who were not trained on the VR simulator were
more likely to injure the gallbladder [12] [13].
Similarly Fried et al. [12] [14] conducted experiment using a group of randomly
selected surgical residents. They were then divided into groups out of which one group
received practice on laparoscopic training simulator and the other group with no practice.
Improvement was assessed for each group for both simulator model and animal model. It
was observed that the group that received the training on laparoscopic simulator showed
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improvement in five of the seven basic laparoscopic skills in comparison to the other
group that showed improvement in only one of the tasks out of the seven [12] [14].
All the aforementioned studies reinforce the effectiveness of using simulation
based training for acquiring and improving surgical skills. They are becoming a
ubiquitous element in surgical training and the skills acquired can be translated to an
actual clinical setting.
2.3 Parameters for assessment of skills
Assessment is a very critical part of any training. Assessment gives an idea about
how skilful the trainee is and it allows him or her to rectify the errors committed during
training. There are several parameters based on which the skill level of the novices and
experts can be assessed. Studies have shown that smoothness of the hand motion, time
taken to complete the surgical task, force applied while performing surgeries and image
or video data of the task are some of the parameters that can be considered for assessing
skill level of the surgeons.
2.3.1 Parameters based on Image or Video analysis
Images have been used by Frischknecht et al. [15] as an important parameter to
objectively assess the surgical skills and therefore distinguish between the skill level of
an experts and novices. In this research, digital images of the end product of a continuous
suture were captured. The subjects were instructed to perform running suture to close a
five-centimeter incision. After the subjects performed the experiment, the images of their
sutures were used to calculate the geometric variables for each individual stitches. The
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geometric variables included the total bite size, stitch length, number of stitches,
symmetry across incision, travel length, total bite size-to-travel ratio and stitch
orientation were some of the variables that were used as objective variables to assess skill
level. It was observed that the novices made more stitches that had longer bite size and
shorter travel length in comparison to the experts who had fewer stitches, longer travel
length and shorter bites [15].
Research project devised in the Department of Surgical Oncology and
Technology by the Surgical Computing and Research Group, Dosis et al. [16], used
synchronized video and motion analysis for objective assessment of surgical skill. This
research had 5 surgeons perform 10 laparoscopic cholecystectomies while the analysis
was made on particular aspect of the operation. Analysis of dexterity of motion was made
through objective measure of path length, time, number of movements, motion
trajectories and velocities [16].
Another research that used image based analysis was by Islam et al. [17] and in
this research, subjects were required to use the Fundamental of Laparoscopic Surgery
trainer to perform peg transferring exercise. The subjects were given a purple glove for
the ease of segmenting the foreground object from the background. Color detection
algorithm was used to identify the glove and track the hand movement. The hand
movement was extracted from the video data through motion segmentation technique and
the trail of the object movement observation was done by capturing the pixel data for
every frame to analyze the smoothness of the movement. The pixel data was analyzed on
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MATLAB to show the differences between the smoothness in hand motion of the experts
in comparison to the novices [17].
2.3.2 Time as a performance metric
Time of completion of a surgical task has been a traditional metric that has been
compared to motion metrics such as motion smoothness and path length. A study
conducted by Stefanidis et al. [18] in which 16 novices were given practice on basic
laparoscopic task for a hybrid simulator and the goal of the study was to examine the
relationship between time metric and motion metric in a proficiency based simulator
curriculum. The task involved transfer of spheres from one container to another using
laparoscopic graspers using simulator which provided information like task duration and
motion tracking metrics such as path length and smoothness. After training for 8 weeks in
1 hour sessions, it was observed in the study that the path length was the easiest motion
metrics that could be achieved to reach the proficiency level and that the time metric was
the most difficult. It was also concluded in the study that time may be superior metric to
motion tracking metrics for assessing the performance in a proficiency based simulator
training [18].
2.3.3 Metric based on Eye movement
Another very interesting and innovative metric to assess surgical skill is the
tracking of eye and pupillary movements which is collectively referred to as eye metrics.
Richstone et al. [19] used Linear Discriminate analysis (LDA) and nonlinear neural
network analyses (NNA) to objectively classify surgeons into experts and novices based

10

on eye motion. In the research 21 surgeons took part in simulated and live surgical setting
and it was observed that the method of LDA and NNA could classify surgeons into
experts and non-experts with an accuracy of 91.9 and 92.9% respectively and in the live
setting the classification accuracy was 81.0% and 90.7% for experts and non-experts
respectively. Conclusions were drawn from the studies that eye tracking can be a reliable
metric to objectively assess skill level [19].
Research conducted in Simon Frazer University by Law et al. [20] also tracked
eye movement of expert surgeons and novice surgeons to demonstrate the possibility of
using eye motion as a reliable parameter for surgical skill assessment. The study involved
5 experts and 5 novices and required them to perform one-handed aiming task on
computer-based laparoscopic surgery simulator. Based on the analysis of their
performance some inferences were made on their skill level. The investigation of eye
movement showed that the novices tend to gaze longer at the tool position to complete
the task in comparison to the experts. It was also observed that the experts gaze on the
target while maneuvering the tool whereas eye gaze by the novices had variable behavior
[20]. Therefore, these observations, based on eye movement were used to assess the
performance of the surgeons.
2.3.4 Metrics based on force and motion
Different forces applied to the tissue while performing a surgical procedure and
motion characteristics are vital parameters to evaluate surgical skill. Dubrowski et al. [21]
conducted a research involving six junior residents and seven faculty surgeons where the
subjects had to perform 20 sutures on an artificial artery model. During the course of the
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experiment, the movement of the hands of the subjects was tracked using electromagnetic
markers and the applied forces were measured by 6D force-torque sensor holding the
arterial suturing model. Certain characteristics such as wrist rotation and peak hand
velocity produced while performing the procedure, the peak values of forces, time delay
between force and wrist rotation onsets and total time taken to perform the sutures were
evaluated and based on which certain inferences were made. It was observed that experts
demonstrated greater wrist rotations, high average force, short suturing time and shorter
force-rotation initiation times. Based on these values quantification of the parameters
were made [21].
Rosen et al. [22] came up with a study of assessing skill scale of surgeons using
Markov Models. Ten surgeons comprising of five novices and five experts were made to
perform laparoscopic cholecystectomy and Nissen fundoplication on porcine model using
laparoscopic graspers integrated with 3-axis Force-Torque (F/T) sensor to measure
forces. The force and torque measures were synchronized with a video data of tool
manipulation with the tissue. By synthesizing the video frame by frame the F/T
signatures were defined for each surgeon. It was observed that the F/T magnitudes for an
expert surgeon were considerably lower in comparison to the novice data. Markov
models were developed for the performance of the surgeons and based on these models
performance index was determined for the subjects by taking the ratio of the statistical
similarities of the Markov models of the novice and the expert surgeons. Thus through
force torque signatures and Markov models an objective method to assess skill was
developed [22].
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2.4 Computer Vision based Needle tracking for suturing
Computer vision based approach has been used in a few researches to detect and
track the suturing needle. In one of the studies, Iyer et al. [23] developed a novel method
for implementing a single arm automated suturing that incorporates a single camera
endoscope to acquire 3D information through an elliptical/circular pose estimation
algorithm in order to dynamically track the surface features and suturing needle. The
algorithm has adapted the feature segmentation filters and a least-squares ellipse fitting
along with pose measurement method to estimate the orientation of the semi-circular
needle and the position of the surface markers in 3D Cartesian space. Through calibration
these pose coordinates are then transformed into the robot world coordinate for the
robotically guided suturing [23].
In another study, Wengert et al. [24] developed a method to track the suturing
needle through a standard endoscope to generate artificial 3D cues onto the 2D screen in
order to aid the surgeons during the task of suturing a tissue. A suturing needle painted in
green with matt finish was used to make the process of needle segmentation faster and
easier. After successful detection of the colored suturing needle, ellipse fitting is
performed to track the orientation of the needle and then pose estimation algorithm is
implemented to generate artificial orientation cues that compensate for the loss of 3D
depth perception [24].
However, the methods used to track the suturing needle in the work mentioned
above have not been used for the application of assessing surgical skills, which is the
primary objective of this work.
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2.5 Existing surgical training simulators
There are a host of training simulators available in the market for practicing
surgical skills and their degree of authenticity or the quality of being real ranges from
being completely artificial to actual real-life like [25].The fidelity of the system is
supposed to be appropriate for the task and the training stage and the degree of fidelity
should support advanced level of speed and practice of the task [25]. With the
development in technology high fidelity simulators are extensively adopted for being
more lifelike.
Low fidelity models such as the Bench models are low cost alternative for high
fidelity simulators that are easily portable [8] [12]. The degree of fidelity of these models
is adequate for the trainee surgeons to learn basic skills in the initial stages of their
training. Similarly animal models come under the category of low fidelity models used
for training. However, the use of animals for surgical training has been critically
questioned for not being an authentic simulation of human anatomy [26]. Moreover, the
use of animals for medical training raises ethical issues due to which the use of animals
for surgical training is slowly diminishing.
High fidelity training simulators are large in number and are constantly being
developed to make surgical training more close to real life. Some of the high fidelity
simulators such as virtual reality trainers, computer based training system and high
fidelity mannequin simulator are a closer representation of what the surgeons might
encounter while performing an actual surgery on human body. Some of them are listed
below.
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LapSim [27] is a virtual reality (VR) based training system that is used to train
the surgeons and allow them to learn a range of laparoscopic skills. This systems records
digital data of how the procedure was performed and this data is saved so that it could be
used later for reviewing and feedback for skills development [27]. This gives the ability
for LapSim to objectively evaluate a user’s performance based on the data obtained.
Another simulator called ProMIS [28] is an augmented reality system that has a
mannequin connected to a computer. This system has 3 cameras with the laparoscopic
camera acting as the main camera and these cameras are used to view the manipulation of
the instrument inside the trainer from three different angles. The camera captures the
movement of the instruments at the rate of 30 frames per second (fps). The electrical
strips at the instrument end are yellow colored, and act as markers which serve as a point
of reference for the camera [28].
Such simulators are extremely advantageous because it allows repeatability of
training to improve surgical skills. Inspired from these existing simulators, the aim of the
research has been to develop a system that is capable providing feedback on performance
and objectively assess surgical skill level based on different metrics.

15

CHAPTER 3
3. DEVELOPMENT OF SUTURE TRAINING DEVICE1

Figure 2 : Suture Training device

The current suture training device (shown in Figure 2) has evolved from a very
simple design that had cylindrical acrylic structure holding a square suturing patch made
of synthetic leather with clips [29], to a strong and sturdy design supported by Aluminum
frames. The objective was to come up with a system that would be able to gather critical
information about how the task of suturing was performed by the subject. Therefore the
1

The suture training device has been developed by a team of 3 and therefore the content of this chapter
may be mentioned as original work in other theses.
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current suture training device is equipped with sensors capable of measuring important
parameters that describes fine suturing skills.
As mentioned in the literature, the amount of force applied onto the tissue while
making the needle insertion could act as one of the key parameters to train the novices to
perform quality suturing. Ideally the forces applied to the tissue while suturing should be
minimal to prevent further damage to the tissue. In addition to the needle force, the
motion of the hand also gives information about the ideal trajectory of the hand to
perform an efficient suture. The needle trajectory is vital information that provides
information on how the needle moves in the membrane. The training device has been
designed to extract the aforementioned information.
3.1 Suturing Container
The Suturing container, shown in Figure 3, is the most important component of
the suture training device. It consists of a synthetic leather patch at the top on which the
task of suturing is performed. The previous version of the device [29] had the suturing
patch sandwiched between two circular rings and screwed at 8 corners to make it taut.
This design with screws made it very inconvenient to replace the suturing patch at the
end of the experiment. The current design of the suturing container has been developed
by taking into consideration the ease of replacing the patch at the end of the experiment.
In the current design the suturing patch is stretched with the help of a circular disc made
out of acrylic material that holds it by the holes available in its corners. This circular disc,
acting as a lid for the suturing container is then latched onto the legs of the cylindrical
container. The latches make it very convenient to replace the suturing patch whenever
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required. The circular disc holding the patch is painted in black to prevent external light
from entering the closed container which could create issues while performing image
processing on the video frames.

Figure 3: Suturing container

The previous version of the design did not have any provision for a camera that
could view the suturing patch from the bottom. The current design has a camera mounted
at the base of the container. The details about the camera would be mentioned in the
subsequent sections. The camera captures the needle and thread activity that happens
underneath the tissue like patch. This information is very vital to understand the skill
level of the subjects performing the suture. Thus the camera needs to capture video
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frames with high quality so that it can later be processed to obtain the necessary
information.
3.1.1 Iterations of the current design
The first iteration of the current design had the suturing container open to external
light. The color segmentation thresholds used to segment a desired color was set while
processing the video frames. Since the threshold values are heavily dependent on light,
there was a need to constantly vary the threshold values to accurately perform color
segmentation. Therefore a uniform lighting system that would prevent external light from
affecting the processing algorithm was required.

Figure 4: Second iteration of Suturing Container

In the second iteration of the suturing container (shown in Figure 4), super bright
white LED’s were used to illuminate the interiors of the container. The container was
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then covered with a black chart paper to isolate the interior from the external light
sources. This considerably reduced the influence of external light on the threshold values.
However the issue was not resolved. It was observed that the saturation of blue was high
in the LED lights which gave rise to non-uniform lighting thereby causing change in the
appearance of the color to be detected. Furthermore, the LED’s were bulky which made it
difficult to orient it in the desired direction so that it would point at the centre of the
suturing patch. Also the black covering around the container reduced the illumination
from the LED lights. Thus there was a need to come up with another alternative for the
lights and outer enclosure.

Figure 5: LED strip around interior camera
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The third iteration was the final iteration of the current design. In this design,
LED strip (shown in Figure 5) was placed around the camera containing a series of 24
small LED’s that were bright enough to illuminate the interior of the container. The black
chart paper enclosing the container was later replaced by an aluminum sheet that was
white on one side and brown on the other. The suturing container was enclosed with
interiors having white walls. This increased the illumination inside the container making
it bright and uniform. Therefore the current design has a uniform light source and not
influenced by the change in the external lighting condition.
3.1.2 Placement of the interior camera
The main purpose of the interior camera is to view the suturing patch from the
bottom and record the needle and the thread movement that happens inside the suturing
patch. Therefore the camera needs to be placed at an appropriate distance directly
underneath the suturing patch. This allows the camera to have the whole patch in its Field
of View (FOV). To calculate the camera distance from the object in focus, the following
equation [30] was used.
(1)

Where

is the camera focal length,

is the width of camera sensor size,

the working distance of the camera from the object and
view. From the camera specifications, it is found that

21

is

is the horizontal field of
3.67mm the sensor has a width

of 4.8mm, height of 3.6mm and a diagonal of 6mm [31] . Therefore,
required horizontal

= 4.8mm. The

was determined to be 157mm. Now by rearranging the eq. (1),
(2)

(3)

The working distance of the camera was determined and therefore the camera was
placed at a distance of 12.4 cm from the suturing patch at the bottom.
The camera setting has been changed from automatic to manual focus to focus
just on the patch and nothing else. The camera also sees some portion of the container
surrounding the patch where colored markers (shown in Figure 5) have been incorporated
to serve as point of reference for image processing.
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3.2 Cylindrical outer ring

Figure 6: Cylindrical outer ring

The suturing container is surrounded by a hollow cylindrical outer ring (shown
in Figure 6) that is made up of acrylic material. It is fixed onto a square acrylic plate with
the help of 6 legs that fits onto the holes provided on the plate. This plate is linked to a
stepper motor mechanism through a threaded rod which rotates when the motor runs
(explained in Section 3.3). As the rod rotates, the acrylic plate moves vertically which
moves the cylindrical outer ring upwards or downwards. In the previous version of the
design, this outer ring was connected to the force sensor directly which added more
weight to the sensor. Furthermore, it was connected to the suturing patch with several
screws which were supposed to be removed every time the height of the outer casing was
required to be changed. In the current design, the ring has been completely detached from
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the force sensor and has been made automatic with the help of a stepper motor that moves
it up or down.

Figure 7: Cylindrical Outer ring surrounding the suturing container

The outer ring surrounds the suturing container as shown in Figure 7. Its purpose
is to simulate the depth of the operating site where the suture has to be performed. It has
been set to simulate 3 levels of depth in suturing. The idea of having the outer ring has
stemmed from the fact that in a clinical environment the surgeons could encounter
scenarios where the operating site is deeper than usual. As a result the surgeons would be
required to perform the surgical task under the constraint of space. Thus training is
required to efficiently perform sutures in such situations.
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Ideally while performing the experiment, the subject is not supposed to touch the
outer ring with the instruments or with hand. Touching it would essentially mean that the
outer tissue surrounding the region of the operating site is being damaged. It is therefore
necessary that the training device can simulate such scenarios.
3.3 Combination of Sensors
As mentioned earlier, the training device consists of sensors that gather
information about the hand motion while performing the surgical task, the different kinds
of forces the users apply in various directions and also that captures video data of how the
needle moves inside the tissue like membrane. This vital information from all the sensors
could later be used for further analysis.
3.3.1 IMU sensor for motion profile

Figure 8: InterSense InertiaCube4 IMU

InterSense InertiaCube4, shown in the Figure 8, is the IMU that has been used to
capture the different wrist movements of the users while the suturing is being performed
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on the device by them. The InertiaCube4 [32] is a 3DOF (Degree Of Freedom) IMU
having 360° range of tracking with an accuracy of 1° in the yaw direction and 0.25° in
the pitch and roll direction. The maximum update rate of the IMU is 200Hz. Furthermore,
InterSense’s Software Development Kit (SDK) has been used for the software application
to provide the necessary information about the hand motion of the subjects while doing
the experiment.
3.3.2 Force/Torque sensor to measure puncture forces

Figure 9: ATI Mini 40 F/T sensor

ATI Mini 40, shown in Figure 9, is the Force/Torque that has been used to
measure the different forces the user applies onto the suturing patch in various directions.
The ATI Mini 40 [33] is a highly sensitive 6 axis Force-Torque (F-T) sensor that
provides forces and torques values in positive and negative X, Y and Z direction. The
force sensor requires a Data Acquisition System to digitize the physical measurement so
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that it can be read by the computer. For this purpose the ATI mini 40 F-T sensor uses an
M-series National Instruments Data Acquisition (NI-DAQ) system that fits into the PCI
slot of the CPU. The F-T sensor is therefore connected to the CPU through this PCI
interface to measure the required force and torque values. The frequency of the force and
torque samples is set to 1 KHz. Furthermore, NI-DAQ’s SDK has been used for the
development of the software application to measure the important force values.
3.3.2 Cameras for Video capture and processing

Figure 10: Logitech C920 HD Pro webcam

Capturing the video information is extremely important to know how skilful the
subject is in the art of suturing. The video data can also be used as reference to extract
details after further analysis of the data. Therefore a good quality camera has been used to
capture video data while the subject is performing the experiment. Logitech C920 HD
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Pro webcam (shown in Figure 10) has been used for this purpose. It is a 15 megapixel
(MP) camera capable of rendering video with 1080p HD resolution at 30 frames per
second (fps) [34]. The Logitech camera has been meticulously placed at two positions.
One camera is placed on a tripod in front of the suture training setup viewing the suturing
task from the top focusing on the suture patch and the hand movement of the subject
(shown in Figure 11). This camera has been installed with optimal light exposure setting
and gain to provide good video quality under varying lighting condition. The camera is
also capable of performing auto-focus, which is not required for the application and
therefore it is set to manual focus to just focus on the region of interest. The sole purpose
of the camera is to provide additional details that may include extraneous vibration
caused due to disturbances like accidentally touching the outer cylindrical ring or the
Aluminum framework.
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Figure 11: External Camera facing the Suturing device

Another Logitech C920 HD Pro Webcam has been placed internally resting on an
acrylic plate that views the suturing patch from underneath. This camera is set to optimal
settings to provide clear frames for image processing and placed in such a way that it
focuses the bottom portion of the suturing patch where the main needle action happens. It
plays the key role of capturing all the needle movements underneath the membrane. The
video frames are grabbed at the rate of 30 fps and then processed using computer vision
algorithms to extract important information like the point of needle entry into the
membrane, the point of needle exit and the path of movement of the needle tip and the
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needle base to mention a few. This camera has a simple USB interface with the computer
and does not require any SDK’s to use for software development and thus it is compatible
with any Open Source API for development of any camera application.
3.4 Sturdy Metal Framework

Figure 12: Inner Aluminum framework

The training device needs to be sturdy and robust to provide accurate results.
Therefore a strong framework was required to support the entire device. For this purpose
Bosch Rexroth Aluminum extrusions have been used to provide stability to the system.
These extruded bars contain T slots that allow them to be joined with special connectors.
The extrusions have been joined with one another to construct an inner aluminum
framework. This framework (shown in Figure 12) accommodates the Force-Torque
sensor on a T-junction formed by the metal bars on top of which rests the suturing
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container (mentioned earlier in section 3.1), which is at a height that is convenient for the
subjects to perform the experiment. A threaded rod runs along the centre of this
aluminum structure that rotates along with the help of a stepper motor, used for moving
the outer cylindrical ring to the desired height. A foam pad has been used underneath the
metal framework which helps in dampening vibrations that occurs on the device or on the
aluminum frames.

Figure 13: Outer Aluminum framework surrounding the inner Aluminum framework

Although the inner frame is sturdy and the foam pad helps reducing excess
vibrations, the force sensor being extremely sensitive, picks up the disturbances caused to
the metal frame by accidentally coming in contact with it while performing the
experiment. This can result in significant noise. To resolve this issue, another aluminum
structure has been placed enclosing the inner framework (shown in Figure 13). This
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structure acts as a protection to the inner frame, and isolates it from any direct physical
disturbances that can possibly be caused. Thus the two aluminum structures provide
stability to the system and make it robust to external disturbances while the experiment is
being performed.
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CHAPTER 4

4. SOFTWARE DEVELOPMENT AND DATA COLLECTION
The suture training system makes use of two Logitech C920 HD Pro webcams to
record video data that has been used for further processing. The interior camera captures
the video of the suturing activity from underneath the suturing patch. The video data from
this camera has been processed to obtain important information about the needle and
thread movement that could potentially grade the novices based on their level of expertise
in the suturing task. The video data from the exterior camera has not been processed and
has only been used for recording the experiment and playing it back whenever required
for future analysis.
The algorithm for this application is written in C++ with the help of OpenCV
3.0.0 which is an Open Source Computer Vision API. OpenCV has C++, C, Python and
Java interfaces and supports Windows, Linux, Mac OS, iOS and Android [35]. The
complete software was developed using Microsoft Visual studio 2013 on 64-bit Windows
10 machine. The development environment was set before starting the project
development through Visual Studio’s Project Properties page where the Library path,
path of Additional Include directories and necessary Dynamic Linked Libraries (DLL’s)
are linked to the project. This sets the development environment so that the application
can be developed.
The computer vision application has been developed with the option of post
processing a video file, or processing the video frame in real time. In the post processing
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option, the application asks for the user to input a video file that he or she wishes to
process and in the real time processing the application opens the connected camera and
renders processed frames in real time. Due to issues with real time processing, which
would be explained in the future section, post-processing of video data has been
implemented. Eventually, the application would be made to process the data in real time
which is why real time processing has been included as an option in the application.
4.1 Algorithm

Figure 14: Program flow for Image processing
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The objective of using computer vision algorithms is to extract needle and thread
information. The detection of needle helps to pinpoint the time and location of needle
entry inside the membrane and needle exit from the membrane. This information helps to
understand the accuracy of performing the suture at the required points and also indicates
how much the needle entry or exit has deviated from the ideal entry and exit points.
Furthermore, tracking the two ends of the needle gives us the path traced by the needle
tip inside the membrane and how the path was traced by the needle base while the needle
was being pulled out. By detecting the thread the time of needle pull can be estimated. It
can also be used to find out the average time taken for pulling out the needle from the
membrane. The stitch length has also been calculated to give information about how
uniform the stitches were across the 12 sutures performed by the subjects. The Figure 14
shows the general program flow of the application.
The processes occurring within the Sequential processing of frames and recording data
block is described in the Figure 15 below.
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Figure 15: Block diagram of Sequential Processing of frames and recording data

The operations occurring inside the block has been explained in detail in the
following sections.
4.1.1 Obtaining center of the membrane
The algorithm starts by using the first few frames to detect the center of the
suturing patch from underneath. The center is used to focus the patch by masking out
other region. Initially OpenCV’s inbuilt houghCircle( ) [36] function was used to detect
the center of the circular membrane. houghCircle( ) algorithm implements Canny edge to
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extract the edges of the region and detect a circle if found. Since the circular edge of the
suturing patch is not clearly defined, the circle detection by the houghCircle( ) function
was very inconsistent. Therefore colored markers were used to find the center of the
suturing patch
Two green circular markers and two pink circular markers are fixed diametrically
opposite to each other as shown in Figure 16. The center detection algorithm detects the
markers, based on color and obtains the center of each marker.

Figure 16: Detecting Markers and finding center

An imaginary line is drawn connecting the markers such that the center of the
green marker is connected to the center of the other green marker and similarly the two
pink markers are connected. The two diametrically running imaginary lines intersect each
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other at a point. This point of intersection coincides with the center of the circular patch.
The point of intersection is calculated using the line equations which is given as follows
[37].

(4)
(5)

Where

,

are the x and y coordinates of the centre of the suturing patch which

coincides with the point of intersection of the two lines. The
coordinates of the first green marker respectively. The
of the second green marker respectively. The
first pink marker respectively. The

,

,

,

,

are the x and y

are the x and y coordinates

are the x and y coordinates of the

are the x and y coordinates of the second pink

marker respectively.
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Figure 17: Circular mask around membrane center

The center point of the suturing patch and the marker points are very critical for
the further processing of the video data. As soon as the center is determined, a mask with
radius equal to the circular region focusing the suturing patch is placed on the image
(shown in Figure 17), so that the irrelevant aspect of the frame is blacked out and helps in
further processing of the data.
4.1.2 Transforming Color Space for Image segmentation
The suturing needle is connected to a blue synthetic thread and since the
background is a white suturing patch it becomes easy to segment out the blue colored
thread. Therefore the frames are converted from BGR (Blue, Green, and Red) color space
to HSV (Hue, Saturation and Value) color space using the cvtColor( ) [36] function in
OpenCV. Although the original frames are in the BGR color space it is more suitable to
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threshold these values in HSV space for color segmentation because in the HSV space
one can specify the intensity of a particular Hue to be segmented. Therefore color
segmentation in HSV space is more appropriate.

Figure 18: Thresholded image of thread in HSV space

The threshold values for detecting the blue thread are set. From trial and error
method a Hue range from

179° was obtained for suitable color

= 86° to

segmentation. The Saturation was set to a range between
Value component has been set from

= 0 to

= 27 to

255 and the

255. All the values lying within

this threshold range is set to 1 and rest of the values is set to 0 thereby producing a binary
image segmenting out the desired color. This technique separates out the thread attached
to the needle and produces a binary image where only the blue thread is present as white
objects. The binary image of the segmented thread is shown in Figure 18
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The original frame is also converted from BGR to grayscale image to view both
the needle and the thread in the same frame. Through trial and error method the image
has been set to a suitable threshold value to produce a binary image that segments the
needle and the thread from the background as shown in Figure 19 below.

Figure 19: Thresholded grayscale image of needle and thread

4.1.3 Morphological Operations to filter thread
After thresholding the image to segment the thread, some white speckles were
observed here and there on the image. This occurs due to noises in the image or the
speckles might fall under the same threshold range due to which it appears as flickering
objects when viewed in a video. These undesirable speckles have been eliminated by
applying morphological operation such as erosion and dilation. Dilation is the process of
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adding pixels to the boundaries of the object present in an image on which the operation
is being applied [38]. Erosion is the opposite of dilation where the pixels are removed
from the boundaries of the object present in an image on which the operation is being
applied [38]. However, the number of pixels added to the object or removed from the
object depends on the structuring element used while performing the morphological
operation [39].
Therefore the white speckles that were observed on the image were eliminated by
performing morphological opening. Morphological Opening is erosion followed by
dilation with the structuring element being the same for both the operation. The image
after being thresholded was also observed to have small holes in the segmented object.
Again these occur due to noise in the image. This issue was resolved by performing
morphological Closing. Morphological closing is dilation followed by erosion with the
same structuring element. The Figure 18 in section 4.12 shows the thread image before
applying morphological operation. After applying morphological operation the thread
image is obtained as shown in Figure 20.
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Figure 20: Thread image after applying morphological operations

After performing morphological image processing, the noise from the thread
image is filtered to a large extent.
4.1.4 Binary operations and filtering to obtain needle
Once the thresholds are set in the HSV and grayscale images, two images are
available for the same frame where one image contains the segmented thread and the
other contains the segmented thread and needle. Thus the needle is segmented out by
performing an absolute difference of both these images. However, the images cannot be
used directly to obtain the difference image. Applying image morphology gets rid of the
speckles but the object represented as white in the binary image appears bloated as seen
from Figure 20 in section 4.1.3. Therefore, the morphed thread image (shown in Figure
21 a) is added to the image containing the needle and thread (shown in Figure 21 b) to
give an added image (shown in Figure 21 c).
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Figure 21: Binary addition of morphed thread image with needle and thread image

The figure above can be represented with a simple equation which is given as
follows
(6)

Where

is the thread image on which the morphological

operations are applied.
and needle.

is the binary image that contains the thread
is the resultant image which is a summation of the

and
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Once the added image (

is obtained, the needle is segmented out by

taking the absolute difference of the added image and the morphed thread image
(

) as represented in the figure below.

Figure 22: Absolute difference of morphed thread image and added image

The process shown in the figure above can be represented by the following
equation 7. Where

is a binary image of the needle (shown in Figure 22 c).
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(7)

Some undesirable noise is observed in the needle image. These noises were
filtered using a smoothing filter and by applying a threshold to the smoothed image the
needle image is binarized. The Figure 23 below shows the needle image before filtering
the noise.

Figure 23: Unfiltered needle image

. OpenCV has an inbuilt blur( ) [36] function that was used to smoothen the
image. After the filtering process the resultant binary image is used to detect the needle
and the thread on the original frame. After filtering out the noise by blurring the resultant
needle image is obtained as shown in Figure 24
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Figure 24: Filtered needle image

The morphed thread appears as a bloated white patch. Therefore in order to
perform thread detection on original frame, the original shape of the thread is obtained by
performing an absolute difference of the filtered needle image (
the image with thread and needle (

) and

) as shown in Figure 25. The

process can be represented by the following equation.
(8)

The filtered needle is shown in Figure 25 a, the image with thread and needle is
shown in Figure 25 b, the resultant image with the thread is shown in Figure 25 c.
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Figure 25: Absolute difference of filtered needle image with needle & thread image

4.1.4 Virtual lines with concentric circles

Figure 26: Image showing virtual lines and ideal needle entry and exit points
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Once the centre point of the suturing patch is determined, three virtual concentric
circles are drawn centered at this point. The circles are divided into 12 equal sections by
virtual lines that intersect these circles (shown in Figure 26). The points of intersection of
the lines with the middle circle indicated as blue points in the figure act as the ideal
points of entry and the intersections of the lines with the inner most circle indicated as
yellow points are the ideal points of exit. Once the needle entry and the exit points are
recorded, they could later be used to compare with the ideal entry and exit points to
measure the accuracy of the suture.
4.1.5 Needle and Thread Detection on Original frame
The filtered binary image of the thread and the needle is used to detect them on
the original frame. An elliptical mask is placed on top of the location where the suture
takes place. This is done in order to focus on the Region of Interest (ROI) and eliminate
the occurrences of any false positives. After every suture the mask then focuses on the
next ROI. The findContours( ) function in OpenCV is used to obtain the contour points of
the object being detected. This function generates a vector of contours that contain a
vector of contour points. These contour points are then used for approximating a
polygonal shape for the detected object. The approxPolyDP( ) is an OpenCV function
that is used to get the contour points that could fit an approximate polygon on to the
object.
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Figure 27: Needle and thread detection on original frame

Once the contours of the approximate polygon for the needle are obtained, the
needle is then enclosed by a circle of size equal to the needle size. This minimum
enclosing circle is obtained by implementing minEnclosingCircle( ) in OpenCV. This
circle is drawn in green on the original frame to indicate the detection of the needle as
shown in Figure 27. The radius of the minimum enclosing circle changes as the needle
moves inside the membrane. The binary thread image obtained from the segmentation
process is used to detect the thread on the original frame. All the pixels with pixel value
255 in the thread image is set to blue in the original frame to indicate the presence of the
synthetic thread.
The method of finding object contours and placing an approximate polygon
around the object has been used to find the number of objects on the frame. The
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approxPolyDP( ) function generates an approximate polygon for all the objects that has
been detected in the binary image. Therefore by counting the number of minimum
enclosing circle or number of bounding rectangles, the object count is calculated. This
method is therefore used to find the number of sutures performed by the subjects. The
suture count indicates the used to indicate the beginning of the next suture to be
performed by the subject.
4.1.6 Point of Needle entry and Needle exit.
To obtain the point of entry and exit, an elliptical mask is placed over the region
where the suture is performed as shown in Figure 28. Once the suture at that location is
performed the mask moves to the next location of the suture. The purpose of this mask is
to neglect all the other region and just focus on the current suture being performed. This
eliminates the occurrences of any false positives from the already sutured locations.

Figure 28: Elliptical mask to focus ROI
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The purpose of choosing an ellipse as a mask is because the shape is long enough to
accommodate the needle entry and the exit points without any problem.

Figure 29: Frame by frame display of needle entry and exit

The binary image of the needle is used to detect the needle on the original frame.
The detected needle is then enclosed by the minimum enclosing circle as mentioned in
section 4.1.5. In the beginning of a suture, when the needle just enters the membrane, it
appears as a small point as shown in Figure 29 a. The minimum enclosing circle encloses
this small portion of the needle. So as and when the smallest portion of the needle is
detected the centre of the minimum enclosing circle starts getting stored in a vector. Over
subsequent frames, the needle area keeps getting larger and so does the radius of the
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enclosing circle as shown in Figure 29 b and c. All the centre values of the enclosing
circle are stored in the vector.
Now once the needle starts getting pulled out, the size of enclosing circle once
again starts reducing as shown in Figure 29 d. The point where only a small portion of the
needle is still inside, the centre of the enclosing circle for this small portion is the last
value that is stored in the vector (shown in Figure 29 e). Therefore, the first point stored
in the vector is the needle entry and the point that was stored at the end of the vector is
the needle exit point.

Figure 30: Image showing needle entry and exit points
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Thus once the needle is completely out, the entry and exit points are indicated on
the original frame (shown in Figure 29 f). The yellow points indicate the needle entry and
the pink colored points indicate the needle exit as described in Figure 30 for 3 sutures.
4.1.7 Path traced by needle tip and needle base

Figure 31: End points of needle

In order to track the needle movement, the tip of the needle and its base has been
obtained. As it was earlier explained in section 4.1.5, the needle has been enclosed with a
minimum enclosing circle in the original frame. The end points of the needle are obtained
by finding out the two points where the needle meets the minimum enclosing circle
(described in Figure 31). After the end points are obtained, it is necessary to classify
whether the end point is a needle tip or the needle base. This classification is done based
on the distance of the two end points from the needle entry point.
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Figure 32: Movement of needle tip

The fact that the needle tip moves first as soon as the needle enters has been used
to classify the points. As soon as the needle enters the membrane, the needle entry point
is recorded and with respect to this entry point only one of the ends of the needle would
move at a time. As described in the Figure 32 above, when the needle enters, the tip of
the needle moves away from the entry point and the needle base stays close to the entry
point (shown in b and c of figure). Thus at every frame the distance of each end point
from the needle entry is calculated. The point farthest from the needle entry point is the
needle tip. While the needle is being pulled out the base of the needle starts moving away
from the needle entry as described in the Figure33. However, the needle tip is still the
farthest end point with respect to the entry. Therefore the closest point to the needle entry
is determined as the needle base. The figures b and c shows how the base moves towards
the needle exit while being pulled out.
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Figure 33: Movement of needle base

All the pixel coordinates of the needle tip and the needle base at every successive
frame are stored in two separate vectors of Points. The Point is a structure that holds the x
and y coordinates of a particular pixel. All the points travelled by the needle tip and the
needle base are connected by drawing line from the entry point to the successive points in
the vector. The points travelled by the needle base are stored once the thread has been
detected in the frame. This gives the path traced by the needle inside the membrane and
the drawing pattern generated by the trace is vital information to indicate how smooth the
subject performed the suture. The path trace of the needle tip is drawn in red and the path
trace of the needle base is drawn in yellow.
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Figure 34: Path traced by needle tip and needle base

4.1.8 Recorded Information
The video data being processed has dedicated timestamp for each frame. With the
help of these timestamps the needle and thread activity underneath the membrane at a
particular instant of time can be recorded. The timestamps on each frame has been used
to indicate the time instant at which the needle entry was detected and the time instant at
which the needle was pulled out of the membrane. Along with the time the point of entry
and exit has also been recorded.

With the help of the thread detection and the

timestamps, the time at which the thread was detected has been recorded. This indicates
the time at which the need pull started. The stitch length has been recorded to give the
information about the uniformity across all the sutures. The length of the stitch is
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determined by calculating the distance between the entry and exit points by using the
distance formula which is given as follows.
(9)
(10)
(11)

The pixel distance (

is then converted to mm scale by multiplying it with pixel

to mm conversion factor. The conversion factor is determined by calculating the mm per
unit pixel. It is the ratio of the distance between the two diametrically opposite markers in
mm (which is equal to 121.24mm) with its distance in terms of pixels. The conversion
factor is obtained as 0.193 mm/pixel
In addition to the all the aforementioned parameters, a video containing the needle
trace path and a “.csv” file of all the trace points has also been recorded.

4.2 Issues with Real-Time Processing
The software application has the option to process the video frames and obtain the
needle and thread information in real-time. However, issues were encountered while
performing some tests during the development phase. Since the image processing
algorithms used are computationally expensive, the application slowed down the entire
system while performing image processing on each frame during runtime. This
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influenced the recording of data from other sensors incorporated in the system. It was
also observed that in real time the frequency of recording the frames drastically dropped
to a range of 5-10 fps from a frame rate of 30 fps which was obtained when the frames
were recorded without being processed. It was critical to have a consistent frame rate of
30 fps and a faster execution time for the system to run efficiently. Therefore post
processing of the video data was preferred over real-time processing.
4.3 Data Collection from human subjects
Prior to the collection of data, Institutional Review Board approval was obtained.
It is a mandatory requirement for performing data collection with human subjects. The
data was collected from 15 subjects enrolled in an internship program called MedEx at
the University Of South Carolina School Of Medicine. Some of the subjects have had
less than 5 hours of experience suturing on animal tissue and rest of them have not had
any kind of prior suturing experience. The aim was to collect data from a diverse group
of participants comprising of experienced surgeons, residents or medical students with
suturing experience and complete novices with no suturing experience before. Ideally the
surgeon’s data would be used as reference to compare the data obtained for other
subjects. However due to unavailability of surgeons, the data from the surgeons were not
collected.
Subjects were called one by one to perform the experiment. Since this is a
voluntary participation, prior to the start of the experiment, the consent form was given to
the subject and they were asked to read it. Once the consent form was read and the
subject had accepted to participate in the experiment, a detailed questionnaire approved
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by the Greenville Health System was handed over to them that asked some basic
questions about themselves and questions regarding any prior experience of suturing, the
kind of games they play and any activity that could enhance fine motor skills. Once the
questionnaire was filled out, the experimental guidelines were explained in detail to them.
If the subject had mentioned in the questionnaire that they have not had any prior
experience of suturing, the procedure to perform suturing was explained in detail and
they were given practice on the suturing device. The subjects were asked to perform a set
of two sutures while practicing the technique before the start of the actual experiment.
After the participant finished practicing he/she was asked if they were ready for
performing the experiment.
Once the subject was ready, he/she was given a glove to be worn on the dominant
hand with which the suture was going to be performed. The glove has Velcro on which
the IMU was fixed to measure the hand movement. The outer cylindrical ring was set to
the desired height and this height was maintained throughout for all the subjects. Once
everything was set to start the experiment, the software application is started and the
option of post processing the data was selected. During the start of each experiment, the
subjects were asked to place their hands on the suturing device to calibrate the system.
Once the IMU reading became stable, the roll value was reset to 0. After resetting the
IMU the subjects were asked to remove their hands from the device to bias and calibrate
the force sensor that is underneath the suturing container.
After the process of calibration, the subjects were given the suturing instruments
which consist of a needle holder and the suturing needle. As soon as the subject was
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ready to begin the first suture, the data logging was started and the subject was asked to
begin suturing on a new suturing patch. The IMU data and the Force-torque data are
stored as “.txt” file. The cameras were set to focus on the ROI and the video file obtained
from the interior camera is saved as an uncompressed “.avi” file. Compression leads to
degradation of image quality which causes problems to run computer vision algorithms
on the images. Since the top camera is not used for image processing, it has saved as a
compressed “.mov” file.

Figure 35: Start point and direction of suturing during data collection

Instructions were given to the subjects to perform the suture starting from a
particular point indicated with a pink colored marker. The subjects were expected to enter
from the intersection of the line and the outer circle and exit from the intersection of the
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line and the inner circle as shown in the Figure 35. The subjects were also instructed to
proceed in an anticlockwise direction to complete a set of 12 sutures and while suturing
they were expected not to touch the Cylindrical Outer ring that simulates the depth of the
suturing site and touching the outer ring would mean further damage to the tissue in a real
suturing procedure. While the subject was performing the experiment, notes were taken
down as part of the observation. Due to gradual bending of needle as the experiment
progressed, unexpected situation such as breaking of needle also occurred while the
subject was suturing. During such situation, the subject was given a new needle and
asked to continue the experiment to complete 12 full sutures. For consistency, the dataset
with 12 complete sutures starting from a particular point has been considered as a valid
dataset. Once the 12 sutures were completed, the data logging was stopped and the
subjects were requested to complete a post completion questionnaire, which asked their
comfort level to use the training device and their feedback to improve the current
prototype of the training device. The same experimental procedure was followed for the
next subject. They were given a new glove and suturing needle to perform the experiment
and after every experiment, the suturing patch was replaced by a new and clean patch.
The data collection of the 15 subjects was done over a time period of 2 weeks. By
the end of the process data was collected from 15 subjects comprising of pre-medical
school students who have had no prior suturing experience of suturing or have had less
than 5 hours of experience. This dataset has been used for processing and preliminary
analysis.
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CHAPTER 5

5. RESULTS
The participants in the experiment consist of pre-medical students enrolled in an
internship program at University of South Carolina School of Medicine – Greenville. The
data has been collected over a span of 2 weeks from 15 subjects. Out of the 15 subjects 6
of them have had less than five hours of suturing experience on animal tissue or simulator
and the remaining subjects did not have any prior experience suturing. Also only those
datasets have been considered in which the subject has performed all 12 sutures starting
from the given point..
5.1 Entry and Exit Points for 12 complete Sutures

Figure 36: Needle entry and exit points across 12 sutures for different subjects
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The Figure 36 above is the suturing experiment performed by 4 subjects. From the
number of overlapping points in the figure, it can be observed that the subjects have made
several attempts to complete the suture successfully. The application records the distance
of the all the point of entry and exit from the green marker located at the bottom left. In
addition to that the time of needle entry, time of needle exit and also the time at which the
thread was detected by the system.
5.2 Recorded Suture Data
An example of the recorded data for a random subject is displayed in the
following table 1.
Needle Entry
Distance
from
Ideal
point
Time
(mm)
(sec)
0.61
5.25
0.30
26.547
0.30
26.675
0.48
36.114
0.34
37.554
1.06
67.474
0.78
84.322
0.96
109.043
1.16
134.979
0.30
156.643
0.89
193.346
1.27
227.154
0.78
264.61
0.89
287.218

Needle Exit
Distance
from
Ideal
point
Time
(mm)
(sec)
13.29
23.011
14.29
26.579
14.20
28.979
13.93
36.386
1.84
49.922
0.58
74.419
1.13
95.683
2.27
121.81
1.62
147.252
0.35
184.355
1.73
217.747
1.13
239.218
0.43
274.45
0.70
300.483

Thread

Time
(sec)

49.282
73.283
94.675
117.746
143.555
180.579
215.315
237.555
273.554
300.081

Stitch
length
(mm)
0
0
0
0
12.52
14.03
14.59
16.06
15.28
14.48
16.41
14.86
14.99
14.17

Table 1: Sample of the recorded data
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Suture Time
Time for
one
suture
(sec)

Idle
time
(sec)

12.368
6.945
11.361
12.767
12.273
27.712
24.401
12.064
9.84
13.265

17.552
9.903
13.36
13.169
9.391
8.991
9.407
25.392
12.768

Each frame has a dedicated timestamp and this timestamp is used to determine the
time of the frame in which the needle entry and the exit was detected. The empty values
in the table that are highlighted in yellow indicate an incomplete suture cycle. This means
that the subject did not complete the suture and pulled out the needle from where it
entered the membrane. Also a value of 0 for stitch length indicates the absence of the
thread. The time taken for completing a successful suture is also calculated by taking the
time difference of the needle entry and the exit for the corresponding suture. From the
table above it can be inferred that 4 attempts were made before the subject made his/her
first suture and 2 attempts were taken to perform the last suture.
The distance of needle entry and exit from the ideal point of entry and exit is
measured to know how accurately the subjects sutured. The plot shown in figure 37
shows the variation in distance of needle entry from the ideal point of entry for each of
the 12 sutures for 6 subjects and figure 38 shows the variation in distance of needle exit
from the ideal point of exit for each of the 12 sutures for 6 subjects.
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Figure 37: Plot showing deviation of needle entry from its ideal point for 6 subjects

Figure 38: Plot showing deviation of needle exit from its ideal point for 6 subjects

Figure 39: Plot showing the stitch length for 6 subjects
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It can be observed from the plots (Figure 37 and Figure 38) that subject 2 has a
greater average deviation from the ideal point during needle entry but has the least
deviation during needle exit in comparison to the other subjects. Also subject 5 has the
maximum deviation from the ideal needle exit point in comparison to the other subjects.
The stitch length for each suture has been determined by calculating the distance
between the entry and the exit points and has been recorded to know how uniform the
stitches are for the 12 sutures. The stitch length has been graphically represented. The
graph in Figure 39 shows the stitch length for 6 subjects for the 12 sutures. The plot
shows the spread of the data for 12 readings. The smaller the range is the more uniform is
the stitches are for the 12 sutures.
Ideally the plot should have a shorter range to indicate consistency in stitch length
for all the 12 sutures. The red line inside the box represents the median of the data. The
light blue line indicates the ideal stitch length which is 16.64mm. It can be observed from
the plot that the stitches made by the subject 6 is more uniform in comparison with the
other subjects but the deviation from the ideal stitch length is larger
The time entries of each entry and exit can also be used to determine how long it
took for the subject to complete a suture which would also give us the information about
how long the needle was inside the membrane. The time taken for each of the 12 sutures
and the idle time for the 6 subjects is graphically represented in the following plots.
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Figure 40: Plot showing time taken to perform a suture for 6 subjects

Figure 41: Plot showing the idle time before a suture for 6 subjects
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The plot in Figure 40 shows the time taken for each of the 12 sutures for the 6
subjects. The red line inside the box represents the median of the data distribution.
Median value closer to the lower range implies that the subject took lesser time to
perform majority of the sutures. The red markers in the plot are the outliers which
indicate a case where the time taken by a subject is very high to perform a particular
suture successfully, than he/she normally did for the other sutures. It can be inferred from
the plot that subject 5 took the longest time to perform a suture and subject 7 took the
shortest time in comparison to the other subject.
The recorded data also contains the time difference between two subsequent
sutures which is referred to as the idle time. This is the time where the subjects
performing the suture reposition and adjust the needle to make the next suture.The plot
(Figure 41) shows that the time taken by subject 5 to start the next suture is significantly
high and the subject 1 took very short time in between sutures. The red markers on the
plot are the outliers, which represent special case where the idle time between the sutures
was significantly high.
5.3 Trace of Needle tip and Base for 12 complete Sutures
The path traced by the needle tip and the base gives very important characteristics
of the needle movement underneath the membrane. The trace of the needle tip and the
base of the suturing experiment for 4 subjects are shown below in Figure 40.
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Ideally the needle has to trace a smooth path and follow its curvature to make a
proper movement underneath the membrane. From the figure it can be observed that the
subject found it difficult to make a smooth movement in the first two sutures.
Furthermore, the base of the needle is seen to trace a smoother path in comparison to the
trace of the needle tip. However, the area spanned by the needle base is large for the
second and tenth suture which indicates that the deviation of the needle base is large from
its ideal position.

Figure 42: Path traced by needle tip and base
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CHAPTER 6

6. FUTURE WORK
The current suture training device is just a raw working prototype that is capable
of extracting important characteristics about a subject’s suturing performance. However,
to make this device production worthy, a lot of work needs to be done to make it a
finished product by modifying some aspects of the existing design.
The current design is engineered to suit the computer vision algorithm used in this
project. The lighting is uniform and the detection of foreground objects takes place in a
white background. The future version of this device could potentially have the capability
to adapt to different light settings and be robust to disturbances from external light source
by incorporating Adaptive thresholding. Furthermore, the computer vision algorithm
should possess the capability to perform the image processing on any given background,
regardless of whether it is textured or non textured and white background or colored.
The placement of the interior camera is considerably far from the suturing patch
and as a result, the height of the suturing container is large. The design could replace the
existing camera with another camera having a greater field of view (FOV) which would
considerably reduce the working distance of the camera from the object under focus
thereby reducing the height of the suturing container.
The current prototype has only one interior camera located directly underneath the
suturing patch due to which depth perception is difficult to achieve that determines how
deep the needle entered the tissue. Therefore the current design could be modified to
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include two cameras angled appropriately, to have stereo vision that can map the depth
between the foreground and the background. However, owing to the limitations of stereo
camera, range cameras could be used which are a more robust and efficient alternative for
stereo cameras to perceive depth of an object.
The ultimate goal of the project is to have the image processing operations done
in real time. Currently the application runs post processing of the data to obtain
information about the user’s performance due to issues with real time processing as
mentioned earlier in section 4.2. The computer vision algorithm needs to be further
optimized to run the application in real time with minimal loss of video frames.
Multithreaded programming can be implemented to enable parallel processing of frames
to reduce execution time.
The high cost of the device is attributed to the ATI mini 40 F/T sensor which is
highly expensive. Using a low cost alternative for the force sensor would drastically bring
down the total cost of the entire device. Also, the force sensor that is currently being used
in this prototype requires a data acquisition system (DAQ) that connects to the computer
through a PCI interface and most of the latest computers are not manufactured with PCI
slots and therefore it becomes difficult to use the application on any other computer
without a PCI slot. The possible solution to the problem would be to make use of a force
sensor that could be interfaced to the computer via DAQ with Universal Serial Bus
(USB) interface.
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Feedback from the subjects who participated in the experiment suggested the use
of a thicker material such as sand putty or membrane made out of gel to suture on rather
than using a single sheet of synthetic leather fabric.
This research is a part of a bigger vision of making this device intelligent enough
to recognize the task being performed and give feedback and suggestions in real time by
applying pattern recognition algorithms. Eventually this system should be able to assume
the role of a mentor that could supervise and train the novices into becoming expert
surgeons.
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