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ABSTRACT
Calculations of cross-sections for the excitation of
3

fine structure levels of the ground

P state of atomic

oxygen by electron-impact in the energy range 500-15000°K
are made in the close-coupling approximation.

It is shown

that above 3000°K, the exact-resonance approximation can
be used to obtain quite reliable results.

In this range

polarization effects can be incorporated by use of pseudo
states.

The convergence of the close-coupling expansion

has been tested by adding more terms belonging to the
same configuration as well as pseudo-states.

The effect

of using a multi-configuration wave function was examined.
Results are presented for a two-configuration wave func
tion.
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I.

INTRODUCTION

The theory of atomic scattering has undergone
tremendous development since the beginning of quantum
mechanics.

The availability of atomic wave functions,

coupled with powerful computationsl techniques, now make
it possible to solve problems of physical interest.

The

purpose of this work is to study low energy electron-atom
scattering.
Results of scattering theory have widespread applica
tions in atmospheric physics, plasma physics, radiation
physics, astrophysics, etc.

The processes of greatest

interest are those that occur at intermediate and high
energies.

Much work has been done in high and inter

mediate energy electron-atom scattering.

However, little

attention has been paid so far to very low energy electronatom collisions, which involve excitation of fine
structure levels.

Collisions of this type play an im

portant role in the physics of interstellar matter.
Recently, it has been shown that fine structure transi
tions play an important role in ionospheric physics.

We

shall discuss both of these applications.
Physics of interstellar matter has made great pro
gress during the last few years.

This has been due

mainly to the discovery of the 21 cm line.

This line

originates in the ground state of hydrogen due to a
1

2

magnetic dipole transition and occurs when the spin of the
electron flips over.

The process by which the excited

sublevel is populated depends upon the density of hydro
gen and the kinetic temperature of the gas.

For inter

stellar matter the transitions between two sublevels are
caused chiefly by collisions and the population of the
sublevels is determined from Boltzmann's equation.*- In
intergalactic space the density of matter is too low and
frequency of collisions is insufficient to maintain the
population of an excited sublevel.
Field

3

Wonthnysen

2

and

have considered the absorption and emission of La

quanta as a possible mechanism for populating the excited
sublevel.

In this case the population is determined by

the density of the La emission.
dieted by van de Hulst
in 1951.

4

This line was first pre-

and observed by Ewen and Purcell

5

This was the first spectral line to be intro

duced in radio astronomy.
The intensity of the 21 cm line has been used to
deduce the density of neutral hydrogen and to make
detailed maps of distribution of hydrogen in our galaxy.6
Knowing the density of hydrogen makes it possible to
estimate the density of other elements in interstellar
space.
dances.

This can be done via tables of universal abunThese tables give the relative abundances of

various elements with hydrogen as the standard.

In this

work all the abundances are quoted from reference 7.

3

The determination of the degree of ionization of
interstellar hydrogen is one of the problems in the
physics of the interstellar medium.
It was first done by
O
Stromgren in 1939.
In the neighborhood of a star, most
of the atoms occur in an ionized state.
acts as a source of energy.

The star itself

As a result there is little

neutral hydrogen in this region.

As the distance from

the star increases there is a change to a region where
most of the atoms are not ionized.

Stromgren

8

has shown

that this transition is quite sharp and it occurs at a
certain distance r from the star.
on the properties of the star.

This distance depends

This distance r is called

the radius of the Stromgren sphere.

The region inside the

sphere is referred to as the ionized hydrogen region or
the HII region.
the HI region.

The region outside this sphere is called
Because of the low energy input in the HI

regions, the kinetic temperature of the atoms is quite
low.

Hence, low energy collisions play an important role

in HI regions.

In this work we will limit ourselves to

the collision processes occuring in HI regions.

Of the

total interstellar matter, 90% by mass is in HI regions.
Matter in interstellar space occurs in the form of
clouds moving in a diffuse background.

The density in

the cloud is approximately 10 atoms/cm^.^

According to

the table of universal abundances, hydrogen accounts for
90% of this matter.

Helium accounts for approximately

9

4

10%.

The other elements make up less than 1% of the

matter.

Neutral oxygen accounts for about 0.1%.

elements that are present are N, Ne and C.
dance varies between 0.01% to 0.1%.

Other

Their abun

It has been specu

lated that some of this matter may be present in the
molecular state.^
Our knowledge of interstellar matter enables us to
build models for many phenomena occuring in interstellar
space.

One such phenomenon is the dissipation of energy

in the collision of two clouds of interstellar matter.
9
This has been discussed in detail by Field et al.
Any
explanation of this process requires detailed knowledge
of the cooling mechanisms available in interstellar
matter.

The cooling effect produced must be of the right

magnitude.
It has long been assumed that the principal cooling
mechanisms are the inelastic collision processes that
occur in HI regions.

12

These include atom-atom and

electron-atom collisions.

In this work we will concen

trate our attention on electron-atom collisions.

The

presence of electrons can be explained by the ionization
of N , Ne, C, etc. that are present in HI regions.

Recent

work on the presence of molecules has led to the inclu
sion of molecular processes in the list of cooling mech9
anisms.

5

The kinetic temperature in HI region has been shown
to be between 50°K to 100°K.^

The atoms and electrons

in this region are in thermal equilibrium and the electrons
possess a Maxwellian velocity distribution.

14

This result

is applicable to both gaseous nebulae and interstellar
matter.

It follows that the energy of electrons in HI

region is less than 10,000°K.

This energy is just enough

for excitation of fine structure levels but too small for
excitation to higher spectral terms.

Thus the inelastic

collision processes that occur between electrons and atoms
in HI region will only result in the emission of infrared
radiation.

These processes play an important role as a

cooling mechanism in the physics of interstellar matter.
These remarks are of a qualitative character.

Our

knowledge of the low energy collision processes is very
limited.

There has been very little previous work on

collisions involving fine structure transitions.

The

contribution to the rate of cooling from any specific
process cannot be accurately determined unless the correct
cross sections for that process are available.

A

systematic study of these scattering processes is valuable
for this reason.
Another area where fine structure transitions play
an important role is in explaining electron temperatures
in earth's ionosphere.

Our knowledge of earth's iono

sphere is much more precise than our knowledge of inter

6

stellar space.

Recently it has been argued

15

that the

cooling of electrons caused by atomic oxygen due to
excitation of fine structure levels is an important factor
in the energetics of the F region of ionosphere.
A calculation of the altitude profile of the heating
rates of electron gas resulting from the absorption of
solar electromagnetic radiation in atmosphere has been
described in detail by Dalgarno and his co-workers.^
Using the same atmospheres and ionospheres and the same
solar fluxes that Dalgarno et a l . ^ described and by sub
stituting improved data on photoionization Dalgarno,
McElroy, Rees and Wal k e r ^ obtained more accurate results.
The heated electron gas cools through a number of cooling
mechanisms.

Spitzer

18

has given an expression for the

loss of heat by the electron gas to a positive ion mixture
of 0+ , N+ , He+ and H+ .

There is also some energy loss due

to elastic collisions with neutral particles, from rota
tional and vibrational excitation of Nj and Oj and from
excitation of oxygen to ^D level.

However, in all this

work the excitation of fine structure levels was never
considered as an important process.

In a recent paper,

Dalgarno and Degges 19 have shown that the contribution to
cooling rate from fine structure transitions is comparable
in magnitude to the other processes mentioned above.
Using the cooling and heating rates for the electron
gas Dalgarno et a l . ^ have calculated the electron

7

temperatures at different altitudes at different times of
the day.

Their results are compared to the Thomson

scattering data of Evans.
is good.

20

The agreement between the two

The discrepancy that existed between experimental

and theoretical work is overcome by invoking fine structure
transitions in atomic oxygen.
However, the cooling rate obtained in Ref. 19 has been
calculated by using the presently available data on slow
electron-atom collisions.

This data is not very reliable.

We shall show that some of the cross sections are over
estimated.

This once again leads to a discrepancy in the

theoretical and experimental results.

It shows that one

must either look for additional cooling mechanisms or
review the role played by the other collision processes.
We propose to study the collisions of electrons with
neutral oxygen atoms.

The ground state of neutral oxygen

atoms has the electronic configuration [ (Is)

2

(2s)

2

4
(2p) ].

By adding the angular momenta of all the electrons we can

obtain three spectral terms.
these,

These are

3
1
1
P, D and S.

Of

is the lowest in energy and is the ground state

tern.

Appendix 1 shows the energy level scheme of neutral
3
. . .
oxygen. The P term is split further by spin orbit inter
action into three fine structure levels.
J=0, 1, 2 levels.
energy.

These are the

Of these, J=2 level has the lowest

The splitting between these fine structure

levels is much smaller than the separation between the

8

terms of the ground state configurations.
There have been previous attempts at estimating the
cross sections for electron-oxygen scattering.
attempt was made by Gershberg.

12

First such

In his work, the be

havior of doubly ionized oxygen was used as a basis.

We

will use the symbols OIII, Oil and 01 for doubly ionized,
singly ionized and neutral oxygen atoms respectively.

In

Ref. 12 the behavior of OIII cross sections near threshold
was corrected empirically and ratios were established for
associated transitions between

3
1
1
P, D and S states of the

ground configurations in 01 and OIII.

The unknown cross

sections for the spin-multiplet transitions of 01 could
thus be roughly estimated.

With only order of magnitude

accuracy expected, Gershberg concluded that the contribu
tions to the cooling rate from neutral oxygen atoms and
carbon ions may be of comparable size.

However, the

cross sections of neutral atoms and ions are known to
behave quite differently for low energy and the approach
taken by Gershberg results in considerable error at
energies of interest.

Thus this calculation is not very

important.
The next calculation was made by Breig and Lin.

21

They have done a calculation in the close coupling
approximation.

Before discussing this work, it is

necessary to define some of the terms used in connection
with the close coupling approximation.

9

Our computation will be performed by the closecoupling method.

This has been a most successful method

in atomic scattering calculations.

The basic assumption

is that the wave function of the atom and the electron can
be expanded in terms of the wave functions of the target
atom.

Symbolically,
N
V (x,x_x-. ..x ) = A I $ (x.)^ (x.x_...x. -.x. ,... x )
i 2 j
n
l-l l+l
n
m— .
I m i m 1 2

where the ith electron is the impinging electron and A is
the antisymmetrizing operator.
one possible atomic state.

Each

corresponds to

The wave function of the ith

electron is the unknown expansion coefficient.

By sub

stituting this wave function in Schroedinger's equation
we obtain the equation that has to be solved.

We are

assuming complete knowledge of the behavior of atomic
oxygen.

The problem is further simplified when we use

symmetry considerations to infer the angular part of the
unknown <t> .
m

Thus all the physics we want to know is con-

tained in the radial part of Q .
m
Upon substituting this wave function in Schroedinger's
equation and going through a considerable amount of
algebra one obtains a set of coupled second order integrodifferential equations.

These equations will be derived

in detail in the next chapter.

The most important point

here is that the number of coupled equations depends upon

10

the number of terms included in the close coupling ex
pansion.

As the number of coupled equations increases, so

does the numerical complexity of the problem.

Hence it is

necessary to limit the number of atomic states included
in the total expansion so that the problem does not become
too large to be solved.
From a purely physical point of view, however, all
the significant terms must be included.

As a result one

has to make a compromise betwyen these two completely
contradictory requirements.

The reliability of a close

coupling calculation depends upon how well the physical
requirement has been satisfied.
We can now examine the work of Breig and Lin.
have made a number of simplifying assumptions.
these introduce errors in the results.

They

Some of

These are

(a) In order to minimize the number of coupled equa
tions, the number of terms in the expansion is severely
restricted.

Thus the coupling of

1
1
D and

. 3
S terms with P

term is completely ignored. Only the three J terms
3
arising out of P are included in the expansion. We have
found that

is an important term.

(b) In order to further simplify the problem, the
number of coupled equations has been reduced by using the
distorted wave approximation.

This turns out to be a poor

approximation for p wave scattering.

11

(c) The radial part of the free electron wave func
tion is not explicitly orthogonalized with respect to
bound state orbitals having the same value of orbital
angular momentum.

This results in an ambiguity in the

evaluation of exchange terms.

This ambiguity can be

resolved by explicit orthogonalization and addition of a
bound state to the close coupling expansion.

This has not

been done by Breig and Lin.
(d) Throughout this work only single configuration
wave functions have been used.
completely ignored.

Thus correlations are

This can be corrected to some extent

by the use of multiconfiguration wave functions.

The role

of multiconfiguration wave functions is discussed in
greater detail in Chapter III.
The approximations discussed above make the calcula
tion much simpler.

If these approximations are not made

and if all the physically important terms are included in
the expansion then we get a numerical problem of a very
large size.

This requires the use of powerful computa

tional methods.

These methods have been developed only

recently.
We have used the close coupling method to study low
energy electron oxygen atom scattering.

Recent advances

in scattering theory as well as computational techniques
make it possible to perform a calculation where the
physically important terms can all be retained.

Thus it

12

is possible to obtain reliable results.
We will begin our calculation by including in our
expansion only
term of the
differences in
ignored.

the fine structure terms arising out of the
[(Is) ^ (2s) ^ (2p)

configuration.

The

theenergy of the J=0, 1, 2 levels will be

In the next step more terms will be added to

the expansion.
be studied.

Thus the effect of adding extra terms can

The fine structure levels will be assigned

their proper energy values.
The arrangement of this thesis is as follows.

We

will first derive the equations which have to be solved.
Next, the methods used for solving these equations will be
described.

Finally, the results obtained will be dis

cussed.
It has been already stated that the only unknown part
in the total wave function is the radial part of the
incident electron wave function.

This radial part con

tains the physical information which we are seeking.

This

physical information can be extracted from the asymptotic
behavior of the radial function.
yields scattering cross sections.

This asymptotic value
The cross sections are

related to the collision strength by the simple formula

Q ( J 2^ J x ) = ~

k

^ ( j 2^ j 1 )

13

where

Q

scattering cross-sections

ft -> collision strengths
k

2

-*• energy of the lowest-lying atomic level + energy
of the incident electron —

energy of the ex

cited atomic level.

This relation is expressed in atomic units.

Other-

2

wise the right hand side is multiplied by aQ where aQ is
the Bohr radius.
Throughout our work we will quote the results in
terms of collision strengths.

Collision strengths are

simply related to rate coefficients.

22

For a Maxwellian

distribution of electron velocities the rate coefficient
for collisional excitation is

_ 8.63x10
- —oj .T„t‘ n
l

c

-3
ft(i-*-j) e

- W ./kT
W.
1
d (g^)

uk -+ statistical weight of the initial level
VT

2

> 1/2 mV^ and T in degrees Kelvin is the tempera
ture .

This integral is explicitly evaluated to obtain rate
coefficients.

A rough estimate can be obtained by

assuming that ft is a constant.

Then one gets

14

8.63xl0"6

= ---- Y72—
C
co.T
l

- E ii/kT

n i .

e

j

3

cm

sec

This simple relationship shows the importance of
collision strengths in calculations in astrophysics.

II.

THEORY

In this chapter we will derive the equations that
have to be solved in order to obtain significant physical
information.

As already stated in the last chapter, we

will use the close-coupling approximation.

This method

has been developed extensively in the past by several
authors.

23 24
'

We will try to avoid deriving expressions

which have already been derived before.

In order to do

this we will closely follow the notation of Ref. 24.
The essence of close-coupling method lies in the ex
pansion of the electron-atom wave function in terms of
the known wave functions of the target atom.

Each term

in the expansion is a product of the unknown wave function
of the incident electron and the known wave function of
the target atom.

In assuming full knowledge of the

atomic wave function, we have already made an approxima
tion.

This approximation will be further discussed in

the next chapter.

The next step follows from symmetry.

The angular part of the electronic wave function is a
spherical harmonic.

New basis functions are formed by

coupling this spherical harmonic to the atomic wave
function.

The unknown part is the radial part of the

electron wave function.

This function contains the

physical information that we are seeking.

The next step

is to develop the equations for this radial part.

15

16

The method to be used for the derivation of these
equations is not different from that used in (23) or (24).
However, in both of these papers the total orbital
angular momentum, total spin and parity are all separately
conserved.

All atomic states with the same orbital

angular momentum and spin have the same energy.

In order

to treat fine structure transitions it if necessary to
couple L and S.

Thus, only the total angular momentum J

and the parity are to be separately conserved.

Conserving

L and S independently has the extra computational ad
vantage of reducing the number of channels that are coupled
to each other in performing a single calculation.

Con

serving J results in a large number of channels getting
coupled.

It is this feature of the fine structure transi

tion problem which has compelled most workers to adopt
simplified methods in order to obtain solutions.

The

development of more efficient computer programs and better
computing facilities now makes it possible to approach
this problem more systematically.
We will now proceed with the actual derivation of
the equations.

The wave function of the atom and the

electron is written as

V(r,r 1 ,r2

rN+l>

where N is the number of atomic electrons. T represents

17

the quantum

numbers.

We expand this wave function in a

close-coupling approximation, i.e., in terms of the
target atom wave functions

V {rr1^2* * *rN+l^

p

A $r .(rN+l I (AN+l,;L^2^ m)
j
3

| T T T T
*r (R|(L S )J M )
j
where

A -► Anti symmetrizing operator

rM1. -► Coordinates of the impinging electron
N+±
•>

#

R -► Coordinates of the atomic electrons
{-N+l ,1/2 ,j ,m -*■ Angular momenta of the impinging
electron

T T T T
L ,S ,J ,M

Angular momenta associated with the
atom

. T T
As already mentioned above ^(R|J M ), the atomic
wave function,is already known.

The electronic wave

function will now be separated in the known angular part
and the unknown radial part.

The known angular part is

coupled to the atomic wave function.
new basis set.

We thus create a

18

0p^ (Rf rN+l'°N+l !j J

•p

Z

T

i

T

fP

fP

rP

rP

<JAjMAm|J 3 Jm>^r ( r | (LAS )J AM A)
m+M=M
i

$r . ^rN+i^

where

A

rN+l -► Angular coordinates of the incident electron
aN+ 1

-*• Spin of the incident electron

JM

-*■ Total angular momenta

Hence, the wave function now becomes
T

^ (rl *r2 ’ **rN+l) = I A 6r . (R rN+l°N+llJ
l^
1

Fri (rN+i)
--N+l

Fp ^rN+i^ * Ra^ial Patt of the wave function
i
Asymptotically, the radial functions are superpositions
of incoming and outgoing waves.
-i 0 p .
Fp

~ Ap
i

where

e
i

1

+ioip ,
e
1

- B
i

as r+°°

19

B r.

~

s r.r.

I

i

rj

1

A r.

J

D

where the sum is taken over all incident channels.

There

fore a new radial function is defined by
-i 6 r
F r.

l

=

I

I\

F r.r.

i 3

~

I

I\

A r . t6 r . r .

3

i 3

e

iar
"

s r.r.

13

e

^

In terms of these new radial functions, our wave function
is

F r .r .(rN+iJ
i 3_______

rN+l

At this stage we will change I\ to i, etc.

For a

system initially in the state I\ this reduces to

- + - * ■ +
f ( r i , r 2 ...rN + i)

= E A
1

-+■
T
0.(R raN + 1 1J jJM)

F -j-i
+ 1^
-U - ■-*■

N+l

Let us assume that the atomic wave functions are al
ready antisymmetrized.

We still have to antisymmetrize

with respect to the incident electron

20

N+1) = Z Z(N+1)"1 / 2 (-1)N+1_p
i P

The basis functions that we have used for making the
expansion are characterized by the quantum numbers J and
M.

We will now make further approximation that these can

be obtained by expansion over states characterized by L
and S.

e

Writing out the expansion explicitly,

T„T tT
(£
1/2 j .,L7Stj ,JMIR,r ,0 )
i Pi
ill
1
P P

X
[(2L+1)(2S+1)(2JT+1)(2J+1 ) ]1/2
L+S=J

X(l

P

1/2 j,ltstjt ,lsj) ^.(LSJMlR r 0 )
P P

Z
Z
<LSM M |LSJM>[(2L+1)(2S+1)(2j+l)
L+S Ml +M s
X(^

p

1/2 j,LTSTJT ,LSJ)f.(LSMtM 0 Ir r c )
J
'
l
L S 1
pp

The radial functions

(r) are continuum Hartree-

Fock orbitals, from the properties of the surface
harmonics F . .(r) will be automatically orthogonal to
atomic discrete orbitals with orbital quantum number
A

1

For closed subshells, it follows from anti-

symmetry that there is no approximation in choosing F

21

orthogonal to P

might equal I..

even though &

nxh

A

How-

1

ever, for incomplete subshells, with i =i. we can expect
X i
the overlap integral (F^PJ^O.
To take this effect into
account, since it is equivalent to the virtual capture of
the impinging electron, we have imposed the condition that
are orthogonal to all discrete orbitals and added to
our expansion an arbitrary amount of a wave function
corresponding to a configuration with one additional
electron in the incomplete subshell.

This extra term in

the expansion is

« (L S )JM^r, .. .r .)
y up
JN+l

=

Z

<L S

M_ Mc |L S JM>4> (L S TT,r. ...rMj, )
y M M ' l
N+l

The function 4> is properly antisymmetrized.

Finally, we

add this function to our wave function and write down the
trial function that we want to use

vt tri rl’*‘rN+l)

f(rirl'r2'* **rN+l)

+ i C 1 $ ( (L S )JMu,r ,r„...r
u

M

y y

1 2

)
N+1

By substituting this wave function in a variational
principle derived by Burke and Smith 2 5 we obtain the
proper equations.

The variational principle is obtained

by starting with the property of the exact wave functions
ip which gives

I =

ip.
(H-E)4> dr, ...dr
t
i
n

= 0

Then for small variations of the type

it can be shown that

since the quantity in brackets is stationary with respect
to variations

6 F.

• ~ k
ID
l

6 R. .
1]

and arbitrary 6 C 1 where

cos 0.
l

is the matrix element of the

Hamiltonian between trial functions and R . . is defined in
terms of the asymptotic behavior of F^j*
Explicitly

is given by
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Writing ¥

explicitly in Eq.

N+l
drx...drN + 1 [£ I (N+l) "P/_ixN+i-p
H (-l)
i p=l

Jk£

9 i (R

(1)

, T
Fi k (rp)
rpaplJ 3JM) ^ 7 ----

ft^ri ,rl ,r2 ***rN+l^

Since M is symmetric under interchange of any pair
of electrons and

dr 1 ...drN + 1 { (N+l) 1/2 E e±
i

Jkl

*

is antisymmetric, we have

„
ItT ^
rN+l N+l^ i]i

*

Fi k (rN+l)
r.
N+l

+ Y Cj; <t> ((LS)JM r 1 ...rN+1) (H-E)

411 (re, ri'r2* **rN+i)

We first start with terms that arc independent of C.
These terms are
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dr 1 ..*drN+ 1 (N+l) 1/2

Lik,j «■

V * ' W n + i I JI V M > Fj^ ~ +l)
’N+l
N+l

Z

(H-E) (N+l) " 1/2

(-1)N+1"P 0.(R,r a |jTj.JM)
J
P P 1 1

p=l

W

These can be separated into so-called direct and exchange
terms by writing the summation over p in the form

i.(R,r .ci . JT j .JM) — 1^
]
N+l N + l ' 3 j
r
N+l
T

p=l

F i £ (rn )

0 .(R r a IJ.j.JM) -J- c1
pp'll
r_

We once again use the fact that the wave function is
antisymmetric under interchange of any pair of labels in
the target function.

Hence, we can write

L.

T.
drl'**drN+l 0i (R rN+ 1 °N+ 1 IJijiJM)

Fi k (rN+l}
r„,,,
(
N+l

J

ik,j £

- N

a ,t
j(

Z

~
i- r T Tw, Fj £ (rN+l)
N+l N+l I j^jJM)
N+l

T .
dr, ...dr.,,
. 0 .(R r „ .,o
N+l
i
rN+l°N+l'Ji^iJM)
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The first term in this integral will be referred to as
the direct term.

The second term will be referred to as

the exchange term.
We will first derive an expression for the exchange
term.

The matrix element of the N-electron part of the

Hamiltonian will include an overlap integral

(r.
N+l

0

Similarly, the E term will also vanish.

The term

Hence the exchange term reduces to

i k ,j £

rN + l

Now we write 0^(R»rN+1°N+i

I

i

n

its full form
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L?V i 5 = "N Z
Z
Z
K2L.+1) (2S.+1)
'D
L.S. M_ Mc L.S. M_ M_
1
1
1 1
i i ^ D "Lj S.
(2J?+1) (2j±+l) (2Lj+l) (2Sj +1) (2jT+l) (2jj+l )] 1/2

<L.S.Mt M_ Il .s .JM><L.S.M. M_ Il .s .j m >
lib. o• XI
j j li. b . 1 1
l i
D D
XU

1/2

Pi

j

l T s T j T ^ S . J ) X x(l

Pj

1/2 j

J

T T T

L S J .,L .S .J)
D D D D D

dr 1 ...drN + 1 4 ^ (LiSiML M g |£ rN+i°N+i)
x 1

Fi k (rN+l)

— =------- -

N+l

1

-

„

~

x FjJl(rN )

<Pj (L.S .M M c |R r M oM )
N+l,N J 3 3 j j

----

N

This integral is diagonal in L and S and is independent
of
on

and Mg.

The first fact reduces the two summations

and LjSj to one.

The second, together with

orthogonality relations for Clebsch Gordon coefficients,
eliminates the sums on M

.
Xj and Mc
&

Hence we are finally

left with

L^,
= -N I [(2L+1) (2S + 1)) [(2JT+1) (2JT+1)
IK,]*
L ^g
1
J

(2ji + l) (2jj+l ) ] 1/2 X U p

1/2 ji ,lTsTjT ,LSJ)

27

X(l

Pj

1/2 j.LTSTJTLSJ)
D D D D

drl*--drN+l

l/2 >SM^Ms[a rN + 1 < W

Fi k (rN+l)

1

N+l

F,n (r„)
(-- -1-- ) X < M ( * L^)L(S^ 1/2) SM^M |R r a )
£
N+l,N
D
Pj D
D
^ S
N N
rN

Z

=

[(2L+1)(2S+1)][(2jT+l)(2jT+1)(2j.+1)(2j .+1) ] 1/2

L ,S
X(£

+^

1

T„T,T
1/2 ji,LiSiJiLSJ) x X(H

D

i

D

T„T,T.
1/2 j. Lts^J^LSJ)
”1
J J J J

F..
lk W.lj. F.jfi.
, dr..,
N+l.

The symbol W . . is taken from (24).

An expression for W . .
iD
has been derived in detail in (24). We can now introduce
13

a new symbol

Lv»
= E
X*

and write

|F'..lkW! 13
. F. 0jJtdr..,
.
N+l

In all sums over L and S, J is to be conserved.

We

will make no comments about evaluation of W . . since this
ID
can be found in detail in any standard reference .

Lik,j li

F ik (rN+l)
rN+l

T.
drl***drN+l Hi (R rN+l°N+llJi V M)
F

(r

(H-E) H.(R rN+ 1 a^+ 1 |J^ jjJM)
N+l

)
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H can be broken up into H ^ f H.. and Z — ---- .
a rN+l,a
deal with these terms one by one. Using

We will

Ip.(R I(LTST )JTMT ) = 0
J ' D D D D

we can now reduce the H„ term to
N

drN+l Fi k (rN+l)ei 6 ij Fji(rN+l)

From the orthogonality and
functions, the

6

normalization of atomic wave

term reduces to

W
. .

drN+l Fi k (rN+l)

ID

2 * 2
dr N+l

X)
N+l

2Z
N+l

F jJL (rN + l J

Here we have used the relation

Z
(2L+1)(2S+1)] (2jT+1)(2j +1)(2JT+1)(2j .+1) ] 1/2
LS
3
J
T T „ T tT

L S J

t

Pi

LSJ

'

|

I

i T T T

;L T S .J .

) D D D
I

1/2 j.'. ' I

Pj

1/2 j.^
D1

LSJ

!

=

(SjTJT 6 . .
i D Di Jj
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which leaves the evaluation of

dr N+l

dr 1 ...drN 0i (R, rN+ 1 oN + 1 1jT j±.jm)

— ^

1

Z

i T

T T

--- — 0 .(R r . .a t , J. J .J M )
T_LT
1
N+l N + l 1 J
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N+l,a
J
J
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1

|L.S.JM>

i

i

1 1

Mq |L.S.JM> [(2L.+1)(2S.+1)(2J?+1)(2j .+1)J1/2
j j
1/2

j ± L W ,j T , L i S i J)

N+l d r ^ - . d ^

X(£p

1/2

ji l T s T j T ,

J)

(LisiML _Ms _ 1^ rN+l°N+l)
l l

N

Now following a procedure similar to that adopted for the
exchange terms this term reduces to

£ (2L+1)(2S+1)[(2jT+1)(2j +1)(2jT+1)(2j .+1)]1/2
L ,S
3
3
T ^ T _.T

X(£Pi 1/2 3 i,L.SiJ i ,LSJ) X(£p

dr

N+l

T ^ T ,T

1/2

j j 'LjSjJj,LS J )

dfi---d?N *i (LE MLMsl^'^N+l°N+l)
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^

1

v ls v s ' * w

N+i>

The integral can be identified with

of (24).

Hence we will not write out the steps for the evaluation
of this integral.

We can call our potential v |j*

Hence

finally we have the expression
^ U j + 1)
drN+l Fi k (rN+l} f6 i j 2

L ik,jz

dr

2
N+l

5 7

+ =—

-}

rN+1

+

e H-E)

i

+ V! .]

F.

13

3*

(r

N+l

)

Together the exchange and direct terms constitute the Cindependent part.

We now go on to terms that are linear

in C .

dr 1 ...drN +1

'ik, j£

-± *
‘V

5

rN+laN

i T
+ l

(N+l) 1/2

Fik ^rN+l^
4

I

N+l

(H-E >

I Cl <D ((L S )JM r ...r

) + V ck4> ((L S )JM

V - - ?n + i )(h-e) ej<5 W

N+ilJ j5jJM»

1

N+l

y M

c
The total L. „ term can be written as
k£

M M

1
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The terms (H-E) vanish since the electron labelled
N
(N+l) is in a bound orbital on one side and in a continuum
orbital on the other side.
orthogonality.

So the term goes to zero by

From Green's theorem and the boundary

conditions of the discrete one electron orbitals this can
be rewritten as

Both terms have the same structure which is given by

(N+l)

0 i (S

E

...jdr^...dr^j^

[H. (N+l) + -r— --N+l ,N

(N+l)

<L.S.Mt M c ><L S H. H c |L S JM> [(2L.+1)(2S.+1)
1 1\
s.
M Vi X
1 P u
l
l

(2JT+1) (2j .+1) ] 1/2 X (£
1/2 j .,LTSTJT ,L.S.J)
i
Jj
Pi
l iii
ii

As in previous steps this reduces to

(N+l)1/2 z I ck [(sL+1) (2S+1) (2jT+1) (2j.+1) ] 1/2
M LS y
1
1
XU

1/2

p.

*1

j .fLTsTjT,LSJ)
ill'

drl---drN+l

*(I,SHLMS |5 ^N+ 1 0 N+1> tHl(N+i) + j-S—

4> (L S
M

M M

r

l

r .)
N+l

1

The integral in this expression has already been evaluated
in (24).

We will use their symbol V . (r„.,) to mean the
yi N+l

same thing.

The potential obtained by summing over L and

S will be denoted by V ..
1 Ml

, = I C*

lX/#K

I

jJTc

We can now write

[(sL+1)(2S+1)(2jT+l)(2j.+1) ] 1/2
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The next terms to be treated are those that are
quadratic in C.

dr 1 .. .drN+l c*
y *\i( (Ly Sy )

JM* rr ..rN+1) (H-E)

= Z Z C
p

V

C

Z
“

g

y
<L S M t
v y L

(HE)

Z

Z

Ms

Z
Mg

y

v

«

“

M.

t
\

LS

Sp '

“

JM>
W

v

|L S JM>
S 1 v v
v

v

<LSM

<t> (L S tt r, .. .rMJ,)
y y y
1
N+l

(L^S^tt^ . .-rN+1) d r ^ . d r j ^

The integral is diagonal in L and S and independent of
^

and M g .

Hence one summation vanishes.

The other one

gives unity by orthogonality relations

drr ..drN + 1

l
k£ = Z 1 ck
y Cv
y v
<I> (L S nr, ... rM ,.)
y
y y 1
N+l

(H-E) $ (L S Trr. . ..rM .)
V V V 1
N+l

where

L +S
y

— J

and

L

= L

,

S

= S
y

y

Ck c l A
y v yv

v
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where A

is the energy of the configuration with one

extra electron in an unfilled orbital.

The symbol is

once again from (24) and a detailed expression can be
found there.
Having evaluated all the terms separately, we can
now combine all of them and introducing variation we can
get the necessary equations to be solved.
Our variational principle is

6

lLk£ " 2 \ sl]

0

We now have explicit expressions for each term involved in
Lk£*

Writin 9 out each of them, we get a full statement

of this variational principle.
This now becomes

6

[E {£ [(2L+1)(2S+1)][(2jT+1)(2j.+l)(2J^+1)
ij LS
1
3

(2 j .+1 ) ]1/2 X (£
1/2 jifLTsTj^,LSJ)
1 1 1
J
ri
i
X (£

1/2 j .,LTSTJT ,LSJ)
D J 3 J

[dr F., (r)
lk
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+ 2 (E-e.) }] F .«(r) + £ C* £ [(2L+1) (2S+1)
1
y,j
p ls
(2jT+1)(2j .+1) ] 1/2 X (£
J

J

V .F
y:i

1/2 j.,lTsTjT,LSJ)
j

J

J

J

J

dr + £ C, £ [(2L+1)(2S+1)(2J.+1)
iv v LS
1

(2ji+l ) ] 1/2 X(ilp

1/2 j± ,lTsT j T ,LS J )

V

Ck C £ A
- i
y v yv
2

. F ., dr + £
v,i lk

Variations with respect to F ^

and

KJl

= 0

yield the following

equations

d2
£j(£j+l)
2z
<- 2 'dr
r r - — rt ' - + “ +
1

pi t (r>

+ £ £ [(2L+1) (2S+1)] [(2^+1) (2j.+l) (2jT+l) (2j.+l) ]1/2
j LS
1
J
J
XU

^^

1/2 j.,L*sTjJ,LSJ) X(£
Pj

[W..+V..] F . (r) + Z C A z
13

id

jx.

(2j +1 ) ] 1/2 X U
1

y

p,

y LS

1/2 j .,l T s *J* LSJ)
J
J J J

[(2L+1)(2S+1)(2j T+1)
x

1/2 j ,lJsTjT,LSJ) V
1

1

1

1

y , l

. = 0

(I)
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We will refer to this as Eq. I in the rest of our work.
Variation of C gives

£ A
yV

v

Cl + £ E
[(2L+1) (2S+1) (2jT+l) (2j.+1)]1/2
V
j LS
3
3

V yj

F j* d r " °

(II)

I and II are the equations that have to be solved.

It is

seen that this is a coupled system.
In the problem considered here we are going to add
only one bound state to the expansion.

This is the bound

state with five electrons in the 2p subshell.
sence of a single bound state makes Eq.

The pre

(II) a little

simpler

A
^

C £ + £ £ [(2L+1)(2S+1)(2jT+l)(2j .+1)]1/2
^
j LS
3
3

XUp

A

1/2 jj 'L^S TjT ,LSJ)

V . F . dr = 0
U3 3*.

is the matrix element of the operator (H-E) between

the bra and ket of the bound state.

E is the energy.

H

merely gives the energy of the (N+l) electron bound state,
This will be denoted by EN+^»

Ay

EN+1

E

Hence A

is given by
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C* = -(E^.-E)"1 E E [(2L+1) (2S+1) (2jT+l)
M
j LS
J
(2j.+l)]1//2 X (£
1/2 j .,LTsTjT,LSJ)
1
Pj
3 3 3 3

V . F .. dr

when this expression is substituted in I we have the
equations to be solved.

While dividing with the factor

(En +^-E) care should be taken to check that it is not
zero.

This can be avoided by choosing proper values for

the energy of the incident electron.
Up to this point we have not introduced any approxi
mation.

However, it is not possible to include an un

limited number of target states in the expansion.

The

omission of some terms creates an ambiguity in the evalua
tion of the exchange terms.

This is the post-prior dis-

crepancy mentioned by earlier workers.

21

One way to deal

with this is to make the continuum functions orthogonal
to the orbitals of unfilled subshells which have the same
orbital angular momentum.

This can be done by using the

method of Lagrange multipliers.

This means that the

projection of the continuum function along the functions
describing the unfilled subshells is zero.

This can be

corrected by allowing for virtual capture of the incident
electron by inclusion of an appropriate bound state in
the expansion.

In order to explicitly introduce this

constraint on the continuum function, we introduce in I,
a term having the form

38

where M

is the Lagrange multiplier, P
is the atomic
A
n £,
orbital for the unfilled subshell.
In order to extract physical information from the
solutions of I we have to fix the constants involved in
these solutions.

For this we need the boundary conditions

on the radial part.

These conditions are given by (26)

r

i

(6.. sin
i]

q

2

. + R. . cos e.) k. > 0
i
lj
Di
l

-|k i lr-|ni U n 2 |ki |r
e

where

0i

= kir - £i ti/2 - ni^n2 |ki |r +
i

= -(z-N)/ki

o^

= arg. F (I.tl-ir^)
i
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The conditions are applicable to Coulomb potential as well
as a short range atomic potential.
and N are equal.

For a neutral atom Z

As a result Z-N-0.

In this case, the

boundary conditions simplify to
£

F . .(r)
13

1/2

-

F ^ .(r)

~ e
r-*-o°

+1

~ r
r-*0
k.

~Iki i r
1

2

(6^. sin 0. + R. . cos 0.)

k. > 0

2
kf < 0
i

whe re

0 .

l

=

i

k.

r - I.
l

tt/2

2

The case where k^<0 is referred to as a closed channel.
2

The case k^>0 is referred to as an open channel.
The mathematical problem is now defined.

We first

choose a set of target atom states for inclusion in the
close-coupling expansion.

Then the appropriate bound

state functions for the problem are constructed.
step is the selection of channels.
for the radial function.

The next

Then Eq. I is solved

Then using the asymptotic values

of these functions and the boundary conditions we can
extract the R-matrices.
the T matrix by

Knowing the R matrix we can get
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T = -2iR/(1-iR)

The collision strength is

-2

z

(2jT+1)

jjfJT (2J+1)

We have already mentioned that conserving J instead of
L and S results in greater complexity since the number of
coupled channels increases.

This imposes a restriction

on the number of target atom states that can be included
in the close-coupling expansion.

However, while reducing

the number of target states none of the physically im
portant states should be dropped.
problems with fewer channels.

This is easier in

Thus making the calcula

tions in a LS coupling scheme has definite advantages.
It is necessary to make some comments about the
factor (E-e ^) in Eq. I.

E is the energy of the incident

electron added to the energy of the lowest level target
state.

e .

1

stands for the energy of target state in the

i'th channel.

For fine structure levels the differences

in the energy of different levels are very small.

If the

incident electron has reasonably high energy, then the
factor (E-e^) may be large enough so that differences
between different fine structure levels are negligible.
In this case, substituting the value of the ground state
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energy for all e

may be justified. This is known as the
21
exact resonance approximation.
We have already assumed
that the wave functions for the fine structure levels can

be obtained by making orthogonal transformations on the
wave functions obtained by neglecting the L*S operator in
the Hamiltonian.

When this is combined with the exact

resonance approximation there is a simplification in the
calculation.

Instead of making the transformations on the

wave functions before the calculation we can perform the
calculation by conserving L and S independently.

Since

this is a simpler calculation, one can obtain better
results.

At the end one can use these R matrices to

generate the R matrices for the fine structure problem.
This can be done by using the transformation 27

Rj n (I\ LTSTJT ,£1/2 j

*

I

H

LT 'sT 'JT ' ,A'l/2j ')

[ (2L+1) (2S+1)] [(2JT +1) (2j + l) (2JT '+1) (2j'+l)]1/2

L,S
X (JL1/2 j ,LTSTJ* ,LSJ) X U ' l/2j' ,LT 'sT 'JT ' ,LSJ)

I cii

R ( I \

T T

L S 11/2 - H L

m

i

m

S

i

i '1/2)

This transformation has been used in the past.

(III)

For

generating the R-matrices required for fine structure
transitions all we need in this approximation is the
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results for a

3 3
P+ P elastic scattering process which can

be easily calculated.
However, as one goes to low energy incident electrons
the factor (E-e^) may become small enough that the dif
ferences in different fine structure levels might become
significant.

In this case the exact resonance approxima

tion yields erroneous results.

For low energy the dif

ference in the results from the two methods is a factor of
two.

Then one has no alternative but to solve Eq. I.
One of our objectives is to test the validity of

these statements.
methods.

Thus, the problem is solved using both

It is checked if indeed the results are identi

cal for high energy.

We have also investigated the low

energy limit for which the exact resonance approximation
breaks down.
checked.

The magnitude of the error has also been

All this leads to better results for fine

structure transitions.

III.

COMPUTATIONAL TECHNIQUES

In this chapter we will briefly describe the methods
used for solving equations derived in the last chapter.
The computer programs used for this purpose are quite
involved.

Most of these programs are well-known and will

not be described here.
In deriving the equations we have assumed the target
atom wave functions to be known.

Hence the first step is

the specification of the wave functions that are to be
used for atomic oxygen.
The simplest choice of wave functions can be made by
assuming the atom to be made up of one electron states.
This is a zeroth order approximation.

In this approxima

tion the eight electrons making up an oxygen atom are
assigned to Is, 2s, 2p orbitals.
up the Is and 2s orbitals.
only four electrons.

Two electrons each fill

The 2p subshell is open with

The properly symmetrized product of

these independent particle states forms the wave function
for this particular configuration.

These configurations

are the eigenstates of a simplified Hamiltonian Hq which
approximates to zeroth order the real N particle Hamil
tonian H.

The angular momenta of various orbitals are

added together to give the total angular momentum.

We

shall refer to this wave function as a single configura
tion wave function.
43
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For building up the single configuration wave functions we have used orbitals given by Clementi.

28

In his

work the basis set is made up of Slater-type orbitals

Pn t (r> = Z C i ^
1

e ^

The exponents are obtained by standard Hartree-Fock
techniques.

We have mentioned that these wave functions

constitute only a zeroth order approximation.

In describ

ing an atom by a single configuration wave function we
ignore correlations which arise from the neglected part
of the N particle Hamiltonian.
A properly symmetrized combination of N single
particle states is not a true eigenstate of a correct Nparticle Hamiltonian.
approximation.

However, it is a good zeroth order

Hence a good approximation to the eigen

states of the N-particle Hamiltonian can be obtained by
making linear combinations of the different configurations
which are the eigenstates of our approximate Hamiltonian.
A wave function which is a linear combination of several
configurations which are eigenstates of a simplified
Hamiltonian is referred to as a multi-configuration wave
29
function. Bagus and Moser
have shown that such wave
functions leads to more accurate values of term separa
tions and oscillator strengths than those obtained with
single configuration wave functions.
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Bagus and Moser

29

have outlined two approaches to

the introduction of correlation into the wave function.
One could calculate very good approximate wave functions
which include nearly all the correlation energy or one
could try to calculate wave functions which have all
nearly the same errors in their energies.

The second

approach minimizes the errors in the term splittings.
our purposes we have used the first approach.

For

A wave

function was first constructed with all possible configura
tions.

Each configuration gave rise to different terms

with the same total L and S values.

After inspecting the

result we found that apart from the t(ls)

2

2
4
(2 s) (2 p) ]

configuration the largest contribution came from [(Is)
4
(2s)(2p) (3d)] configuration. We then constructed our
wave functions from these two configurations.

2

This

results in a wave function which is a better description
of the target atom.
The method used to obtain the orbitals is the multi
configuration Hartree-Fock method (MCHF).

In this method,

variational equations are solved for both the orbitals
which are used to construct the configurations and the
coefficients of the configurations in the wave functions.
Iterations are repeated until self-consistent values are
obtained both for orbitals and configuration mixing
coefficients.

In practice only the 3d orbitals were

allowed to be adjusted.

Table I shows some of our
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results.

We used the program supplied by A. Hibbert."^

Since the orbitals not included in the ground con
figuration are obtained from the solution of MCHF equa
tions, they are completely unrelated to HF or other
orbitals obtained for excited states.
pointed out by Bagus and Moser

29

This has been

by calculating the energy

of these configurations and the <r> associated with the
excited orbital.

The principal quantum number of the

excited orbital (3d in our case) serves to distinguish
different orbitals and represents the number of radial
nodes.

It should not be taken in it's strictest physical

context.
In the last chapter we have derived the equations
to be solved.

We will now discuss the effect of multi

configuration wave functions on these equations.

No extra

direct potentials will result due to these wave functions.
However, each direct potential will have a summation over
configurations.

This results in increased computations.

Exchange terms pose a bigger problem.

Each exchange term

increases the number of coupled equations by one.

Each

extra orbital used in our wave function will give rise to
several new exchange terms.

The number of coupled equa

tions will increase greatly as a result.

Considering the

already large size of the problem, this is a serious
difficulty.
of [(Is)

2

However, Table I shows that the coefficients

(2s) (2p)

4

(3d)] configurations are very small.
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As a result, exchange terms which contain a square of
these coefficients are quite small.
be neglected.

So most of them can

If there is a substantial contribution from

each of the excited orbital configurations the problem
would become unsolvable with our present computing
facility.
The actual program for solving Eq.

(I) is large.

In

order to minimize storage requirements, it is split in
two steps.

In the first step all the direct potentials

are evaluated.

The integration mesh is set up.

The wave

functions and direct potentials are calculated at all the
mesh points.

The part of exchange terms not involving the

unknown projectile wave function is calculated and stored.
Most of the calculations involved here are quite simple.
The only part that deserves comment is the evaluation of
the matrix elements of the two-electron part of the poten
tials .
The calculation of matrix elements between states of
atoms with many electrons is complicated by the require
ments of antisymmetry of wave functions and of the addi
tion of electron angular momenta.

Calculation techniques

were first introduced by Racah and developed by Fano and
others.

The two particle interaction is conveniently

expanded into multipole components.

Each of these

components is generally the product of a factor depending
on radial variables and of another factor depending on
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direction variables.

We have avoided mentioning the spin

part which is much simpler.

The radial part involves a

straightforward evaluation of an integral.
complicated part is the directional part.
factor of each 2

The more
The angular

pole component of the interaction may be

represented as the scalar product

of two sets of tensorial

operators which operate on direction coordinates of one of
the interacting particles.

Fano, Prats and Goldschmidt^

have shown that the matrix element of such an operator
between two many-particle states can be expressed directly
as the product of one particle matrix elements and of a
single recoupling coefficient.

This coefficient arises

as the overlap integral, i.e., as the product in Hilbert
space of two wave functions of the same particles with
different angular momentum coupling schemes.

This result

applies equally to direct interaction and to exchange
matrix elements.

This result makes it possible to cal

culate the two particle interaction in a convenient way.
We have seen that the radial part can be handled by
standard techniques since it is an integral.

There are

standard formulae for the reduced matrix elements.

How

ever, the calculation of recoupling coefficients is not
so straightforward.

Recently, Rountree

32

has given a

method for the calculation of these recoupling co
efficients.

It is based on the fact that every recoupling

coefficient, regardless of complexity, can be reduced to
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a series of sums over products of recoupling coefficients
which involve only three angular momenta.

We can illus

trate this point by the use of simple recoupling coeffi
cient.

Consider

j 2 ) 3 12 *3334* 3 34J I ^ 1 ^ 3 ^ 1 3 ^ 2 ^ 4 * 3 2 4 ' ^

*(

= £ < (31 32 )j12j34j|(jlj34)aj2J>

<ljl (j3:i4)334)c,j2J l<jlj2)j13(j2j4 )j24J>

Next,

and j3 are coupled together to give

-

£
ot,P

<3l32)3 i 2 334J I<31334)0‘32J><j1 (j3j4) j34

a I ( j 1 j 3 ) B j 4 a > < [ (j x j 3 ) B j 4 ] cxj2 J | (

Finally, j

is coupled with j

j 3 ) j 1 3 ( j 2 : i 4 > 32 4 J >

to give

< ( j x j 2 ) j 1 2 j3 4 J| <31 D34 )ot32 J><3 1 <D3 D4)j 34

£
a, 6 ,Y

a I ^

Yl

j 3 ) P 3 4 J > < ( 3j 4 ) c x j 2 ‘J | 6 ( j 2 j 4 ) Y J > < ( ^ i 3 3 ) 3 ( j 2 j 4 >

j13(j2j4)j24J '
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From orthogonality the last term reduces to 6 .
313'e
<S.
v . Thus two of the summations vanish and we are
d2 4 /Y
left with

= £ <3i2 334j I<:il534)aj2J>

<3l (j3j4);i34“ l(:ilj3)j13j4c‘>

<(313j4)aj2J lj13(j2j4>324J>

There are standard formulae for recoupling coeffi
cients involving only three angular momenta.
recoupling coefficient can be evaluated.
capable of obvious generalization.

Hence this

This method is

Rountree

32

has

developed a method that can be used for calculating all
types of recoupling coefficients occuring in atomic
scattering calculations.

We have used this method.

Knowing reduced matrix elements of spherical har
monics, recoupling coefficients and coefficients of
fractional parentage which are required to separate out
the interacting electrons, we can calculate the angular
part of the two electron operator.

The radial part

involves an integral over wave functions of two electrons.
For the direct potentials only atomic oxygen orbitals
appear in this integral.
straightforward way.

Hence it can be evaluated in a

However, the exchange integral
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involves the radial wave function of the projectile.
Hence the exchange integral turns the problem into an
integro-differential problem.

Thus in the first part the

program can calculate the numerical values of atomic
orbitals and direct potentials at all the mesh points.
A coefficient independent of radial coordinates is cal
culated for each exchange integral.

This coefficient con

tains the angular and spin part.
Having obtained the potentials we are left with the
mathematical problem of solving a system of coupled
integro-differential equations.

These equations have the

form

d 2 F.
.2

dr

M
=

NE

I

Z

]=1

k=l

A. .(r)F.(r) +
..
ij
j

+ 2C Vi + 6 ^

a. y. (P. F. ,r)P. (r)
k-^k k k
k

0i Pn p (r)

whe re y^ is the exchange term and

is the bound orbital

We have already stated the boundary conditions on F^^
in Chapter II.

It has been shown by Hartree

33

that the

functions y (PF,r) satisfy the following second order
X
differential equation

(ry ) =

dr

r

(ry ) - (2 X+ 1 ) P-(- ^ F-(r-V
r
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with the boundary conditions

/ x
ryx (r)

~

rX+1

r-*-0
ryx (r)

~

^*-►00

r

Thus, each exchange term increases the number of equations
that must be solved simultaneously.

It can now be seen how

a multi-configuration wave function increases the com
plexity of theproblem.
in

Addition

of newconfigurations

the problemresults in several newexchange

terms.

Hence, any new configuration which makes a substantial
contribution to the wave function may make the problem unsolvable.

This is especially true for a problem which is

characterized by a large number of channels.

We can use

a MC wave function only if the SC wave function basically
gives a correct description of the atom.

The contribution

of the extra configurations should be very small.

In that

case most of the exchange terms originating in these extra
configurations are very small.

We are then justified in

ignoring those terms which are smaller by orders of
magnitude.

This is the case in our multi-configuration

wave function and hence a MCHF wave function is used in
one of our calculations.
There are two different approaches possible for the
actual solution of these equations.

The first one is
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based on using the Numerov method for integrating the
equations.

This method is straightforward for a problem

which has all channels open, i.e., when the incident
electron has enough energy to excite the target atom to
any of the states included in the close coupling expansion.
However, when some of the target states are energetically
inaccessible we run into a problem.
purely numerical in origin.

This problem is

The solution in the closed

channels should be a decaying exponential.

The actual

numerical solution contains a small part of the positive
exponential as well as the decaying exponential.

At large

distance this part completely overwhelms the actual solu
tion.

In order to avoid this a method of inward and out

ward integration is used.

The inner and outer solutions

are matched at two points (or equivalently the logarithmic
derivatives are matched at a single point) to obtain a
single continuous solution.
described in detail in Ref.

The integration procedure is
(34) .

expansion method of Burke and Schey

Finally, the asymptotic
35

is used to obtain

the R matrix from the radial functions.
This method is capable of giving the correct answers.
However, it has two drawbacks.
of intermediate storage.

It requires large amounts

Also, the method is quite slow.

The first difficulty can be serious when one wants to
solve a problem involving many channels.
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A second method described by Smith and Henry 36 is
superior in this respect.
equation method.

It is a non-iterative integral

If we can rewrite the problem as a system

of integral equations, a faster numerical solution is
possible.
nique.

This can be done by a Green's function tech

This system can then be integrated out by using a

quadrature scheme.

The integral form of Schroedinger

equation for a collision explicitly contains the physical
boundary conditions.

As a result solution of the integral

equations yields the scattering information directly.
However, the real advantage of the method lies in
another aspect of the problem.

Sams and Kouri 37 have

shown that the unknown value cf the radial function being
calculated at any mesh point is needed only in the cal
culation of the normalization integral.

The calculation

of the unnormalized solution to the integral equation
requires only the previously calculated values.

Hence it

can be very rapidly integrated out using a simple quadra
ture scheme.

No iterations are required.

This results in

greater speeds and also reduction in the amount of inter
mediate storage required.

Smith and Henry 36 have

described a method where one only need calculate the un
normalized part.

One can then force the proper boundarv

conditions on this solution and recover the reactance
matrix.

The reactance matrix is obtained at a value of

r where all of the potentials have converged.

A projection
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procedure is then used to obtain the asymptotic value.
The use of this method allows us to solve a problem in
volving up to nine channels.
It has been stated that one can obtain the R matrices
in an exact resonance approximation.

We have used Eq.

(Ill) of the last chapter to do this.

One begins by making

a calculation in a L-S coupling scheme.

The problem is

treated as one of elastic scattering from 3P to 3P state
of oxygen.
channel.

Thus for p waves one gets only one open
For a given value of J one can select ail

possible L-S values.

The R matrix element in each case is

used in conjunction with the proper x-coefficient in order
to obtain the summation given in III.
was written for this purpose.

A small program

It first selects the

channels for a given J and parity.
L-S coupling scheme were read.
ing x-coefficients was inserted.

Then the R matrices in

A subroutine for calculat
Finally, summing the

series the desired R-matrix was obtained.

A subroutine to

calculate collision strengths from R matrices was also
included in the program.
The principal advantage of the exact resonance
approximation is that one need only solve a much simpler
elastic scattering problem.
sophisticated way.

This can be solved in a more

One can include more terms in the

expansion to allow explicitly for configuration inter
action.

This can be done by method of pseudo-states.

The

56

pseudo-states included in our L-S coupling calculations
2
2
3 __
represents an excited state configuration Is , 2 s , 2 p np
3

3

3

__

( S , P, D ), where np is a pseudo-state orbital.

Further,

some short range correlations are incorporated by in2 2 4 __ 2 4
elusion of configuration Is 2s 2p np ( P, P) in the ex
pansion.

In addition S and d orbitals employed by

Rountree et al.
are included.
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in an investigation of s wave scattering

The elastic scattering results obtained

through this method are in excellent agreement with
experiment.

Thus it is evident that the exact resonance

approximation is capable of giving excellent results where
it is valid.

At low projectile energies this procedure

may fail because of the errors arising from exact
resonance approximation.

We have studied the low energy

limit on the validity of the exact resonance approximation.
Eq.

(Ill) also serves to check our results against

elastic scattering results in a L-S coupling scheme.

If

this is done at high enough energy, the results turn out
to be identical.

IV.

RESULTS AND DISCUSSION

In this chapter the results of our calculations are
presented.

The techniques used in previous chapters have

been used in making these calculations.
given in terms of collision strengths.

Results will be
Collision strengths

for the transition J=2 to J=1 are plotted on graphs for
purposes of discussion.

Other collision strengths show

the same qualitative behavior.

The results obtained in

all the significant calculations are presented in tabular
form.
Breig and Lin

21

have performed a calculation to ob

tain collision strengths for fine structure transitions in
oxygen.

Their method of calculation was discussed in

Chapter I.

From their calculation they concluded that the

exact resonance approximation is sufficiently accurate at
all energies.

They solved Eq. I explicitly under the

exact resonance approximation.

This is done by using the

same value for the energy of all the three fine structure
levels.

This is the Hartree-Fock energy of the ground

state of atomic oxygen.

Eq. I constitutes a large number

of coupled integro-differential equations.

In order to

simplify the numerical solution of this complex problem
Breig and Lin have used a distorted wave approximation.
In this approximation, coupling between some of the
channels is neglected.

For even parity we have both s
57
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and d wave scattering.
very small.

The contribution from d waves is

The coupling between s and d waves can be

neglected for this case.
wave scattering.

For odd parity we have only p

There is no justification for neglecting

the coupling between any of the channels.

This procedure

causes errors in the results.
A better method to obtain results in the exact
resonance approximation is via Eq. IV.

We start with a

formalism in which the orbital angular momentum and the
spin are separately conserved.

A system of equations

similar to I is derived for this problem.

These equations

are solved for all possible values of L and S.

For each

of these we obtain the R matrix for the elastic scattering
process in which an electron is scattered off the
ground state of oxygen.
3

P state.

3

P

No other state is coupled with the

The R matrices obtained in this calculation are

used in Eq. IV to obtain R-matrices for fine structure
transitions.

For any given value of J we perform a summa

tion over those L and S values which are permitted by the
rules for angular momentum addition.

From these R-

matrices we proceed to obtain the collision strengths.
In this method the manifold of ^P levels is reduced
to a single term in the expansion.

As a result the

number of coupled channels for any given L and S is
greatly reduced.

This leads to a much simpler numerical

problem which can be solved without any further approxi-
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mation.

Breig and Lin have used the exact resonance

approximation and their expansion is restricted to fine
. .
3
structure terms arising out of P.

Hence the distorted

wave approximation could have been eliminated by following
this alternate procedure and making a calculation.
The other problem in (21) comes from the so-called
"post-prior" discrepancy.

The radial part of the pro

jectile wave function is allowed in this calculation to
have a non-zero projection on the function representing
the 2p orbital of atomic oxygen.
exact procedure.
tions.

In theory this is an

However, we do not use exact wave func

This leads to an ambiguity in the calculation of

exchange terms.

This ambiguity is resolved if the pro

jectile wave function is made orthogonal to the 2 p orbital.
This can be done by using the method of Lagrange multi
pliers.

We then add to the expansion a bound term con

taining five electrons in the 2p subshell.

This accounts

for that part of the exchange integral which vanishes due
to orthogonalization with respect to the 2p orbital.

This

bound state also incorporates some short range correlations.
In our calculation we have incorporated these corrections.
In our first calculation we make only these improvements.
This enables us to see the errors introduced due to the
distorted wave approximation and the "post-prior" dis
crepancy.
solving I.

These calculations were performed by explicitly
Since we used a single energy value for all the
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three fine structure levels, this is identical to using
IV.

This was checked by making some calculations by both

the methods.
tions.

This also serves as a check on our calcula

For J=2.5 and odd parity the problem reduces to a

three channel problem.

The bound state with five electrons

in 2p subshell adds up to
J=2.5.

2

P term.

This cannot add up to

Hence for this particular case our calculation is

identical to that of Breig and Lin.
identical to those quoted in (21).
check on our calculation.
are given in Table 2.

Our results are also
This serves as another

The results of our calculation

For purposes of comparison we have

plotted ft(2,1) against the projectile energy in Fig. 1.
On the same figure we have plotted the values of 0(2,1)
from (21).

It should be mentioned that the major dif

ference comes from p wave scattering.

This is consistent

with what was said earlier about the inapplicability of the
distorted wave approximation to p wave scattering.
In the next step the validity of exact-resonance
approximation is examined.
solve Eq. I explicitly.

In order to do this we must

The three fine structure levels

are assigned different energy in this calculation.
lowest level the Hartree-Fock energy is used.

For the

The energy

for the higher levels (J=l, J=0) is obtained by adding to
this ground state energy experimentally obtained values 39
for the splittings of these levels.

We have retained

only the

The results of this

terms in the expansion.
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calculation are given in Table 3.
ft(2,1) is plotted in Fig. 2.

The collision strength

In the same figure we have

also plotted the results obtained in the first calcula
tion.

It is seen that the results of the two calculations

are identical for projectile energy greater than 10,000°K.
For a smaller value of projectile energy the two calcula
tions give different results.
become quite significant.
follows.

At 5000°K the differences

This can be explained as

For low energy a significant part of the phase-

shift accumulation occurs at large distance. 40

The spin-

orbit interaction plays an important role for large values
of r.

For small values of r the electro-static interaction

plays the dominant role.

Hence for low energy projectile

electrons the spin-orbit interaction makes a significant
contribution to the scattering phase shift.

For large

values of incident electron energy most of the phase shift
accummulates at short distances.

Hence a L-S coupling

scheme is adequate to describe fine structure transitions
for high energy incident electrons.
Knowing the low energy limit on the validity of the
exact resonance approximation makes it possible to get
good results for energies higher than this limit.

We

have already stated that the elastic scattering problem
3
for the P state of atomic oxygen is a simpler problem.
This results from a reduction in the number of allowed
channels for any given values of L and S.

This reduces
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the number of coupled equations to be solved.

This, in

turn, makes it possible to retain more terms in the close
coupling expansion for the total wave function.
not change the number of open channels.
channels are added.

This does

A number of closed

Thus an exact resonance calculation

enables us to increase the number of terms retained in the
close coupling expansion without making the problem unsolvable.

By retaining terms belonging to configurations

other than the ground state configuration, we can take
into account the effect of configuration interaction.

Any

calculation which is based on an expansion over terms
arising out of a single configuration cannot take account
of the reaction of the scattered electron back on the
atom.

Thus polarization effects are completely left out.

One of the methods to include the effects of polarization
is configuration interaction.

For scattering from a hydro-

gen atom Castillejo, Perceival and Seaton

41

have shown

that inclusion of each extra configuration accounts for
some part of the polarization potential.

By a proper

choice of atomic states it is possible to include a large
percentage of the polarization effect.

Although this

approach is theoretically capable of yielding the desired
result, the inclusion of too many extra configurations
leads to a problem with a large number of channels.
may lead to

a

This

problem which cannot be solved in practice.

A more powerful approach to this problem is through the
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pseudo-states technique.

Recently Rountree et al.

27

have

obtained excellent agreement with experiment for low
energy electron-oxygen atom scattering.
method to obtain R-matrices for
process.

We can use this

3 3
P-* P elastic scattering

Since the method of pseudo-state incorporates

configuration interaction, these R matrices are the best
results that can be obtained by a calculation where only
SC wave functions are used.
In our calculation the real terms are those belonging
to the

ground state configuration [(Is)

configuration

gives threeterms

3
P,

2

2
4
(2s) (2p) ].

1
1
D and S.

Thepseudo

states represent excited state configurations.

By adding

an excited p orbital we have the configuration [(Is)
(2p)

3 (np)].

This results in the terms

This

3 3 3
S, P, D.

2

(2 s)

2

The bar

over the principal quantum number of the excited p orbital
indicates that this is not a real physical orbital.

The

principal quantum number simply distinguishes this orbital
from other p orbitals.

Some short range correlations are

incorporated by inclusion of configurations [ (Is)
(2p)5 ]2 P° and [(Is)2 (2s)2 (2p)4 np] 2 P° and 4 P°.

2

(2 s)

2

We have

thus added two extra bound states due to orthogonalization
of the p pseudo-orbital.

In addition configurations such

as [(ls)2 (2s)2 (2p)3 (3s)1] and [(Is)2 (2s)2 (2p)3 (nd)1]
employed by Rountree et al. in an investigation of s wave
scattering are included.
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In the actual calculation the Is, 2s, and 2p orbitals
used are those given by Clementi.

The pseudo-state re

duced orbital is chosen to be

u-p (r) = 5.79125 r 2 e x p (-2.79151r)-0.1959 r 3
exp(-0.80598 r)

This function is orthogonal to the 2p function and is
3
such that the energy of the ground P state is minimized.
The results of this calculation are given in Table 4.
They are plotted in Fig. 3.

In this calculation the ex

pansion was made over some real states and some pseudo
states.

The real states are spectral terms arising from

a single ground state configuration.

In the next calcula

tion we have dropped the pseudo-states and retained only
the real terms.

The calculation is performed in exact

resonance approximation.

This makes it possible to

estimate the contribution of the pseudo-states.

The

results of this calculation are also plotted in Fig. 3.
They are given in Table 5.

The difference between the

results in the two calculations is about 20%.

We will

finally solve Eq. I explicitly by retaining these real
terms.

This calculation shows the accuracy of those

results.
Breig and Lin

21

in their c a l c u lat io n have a t t e m p t e d

to acco unt for p o l a r i z a t i o n th rou gh the use of an e mpi r i c a l
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potential.

They use

a potential of the form

,,P
1
-4 ri
,
. .8 ,
V = - j oip r
[1-exp(-r/a) ]

where

is the experimentally obtained

atomic oxygen,

a is

polarizability of

a cutoff parameter which ischosen to

get good agreement with experiment.

Asymptotically this

gives the correct behavior for the polarization potential.
However, for small values of r this potential is quite
inadequate.

Breig and Lin have pointed out that the

asymptotic part of this potential has little effect on the
results.

Most of the effect of this potential occurs for

small values of r.

Thus this potential is inaccurate

where it has the most effect.

The collision strengths are

increased when such a potential is used.
culations
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In recent cal-

the collision strengths are lowered as a

result of a polarization potential.
In the last calculation performed with a single con
figuration wave function, terms arising from ^P,
were retained.

The last two terms are singlets and

lead to only one J value.
is found that the

and

1

We explicitly solve Eq. I.

It
2

D terms couple strongly through the

term with five p electrons.

For those J values where

2

P

P

term is ruled out by rules for addition of angular momenta,
the

term has little effect on the results.

term has a very small effect.

The ^"S

We retained it in this
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calculation so that all the real terms are retained.

The

results of this calculation are given in Table 6 .
The results contained in Table 6 are the best results
that can be obtained for low energy scattering using SC
wave functions.

An examination of the results show that

for very low energies below 5000°K it is important to
introduce the splittings in the calculation.
region the results converge very rapidly.
obtained with an expansion over
other terms are included.

In this

The results

term change little when

Hence the results of Table 6 are

good for projectile energy below 5000°K.

Above 10,000°K

the exact resonance approximation is sufficiently accurate
and gives good results.

In the region between 5000°K and

10,000°K we have some inaccuracy in the results due to
the neglect of configuration interaction.
incorporate this or the splittings.

We can either

In order to get both

we must solve Eq. I explicitly while retaining real and
pseudo-state terms in the expansions.

However, this leads

to a large numerical problem which cannot be solved on our
present computing facility.

The correction resulting

here is no larger than 20%.

This has been verified in an

earlier calculation.
It was stated in Chapter III that a greatly improved
description of the target atom can be obtained by using
a multi-configuration wave function.

We have used a

linear combination of two configurations to describe the
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target.

The details of this wave function are given in

Table I.

The configuration [(Is)^(2s)(2p)* ( 3 d ) has more

than one unfilled subshell.

As a result the same spectral

term can be obtained via more than one angular momentum
coupling schemes.

We have included all such terms in

constructing the wave function.

The same two configura

tions are used in making up the

term wave function.

The

2 0
2
2
5
P bound term is made up of a [(Is) (2s)
(2p) ] and

[(Is)

2

(2s)(2p)

5

1
(3d) ] configurations.

The introduction

of these new configurations results in a large increase
in the total number of exchange terms.

However, most of

the new exchange terms are smaller by at least one order
of magnitude.

This comes about since the coefficient of

the excited configuration is quite small.
exchange terms are neglected.

Most of these

Hence the problem can still

be solved with our present programs.

This is the reason

we have restricted ourselves to only two configurations.
With too many configurations we are forced into neglecting
too many exchange terms.
The results of our calculations show that the MC
wave function produces a large effect only for J=0.5 and
J=1.5 and odd parity.
2 0

P

It is for these J values that the

bound state is retained in the expansion.

For other

J values where the bound state is excluded due to angular
momentum considerations the effect on the results is very
small.

The change in the wave functions due to the
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introduction of MC is quite small.

Hence it produces no

significant change by itself.

P term introduces some

The

short range correlation in the problem.

A change in the

3
2
P and P terms represents a

energy difference between

change in the correlation energy of the system.

In the

actual calculation this change is quite large as compared
to the change in wave functions.
results to change so much.

Hence it causes the

We have therefore taken care

to use the same configurations to describe all the terms.
For each configuration all possible angular momentum
coupling schemes are used.
The results obtained in our MC wave function calcula
tion are plotted in Fig. 4.

On the same figure we have

plotted the collision strengths obtained in the SC wave
function calculation.

There is an increase in the

collision strengths due to introduction of MC wave functions.

Recently, Saraph

31

has done a MC wave function

calculation under exact resonance approximation.
results are in qualitative agreement with (42).

Our
Our MC

results are given in Table 7.
In conclusion, for electron energy less than 5000°K
the close coupling expansion gives results which do not
change much when extra terms are added.

From the figures

it is seen that the results obtained with only the ^P term
in the expansion change very little when extra terms are
added to the expansion.

However, it is important in
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this energy range to allow for energy differences.

Above

10,000°K the exact resonance approximation is valid.
Hence a detailed calculation can be performed by adding
the proper terms required for configuration interaction.
This can be done by comparing the theoretical results
with the experimental work for elastic scattering at
higher energy.

We have done this calculation for two

values of energy.

The results are plotted in Fig. 3.

Between 5000°K to 10,000°K it is necessary to allow for
the splittings and also include configuration interaction
and the

and ^S terms in the expansion.

However, this

approach leads to a large numerical problem.

Sufficient

accuracy can be obtained by retaining

and ^S terms in

the expansion and solving I explicitly.

We have done this

for both single configuration and multi-configuration
wave functions.

In Table 6 we have quoted single con

figuration wave function results.

They are within 20% of

the results that can be obtained by including more terms
in the close-coupling expansion for low energy.
improvement is MC wave function.
Table 7.

The next

This has been done in

In this calculation we have added the configura

tion which makes the biggest contribution to the wave
function after the ground state configuration.

This is an

improvement over the results of SC wave functions.
collision strengths increase in this calculation.

The
We

can thus offer results in Table 6 as a lower limit on the
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true results
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Curve A — Exact Resonance
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TABLE 1

Multi-Configuration Wave Functions, Eigenvectors
3
1
and Eigenenergy Used for P and D Terms
and the

2

P Bound State

3P term
Configuration
1
2 1
4 3
[(Is)2 S(2s)
S(2p) ] P

Coefficient

[(Is) 2 1 S(2s )1 2 S (2p )4 4 P(3d)1]3P

-0.04197448

[(Is) 2 1 S(2s )1 2 S (2p )4 2 D(3d)1]3P

-0.08630548

I d s ) 2 1 S(2s )1 2 S(2p )4 2P (3d)L]3P

0.05086125

Eigenenergy

-0.99408382

-74.84532224

3D term
Configuration
[ (Is) 2

1

S (2s)

2

Coefficient

1 S(2p)4]1D

-0.99428026

[(Is) 2 1 S(2s )1 2 S (2p )4 2 D(3d)1]1D
[(Is) 2 1 S( 2 s ) 1 2 S (2p )4 2 P(3d)1]1D

-0.00003347

[(Is) 2 1 S(2 s ) 1 2 S (2p )4 2 S(3d)1]1D

0.00096123

Eigenenergy

0.10679817

-74.7654390

^P bound state
Configuration

Coefficient

[(Is) 2 1 S(2s )2 1 S(2p)5)2P

-0.99593750

[(Is) 2 1 S(2s ) 1 2 S (2p ) 5 3 P(3d)1]2P

-0.04981719

[(Is)2 1S (2s) 1 2 S(2p ) 5 1 P(3d)1]2P

0.07501160

Eigenenergy

-74.675206
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TABLE 2

Expansion Includes

Terms, Exact Resonance

Approximation, and Single Configuration Wave-functions

Collision
Strength
ft(0 ,1 )

^ (0 ,2 )

ft( 1 ,2 )

0.0032

0.00072

0.00115

0.00348

0.0063

0.00249

0.002408

0.008839

0.0317

0.03844

0.02623

0.10709

0.0633

0.09128

0.06245

0.25464

0.1000

0.14834

0.09914

0.40348

Energy
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TABLE 3

Expansion includes

3

P terms.

Each fine structure level

is assigned it's proper energy.
Single Configuration Wave-functions

Collision
Strength
ft(o,i)

ft(0 ,2 )

ft( 1 ,2 )

0.0032

0.00021

0.00072

0.00247

0.0063

0.00127

0.00188

0.00695

0.0317

0.03392

0.02444

0.10226

0.0633

0.08631

0.06046

0.24942

0.1000

0.13973

0.09728

0.39868

Energy
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TABLE 4
Real and Pseudo-state Terms
Exact Resonance Approximation
Single Configuration Wave-functions

Collision
Strength
Energy

fi(0 ,l)

ft(0 ,2 )

«( 1 ,2 )

0.0317

0.00834

0.00932

0.03202

0.1000

0.06156

0.03759

0.16804
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TABLE 5
Expansion includes

3
1
1
P, D, and S terms.

Exact resonance approximation.
Single configuration wave-functions.

Collision
Strength
Energy

n(o,i)

n (0 ,2 )

fl(l,2 )

0.0032

0.00046

0.00143

0.00357

0.0317

0.01421

0.01189

0.04453

0.0633

0.04184

0.02897

0.11570

0.1000

0.07494

0.04943

0.20490
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TABLE 6
Expansion includes

3
1
1
P, D, and S terms.

Fine structure levels are assigned the proper energy values
Single Configuration Wave-functions

Collision
Strength
Energy

ft(o,i)

ft(0 ,2 )

ft(1 ,2 )

0.0032

0.00018

0.00083

0.00274

0.0063

0.00060

0.00230

0.00653

0.0317

0.00409

0.01159

0.03163

0.0633

0.00936

0.01995

0.05702

0 .1 0 0 0

0.07443

0.050150

0.20848
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TABLE 7
Expansion includes

3
1
P and D terms

Each fine-structure level assigned it's proper energy
Multi-configuration wave-functions.

Collision
Strength
Energy

n (0 ,1 )

0 (0 ,2 )

0 (1 ,2 )

0.0032

0.00018

0.00086

0.00307

0.0063

0.00076

0.00191

0.00583

0.0317

0.01680

0.01335

0.05296

0.0633

0.05028

0.03502

0.14414

0. 10 00

0.08845

0.05998

0.24779

APPENDIX I

Ground state configuration of oxygen [(Is)

2

(2s)

Energy level diagram (1)

J=0

D

_J=2

_J=0
_J=1

J=2

Designation

J

Level (A)

2p4

3P

2

0.0

2p4

3P

1

158.5

2p4

3P

0

226.5

2p4 lD

2

15867.7

2p4 1S

0

33792.4
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2

4
(2p) ]
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In order to convert these numbers into Rydbergs use
the following

AE in Rydbergs = ----- —
r1.097 371x10
• au
AE in

=

AX

£•

2x1.097 371x10

(1) "Atomic Energy Levels", ed. Charlotte E. Moore;
Circular 467, Dept, of Commerce, National Bureau of
Standards
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