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Abstract
We introduce a multi-factor stochastic volatility model for commodities that incorporates sea-
sonality and the Samuelson effect. Conditions on the seasonal term under which the corresponding
volatility factor is well-defined are given, and five different specifications of the seasonality pattern
are proposed. We calculate the joint characteristic function of two futures prices for different ma-
turities in the risk-neutral measure. The model is then presented under the physical measure, and
its state-space representation is derived, in order to estimate the parameters with the Kalman filter
for time series of corn, cotton, soybean, sugar and wheat futures from 2007 to 2017. The seasonal
model significantly outperforms the nested non-seasonal model in all five markets, and we show
which seasonality patterns are particularly well-suited in each case. We also confirm the importance
of correctly modelling the Samuelson effect in order to account for futures with different maturities.
Our results are clearly confirmed in a robustness check carried out with an alternative dataset of
constant maturity futures for the same agricultural markets.
Keywords: Agricultural Commodities · Seasonal Commodities · Seasonal Volatility · Stochastic
Volatility · Samuelson Effect · Time-Series Estimation · Kalman Filter
JEL: C63 · C51 · C52 · G13
1 Introduction
Seasonality is a well-known empirical feature of many commodities markets. In the energy sector, among
fossil fuels, natural gas futures curves, and among refined products, gasoline, heating oil and fuel oil
futures curves all typically display seasonality. In the agricultural sector, almost all futures curves show
seasonality due to harvest times and the seasons of the year.
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It is important to distinguish from the outset between two types of seasonality: seasonality of futures
prices and seasonality of volatility of futures prices.
Regarding seasonality of prices, consider agricultural commodities such as corn, soybeans and wheat.
These tend to be in low supply in the months preceding the harvest, and in high supply after the harvest
in summer. This typically leads to relatively high futures prices of contracts with delivery months in late
winter or spring, and low prices of futures contracts with delivery months in the summer or early fall.
Therefore, when the prices of these contracts are plotted as a function of their maturity, they tend to
rise and fall with the maturity in some seasonal way. In other words, the futures curve shows seasonality.
However, the price of an individual futures contract with a given maturity should not rise and fall over
time in any kind of seasonal way: indeed, such a behaviour would lead to easy arbitrage opportunities.
Regarding seasonality of volatility, the situation is different in the sense that now an individual futures
contract, with fixed maturity, tends to go through phases of relatively high or low volatility according to
a seasonal pattern. To take again the example of agricultural commodities, the weather in the months
leading up to the harvest has a direct impact on its quality and quantity, and futures prices can fluctuate
strongly as forecasts for the new crop change. In contrast to this, weather patterns in winter tend to be
of minor consequence for the harvest, and futures prices tend to fluctuate less strongly.
It follows from these empirical observations that for commodity models, seasonality is usually only
an issue for the volatility, but not for the futures price itself. Mathematically, individual futures prices
are modelled as martingales in the risk-neutral measure, and martingales do not have a tendency to rise
or fall in a pre-determined way. Clark (2014) and Roncoroni et al. (2015) give general discussions and
numerous examples of seasonality in various commodities markets.
Traditionally, there are two approaches to modelling the prices of futures contacts: futures-based
models and spot-based models. An advantage of futures-based models is that since the futures price
curve is an input of the model, any arbitrage-free shape of the initial futures curve can be accommodated,
including any type of seasonality. In contrast, a first step for spot-based models is to make them fit the
initial futures curve, which uses up model parameters and doesn’t necessarily lead to satisfactory results.
Sørensen (2002) studies the modelling of seasonality in corn, soybean and wheat futures markets.
Analysis of a large data set of CBOT futures prices data from 1972 to 1997 confirms clearly that fu-
tures prices exhibit a seasonality. Another feature that is suggested by the data is seasonal behaviour
of the futures price volatilities. In this vein, Richter and Sørensen (2002) propose a model for the spot
price of soybeans based on seasonal stochastic volatility. Geman and Nguyen (2005) also introduce a
spot-based model for soybean prices with seasonality both for the price level and the (possibly stochas-
tic) volatility level. Back et al. (2013) analyze data from corn, soybean, heating oil and natural gas
markets and compare various spot-based models with deterministic seasonal volatility. They conclude
that a volatility with seasonality is an important feature when valuing options on futures in these mar-
kets. Arismendi et al. (2016) also study a futures-based model with seasonal stochastic volatility, which
is based on the Heston (1993) stochastic volatility model with deterministic, seasonal mean-reversion
level in the square-root process followed by the variance. Schmitz et al. (2013) study calendar spread
options in agricultural grain markets relying on a joint Heston model for the two underlying futures
contracts. These two contracts share the same variance process, which has a constant mean-reversion
level, and therefore does not display seasonality. In the context of interest rates, the Cox et al. (1985)
(CIR) model has been extended to time-dependent parameters by Maghsoodi (1996), and the Heston
(1993) model with time-dependent parameters, including the correlation between the spot price and its
variance, has been studied by Benhamou et al. (2010). Let us also note that in the context of electricity
markets, Lucia and Schwartz (2002) give a detailed justification of the choice of seasonality function, as
do Geman and Roncoroni (2006).
In parallel to his remark about seasonality in futures prices, Sørensen (2002) confirms the Samuelson
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(1965) hypothesis that “the variations of distant maturity futures are lower than nearby futures prices.”
We call this pattern the Samuelson effect. Popular futures-based models that incorporate this effect
are those of Clewlow and Strickland (1999a,b). The volatility functions used in these models are deter-
ministic. Schneider and Tavin (2018) extend the multi-factor model of Clewlow and Strickland (1999b)
to incorporate stochastic volatility. Not only is stochastic volatility an incontestible empirical feature
of prices in futures markets, its inclusion also allows to calibrate the model to option volatility smiles
and skews typically seen in futures option markets. In agricultural markets, a reflection of stochastic
volatility is the introduction in 2011 and 2012 of three volatility indices on the CBOE/CBOT: the Corn
Volatility Index (CIV), Soybean Volatility Index (SIV), and the Wheat Volatility Index (WIV).
In this paper, we extend the model introduced in Schneider and Tavin (2018) to incorporate sea-
sonal trends in the stochastic variance processes. To achieve this, we begin in Section 2 by studying
the mathematical conditions to impose on the seasonality function to guarantee that the generalized
Cox-Ingersoll-Ross (CIR) process of Cox et al. (1985) retains important features, such as existence and
uniqueness of a strong solution, and positivity. These conditions appear to be not only interesting from
a theoretical point of view, but also useful in practice: different markets may need to be modelled with
different seasonality patterns for the volatility, and we therefore propose five seasonality patterns.
We then introduce the model with seasonal volatility in Section 3 in the risk-neutral measure and
show how, by an extension of the results in Schneider and Tavin (2018), the joint characteristic function
(c.f.) of the log-returns of two futures prices can be obtained. It turns out that the Riccati ordinary
differential equation (ODE) for the first function A is not affected, and only the integral ODE for the
second function B depends on the time-dependent, deterministic mean-reversion level and is altered.
Therefore, the same closed-form solution for A as in Schneider and Tavin (2018) can be used. With the
joint c.f. at hand, European options and calendar spread options on futures can be priced easily and
rapidly. We conclude the section by introducing market prices of risk and presenting the model in the
physical measure.
In Section 4, we give a state-space representation of the model in order for it to be used together with
the Kalman filter. When the observed time-series are futures prices or returns, the model is conditionally
Gaussian and fits into the classical Kalman filter setup, and the log-likelihood function for a given set of
model parameters is readily evaluated.
In Section 5 we present our data for corn, cotton, soybean, sugar and wheat futures contracts. Since
our focus is also on the Samuelson effect, we include all available liquid maturities in our sample, which
span roughly two years from the nearby contract to the last one. We then estimate five seasonal versions
and the non-seasonal version of our model in these agricultural markets. We see that the seasonal model
significantly outperforms the nested non-seasonal model in all five markets, and show which seasonality
patterns are particularly well-suited for each market. Also, the importance of correctly modelling the
Samuelson effect in order to account for futures with different maturities is clearly confirmed by our
results.
In order to test the robustness of our results, we have carried out a second parameter estimation
based on constant-maturity returns series calculated from the same futures data. This approach has
been proposed by Galai (1979) for building an index for call options, and by Alexander and Korovilas
(2013) in the context of VIX futures. The results obtained with this alternative dataset clearly confirm
that our estimations are robust with respect to which type of time series - concatenated or constant-
maturity - we use.
Section 6 concludes, Appendices A, B and C contain proofs and auxiliary results, and Appendix D
contains our estimation results for the constant-maturity futures series.
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2 Seasonal Stochastic Volatility
2.1 The CIR Process with Time-Dependent Drift
To our knowledge, Hull and White (1990) were the first to consider extending the Cox et al. (1985)
(CIR) interest rate model to time-dependent coefficients. They conclude that in this general case, it is
no longer possible to obtain European bond option prices analytically. Maghsoodi (1996) also studies
the “extended” CIR process in which the parameters κ, θ and σ are time-dependent and finds, under
certain conditions, the unique strong solution to the SDE describing the evolution of the process.
In the context of the Heston (1993) stochastic volatility model, the CIR process represents the variance
process of a stock price or foreign-exchange rate. Benhamou et al. (2010) study the “time dependent
Heston model” and derive analytical formulas approximating European option prices. In their setup, the
mean-reversion parameter κ is constant, but the parameters θ, σ and ρ (giving the correlation between
the stock price, or foreign-exchange rate, and its variance) are all allowed to vary with time t.
In the model introduced here, we only let the mean-reversion level given by θ depend on time, while
the other parameters κ > 0 and σ > 0 (and later also ρ) remain constant.
Let (Ω,A,P,F) be a filtered probability space, and let B = (Bt)t≥0 be a Brownian motion on this
space. Let T = {ti, i = 1, ...} be a set of times having only finitely many points in every bounded interval,
and let Z = {0 ≤ t1 < t2 < ... < ti < ...} be the partition of R
+
0 defined by T . Finally, let the seasonality
function θ : R+0 → R
+ be piecewise continuous with respect to Z, and assume that it is bounded from
below and above by positive constants θmin and θmax.
We will compare two processes v (seasonal) and v˜ (non-seasonal), which are given, respectively, by
the SDEs
dv(t) = κ (θ(t) − v(t)) dt+ σ
√
v(t)dB(t), (1)
dv˜(t) = κ (θmin − v˜(t)) dt+ σ
√
v˜(t)dB(t), (2)
with identical parameters κ > 0, σ > 0 and initial conditions 0 < v˜(0) = v˜0 ≤ v(0) = v0.
It is well known that (2) has a unique strong solution. The following result describes the solution to
(1).
Proposition 2.1 Assume that the seasonality function θ is piecewise continuous w.r.t. the partition Z
of R+0 , and bounded by positive constants θmin and θmax, i.e. for all t ≥ 0, 0 < θmin ≤ θ(t) ≤ θmax. Let
the processes v and v˜ be given by (1) and (2), respectively. Then:
(i). The process (1) has a unique strong solution with continuous sample paths.
(ii). P [v˜t ≤ vt, ∀t ≥ 0] = 1.
(iii). If the Feller condition σ2 < 2κθmin is satisfied for θmin, then the process v is strictly positive.
We prove this result in Appendix A.
Note that if the Feller condition is violated, then v˜ can possibly reach 0, but it still cannot become
negative. The piecewise continuity condition on θ means that discontinuous specifications of the mean-
reversion level pose no problems.
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2.2 Seasonality Functions
We present five types of seasonality functions θ that can be used as parametric forms to model seasonal
variations of the volatility. These functions are parametric and work with three parameters: a, b and t0.
The parameter a determines the basic volatility level, b the magnitude of the seasonality pattern, and t0
the time of the year when the volatility reaches its maximum.
The various seasonality patterns will allow for greater flexibility in fitting given futures markets, since
the reasons underpinning the seasonality phenomena in volatility may vary from one market to another.
The first two patterns considered below are smooth and are based on the sine-function. The three others
have points of non-differentiability or discontinuity, and may be used to represent a less regular evolution
of the volatility.
(i). The sinusoidal pattern is given, with a ≥ b > 0 and t0 ∈ [0, 1[, by
θ(t) = a+ b cos (2pi (t− t0)). (3)
(ii). The exponential-sinusoidal pattern is given, with a, b > 0 and t0 ∈ [0, 1[, by
θ(t) = aeb cos (2pi(t−t0)). (4)
This parametric form for θ is used in Arismendi et al. (2016).
(iii). The sawtooth pattern is given, with a, b > 0 and t0 ∈ [0, 1[, by
θ(t) = a+ b (t− t0 − ⌊t− t0⌋) , (5)
where ⌊.⌋ denotes the floor function.
(iv). The triangle pattern is given, with a, b > 0 and t0 ∈ [0, 1[, by
θ(t) = a+ b
∣∣∣∣12 − (t− t0 − ⌊t− t0⌋)
∣∣∣∣ . (6)
(v). The spiked pattern is given, with a, b > 0 and t0 ∈ [0, 1[, by
θ(t) = a+ b
(
2
1 + |sin(pi(t− t0))|
− 1
)2
. (7)
This parametric form for θ can be found in Geman and Roncoroni (2006), where it is used to model
the time-varying intensity of a jump process.
Figure 1 presents the plots of these seasonal patterns with t0 =
7
12 .
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Figure 1: Examples of seasonal patterns of θ(t) as defined in equations (3) - (7), with t0 =
7
12 . Upper left :
sinusoidal pattern (a = 0.25, b = 0.15). Upper right : exponential-sinusoidal pattern (a = 0.20, b = 0.68).
Center left : sawtooth pattern (a = 0.10, b = 0.30). Center right : triangle pattern (a = 0.10, b = 0.60).
Lower : spiked pattern (a = 0.10, b = 0.30).
The exponential-sinusoidal pattern (4) is a popular choice in commodity modelling, as it is smooth
and highly tractable from a numerical point of view. In contrast to the sinusoidal pattern (3), it is
always strictly positive. A more subtle advantage over (3) could be that relatively speaking, due to the
convexity of the exponential function, it “spends more time” at low levels and “less time” at high levels,
and that this property reflects the behaviour of the volatility more realistically. The extreme case of
such behaviour is the spiked pattern; however, this seasonality function is not everywhere differentiable.
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The sawtooth pattern (5) is an example of the volatility gradually increasing before the harvest, and
then dropping on the harvest date before the new crop is sown or planted. In Section 5, we carry out a
statistical comparison of these seasonal volatility specifications and see which ones are best suited for a
given agricultural futures market.
In the following section, we will encounter integral transforms θˆ of θ in several expressions such as
the characteristic function. For T > 0 and λ ∈ R, θˆ is given by
θˆT (λ) =
∫ T
0
θ(t)eλtdt. (8)
In Appendix C we give closed-form expressions of θˆT for three of the above seasonality functions.
3 Modelling Commodity Futures with Seasonal Stochastic
Volatility and the Samuelson Effect
3.1 The Model in the Risk-Neutral Measure Q
We begin by giving a mathematical description of our model under the risk-neutral measure Q. Let
n ≥ 1 be an integer, and let BQ1 , ..., B
Q
2n be Brownian motions under Q. Let Tm be the maturity of
a given futures contract. The futures price F (t, Tm) at time t, 0 ≤ t ≤ Tm, is assumed to follow the
stochastic differential equation (SDE)
dF (t, Tm) = F (t, Tm)
n∑
j=1
e−λj(Tm−t)
√
vj(t)dB
Q
j (t), F (0, Tm) = Fm,0 > 0. (9)
The processes vj , j = 1, ..., n, are stochastic variance processes with time-dependent seasonal mean-
reversion level assumed to follow the SDE
dvj(t) = κj (θj(t)− vj(t)) dt+ σj
√
vj(t)dB
Q
n+j(t), vj(0) = vj,0 > 0. (10)
Various possibilities of the specification of the seasonal mean-reversion level functions θj : R
+
0 → R
+
are presented and discussed in Section 2.2. Note that the initial futures curve F (0, Tm),m = 1, 2, ...,
is exogenous in our model and can therefore accommodate any seasonal pattern shown by the futures
prices.
For the correlations, we assume
〈dBQj (t), dB
Q
n+j(t)〉 = ρjdt,−1 < ρj < 1, j = 1, ..., n, (11)
and that otherwise the Brownian motions BQj , B
Q
k , k 6= j, j + n, are independent of each other. As we
will see, this assumption has as a consequence that the characteristic function factors into n separate
expectations, and thus keeps the model analytically tractable.
For fixed Tm, the futures log-price lnF (t, Tm) under Q follows the SDE
d lnF (t, Tm) =
n∑
j=1
(
e−λj(Tm−t)
√
vj(t)dB
Q
j (t)−
1
2
e−2λj(Tm−t)vj(t)dt
)
, lnF (0, Tm) = lnFm,0. (12)
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Integrating (12) from time 0 up to a time T, T ≤ Tm, gives
lnF (T, Tm)− lnF (0, Tm) =
n∑
j=1
∫ T
0
e−λj(Tm−t)
√
vj(t)dB
Q
j (t)−
1
2
n∑
j=1
∫ T
0
e−2λj(Tm−t)vj(t)dt. (13)
We define the log-return between times 0 and T of a futures contract with maturity Tm as
Xm(T ) := ln
(
F (T, Tm)
F (0, Tm)
)
.
3.2 The Joint Characteristic Function
In financial applications such as option pricing, the joint characteristic function φ of two log-returns
X1(T ), X2(T ) plays an important role. For u = (u1, u2) ∈ C2, φ is given by
φ(u) = φ(u;T, T1, T2) = E
Q
[
exp
(
i
2∑
k=1
ukXk(T )
)]
. (14)
The joint characteristic function Φ of the futures log-prices lnF (T, T1), lnF (T, T2) is then given by
Φ(u) = exp
(
i
2∑
k=1
uk lnF (0, Tk)
)
· φ(u). (15)
Note that futures prices in our model are not mean-reverting, and that the log-price lnF (t, Tm) at time
t and the log-return lnF (T, Tm)− lnF (t, Tm) are independent random variables.
In the following proposition, we show how the joint characteristic function φ, and therefore also the
single characteristic function φ1, is given by a system of two ordinary differential equations (ODE).
Proposition 3.1 The joint characteristic function φ at time T ≤ T1, T2 for the log-returnsX1(T ), X2(T )
of two futures contracts with maturities T1, T2 is given by
φ(u) = φ(u;T, T1, T2)
=
n∏
j=1
exp
(
−i
ρj
σj
fj,1(u, 0)
(
vj(0) + κj θˆj,T
))
exp (Aj(0, T )vj(0) +Bj(0, T )) ,
where
fj,1(u, t) =
2∑
k=1
uke
−λj(Tk−t), fj,2(u, t) =
2∑
k=1
uke
−2λj(Tk−t),
qj(u, t) = iρj
κj − λj
σj
fj,1(u, t)−
1
2
(1− ρ2j)f
2
j,1(u, t)−
1
2
ifj,2(u, t),
θˆj,T =
∫ T
0
θj(t)e
λj tdt,
and the functions Aj : (t, T ) 7→ Aj(t, T ) and Bj : (t, T ) 7→ Bj(t, T ) satisfy the two differential equations
∂Aj
∂t
− κjAj +
1
2
σ2jA
2
j + qj = 0,
∂Bj
∂t
+ κjθj(t)Aj = 0,
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with Aj(T, T ) = i
ρj
σj
fj,1(u, T ), Bj(T, T ) = 0.
The single characteristic function φ1 at time T ≤ T1 for the log-return X1(T ) of a futures contract
with maturity T1 is given by setting u2 = 0 in the joint characteristic function.
We prove this result in Appendix B.
Note that the Riccati ODE for the functions A does not depend on θ. Therefore, the same closed-form
solution for A as in Schneider and Tavin (2018) can be used. Of course, if θ is a constant function, then
the joint characteristic function given above is identical to the one given there.
Note also that the integrals θˆj,T only depend on the specification of the seasonality functions θj and
the maturity T , but not on u. Therefore, their value can be calculated once and then stored, avoiding
recalculations during repeated calls to the characteristic function.
3.3 Option Pricing
European options on futures contracts can be priced using the Fourier inversion technique as described in
Heston (1993) and Bakshi and Madan (2000). Let K denote the strike and T the maturity of a European
call option on a futures contract F with maturity Tm ≥ T . The function needed for this technique is the
single characteristic function Φ1 of the futures log-price lnF (T, Tm), given by Φ1(u) = e
iu lnF (0,Tm)φ1(u),
with φ1(u) obtained from Proposition 3.1. European put options can be priced via put-call parity
C − P = e−rT (F (0, T1)−K).
Calendar spread options are also popular in agricultural markets. Their payoff depends on the
price difference of two futures contracts on the same commodity, but with different maturities T1 and
T2. Caldana and Fusai (2013) propose a risk-neutral valuation formula in case the joint characteristic
function Φ of the two underlying futures contracts is known. The formula is given in terms of a one-
dimensional Fourier inversion, and can be used easily and efficiently with the multi-factor model presented
here.
3.4 The Model in the Physical Measure P
In order to present the model under the physical measure P, we follow the “completely affine” spec-
ification of Casassus and Collin-Dufresne (2005). This setup is also used in Doran and Ronn (2008),
Trolle and Schwartz (2009), and Chiarella et al. (2013). The market price of futures price risk and the
market price of volatility risk are given by
dBPj (t) = dB
Q
j (t)− pi
F
j
√
vj(t)dt, (16)
dBPn+j(t) = dB
Q
n+j(t)− pi
v
j
√
vj(t)dt, (17)
for parameters piFj , pi
v
j , j = 1, . . . , n.
For fixed Tm, the futures price F (t, Tm) under P follows the SDE
dF (t, Tm) = F (t, Tm)
n∑
j=1
e−λj(Tm−t)
√
vj(t)dB
Q
j (t) (18)
= F (t, Tm)

 n∑
j=1
piFj e
−λj(Tm−t)vj(t)dt+ e
−λj(Tm−t)
√
vj(t)dB
P
j (t)

 , (19)
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and the variance process vj follows the SDE
dvj(t) = κj (θj(t)− vj(t)) dt+ σj
√
vj(t)dB
Q
n+j(t) (20)
=
(
κj (θj(t)− vj(t)) + σjpi
v
j vj(t)
)
dt+ σj
√
vj(t)dB
P
n+j(t). (21)
The futures log-price lnF (t, Tm) under P follows the SDE
d lnF (t, Tm) =
n∑
j=1
(
e−λj(Tm−t)piFj vj(t)dt+ e
−λj(Tm−t)
√
vj(t)dB
P
j (t)−
1
2
e−2λj(Tm−t)vj(t)dt
)
, (22)
lnF (0, Tm) = lnFm,0.
Integrating (22) from time 0 up to a time T, T ≤ Tm, gives
lnF (T, Tm)− lnF (0, Tm) =
n∑
j=1
piFj
∫ T
0
e−λj(Tm−t)vj(t)dt (23)
+
n∑
j=1
∫ T
0
e−λj(Tm−t)
√
vj(t)dB
P
j (t)−
1
2
n∑
j=1
∫ T
0
e−2λj(Tm−t)vj(t)dt.
4 State-Space Representation of the Model
4.1 The State Variables
In this section, we present our model in state-space form, so that we can run the Kalman filter and
estimate the model’s parameters by maximising the log-likelihood function. We express the observed
log-futures prices as functions of a set of state variables and a vector of model parameters. Our approach
is similar to that of Chiarella et al. (2013), and our notation follows Tsay (2010). We give the state-space
representation here in general for the n-factor model; however, in our empirical study in Section 5 we
will use the 1-factor model.
The model with n factors is parameterized by a vector of 8n parameters denoted by Ψ = (Ψ1, . . . ,Ψn),
where
Ψj = (λj , κj , σj , ρj , vj,0, aj , bj , tj,0) , j = 1, . . . , n.
From equation (23) we have
lnF (t, Tm)− lnF (0, Tm) =
n∑
j=1
piFj
∫ t
0
e−λj(Tm−s)vj(s)ds (24)
+
n∑
j=1
∫ t
0
e−λj(Tm−s)
√
vj(s)dB
P
j (s)−
1
2
n∑
j=1
∫ t
0
e−2λj(Tm−s)vj(s)ds.
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We define our state variables, for j = 1, . . . , n, as
s1,j(t) :=
∫ t
0
e−λj(t−s)
√
vj(s)dB
Q
j (s)
= piFj
∫ t
0
e−λj(t−s)vj(s)ds+
∫ t
0
e−λj(t−s)
√
vj(s)dB
P
j (s),
s2,j(t) :=
∫ t
0
e−2λj(t−s)vj(s)ds,
s3,j(t) := vj(t) = s3,j(0) + κj
∫ t
0
θj(s)− s3,j(s)ds+ σj
∫ t
0
√
s3,j(s)dB
Q
n+j(s)
= s3,j(0) + κj
∫ t
0
θj(s)− s3,j(s)ds+ σjpi
v
j
∫ t
0
s3,j(s)ds+ σj
∫ t
0
√
s3,j(s)dB
P
n+j(s)
The dynamics of the state variables are then given by
ds1,j(t) = −λjs1,j(t)dt+
√
s3,j(t)dB
Q
j (t)
= −λjs1,j(t)dt+ pi
F
j s3,j(t)dt+
√
s3,j(t)dB
P
j (t), (25)
ds2,j(t) = −2λjs2,j(t)dt + s3,j(t)dt, (26)
ds3,j(t) = κj (θj(t)− s3,j(t)) dt+ σj
√
s3,j(t)dB
Q
n+j(t)
=
(
κj (θj(t)− s3,j(t)) + σjpi
v
j s3,j(t)
)
dt+ σj
√
s3,j(t)dB
P
n+j(t). (27)
We can express the futures log-price (24) as a linear function of the first two state variables
lnF (t, Tm) = lnF (0, Tm) +
n∑
j=1
e−λj(Tm−t)s1,j(t)−
1
2
n∑
j=1
e−2λj(Tm−t)s2,j(t).
For notational simplicity, we focus one the 1-factor model from here on, but it is straightforward to
extend these results to the general n-factor case. At time t, the vector of state variables is given by
st =

 s1(t)s2(t)
s3(t)

 .
4.2 Transition and Measurement Equations
The transition (or state) equation in discrete time is given by the Euler discretisation scheme of equations
(25), (26) and (27) as
st+△t = dt + Ttst +Rtηt, (28)
with ηt ∼ N (0, Qt). where
dt =

 00
κθ(t)△t

 , Tt =

 1− λ△t 0 piF△t0 1− 2λ△t △t
0 0 1− (κ− σpiv)△t

 ,
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Rt =
√
s3(t)

 1 00 0
0 σ

 , Qt =
(
△t ρ△t
ρ△t △t
)
.
Note that the vector dt depends on the function θ and is therefore time-dependent, and the matrix Rt
depends on the current volatility
√
s3(t) =
√
v(t) and is state-dependent.
The measurement (or observation) equation provides the link between the observable quantities and
the state variables. The measurement equation for futures market data of size k is
yt = ct + Ztst + et, (29)
with et ∼ N (0, Ht), where Ht is the covariance matrix of the measurement error et,
yt =


lnF (t, Tm1)
...
lnF (t, Tmk)

 , ct =


lnF (0, Tm1)
...
lnF (0, Tmk)

 , (30)
Zt =


e−λ(Tm1−t) − 12e
−2λ(Tm1−t) 0
...
...
...
e−λ(Tmk−t) − 12e
−2λ(Tmk−t) 0

 . (31)
Alternatively, instead of working with the futures log-prices yt of equation (30), we can work with
futures log-returns
yˆt =


lnF (t, Tm1)− lnF (t−△t, Tm1)
...
lnF (t, Tmk)− lnF (t−△t, Tmk)

 . (32)
In this case, the first two 1’s on the diagonal of the transition matrix Tt in (28) need to be removed, and
the vector ct in (29) is set to zero for all t.
4.3 The Log-Likelihood Function
The conditional probability density function is used to write the joint density function as
L(y; Ψ) =
T∏
t=1
p(yt|Ft−1),
where p(yt|Ft−1) denotes the distribution of yt given Ft−1 := {y1, ..., yt−1}. The log-likelihood function
lnL can be written in terms of the filter variables as
lnL(y; Ψ) = −
kT
2
ln 2pi −
1
2
T∑
t=1
ln |Vt| −
1
2
T∑
t=1
v′tV
−1
t vt,
where T is the length of the time series, k the number of observed prices or returns at each time-step,
vt := yt− yt|t−1 the 1-step ahead forecast error of yt given Ft−1, and Vt := Var(vt|Ft−1) = Var(vt) is the
covariance matrix of the error vt.
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5 Model Estimation with the Kalman Filter
5.1 Description of the Datasets
In this section we consider five agricultural commodities: corn, cotton, soybeans, sugar and wheat. For
each commodity we work with a data set spanning ten years of daily futures prices, from 1 November
2007 to 13 November 2017. The contracts are corn futures traded on CBOT, cotton No. 2 futures traded
on ICE, soybean futures traded on CBOT, sugar No. 11 futures traded on ICE, and Chicago SRW wheat
futures traded on the CBOT. These contracts are all for physical delivery. For corn, cotton and wheat
we have ten contracts with expiries from 2 months to 2 years. For soybeans we have thirteen contracts
with expiries from 2 months to 2 years. For sugar we have seven contracts with expiries from 2 months
to 1.75 years. These data sets have all been obtained from Thomson Reuters Eikon. The codes to access
the data (RIC) are Cc1, . . . , Cc10 for corn, CTc1, . . . , CT c10 for cotton, Sc1, . . . , Sc13 for soybeans,
Y Oc1, . . . , Y Oc7 for sugar , and Wc1, . . . ,Wc10 for wheat. The corresponding traded contracts are for
the following calendar months: corn (C) and wheat (W): MAR, MAY, JUL, SEP, DEC; cotton (CT):
MAR, MAY, JUL, OCT, DEC; soybean (S): JAN, MAR, MAY, JUL, AUG, SEP, NOV; sugar (YO):
MAR, MAY, JUL, OCT.
Table 1 summarizes the characteristics of our data sets, including, for each commodity, the minimum,
maximum and average prices and the average volatility of the contracts. Figure 2 plots, for each com-
modity, the time series of prices for the contracts with the shortest and longest expiries as well as the
corresponding log-returns. Our data sets start with a period of high volatility, corresponding approxi-
mately to the first two years, and each market has moved between contango and backwardation during
the whole ten years. It can be seen that the volatility of the futures with the longest expiry is lower
than that of the futures with the shortest expiry, which is in line with the Samuelson effect. The average
volatilities computed over the ten years of data are rather similar for each commodity and roughly equal
to 25%.
In Table 2 we report the average volatility of each futures series in our sample. As the time to expiry
increases, the average volatility of the futures decreases. This behaviour can be clearly observed for
all five commodities, and nicely displays the Samuelson effect found in our datasets. It is also a way to
gauge its magnitude: for corn and wheat, the volatility of the last contract is about eight to ten volatility
points below the volatility of the front contract; for soybeans, this difference is only around six points;
however, for cotton it almost reaches twelve points, and for sugar almost fifteen. Therefore, from this
first analysis, we can expect the values found for the volatility damping parameter λ when estimating
our models to be lower for soybeans and higher for cotton and sugar.
In Table 3 we report the average volatility per calendar month for the first futures contract for each
commodity. In addition, we identify the two calendar months with the highest volatilities. For corn,
cotton and soybeans, we can see that there are two consecutive months during which the volatility is
higher: June and July for corn and cotton, and August and September for soybeans. During these two
months, the volatility is approximately five points higher than the average volatility across the other
calendar months, which provides evidence for the existence of a seasonal behaviour of the volatility for
the first contract. For sugar and wheat, the results are less clear, as the two calendar months with the
highest volatilities are not consecutive: March and October for sugar, and March and June for wheat.
We therefore expect the magnitude of the seasonal component in the model to be greater for corn, cotton
and soybeans than for sugar and wheat. In terms of when the volatility peaks, we expect t0 to be slightly
sooner for corn and cotton, and later for soybeans. For sugar and wheat, it is less easy to draw an a
priori conclusion.
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Name dates start date end date futures min price max price avg price avg vol.
Corn 2529 01/11/07 13/11/17 10 293.50 838.75 485.16 25.07%
Cotton 2528 01/11/07 13/11/17 10 39.14 215.15 77.16 23.24%
Soybeans 2529 01/11/07 13/11/17 13 783.50 1771.00 1120.96 21.53%
Sugar 2528 01/11/07 13/11/17 7 0.10 0.35 0.18 27.43%
Wheat 2529 01/11/07 13/11/17 10 361.00 1282.50 656.46 27.55%
Table 1: Description of the datasets (Name, number of dates, start and end, number of futures, min/max
and average prices, average volatility). Min/max and average prices, as well as average volatility are
taken across expiries for each commodity.
Contract Corn Cotton Soybeans Sugar Wheat
c1 29.54% 30.33% 25.51% 35.76% 33.44%
c2 28.57% 27.17% 23.72% 31.95% 31.75%
c3 27.63% 26.78% 23.42% 28.75% 30.22%
c4 26.56% 24.88% 22.97% 26.25% 28.77%
c5 25.47% 23.05% 22.43% 24.68% 27.47%
c6 24.48% 21.66% 21.65% 23.18% 26.48%
c7 23.14% 20.53% 20.96% 21.42% 25.55%
c8 22.25% 20.01% 20.51% − 24.58%
c9 21.64% 19.21% 20.19% − 24.02%
c10 21.45% 18.75% 19.85% − 23.25%
c11 − − 19.73% − −
c12 − − 19.51% − −
c13 − − 19.32% − −
Table 2: Average volatilities for each futures contract of our dataset.
Calendar month Corn Cotton Soybeans Sugar Wheat
Januay 26.52 % 23.96 % 22.91 % 32.39 % 28.97 %
February 19.99 % 24.54 % 18.67 % 34.14 % 31.83 %
March 27.29 % 28.35 % 21.99 % 37.92 % 35.87 %
April 26.70 % 26.02 % 19.53 % 32.72 % 31.92 %
May 25.83 % 28.41 % 20.26 % 32.57 % 29.66 %
June 33.71 % 32.82 % 21.04 % 34.29 % 35.33 %
July 32.62 % 33.99 % 27.03 % 35.73 % 31.31 %
August 29.07 % 25.94 % 28.01 % 30.41 % 34.46 %
Setpember 28.93 % 26.57 % 28.28 % 36.15 % 29.50 %
October 30.05 % 27.82 % 25.37 % 38.25 % 31.32 %
November 25.78 % 29.71 % 22.74 % 30.65 % 27.59 %
December 24.37 % 24.59 % 19.92 % 30.43 % 27.29 %
Table 3: Average volatilities, per calendar month, for the first futures series (c1 ) in our dataset. For
each commodity, the boxes indicate the two calendar months with the highest volatilities.
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5.2 Maximum Likelihood Estimation
We use these data sets to estimate our model with the five seasonality specifications presented in Section
2, as well as the non-seasonal version of the model. In the following, we refer to these six specifications
of seasonality as the models. The methodology we use is a maximum likelihood estimation using the
Kalman filter algorithm to obtain the hidden states as formalized in Section 4. Since we do not include
option prices in our sample, we do not attempt to estimate the market price of volatility risk parameter
piv, and set it equal to zero. The maximization algorithm we use is simulated annealing as described in
Goffe et al. (1994). Our implementation is done in C++ and Matlab. The estimations are performed
with the log-return time series (32). On a roll date the return must be calculated w.r.t. the same
contract, i.e. “diagonally” between two adjacent series. For the new “last” contract rolling into our
sample, we cannot do this and instead set this return to zero.
For each commodity, we have estimated six models, one of which being non-seasonal. Table 4 gathers
the obtained results. For each commodity and model we provide the log-likelihood, the AIC (Akaike
Information Criterion), BIC (Bayesian Information Criterion), the value taken by the statistic D1 of the
first likelihood ratio test (seasonal model versus non-seasonal, see below) and its p-value (non-seasonal
model being the null hypothesis). For these models, we provide the AIC difference (denoted by ∆aic)
and the Akaike weight (denoted by ωi).
In Table 4, we also provide the log-likelihood obtained after estimating the nested versions of the
considered models obtained when setting λ = 0 (nested models without the Samuelson effect), as well as
the value taken by the statistic D2 of the second likelihood ratio test (model with the Samuelson effect
versus model without, see below) and its p-value (model without the Samuelson effect being the null
hypothesis).
In order to rank models according to their performance we rely on the approaches presented in
Burnham and Anderson (2002). The AIC and ∆aic are used to rank the estimated models for each
commodity. The idea is that the best model provides the smallest AIC and that ∆aic allows one to
gauge how far an alternative model is from the best model. Another indicator we compute is the Akaike
weight ωi that can be interpreted as the weight of evidence in favor of model i given the considered data
and set of models. In a Bayesian framework, ωi can be interpreted as the probability that model i is the
best model (in the relative entropy sense) in the given set of models. We refer to Burnham and Anderson
(2002) for further details and properties about AIC differences and Akaike weights.
Table 5 presents, for each commodity, the ranking obtained for the estimated models. It can be noted
that the exp-sinusoidal is always ranked first or second. It suggests that we may choose this seasonality
specification if we were to keep only one out of the five considered (or six if we also count the non-seasonal
specification). It can also be noted that the non-seasonal model is always ranked sixth, i.e. last, in line
with the conjectured need for a specific modelling of the seasonality.
5.3 Testing for Seasonal Volatility
As the seasonal models have two additional parameters compared to the non-seasonal one, it is important
to check that the obtained increase of likelihood is significant and not due to over-fitting. We perform a
likelihood ratio test in order to investigate further this need for a specific modelling of the seasonality.
This test relies on the statisticD1 defined as twice the difference of log-likelihoods between the alternative
model and the constrained model (non-seasonal in our case). It is defined as
D1 = 2 (lnL(seasonal model)− lnL(non-seasonal model)) . (33)
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D1 follows a χ2 distribution with 2 degrees of freedom. Intuitively, it takes values close to zero
when the additional parameters are not useful, and large values when the additional parameters are
significantly useful to describe the data.
Figure 3 reports, for each commodity, the values taken by the likelihood ratio test statistics D1
computed for each seasonal model. We have also reported the quantiles of the χ2 distribution with 2
degrees of freedom at 99%, 99.9% and 99.99% levels. In summary, a majority of models pass the test at
the 99.99% significance level (21 out of 25), and all of them pass it at the 99% significance level. These
results again confirm the need for a specific modelling of the seasonality in the considered markets.
As an aside, note that wheat is the commodity for which we obtained the smallest D1 values. As
conjectured in Section 5.1, this indicates that the seasonality of volatility has a lower magnitude in this
market when compared to the others. Nevertheless, the statistical test still confirms the usefulness of a
seasonal model for wheat.
5.4 Testing for the Samuelson Effect
We conduct a similar likelihood ratio test for the parameter λ, which determines the strength of the
Samuelson effect. The idea is to check that this parameter is significant in the seasonal specification.
This test relies on the statisticD2 defined as twice the difference of log-likelihoods between the alternative
model and the constrained model obtained by setting λ = 0. It is defined as
D2 = 2 (lnL(model with Samuelson effect)− lnL(model with λ = 0)) . (34)
D2 follows a χ2 distribution with 1 degree of freedom. Again, it takes values close to zero when the
damping factor controlling the Samuelson effect is not useful, and large values when the parameter λ is
significantly useful to describe the data.
Values taken by D2, as well as the corresponding p-values, are reported in Table 4. For the considered
commodities, the parameter λ is always found to be significant in the specification of the model (at the
99.99% level). These results confirm the importance played by the Samuelson effect in order to properly
describe the behavior of volatility in these markets.
5.5 The Filtered Variance
Figure 4 plots, for each commodity, the time series of the third state variable v(t) as well as the seasonal
component θ(t), both obtained with the best performing model as identified in Table 5. For corn, cotton
and soybeans, the seasonal behavior of v(t) can easily be identified on the corresponding graphs. For
sugar and wheat, the seasonal behavior is slightly more difficult to identify.
5.6 The Estimated Parameters
Tables 6, 7, 8, 9 and 10 gather, for the six considered models, the estimated parameters for corn, cotton,
soybeans, sugar and wheat, respectively. For each parameter and model we provide the estimated value
as well as the corresponding value transformed in R and the standard error of the estimation (standard
deviation with respect to the parameter in R).
For each commodity, the estimation of the parameter λ is rather stable across models. This parameter
drives the magnitude of the Samuelson effect in our specification. We find it to be higher for sugar
16
(approx. 0.28) and lower for soybeans (approx. 0.13). For corn, cotton, and wheat, we find is to be
around 0.21. These differences in terms of the value of λ are in line with the differences in terms of the
magnitude of the Samuelson effect conjectured in Section 5.1 based on the results shown in Table 2.
The estimations we performed also yield estimates for the market prices of futures price risk. We find
this market price of risk to be clearly positive for corn, soybeans, sugar and wheat, and close to zero for
cotton.
For the seasonal component, the estimates of the parameter t0 are found to be higher for soybeans
than for corn and cotton. For corn and cotton these estimates have similar values. These two remarks
are in line with the comments made in Section 5.1 based on results in Table 3.
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Figure 2: Time series of futures prices and log-returns for each commodity. From top to bottom: Corn,
Cotton, Soybeans, Sugar and Wheat. Left column: prices of the futures with the shortest (blue) and
longest (red) expiries. Center column: log-returns of the contract with the shortest expiry. Right column:
log-returns of the futures with the longest expiry.
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Sinusoidal Exp-sinusoidal Triangle Sawtooth Spiked Non-seasonal
Corn:
LL 102465.71 102484.74 102472.79 102480.13 102484.19 102453.7
AIC −204893.42 −204931.48 −204907.57 −204922.27 −204930.39 −204873.41
BIC −204782.53 −204820.6 −204796.69 −204811.39 −204819.5 −204774.2
D1 (LR test 1) 24.01 62.07 38.16 52.86 60.98 −
p-value (test 1) 0.0000 0.0000 0.0000 0.0000 0.0000 −
∆aic 38.07 0.0000 23.91 9.21 1.1 58.07
ωi 0.0000 0.6463 0.0000 0.0000 0.3537 0.0000
LL w/o λ 100161.49 100175.27 100158.01 100144.85 100173.33 100113.78
D2 (LR test 2) 4608.43 4618.94 4629.55 4670.56 4621.73 4679.84
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Cotton:
LL 92282.69 92283.76 92280.73 92272.13 92296.98 92261.8
AIC −184527.38 −184529.52 −184523.46 −184506.26 −184555.97 −184489.61
BIC −184416.5 −184418.65 −184412.58 −184395.39 −184445.09 −184390.4
D1 (LR test 1) 41.77 43.92 37.85 20.66 70.36 −
p-value (test 1) 0.0000 0.0000 0.0000 0.0000 0.0000 −
∆aic 28.59 26.45 32.51 49.71 0.0000 66.36
ωi 0.0000 0.0000 0.0000 0.0000 1 0.0000
LL w/o λ 91488.25 91497.24 91486.01 91484.56 91512.44 91426.22
D2 (LR test 2) 1588.87 1573.04 1589.43 1575.14 1569.08 1671.16
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Soybeans:
LL 141142.8 141153.78 141142.27 141140.68 141168.86 141128.88
AIC −282241.6 −282263.57 −282240.54 −282237.36 −282293.73 −282217.75
BIC −282113.21 −282135.18 −282112.14 −282108.97 −282165.33 −282101.03
D1 (LR test 1) 27.84 49.82 26.78 23.61 79.97 −
p-value (test 1) 0.0000 0.0000 0.0000 0.0000 0.0000 −
∆aic 52.13 30.16 53.19 56.37 0.0000 75.97
ωi 0.0000 0.0000 0.0000 0.0000 1 0.0000
LL w/o λ 139993.99 140003 140002.22 139995.84 140024.2 139974.08
D2 (LR test 2) 2297.62 2301.57 2280.1 2289.68 2289.32 2309.6
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Sugar:
LL 64438.15 64438.58 64434.82 64433.59 64437.2 64418.96
AIC −128844.31 −128845.15 −128837.64 −128835.17 −128842.39 −128809.91
BIC −128750.94 −128751.78 −128744.27 −128741.8 −128749.02 −128728.22
D1 (LR test 1) 38.39 39.24 31.73 29.26 36.48 −
p-value (test 1) 0.0000 0.0000 0.0000 0.0000 0.0000 −
∆aic 0.85 0.0000 7.51 9.98 2.76 35.24
ωi 0.4059 0.5812 0.0000 0.0000 0.0129 0.0000
LL w/o λ 63326.34 63328.12 63326.64 63324.38 63329.57 63313.15
D2 (LR test 2) 2223.62 2220.92 2216.36 2218.41 2215.26 2211.6
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Wheat:
LL 101640.24 101638.48 101636.36 101638.01 101635.26 101630.6
AIC −203242.47 −203238.96 −203234.71 −203238.03 −203232.51 −203227.2
BIC −203131.59 −203128.07 −203123.83 −203127.14 −203121.63 −203127.99
D1 (LR test 1) 19.27 15.76 11.51 14.83 9.32 −
p-value (test 1) 0.0001 0.0004 0.0032 0.0006 0.0095 −
∆aic 0.0000 3.52 7.76 4.45 9.96 15.27
ωi 0.9979 0.0021 0.0000 0.0001 0.0000 0.0000
LL w/o λ 99162.99 99162.51 99159.02 99152.05 99155.02 99146.93
D2 (LR test 2) 4954.5 4951.93 4954.68 4971.92 4960.47 4967.34
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 4: Summary of the results obtained for each commodity with the considered models: log-likelihood,
Akaike Information Criterion, Bayesian Information Criterion, Statistics D1 and D2 of the likelihood ratio
tests and their p-values, AIC differences ∆aic and Akaike weights ωi.19
Corn: Cotton: Soybeans:
rank ∆aic model rank ∆aic model rank ∆aic model
1 0 Exp-sinusoidal 1 0 Spiked 1 0 Spiked
2 1.1 Spiked 2 26.45 Exp-sinusoidal 2 30.16 Exp-sinusoidal
3 9.21 Sawtooth 3 28.59 Sinusoidal 3 52.13 Sinusoidal
4 23.91 Triangle 4 32.51 Triangle 4 53.19 Triangle
5 38.07 Sinusoidal 5 49.71 Sawtooth 5 56.37 Sawtooth
6 58.07 Non-seasonal 6 66.36 Non-seasonal 6 75.97 Non-seasonal
Sugar: Wheat:
rank ∆aic model rank ∆aic model
1 0 Exp-sinusoidal 1 0 Sinusoidal
2 0.85 Sinusoidal 2 3.52 Exp-sinusoidal
3 2.76 Spiked 3 4.45 Sawtooth
4 7.51 Triangle 4 7.76 Triangle
5 9.98 Sawtooth 5 9.96 Spiked
6 35.24 Non-seasonal 6 15.27 Non-seasonal
Table 5: Ranking of models for each commodity, based on AIC. For each model, the differences with
respect to the smallest AIC, named ∆aic, is provided with the model rank and name.
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Figure 3: Results of the likelihood ratio tests for each commodity: seasonal models versus the non-
seasonal model. Bars represent the values taken by the D statistic of the test and the horizontal lines
correspond to the significance thresholds to reject the (null) hypothesis of a non-seasonal model, at 99%
(green), 99.9% (red) and 99.99% (black) confidence levels. Tested seasonal models are numbered as: 1.
sinusoidal, 2. exp-sinusoidal, 3. triangle, 4. sawtooth and 5. spiked. Upper left : Corn. Upper right :
Cotton. Center left : Soybeans. Center right : Sugar. Lower : Wheat.
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Figure 4: Time series of v(t) (blue) and θ(t) (red) obtained the best model according to Table 5, for
each commodity. Upper left : Corn. Upper right : Cotton. Center left : Soybeans. Center right : Sugar.
Lower : Wheat.
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Sinusoidal Exp-sinusoidal Triangle Sawtooth Spiked Non-seasonal
λ 0.2122 0.2122 0.2113 0.2094 0.2075 0.2122
−1.5503 −1.5503 −1.5543 −1.5634 −1.5727 −1.5504
(0.0134) (0.0135) (0.0136) (0.0138) (0.0138) (0.0135)
piF 2.1940 2.4622 1.9434 3.1085 2.1273 3.0675
2.1940 2.4622 1.9434 3.1085 2.1273 3.0675
(0.1205) (0.1354) (0.1625) (0.0980) (0.1454) (0.1377)
v0 0.0851 0.0925 0.0775 0.1012 0.0796 0.1080
−2.4644 −2.3804 −2.5570 −2.2906 −2.5303 −2.2261
(0.6804) (0.5332) (0.4761) (0.2837) (0.5373) (0.4920)
κ 1.5624 1.4066 1.5300 0.5307 1.4500 0.9043
0.4462 0.3411 0.4252 −0.6336 0.3716 −0.1005
(0.0530) (0.0576) (0.0612) (0.0737) (0.0517) (0.0904)
σ 0.3984 0.3364 0.3528 0.1033 0.3311 0.1579
−0.9202 −1.0894 −1.0418 −2.2700 −1.1054 −1.8456
(0.0851) (0.0943) (0.2152) (0.0875) (0.1380) (0.0881)
ρ −0.0269 −0.0295 −0.0172 −0.0390 −0.0342 0.0639
−0.0422 −0.0463 −0.0270 −0.0614 −0.0538 0.1006
(0.0380) (0.0451) (0.0487) (0.0752) (0.0459) (0.0727)
a 0.0719 0.0364 0.0015 0.0040 0.0124 0.0742
−2.6330 −3.3132 −6.5253 −5.5215 −4.3901 −2.6003
(0.0308) (0.0325) (1.0243) (0.7224) (0.1831) (0.0327)
b 0.0597 1.9290 0.2966 0.1138 0.3948 -
1.7073 0.6570 −1.2154 −2.1734 −0.9294 -
(0.6640) (0.0244) (0.0332) (0.0403) (0.0392) -
t0 0.3120 0.3112 0.3027 0.3546 0.2850 -
−0.6706 −0.6743 −0.7136 −0.4916 −0.8012 -
(0.1057) (0.0784) (0.2101) (0.0762) (0.2818) -
h1 0.0066 0.0066 0.0066 0.0066 0.0066 0.0066
−5.0215 −5.0185 −5.0237 −5.0262 −5.0242 −5.0219
(0.0144) (0.0144) (0.0144) (0.0143) (0.0144) (0.0144)
h2 0.0040 0.0040 0.0040 0.0040 0.0040 0.0040
−5.5154 −5.5148 −5.5176 −5.5170 −5.5193 −5.5157
(0.0149) (0.0149) (0.0149) (0.0149) (0.0149) (0.0149)
h3 0.0027 0.0027 0.0027 0.0027 0.0027 0.0027
−5.9012 −5.9070 −5.9156 −5.9110 −5.9169 −5.9043
(0.0158) (0.0158) (0.0157) (0.0157) (0.0156) (0.0158)
h4 0.0019 0.0019 0.0019 0.0019 0.0019 0.0019
−6.2774 −6.2778 −6.2805 −6.2846 −6.2624 −6.2780
(0.0179) (0.0179) (0.0179) (0.0178) (0.0178) (0.0178)
h5 0.0015 0.0015 0.0015 0.0015 0.0015 0.0015
−6.5067 −6.5097 −6.5100 −6.5146 −6.5042 −6.5069
(0.0203) (0.0203) (0.0203) (0.0203) (0.0203) (0.0203)
. . . 0.0021 0.0021 0.0021 0.0021 0.0021 0.0021
−6.1692 −6.1701 −6.1713 −6.1747 −6.1767 −6.1708
(0.0165) (0.0164) (0.0164) (0.0164) (0.0165) (0.0164)
0.0031 0.0031 0.0030 0.0030 0.0030 0.0030
−5.7924 −5.7918 −5.7961 −5.7965 −5.8039 −5.7937
(0.0150) (0.0150) (0.0149) (0.0149) (0.0149) (0.0150)
0.0038 0.0038 0.0038 0.0038 0.0038 0.0038
−5.5798 −5.5794 −5.5657 −5.5783 −5.5845 −5.5801
(0.0146) (0.0146) (0.0148) (0.0146) (0.0146) (0.0146)
0.0042 0.0043 0.0043 0.0043 0.0042 0.0043
−5.4625 −5.4597 −5.4521 −5.4573 −5.4683 −5.4606
(0.0145) (0.0145) (0.0146) (0.0145) (0.0144) (0.0145)
0.0047 0.0047 0.0047 0.0047 0.0047 0.0047
−5.3582 −5.3585 −5.3637 −5.3595 −5.3707 −5.3599
(0.0144) (0.0143) (0.0143) (0.0143) (0.0142) (0.0143)
Table 6: Estimated parameters for Corn. For each parameter: estimated value in the standard space,
transformed in R and standard error between parenthesis (standard deviation of the estimate in R).
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Sinusoidal Exp-sinusoidal Triangle Sawtooth Spiked Non-seasonal
λ 0.2174 0.2209 0.2200 0.2175 0.2176 0.2191
−1.5258 −1.5098 −1.5142 −1.5256 −1.5251 −1.5184
(0.0207) (0.0203) (0.0205) (0.0209) (0.0209) (0.0208)
piF 0.0001 0.0002 0.0002 0.0003 0.0001 −0.0069
0.0001 0.0002 0.0002 0.0003 0.0001 −0.0069
(0.1644) (0.1644) (0.1778) (0.2043) (0.1927) (0.1877)
v0 0.3535 0.3324 0.3404 0.3492 0.3391 0.3926
−1.0398 −1.1015 −1.0777 −1.0520 −1.0814 −0.9349
(0.0730) (0.0756) (0.0754) (0.0828) (0.0754) (0.0788)
κ 0.7649 0.7953 0.7867 0.8736 0.8119 0.8133
−0.2680 −0.2291 −0.2399 −0.1351 −0.2084 −0.2066
(0.0532) (0.0554) (0.0551) (0.0593) (0.0581) (0.0523)
σ 0.1069 0.1048 0.0925 0.0817 0.0894 0.1145
−2.2356 −2.2553 −2.3804 −2.5046 −2.4148 −2.1669
(0.0928) (0.0940) (0.1028) (0.1176) (0.1027) (0.1402)
ρ 0.7025 0.7222 0.7615 0.7514 0.8206 0.5079
1.9821 2.1439 2.5432 2.4291 3.4533 1.0252
(0.4140) (0.4828) (0.6766) (0.6739) (1.0302) (0.1526)
a 0.0445 0.0360 0.0050 0.0050 0.0050 0.0445
−3.1120 −3.3250 −5.2983 −5.2983 −5.2983 −3.1118
(0.0312) (0.0312) (0.2761) (0.2974) (0.2455) (0.0336)
b 0.0385 1.0461 0.1643 0.0810 0.2785 -
2.2162 0.0451 −1.8063 −2.5135 −1.2782 -
(1.3002) (0.0623) (0.0358) (0.0361) (0.0359) -
t0 0.2927 0.2793 0.3051 0.4251 0.3344 -
−0.7622 −0.8308 −0.7021 −0.2397 −0.5727 -
(0.1933) (0.1943) (0.4005) (0.0612) (0.0486) -
h1 0.0118 0.0117 0.0117 0.0117 0.0117 0.0117
−4.4418 −4.4516 −4.4515 −4.4473 −4.4489 −4.4486
(0.0144) (0.0143) (0.0143) (0.0144) (0.0144) (0.0144)
h2 0.0080 0.0080 0.0081 0.0081 0.0080 0.0080
−4.8259 −4.8251 −4.8175 −4.8119 −4.8230 −4.8249
(0.0147) (0.0147) (0.0148) (0.0148) (0.0147) (0.0147)
h3 0.0074 0.0074 0.0075 0.0075 0.0074 0.0074
−4.9029 −4.8997 −4.8958 −4.8909 −4.9009 −4.9072
(0.0147) (0.0148) (0.0148) (0.0148) (0.0147) (0.0147)
h4 0.0056 0.0055 0.0055 0.0055 0.0055 0.0055
−5.1916 −5.2064 −5.1959 −5.1967 −5.2005 −5.2000
(0.0153) (0.0152) (0.0153) (0.0152) (0.0152) (0.0153)
h5 0.0043 0.0043 0.0043 0.0043 0.0043 0.0043
−5.4514 −5.4475 −5.4573 −5.4497 −5.4516 −5.4524
(0.0159) (0.0160) (0.0159) (0.0159) (0.0159) (0.0159)
. . . 0.0032 0.0032 0.0032 0.0032 0.0032 0.0032
−5.7421 −5.7434 −5.7466 −5.7541 −5.7476 −5.7473
(0.0175) (0.0174) (0.0175) (0.0174) (0.0174) (0.0174)
0.0029 0.0029 0.0029 0.0029 0.0029 0.0029
−5.8404 −5.8300 −5.8397 −5.8417 −5.8400 −5.8408
(0.0179) (0.0179) (0.0179) (0.0179) (0.0179) (0.0178)
0.0036 0.0035 0.0035 0.0035 0.0035 0.0035
−5.6388 −5.6469 −5.6515 −5.6595 −5.6510 −5.6422
(0.0163) (0.0162) (0.0162) (0.0162) (0.0162) (0.0162)
0.0043 0.0043 0.0044 0.0043 0.0043 0.0043
−5.4548 −5.4496 −5.4374 −5.4483 −5.4442 −5.4400
(0.0152) (0.0153) (0.0154) (0.0153) (0.0153) (0.0153)
0.0048 0.0048 0.0048 0.0048 0.0048 0.0048
−5.3385 −5.3399 −5.3390 −5.3419 −5.3383 −5.3379
(0.0150) (0.0150) (0.0150) (0.0150) (0.0150) (0.0150)
Table 7: Estimated parameters for Cotton. For each parameter: estimated value in the standard space,
transformed in R and standard error between parenthesis (standard deviation of the estimate in R).
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Sinusoidal Exp-sinusoidal Triangle Sawtooth Spiked Non-seasonal
λ 0.1318 0.1325 0.1322 0.1325 0.1342 0.1319
−2.0265 −2.0213 −2.0232 −2.0215 −2.0084 −2.0260
(0.0204) (0.0201) (0.0204) (0.0207) (0.0200) (0.0203)
piF 2.3298 2.3394 2.3767 2.3722 2.4152 2.4146
2.3298 2.3394 2.3767 2.3722 2.4152 2.4146
(0.0693) (0.0629) (0.0571) (0.0718) (0.0942) (0.0905)
v0 0.0996 0.1011 0.1000 0.0949 0.0998 0.0983
−2.3064 −2.2912 −2.3021 −2.3550 −2.3045 −2.3197
(0.0916) (0.0810) (0.1059) (0.1018) (0.0753) (0.0741)
κ 1.2492 1.2604 1.2148 1.1479 1.2370 1.2092
0.2225 0.2315 0.1946 0.1379 0.2127 0.1899
(0.0439) (0.0421) (0.0462) (0.0475) (0.0456) (0.0469)
σ 0.0722 0.0755 0.0774 0.0482 0.0754 0.0472
−2.6278 −2.5830 −2.5592 −3.0319 −2.5844 −3.0537
(0.2237) (0.2059) (0.5031) (0.5391) (0.2321) (0.4108)
ρ 0.3560 0.3630 0.2616 0.3576 0.3490 0.3044
0.6259 0.6413 0.4358 0.6293 0.6107 0.5183
(0.2808) (0.2623) (0.2111) (0.3636) (0.2495) (0.3691)
a 0.0328 0.0262 0.0113 0.0111 0.0080 0.0324
−3.4161 −3.6403 −4.4830 −4.5008 −4.8229 −3.4311
(0.0337) (0.0335) (0.1041) (0.1033) (0.1357) (0.0337)
b 0.0158 0.9294 0.1031 0.0468 0.1670 -
−0.0595 −0.0732 −2.2722 −3.0628 −1.7896 -
(1.2639) (0.0900) (0.0496) (0.0508) (0.0447) -
t0 0.4432 0.4412 0.4611 0.6110 0.4612 -
−0.1803 −0.1868 −0.1228 0.3636 −0.1224 -
(0.1177) (0.0795) (0.2176) (0.0016) (0.0894) -
h1 0.0082 0.0082 0.0082 0.0082 0.0081 0.0078
−4.8065 −4.8034 −4.8057 −4.8046 −4.8139 −4.8542
(0.0144) (0.0145) (0.0144) (0.0144) (0.0143) (0.0138)
h2 0.0052 0.0052 0.0052 0.0053 0.0052 0.0053
−5.2612 −5.2615 −5.2613 −5.2480 −5.2519 −5.2466
(0.0141) (0.0141) (0.0141) (0.0142) (0.0143) (0.0143)
h3 0.0042 0.0042 0.0042 0.0043 0.0043 0.0042
−5.4795 −5.4731 −5.4650 −5.4580 −5.4598 −5.4655
(0.0140) (0.0141) (0.0142) (0.0143) (0.0143) (0.0142)
h4 0.0034 0.0033 0.0033 0.0034 0.0034 0.0033
−5.6864 −5.7092 −5.7025 −5.6866 −5.6926 −5.7025
(0.0145) (0.0142) (0.0142) (0.0145) (0.0146) (0.0144)
h5 0.0026 0.0025 0.0025 0.0026 0.0025 0.0025
−5.9562 −5.9794 −5.9765 −5.9526 −6.0049 −5.9877
(0.0148) (0.0146) (0.0146) (0.0148) (0.0143) (0.0145)
. . . 0.0017 0.0017 0.0017 0.0018 0.0017 0.0017
−6.3640 −6.3614 −6.3615 −6.3404 −6.3535 −6.3606
(0.0155) (0.0156) (0.0155) (0.0157) (0.0158) (0.0156)
0.0011 0.0011 0.0011 0.0010 0.0011 0.0011
−6.8551 −6.8576 −6.8548 −6.8621 −6.8447 −6.8490
(0.0193) (0.0193) (0.0193) (0.0193) (0.0194) (0.0193)
0.0012 0.0012 0.0012 0.0012 0.0012 0.0012
−6.7450 −6.7503 −6.7512 −6.7544 −6.7433 −6.7295
(0.0178) (0.0178) (0.0178) (0.0179) (0.0178) (0.0178)
0.0015 0.0015 0.0015 0.0015 0.0016 0.0015
−6.4903 −6.4851 −6.4874 −6.4919 −6.4665 −6.4802
(0.0158) (0.0158) (0.0158) (0.0158) (0.0160) (0.0159)
0.0021 0.0021 0.0021 0.0021 0.0021 0.0021
−6.1731 −6.1736 −6.1795 −6.1711 −6.1699 −6.1837
(0.0152) (0.0152) (0.0151) (0.0153) (0.0152) (0.0151)
Table 8: Estimated parameters for Soybeans. For each parameter: estimated value in the standard
space, transformed in R and standard error between parenthesis (standard deviation of the estimate in
R). Results for h11, h12 and h13 are not reported in the table. They are similar to the results obtained
for h1, . . . , h10 and available upon request.
25
Sinusoidal Exp-sinusoidal Triangle Sawtooth Spiked Non-seasonal
λ 0.2794 0.2818 0.2782 0.2835 0.2794 0.2803
−1.2751 −1.2667 −1.2794 −1.2607 −1.2752 −1.2718
(0.0173) (0.0172) (0.0176) (0.0171) (0.0173) (0.0170)
piF 0.8002 0.4171 0.3216 0.4495 0.4140 0.2977
0.8002 0.4171 0.3216 0.4495 0.4140 0.2977
(0.1410) (0.1292) (0.1229) (0.1321) (0.1411) (0.1524)
v0 0.1009 0.1854 0.1884 0.1964 0.2147 0.2889
−2.2940 −1.6851 −1.6691 −1.6276 −1.5386 −1.2417
(0.5087) (0.1744) (0.1545) (0.1747) (0.1653) (0.1547)
κ 1.0072 0.8496 0.8528 0.8530 0.9226 1.1732
0.0072 −0.1630 −0.1592 −0.1590 −0.0806 0.1597
(0.0816) (0.0736) (0.0745) (0.0703) (0.0729) (0.0680)
σ 0.1600 0.1344 0.1423 0.1797 0.1763 0.2723
−1.8326 −2.0070 −1.9495 −1.7167 −1.7358 −1.3010
(0.0751) (0.0867) (0.0880) (0.0768) (0.0882) (0.0588)
ρ 0.8012 0.7758 0.7578 0.5955 0.5807 0.5540
3.0970 2.7207 2.4999 1.3561 1.2922 1.1859
(0.9103) (0.7390) (0.5857) (0.2113) (0.2040) (0.1436)
a 0.0996 0.0837 0.0615 0.0430 0.0596 0.0958
−2.3071 −2.4808 −2.7884 −3.1470 −2.8199 −2.3457
(0.0292) (0.0304) (0.0453) (0.0635) (0.0451) (0.0274)
b 0.0373 0.5987 0.1213 0.0959 0.1977 -
−0.4164 −0.5129 −2.1099 −2.3450 −1.6211 -
(0.7464) (0.1824) (0.0910) (0.0571) (0.0933) -
t0 0.4811 0.6727 0.6457 0.8072 0.6669 -
−0.0595 0.6027 0.4928 1.4438 0.5783 -
(0.4209) (0.2814) (0.6122) (0.2812) (0.1866) -
h1 0.0108 0.0109 0.0110 0.0107 0.0108 0.0108
−4.5252 −4.5213 −4.5128 −4.5416 −4.5253 −4.5316
(0.0145) (0.0145) (0.0146) (0.0144) (0.0145) (0.0144)
h2 0.0073 0.0074 0.0074 0.0072 0.0073 0.0073
−4.9157 −4.9100 −4.9107 −4.9318 −4.9175 −4.9144
(0.0148) (0.0148) (0.0148) (0.0148) (0.0148) (0.0148)
h3 0.0050 0.0050 0.0050 0.0048 0.0049 0.0050
−5.3079 −5.2937 −5.2914 −5.3339 −5.3094 −5.3006
(0.0156) (0.0158) (0.0158) (0.0157) (0.0157) (0.0158)
h4 0.0032 0.0032 0.0032 0.0032 0.0032 0.0032
−5.7444 −5.7371 −5.7515 −5.7553 −5.7416 −5.7530
(0.0180) (0.0180) (0.0179) (0.0183) (0.0181) (0.0180)
h5 0.0025 0.0025 0.0025 0.0026 0.0025 0.0025
−5.9922 −5.9836 −5.9814 −5.9482 −5.9726 −5.9768
(0.0203) (0.0203) (0.0203) (0.0199) (0.0202) (0.0202)
. . . 0.0030 0.0031 0.0030 0.0031 0.0031 0.0030
−5.7933 −5.7857 −5.8021 −5.7607 −5.7849 −5.7942
(0.0172) (0.0173) (0.0172) (0.0171) (0.0172) (0.0172)
0.0041 0.0041 0.0041 0.0041 0.0041 0.0041
−5.4988 −5.5054 −5.5090 −5.4907 −5.5018 −5.5077
(0.0154) (0.0154) (0.0154) (0.0154) (0.0154) (0.0153)
Table 9: Estimated parameters for Sugar. For each parameter: estimated value in the standard space,
transformed in R and standard error between parenthesis (standard deviation of the estimate in R).
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Sinusoidal Exp-sinusoidal Triangle Sawtooth Spiked Non-seasonal
λ 0.2126 0.2126 0.2134 0.2131 0.2118 0.2124
−1.5481 −1.5481 −1.5446 −1.5461 −1.5523 −1.5492
(0.0132) (0.0132) (0.0131) (0.0132) (0.0133) (0.0132)
piF 3.3976 3.4084 3.4329 3.4834 3.4930 3.5206
3.3976 3.4084 3.4329 3.4834 3.4930 3.5206
(0.0774) (0.0745) (0.0777) (0.0691) (0.0704) (0.0629)
v0 0.1191 0.1226 0.1546 0.1189 0.1554 0.2000
−2.1277 −2.0985 −1.8670 −2.1296 −1.8617 −1.6094
(0.3249) (0.3054) (0.2577) (0.3299) (0.2492) (0.1880)
κ 0.4051 0.3886 0.4113 0.3587 0.3660 0.3199
−0.9037 −0.9452 −0.8884 −1.0253 −1.0052 −1.1397
(0.1478) (0.1538) (0.1499) (0.1365) (0.1528) (0.1239)
σ 0.0381 0.0338 0.0363 0.0409 0.0394 0.0338
−3.2667 −3.3878 −3.3163 −3.1971 −3.2342 −3.3861
(0.1192) (0.1359) (0.1320) (0.1068) (0.1214) (0.1096)
ρ 0.5622 0.5583 0.5296 0.5096 0.4950 0.5466
1.2175 1.2024 1.0975 1.0307 0.9843 1.1583
(0.3728) (0.3845) (0.3409) (0.2829) (0.2616) (0.3970)
a 0.0837 0.0779 0.0457 0.0471 0.0751 0.0825
−2.4810 −2.5529 −3.0865 −3.0551 −2.5893 −2.4944
(0.0362) (0.0373) (0.0662) (0.0683) (0.0431) (0.0379)
b 0.0634 0.4556 0.1459 0.0812 0.0798 -
1.0543 −0.7861 −1.9246 −2.5105 −2.5281 -
(1.2316) (0.3725) (0.0822) (0.0789) (0.2559) -
t0 0.3173 0.3203 0.3155 0.3567 0.3080 -
−0.6465 −0.6334 −0.6547 −0.4833 −0.6890 -
(0.2457) (0.3239) (0.4992) (0.1535) (0.3349) -
h1 0.0064 0.0064 0.0064 0.0064 0.0064 0.0064
−5.0450 −5.0475 −5.0455 −5.0443 −5.0507 −5.0517
(0.0143) (0.0142) (0.0143) (0.0143) (0.0142) (0.0141)
h2 0.0047 0.0048 0.0047 0.0047 0.0048 0.0047
−5.3509 −5.3464 −5.3509 −5.3528 −5.3387 −5.3496
(0.0144) (0.0145) (0.0144) (0.0144) (0.0145) (0.0144)
h3 0.0033 0.0033 0.0033 0.0033 0.0033 0.0033
−5.7060 −5.7076 −5.7138 −5.7099 −5.7034 −5.7109
(0.0151) (0.0151) (0.0150) (0.0151) (0.0151) (0.0150)
h4 0.0019 0.0019 0.0019 0.0019 0.0019 0.0019
−6.2445 −6.2442 −6.2434 −6.2428 −6.2444 −6.2427
(0.0172) (0.0172) (0.0173) (0.0173) (0.0172) (0.0173)
h5 0.0014 0.0014 0.0014 0.0013 0.0014 0.0013
−6.6055 −6.6044 −6.5981 −6.6096 −6.6034 −6.6095
(0.0216) (0.0216) (0.0215) (0.0216) (0.0216) (0.0216)
. . . 0.0018 0.0018 0.0018 0.0018 0.0018 0.0018
−6.3412 −6.3449 −6.3365 −6.3361 −6.3417 −6.3374
(0.0173) (0.0173) (0.0173) (0.0173) (0.0173) (0.0173)
0.0028 0.0028 0.0028 0.0028 0.0028 0.0028
−5.8779 −5.8787 −5.8835 −5.8858 −5.8863 −5.8789
(0.0150) (0.0150) (0.0150) (0.0149) (0.0149) (0.0150)
0.0035 0.0034 0.0035 0.0035 0.0035 0.0035
−5.6657 −5.6699 −5.6690 −5.6635 −5.6665 −5.6678
(0.0147) (0.0146) (0.0146) (0.0147) (0.0147) (0.0146)
0.0040 0.0041 0.0040 0.0041 0.0040 0.0040
−5.5104 −5.5077 −5.5163 −5.5075 −5.5122 −5.5113
(0.0144) (0.0145) (0.0144) (0.0145) (0.0144) (0.0144)
0.0066 0.0066 0.0066 0.0066 0.0066 0.0066
−5.0195 −5.0191 −5.0214 −5.0197 −5.0198 −5.0241
(0.0142) (0.0142) (0.0142) (0.0142) (0.0142) (0.0141)
Table 10: Estimated parameters for Wheat. For each parameter: estimated value in the standard space,
transformed in R and standard error between parenthesis (standard deviation of the estimate in R).
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5.7 An Alternative Estimation Procedure
In economic terms, using futures returns as we have done corresponds to the feasible strategy of holding
each contract until its expiry and booking the daily returns. However, this is strictly speaking not a
“constant-maturity” series, as the actual time to expiry of a maturity series in our sample varies between
two roll dates. For example, on the roll date 17 July 2017, the new nearby corn contract is 60 calendar
days away from its maturity on 15 September 2017; from then on, this time to maturity decreases with
every day, until the contract expires.
An alternative is to construct an investable constant-maturity series via linear interpolation between
the returns of two contracts with times to expiry on either side of the constant maturity. This approach
has been proposed by Galai (1979) for building an index for call options, and by Alexander and Korovilas
(2013) in the context of VIX futures. In order to test the robustness of our results, we have carried out
an identical estimation procedure to the one described above in 5.2, based on constant-maturity returns
calculated from our futures data using the equations (1) and (2) of Alexander and Korovilas (2013).
The new estimation results obtained with this alternative datasets are presented in Table 11 in
Appendix D. This table gathers, for each commodity and model, the obtained log-likelihood, the AIC,
BIC, the value taken by the statistic D1 of the first likelihood ratio test, its p-value as well as the AIC
difference and Akaike weight. In addition, it provides the log-likelihood obtained after estimating the
nested versions of the considered models obtained when setting λ = 0, as well as the value taken by the
statistic D2 of the second likelihood ratio test and its p-value.
In Table 12 in Appendix D, we provide the model rankings for each commodity. These rankings are
based on the AIC differences described and discussed in Section 5.2. Note that the likelihood scores
obtained when estimating the models with the alternative dataset are higher for corn and sugar, and
lower for cotton, soybeans and wheat.
The main conclusions obtained above are confirmed by the results obtained with the alternative
dataset. For each commodity, the five seasonal models perform better than the non-seasonal one. The
associated likelihood ratio tests confirm that the need to model seasonality in volatility is statistically
significant. More specifically, the values of the statistic D1 are bigger than those obtained with the initial
dataset. In addition, the ∆aic between the best seasonal model and the non-seasonal model are clearly
higher than those obtained with the initial dataset. These two remarks indicate that the alternative
dataset contains a greater statistical evidence in favour of the seasonality of volatility.
In addition, the estimation with the alternative datasets clearly confirms the conclusion of a strong
statistical evidence in favour of the Samuelson effect.
The model rankings obtained with the alternative dataset confirm the main conclusions obtained
above. The exp-sinusoidal specification is always ranked first or second and the non-seasonal one is
always the last. Importantly, the first and last ranked models remain the same for all five commodities.
The second best model also remains the same, except for sugar.
For corn, cotton, soybeans, and wheat, the new values obtained for the parameter λ are higher than
those obtained with the initial dataset. In line with the intuition one can have that the Samuelson effect
will be stronger in the alternative datasets. For sugar, the new values of λ are slightly lower than with
the initial dataset. We do not report the detailed list of estimated parameter values obtained with the
alternative dataset for the sake of brevity, but it is available upon request.
The results obtained with the alternative dataset clearly confirm the results presented above; in fact,
the statistical evidence obtained in favour of a seasonal volatility is even stronger than with the initial
dataset. We therefore conclude that our results are robust with respect to which type of time series -
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concatenated or constant-maturity - we use.
6 Conclusion
We introduce a multi-factor stochastic volatility model for futures contracts that is capable of reproducing
seasonality and the Samuelson effect simultaneously. The model can accommodate general specifications
of the seasonality functions, including piece-wise continuous ones. We suggest five different seasonality
functions, some of which are familiar from the literature, and provide details of how to incorporate these
into the model. Our model can be used both for option pricing in the risk-neutral measure, and filtering,
smoothing and predicting via the Kalman filter in the physical measure. In an empirical section, we
estimate our model for time-series data from corn, cotton, soybean, sugar and wheat futures markets.
Our results confirm that it is important to account for seasonality in the volatility as well as for the
Samuelson effect.
A seasonal pattern that seems to fit agricultural markets well in most cases is the exponential-
sinusoidal one; this pattern also shows robust behaviour during parameter estimation. Some non-
agricultural commodity markets also display seasonality in futures prices and their volatility: natural
gas, gasoline, heating oil and fuel oil futures markets. Seasonality patterns in these markets, which can
also be viewed through the term-structure of implied volatilities in option markets, can be of a different
type, and we conjecture that other seasonality patterns than the exponential-sinusoidal one could be
better adapted to these markets. This, however, is a question for future research.
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A Proof of Proposition 2.1
In this appendix we prove Proposition 2.1.
Proof of Proposition 2.1.
(i). The drift function b(t, vt) := κ(θ(t)−v(t)) in (1) is Lipschitz continuous w.r.t the second argument,
i.e.
|b(t, x)− b(t, y)| ≤ K|x− y|,
where we can choose K = κ, since |b(t, x)− b(t, y)| = κ|x− y|. Then Proposition 5.2.13 (Yamada
and Watanabe) of Karatzas and Shreve (1988) guarantees the existence of a unique strong solution
to (1) with continuous sample paths.
(ii). The comparison result given in Proposition 5.2.18 of Karatzas and Shreve (1988) establishes vt ≥ v˜t
a.s. for all t ≥ 0 under the hypothesis that the drift function b(t, vt) is continuous. Now, if θ
has a discontinuity at time t1, we know from this argument applied to the interval [0, t1[ that
v˜t ≤ vt∀t ∈ [0, t1[ (a.s.). It then follows from the continuity of the sample paths that v˜t1 ≤ vt1
(a.s.), and we can apply the argument again to the interval ]t1, t2[ to obtain v˜t ≤ vt∀t ∈]t1, t2[
(a.s.). Since by assumption the set T of times where θ has discontinuities has no limit points, we
can proceed in this manner to cover all of R+0 .
(iii). The Feller condition σ2 < 2κθmin for θmin implies the strict positivity a.s. of v˜. The strict positivity
of v itself therefore follows immediately from (ii).

B Proofs of Proposition 3.1
In this appendix we prove Proposition 3.1.
Proof of Proposition 3.1. The proof is an extension of the proof of Proposition 2.1 of Schneider and Tavin
(2018) to the case where the variance mean-reversion level θ is time-dependent. Going from θ to θ(t)
leads to changes in two places. The first is in Lemma A.1 of Schneider and Tavin (2018), which needs
to be modified as follows.
Lemma B.1 Let θ : R+0 → R
+ be the seasonal mean-reversion level function, and let
θˆT (λ) :=
∫ T
0
eλtθ(t)dt
be its transform. Then
σ
∫ T
0
f1(t)
√
v(t)dB˜(t) = [f1(t)v(t)]
T
0 − f1(0)κθˆT (λ) + (κ− λ)
∫ T
0
f1(t)v(t)dt. (35)
Proof. Multiplying equation (10) by f1(t) and then integrating from 0 to T gives∫ T
0
f1(t)dv(t) =
∫ T
0
f1(t)κ(θ(t) − v(t))dt+ σ
∫ T
0
f1(t)
√
v(t)dB˜(t). (36)
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Using Itoˆ-integration by parts (see Øksendal (2003)), we also have∫ T
0
f1(t)dv(t) = [f1(t)v(t)]
T
0 −
∫ T
0
v(t)df1(t)
= [f1(t)v(t)]
T
0 − λ
∫ T
0
f1(t)v(t)dt. (37)
Equating the right hand sides of equations (36) and (37) gives
σ
∫ T
0
f1(t)
√
v(t)dB˜(t) = [f1(t)v(t)]
T
0 − λ
∫ T
0
f1(t)v(t)dt −
∫ T
0
f1(t)κ(θ(t) − v(t))dt
= [f1(t)v(t)]
T
0 − κ
∫ T
0
f1(t)θ(t)dt + (κ− λ)
∫ T
0
f1(t)v(t)dt
= [f1(t)v(t)]
T
0 − f1(0)κ
∫ T
0
eλtθ(t)dt+ (κ− λ)
∫ T
0
f1(t)v(t)dt
= [f1(t)v(t)]
T
0 − f1(0)κθˆT (λ) + (κ− λ)
∫ T
0
f1(t)v(t)dt,
which proves the lemma. 
The second change in the proof is due to the appearance of θ in the generator of the process v. As
in Schneider and Tavin (2018), let the function h be given by
h(t, v) = E
[
exp
(
i
ρ
σ
f1(T )v(T ) +
∫ T
t
q(s)v(s)ds
)]
.
Now h satisfies the PDE
∂h
∂t
(t, v) + κ(θ(t) − v(t))
∂h
∂v
(t, v) +
1
2
σ2v(t)
∂2h
∂v2
(t, v) + q(t)v(t)h(t, v) = 0, (38)
with terminal condition
h(T, v) = exp
(
i
ρ
σ
f1(T )v(T )
)
.
Again, we know from Duffie et al. (2000) that h has affine form
h(t, v) = exp (A(t, T )v(t) +B(t, T )) , (39)
with A(T, T ) = i ρ
σ
f1(T ), B(T, T ) = 0. Putting (39) in (38) gives
Bt +Atv + κ(θ(t)− v)A +
1
2
σ2vA2 + qv = 0,
and collecting the terms with and without v leads to the two ODEs
At − κA+
1
2
σ2A2 + q = 0, (40)
Bt + κθ(t)A = 0. (41)
This completes the proof of the proposition. 
Note that θ only appears in the second ODE (41), and that therefore the closed-form expression
previously given for A in Schneider and Tavin (2018) can still be used. Only the function B changes due
to the time-dependence of θ.
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C Transforms of the Seasonality Functions
In this appendix we show how the integral transforms θˆT (λ) can be calculated for the sinusoidal (3),
sawtooth (5) and triangle (6) patterns. To the best of our knowledge, there are no closed-form expressions
for the transforms of the exponential-sinusoidal (4) and spiked (7) patterns.
Proposition C.1 The transform of the sinusoidal pattern (3) is given by
θˆT (λ) =
beλT
λ2 + 4pi2
(2pi sin (2pi(T − t0)) + λ cos (2pi(T − t0)))
+
b
λ2 + 4pi2
(2pi sin (2pit0)− λ cos (2pit0)) +
a
λ
(
eλT − 1
)
. (42)
The transform of the sawtooth pattern pattern (5) is given by
θˆT (λ) =
1
λ
(
a+ b
(
1
λ
− t0
))
−
e−λT
λ
(
a+ b
(
T +
1
λ
− t0
))
−
beλt0
λ

⌊T − t0⌋ eλ(T−t0) −

⌊T−t0⌋∑
k=1
eλk

 I{T≥t0} + I{T<t0} + e−λt0 − 1

 , (43)
where ⌊.⌋ denotes the floor function, I is the indicator function and, by convention,
∑p
k=1 e
λk = 0 if
p < 1.
The transform of the triangle pattern pattern (6) is given by
θˆT (λ) =
a
λ
(
eλT − 1
)
+
beλt0
λ
[(
z2 +
(
2
λ
e−
λ
2 + e−λt0(z2 − t0)
)
I{t0> 12}
− e−λt0(z2 − t0)I{t0≤ 12}
)
+
((
2
λ
e
λ
2 + z2e
λ − z1
) n−1∑
k=0
eλk + eλn
((
2
λ
e
λ
2 − z3e
λα
)
I{α> 12}
+ z3e
λαI{α≤ 12}
− z1
))
I{T≥t0}
+
(
eλ(T−t0) (z2 + T − t0)− z2
)
I{T−t0∈[− 12 ,0[}
−
(
2
λ
e−
λ
2 + eλ(T−t0) (z2 + T − t0) + z2
)
I{T−t0∈[−1,− 12 [}
]
, (44)
with n = ⌊T − t0⌋, α = T − t0 − ⌊T − t0⌋, z1 =
1
2 +
1
λ
, z2 =
1
2 −
1
λ
and z3 = z1 − α, and with the
convention
∑p
k=0 e
λk = 0 if p < 0.
Proof. The proof of (42) is straightforward. The proofs of (43) and (44) are tedious and omitted
here for brevity, but available from the authors upon request. 
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D Estimation Results with Alternative Dataset
Sinusoidal Exp-sinusoidal Triangle Sawtooth Spiked Non-seasonal
Corn:
LL 103307.96 103319.56 103302.36 103298.78 103319.26 103279.41
AIC −206577.92 −206601.11 −206566.71 −206559.57 −206600.53 −206524.83
BIC −206467.04 −206490.23 −206455.83 −206448.68 −206489.64 −206425.62
D1 (LR test 1) 57.09 80.28 45.88 38.74 79.7 −
p-value (test 1) 0.0000 0.0000 0.0000 0.0000 0.0000 −
∆aic 23.19 0.0000 34.4 41.54 0.58 76.28
ωi 0.0000 0.5422 0.0000 0.0000 0.4578 0.0000
LL w/o λ 100449.77 100468.94 100451.29 100465.52 100463.55 100344.6
D2 (LR test 2) 5716.38 5701.24 5702.13 5666.53 5711.43 5869.62
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Cotton:
LL 90447.33 90453.91 90444.4 90436.31 90461.58 90420.07
AIC −180856.66 −180869.83 −180850.8 −180834.61 −180885.15 −180806.15
BIC −180745.78 −180758.95 −180739.93 −180723.74 −180774.28 −180706.94
D1 (LR test 1) 54.51 67.68 48.66 32.46 83 −
p-value (test 1) 0.0000 0.0000 0.0000 0.0000 0.0000 −
∆aic 28.49 15.32 34.35 50.54 0.0000 79
ωi 0.0000 0.0000 0.0000 0.0000 1 0.0000
LL w/o λ 89507.22 89503.73 89502.67 89499.2 89519.33 89486.45
D2 (LR test 2) 1880.22 1900.38 1883.46 1874.22 1884.5 1867.25
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Soybeans:
LL 139908.14 139917.14 139914.31 139904.93 139937.82 139891.53
AIC −279772.29 −279790.29 −279784.61 −279765.85 −279831.64 −279743.07
BIC −279643.89 −279661.9 −279656.22 −279637.46 −279703.25 −279626.35
D1 (LR test 1) 33.22 51.22 45.55 26.78 92.57 −
p-value (test 1) 0.0000 0.0000 0.0000 0.0000 0.0000 −
∆aic 59.35 41.35 47.03 65.79 0.0000 88.57
ωi 0.0000 0.0000 0.0000 0.0000 1 0.0000
LL w/o λ 138765 138769.34 138770.59 138771.53 138794.35 138746.48
D2 (LR test 2) 2286.28 2295.6 2287.43 2266.79 2286.94 2290.12
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Sugar:
LL 68720.5 68723.13 68715.48 68721.87 68719.02 68698.83
AIC −137409 −137414.26 −137398.96 −137411.74 −137406.05 −137369.67
BIC −137315.64 −137320.89 −137305.59 −137318.37 −137312.68 −137287.97
D1 (LR test 1) 43.34 48.59 33.29 46.07 40.38 −
p-value (test 1) 0.0000 0.0000 0.0000 0.0000 0.0000 −
∆aic 5.25 0.0000 15.3 2.52 8.21 44.59
ωi 0.0000 0.9597 0.0000 0.0402 0.0000 0.0000
LL w/o λ 67334.5 67334.66 67333.47 67330.44 67338.26 67323.57
D2 (LR test 2) 2772.01 2776.94 2764.02 2782.86 2761.52 2750.54
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Wheat:
LL 100968.54 100964.04 100961.88 100961.87 100961.6 100952.36
AIC −201899.07 −201890.07 −201885.77 −201885.74 −201885.19 −201870.72
BIC −201788.19 −201779.19 −201774.88 −201774.86 −201774.31 −201771.51
D1 (LR test 1) 32.35 23.35 19.05 19.02 18.47 −
p-value (test 1) 0.0000 0.0000 0.0001 0.0001 0.0001 −
∆aic 0.0000 9 13.31 13.33 13.88 28.35
ωi 1 0.0000 0.0000 0.0000 0.0000 0.0000
LL w/o λ 98247.1 98248.85 98252.2 98244.83 98252.33 98230.53
D2 (LR test 2) 5442.87 5430.37 5419.36 5434.08 5418.53 5443.65
p-value (test 2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 11: Summary of the results obtained with the considered models estimated with the alternative
dataset described in Section 5.7: log-likelihood, AIC, BIC, Statistics D1 and D2 of the likelihood ratio
tests and their p-values, AIC differences ∆aic and Akaike weights ωi.
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Corn: Cotton: Soybeans:
rank ∆aic model rank ∆aic model rank ∆aic model
1 0 Exp-sinusoidal 1 0 Spiked 1 0 Spiked
2 0.58 Spiked 2 15.32 Exp-sinusoidal 2 41.35 Exp-sinusoidal
3 23.19 Sinusoidal 3 28.49 Sinusoidal 3 47.03 Triangle
4 34.4 Triangle 4 34.35 Triangle 4 59.35 Sinusoidal
5 41.54 Sawtooth 5 50.54 Sawtooth 5 65.79 Sawtooth
6 76.28 Non-seasonal 6 79 Non-seasonal 6 88.57 Non-seasonal
Sugar: Wheat:
rank ∆aic model rank ∆aic model
1 0 Exp-sinusoidal 1 0 Sinusoidal
2 2.52 Sawtooth 2 9 Exp-sinusoidal
3 5.25 Sinusoidal 3 13.31 Triangle
4 8.21 Spiked 4 13.33 Sawtooth
5 15.3 Triangle 5 13.88 Spiked
6 44.59 Non-seasonal 6 28.35 Non-seasonal
Table 12: Model rankings for each commodity. Models are estimated with the alternative dataset
described in Section 5.7. The rankings are based on AIC. For each model, the difference with respect to
the smallest AIC, ∆aic, is provided along with the model rank and name.
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