Solutions of Fredholm integral equations of the second kind with oscillatory kernels likely exhibit oscillation. Standard numerical methods applied to solving equations of this type have poor numerical performance due to the influence of the highly rapid oscillation in the solutions. Understanding of the oscillation of the solutions is still inadequate in the literature and thus it requires further investigation. For this purpose, we introduce a notion to describe the degree of oscillation of an oscillatory function based on the dependence of its norm in a certain function space on the wavenumber. Based on this new notion, we construct structured oscillatory spaces with oscillatory structures. The structured spaces with a specific oscillatory structure can capture the oscillatory components of the solutions of Fredholm integral equations with oscillatory kernels. We then further propose oscillation preserving Galerkin methods for solving the equations by incorporating the standard approximation subspace of spline functions with a finite number of oscillatory functions which capture the oscillation of the exact solutions of the integral equations. We prove that the proposed methods have the optimal convergence order uniformly with respect to the wavenumber and they are numerically stable. A numerical example is presented to confirm the theoretical estimates.
Introduction
We consider in this paper numerical solutions of Fredholm integral equations of the second kind with a highly oscillatory kernel. Specifically, the kernel is a product of a non-oscillatory smooth function and a typical known oscillatory function. We assume here that the forcing function is highly oscillatory with its oscillation being a combination of harmonic waves. Such an assumption is motivated from the plane waves which are used as incident waves in electromagnetic scattering problems. The solutions of the integral equations may possess certain oscillation and the error of numerical solutions by standard numerical methods may be greatly affected when the oscillation behaves rapidly. Conventional methods fail to solve equations of this type. This demands a better understanding of the solutions and devise new numerical methods in solving them.
We choose this type of oscillatory integral equations to study here because they resemble certain equations of optics and acoustics [38] and on the other hand they are simple enough to be rigorously analyzed to have a good understanding on the oscillation of their solutions. This paper is a beginning effort on the understanding of oscillation of the solution of highly oscillatory integral equations and the analysis methods proposed here may supply a potential tool from the mathematical viewpoint to understand highly oscillatory phenomena in scientific and engineering applications such as in electromagnetics and acoustics [18] and in laser theory [6, 10, 11] .
We remark that several other authors have considered the same integral equation [10, 38] . They mainly presented the asymptotic properties of its solution as the wavenumber tends to the infinity. In [38] , the asymptotic behavior of the solution was studied with the help of two associated Volterra equations and it was proved that the maximum norm of the solution is bounded by the product of the maximum norm of the right hand side function of the equation and a constant independent of the oscillation of the kernel. A refined result on the asymptotic behavior was presented in [10] with the assumption that the non-oscillatory function in the kernel is smooth and the right hand side function is non-oscillatory and smooth. The analysis was conducted through the Neumann series associated with the integral equation. Though there is no reference on the numerical solution of this kind of integral equation, two possible ways were proposed for the case of the non-oscillatory function in the kernel being 1 in [10] . One way is to solve the integral equations by using the eigenvalues of the integral operator and its corresponding eigenfunctions. The shortcoming of this method is that it needs extra cost to compute eigenvalues and eigenfunctions. The other way is to approximate directly by the truncated Neumann expansion. This method has the poor convergence when the oscillation of the kernel is moderate. Both the methods may be difficult to implement, especially when the non-oscillatory factor of the kernel becomes complicated.
We now review a hybrid numerical method for solving boundary integral equations of the boundary value problems of Helmholtz equations (for example, see [16] and references therein). The hybrid method combines the conventional piecewise polynomial approximation with high-frequency asymptotics to build the basis functions suitable to represent their oscillatory solutions. The idea was first proposed in [37] in study of the electromagnetic characterization of wire antennas on or near a three-dimensional metallic surface. An ansatz of the high-frequency asymptotics is the base for the hybrid methods and it may be derived through the high frequency physical optics (or Kirchhoff) approximation [27] , more precisely by the geometrical theory of diffraction [26] or by combining the former approximation with microlocal analysis [30] . The ansatz indicates that the solutions of Helmholtz equations may be represented in terms of the product of an explicit oscillatory function and a less oscillatory unknown amplitude in each zone. The solutions of Helmholtz equations can be obtained by approximating the amplitude with a conventional integral method such as the Nyström method [12] , the collocation method [23] and the Galerkin method [17, 20] . Another method in solving Helmholtz equations is the partition of unity in which a number of plane waves is introduced on each element in addition to standard piecewise polynomial boundary elements [7, 35] . This method does not require any priori knowledge of the asymptotics of the solution which may result in the loss of uniform accuracy with respect to the wavenumber. To maintain the effective error, the degrees of freedom need to increase in proportion to the power of the wavenumber as the wavenumber tends to the infinity, just as for conventional methods, albeit with a lower constant of proportionality.
There was a recent development in solving the oscillatory Volterra integral equation [9, 39, 41, 42] . A Filon-type method was proposed in [39] for the numerical solution of the Volterra integral equation of the first kind with a highly oscillatory Bessel kernel, based on the fact that its solution has an explicit integral expression [39] . A Clenshaw-Curtis-Filon-type method was developed for computing the highly oscillatory Bessel transform and was used in solving the oscillatory Volterra integral equation in [42] . A Filon-type method and two collocation methods were presented in [41] for weakly singular Volterra integral equations of the second kind with a highly oscillatory Bessel kernel. These methods were designed based on the asymptotic analysis of the solutions of the equations. More recently, it was studied in [9] the high-oscillation property of the solutions of the integral equations associated with two classes of Volterra integral operators: compact operators with highly oscillatory kernels that are either smooth or weakly singular and noncompact cordial Volterra integral operators with highly oscillatory kernels. However, numerical analysis of the Volterra integral equations with a highly oscillatory kernel remains a challenging problem.
Since solutions of weakly singular integral equations has inspired us in developing efficient numerical methods for solutions of integral equations with highly oscillatory kernels, it deserves to review some related work in the subject. In [8] , non-polynomial spline collocations for the Volterra integral equation of the second kind with a weakly singular kernel were proposed by making use of the fact that the singularity behavior of its solution can be captured by certain special non-polynomial functions. Singularity preserving projection methods were developed in [15] for the Fredholm integral equation of the second kind with a weakly singular kernel. These methods gave an optimal order of convergence for the approximation solutions since the singularity preserving approximation space can preserve the singularity of the solutions. Hybrid collocation methods were proposed in [13] and [14] , respectively, for the Volterra and Fredholm integral equations with weakly singular kernels. The basic idea of these methods is to enrich the basis of a standard approximate space with specific singular functions which can accurately capture the singularity characteristics of the solutions.
In this paper, we make three main contributions to the literature of the solution of oscillatory integral equations. We first introduce a new notion to measure the degree of oscillation for an oscillatory function and then construct structured spaces with oscillatory structures. The notion of oscillation is defined based on the dependence of the norm of a function in a certain space on the wavenumber. It reflects the effect of the oscillation of an oscillatory function on the accuracy of its approximation. Structured spaces with specific oscillatory structures can capture the oscillation of solutions of oscillatory integral equations.
The element in such a space may be approximated by an appropriate finite dimensional approximation space with its error independent of the oscillation even though the element may be highly oscillatory. We then explore the oscillatory property of the solutions of the oscillatory integral equations by using the iterated integral operators instead of the asymptotic property of the solutions. The solutions will be proved to be in a non-oscillatory structured space with a specific oscillatory structure. Since the solutions can be represented by the iterated integral operators, the oscillation of the solutions depends on two properties of the iterated integral operators: The non-oscillatory structured space is closed under the iterated integral operators and they can reduce the oscillatory degree of oscillatory functions in the sense of the new notion of oscillation. Finally, we develop the oscillation preserving Galerkin methods (OPGM) to solve the oscillatory integral equations based on the understanding of the oscillation of their solutions. The introduction of the methods is inspired by the singularity-preserving methods developed for solving the singular Fredholm integral equations of the second [15] and the hybrid methods used in solving the scattering problems. The proposed methods have the optimal convergence order uniform with respect to the wavenumber and they are numerically stable when the wavenumber is large enough. This paper is organized in eight sections.
In section 2, we analyze the oscillatory property of the solution of the oscillatory integral equation of the second kind and the effect of the possible oscillation of the solution on the accuracy of the conventional method in solving the equation. We propose in section 3 a notion to characterize the oscillatory degree of an oscillatory function. We then construct the corresponding oscillatory spaces and structured spaces with oscillatory structures. We present in section 4 special results of the structured oscillatory space associated with the Sobolev space. Specifically, we show that it is closed under a set of oscillatory Fredholm integral operators. In section 5, we show that the solutions of the oscillatory integral equations belong to the structured oscillatory space associated with the Sobolev space. In section 6, we develop the OPGM for solving the equation and prove the convergence order (uniform with respect to the wavenumber) of the proposed method. We analyze in section 7 the stability of a special OPGM which uses the B-spline basis on a uniform partition. In Section 8, we discuss the computational implementation of the OPGM. A numerical example is given to illustrate the numerical efficiency and accuracy of the proposed method in comparison with the conventional Galerkin method.
Solutions of Oscillatory Fredholm Integral Equations
We study in this section the oscillatory property of the solution of the oscillatory Fredholm integral equation of the second kind.
We begin with describing the integral equation. Let I := [−1, 1]. By C(I) we denote the space of continuous complex-valued functions on I and C(I 2 ) the space of continuous complex-valued bivariate functions on I 2 . Supposing that K ∈ C(I 2 ) and f ∈ C(I) we consider the oscillatory integral equation
where κ is the parameter of wavenumber and y denotes the solution to be determined. In highly oscillatory problems, κ 1. In this paper, we assume that the range of κ is (1, ∞). We also assume that K is independent of κ while f may has some oscillation of wavenumber κ. Defining the integral operator K by
we may rewrite equation (2.1) in its operator form
where I denotes the identity operator. It is well-known that the integral operator K is compact on C(I) and if 1 is not an eigenvalue of K for any κ, then equation (2.3) has a unique solution in C(I). We now study how the solution y of equation (2.3) depends on the wavenumber κ. It was proved in [38] that there exist positive constants c and κ 0 such that for all κ ≥ κ 0
This estimate indicates that the oscillation of the solution y depends completely on the oscillation of the right hand side function f in the uniform norm. However, this result does not offer any information about the derivatives of the solution y. For the purpose of efficiently solving equation (2.3), we are interested in understanding how the derivatives of its solution y depend on the wavenumber κ.
Specifically, we shall bound the Sobolev norm of the solution y above by the power of the wavenumber κ. To this end, we let L 2 (I) denote the space of functions u on the interval I for which
Without ambiguity, we also use the notation · 2 to represent the L 2 norm of bivariate functions, that is,
We next review the notation of the Sobolev space. Let N 0 := N ∪ {0} and for n ∈ N let Z n := {0, 1, . . . , n − 1}. For n ∈ N 0 , we let H n (I) denote the Sobolev space {u ∈ L 2 (I) : u (n) ∈ L 2 (I)} with its norm defined by
We denote by H n κ (I) the space of κ-parameterized functions u which satisfy that u ∈ H n (I) for any κ and there exist positive constants c and κ 0 such that for all κ ≥ κ 0 ,
Associated with the operator K, we introduce two auxiliary operators from L 2 (I) to C(I). Specifically, for L j ∈ C(I 2 ), j = 1, 2, and u ∈ L 2 (I), we let
By the Cauchy-Schwarz inequality, we can obtain that
We next present an auxiliary lemma on the derivatives of operators A . To this end, for m, n ∈ N 0 we let C [m,n] (I 2 ) denote the space of functions whose derivatives of order up to m and n with respect to the first and second variables, respectively, are continuous. When m = n, we write
In the next lemma, we let D := d ds and use c as a generic constant whose value may change in its appearance.
is independent of κ and u ∈ H n κ (I), then there exist positive constants c and κ 0 such that for all κ ≥ κ 0 ,
Proof: We prove this lemma by induction on l. The case l = 0 follows directly from (2.5). We assume that (2.6) holds for l < n + 1 and consider the case l + 1. By applying
where + 1 := [( + 1) mod 2]. Then by applying D l to (2.7) with K replaced by K (j,0) with j ∈ Z n+1−l , we find that
Using (2.8) with the induction hypothesis, we observe that estimate (2.6) holds for l + 1. Thus, by the induction principle, estimate (2.6) holds in general. 2
Now we are ready to present the bound of the derivatives of the solution by the wavenumber κ. Proof: It suffices to prove that there exist positive constants c and κ 0 such that for all p ∈ Z m+1 and κ ≥ κ 0 ,
We prove this by induction on p. When p = 0, we recall an expression in [38] for the solution y
where Γ ± independent of κ are bounded functions and R(s, t; κ) tends to zero uniformly as κ tends to the infinity. By applying the L 2 norm to (2.10), we have that
With the properties of Γ ± and R, there exist two positive constants κ 0 ≥ 1 and c such that for all κ ≥ κ 0
The case p = 0 follows directly from (2.11). We assume that (2.9) holds for p < m and we consider the case p+1. It suffices to show that there exist positive constants c and κ 0 such that for all κ ≥ κ 0 , y (p+1) 2 ≤ cκ p+1 . Since y (p+1) = (Ky) (p+1) + f (p+1) and f ∈ H m κ (I), it remains to prove that the L 2 norm of (Ky) (p+1) is bounded by cκ p+1 . Note that K ∈ C [p+1,0] (I 2 ). Setting l = p + 1 and j = 0 in (2.6), by Lemma 2.1, we have that
Hence, (2.9) holds for the case p + 1. From the inequality (2.11), it is clear that the inverse of I − K is bounded by a constant independent of κ. We state this result as a corollary below.
is independent of κ and 1 is not an eigenvalue of K for any κ, then the inverse of I − K exists for any κ and there exist positive constants c and κ 0 such that
When the solution of equation (2.3) is highly oscillatory, conventional numerical methods may fail to solve the equation. We now elaborate this point by taking the Galerkin methods as an example. Let S m h denote the space of spines of order m with h being the maximal distance between two successive knots. This space will be defined precisely in Section 6. Let y h ∈ S m h be the approximate solution of equation (2.3) obtained by the Galerkin methods. According to [36] , if the solution y ∈ H m (I), then there exists a constant h 0 > 0 such that for all 0 < h < h 0 ,
By Theorem 2.2, the H m norm of the solution of equation (2.3) may increase in order O(κ m ). As a result, there exists a constant c independent of κ such that
To ensure convergence of the approximate solution y h , we must choose the step size h so that hκ < 1. When κ is large, h will be small. Thus, the resulting linear system will have a large dimension and it is computationally costly to solve such a system. This explains why conventional numerical methods may fail to the equation when κ is large. This motivates us to develop efficient non-conventional numerical methods for solving the equation. The difficulty of a conventional numerical method comes from the rapid oscillation of the solution. To overcome the difficulty, we are required to understand the oscillatory property of the solution. For this purpose, we shall introduce in the next section functional spaces suitable for oscillatory functions.
Spaces of Oscillatory Functions
The main purpose of this section is to introduce a notion which describes the oscillation of an oscillatory function. Specifically, we define two kinds of oscillatory spaces, κ-oscillatory spaces of order n and κ-oscillatory structured spaces of order n with oscillatory structures.
To our best knowledge, there is no appropriate space in the present literature to describe oscillatory functions in the context of this paper. Though the space of the functions of bounded mean oscillation (BMO) is relates to oscillation of functions, it can not be used to describe the oscillatory properties of oscillatory functions. In fact, it is mainly used to study singular operators. Our first task is to introduce appropriate spaces to study oscillatory functions. Then what is an oscillatory function? To have a better view on the definition of oscillation, we first review the traditional understanding of oscillation. The oscillation was first used in describing the solution behaviour of second order linear differential equations [28] and then was extended to describe the solution behaviour of Volterra integral equations. A commonly used definition for a solution being oscillatory is given as follows.
Definition 3.1 A solution x(t) is said to be oscillatory if x(t) has zeros for arbitrary large t (i.e. it has infinitely many zeros for t ≥ 0 ); otherwise, a solution x(t) is said to be non-oscillatory [3, 24, 33, 34] .
Though the oscillation defined above is for the solution of some differential and integral equations, it is can be extended to the definition of some more general oscillatory functions. Definition 3.2 A function y(t) is said to be oscillatory if there exists a known non-oscillatory function x(t) such that y(t) − x(t) has zeros for arbitrary large t (i.e. it has infinitely many zeros for t ≥ 0 ); otherwise, a solution y(t) is said to be non-oscillatory.
We note that Definition 3.2 need our intuitive observation of oscillating phenomena to determine a non-oscillatory function. According to the extended definition of oscillation, it is defined on an infinite domain. Thus it can not give any information of oscillation such as the degree of oscillatory extent on finite domain of interest. The influence is that it may be helpless in numerical analysis in the finite domain. A simple example is that sin x and sin 10 6 x on I := [0, 1] which are both oscillatory according to Definition 3.2. The first function can be approximated numerically using much less computation than the second one by standard methods to obtain the same accuracy. Definition 3.2 offers little knowledge on this difference. The main problem here is related to another question which is "how oscillatory is an oscillatory function?".
More recently, high oscillatory problems have been extensively studied by a group of researchers at the Isaac Newton Institute of Mathematical Sciences. However, there is no a clearly stated mathematical definition on oscillation but it reveals that a function is highly oscillatory if it has rapidly oscillating phenomena [22] . It is a conclusion of oscillating phenomena and we can tell which function is more oscillating from the oscillating speed, called frequency in time domain or wavenumber in space domain. However, the understanding of this oscillation with frequency may still be helpless for numerical analysis purpose. It is because in the functional approximation context, what really matter is not just how quickly a function oscillates but the effect of oscillation of the function on the accuracy of its approximation. The wavenumber alone is not sufficient to describe the effect of oscillation of an oscillatory function that has on the approximation accuracy of the function. We now illustrate this point by an example. We consider the functions
where
, have the same wavenumber κ and they oscillate rapidly in the same degree when κ is large. However, the effect of oscillation of these functions on the accuracy of their approximation are not the same. To see this point, we approximate them by using piecewise linear polynomial interpolations on the uniform partition of I with 1281 points. We list in Table 1 the maximum errors of the approximation of these functions, where the norm · ∞ is computed by sampling uniformly over I with 2049 points.
The numerical results indicate that when the wavenumber κ doubles, the approximation errors of g 1 increase about four times, those of g 2 are about doubled and those of g 3 show nearly no change. This phenomenon is easily understood when we consider the approximation errors of these functions. For each j ∈ Z + 4 , we letḡ j denote the piecewise interpolation approximation of g j . Then, it can be estimated that The maximum errors of the linear interpolations of g j on a uniform partition with 1281 points over I.
4.89e − 4 1.28e − 5 9.16e − 7 80
1.95e − 3 2.50e − 5 9.15e − 7 160 7.80e − 3 4.94e − 5 9.15e − 7 320 3.11e − 2 9.78e − 5 9.14e − 7 640
where c is a constant independent of κ and h := 1/1280. It means that for each j ∈ Z + 4 , the error of the approximation for g j increases at the speed of O(κ 3−j ) as κ → ∞. Estimate (3.13) indicates that in the context of functional approximation, what really matters for the approximation accuracy is how the derivative (of the function to be approximated) which bounds the approximation error depends on the wavenumber. Specifically, for u ∈ C m (I), we let
and observe that in general the dependence of u C m on the wavenumber κ is crucial for the approximation of u by piecewise polynomials of order m. We now conclude that the traditional understanding of oscillation is a direct description of oscillating phenomena and there is no a suitable notion of oscillation which is useful in numerical analysis. This motivates us to propose such a notion. The observation made in the above example inspires us to introduce the new notion to describe the degree of oscillation of oscillatory functions based on the dependence of the norm in a certain function space on the wavenumber. Definition 3.3 Let n be a positive number and (X, · X ) be a normed space. A function u is called κ-oscillatory of order n in X if it satisfies (1) u is κ-oscillatory in X, that is u is κ-parameterized and u ∈ X for any κ, (2) there exist positive constants c and κ 0 such that for all κ ≥ κ 0
When n = 0, we say that u is non-κ-oscillatory in X.
In the functional approximation context, the space X in Definition 3.3 is normally a Sobolev space which appears in the error bound of an approximation of an oscillatory function. Its concrete form depends upon the regularity of u, the specific approximation space and the approximation principle are chosen. For example, if the function u is m-times differentiable, the approximation space is chosen to be the splines of order m and the approximation principle is the orthogonal projection (resp. interpolation), then the appropriate Sobolev space is H m (resp. W ∞,m ).
A simple example of κ-oscillatory function of order 2 in H 2 (I) is t 5/2 e iκt . Based on the definition of κ-oscillatory, it is clear that the "oscillation" appeared in the function is only related to the parameter κ. We can also understand the κ-oscillatory function in some sense by the traditional oscillatory function with the wavenumber κ. Hence, the parameter κ that appears may characterize how rapidly an oscillatory function oscillates. In Definition 3.3, the order n reflects the degree of maximum influence that the oscillation of a function in space X has on the accuracy of its approximation. The parameter n can also be regarded as an index of the amplitude of the oscillatory function in the form of the norm of X. Though the concept is proposed to describe the oscillatory functions, some traditional oscillatory functions which are independent of κ are non-κ-oscillatory and some κ-oscillatory functions can be non-oscillatory in traditional sense according to Definition 3.3. For example, a non-oscillatory function in traditional sense multiplied by a factor κ n may be a κ-oscillatory function of order n in C n but not oscillatory according to the traditional definition.
The concept of κ-oscillatory functions of order n is a natural development of the classification of oscillatory functions in some sence. In the past, we only distinguish the oscillatory functions by different wavenumbers or frequencies and now we enrich the classification by distinguishing the difference among traditional oscillatory functions of the same wavenumber from the point of their effect on the accuracy of the approximation.
Next, we shall define a κ-oscillatory space of order n which gathers all the functions with the same maximum influence of the oscillation.
Definition 3.4 Let n be a positive number and (X, · X ) be a normed space. The set X κ,n := {u : u is κ-oscillatory of order n in X} is called the κ-oscillatory space of order n. The space X κ,0 is called a non-κ-oscillatory space.
With Definition 3.4 and the definition of space H m κ (I) in Section 2, we have that H m κ (I) = ∩ m n=0 H n κ,n (I). Thus if the hypothesis of Theorem 2.2 are satisfied then the solution y ∈ X κ,n where X := H n , for n ∈ Z m+1 .
In the following, we shall introduce a kind of important space, κ-oscillatory structured space of order n with an oscillatory structure.
Definition 3.5 Let n be a positive number, (X, · X ) be a normed space and M ∈ N. Suppose that ε M := e j : j ∈ Z + M +1 is a set of typical known κ-oscillatory functions but also oscillatory functions in the traditional sense. A κ-oscillatory structured space of order n with ε M is defined bỹ
14)
SpaceX κ,0 is called non-κ-oscillatory structured space with the oscillatory structure ε M .
It can be verified that for each n, spaceX κ,n is a vector space. Every element in the space can be represented by the oscillatory structure. For this reason, we call the space the κ-oscillatory structured space. The choice of the oscillatory structure ε M depends on the problem under consideration and they should describe the main oscillation of interest. For example, when solving equation (2.1), one may choose ε M as {e iκt , e −iκt : t ∈ I}.
The non-κ-oscillatory structured space with a specific structure is useful in approximating an oscillatory function. In fact, if an oscillatory function is inX κ,0 , then we are able to design numerical methods to approximate the oscillatory function with the optimal convergence order as we do for a non-oscillatory function. This is because we can construct a corresponding structured approximation space with the same structure to approximate functions inX κ,n to avoid the effect from the high oscillation of the oscillatory structure. The non-κ-oscillatory structured space with a specific structure will serve as a main tool in describing the oscillatory properties of the solution of equation (2.1).
Oscillatory Function Spaces Associated with Sobolev Spaces
We present in this section special results of oscillatory function spaces which defined in Section 3 associated with Sobolev spaces. These spaces will be used to characterize in the next section the solution of the oscillatory Fredholm integral equations of the second kind.
Through out this paper, let m be a fixed positive integer. According to Definitions 3.4 and 3.5, associated with the Sobolev space H m (I), for each n ∈ Z m+1 , we construct the κ-oscillatory space H m κ,n (I) of order n and the corresponding κ-oscillatory structured spaceH m κ,n (I) of order n with the structure {e iκt , e −iκt : t ∈ I}. In particular,H m κ,0 (I) is the corresponding non-κ-oscillatory structured space. It will be proved thatH m κ,0 (I) is closed under a set of Fredholm integral operators. We begin with an investigation of an oscillatory Volterra integral function related to operator K. We define the oscillatory Volterra integral function below. For a ∈ I and L ∈ C [n] (I 2 ), we define the oscillatory Volterra integral function by
We recall a well-known result that if
The equation (4.15) can be easily obtained by employing integral by parts. A more general form of (4.15) can be found in [31] . Motivated by (4.15), we define The expression of r is clear and the property of its derivatives can be easily obtained from those of the kernel L. However, the property of the derivatives of g requires further investigation. We next present an explicit expression for the derivatives of g. To this end, we first show an auxiliary equality. For j ∈ Z n+1 and n ∈ N 0 , we let C j n := n! j!(n−j)! . We also need the formula
Proof: Using the Leibniz rule for high order derivatives, we get that
, s ∈ I. We denote by Π(s) the left hand side of the formula (4.21). Substituting (4.22) into Π and then making a change of the summation order of the resulting expression, we have that
, s ∈ I.
(4.23)
By the recursion relation
we can rewrite the expression in the curly braces of (4.23) as C 
Changing the summation order again in (4.26) gives that
Again, by applying the recursion relation (4.24), we get that
and (4.27) becomes
Finally, we change the summation order of p and of q in (4.28) and then in the resulting formula we change q − p to q. This yields the desired formula (4.21). 2
We are now ready to present the explicit expression for derivatives of g. For n, l ∈ N 0 , let
Proof: By the Leibniz formula we have that
A direct computation gives
By applying (4.15) to the second term on the right hand side of (4.31) and combining definition (4.17) of r, we obtain that with Lemma 4.1 and using the notation U n,l , we obtain the desired formula (4.29) for g (l) . 2 We next show thatH m κ,0 (I) is closed under a Volterra integral operator to be defined below. For a ∈ I and L ∈ C(I 2 ), we define the Volterra integral operator C a :
For each n ∈ N 0 , we define the norm for
Proof: In this proof, we shall write C a [L] as C a for convenience. Note that for any u ∈H m κ,0 (I), there
Hence, it suffices to prove that for each v ∈ H m κ,0 (I), C a v, C a (ve iκ · ), and C a (ve −iκ · ) are inH m κ,0 (I). We first consider the case of a < s. In this case, by the definition of (C a v), we have that
To decompose C a v, we define two functions
Hence, we have that (C a v)(s) =g(s) +r(s)e iκs , s ∈ I. (4.34)
It remains to prove thatg,r ∈ H m κ,0 (I). In fact, bothg andr satisfy a somewhat stronger condition that they belong to C m κ,0 (I), the non-κ-oscillatory space based on C m (I). For each l ∈ Z m+1 , we apply D l tõ r and take its maximum norm to obtain that
Since v ∈ H m κ,0 (I), there exists a positive constant c independent of κ such that v C m−1 ≤ c v H m . Thus,r ∈ C m κ,0 (I). By Lemma 4.2, we have that for l ∈ Z m+1
The first summation in the right hand side of (4.35) is bounded by 36) and the second summation is bounded by
The combination of (4.36) and (4.37) yields a positive constant c independent of κ such that
We conclude thatg ∈ C m κ,0 (I). Therefore, C a v ∈H m κ,0 (I). Likewise, we can show that
The case when a ≥ s can be similarly handled. We are now ready to prove the main result of this section. To this end, we define the set A of oscillatory Fredholm integral operators by
The next theorem reveals that the spaceH m κ,0 (I) is closed under summations of products of operators in A.
Theorem 4.4 If
Proof: The proof is based on the fact that a Fredholm integral operator can be split into two oscillatory Volterra integral operators. Specifically, an operator T ∈ A can be split into two Volterra integral operators of the same kind as C a . Hence, according to Lemma 4.3,H m κ,0 (I) is closed under T . Suppose that T is a product of any operators in A, that is, T = n j=1 T j , n ∈ N 0 where T j ∈ A, j ∈ Z + n . Since for any u ∈H m κ,0 (I) T j u ∈H m κ,0 (I), j ∈ Z + n , by induction we observe that T u ∈H m κ,0 (I) which reveals thatH m κ,0 (I) is closed under T . 2
A direct application of Theorem 4.4 yields the following corollary concerning the iterated operators of K.
is independent of κ, the result of this corollary follows directly from Theorem 4.4. 2 Corollary 4.5 will play an important role in the next section in understanding the oscillatory structure of the solution of equation (2.1).
Oscillation of Solutions of Oscillatory Fredholm Equations
We study in this section the oscillation property of the solution of equation (2.1). This is done by considering the iterated integral operators of K. Specifically, the main purpose of this section is to establish that if K ∈ C [m] (I 2 ) is independent of κ and f ∈H m κ,0 (I), the solution of equation (2.1) belongs toH m κ,0 (I). The solution y of (2.1) can be represented by using iterated integral operators of K. In fact, by successive substitutions, we obtain from (2.1) that
It is clear that the oscillatory property of the solution depends on the properties of the iterated integral operators of K. It follows from Corollary 4.5 that if f ∈H m κ,0 (I), n−1 j=0 K j f is inH m κ,0 (I). It remains to prove that there exists a number n ∈ N such that K n y ∈H m κ,0 (I). According to Theorem 2.2, the solution of (2.1) belongs to H m κ (I)(i.e. ∩ m n=0 H n κ,n (I)). Hence, it suffices to show that there exists an n ∈ N such that K n : H m κ (I) →H m κ,0 (I). The next lemma shows that for L ∈ C
[m] κ,0 (I 2 ) satisfying an additional condition, the integral operator C a [L] defined by (4.33) can ease oscillation of functions in H m κ (I).
κ,0 (I 2 ) and there exists a positive constant c 0 independent of κ such that max
Proof: We provide proof for the case a < s only since the other case can be similarly handled. According to the definition (4.33), we have that (C a [L]u) (s) = u 1 (s)e iκs , for s ∈ I, where u 1 (s) := s a L(s, t)e −iκt u(t)dt. It suffices to prove that u 1 ∈ H m κ,m−n (I). Differentiation of u 1 leads to
(5.40) By using the Cauchy-Schwarz inequality, the L 2 norm of the second term on the right hand side of (5.40) is bounded by 2 max q∈Z m+1 L (q,0) ∞ u 2 . We next bound the first term (denoted by δ l (z)) of the right hand side of (5.40). Since u ∈ H m κ (I), by the Leibniz formula, it is easy to verify that there exists a positive constant c independent of κ such that
The L 2 norm of the terms with p ≤ l−n in δ l is bounded by cκ l−n according to (5.41) and L ∈ C
[m] κ,0 (I 2 ). If p > l − n, then the factor L (q,0) (s, s) (l−1−q−p) can be represented by a linear combination of L (α,β) (s, s),
Thus, the L 2 norm of the terms in δ l (z) for p > l − n is bounded by cκ l−n according to the condition (5.39) and (5.41). Hence, there exists a positive constant c independent κ such that δ l 2 ≤ cκ l−n , for all l ∈ Z m+1 . Combining the bounds of the two terms in (5.40), we obtain that there exists a positive constant c independent κ such that u We next study the effect of the iterated integral operators (IIO) of K applied to H m κ (I). This is done by using induction on the order of the iterated integral operators and finally choosing an suitable n ∈ N such that K n H m κ (I) ⊂H m κ,0 (I). Notice that the iterated integral operator of K of order 1 is equal to K.
κ,0 (I 2 ) and there exists a constant c independent of κ such that max z∈I |K(z, z)| ≤ c. Hence, K is the less oscillatory kernel of order 1. By Lemma 5.2, K maps H m κ (I) intoH m κ,m−1 (I). This means that K reduces the oscillatory order of functions in H m κ (I) by 1. We shall show that for n ∈ Z + m+1 , K n can reduce the oscillatory order of functions in H m κ (I) by n. Because the IIO of a high order is the composition of K and the IIO of one order lower, the property of the IIO of a high order can be derived through induction on the order. To decompose a composite operator, we need to decompose its corresponding kernel. Since the kernel of the composite operator is represented by an oscillatory integral whose integrand has the non-differentiable oscillator, we need to split the integral domain. To this end, we introduce auxiliary functions to represent the decomposition of the kernel. For = 1, 2, we let K 1, := K. For 1 < n ∈ N and = 1, 2, we define
The function L n−1, is the less oscillatory part in the integrand of the kernel of the composite operator.
To represent the decomposition, for 1 < n ∈ N and = 1, 2, we define
Noting that Q n,j still possesses certain oscillation, with the decomposition (4.17) and (4.18) of oscillatory Volterra integrals, for 1 < n ∈ N and (j,j, j , z) ∈ V, we define
whereσ m is defined in the same way as σ m with κ being replaced by 2jκ. It is easy to check that R n,1 = R n,2 and R n,3 = R n,4 and for (j,j, j , z) ∈ V,
For 1 < n ∈ N and = 1, 2, we let
The functions K n, , = 1, 2 are the less oscillatory part of the kernel for the new integral operator which is separated from the composite operator. To better understand the functions defined here, readers are referred to the proof of Lemma 5.6. We shall present the property of K n, , n ∈ Z + m+1 , = 1, 2. To this end, we study in the next lemma the property of J n, , for = 1, 2 and 1 < n ≤ m.
is independent of κ and K n−1, , = 1, 2 are the less oscillatory kernels of order n − 1, then J n, , = 1, 2, are the less oscillatory kernels of order n.
κ,0 (I 2 ), = 1, 2. It suffices to prove that J n, , = 1, 2, satisfy (5.39). To this end, we consider the maximum bound of J
n−1, (s, t, t), β ∈ Z p . A direct calculation with the help of (4.31) yields
(5.49)
By using the Leibniz rule, we have that
and
is independent of κ, the derivatives of K appeared in (5.50) and (5.51) are uniformly bounded by a constant c independent of κ. Note that the orders of derivatives of K n−1, in (5.50) and (5.51) are at most n − 2. Recalling that K n−1, , = 1, 2 are the less oscillatory kernel of order n − 1, the derivative of K n−1, in (5.50) and (5.51) is uniformly bounded by cκ l+p+1−n . Thus, S (l−1−α,p) α (s, s) and P (0,p−1−β) β (s, s) are bounded uniformly by cκ l+p+1−n for a positive constant c independent of κ. By using (5.49) we conclude that J n, , = 1, 2, satisfy (5.39).
2
Next, we consider functions R n,j and G n,j .
is independent of κ and K n−1, , = 1, 2, are the less oscillatory kernels of order n − 1, then for j ∈ Z
κ,0 (I 2 ) and G n,j are the less oscillatory kernels of order n.
κ,0 (I 2 ), = 1, 2, by a proof similar to that of Lemma 4.3, G n,j and R n,j , j ∈ Z + 5 can be proved in C [m] κ,0 (I 2 ). We next show that G n,j , j ∈ Z + 5 are the less oscillatory kernels of order n. Because G n,j , j ∈ Z + 5 have a similar structure, they can be proved in the same way. Thus, we verify only the case of G n,1 . Suppose that l, p ∈ N and l + p ≤ n − 1. From (5.46), G n,1 has an explicit expression
For convenient presentation, we let S s (t, x) := L (l,0,0) n−1,2 (s, t, x). Then, the l-th order partial derivative of G n,1 with respect to the variable s has the form 
To show that G n,1 is the less oscillatory kernel of order n, we consider the bound of G (l,p) n,1 (s, s). We consider the two summations on the right hand side of (5.53) separately. We first consider the first sum. The terms satisfying α + β ≥ n − 2 in the sum are bounded by cκ p+1−n since p − 1 − α − β ≤ p + 1 − n. For any α + β < n − 2, S (β,α) s (s, s) is bounded by cκ α+β+2−n due to the fact that K n−1,2 is the less oscillatory kernel of order n − 1. Thus κ p−1−α−β S (β,α) s (s, s) is uniformly bounded by cκ p+1−n for all α, β ∈ U m,p . Therefore, the first sum on the right hand side of (5.53) is bounded by cκ p+1−n .
We next consider the second sum. To this end, we let U := U m,p ∪ {(α, β) : α = m, β ∈ Z p+1 } and observe that
κ,0 (I 2 ), there exists a constant c independent of κ such that K (l,γ) ∞ < c and K
∞ < c for all l ≤ m, α ≤ m, β ≤ m and γ ≤ α. These estimates together with equation (5.54) lead to the estimate S (β,α) s
Thus, we conclude that there exists a constant c 1 independent of κ such that the second term on the right hand side of (5.53) is bounded by c 1 κ p−m . We now combine the two cases above to obtain the desired result of this lemma. Noting that p + 1 − n and p−m are both no more than l +p+1−n, we have that G (l,p) (s, s) is uniformly bounded by cκ l+p+1−n with respect to s for a positive constant c independent of κ. Consequently, G n,1 is the less oscillatory kernel of order n.
In the next lemma we establish that K n, is the less oscillatory kernel of order n.
) is independent of κ, then K n, , = 1, 2 are the less oscillatory kernels of order n, n ∈ Z + m+1 .
Proof: According to the discussion presented after Lemma 5.2, K is the less oscillatory kernel of order 1.
The result of this lemma may be proved by induction on n with a help of Lemmas 5.3 and 5.4. 2
We need a set of auxiliary integral operators to represent the decomposition of the IIO. For n ∈ N, we define
In particular, we have that K 1 = K. We present in the next lemma the decomposition for iterated integral operators of high orders.
Proof: The proof of this lemma is done by using induction on n. The case for n = 1 trivially holds. Suppose that the case for n < m is proved and we consider the case n + 1. By applying K to equation (5.55), we have that
Since v ∈H m κ,0 (I), it follows from Corollary 4.5 that Kv ∈H m κ,0 (I). It remains to consider the composite operator KK n . We decompose its kernel which has the form
where K n (x, t) := K n,1 (x, t) if x ≥ t and K n (x, t) := K n,2 (x, t), otherwise. We next decompose the kernel by splitting the integral domain to remove the absolute signs. We consider two cases t ≤ s and t > s. 
We have already used that R n+1,2 = R n+1,1 and R n+1,4 = R n+1, 3 . By introducing the function
according to the decomposition of the kernel, we have that
κ,0 (I 2 ), as proved in Lemma 5.4 it is straightforward to show that v 1 ∈ H m κ,0 (I). Hence the decomposition (5.55) for K n+1 is verified. We are now ready to show a property of the IIO of K, which is crucial for establishing the main result of this section.
is independent of κ, by Lemma 5.6, we have the decomposition that K n u = K n u + v, v ∈H m κ,0 (I) for u ∈ H m κ (I). According to Lemmas 5.5 and 5.2, we observe that
Theorem 5.7 implies that K n can reduce the oscillation order of oscillatory functions in H m κ (I). In particular, when n = m, we have that K m H m κ (I) ⊂H m κ,0 (I). This is our desired result. As a direct consequence of Theorem 5.7, we obtain the main result of this section, which concerns the oscillatory property of the solution of equation (2.1 
Oscillation preserving Galerkin method
In this section we shall develop an oscillation preserving Galerkin method (OPGM) for the numerical solution of equation (2.1). Specifically, we shall introduce to the usual spline space certain simple, basic oscillation functions which characterize the oscillation of the solution of equation (2.1). We shall establish the convergence theorem for the proposed OPGM.
We begin with describing the usual spline space which is used to approximate the solution of the equation. Given a partition of I, ∆ : −1 = t 0 < t 1 < . . . < t N < t N +1 = 1, let h := max j∈Z
and I j := (t j−1 , t j ), j ∈ Z + N +2 . We denote by Π m the set of polynomials of degree less than m. Let S h . It is well-known that P h has the properties:
(ii) There exist constants c > 0 and h 0 > 0 such that for all 0 < h < h 0 , P h u − u 2 ≤ ch m u H m , for all u ∈ H m (I). As indicated at the end of Section 2, approximate solutions of equation (2.1) from standard spline spaces suffer from the oscillation of its exact solution. Theorem 5.8 suggests that we should include in the usual spline space additional simple, basic oscillation functions which characterize the oscillation of the solution of the equation. This gives the OPGM which we describe next.
According to Theorem 5.8, we shall use an extended spline space V m κ,h based on space S m h with the structure {e iκs , e −iκs : s ∈ I} as our approximate space for the numerical solutions. Namely, we let and call V m κ,h the structure space. Let P h denote the orthogonal projection from L 2 onto V m κ,h . Since this projection maps a function in L 2 into V m κ,h with an oscillatory structure, we call it an oscillation preserving projection, and call the solution y h of the equation Note that ((P τ h ) 2 u)(s) = (P τ h (P h w)e τ iκ · )(s) = (P h (P h w))(s)e τ iκs = (P h w)(s)e τ iκs = (P τ h u)(s), s ∈ I, for all u ∈ L 2 (I). Operators P τ h are projection operators from L 2 onto W m τ , τ = ±1. We recall one known result taken from [1] . Proposition 6.1 Let X be a Banach space. If T , T n : X → X are bounded linear operators with T n → T pointwise as n → ∞, then
To show the error bound of OPGM, we also define for u ∈H m κ,0 , u Hm
We are now ready to prove the main theorem of this section which gives the convergence of OPGM.
is independent of κ, f ∈H m κ,0 (I) and 1 is not the eigenvalue of K for any κ. If y is the solution of equation (2.1), then for sufficiently large κ, there exist positive constants c independent of κ and h 0 > 0 such that for all 0 < h < h 0 , the OPGM has a unique solution
Proof: From (2.3) and (6.58), we obtain that
Since P h is the orthogonal projection from L 2 onto V m κ,h , we have that P h = 1. By property (i) of P h and the inequality
we observe for u ∈ L 2 (I) that P h u − u 2 → 0, as h → 0. Hence, by employing Proposition 6.1 together with the compactness of K, we have that P h K − K → 0, as h → 0. The existence of (I − K) −1 ensures that there exists an h 0 > 0 such that for all 0 < h < h 0 ,
Noting that
we obtain by inequality (6.63) that
This ensures the existence of (I − P h K) −1 . Thus, we have from (6.62) that Combining (6.64), (6.65) and (6.66) together, we derive that
According to Corollary 2.3, for sufficiently large κ there exists a positive constant c independent of κ such that (I − K) −1 ≤ c. It suffices to consider the three terms in the parenthesis in (6.67) . By definition (6.60), we obtain that
where τ j = j − 2, j ∈ Z + 4 and P 0 h := P h . The desired result (6.61) is obtained by substituting (6.68) into (6.67) and using property (ii) of P h .
Noting that for y ∈H m κ,0 (I), y Hm
is bounded by a positive constant independent of κ, solving the oscillatory equation (2.1) by OPGM gives the optimal order of convergence which equals the order of the spline functions used in the approximation.
Stability Analysis
In the section, we investigate the stability of OPGM based on the B-splines, in terms of the condition number of the coefficient matrix of the linear system that results from the method. We shall establish that when κ is large enough, the condition number of the discrete system is bounded. We first describe the linear system for OPGM based on the B-splines. Suppose that space S m h is defined based on a uniform partition and the B-spline basis {B j : j ∈ Z d } of order m is chosen for space S m h . By the definition (6.57) of V m κ,h , we have that B := {B j e iκ · , B j e −iκ · , B j : j ∈ Z d } is a basis for the structure space V m κ,h . The OPGM approximate solution of the equation can then be represented by
where coefficient vector
, is determined by the linear system obtained by substituting the above expression of y h in (6.59) and replacing v h by each basis function in B. To set up the linear system, we let p := p − 1, for p ∈ Z 3 , and for p ∈ Z 3 , we define the vectors f p := f, B j e i pκ· : j ∈ Z d T and use them as blocks to form the vector
introduce matrices
and define
. Thus, the discrete linear system (6.59) of OPGM can be rewritten in the matrix form
We next study the condition number of matrix (E d − K d ). For this purpose, we recall two well-known facts.
The first fact concerns the condition number of the coefficient matrix of a general Galerkin method, which was presented in [2] (pp. 94-97). Suppose that the operator equation (λ − K)y = f is solved by the Galerkin method with the basis {φ 0 , . . . , φ d−1 } using the orthogonal projection operator P n . The resulting approximate operator equation is given by (λ−P n K)y = P n f . We use A n to denote its coefficient matrix. Let Γ n := [(φ l , φ j ) : l, j ∈ Z d ] denote the Gram matrix of the basis. Then the condition number of the coefficient matrix A n satisfies the bound
where Cond(A) denotes the condition number of the matrix A. The second fact regards the condition number of the B-spline basis of order k [4, 5] . We denote by t := {t j : j ∈ Z d+k } the equal-space sequence of knots with the first k and last k knots in t being the same and t 0 = −1, t d+k−1 = 1. Let N := {N j : j ∈ Z d } denote the B-spline basis of order k on t, that is
where [t j , . . . , t j+k ]u denotes the k-th order divided difference of u at the nodes t j , . . . , t j+k and α + := max{α, 0}. The L 2 condition number of the basis {N j } is defined as
It is proved that there exists a positive constant D k which only depends on k such that, We next associate Cond(G) with the condition number of the basis N through the maximum and minimum eigenvalues. For this purpose, we derive an alternative expression for the Cond k . Recall that
These formulas together with the definition of Cond k , we get that
It follows from (7.72) and (7.73) that
We thus obtain the desired result from (7.71) and (7.74).
We now present the theorem regarding the condition number of the matrix 
Proof: According to the bound (7.69) of the condition number of discrete system of general Galerkin methods, we have that
By Corollary 2.3, there exist constants c 1 and κ 1 such that for all κ ≥ κ 1 , Cond(I − K) < c 1 . Since I − P h K → I − K, as h → 0, there exists a constant h 0 such that for all 0 < h < h 0 and κ ≥ κ 1 , Cond(I − P h K) < c 1 . Next, we bound the condition number of E d for all h < h 0 . We write E 0,0 as E and observe that E p,p = E, for p ∈ Z 3 . When p, q ∈ Z 3 , p = q, by the Riemann-Lebesgue Lemma, the element in E p,q tends to 0 as κ → ∞ and thus, we get that
We notice that E is the Gram matrix of the B-spline basis of order m which is independent of κ. Lemma 7.1 ensures that there exists a positive constant c 2 independent of h and κ such that
Cond(E) < c 2 .
Due to the fact that Diag(E, E, E) and E are positive-definite matrices, we obtain that
Combining (7.75), (7.76) and (7.77), we have that there exists a constant κ h such that for all κ > κ h , Cond(E d ) ≤ c 2 . We note here that the value of κ h depends on h. By setting c := c 1 c 2 and
Theorem 7.2 ensures that OPGM based on the B-spline basis is numerically stable when the wavenumber is large enough.
Numerical Experiments
In this section, we present a numerical example to demonstrate the approximation accuracy, the order convergence and the stability of the proposed method. We also compare it with the conventional Galerkin method (CGM).
In this example, for simplicity we choose K(s, t) = 1. For the numerical comparison purpose, we choose f as so that the exact solution of equation (2.1) is given by y(s) := 1 + s 3 e iκs , s ∈ I. It is straightforward to obtain the L 2 norm of y which is y 2 = 4 √ 7 7 for any κ. We choose the uniform partition ∆ := {t j := −1 + jh : j ∈ Z N +2 } for interval I, where h := 2 N +1 , with t −1 = t 0 and t N +2 = t N +1 . We choose m = 2 and the B-spline basis {B j,2 : j ∈ Z N +2 } of order 2 as a basis for S 2 h . That is, B j,2 is a piecewise linear function whose support is [t j−1 , t j+1 ] and B j,2 (t j ) = 1, for j ∈ Z N +2 . The CGM will use the approximation space S 2 h while the OPGM will use the non-κ-oscillatory structured space V 2 κ,h based on S 2 h . For a fair comparison, we shall choose different N values for the two methods. We useÑ to represent the order of the coefficient matrices. We have thatÑ = 3(N + 2) for the OPGM andÑ = N + 2 for the CGM. To make the dimension of discrete matrices comparable, the values of N for the CGM are set four times of those of N for the OPGM. . We use C.O. to denote the computed convergence order, which is defined by C.O. := log e N e 2N / log(2).
Likewise, we letē N denote the relative error of the approximate solution generated by the CGM and its computed convergence order is defined accordingly. We perform two experiments. In experiment one, we solve equation (2.1) with fixing the wavenumber κ to 50, 500, 5000 and 50000 and varying the orderÑ of the coefficient matrices. We report the numerical results of this experiment in Table 2 . They are also plotted in Figure 1 . These numerical results show that the OPGM are much more accurate than the CGM for all chosen κ values. It is also illustrated in Fig. 1 . In particular, when κ = 5000 or 50000, the CGM totally fails to solve the equation while the OPGM still preserves the approximation accuracy. The convergence order of the OPGM is shown to be O(h 2 ) in Table 2 (c) and (d) when κ is large enough which verifies the result of Theorem 6.2.
In experiment two, we solve equation (2.1) with fixing the order of the coefficient matrices and varying the wavenumber from 10 to 10 4 . The orders of the coefficient matrices for the CGM and the OPGM are set to be 258 and 198, respectively. We plot in Fig 2 the errors of both the methods with respect to the wavenumber and in Fig 3 the condition number of the coefficient matrix with respect to the wavenumber. From Fig 2, we have two observations: The CGM is greatly affected by the wavenumber before the method fails to get an approximation with an acceptable accuracy; the OPGM nearly keep the uniform error with respect to the wavenumber when κ is more than about 200. It verifies that the convergence of the OPGM is independent of the wavenumber. In Fig 3, when κ is larger than 300, the condition number of the coefficient matrix of the OPGM is uniformly bounded. This is consistent with that of the CGM. This confirms the theoretical result in Theorem 7.2. Though the CGM has the uniform condition number bound independent of κ, it cannot give an appropriate approximation when κ becomes large. This is because the standard spline spaces cannot approximate well an oscillatory function. In summary, the OPGM gives the optimal convergence order and at the same time preserves the uniform condition number of the CGM.
To close this section, we note that to solve equation (2.1), we need to evaluate three kinds of integrals to obtain the linear system: (i) (B l,2 e τpiκs , B j,2 e τqiκs ), p ∈ Z Integrals of class (i) can be evaluated explicitly. The other two classes may be computed numerically. In this paper, since K(s, t) = 1, (s, t) ∈ I 2 and the expression of f is simple, we can calculate the elements of the linear system through explicit expressions with the help of (4.15). However, for general K and f , we have to compute oscillatory integrals of classes (ii) and (iii) numerically. Highly oscillatory integrals have been understood deeply and calculated extremely efficiently by many methods, such as asymptotic method, Filon-type method [31, 40] , Levin-type method [32] , steepest descent method [25] and ClenshawCurtis-Filon-type method [19, 21, 42] . A new method is proposed in [29] by using the idea of graded mesh to analyze oscillatory integrals which is proved to be even more efficient than most of the existing methods.
