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ABSTRACT
In partially ionised plasmas, the magnetic field can become decoupled from the neutral gas
and diffuse through it in a process known as ambipolar diffusion. Although ambipolar dif-
fusion has been implemented in several grid codes, we here provide an implementation in
smoothed particle magnetohydrodynamics (SPMHD). We use the strong coupling approxima-
tion in which the ion density is negligible, allowing a single fluid approach. The equations are
derived to conserve energy, and to provide a positive definite contribution to the entropy. We
test the implementation in both a simple 1D SPMHD code and the fully 3D code PHANTOM.
The wave damping test yields agreement within 0.03-2% of the analytical result, depending
on the value of the collisional coupling constant. The oblique C-shocks test yields results that
typically agree within 4% of the semi-analytical result. Our algorithm is therefore suitable for
exploring the effect ambipolar diffusion has on physical processes, such as the formation of
stars from molecular clouds.
Key words: (magnetohydrodynamics) MHD — magnetic fields — methods: numerical —
star formation
1 INTRODUCTION
The ionisation fraction in molecular clouds is low (∼ 10−16–
10−6). This means that ideal magnetohydrodynamics (MHD) is
a poor approximation for magnetic fields in the star formation
process. Non-ideal MHD terms arising from collisional multi-
fluid interactions, including resistivity, ambipolar (ion-neutral) dif-
fusion and the Hall effect all become important (Wardle & Ng
1999; Pinto et al. 2008; Pandey & Wardle 2008). Indeed, ambipo-
lar diffusion formed the basis for the ‘standard model’ of star for-
mation (Mestel & Spitzer 1956; Mouschovias & Paleologou 1981;
Shu et al. 1987) that remains the subject of contentious debate.
Most implementations of MHD into the smoothed particle hy-
drodynamics numerical method, referred to as smoothed particle
magnetohydrodynamics (SPMHD; see review by Price 2012) have
considered only ideal MHD. This is because the primary difficulty
in all numerical MHD implementations is the enforcement of the
∇·B = 0 constraint. This led to the use of the Euler potentials, pro-
posed earlier by Phillips & Monaghan (1985), where the magnetic
field is written in the form B = ∇α×∇β (Stern 1966), enforcing
the divergence constraint by construction. This was implemented
by Price & Bate (2007) and Rosswog & Price (2007), and subse-
quently used to study star formation problems (Price & Bate 2007,
2008, 2009). However, the Euler potentials cannot represent gen-
eral 3D field geometries (since the magnetic Helicity A ·B ≡ 0),
meaning that dynamo processes could not be simulated. Also, a
physically consistent implementation of non-ideal MHD using the
⋆ james.wurster@monash.edu
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Euler potentials is difficult, if not impossible (Brandenburg 2010).
This led Price (2010) to investigate a formulation based on the vec-
tor potential, B = ∇×A. Incorporation of non-ideal terms is then
straightforward, but the SPMHD method based on the vector po-
tential was found to be unstable, rendering this approach unusable.
More recently, Bu¨rzle et al. (2011a,b) demonstrated that the
standard approach to SPMHD, where B or B/ρ is evolved (c.f.
Price & Monaghan 2004a,b, 2005) could indeed be used for a
limited range of problems in star formation by using the ar-
tificial resistivity term to control divergence errors. This moti-
vated Tricco & Price (2012) to re-investigate the application of
Dedner et al. (2002)’s hyperbolic/parabolic divergence cleaning
scheme to SPMHD. When implemented in a conservative form,
this was found to reduce divergence errors by more than an or-
der of magnitude compared to artificial resistivity alone, and was
found to be at least as effective as the Euler potentials. This pro-
vides an SPMHD algorithm for star formation that is robust and
general, which has already been used to simulate jets and outflows
from protostars (Price et al. 2012; Bate et al. 2014) and turbulent
dynamos (Tricco, Price & Federrath 2014), and which allows non-
ideal MHD terms to be incorporated in a straightforward manner.
The simplest non-ideal MHD effect, Ohmic resistivity, has
already been implemented into SPMHD by several authors
(Bonafede et al. 2011; Tsukamoto et al. 2013), since it is a straight-
forward implementation of a diffusion term in SPH for which stan-
dard formulations exist (Brookshaw 1985; Cleary & Monaghan
1999). The other two non-ideal MHD effects, ambipolar diffusion
and the Hall effect, are more complicated. Hosking & Whitworth
(2004b) were the first to model ambipolar diffusion in SPMHD,
which they applied to star formation (Hosking & Whitworth
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2004a). However, their formulation was complicated by their at-
tempt to model the ions and neutrals as two distinct sets of SPH
particles, despite making the assumptions (ρion ≪ ρn and zero ion
pressure) that mean the mixture is adequately described as a sin-
gle fluid mixture with additional diffusion terms in the evolution
equation for the magnetic field (Pinto et al. 2008; Pandey & Wardle
2008). This is the most widely adopted approach to implement-
ing ambipolar diffusion in Eulerian codes1 (e.g. Mac Low et al.
1995; Duffin & Pudritz 2008; Choi et al. 2009; Masson et al. 2012,
though see Tilley & Balsara 2011; Tilley et al. 2012).
In this paper we derive a much simpler algorithm for ambipo-
lar diffusion in SPMHD based on the single fluid description, lay-
ing also the foundation for an implementation of the Hall effect.
The paper is organised as follows: We discuss the continuum equa-
tions in Sec. 2. The corresponding discrete equations are derived in
Sec. 3. In Sec. 4 we benchmark the algorithm on the standard test
problems for ambipolar diffusion, summarising in Sec. 5.
2 CONTINUUM EQUATIONS
In a partially ionised plasma, the ion pressure and momentum can
be assumed to be negligible compared to the pressure and momen-
tum of the neutrals; this is the strong coupling approximation. In
this case, the plasma can be treated as a single fluid, where the
plasma density is equated to the neutral density ρ ∼ ρn, and the ion
density is small, ρion ≪ ρn. Using this approximation, the MHD
equations that describe the ionised plasma are
dρ
dt = −ρ∇ · v, (1)
dv
dt = −
1
ρ
∇
[(
P +
B2
2µ0
)
I − BB
µ0
]
, (2)
du
dt = −
P
ρ
∇ · v + dudt
∣∣∣∣
AD
, (3)
dB
dt = (B ·∇)v −B (∇ · v) +
dB
dt
∣∣∣∣
AD
, (4)
where ddt ≡ ∂∂t + v ·∇ is the Lagrangian derivative, v, P and u
are the neutral velocity, pressure and specific internal energy, re-
spectively, B is the magnetic field, µ0 is the permeability of free
space, and I is the identity matrix. The final term on the right hand
side of (4) describes the ambipolar diffusion, while the final term in
(3) is to maintain conservation of energy. The MHD equations are
closed by the equation of state,
P = (γ − 1) ρu, (5)
where γ is the adiabatic index, and constrained by
∇ ·B = 0. (6)
For a perfectly neutral plama, dBdt
∣∣
AD = 0 and
du
dt
∣∣
AD = 0.
For the partially ionised plasma we present here, we have
dB
dt
∣∣∣∣
AD
=∇×
{ηAD
B2
[(∇×B)×B]×B
}
. (7)
1 We have recently made a similar argument regarding the usefulness of a
single fluid description in the context of dust-gas mixtures (Laibe & Price
2014)
The ambipolar diffusion coefficient is defined by
ηAD ≡ v
2
A
γADρion
, (8)
where γAD is the collisional coupling constant between ions and
neutrals due to ambipolar diffusion (see Pandey & Wardle 2008),
ρion is the ion density, and vA ≡ B/√µ0ρ is the Alfve´n speed. We
further define
D ≡ ηADµ0
B2
(J ×B)×B, (9)
where J = 1
µ0
∇ × B is the magnetic current density. Now, (7)
can be simplified to
dB
dt
∣∣∣∣
AD
=∇×D. (10)
Although we are focusing on ambipolar diffusion with D defined
as in (9), (10) is a general form that can be used for all non-ideal
MHD terms. For example, D can be defined as
DOhmic ≡ − 1
σ
J = −ηOµ0J , (11)
or
DHall ≡ − 1
ene
J ×B = −ηHµ0|B| J ×B, (12)
for Ohmic and Hall diffusivity, respectively (e.g. Pandey & Wardle
2008), where σ is the conductivity, e is the electron charge, and
ne is the electron number density. Given this form of the η-
coefficients, the units of ηAD, ηO and ηH are all the same (area
per unit time), thus aiding a more general discussion of non-ideal
MHD. Thus, the procedure that follows (and especially the proce-
dure in §3) can be used for any of these terms; specific considera-
tion will only be required once we substitute in the actual expres-
sion for D.
The ion velocity, vion, can be recovered from the coupling to
the neutral velocity, viz.
vion = v +
ηADµ0
B2
J ×B. (13)
For ambipolar diffusion, the characteristic time-scale is
τAD =
1
γADρion
(14)
and the characteristic length-scale is
LAD = τADvA. (15)
In general one requires a method to determine the ionisation
fraction in order to specify the ambipolar diffusion coefficient. For
star formation problems, this depends on chemistry involving dust
grains, with cosmic rays as the main source of ionisation. There
exist numerous attempts to solve the chemical reaction schemes
(e.g. Umebayashi & Nakano 1990; Wardle & Ng 1999; Sano et al.
2000; Nakano et al. 2002) or to provide a simple parameterisation
of the ionisation as a function of density and temperature (e.g.
Norman & Heyvaerts 1985; Machida et al. 2006; Tsukamoto et al.
2013; Keith & Wardle 2014). Perhaps the simplest approach is to
assume that the ion density is a power-law function of the neutral
density (Elmegreen 1979):
ρion = ρion,0
(
ρn
ρn,0
)α
. (16)
In the molecular cloud regime, α = 0 provides a reasonable ap-
proximation (e.g. Nakano 1984), and this is the approximation used
c© 2014 RAS, MNRAS 000, 1–9
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for the test problems in this paper. This means that τAD is a constant
for all time, which will be useful in the numerical implementation
of ambipolar diffusion (see §3). Thus, τAD = ηAD/v2A will be a
more useful quantity in the numerical derivation of the equations
whereas ηAD will be more useful in the continuum derivation, al-
though the two quantities are interchangeable.
2.1 Conservation of energy
Total energy is given by
E =
∫
V
(
1
2
v
2 + u+
B2
2µ0ρ
)
ρdV. (17)
Thus, to conserve energy, we require dEdt = 0, where also
dE
dt =
∫
V
(
v · dvdt +
du
dt +
B
µ0ρ
· dBdt −
B2
2µ0ρ2
dρ
dt
)
ρdV. (18)
The standard components of the SPH equations already conserve
energy (see Price & Monaghan 2004b), so we need to consider only
the additional terms resulting from ambipolar diffusion, i.e.,
dE
dt =
∫
V
(
du
dt
∣∣∣∣
AD
+
B
µ0ρ
· dBdt
∣∣∣∣
AD
)
ρdV = 0. (19)
Therefore,∫
V
du
dt
∣∣∣∣
AD
ρdV = −
∫
V
B
µ0ρ
· dBdt
∣∣∣∣
AD
ρdV. (20)
Using (10), this can be expanded as∫
V
du
dt
∣∣∣∣
AD
ρdV = − 1
µ0
∫
V
B · (∇×D) dV. (21)
Integrating by parts and using the divergence theorem yields∫
V
du
dt
∣∣∣∣
AD
ρdV =− 1
µ0
∫
V
D · (∇×B) dV
− 1
µ0
∫
V
∇ · (D ×B) dV,
=− 1
µ0
∫
V
D · (∇×B) dV
− 1
µ0
∮
S
(D ×B) · dS
=−
∫
V
D · JdV, (22)
where the surface integral vanishes because the magnetic field tends
to zero at infinity. Therefore,
du
dt
∣∣∣∣
AD
= −D · J
ρ
. (23)
Replacing D with (9) and converting to tensor notation (where ǫijk
is the Levi-Civita tensor and δij is the Kronecker delta) yields
du
dt
∣∣∣∣
AD
=− ηADµ0
B2ρ
ǫijkǫjuvJiJuBkBv
Using the standard relation ǫijkǫjuv = δivδku − δiuδkv , simplify-
ing, and returning to vector notation yields
du
dt
∣∣∣∣
AD
= −ηADµ0
B2ρ
[
(J ·B)2 − J2B2] . (24)
Analytically, J ·B = 0, thus we have
du
dt
∣∣∣∣
AD
=
ηADµ0J
2
ρ
. (25)
From the above we see that ambipolar diffusion results in a positive
definite contribution to the thermal energy, and hence the entropy.
In the case of the Hall effect, (23) gives
du
dt
∣∣∣∣
Hall
= −DHall · J
ρ
= 0, (26)
indicating that the Hall effect is not dissipative. For completeness,
the dissipation term due to Ohmic resistivity is given by
du
dt
∣∣∣∣
Ohmic
= −DOhmic · J
ρ
=
ηOµ0J
2
ρ
, (27)
which is also positive definite.
3 IMPLEMENTATION IN SPMHD
The numerical implementation of the MHD equations without
ambipolar diffusion has been previously described in the litera-
ture (see review by Price 2012); these sources include a thor-
ough description of dissipation terms (Price & Monaghan 2004a,
2005; Tricco & Price 2013) and cleaning of the ∇ · B term
(Price & Monaghan 2005; Tricco & Price 2012). For complete-
ness, we will rewrite (1)–(4) and the ambipolar diffusion-related
terms in their SPH form, but refer the reader to the literature for
discussion on shock dissipation and cleaning. For this implemen-
tation, we assume units such that µ0 ≡ 1 (see Price & Monaghan
2004b).
3.1 Discrete equations
The SPMHD equations (momentarily neglecting ambipolar diffu-
sion) for particle a are given by
ρa =
∑
b
mbWab(ha), (28)
dvia
dt =
∑
b
mb
[
Sija
Ωaρ2a
∇jaWab(ha) +
Sijb
Ωbρ2b
∇jaWab(hb)
]
, (29)
dua
dt =
Pa
Ωaρ2a
∑
b
mbv
i
ab∇iaWab(ha), (30)
dBia
dt = −
1
Ωaρa
∑
b
mb
[
viabB
j
a∇jaWab (ha)
− Biavjab∇jaWab (ha)
]
, (31)
where we sum over all particles, b, within the kernel radius, Wab is
the smoothing kernel, vab = va − vb, Ωa is a dimensionless cor-
rection term to account for a spatially variable smoothing length
(Monaghan 2002; Springel & Hernquist 2002), and the stress ten-
sor is given by
Sij ≡ −
(
P +
1
2
B2
)
δij +BiBj . (32)
To calculate dBdt
∣∣
AD, we first calculate the current density, J ≡
∇×B, using the difference operator (c.f. Price 2010, 2012):
Ja =
1
Ωaρa
∑
b
mb (Ba −Bb)×∇aWab(ha). (33)
We note that we could have instead chosen the symmetric operator,
since, at this stage, the form of J is arbitrary. However, the form of
c© 2014 RAS, MNRAS 000, 1–9
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the remaining equations is directly dependent on this choice, as we
will show below.
Once J is calculated, D is then calculated via
Dia =
τAD
ρa
ǫijkǫjuvJ
u
aB
v
aB
k
a . (34)
In order to give a positive definite contribution to the entropy, we
find that the conjugate curl operator must be used for the ∇ ×D
term in dBdt
∣∣
AD:
dBa
dt
∣∣∣∣
AD
= −ρa
∑
b
mb
[
Da
Ωaρ2a
×∇aWab(ha) (35)
+
Db
Ωbρ2b
×∇aWab(hb)
]
.
The need to use conjugate operators to conserve energy in SPH has
been discussed by a number of authors (e.g. Cummins & Rudman
1999; Price 2010; Tricco & Price 2012; Price 2012) and is demon-
strated in §3.3 below.
To numerically calculate the ion velocity, we simply use
va,ion = va +
τAD
ρa
(J ×B)a . (36)
3.2 Timestepping
The Courant limited timestep is derived assuming ideal MHD.
By introducing non-ideal MHD terms into the equations, a new
timestep must also be considered to ensure numerical stability. In
general, this is given by
dta ≤ h
2
a
η
, (37)
where η ∈ {ηO, ηH, ηAD}. For ambipolar diffusion, the timestep is
dtAD,a ≤ h
2
a
ηAD
=
h2a
τADv2A,a
. (38)
The dependence on h2 can provide a strict constraint on timestep-
ping; specifically, this timestep will become important when
h/τAD ≪ vA. To avoid a globally small timestep (in sce-
narios where it is necessary), several options have been em-
ployed, including a “heavy-ion” approximation (Li et al. 2006),
setting the ambipolar diffusion rate to zero below a given den-
sity threshhold (Nakamura & Li 2008) and super time-stepping
(e.g. Alexiades et al. 1996; O’Sullivan & Downes 2006; Choi et al.
2009). For simplicity, we use (38) as our ambipolar diffusion-
limited timestep, and we will further comment on the timestep
when we discuss our numerical results.
3.3 Conservation of energy
Similar to §2.1, we will calculate the numerical implementation of
dua
dt
∣∣
AD using the conservation of energy and demonstrate that the
resulting contribution to the thermal energy, and hence the entropy,
is positive definite. The SPH form of (19) is
dE
dt =
∑
a
ma
[
dua
dt
∣∣∣∣
AD
+
Ba
ρa
· dBadt
∣∣∣∣
AD
]
= 0. (39)
Therefore, to conserve energy, we must have
∑
a
ma
dua
dt
∣∣∣∣
AD
= −
∑
a
ma
Ba
ρa
· dBadt
∣∣∣∣
AD
. (40)
Substituting in (35) and rearranging the terms yields
∑
a
ma
dua
dt
∣∣∣∣
AD
= −
∑
a
ma
Ba
ρa
·
{
−ρa
∑
b
mb
[
Da
Ωaρ2a
×∇aWab(ha) + Db
Ωbρ2b
×∇aWab(hb)
]}
,
=
∑
a
∑
b
mambBa ·
[
Da
Ωaρ2a
×∇aWab(ha)
]
+
∑
b
∑
a
mbmaBb ·
[
Da
Ωaρ2a
×∇bWba(ha)
]
,
= −
∑
a
∑
b
mamb
Da
Ωaρ2a
· [(Ba −Bb)×∇aWab(ha)] ,
(41)
where in the second step we rearranged the summation indices, and
in the third step used the identity ∇bWab = −∇aWab and the
triple scalar product B · (D ×∇W ) = −D · (B ×∇W ) to
simplify the expression. Removing the sum over a yields
dua
dt
∣∣∣∣
AD
= −
∑
b
mb
Da
Ωaρ2a
· [(Ba −Bb)×∇aWab(ha)] , (42)
where
1
Ωaρa
∑
b
mb (Ba −Bb)×∇aWab(ha) ≡ Jdiffa ,
is the current density using the differenced operator, as given in
(33). Therefore, this can be rewritten as
dua
dt
∣∣∣∣
AD
= −Da
ρa
· Jdiffa . (43)
From (43) we can see that the contribution to the thermal energy
will only be positive definite if the numerical operator used to com-
pute J in (9) is the same as the operator that appears in (43),
i.e. Jdiff, which is indeed the case in our formulation (cf. Eq. 33).
Specifically, following the procedure in the continuum case yields
dua
dt
∣∣∣∣
AD
=− τAD
ρ2a
ǫijkǫjuvJ iaJ
u
aB
k
aB
v
a ,
=− τAD
ρ2a
(
δivδku − δiuδkv
)
J iaJ
u
aB
k
aB
v
a ,
=− τAD
ρ2a
(
J iaJ
k
aB
k
aB
i
a − J iaJ iaBkaBka
)
. (44)
Therefore,
dua
dt
∣∣∣∣
AD
=
τAD
ρ2a
[(
Jdiffa
)2
(Ba)
2 −
(
J
diff
a ·Ba
)2]
, (45)
which is positive definite. Unlike in the continuum case, we cannot
be guaranteed that Jdiffa ·Ba = 0, so this term must be included to
conserve energy.
The same procedure would apply to a numerical implementa-
tion of the Hall effect, in which case (43) becomes
dua
dt
∣∣∣∣
Hall
= −D
Hall
a
ρa
· Jdiffa , (46)
This term will be zero if we use Jdiff to compute DHall since(
Jdiff ×B) · Jdiff = 0. Therefore, the implementation of the
Hall effect is a straightforward extension to the procedure we de-
scribe here to implement ambipolar diffusion. The complication
is that Hall MHD contains a very fast wave, the Whistler mode
c© 2014 RAS, MNRAS 000, 1–9
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(Pandey & Wardle 2008), that severely limits the timestep, mean-
ing that an implicit timestepping scheme is required.
In principle, resistivity can also be implemented following the
same method, where
dua
dt
∣∣∣∣
Ohmic
= −D
Ohmic
a
ρa
· Jdiffa =
ηO
(
Jdiffa
)2
ρa
, (47)
which is also positive definite. The considerations above are similar
to the implementation of resistivity with the vector potential (Price
2010). However, the resistivity term is simple enough that direct
second derivatives can be taken, which is the approach taken by
Bonafede et al. (2011) and Tsukamoto et al. (2013). It is not clear
whether there is any advantage to a two first derivatives approach
in this case. As resistivity is not the focus of this paper, we do not
investigate this matter further.
4 NUMERICAL TESTS
We test our ambipolar diffusion algorithm using an isothermal
equation of state, P = c2s ρ. Our primary tests are performed us-
ing a simple 1D SPMHD code, but we have also implemented the
algorithm in the 3D code PHANTOM, which we also test. The 1D
code uses the equations described in Sec. 3, theM6 quintic smooth-
ing kernel, and a term to correct for∇ ·B = 0. Our two tests are
the wave damping test, and the C-shock, as described below.
4.1 Wave damping test
To test ambipolar diffusion in the strong coupling approximation,
we follow the evolution of a standing wave as done in Choi et al.
(2009). The dispersion relation for Alfve´n waves is (Balsara 1996)
ω2 +
v2Ak
2
γADρi
ωi− v2Ak2 = 0, (48)
where ω = ωR +ωIi is the complex angular frequency of the wave
and k is a wavenumber; in this notation, ωR, ωI and k are all ex-
plicitly real. The solution to (48) is a damped oscillation, where the
time dependence of the first normal mode is given by
h(t) = h0 |sin (ωRt)| eωIt, (49)
where h0 is the initial amplitude of the wave. Alfve´n waves will
always propagate for ωR 6= 0, however ambipolar diffusion can
prevent their propagation in a partially ionised medium when
k > 2γADρi/vA (Kulsrud & Pearce 1969).
To test the decay of Alfve´n waves, we turn off all dissipation
terms, set ρ = 1, cs = 1, B = B0xˆ with B0 = 1, L = 1.0
with periodic boundary conditions and ρi = 0.1. We initialise the
velocity to be a standing wave in the z-direction, viz.
vz(x) = v0 sin(kx), (50)
where k = 2π/L and v0 = 0.01vA . We then track the oscil-
lation of the root-mean-square magnetic field in the z-direction,
< B2z >
1/2
. For this quantity, the initial amplitude in (49) is given
by h0 = v0vA
B0√
2
.
Prior to implementing ambipolar diffusion in our test, we run
a baseline test without ambipolar diffusion (that is, we turn off all
ambipolar diffusion components in our code; analytically, this cor-
respond to ωI ≡ 0). We test N = 26−10 particles, and present
time evolution of < B2z >1/2 in Figure 1. We see good agree-
ment between the analytical and numerical results, thus providing
a useful verification that the code works correctly. Since the relative
 0
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N=512
N=1024
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M
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Time
Figure 1. Top: Time evolution of the spatially averaged root-mean-square
magnetic field in the z-direction without ambipolar diffusion for N =
26−10 particles, using the M6 quintic kernel. Bottom: The cumulative root-
mean-square error.
error →∞ as < B2z >1/2→ 0, a more useful error analysis is the
cumulative root-mean-square error (CRMSE):
CRMSE(t) ≡ (51)√√√√ 1
n
n∑
i=1
{
[< B2z >1/2 (ti)]analytical − [< B2z >1/2 (ti)]numerical
}
2
,
where there are n outputs to time tn (inclusive), ti is the time of
each output, and there is a constant dt = 0.01 between outputs. As
expected, this value continues to grow with time; the leading cause
for the growth of this value is the slight difference between the
analytical and numerical periods. However, the CRMSE decreases
with increasing resolution, indicating that increasing resolution al-
lows for convergence to the analytical result. The red line in Fig-
ure 2 shows the CRMSE at t = 5 for each resolution, and we see
that the slope is ∝ N−2, indicating a second order convergence.
The CRMSE is not dependent on timestep for this test, indicating
that the errors are dominated by the spatial terms.
We note that Choi et al. (2009) perform their test using
v0 = 0.1vA rather than 0.01vA used here. Since the magnetic and
velocity fields are dependent on one another, the oscillation excited
in Bz will excite an oscillation in vx, which in turn will modify the
oscillation of Bz . Although this result is expected, it will yield a
result that will differ from the analytical results used here, which
were derived under the assumption of no non-linear coupling of
waves. Similar results are reached using the larger v0, however the
errors are noticeably worse and potentially misleading (i.e. for low
resolution, the non-linear coupling is not well-defined, thus the er-
rors remain small; for high resolution, the non-linear coupling is
well defined and will ultimately converge, however, the errors are
noticeably worse than the low resolution).
c© 2014 RAS, MNRAS 000, 1–9
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Figure 2. The cumulative root-mean-square error at t = 5 as a function
of resolution for the no ambipolar diffusion case (red) and the ambipolar
diffusion case with γAD = 1000 (blue), along with a reference line∝ N−2
(green).
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Figure 3. Time evolution of the spatially averaged root-mean-square mag-
netic field in the z-direction to test the decay of Alfve´n waves in the strong
coupling approximation. Each panel includes the numerical result using
N = 1024 particles (blue), the analytical result (red) and the cumulative
root-mean-square error (green) for γAD =1000 (top), 500 (middle) and 100
(bottom).
For the remainder of our analysis we include ambipolar dif-
fusion. Figure 3 shows the time evolution of < B2z >1/2 for
γAD =1000, 500 and 100 using N = 1024 particles. We see
agreement between the numerical and analytical results, with the
CRMSE . 10−4 in all cases; the maximum CRMSE for γAD =100
is less than ∼ 2% of the maximum < B2z >1/2 amplitude, and is
less than 0.03% for γAD =1000. The wave damps faster for de-
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Figure 4. Top: Time evolution of the spatially averaged root-mean-square
magnetic field in the z-direction to test the decay of Alfve´n waves in the
strong coupling approximation; we test N = 26−10 particles for γAD =
1000 and the M6 quintic kernel. Bottom: The cumulative root-mean-square
error.
creasing γAD, so we are adding error in < B2z >1/2 slower than
1/
√
n for increasing tn, and the CRMSE decreases with time.
Since ambipolar diffusion damps the wave, the non-linear wave
couplings are not as strong as compared to the no ambipolar dif-
fusion case. Thus, using the higher v0 in this case yields similar
errors to the case presented here.
For the case without ambipolar diffusion and the cases with
γAD = 1000 and 500, the timestep is Courant limited. For γAD =
100, the timestep is limited by ambipolar diffusion and is ∼4.4
times smaller than the Courant timestep. Thus the impact of γAD is
apparent even in a simple test like this.
We next present the results of a resolution test. In Figure 4,
we plot the time evolution of < B2z >1/2 for γAD = 1000 using
N = 26−10 particles. Similar to the no ambipolar diffusion case,
the results get better with resolution. The blue line in Figure 2 indi-
cates that, even with the inclusion of ambipolar diffusion, we obtain
second order convergence.
To test the dependence on smoothing kernels, we run the
γAD = 1000 run with N = 1024 using the M4 cubic, M5 quar-
tic and M6 quintic smoothing kernels; see Figure 5. The CRMSE
increases as the kernel moves from M4 to M6, which is reason-
able since M6 smoothes over a greater number of particles than
the M4 kernel. At this resolution, the CRMSE at t = 5 for all
three kernels are equal within 6.1% . If we decrease resolution to
N = 512 (128), the relationship between CRMSE and the kernels
is the same, but the separation increases such that at t = 5, the
three CRMSE values are equal within 26.6% (39.2%). Although
the cubic smoothing kernel yields lower CRMSE values, the quin-
tic kernel yields stable results for a longer time given ideal initial
conditions (i.e. particles evenly spaced on a 1D lattice). This stabil-
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Figure 5. Top: Time evolution of the spatially averaged root-mean-square
magnetic field in the z-direction to test the decay of Alfve´n waves in the
strong coupling approximation; we test the M4 cubic, M5 quartic and M6
quintic smoothing kernels using N = 1024 particles and γAD = 1000.
Bottom: The cumulative root-mean-square error.
ity issue has previously been studied on a cubic lattice (e.g. Morris
1996; Price 2012), thus we will not investigate it further. For this
analysis, we have chosen stability over CRMSE values, hence our
choice of the quintic smoothing kernel.
Finally, we test our ambipolar diffusion algorithm in the
fully 3D SPMHD code PHANTOM (Price & Federrath 2010;
Lodato & Price 2010). Given that this code uses different dissi-
pation, magnetic cleaning and integration algorithms than our 1D
code, we do not expect identical results when comparing the re-
sults at similar resolutions. Moreover, the stability of a cubic lattice
is a well-known issue in SPH (e.g. Morris 1996; Price 2012), thus
the particles are initialised on a close-packed lattice; further, the
C4 Wendland kernel is used to maintain stability over five periods.
In PHANTOM, we set γAD = 1000, N3D ≡ N31D with N1D = 126,
Lx = 1 (as in the 1D case), Ly =
√
3
2
Lx and Lz =
√
6
3
Lx, and
present the comparison in Figure 6.
The CRMSE at t = 5 is ∼2 times higher for the 3D code
over the 1D code, thus we can be confident that PHANTOM can
successfully model ambipolar diffusion.
For completeness, when the 3D test was run on a cubic lattice
using the M6 quintic kernel, the particles fell off the lattice after
one period for N1D = 128. Just prior to the particles falling off
of the lattice, the CRMSE for the 1D case was ∼56% larger than
that for the 3D case. Although the CRMSE values are smaller than
the values presented here, we chose to present the results using the
Wendland kernel since it produced a stable result over at least five
periods.
4.2 Oblique C-shock
The only other known solution for benchmarking ambipolar diffu-
sion codes is the C-shock. The setup of this requires that an isother-
mal, neutral gas in a magnetic field be reflected off of a wall. If
the gas velocity exceeds the sound speed but not the Alfve´n speed,
then an Alfve´n wave moving through the ions will drag the neutrals
into the post-shock region without creating a discontinuity, creating
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Figure 6. Top: Time evolution of the spatially averaged root-mean-square
magnetic field in the z-direction to test the decay of Alfve´n waves in the
strong coupling approximation; we compare the 3D model to the 1D model
and to the analytic solution (red line) using γAD = 1000. The 1D model
uses the M6 quintic kernel and N1D = 128 particles; the 3D model uses
the C4 Wendland kernel and N1D = 126 particles. Bottom: The cumulative
root-mean-square error.
the C-shock (Draine 1980). A semi-analytic solution to this can be
calculated by taking the steady-state MHD equations (i.e. setting
dt = 0 and dx = dy = dz = 0 in (1), (2) and (4)), reducing
them to a single ordinary differential equation and then numeri-
cally solving the ODE (e.g. Wardle 1991; Mac Low et al. 1995;
Duffin & Pudritz 2008; Choi et al. 2009). We explicitly note that,
unlike (e.g.) the Sod shock tube problem, this solution describes
only the steady-state shock and not the entire domain of the model.
Thus, any additional shocks created as a result of reflecting off of
the wall are not described by this semi-analytical solution.
The simplest numerical implementation of a C-shock is to ini-
tialise a velocity towards a reflective boundary. However, to avoid
implementing a reflective boundary condition in SPH, we instead
initialise two inflows that will meet at the centre of the domain.
The magnetic field is continuous across the entire domain, which is
equivalent to using a continuous boundary condition for the mag-
netic field, as used in Mac Low et al. (1995). Our initial conditions
are ρ = 1, cs = 0.1, B = B0xˆ + B0yˆ with B0 = 1√
2
, v = v0xˆ
with v0 = −4.45 (4.45) for x > 0 (x < 0), ρi = 10−5 and
γAD = 1. Our domain extends for −40LAD < x < 40LAD, with
an initial particle separation of 0.2LAD . Analytical results predict
a post-shock density approximately eight times higher, thus yield a
post-shock separation of 0.025LAD , and hence the shock resolution
will be between these two values2. Due to the reflective nature of
our results, we will only present the results for the domain x > 0.
2 The constant resolution in the grid simulations presented in
Mac Low et al. 1995 is 0.2 and 0.1LAD , and in Choi et al. (2009) the
resolution is 20LAD/128 ≈ 0.156LAD .
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Figure 7. Results of the C-shock test after t = 4τAD , using ρi = 10−5 and
γAD = 1. The red lines are the numerical results and the green lines are the
semi-analytical results. Top to Bottom: Neutral gas density; neutral (solid)
and ion (dotted) velocity in the x-direction; neutral (solid) and ion (dotted)
velocity in the y-direction; magnetic field strength in the y-direction.
As with the wave damping test, we also run a baseline test without
ambipolar diffusion.
Figure 7 shows the neutral density, neutral and ion velocities
and the y-component of the magnetic field after t = 4τAD. For
the C-shock structure (10 . x/LAD . 30), we find agreement
to within ∼4% between the numerical and semi-analytical results.
There is an increase in the relative error at the base of the shock,
but this can be attributed to our artificial viscosity and resistivity
algorithms, and is not related to our implementation of ambipolar
diffusion. A brief study shows that the numerical results converge
for increasing resolution, but the runtime is severely hampered due
to the timestepping limitations (recall Eq. 38) and the short smooth-
ing lengths near x = 0. Although the shortest smoothing length is
larger for the case with ambipolar diffusion, the quadratic depen-
dence on it results in a timestep that is 30-40 times lower than for
the case without ambipolar diffusion (whose timestep dependence
on smoothing length is linear).
For completeness, we note that the C-shock is not the com-
plete solution to the system – a second shock exists near the ori-
gin. This shock appears in the numerical solution presented in
Choi et al. (2009) (although it is not discussed), and is not shown in
Mac Low et al. (1995) since the boundary is removed from the plot.
These authors cite “wall heating” as the source of this discontinu-
ity, but this is clearly not the case since the problem is isothermal.
This second shock is also present in the case without ambipolar dif-
fusion, and this profile is similar to the solution of the MHD shock
given in fig. 2a of Ryu & Jones (1995)3. This is expected since both
tests are initialised with inflow velocities. We ran this test with-
out ambipolar diffusion and with cs = 1.0 using both our simple
SPMHD code and ATHENA (Stone et al. 2008). Both codes pro-
duced the shock near the origin, indicating that it is a real feature.
As expected, this shock is also smoothed by ambipolar diffusion,
similar to how the first shock is smoothed to create the C-shock
profile.
5 SUMMARY
We have described a simple implementation of ambipolar diffu-
sion suitable for SPMHD codes. The same algorithm can be easily
extended to handle Ohmic resistivity and to the Hall effect. Our
derivation assumed the strong coupling approximation (ρ ∼ ρn
and ρion ≪ ρn) and thus we can use a single fluid approach. We
have shown that this method conserves energy, and the contribu-
tion to the energy equation is always positive definite, as required.
We have tested this implementation in both a simple 1D SPMHD
code and the fully 3D code PHANTOM. Our results are as follows:
(i) For the wave damping test, our numerical results agreed with
the analytical results. For the three cases we studied, the cumu-
lative root-mean-square error remained less than 2% of the maxi-
mum < B2z >
1/2 amplitude over five periods, with larger values of
the collisional coupling constant, γAD, yielding smaller errors (i.e.
0.03% error for γAD=1000 compared to 2% for γAD=100).
(ii) Our implementation is robust to resolution and kernel tests.
For increasing resolution, the convergence is second order. As the
smoothing kernel is switched from the quintic to the quartic to the
cubic, the cumulative root-mean-square error decreases, as to be
expected since the kernel is smoothing over a shorter distance.
(iii) The analytical results can be reproduced using a fully 3D
SPMHD code. The cumulative root-mean-square error is lower
than for the 1D code.
(iv) For the oblique C-shock test, our numerical results agreed
with the semi-analytical results typically within ∼4%. Although
the relative error was larger than 4% at the base of the shock, this
can be attributed to the artificial viscosity and resistivity, and not
the implementation of ambipolar diffusion.
With the inclusion of ambipolar diffusion in 3D SPMHD codes, we
are now in a position to determine the effect that it has on physical
processes, such as the collapse of molecular clouds to form stars.
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c© 2014 RAS, MNRAS 000, 1–9
Ambipolar diffusion in SPMHD 9
REFERENCES
Alexiades V., Amiez G., Gremaud P.-A., 1996, Commun. Numer.
Meth. Eng., 12, 31
Balsara D. S., 1996, ApJ, 465, 775
Bate M. R., Tricco T. S., Price D. J., 2014, MNRAS, 437, 77
Bonafede A., Dolag K., Stasyszyn F., Murante G., Borgani S.,
2011, MNRAS, 418, 2234
Brandenburg A., 2010, MNRAS, 401, 347
Brookshaw L., 1985, PASA, 6, 207
Bu¨rzle F., Clark P. C., Stasyszyn F., Dolag K., Klessen R. S., 2011,
MNRAS, 417, L61
Bu¨rzle F., Clark P. C., Stasyszyn F., Greif T., Dolag K., Klessen
R. S., Nielaba P., 2011, MNRAS, 412, 171
Choi E., Kim J., Wiita P. J., 2009, ApJS, 181, 413
Cleary P. W., Monaghan J. J., 1999, J. Comp. Phys., 148, 227
Cummins S. J., Rudman M., 1999, J. Comp. Phys., 152, 584
Dedner A., Kemm F., Kro¨ner D., Munz C.-D., Schnitzer T., We-
senberg M., 2002, J. Comp. Phys., 175, 645
Draine B. T., 1980, ApJ, 241, 1021
Duffin D. F., Pudritz R. E., 2008, MNRAS, 391, 1659
Elmegreen B. G., 1979, ApJ, 232, 729
Hosking J. G., Whitworth A. P., 2004a, MNRAS, 347, 1001
Hosking J. G., Whitworth A. P., 2004b, MNRAS, 347, 994
Keith S. L., Wardle M., 2014, MNRAS, 440, 89
Kulsrud R., Pearce W. P., 1969, ApJ, 156, 445
Laibe G., Price D. J., 2014, MNRAS, 440, 2136
Li P. S., McKee C. F., Klein R. I., 2006, ApJ, 653, 1280
Lodato G., Price D. J., 2010, MNRAS, 405, 1212
Mac Low M.-M., Norman M. L., Konigl A., Wardle M., 1995,
ApJ, 442, 726
Machida M. N., Inutsuka S.-i., Matsumoto T., 2006, ApJ, 647,
L151
Masson J., Teyssier R., Mulet-Marquis C., Hennebelle P.,
Chabrier G., 2012, ApJS, 201, 24
Mestel L., Spitzer Jr. L., 1956, MNRAS, 116, 503
Monaghan J. J., 2002, MNRAS, 335, 843
Morris J. P., 1996, PASA, 13, 97
Mouschovias T. C., Paleologou E. V., 1981, ApJ, 246, 48
Nakamura F., Li Z.-Y., 2008, ApJ, 687, 354
Nakano T., 1984, Fund. Cosmic Phys., 9, 139
Nakano T., Nishi R., Umebayashi T., 2002, ApJ, 573, 199
Norman C., Heyvaerts J., 1985, A&A, 147, 247
O’Sullivan S., Downes T. P., 2006, MNRAS, 366, 1329
Pandey B. P., Wardle M., 2008, MNRAS, 385, 2269
Phillips G. J., Monaghan J. J., 1985, MNRAS, 216, 883
Pinto C., Galli D., Bacciotti F., 2008, A&A, 484, 1
Price D. J., 2010, MNRAS, 401, 1475
Price D. J., 2012, J. Comp. Phys., 231, 759
Price D. J., Bate M. R., 2007, MNRAS, 377, 77
Price D. J., Bate M. R., 2008, MNRAS, 385, 1820
Price D. J., Bate M. R., 2009, MNRAS, 398, 33
Price D. J., Federrath C., 2010, MNRAS, 406, 1659
Price D. J., Monaghan J. J., 2004a, MNRAS, 348, 123
Price D. J., Monaghan J. J., 2004b, MNRAS, 348, 139
Price D. J., Monaghan J. J., 2005, MNRAS, 364, 384
Price D. J., Tricco T. S., Bate M. R., 2012, MNRAS, 423, L45
Rosswog S., Price D., 2007, MNRAS, 379, 915
Ryu D., Jones T. W., 1995, ApJ, 442, 228
Sano T., Miyama S. M., Umebayashi T., Nakano T., 2000, ApJ,
543, 486
Shu F. H., Adams F. C., Lizano S., 1987, ARA&A, 25, 23
Springel V., Hernquist L., 2002, MNRAS, 333, 649
Stern D. P., 1966, Space Sci. Rev., 6, 147
Stone J. M., Gardiner T. A., Teuben P., Hawley J. F., Simon J. B.,
2008, ApJS, 178, 137
Tilley D. A., Balsara D. S., 2011, MNRAS, 415, 3681
Tilley D. A., Balsara D. S., Meyer C., 2012, New A, 17, 368
Tricco T. S., Price D. J., 2012, J. Comp. Phys., 231, 7214
Tricco T. S., Price D. J., 2013, MNRAS, 436, 2810
Tricco T. S., Price D. J., Federrath C., 2014, MNRAS, submitted
Tsukamoto Y., Iwasaki K., Inutsuka S.-i., 2013, MNRAS, 434,
2593
Umebayashi T., Nakano T., 1990, MNRAS, 243, 103
Wardle M., 1991, MNRAS, 251, 119
Wardle M., Ng C., 1999, MNRAS, 303, 239
c© 2014 RAS, MNRAS 000, 1–9
