Abstract-The constant evolution and expansion of the Internet and Internet-related technologies has exposed the limitations of the current networking infrastructures, which are represented by the unsustainable power consumption and low level of scalability. In fact, these infrastructures are still based on the typical, ossified architecture of the TCP/IP paradigm. In order to cope with the Future Internet requirements, recent contributions envisage an evolution towards more programmable and efficient paradigms. In this respect, this paper describes the basic issues, the technical approaches, and the methodologies for the implementation of power management primitives in the context of the emerging Software Defined Networking. In detail, we propose to extend one of the most prominent solutions aimed at increasing networking flexibility, the OpenFlow Protocol, to integrate the energy-aware capabilities offered by the Green Abstraction Layer (GAL). However, the mere introduction of node-level solutions would be of little or no use in the absence of a network-wide management scheme to guarantee inter-operability and effectiveness of the proposed architecture. In this respect, this work also proposes an analytical model for the management of a network with these capabilities. The results will show how our solutions are well suited to provide a scalable and efficient network architecture able to manage the orchestration and consolidation of the available resources.
communicate through the Internet, such devices are characterized by limited storage and computational capabilities. These characteristics have brought forth a significant development of cloud services to provide the support needed by smart objects. As a consequence, datacenters have evolved from a room packed with workstations to large-scale warehouses including hundreds of thousands of servers.
This quick acceleration of the Internet evolution has made the weaknesses of its current architecture and protocols so visible that they can be no longer masked by simply over-dimensioning network infrastructures, a practice that has been common until recently. This way of managing traffic has exacerbated the concern, both economic and environmental, regarding the power consumed by the Information and Communication Technology (ICT) sector.
In [5] , the authors assess that the relative share of the worldwide total electricity consumption of communication networks, personal computers, and datacenters products and services has increased from about 3.9% in 2007 to 4.6% in 2012, and estimate that the yearly growth of all three individual ICT categories (10%, 5%, and 4%, respectively) is higher than the growth of worldwide electricity consumption in the same time frame (3%).
Another issue that has restricted the Internet evolution regards the typical, ossified structure of the TCP/IP architecture, which operates most of the time on top of proprietary and specialized firmware/hardware components, and requires a large number of active packet processing engines across the network, even when under-utilized, which worsens their impact on the carbon footprint even more [6] .
In this respect, as was clearly demonstrated by the results of the ECONET Project [7] , the mere introduction of nodelevel solutions would be of little or no use in the absence of a network-wide management scheme to guarantee interoperability and effectiveness of the proposed architecture.
With these considerations in mind, the work proposed in this paper covers two main aspects. The first aim is to describe the basic issues, the technical approaches, and the methodologies for the implementation of power management primitives in the context of the emerging Software Defined Networking (SDN) architectures [8] , [9] . The second one is to propose an analytical model for the management of a network with these capabilities.
Regarding the first goal, what we need is to easily access and manipulate network nodes even at the hardware level, to the purpose of achieving the highest possible degree of freedom in driving their behavior. In this respect, the exploitation of technologies like SDN, integrated with the Green Abstraction Layer (GAL) [10] , a recently approved standard of the European Telecommunications Standards Institute (ETSI) [11] , to represent power management primitives, would allow achieving our goal, as will be explained in the following sections.
The analytical model presented in Section IV guarantees that the capabilities provided by the integration of the SDN approach and the GAL are optimally exploited to achieve power savings, which can account to up to 80% of the total consumption, as shown in the results. At the same time, the desired performance level can be maintained, along with service reliability. This result is obtained through the optimal orchestration and consolidation of the resources available in the network, to minimize the network-level energy consumption, while respecting performance constraints in traffic handling.
The paper is organized as follows. The related work on SDN for energy efficiency is presented in Section II, and the green OpenFlow (OF) extension is described in Section III. The formulation of the proposed consolidation and orchestration algorithm is reported in Section IV, and the numerical results are in Section V. Finally, conclusions are drawn in Section VI.
II. RELATED WORK
SDN currently represents a very popular paradigm in the research community. Originally designed to isolate traffic flows for benchmarking purposes, SDN has quickly grown in popularity and is forecast to develop to a $3.52 billion global market by 2018 thanks to the growth of cloud services and the need for mobility [12] . By decoupling the Control Plane and the Data (Forwarding) Plane of network nodes, SDN allows a more centralized vision to set the rules for handling flows in the network, by means of specific protocols for the interaction between the controller and the network nodes under its supervision.
OpenFlow [8] represents the best protocol realization of the SDN paradigm. Its main feature is represented by the physical separation between the data and control planes: in detail, a Controller located in a separate machine is in charge of updating/modifying the routing tables of all the forwarding network nodes in a certain network domain. This approach guarantees fast and flexible per-flow configuration of the forwarding level, in contrast to the ossified IP forwarding.
Regarding the application of the SDN concepts for energy efficiency purposes, previous related work can be classified into two main categories.
The first classical approach is to exploit SDN flexibility to make consolidation and migration of virtual machines in a datacenter easier. In [13] , a smart resource management approach based on OF is applied in an Infrastructure as a service (IaaS) business model. In [14] the authors propose a joint optimization scheme that simultaneously optimizes virtual machine (VM) placement and network flow, whereas in [15] different sets of cloud-fluent traffic engineering algorithms are investigated.
The main contribution provided by our work to the context of exploiting OF for VMs allocation is represented by the extension of the consolidation strategies on a wider domain: in fact, the optimization strategy that we propose in this paper regards the efficient allocation of VMs not only at the network node level, but inside the network.
The second category of approaches consists in applying SDN technologies for finely configuring flow paths to allow a larger number of network nodes and links enter low power standby modes: in [16] , the authors propose a network-wide power manager to dynamically adjust the set of active network elements; the work in [17] presents a correlation-aware power optimization algorithm for dynamic traffic flows consolidation for energy saving, and in [18] an OF controller is presented with the purpose of creating a loop-free layer-2 topology to reduce the network energy consumption. These approaches fall in the well-known field of green traffic engineering/routing.
Despite our main objective coincides with lowering the energy consumption of network infrastructures, which is common in green traffic engineering, the work proposed in this paper tries to go beyond these approaches by exploiting some basic peculiarities of SDN.
In particular, the integration of the GAL primitives inside the OF protocol allows extending the configuration and allocation capabilities beyond the sole steering functionality. In fact, the possibility of individually tuning the performance level of the single hardware sub-component provides an added granularity that, in addition to consolidation, allows a more fine-grained resource management. This granularity can be exploited in a combination of local (node-level) and network-wide policies trading off Quality of Service (QoS) and energy efficiency, to obtain an additional improvement in energy savings.
As more extensively explained in the next sections, the consolidation of SDN actions permits to "switch off" (by entering sleep modes) a large part of the packet processing engines included in the data plane hardware, which are well known to be one of the primary sources of network node energy consumption (even over 60% [19] ).
The research activities in dynamic power management usually focus on an optimization problem to minimize a cost function defined as the sum of the individual contributions of the network components. This kind of approach can be found, for example, in [20] , where a model for router power consumption is presented, or in [21] , where the focus is on cognitive backbone network management. The work in [22] describes a network level energy saving approach based on load-dependent energy consumption information of the communication equipment, and [23] proposes strategies to concentrate network traffic on a minimal subset of network resources.
The analytical model proposed in this paper moves a step forward from these works: although the cost function follows the same scheme, the innovation with respect to a traditional green routing problem is represented by the actions consolidation performed according to green criteria, which is reflected in the relation between the allocation of groups of actions and the decisions on the routing of flows.
The optimization procedures based on analytical models can be very time-consuming and, despite providing optimal results, may turn out to be unusable for real applications. Heuristics are usually proposed along with the optimization procedures to provide sub-optimal configurations in reasonable times. Most of these approaches are based on solving a simplified form of the proposed problem according to, for example, a pre-selected set of paths (see [24] , [25] ).
The approach that we follow in this work is slightly different: in fact, it is based on the pre-computation and storage of all possible paths between each pair of nodes and, at the same time, on the determination of the best fit candidate nodes to support the actions consolidation according to their occurrence in the computed paths and their service capacity. Although this solution is sub-optimal, in Section IV-C we show that it generates acceptable results in terms of total power consumption and a reasonable management strategy; moreover, the procedure can be applied online in an adaptive fashion, by triggering a low number of re-calculations when new flows enter the network, owing to the relatively large time scales of the variations occurring in aggregated flows.
This paper represents an extension of the work in [26] . Though containing a deeper and more thorough architectural discussion, it includes some practical extensions and results obtained through the proposed methodology and formalization of the problem.
III. GREENING OPENFLOW: PROTOCOL EXTENSION AND GAL INTEGRATION
As previously sketched, one of the key aspects of the SDN approach is to radically change the operating and interfacing models exposed by network nodes. For example, the structure of the Forwarding Information dataBase (FIB) of an OpenFlow switch, which is only a part of the aforementioned models, is well known to be different from the one of legacy layer-2/3 network nodes.
As stated by its first designers [27] , the OpenFlow model was conceived to abstract the main functionalities provided by heterogeneous hardware platforms for network nodes, and for this reason, it is much closer to the internal hardware organization of nodes than legacy network protocols. A single functionality or a FIB item of a legacy network protocol (e.g., IP route) generally requires a significant number of operations or lower level functionalities, which might be provided by different hardware components in a network node.
Instead, OpenFlow enables a logical representation where each FIB item (i.e., the OpenFlow actions) can be broken down in a single or in few low-level operations, which reasonably involve single or few hardware components in the node.
Given that power management techniques can be applied to single hardware blocks, and that different hardware blocks can enter different power settings, the OpenFlow abstraction model natively offers the opportunity of mapping logical network functions with the power settings of hardware components realizing them.
Consequently, this opportunity allows providing almost infinite degrees of freedom in customizing the operational and energy behavior of the network through remote controller programming, and represents the main feature that has made our GAL integration possible, as explained in detail in the following.
The remainder of this section is organized as follows: Section III-A summarizes the GAL architecture and the main approach in abstracting the power management capabilities of a network node. Section III-B describes in detail how the GAL has been integrated in the OF protocol. Finally, Section III-C reports a detailed description of the main GAL primitives.
A. Power Management Primitives and the Green Abstraction Layer
Power management primitives provide the possibility of dynamically adapting the trade-off between the energy consumption and the processing capacity of a hardware block (e.g., one or more hardware components).
Depending on the hardware technologies of components, different power management techniques can be applied at silicon level (e.g., clock scaling, voltage scaling, and voltage gating) to reduce the resulting energy consumption in an effective way. When applied to network nodes, power management techniques introduce well-known dependency schemes between energy consumption and packet forwarding performance. These schemes can be organized in the following base categories:
• Adaptive Rate (AR): the operating speed of the hardware component is reduced, causing the obvious stretching of processing/transmission times.
• Low Power Idle (LPI): the hardware block or some of its components are turned off during idle periods. When the block receives new work, wake-up times are needed before returning fully operative.
• Standby: it is a category conceptually very close to the LPI one, but hardware blocks in standby modes require much longer times to wake up. During Standby modes, the functionalities provided by the blocks have to be considered unavailable.
Every single component of a network node may include power management configurations, which may derive from the combination of the three aforementioned base schemes. In general, as stated also in the Advance Power Configuration Interface (ACPI) standard [28] , the number of such configurations is limited to a few stable power management setups for each hardware block.
The GAL standard represents each of these power management setups as an Energy-Aware State (EAS). Each EAS is associated to a data structure containing indexes that describe the trade-off between network performance (in terms of QoS) and energy consumption of the hardware block when working in this state. Exploiting the decomposition of each power management configuration in the three base schemes mentioned above, indexes have been organized to capture the main effects of AR, LPI and Standby primitives. For instance, a single EAS can provide a maximum packet processing/transmission rate and relative energy consumption (relevant when AR is applied), as well as typical LPI indicators like wake-up times and energy consumption levels during idle periods. The GAL standard also offers the possibility of abstracting more complex power management schemes by means of "autonomic" EASs, which are modelled through power profile curves [11] .
On top of the EAS definition, the GAL standard defines a hierarchical structure, which plays a crucial role in orchestrating the power management configurations of the various hardware blocks composing the network node, and in mapping them to network logical resources. The hierarchy is meant to "divide and conquer" the complexity of orchestrating large numbers of hardware blocks in different modules and areas of the node. For example, a commercial high-speed network node can be generally associated to a four-layer hierarchy: the logical layer, the node layer, the line-card layer, and the single component layer.
At each level of this hierarchy, the GAL hides the implementation details of energy-saving approaches at underlying layers by offering a standard Application Program Interface (API). This API aims at guaranteeing the correct interaction between heterogeneous green capabilities and hardware technologies, as well as between control and monitoring frameworks. The GAL API includes the following categories of methods:
• Discovery: to acquire information on the "green entities" available at a certain layer, and on their EASs.
• Provisioning: to set a certain EAS on a green entity.
• Commit/Rollback: to commit or rollback the current provisioned configuration.
• Monitoring: to provide information regarding the usage of the EASs (monitor_state) and the energy consumed by a component (monitor_consumption).
These methods will be more extensively described in Section IV-C. On top of the GAL API, at each hierarchical level, a Local Control Policy (LCP) must be provided by the node manufacturer to:
• suitably coordinating EASs of the different underlying entities. In case that node developers decide to include some autonomic capabilities to throttle EASs independently of the upper layers, the LCP must include suitable power management policies; • providing an aggregate vision of different policies and coordination schemes by exposing them to the upper hierarchical level through a set of few EASs; • providing access to hardware probes that collect power consumption measures for groups of entities (e.g., an entire line-card).
The boundaries of such hierarchical architecture are represented, on one side, by the hardware components where power management acts, and, on the other side, by those logical resources/entities that compose the node FIB (and that, consequently, depend on the network control protocols implemented by the node).
In order to make the mapping between these two boundaries possible, the LCP at the node layer (i.e., the one acting just below the logical resource layer) needs to map logical data in the FIB onto the hardware components realizing all the related processes. For example, in an IP router, when a logical interface is "provisioned" to enter standby mode, the node layer LCP has to understand the nature of this interface: if it corresponds to a physical interface, the LCP will forward a standby EAS to all the entities related to that interface; if the logical interface corresponds to a "virtual" port (e.g., a VLAN termination), the LCP may decide to translate the standby command at the logical layer to a set of AR/LPI EASs to be committed to the relevant hardware resources and lower layer entities. Obviously, this mapping heavily depends on both the FIB structures and the internal organization of the node, and consequently it must be provided by designer developers.
On top of the logical resource layer and of the entire GAL hierarchy, the GAL API allows network control protocols (e.g., OSPF and BGP in IP nodes, or OF in a SDN switch) to get information on how many power management settings are available at the data-plane, and on the potential effect of using such settings (by means of the GAL "discovery" method). The other way around, network-wide control applications are capable of setting a certain power management configuration to the data-plane (by means of the GAL "provisioning" and "commit" methods). Fig. 1 shows the main approach we have pursued for integrating the GAL standard interface and the OF protocol. Since the GAL is principally a node-internal interface (to be realized as an API), it resides inside the OF switch.
B. The Integration and the Green Extension of the OF Protocol
For the sake of simplicity, in Fig. 1 , we considered only a 4-layer GAL hierarchy and 4 EASs for each entity in the GAL hierarchy, namely, standby (EAS0), active with low power and low performance levels (EAS1), with medium power and performance levels (EAS2), and an operating state corresponding to the business-as-usual configuration, where the node is fully powered and provides the maximum performance (EAS3). A larger number of (even more complex) operating states can be implemented without any impact on the principles here introduced.
As described in the previous subsection, at the top of the hierarchy, the LCP at the node layer has to map and to translate power management settings and operating states into FIB equivalent entities. Thus, a set of EASs can be associated to each entity composing the OF switch FIB (ports, actions, flow tables, etc.).
Since single OF actions (or groups of them) are defined as basic packet processing operations (e.g., add, remove or change a VLAN tag or an IP address, etc.), the LCP at the node layer can easily and univocally map them to specific hardware subcomponents or processing engines. Thus, this approach gives the chance of a more fine-grained energy control than the one realizable in legacy network scenarios, where the implemented protocols are too rigid to be easily decomposed among hardware components, and basic packet processing operations need to be always available when the node is active.
In more detail, when a provisioning command is performed on the i-th port at the logical resource level, the LCPs in the intermediate layers of the GAL hierarchy simply forward this command to the LCP directly handling the corresponding physical port (at the lowest level in the hierarchy). This LCP interacts with the hardware level of the port to set the desired operating EAS.
When a new EAS is set on the j-th action, the LCP tree duplicates a provisioning message for each hardware sub-component implementing that action. When the corresponding lowest level LCPs receive these provisioning messages, the same EAS is set on all the hardware components performing the aforementioned action.
The complexity of the LCP logic is lower than in legacy network scenarios, thanks to the specific operating and interfacing model of the OF protocol, which defines a FIB composed by logical resources more directly related to the switch hardware than in devices with legacy protocol stacks. Thus, the translation between the logical and the hardware layers results to be effortless.
C. Primitives' Implementation and Communication Examples
As mentioned throughout the previous sections, the communication between the local device and the remote controller is realized by the OF protocol, which has been extended to carry the GAL related information and commands. We have extended the OF protocol with a set of simple messages reflecting the aforementioned GAL methods, namely discovery, provisioning, monitoring, commit and rollback.
The discovery primitive allows the Controller to get information about the power consumption of each entity. The packet is composed by the standard OF header, the experimenter header that contains the GAL vendor ID and the GAL primitive type, the information requested in Boolean form, and the resource from which the Controller requires the information. As shown in the Code 1 box, the related packet from the network node to the Controller is composed by two structures: discovery_reply_log_resources contains the OF and experimenter headers, the identifier of the target resource and the type of the target resource, which can be, for example, a network interface or a consumption sensor, while discovery_reply_powerstates contains the complete description of the EAS: minimum power gain, maximum packet throughput, minimum bit throughput, wake-up, sleep and transition times.
The provisioning primitive (see the Code 2 box) allows the Controller to set the state of a network node. The packet contains the OF and experimenter headers, the target resource identifier and the indication of the EAS to be applied. The related packet from the Controller to the network node reports the same information to confirm the occurred EAS application.
The monitor state and monitor consumption primitives allow the Controller to get information about the current EAS set on a logical entity and the current power consumption of the entity, respectively. Both packets contain the OF and experimenter headers and the identifier of the target resource from which they require the information. The related packets from the switch to the Controller contain the OF and experimenter headers, along with the identifier of the current state in the first case, and the power consumption of the entity in the second case. In the Code 3 box, for the sake of brevity, we have reported only the monitor state primitive pseudo-code.
Finally, the commit and rollback primitives, as the name implies, allow to commit or rollback the provisioned configuration. For the sake of brevity, only the commit pseudo-Code is reported in the Code 4 box: the packet contains the OF and experimenter headers, the target resource identifier and the request for the commit action. The related packet from the Controller to the network node reports the same information to confirm the occurred commit.
IV. ANALYTICAL MODEL FOR A NETWORK-WIDE CONTROL SYSTEM
In the previous sections we have outlined the advantages that can be obtained through the introduction of power management capabilities inside the OF protocol, in terms of energy efficiency and resource management.
The purpose of this section, and of the results presented in the next one, is to show how our node-level solutions can contribute to the realization of a network manageable in accordance to energy aware criteria.
In fact, although massive savings can be obtained by simply exploiting the power management capabilities of the single nodes, a network control policy is still essential: in the absence of a centralized orchestration (even though possibly limited to a subset of nodes [29] ), it would be impossible to guarantee the correct forwarding of the traffic flows when some of the hops on their paths might be potentially in idle state or not have enough processing capacity available. Therefore, it is necessary to provide a common strategy to centrally manage the allocation of the physical (routers, links) and logical (action groups) resources available in the network, and the communication among them. In this respect, this section presents an analytical model qualified to be exploited in the context of a network-wide management system.
The considered environment can be either a network domain or a set of physical servers inside a datacenter. In both cases, we take into account a topology composed by a number of nodes, with dynamic adaptation capabilities in terms of LPI, connected by links. Later in the paper, for the sake of simplicity and without loss of generality, we decided to consider only the scenario where the consolidation algorithm is applied to network nodes.
In addition, the nodes can support a number of action groups, i.e., packet header manipulations in the case of network nodes, or functions to be performed if a datacenter is considered. The presence of such action groups implies the activation of additional hardware components, which increases the node power consumption. At the same time, the selection of a more or less conserving power state has an impact on the overall power consumption. The traffic flows processed by such nodes are characterized by a source and a destination node, a bandwidth and the set of action groups that they require.
In the following description, Section IV-A introduces an innetwork consolidation algorithm to drive the allocation of the resources located on energy aware machines. In addition, the feasibility of such allocation decisions is evaluated based on the current resources availability by exploiting the orchestration model presented in Section IV-B. In order to handle the dynamics of the traffic crossing the network, the consolidation policy takes into account aggregate flows, which are characterized by a nominal bandwidth and represent a less granular form of traffic classification, usually named a macro-flow [30] , while the stochastic knapsack orchestration is performed on microflows, which can be seen as Markov processes with faster birthdeath dynamics and are processed taking into account their peak bandwidth. In other words, a macro-flow is meant to be composed by a dynamic aggregation of micro-flows that cross the network between the same pair of end-points, and that require the same list of OF actions. Finally, Section IV-C reports the problem relaxation we have used in the tests that can be found in Section V.
A. The Green In-Network Consolidation Problem
In order to decrease the network total power consumption, it is necessary to allocate the minimum amount of resources sufficient to satisfy all service requests. To obtain such allocation, we have designed a mathematical model that takes the topology, the logical resources and the traffic demands as input, and finds the flows' and actions' configuration that satisfies the traffic demand and minimizes the power consumption of the entire network. This model represents an extension of the one previously presented in [26] , which has been modified to include explicit power states, available for the links capacity tuning (variable x ls ), instead of simple on-off capabilities. Based on the information conveyed through the GAL standard interface, the consolidation problem can be formalized as follows (the notation is defined in Table I 
S s=1
At a first glance, this problem might seem the typical green routing optimization algorithm, in particular when observing the objective function in Eq. (1), which is composed by the sum of the costs of all routers, links and enabled action groups.
The difference between the traditional green routing models, like the one presented in [21] , and our algorithm is represented by the actions allocation, i.e., the in-network consolidation procedure, which is performed according to green criteria and made possible by the interaction with the GAL.
The variables characterizing the actions are y ra and v rfa (Table I) . Variables y ra and v rfa are connected by Eq. (2), which states that an action on a router is available for all flows requiring it. While, in addition, Eq. (3) constrains a flowaction couple to be handled only by one router, Eq. (9) is very important, as it directly links the action groups allocation to the decisions related to the routing of the flows: in fact, it allows an action to be allocated on a router only if there is a flow crossing it and requiring that action.
Regarding the remaining equations, Eq. (4) allows a flow to pass through a link only if the link has enough available capacity to handle it. Eqs. (5)- (7) represent the flow conservation constraints.
According to Eq. (8), if a router is off, so must be all links crossing it, while Eqs. (10) and (11) make sure that a switched off link is not crossed by any flow and an active link is only in one energy state at a time. Finally, Eq. (12) states that all variables are binary.
B. The Stochastic Knapsack Model for Network Functions Orchestration
This section proposes an analytical model to characterize the orchestration of the available actions inside an OF switch. This model is based on the well-known stochastic knapsack problem, of which a detailed description can be found in [31] .
In the stochastic knapsack problem, objects belonging to a class k are characterized by their size, b (k) , their arrival rate, λ (k) , and their mean holding time, 1/μ (k) . Inter-arrival and holding times are characterized by independent exponential distributions.
In modelling an OF switch, the main necessary adjustment regards the characterization of the actions performed in the switch. In this respect, we can consider a i available actions, i = 1, . . . , I, each one with a computational weight w i in terms of instructions per second. Moreover, the term b (k) has a specific meaning that characterizes the resource usage in this case: it is the number of headers to be processed in the time unit. For the sake of simplicity, the peak valueb (k) will be considered in the following. The remaining parameters of the problem can be found in Table II .
With these considerations in mind, a class-k flow is admissible to the switch if, after admission, there is still sufficient capacity for processing all active flows, i.e., if the following condition is respected:
The term on the left-hand side of the inequality represents the total amount of computational capacity required for the processing of the incoming class-k flow. The right-hand side represents the available capacity of the switch, given by the total capacity C minus the computational weight required by the flows that are already present in the switch. 
Having
the state space is defined as:
The expressions of π(n), the stationary probability of state n, and of P (k) , the blocking probability for a class-k flow, (which we will refer to in the following as saturation probability) are the same as in the stochastic knapsack problem definition:
As the results obtained in the next section are based on a recursive algorithm for the calculation of P (k) , which can be found in [31] , it is worth mentioning that, to adapt the algorithm to our model, the term B (k) replaces the object size in the algorithm iteration.
C. Problem Relaxation
The analytical model described above allows obtaining the optimal allocation of the physical and logical resources to guarantee the minimization of the network power consumption. However, its application is far too difficult to be solved in a Fig. 2 .
This network is composed by 15 routers, connected by 38 links. The routers can be dynamically turned on and off, and the activation of a router increases the network power cost of a value equal to 200 W. Links can be turned on and off, as well; in addition, when active, they can assume one of three available power states. When in state 1, a link contributes to the total power cost for a factor of 50 W and has a processing capacity equal to 10 Gbit/s. When in states 2 and 3, which are less conservative, a link consumes 30 W and 20 W for processing capacities of 4 and 2 Gbit/s, respectively. Each router can implement four actions groups, if required by the traffic crossing it. The power cost of each action, or to be more precise, of the sub-component devoted to an action, is equal to 50 W, and their computational weight corresponds to 50 instr/s. The chosen energy consumption levels were based on the results of the measurement campaign on energy consumption decomposition performed in the context of the ECONET Project [32] . The traffic demands can be found in Table III . Fig. 3 gives a complete description of the network configuration obtained by applying the analytical model, along with the total cost and the computation time. Although the result obtained with this methodology guarantees a resource allocation able to satisfy all flow requests and to save more than 60% of the total network consumption, a computing time of 45 hours is certainly not realistic for providing feedback to a real network management system. In addition to this impractical computing time, one must also take into account the energy consumed to feed a controller during such a long time interval. So, we can conclude that the application of this optimization procedure would be too lengthy and the additional consumption due to the Controller would make any energy saving obtained through the optimization fruitless. For these reasons, we have designed a relaxed control policy that pre-computes the most time consuming information and uses it for the online calculation of the remaining variables, which does not take as much time, since it basically consists in verifying that the configuration is suitable to support the current traffic load and guaranteeing that the saturation probability of each involved switch stays below a desired threshold.
In the test results that will be presented in the next section, we have considered two different cases. In the partial scenario, we have a network topology composed by both network nodes with energy efficient capabilities and "legacy" nodes whose hardware components are always fully powered. In the full scenario, instead, all of the network nodes have power management capabilities. This distinction has been presented now because it causes a slight difference in the resource allocation operated by our procedure.
The algorithm designed for the whole consolidation and orchestration problem follows these steps:
1. Given the considered topology, all paths between each pair of source-destination nodes are pre-computed and stored, along with a list of the nodes ordered according to their number of occurrences in the computed paths and their total service capacity. 2. Given the traffic demands, the nodes on which to consolidate the actions are selected: a. First, a list of candidate nodes containing the routers that appear more often in the shortest paths is built and ordered according to the nodes capacity. b. In the full scenario, the first node of the list is selected, but no actions are allocated at this stage. In the partial scenario, as the legacy routers present in the network are always fully powered, they are automatically selected. c. In both cases, the computational capacity of the selected routers is checked to make sure it is sufficient to process the entire offered load; otherwise, further nodes are selected from the candidates list until the traffic requests are satisfied.
3. Taking the selected routers, each macro-flow is assigned for processing to one of them depending on which one provides the shortest path, given that it has enough available processing resources. 4. Considering the macro-flows allocation, the last step consists in verifying that, at micro-flow level, these allocations guarantee that the saturation probability of each router performing the actions stays below a desired threshold (in the following tests, the threshold is set to 3 · 10 −3 ). Steps 2-4 are re-calculated online:
• in the absence of anomalous rises in the traffic, at runtime every pre-selected time interval t; • in the case of unexpected rises that overcome a guard threshold above the average macro-flow bandwidth (e.g., over 70%). Fig. 4 shows the configuration obtained by applying this problem relaxation. Although the total consumption clearly states that this model necessarily gives a sub-optimal configuration, the small cost difference can be acceptable if one considers that the computing time in this case falls to only 0.7 seconds, making the system a valid candidate for a real-time reconfiguration strategy.
V. NUMERICAL RESULTS
The proposed analytical model has been tested on the real network topology shown in Fig. 5 . This topology comes from the ResiliNets initiative [33] and represents the Tiscali L3 deployment, composed by 51 nodes and 129 by-directional links.
This topology has been tested by using Wolfram Mathematica [34] . The graph that represents the network nodes and links can be seen in the box in Fig. 5 . Regarding the values used for the consumptions and capacities of the single resources, they are the same as those described in Section IV-C. Although not explicitly reported in the following figures, the total power absorbed by the network in the case that all available resources are active corresponds to 35 850 W.
The traffic composition varies depending on the test case, and since the number of flows used for some tests is very high, for the sake of brevity only the loads are reported, but not the source and destination nodes and required actions, that have been randomly generated (from a uniform distribution). In the following tests, when not otherwise specified, the flows are intended as the macro-flows defined in Section IV-C. In the partial scenario, there are a number of legacy nodes that correspond to 20% of the total. The aim of this section is to show how the proposed system is well suited to provide fast and efficient network configuration in a dynamic environment, along with useful information for monitoring purposes. To the goal of conducting a numerical analysis of how the system performance varies under different internal and external parameters configurations, Section V-A shows how the system responds to variations in the traffic composition, and Section V-B shows how the performance changes according to different availability of actions and their computational weight. Moreover, to show how the control policy responds to realistic traffic conditions, Section V-C reports a simulation performed by exploiting a day-night traffic trace obtained during the ECONET Project measurement campaigns.
A. Traffic Composition Test
In the first test case, the offered load is composed by an increasing number of macro-flows (from 5 to 100), each one with the same load equal to 0.784 Gbit/s. As previously mentioned, the source and destination node for each flow, along with the required actions, are generated randomly.
The total consumption of the network for the full and partial scenarios is reported in Fig. 6 . The power consumption grows with the volume of the offered load, since an increasing number of flows causes more routers and links to be activated (see Fig. 7 and Fig. 9 ). For both test scenarios, the energy saving with respect to the fully powered network varies between 88% and 64%.
The difference between the consumption of the two configurations is really small and mainly driven by the number of active links. However, as can be seen in Fig. 8 , the full scenario presents a higher saturation probability because all the available actions are allocated on a single router; however, the probability is still under the threshold, so that the two scenarios can be considered equivalent. The second test case is characterized by the same total offered load, but this time the traffic is composed by 20 flows throughout the whole test, whose load varies between 0.196 and 3.92 Gbit/s.
The total consumption in Fig. 10 presents lower values with respect to Fig. 6 . This result is due to the constant number of flows in the network, which brings to a more stable configuration of the allocated physical resources: we have not reported the number of active routers and links, as they are almost constant throughout the test; the only difference is in the energy state of the links, which is the only factor that causes an increase in the total consumption.
The two scenarios present a significant difference in their consumption for offered loads below 23.52 Gbit/s, which can be explained by considering the allocated actions in Fig. 11 : as the policy in the full scenario starts allocating ten actions or more (which corresponds to two or more routers supporting the available actions), the two scenarios become equivalent.
The trend of the saturation probability in Fig. 12 presents a series of rises and fallings. Since this test case is characterized by a lower number of flows, the traffic management is more constrained by the lower granularity than in the previous test case, even at the same offered load. For this reason, a higher number of actions is required to be activated to serve all incoming flows. In Fig. 12 , the saturation probability rises along with the offered load until more actions are activated (as shown in Fig. 11) , which makes the average saturation probability fall briskly. The behavior reappears throughout the test every time new actions are activated to keep the probability under the desired threshold.
B. Internal Resources Test
In this section, we propose two test cases to show how the network behavior changes in the presence of variations of the available actions. In the first test case, we increase the number A of available actions from 1 to 10. All actions have the same computational cost, equal to 50 instr/s, and the offered load is constant and composed by 50 flows with load 0.784 Gbit/s. The actions required by each flow are again generated randomly according to the number of actions available for that test step.
In the second test case, instead, the number of available actions is kept constant and equal to 5, but the computational weight of each action varies between 10 and 100 instr/s.
Since similar considerations can be drawn for the two test cases, their results have been reported together in Figs. 13-15 , with the first test results depicted with continuous lines and the second ones with dashed lines. The x axis reports the total weight of the allocated actions, which is the same for the two test cases.
In both test cases, it can be seen that the full and partial scenarios present the same behavior for the values of the total computational weight above 400 instr/s, but the difference between the consumptions in Fig. 13 and the number of allocated actions in Fig. 14 , where present, is significant for both test cases. Although the total weight is the same in the two cases, it can be seen that the presence of a higher number of available actions has a stronger impact on the total consumption.
Regarding the saturation probabilities, they are quite similar in the two test cases, just slightly higher in the second one. All test cases present a falling edge at 400 instr/s, because for this value the threshold is overcome for all test cases and scenarios, so the configuration has to be re-computed. Since further iterations of the algorithm cause additional delays, this kind of information can be exploited during the design phase of a management system to make decisions on the allocation of resources and setting of constraints that best suit the system according to its requirements and trade-offs between energy consumption and network performance.
C. Day-Night Simulation Results
This section has the goal of showing how the proposed network control policy behaves in a dynamic traffic environment. In order to validate the proposed model, we used an emulation environment as term of comparison. Such environment was realized by means of the Netkit [35] framework virtualization system. We have exploited a day-night traffic profile composed by six macro-flows, as depicted in Fig. 16 . The 24 hours in a day have been divided in 300 time slots. Consequently, each time slot represents approximately 5 minutes of a day. Inside each time slot, the offered load is kept constant. This traffic has been applied to the same network topology of the previous tests, as in Fig. 5 . The traffic demands for each flow are summarized in Table IV . The consumption related to each component in the network is the same as declared in the previous tests. Fig. 16 , is also reported (red dashed line) for comparison. It can be seen that the network consumption is proportional to the total offered load: the network control policy allows adapting the network capacity to the current load at every time slot. This result is achieved without any service interruption because, once the resource allocation has been performed on the macro-flows, the paths between sources and destinations are fixed and so is the number of active routers, while the biggest modifications and consequent energy gains are due to the power state of the links, with a marginal contribution from the number of active actions (see Fig. 18 ). As the traffic decreases, the links enter lower power states and the traffic processing and forwarding continues regularly. The results outline the good accuracy level provided by the model, as the errors are lower than 1.5%.
The average saturation probability of the system, along with the number of actions activated during the time slots, for the Analytical model and the Simulated Environment, is shown in Fig. 18 . The average saturation probability mostly follows the traffic trace trend, but it presents some spikes. Such spikes, as can be clear by observing the dashed line in Fig. 18 , correspond to the changings in the number of actions made available in the network: as the traffic decreases around Slot 40, all flows can be processed by a single router, so the remaining actions are deactivated; this reduction in the processing capabilities initially causes a peak in the saturation probability, passing from 1.9 · 10 −7 to 5.06 · 10 −7 , still under the desired threshold, and then decreases along with the traffic load. The same behavior appears as the traffic load starts growing again and the actions are allocated on a higher number of routers to maintain the saturation probability under control. For this test case, the error between the Analytical model and the Simulated Environment is below 5%.
VI. CONCLUSION
In order to foster an Internet evolution able to embrace flexibility and ease of programmability while being conscious of the energy efficiency requirements, it is necessary to overcome the traditional TCP/IP infrastructure and move towards more scalable and energy efficient approaches.
By embracing the SDN paradigm, which allows decomposing FIB items into lower level operations, and consequently managing the power settings of hardware components with a finer granularity, this paper proposed the integration of power management primitives, as designed in the Green Abstraction Layer, recently standardized by ETSI, in the OpenFlow protocol.
At the network level, the possibility of individually tuning the energy state of the data plane elements has been exploited to design an algorithm for the optimization of resource allocation to minimize the network-level power consumption. The results have shown that network traffic demands can be satisfied while, at the same time, providing energy savings up to 80% of the total network consumption.
