Abstract-Motion databases have a strong potential to guide progress in the field of machine recognition and motion-based animation. Existing databases either have a very loose structure that does not sample the domain according to any controlled methodology or too few action samples which limits their potential to quantitatively evaluate the performance of motionbased techniques. The controlled sampling of the motor domain in the database may lead investigators to identify the fundamental difficulties of motion cognition problems and allow the addressing of these issues in a more objective way. In this paper, we describe the construction of our Human Motion Database using controlled sampling methods (parametric and cognitive sampling) to obtain the structure necessary for the quantitative evaluation of several motion-based research problems. The Human Motion Database is organized into several components: the praxicon dataset, the cross-validation dataset, the generalization dataset, the compositionality dataset, and the interaction dataset. The main contributions of this paper include (1) a survey of human motion databases describing data sources related to motion synthesis and analysis problems, (2) a sampling methodology that takes advantage of a systematic controlled capture, denoted as cognitive sampling and parametric sampling, and (3) a novel structured motion database organized into several datasets addressing a number of aspects in the motion domain.
INTRODUCTION
Understanding the fundamentals of human motion involves the study of various aspects of this phenomenon. The same action can be performed in various manners. Human beings are equally adept at combining actions sequentially and concurrently to produce more complex activities. While actions require coordination between different body parts of the same subject, interactive actions require coordination among two or more subjects. The study of human motion must encompass the full repertoire of all these variations.
In general, the correctness of an algorithm for motion synthesis or analysis is mostly assessed visually. This is very subjective in nature and does not provide a uniform method of evaluation. On the other hand, the performance of any algorithm can be quantitatively evaluated when they are tested with precise data providing sampling of all motion variations in a principled controlled fashion.
The advancement of motion capture technology in recent years has paved the way for good quality motion data which can be used to study human motion precisely. This technology has been used for the construction of benchmark databases with attributes relevant to several human motion problems. These standard databases should create an even measuring ground for the quantitative evaluation of methods by all researchers. However, the existing motion capture databases either have a very loose structure or too few action samples which limits their potential to quantitatively evaluate the performance of motion-based techniques.
Motion databases contain data samples used to train and test recognition and generation algorithms. Consequently, these databases are crucial for a proper evaluation of motion synthesis and analysis methods. For these reasons, motion databases have a strong potential to guide progress in the field of machine recognition and motion-based animation. Existing databases do not sample the domain according to any structured controlled methodology or have very limited resources. The controlled sampling of the motor domain in the database may lead investigators to identify the fundamental difficulties of motion cognition problems and allow the addressing of these issues in a more objective way. Therefore, there is a need for motion databases built with a controlled methodology. In this paper, we describe the construction of our Human Motion Database (HMD) using controlled sampling methods (parametric and cognitive sampling) to obtain the structure necessary for the quantitative evaluation of several motion-based research problems.
The unique features of our Human Motion Database are:
• The praxicon dataset, a corpus of human motion from a single subject with a wide range of more than 350 commonly performed actions. This organized vocabulary of usual actions (no specific domain) is designed to aid the training and testing phases of motion indexing, automatic animation, and action recognition problems.
• The cross-validation dataset, a subset of 70 actions in the praxicon performed by a large set of 50 different subjects. The cross-validation dataset provides a range of skeletal structures distributed over height, weight, gender, and age of the subjects.
• The generalization dataset, a set of representative actions where each action is performed several times according to different manners represented by specific parameters. For instance, the reach action is executed for all different discrete 3D target locations in front of the subject, the walk action is obtained for 8 different directions (N, NE, E, SE, S, SW, W, NW) while facing forward (i.e., N), and the sitting action is captured for a range of seat heights.
• The compositionality dataset, a set of representative pairs (or triplets) of individual actions that are composed sequentially or concurrently into a more complex action.
• The interaction dataset, a praxicon with around 150 actions where two different subjects interact with each other.
The main contributions of this paper include (1) a survey of human motion databases describing data sources related to motion synthesis and analysis problems, (2) a sampling methodology that takes advantage of a systematic controlled capture, denoted as cognitive sampling and parametric sampling, and (3) a novel structured motion database organized into several datasets addressing a number of aspects in the motion domain.
The rest of this paper is organized as follows. Section II describes related work with a survey of existing human motion databases. Section III describes our Human Motion Database and the distribution of subjects according to anthropomorphic parameters. Section IV discusses the skeleton design. Section V presents our sampling methodology and the organization of our database. Section VI introduces several problems in motion synthesis and analysis that may benefit of this database. Section VII has our conclusions.
II. RELATED WORK
Motion capture (MoCap) databases have been constructed to serve as input data for various research problems including gesture recognition [6] , identification of motion properties [7] , motion blending and synthesizing [8] , pose estimation and tracking [9] , interactive communication [4] . Some mocap databases were built as a general repository to address various problems [1] .
A. CMU Mocap Database
The CMU motion capture database [1] was built mainly to provide a source of motion data for animation and other applications. The database contains 2605 different motion clips of full body mocap data. The actions have been performed by a total of 144 subjects (some subjects are the same person). The database has no formal structure such that most sessions have different actions. While one set may have walk actions, other set contains both walk and run actions, and another set contains basketball moves. Even the same action performed across different sets may not have been performed in the same way.
The lack of structure of the action sampling brings variation which is both the advantage and disadvantage of this database. While variation is natural in human motion, actions which have the same meaning semantically (such as reach) can be very different when performed by different people as well as where the person is reaching. The action variation, lacking structure and proper parameterization, is a random sampling of the generalized nature of the corpus of human motion, where one action can be instantiated by many different parametrically random motions. On the other hand, the use of such an unstructured database requires additional effort to subjectively evaluate similar motions by manually going through the motion frame by frame.
B. IEMOCAP Database
The IEMOCAP database [4] was created for the study of "expressive human communication". The database contains audio and motion capture data of the human face, head, and hands. They assume the emotion of a human being is expressed by a combination of multiple channels which include speech, facial expressions, gaze, and movement of the hand, head and torso. The IEMOCAP database has a large corpus of emotions performed by ten subjects specially trained to express realistic emotions. The set of emotions in the database include happiness, anger, sadness, frustration, neutral, disgust, fear, excitement, and surprise. The parameters taken into account in the design of the database include scope (number and distribution of properties such as gender and variation of emotions), naturalness (sessions performed by actors), context (5 minute long dialogs to capture the flow of emotion), descriptors (supplying additional metadata to describe the performance in terms of parameters such as intensity, variability, and others).
The systematic and planned nature of the database is one of its great advantages. However, the database fails with respect to the number of subjects involved. Only ten subjects used over five sessions gives a limited scope of the distribution of data over parameters such as gender and culture.
C. HumanEva Database
The HumanEva database [9] provides ground-truth data to assist in the evaluation of algorithms for pose estimation and tracking of human motion. For every video of a human figure performing some action, there is the corresponding motion capture data of the same performance. The dataset also provides a standard evaluation metric which can be used to evaluate algorithms using the data.
There are six actions performed by four subjects in the HumanEva dataset. There is a tradeoff between the realism of the video data and the accuracy of the ground truth mocap data. The subjects had to wear "natural clothing" in order to provide the "complexity posed by moving clothing". Motion capture with markers is typically done while wearing tight fitting bodysuits to minimize the effect of moving clothes. The use of realistic clothing leads to inaccurate motion capture data, as reconstructed motion data will contain artifacts such as movements which are not part of the body but from the clothes.
D. CMU Motion of Body Database
The CMU Motion of Body (MoBo) database [5] concerns human gait from a biometric point of view. Biometrics usually focuses on identification of human subjects from their individual characteristics. The database contains four different styles of walk (slow, fast, inclined, and carrying a ball) performed on a treadmill by 25 subjects. The data is in the form of video data from cameras placed at six different locations around the subject. A disadvantage of this database is the fact that only images are available. However, it contains a good variation and range in terms of number of subjects. Although there are only four motions captured, they are relevant to the problem of subject identification by gait.
E. HDM05 Motion Capture Database
The Hochschule der Medien (HDM05) database [8] was motivated by the lack of data for research in motion analysis, synthesis, and classification. The HDM05 dataset consists of around 100 different motion classes performed by five different actors. Each trial may contain more than one motion concatenated one after another. However, the trials are edited and divided into 1,457 smaller motion clips where each motion clip contains only one type of motion. These different motion clips amount to each motion class having between 10 and 50 realizations of the same action. These realizations may be slightly different to each other but semantically have the same representation. The multiple realizations of the same action are necessary to learn and classify the motion.
The database has a good range of actions as well as variation of same action. The HDM05 database is structured in such a way where all the motions are well-defined with specific instructions. One of the limitations of this database is the low number of five actors. This may lead to non-scalable classifiers with respect to the size and shape of the skeleton or to the variation of execution over a broader range of subjects. Another limitation is the lack of symmetry of the actions performed by the actors. As mentioned above, each motion class has between 10 and 50 realizations. However, not all subjects contribute equally to each class.
F. Biological Motion Library
The Biological Motion library [7] has been built to analyze and identify features such as gender, identity, and affects. This dataset is structured and evenly distributed across these parameters. There are 15 male and 15 female actors who perform three types of actions: walk, arm motions (knocking, throwing, and lifting), and sequences of a walk performed between two arm motions. The whole set of actions is performed according to four different emotional affecters. One of the important aspects of capturing the data has been noted as not demonstrating the actions for the actors. Instead the actors were asked to perform with the aid of a script describing the action as well as the emotion. This enables variability of performance and does not induce any bias in the performance.
The commonly used motion capture formats are not provided. This limits the applicability of the library in other fields although the sequence data can be used as ground truth for synthetically generated data to be applied to motion-based animation problems. Since the goal of the library is to solely identify properties such as gender, identity, and affects, there was no need for a huge corpus of motions. Rather it has the same motions performed with an even distribution of gender and affects over the 30 subjects. The range of actions covered by the database is not enough for a motion library trying to encompass the whole gamut of human motion.
G. Korea University Gesture Database
The Korea University Gesture (KUG) database [6] was created to assist human tracking and gesture recognition problems. The database contains motion capture data along with synchronized video data from multiple stereoscopic cameras. The subjects are 20 actors evenly distributed with respect to gender and between the ages of 60 and 80 years old. The gestures captured are 14 normal gestures (such as sitting, walking), 10 abnormal gestures (different forms of falling such as forward, backward, or from a chair), and 30 command gestures (well-defined and commonly used in gesture based studies such as yes, no, pointing, and drawing numbers).
Both the mocap data and the stereoscopic data can be used to aid gesture recognition approaches. The mocap data can also act as the ground truth for pose estimation methods. The KUG database was inspired by the lack of data concerning gestures performed specifically by a large number of subjects. Hence, the database aims at providing a structured action set performed by 20 actors. On the other hand, the selection of actions in the normal and abnormal subsets is arbitrary and subjective. The abnormal subset contains actions involving fall which is an involuntary action very difficult to replicate in a natural way.
H. Human Identification at Distance Database
The Human Identification at Distance (HID) database [3] has the primary goal of providing data for gait recognition. The database has 20 subjects performing walking motions. The motion capture data is supplemented with videos of the subject wearing the motion capture suit in the motion capture volume, videos of the subject in normal clothing performing the same action indoors from two different angles, and videos of the subject in normal clothing performing the same action outdoors captured from the side at two different distances. A number of 15 out of the 20 subjects captured have a complete set of data. A complete set consists of 6 trials each of the two angles of the outdoors video and 3 trials each of the two distances of the indoor video.
The HID database can be used to learn the difference of execution of the same action by different subjects. However, the database is limited in terms of the range of actions. As the database contains only walking motions, the identification of unique properties will be available only for a small subset of the actual parameters of a subject. For example, a subject can have a usual walk but a very unique run. Having a larger set of actions would definitely help classifiers to be better trained.
I. ICS Action Database
The ICS Action Database [2] has been used for human action recognition and segmentation. The ICS database contains 25 different actions with each action having five trials. The uniqueness of this database is that each frame of each trial is labeled as belonging to a set of actions. This way, every frame can belong to multiple actions. Each trial contains 25 files where each line in the file corresponds to a particular frame and whether it is part of the action. This frame by frame labeling enables very good action definition. The data can also be used to learn about transitioning from a motion to another.
III. THE HUMAN MOTION DATABASE COLLECTION
The main goal of our Human Motion Database (HMD) is to be a structured corpus of human motion. Besides being a structured human motion corpus, the Human Motion Database is designed to serve as a benchmark for motion cognition problems (synthesis and analysis) such as motion indexing, action/interaction recognition, retargeting, mover identification, gender/age modeling, generalization, transitioning, and splicing. Although there is data in other motion databases which can be used to address these problems, none of them are structured specifically for these problems. The Human Motion Database has been constructed to have the most complete set of human actions. Our database has a large range of actions (over 350 actions from a single subject and around 150 interactions between two subjects), a large range of 50 subjects each performing a set of 70 actions. Furthermore, the actors are evenly distributed over a range of anthropomorphic features such as gender, age, height, and weight. For each trial, an action is performed for at least 10 realizations. All the motion clips are carefully annotated with the actions clearly defined. The output of the data is the standard mocap format of bvh.
The Human Motion Database was constructed using a Vicon optical motion capture system with 16 cameras placed around the capture volume at three height levels looking towards the intended center of the volume. We collected motion data from a total of 50 subjects. Our objective in terms of subject selection was to have a diverse distribution and uniform coverage of anthropomorphic parameters:
• Gender; approximately half of the volunteers were selected from both genders: male and female. There are 26 male and 25 female subjects in the database.
• Age; the age of the volunteers ranged from 7 to 82 years old. Approximately half of the volunteers (28) are in the age range between 7 to 21 years old because variation of skeletal structure, height, and weight is more pronounced in this age range.
• Height; the height of the subjects captured varies from 45.8 inches to 74.0 inches.
• Weight; the weight of the subjects captured varies from 42.2 lbs to 262.8 lbs.
A special effort was given to get both male and female representatives at most height levels and weight levels. As subjects participated in the database collection, a Voronoi diagram was constructed using the height and weight of all subjects as 2D points. The Voronoi diagram was used to discover interesting data points (subjects) that would increase diversity (points further from existing points in the diagram) and increase coverage of the anthropomorphic parametric space (see Fig. 1(a) ). This guided the selection criteria of new subjects to enter the database construction.
The distribution of height and the distribution of weight with respect to age are given in Fig. 1(b) and 1(c) , respectively. These figures show that there are both male (depicted as red points) and female (depicted as blue points) subjects at most height and weight levels as well as age categories. The more uniform distribution of data points in the Voronoi diagram justifies the effort to capture 28 subjects under the age of 21 years which resulted in a better variety of skeletal structure. A number of 50 subjects performed a subset of 70 actions in the praxicon. They were given vocal instructions about the action definition and demonstrations to maintain the consistent performance over the range of subjects and actions. We have to mention that some older subjects could not perform certain actions, such as jump, in a consistent manner, thus sometimes those actions could not be captured or have been performed differently from the rest of the subjects in the database. This information can help in the detection of change of motion characteristics due to age. Two out of these 50 actors perform an additional set of actions: one to construct the whole 350-action praxicon, and the other to address the problems of motion generalization and compositionality. There is also a set of interactive actions performed by two subjects. The data of both subjects is synchronized with each other.
Each capture session starts by measuring several anthropomorphic parameters of each subject. This data serves as valuable annotation for the database and demonstrates the good distribution of subjects that is so essential to the set. Then the retro-reflective markers are placed on the subject according to Fig. 2(a) . The subject then undergoes a subject calibration followed by a reconstruction and labeling of markers. Before every action, the action is described to the subject, demonstrated by the staff, and practiced by the subject for a few realizations to make it conform to the definition. Then the action is recorded for at least 10 repetitions.
IV. SKELETON DESIGN
Motion capture data in its raw format is just a collection of 3D point trajectories which represent the physical markers placed on the subject's body. Given the set of markers as 3D points in the world Cartesian coordinate system, a skeletal model is required to obtain angular data of the joints in the skeleton from these markers. The creation of a skeleton involves the following design considerations: the number of bones in the skeleton, the hierarchy of bones, the position and orientation of the bones, and the markers to drive the motion of each bone.
To compromise between approximating the actual bone movement and getting real data, we have to consider the marker set that was used for capturing the data and develop a skeleton as close to a real human skeleton as possible. To construct a skeleton, we establish a relationship between sets of markers and each of the possible bones. If we consider each bone to be a rigid body, each of them must be associated with at least three markers so all degrees of freedom are unambiguously determined. The skeleton created for our database consists of 21 bones including the root. The root bone is needed to conform to the hierarchical tree structure (see Fig.  2(b) ) and does not have any dimension of its own. It does have a coordinate in the global coordinate system. This provides the initial global position to calculate the transformation of all succeeding branches in the skeletal hierarchy. All the bones in the hierarchical structure have a local coordinate system, which is calculated with respect to its immediate parent. We have followed the convention of placing the root at the posterior hip location of the skeleton providing the base for the hip bones as well as the lower spine.
Once the set of bones is designed, each bone must be placed and oriented in the three dimensional space according to the associated markers for each frame. The hierarchical structure of the skeleton is such that any transformation in a parent bone affects all its children. Each bone has its own local coordinate system and the axes of this system must be aligned using the markers associated with the bone. Vectors obtained from three markers are used to orient the bones. This enables automation and consistency in the generation of skeletons across all 50 subjects in our database. As the orientation of one bone is not constrained by the orientation of its parent bone, all bones other than the root have three degrees of freedom. 
V. SAMPLING METHODOLOGY
The construction of the Human Motion Database followed two novel methodologies: parametric sampling and cognitive sampling. Parametric sampling concerns collecting samples of motion according to the parameters that control the possible pattern variation. For example, the collection of a given action depends on intrinsic parameters (the skeleton topology and geometry) and on extrinsic parameters (other variables concerned with the specific activity such as target point, speed, and load weight). To capture an action according to parametric sampling, each parameter is a dimension and samples are collected uniformly in this parametric space. Hence, a number of trials are obtained for each action by gradually changing the parameters.
Cognitive sampling concerns the granularity of the cognition problem organized as individuals, classes, and categories. Individuals are patterns with a unique identification (e.g., motion of a particular subject). Classes are patterns with the same properties: geometric, topologic, appearance, and others (e.g., an action). To recognize a pattern as belonging to a particular class, this exact same pattern needs to be observed previously. On the other hand, categories are related to patterns that do not need to be observed before to be recognized as belonging to a particular category (e.g., locomotion and manipulation). In this sense, cognitive sampling considers three granularities for the collection of motion data: individuals, classes, and categories. For each category in the praxicon, we collected several classes. For each class, we collected many individuals. For each individual, we collected a number of samples. For example, the category locomotion will include actions such as walk, jump, and hop. Each action class will consist of motions from many individuals, and each individual will correspond to a number of samples (possibly according to parametric sampling).
The HMD has a praxicon, a lexicon of human actions, with over 350 actions performed by a single subject (see Fig. 3 ). The aim of the praxicon is to learn the primitives or the building blocks of human motion. The actions in the praxicon concern meaningful, observable, and voluntary movement. A set of meaningful actions was obtained using the hierarchical structure of "concrete" verbs in the lexical database WordNet. Then the set is filtered to contain only observable actions (thinking and snoring are instances of non-observable actions). This set of meaningful and observable verbs is further filtered to include only actions which are voluntary and not initiated by someone other than the subject. Other constraints that shaped our praxicon included limitations of capturing actions which created too many occlusions or unfeasible in the capturing room (e.g., rolling on the ground, swim, horse riding). We also avoided actions which cannot be consistently replicated in a natural manner such as tripping or slipping. Human motion also varies and adjusts over age, gender, skeletal structure, and personal style of the person performing the actions. The HMD contains data for the study of all these variations by providing a distribution over these parameters.
The cross-validation dataset contains a range of skeletal structures distributed over 50 different subjects. All 50 subjects perform the same set of 70 actions which were selected from the set of 350 actions in the praxicon. This dataset can be used to study motion retargeting, robust classification methods to consider a wide range of subjects, and identification of moving subjects.
The same action can be performed in different ways. For example, the sitting on a chair action depends on external parameters such as the height of the chair and the reclining angle at the back. The HMD contains data to study this aspect of the human motion, known as motion generalization. The generalization dataset contains 270 motion trials captured from one subject which are divided into 163 reach motions such that each motion targets a different point in a 3D discrete uniform volume (see Fig. 4(a) ), 7 sit-stand up motions for different heights of the chair, 36 kick motions for various target points in a fronto-parallel vertical plane (see Fig. 4(b) 
Additionally, a different subject has a set of 60 trials that are divided into 16 kick motions, 9 lift motions, and 35 reach motions. Each of the three motions provides data for the same action but performed with different kicking speeds, lifting load weights, and reaching speeds. The speed of the kick and reach motions are uniformly varied keeping the point where the subject reaches or kicks constant. The weights being lifted were also uniformly increased for the lift motions. Motion compositionality is obtained by concatenating two motions in sequence (transitioning), by performing two motions in parallel (splicing), and by performing a motion in coordination with another subject (interaction). Our Human Motion Database contains three datasets of composed actions in a compositionality dataset and interaction dataset.
There are 53 motion files corresponding to sets of 39 different sequential compositions where two motions are joined one after the other. Each of the 39 sets includes two individual motion files such as jog and jump as well as the motion file for the composed motion of jog and jump performed consecutively. There is also a co-articulation dataset for the step and reach motions, where a control motion is performed first and a number of variations of the same motion is performed next. For example, all the step motions in the co-articulation dataset have an initial common section which is stepping at a 45° angle. This initial motion is concatenated with another step whose direction ranges from 0° to 315° in 45° steps.
There are 99 motion files corresponding to sets of 41 different parallel compositions. For example, each of the 41 sets will consist of the individual motions such as walk and wave separately as well as the motion performing walk and wave simultaneously.
Interactions are motions that require mutual or reciprocal actions between multiple subjects. The actions require coordination between the subjects and the motion of one subject depends on the motion of the other. Examples of synchronized movements are dancing waltz and handshake where both subjects must perform mutually with respect to each other in order to execute the action. Asynchronous interactions are push or slap, where one subject initiates the action and the other subject exhibits the resultant action. In the HMD, there are 143 motions containing interactions involving two subjects.
VI. MOTION ANALYSIS AND SYNTHESIS

A. Motion Recognition and Generation
Given that all actions can be performed in different ways and styles, algorithms for action recognition and generation must approach the problem by discovering the fundamental features of an action. While designing the human motion database, an important goal was to provide datasets to enable the learning of robust classifiers and synthesizers with respect to all aspects of motion. The comprehensive corpus of motions, the wide range of skeletal structures, and the variations of all datasets in our HMD will allow the progress of the motion synthesis and analysis fields.
The motion recognition problems can be considered in the following different ways with the HMD: (1) A praxicon of 350 different actions can be used to find a set of essential features for human motion. Each motion will be described with a subset of these essential features. (2) The set of 50 different subjects performing the same set of 70 actions brings considerable variation to enable the robust learning of classifiers for action recognition. (3) Actions are varied according to the anthropomorphic attributes of the performing subject. The distribution of skeletons in the database according to gender and age allows the study of gender and age identification from motion data. (4) Once the essential features of a particular action are identified, other features concerning personal style will assist in the identification of the subject. (5) The interaction dataset should also be used to understand human motion in a more complete sense as a significant part of human activity is based on interaction.
B. Motion Retargeting
Motion retargeting concerns the adaptation of the motion from one subject to another subject with a different articulated figure. Motion retargeting seeks to keep as much of the original features of the motion as possible while adapting it to the target figure. Motion retargeting can be extended to retarget human motion to virtual characters and to humanoid robots that can be represented as an articulated figure. The HMD provides 50 different subjects performing the same set of 70 actions (see Fig. 5 ). This corresponds to a large set of skeletal structures distributed in terms of height and weight. That provides ample data to divide into training and testing sets. For example, while 40 subjects can be used to train and learn how motion varies with skeletal structure, 10 subjects can be used to test the developed methods. This provides the additional advantage of measuring the performance of algorithms with precise ground truth data.
C. Motion Generalization
Motion generalization concerns the parameterization of all variations of a semantically defined action from a discrete sample of a continuous space. For example, a reach motion can vary according to the point where it reaches or the speed at which the reach action is performed (see Fig. 6 ). The approach to such a problem is by learning from sample data where parameters such as speed and reaching point are changed by discrete steps. Then the reach space or the speed variable can be parameterized to synthesize or analyze motion at any reaching point or at any speed within the range of the training data. The HMD provides parameterized data for 11 such actions. For all actions, only one parameter (such as speed, reach point, or direction of movement) is changed while everything else is kept constant as a control.
D. Motion Segmentation and Composition
Motion transitioning is defined as the sequential concatenation of different actions. When two actions are to be joined one after another, transitioning techniques verify whether their concatenation is feasible and then find the motion transition from one action to the next action. For example, a walk motion and a jump motion can be concatenated to produce a walk and then a jump. On the other hand, the segmentation of human actions in motion analysis consists of identifying the two separated sequential motions from the single merged flow of movement. The HMD contains 39 sets of sequential motion data as part of the compositionality dataset, each of which consists of two separate trials of the subject performing the simple actions and one trial performing the transitioned action. The motion splicing problem consists of merging two motions performed by different body parts into a single whole body motion. For example, a walk motion and a wave motion can be spliced together to produce a walk and wave motion being performed in parallel. On the other hand, the motion analysis version of the problem consists of segmenting two concurrent actions to allow their individual recognition when executed simultaneously. The HMD contains 41 sets of parallel motion data as part of the compositionality dataset, each of which consists of two separate trials of the subject performing the simple actions and one trial performing the spliced action.
The current performance evaluation methods for compositionality techniques (transitioning and splicing) are subjective. The results of such algorithms are visually judged for a degree of realism. The HMD is the first motion database to provide ground truth data for the quantitative evaluation of segmented and composed motion.
VII. CONCLUSIONS
Motion databases have a strong potential to guide progress in the field of machine recognition and motion-based animation. Existing databases either have a very loose structure that do not sample the domain according to any controlled methodology or too few action samples which limits their potential to quantitatively evaluate the performance of motionbased techniques. The controlled sampling of the motor domain in the database may lead investigators to identify the fundamental difficulties of motion cognition problems and allow the addressing of these issues in a more objective way. In this paper, we described the construction of our Human Motion Database using controlled sampling methods (parametric and cognitive sampling) to obtain the structure necessary for the quantitative evaluation of several motion-based research problems. A number of applications ranging from automatic surveillance, motion-based animation, humanoid robotics, smart environments, and human-machine interfaces can benefit from the structured data in our Human Motion Database. For example, the detection of suspicious activities can be studied to aid in automatic surveillance of possible dangerous situations.
The Human Motion Database is organized into several components: the praxicon dataset, the cross-validation dataset, the generalization dataset, the compositionality dataset, and the interaction dataset. The main contributions of this paper include (1) a survey of human motion databases describing data sources related to motion synthesis and analysis problems, (2) a sampling methodology that takes advantage of a systematic controlled capture, denoted as cognitive sampling and parametric sampling, and (3) a novel structured motion database organized into several datasets addressing a number of aspects in the motion domain. We believe these contributions will have a significant impact in the progress of motion synthesis and analysis communities.
