Abstract. Data-flow transformations used in optimizing compilers are also useful in other programming tools such as code generators, aspect weavers, domain-and application-specific optimizers, and refactoring tools. These applications require source-to-source transformations rather than transformations on a low-level intermediate representation.
Introduction
Optimizing compilers rely on data-flow facts to perform optimizations [1, 19] . Data-flow optimizations such as constant propagation, copy propagation, and dead code elimination transform or eliminate statements or expressions based on data-flow information that is propagated along the control-flow paths of the program. The implementation of these optimizations is hidden from programmers using the compiler. Data-flow transformations are useful outside the core of compilers as well. In generative programming, high-level and model-driven code generation, refactoring, aspect weaving, and domain-and application-specific optimization, transformations are an essential part of program development. Also, the trend to open compilers exposes programmers to program transformations.
While data-flow optimizations in compilers are usually implemented to work on fixed low-level intermediate representations, these applications require transformations on source code in high-level programming languages. Furthermore, compiler optimizations are traditionally implemented in general purpose languages, optimizing for speed of the transformations rather than productivity of the transformation writer. Higher productivity can be achieved using a language and environment that provides more support for the domain of program transformation. For such an environment for source-to-source transformations to be widely applicable it should cover a wide spectrum of transformational tasks. That is, it should not be specific to one object language and should not restrict support to one type of transformation. Rather, it should provide high-level abstractions for modeling control-and data-flow of the language under consideration, and it should support combination of data-flow transformations with other types of program manipulation such as template based code generation. Also, the environment should not require abstraction from details of program representation and should for instance support handling issues of scope of variables and help to avoid problems such as free variable capture.
In this paper we describe the composition of source-to-source data-flow transformations in the program transformation language Stratego [26] . The language is not restricted to data-flow transformations nor is it restricted to transformations on a specific object language. Instead of building-in knowledge about data-flow, Stratego provides high-level ingredients for composing data-flow transformations on abstract syntax trees.
These ingredients are rewrite rules for definition of basic transformations, programmable rewriting and traversal strategies for the composition of tree traversals and controlling the application of rewrite rules, dynamic rewrite rules for propagation of context-sensitive information such as data-flow facts, and dynamic rule combinators for modeling control-flow (forks in data-flow). In particular, we introduce the concept of dependent dynamic rewrite rules for modeling dependencies of data-flow facts on program entities such as variables. Together these techniques support:
-An abstract interpretation style of data-flow transformation that allows the combination of data-flow analysis and transformation in the same traversal. -The correct treatment of variable binding constructs and lexical scope to avoid variable capture and to restrict the application of transformation rules to the scope where they are valid. -The definition of generic data-flow strategies, which allow concise specifications of data-flow transformations (for the examples in this paper: CSE 11 LOC, constant propagation 14 LOC, copy propagation 13 LOC), and the concise combination of multiple transformations into 'superoptimizers' (the combination of CSE, constant propagation, copy propagation, and bound variable renaming in 8 LOC). -The combination of data-flow transformations with other types of transformations, reuse of elements of a transformation in other transformations, and easy experimentation with alternative transformation strategies.
We proceed as follows. In the next section we describe rewrite rules, strategies, and dynamic rules and illustrate their use in a specification of constant propagation. In Section 3 we motivate the need for dependent dynamic rules and illustrate their use in a specification of copy propagation. In Section 4 we generalize the strategies for constant propagation and copy propagation into a generic strategy for forward data-flow propagation and instantiate the strategy to common-subexpression elimination. We also show how using the same generic strategy the components of these transformations can be combined in a single superoptimizer. In Section 5 we discuss previous, related, and future work.
Rewriting Strategies and Dynamic Rules
In this section we show how rewriting strategies in combination with dynamic rewrite rules can be used to compose data-flow transformations on abstract syntax trees, using constant propagation as running example. Throughout the paper we use a subset of Appel's Tiger language [3] as the object language for transformations. The abstract syntax of this subset is defined in Figure 1 . However, none of the techniques we present are specific to this language. We assume the reader to be familiar with the basic notions and infrastructure for source-to-source transformations on abstract syntax trees, including parsing, tree representation, and pretty-printing. For an overview of the specific infrastructure used in the Stratego/XT framework we refer to [26] .
Local Transformations with Rewrite Rules
Basic transformations on abstract syntax trees can be defined using tree or term rewriting. A rewrite rule (t 1 -> t 2 ) defines the transformation of a tree that matches the left-hand side t 1 of the rule to the instantiation of the right-hand side t 2 of the rule. Term rewriting is the normalization of a tree by exhaustively applying a set of rewrite rules. Figure 2 shows some typical rewrite rules for Fig. 1 . Abstract syntax for a subset of Tiger with ⊕ the usual arithmetic, relational, and Boolean operators. constant folding and unreachable code elimination. Note that we use concrete syntax [25] to describe the abstract syntax tree patterns in the left-hand side and right-hand side of the rules. That is, a phrase such as | [ if i then e1 else e2 ] | denotes a tree pattern If(Int(i ),e1,e2 ) where i , e1 , and e2 are meta-variables. Using the rules from Figure 2 the arithmetic expression 2 + 3 + 7 rewrites to 12 and the conditional expression if 0 then x := 1 else x := 2 reduces to x := 2.
Term rewriting is declarative since rewrite rules can be defined independently and are automatically applied by a rewriting engine. The correctness of the combined transformation can be established by the correctness of the individual rules. However, static rewrite rules are not sufficient for defining data-flow transformations. Rewrite rules can only use information from the term matched to the left-hand side term pattern. Typically, in data-flow transformations information from previous variable bindings is needed. For example, consider the constant folding and propagation transformation in Figure 3 . The fact that the variable x is constant allows constant folding in many of the subsequent expressions. However, this requires the propagation of the initial constant value of x to its uses; folding the expression x + 1 is only possible after replacing x with its value.
Context-sensitive Transformations with Dynamic Rewrite Rules
To extend rewriting to propagation of context-sensitive information requires (1) the dynamic (run-time) definition of rewrite rules and (2) the careful control of their application. We first consider the use of dynamic rewrite rules to propagate data-flow information in a controlflow graph and then show how the corresponding transformation on abstract syntax trees is realized in Stratego.
The diagram on the right depicts the control-flow graph of the example program in Figure 3 . The nodes correspond to the basic statements in the program before and after transformation. The graph is traversed from entry to exit following the direction of the arrows, thus following the control-flow of the program. The expressions in a node are transformed before considering the statement in the node. The data-flow facts are repre-sented by rewrite rules, rewriting an occurrence of a variable to its constant value. The set of propagation rules can be different at each point in the program. Thus, the edges are annotated with the rules that are valid at that point in the program. When encountering an assignment (x := i) of a constant value i to a variable x, a new rewrite rule
is defined. A previous rule for the same variable is overridden by such a definition. However, multiple propagation rules for different variables can be defined at the same time.
When encountering a fork in the control-flow, such as a conditional statement, the rule sets are cloned; each branch gets its own copy of the ruleset as it was before the fork. At the meeting point of the fork only those rules that are consistent should be maintained. In the example, the rules for y are inconsistent at the meeting point and are undefined. In the case of loops this process should be repeated until a stable set of rules is obtained.
A control-flow graph traversal of a program can also be realized by traversing its abstract syntax tree. This requires visiting the nodes of the tree in the order that they would be visited in a traversal of the graph. Figure 4 shows the abstract syntax tree of the example program. The dotted arrows show the shortcuts that are taken by a traversal of the control-flow graph. Simulation of this traversal corresponds basically to a depth-first left-to-right traversal of the syntax tree. Realization of the constant propagation transformation on abstract syntax trees thus requires -traversal of the abstract syntax tree to visit expressions in the right order -definition of dynamic rules to reflect the constant assignments -application of dynamic propagation rules and static constant folding rules Figure 6 presents the Stratego definition of the prop-const constant propagation transformation strategy. We examine the components of this definition and informally introduce the Stratego constructs along the way. Figure 5 defines the abstract syntax of (a large subset of) the Stratego language.
Realization in Stratego
Transformation Strategies. A Stratego program defines transformation strategies and rules. A strategy is a function that transforms a term (or tree) into another term or fails at doing so. A rule is just a special kind of strategy. A strategy expression combines basic strategies into more complex strategies using strategy combinators. A strategy definition names and possibly parameterizes a strategy expression. Note that the term that is transformed by a strategy operator is not an explicit argument of its definition. Thus, prop-const is a strategy that transforms expressions to expressions.
Strategy Combinators. Basic strategies such as failure (fail), success (id), rules, and named transformations can be combined into more complex strategies by means of combinators, which include sequential composition (s 1 ; s 2 ), deterministic choice (s 1 <+ s 2 ), conditional choice (if s 1 then s 2 else s 3 end), and negation of failure (not(s)). Matching and building terms, the operations that are the basis of rewrite rules, are first-class operations in Stratego. Thus, ?p matches the subject term against the term pattern p and !p builds a new term by instantiating the term pattern p. The scope of term variables used in these patterns can be delimited using the scope construct {x:s}. Other frequently used operators are the application <s> p of a strategy to a term, and matching s => p the result of a transformation against a pattern.
Dynamic Rules. A dynamic rewrite rule defined with the rules(...) construct is similar to a normal static rewrite rule, but is defined at run-time when the enclosing strategy is executed. A dynamic rule inherits the variable bindings from variables that are defined in its context. There may simultaneously exist multiple dynamic rules with the same name, but a definition rules( R : t 1 -> t 2 ) overrides all previously defined rules with the same left-hand side. Thus, prop-const-assign first matches against the pattern | [ x := e ] | and then defines the dynamic rule PropConst. If the right-hand side expression of assignment is a constant value, a rule
| is defined for the specific values of x and e found in the match. If the expression is not a constant value, the rule is explicitly undefined using rules( PropConst :-| [ x ] |), which entails that all previously existing rules with this left-hand side are undefined.
Tree Traversal. The core of the constant propagation is the definition of the dynamic propagation rules. The definition and application of the PropConst rule is controlled by the prop-const strategy, which traverses the abstract syntax tree. As remarked before, the traversal is essentially a depth-first left-to-right traversal, which applies the PropConst constant propagation rule and the EvalBinOp constant folding rule. Such a traversal can be defined generically using the all(s) strategy, which applies a strategy s to each direct subtree of the current tree. Thus, the strategy
performs a traversal in which it either applies the PropConst rule, or first traverses the subtrees and then tries to perform constant folding.
The prop-const strategy in Figure 6 adds a few exceptions to this general traversal pattern. In the cases of assignments, variable declarations, let, if, and while special traversal behaviour is defined using congruence operators. A congruence operator defines traversal for a specific term constructor. For example, the strategy | [ <id> := <prop-const> ] | defines traversal for the assignment construct, applying the identity transformation to the left-hand side of the assignment and a recursive invocation of the prop-const strategy to the right-hand side. Such an operator fails if it is applied to a differently constructed term.
Note that the prop-const-if and prop-const-while strategies first try to eliminate the if or while statement altogether using an unreachable code elimination rule.
Scope of Dynamic Rules. Dynamic rules are usually related to elements of the object program such as variables. Therefore, rules should only be applied to those parts of the tree, where they are 'in scope'. This is managed using the dynamic rule scope construct {| R : s |}, which limits the scope of rule R rules to the strategy s. That is, all rules defined during the execution of s are removed when leaving the scope. This is necessary in a case such as the following Without scoping the assignment of x in the inner scope would be used for the value of x in the next assignment statement.
In fact, not all rules defined within s are removed on leaving the scope. Rules can be defined relative to a named dynamic rule scope. For this purpose prop-const-declare labels the current scope with the name of the declared variable (notation PropConst+x ). The dynamic rule definitions by prop-const-assign are relative to the scope of the variable (notation: PropConst.x ) to ensure that the rule is still visible when later scopes are exited. Therefore, the rule for x defined in the scope for y is not removed when leaving that scope.
Dynamic Rule Intersection. As discussed above, when encountering a fork in the control-flow the current ruleset should be distributed over the branches and merged afterwards. For this purpose, Stratego provides dynamic rule intersection and union operators. The intersection operator s 1 /PropConst\ s 2 applies both strategies s 1 and s 2 to the current term in sequence, but distributes the same ruleset to both strategies. Afterwards the rulesets are merged into one by keeping only those rules that are consistent in both sets. The union operator s 1 \PropConst/ s 2 is similar, but keeps all rules instead. Thus, the traversal of the branches of the conditional statement is defined as
first visiting the left branch and then the right branch, keeping only the propagation rules that are valid after both branches. The fixpoint version of the intersection operator /PropConst\* s repeats the application of s until a stable ruleset is obtained. The transformation is applied each time using the original term; only the result of the last application is used to replace the term. Thus, the traversal of while statements is defined as
/PropConst\* | [ while <prop-const> do <prop-const> ] |
In fact, in the implementation of dynamic rules the rulesets are not actually cloned. Instead, changes to the ruleset are stored in a fresh 'changeset' for each branch. These changesets are merged at the meetpoint. Thus, the effort of merging two rulesets is proportional to the number of rules in the changesets rather than the number of rules in the ruleset.
Combining Analysis and Transformation
The constant propagation strategy defined above combines analysis and transformation and is strictly more expressive than performing separate analysis and transformation phases. The following example from [17] illustrates this: Since the assignment to x in the loop is never reached, the conditional statement can be reduced to its first branch.
Dependent Dynamic Rewrite Rules
While dynamic rules as presented in the previous section can be used to implement constant propagation, they are not sufficient for all data-flow transformations. In constant propagation a propagation rule maps a variable to a constant expression. Propagation rules are killed when an assignment to the variable is encountered. However, in optimizations such as copy propagation and commonsubexpression elimination there are multiple variables that affect a propagation rule. We illustrate the problems using copy propagation. An assignment of a variable to a variable introduces a copy. In copy propagation these copies are replaced by their original. For example, the occurrence of a in the second assignment of (a := b; c := d + a) is replaced by the variable b (a := b; c := d + b). The dynamic rule definition for copy propagation in Figure 7 is a natural suggestion after studying constant propagation. Here we assume that the definition is embedded in a similar traversal strategy as that of constant propagation. However, it is incorrect in a number of ways. the variable a in the last statement will be replaced by b even though its value changed in the second statement. Thus, a CopyProp rule should be undefined when any of its variables is assigned. the occurrence of a in the call to print will be replaced with b, which now refers to the variable in the inner scope. Thus, a CopyProp rule should be undefined in a local scope when the local variable is used in the rule. the last assignment leads to a copy propagation rules which can be applied in the outer scope, since neither a nor c are declared in the inner scope. Thus, a CopyProp rule should be defined in the innermost scope in which one of its variables is in scope.
This sums up the problems with the naive use of dynamic rules. The first two problems are solved by means of dependent dynamic rules, the last problem is solved by defining rules in the innermost scope of all variables concerned. A correct definition of copy propagation using these techniques is presented in Figure 8 . Note that the traversal part of the specification is similar to the one of constant propagation and is omitted.
A dependent dynamic rule is a dynamic rule that declares its dependencies on program entities such as variables. The depends on clause of a dependent rule declares a list of dependencies consisting of pairs of the scope and term of the dependency. In the case of the Tiger transformations in this paper, variable names are used to label scopes and as dependency. However, this is not necessarily the case in general, which motivates the distinction. The dependencies are used to kill or shadow dynamic rules by the kill-R and new-R strategies which are generated for each dynamic rule R . That is, for each dependency a mapping back to the rule is maintained. Thus, if the meaning of the dependency is changed, for instance through an assignment, the affected rule can be found and killed.
The <new-R (|l )> dep strategy should be used when entering a new scope for dependency dep with scope label l . It labels the current scope with l and locally undefines any rule that depends on dep , thus avoiding such rules from being applied with the risk of variable capture. The <kill-R > dep strategy should be used when the meaning of dep has changed to undefine all rules depending on dep . Using these strategies consistently guarantees that rules are undefined when any dependency is affected.
Finally, the problem of escaping variables is solved by defining a dynamic rule in the proper scope, which is the first scope label (starting with the innermost scope) that is related to dependencies of the rule. This ensures that the rule is removed as soon as one of its dependencies goes out of scope. For each dynamic rule the strategy innermost-scope-R (s) is generated that produces the first scope label for which s succeeds.
Generic Data-flow Transformation Strategies
The definition of copy propagation in Figure 8 is very similar to the definition of constant propagation in Figure 6 . The difference between the two transformations restricted to the optimizaiton specific strategies for handling declarations and assignments. Control flow constructs for forking and iteration share a common strategy with the dynamic rule label as only difference. In order to reuse code and to focus on specifying enabling conditions at interesting points such as a definition of values, a generic forward propagation strategy (GFPS) for Tiger is specified in Figure 10 .
The generic strategy is parameterized with strategies that are applied at certain stages of the transformation of a language construct. The strategies transform, before and after are local rewrites of a construct and can be used to tune the transformation. The recur strategy is a recursive strategy that traverses the tree. The strategy is also parameterized with labels of rules to be intersected (Rs1 ) and unified (Rs2 ) at fork and join points. It is also possible to supply rule labels (Rs3 ) that are part of the transformation, but do not require a dynamic rule operation at confluence points.
A dual strategy for backwards propagation is defined in similar fashion. Data flow analysis is not bound to reuse this generic transformation. It is always possible to define an alternative strategy, if necessary. Figure 9 presents an instantiation of the GFPS for common-subexpression elimination (CSE). CSE is a transformation that replaces common expressions with a variable that already contains the value of the expression. By instantiating the GFPS, we can focus on the definition of the conditions that enable the propagation of non-trivial expressions by defining CSE rules. Scoping and undefining of dynamic rules are handled in the GFPS strategy. This is a major simplification of the implementation of CSE, since we do not have to handle all the control-flow constructs separately in this specific optimization.
Common-subexpresson Elimination

Generalized Combinators
The GFPS uses generalized versions of the dynamic rule combinators to deal with multiple rules. The strategies new-dynamic-rules and kill-dynamic-rules apply the new-R and kill-R rules for all parameter rules. Similarly, the /Rs1 \Rs2 / and /Rs1 \Rs2 /* operators generalize the intersection and union operators to a single combined operator, which performs intersection over the first set of rules and union over the other. Thus, it is straightforward to combine different analyses based on different rules, while they share a directed flow traversal over a tree. Moreover, by applying different operations at confluence points of program paths, they provide space for different analyses to coexist.
Combining Transformations
The generic forward propagation strategy can apply different analyses and transformations at once by combining elements from several one issue transformations. Figure 11 shows a strategy that combines constant propagation, copy propagation, common-subexpression elimination, unreachable code elimination and renaming. We have included renaming on the fly in this combined transformation to avoid dynamic rules from being undefined/shadowed when not needed.
The following transformation is an example of the application of the superoptimizer: Renaming for a in the inner scope is applied on the fly to avoid name capture. In this way, we avoid to undefine the dynamic rule generated for b := a in the outer scope. After this transformation, dead code elimination has been applied to the code fragment. It is important to note that this transformation could not have been achieved by a sequential composition of the individual transformations without renaming.
Discussion
Previous Work
Scoped dynamic rules were introduced in [24] to overcome the limitations of the context-free nature of static rewrite rules with applications to bound variable renaming, function inlining, and dead code elimination. A first version of constant propagation based on that design is described in [20] . Scoped dynamic rules have been extended, improved, and formalized in [6] , introducing labeling of scopes to provide more fine-grained control over the definition and removal of dynamic rules, and introducing the fork, intersection, union and fixed point operations on sets of dynamic rules. The contributions of this paper with respect to that work are the introduction of dependent dynamic rules, the definition of generic data-flow transformation strategies, and the combination of data-flow transformations. In the technical report version of this paper [22] we also present a generic backwards propagation strategy, the other instantiations of the generic forward propagation strategy used in the combined optimizer and a specification of partial redundancy elimination, illustrating how two separate analyses (backwars and forwards) can communicate via annotations. Other related applications of dynamic rules are in the definition of interpreters [12] , type specialization [21] , and partial evaluation.
Related Work
Path Logic Programming Path logic programming [13, 16, 11 ] is a related specification technique for data-flow optimizations. The conditions for the application of a transformation rule are expressed by means of path patterns. Path patterns are regular expressions over paths through the control-flow graph of a program. Path logic programming has been used to specify optimizations in a highly declarative and concise way. Unfortunately, achieving reasonable performance has been a major issue. In particular, combining data-flow optimizations in path logic programming introduces a big performance challenge. Fortunately, some attempts have already been made to reduce the high cost of path logic programming.
Program Representations In order to keep the program information close to the input program and to have a representation suitable for program analysis, several data structures have been proposed. They can be divided into two main categories: abstract syntax trees and graph representations.
One of the earliest proposals for program representation is Def-Use Chains [1] . Def-Use Chains are used to connect the program points between definitions and uses of variables. Another technique to ease program analysis is to use an intermediate representation in the Single Static Assignment (SSA) form [10, 23] , where every variable is assigned only once.
A Value Name Graph (VNG) [5] is a program representation that combines symbolic interpretation, value numbering, and data flow analysis. Value name graphs provide information on value-equivalent program fragments, in relation to the control-flow graph. Hence, it is particularly useful for the implementation of optimizations that eliminate redundancy in programs.
Our work uses abstract syntax tree representations of programs, mainly because this representation preserves all the information required for the implementation of source-to-source transformations. Dependent dynamic rewrite rules provide a convenient method for maintaining data-flow facts and contextsensitive transformations in a data-flow optimization of an abstract syntax tree. The novel combinators for dynamic rewrite rules allow the implementation of program analyses at the level of the subject language.
Combining Optimizations Constant propagation and unreachable code elimination have been combined successfully [27] . Furthermore, Click and Cooper [9] formally defined in which cases integrating two data-flow analyses results in better results than a sequential application of the individual analyses. They have successfully combined constant propagation, unreachable code elimination and value numbering.
Chambers et al. [7, 17] have developed a framework for composing program optimizations in a modular way. They also combine program analysis and program transformation. Their work is similar to ours, since it provides both the combination of different analysis and merges analysis and transformation.
Our approach is declarative, concise and intuitive for the specification of transformations. The introduced combinators for (combined) intersection and union of rulesets provide a mechanism for combining analyses that require different operations at confluence points. Program analyses that use the same direction for transporting data-flow facts could be applied in combination in a single traversal over the abstract syntax tree.
Toolkits Program analysis and transformation is not a simple task. Several tools have been built to support the development of program analyzers and optimizing compilers. These tools increase the productivity of the compiler writer. Unfortunately, most of the tools are object language specific or they require a fixed intermediate representation [17, 8] .
BANE [2] is a constraint-based program analysis toolkit, that it is not language dependent and supports the construction of program analyses and type systems. The user must specify the constraints from the source code being analyzed and interpret their solutions. This toolkit does not provide a mechanism to hide details of a constraint-based system.
OPTIMIX is an analyzer and optimizer generator for Java. This tool is based on work done by Uwe Assmam [4] . OPTIMIX is based on a graph rewriting system. It provides mechanisms to specify transformations in a uniform way.
OPTIMIX can be used to combine transformations, but to make termination and performance properties more clear, separate transformations are preferred.
PAG is a program analyzer generator [18] that uses a dedicated language for the specification of program analyses. PAG supports the reuse of confluence operators and the iterative work-list algorithm for data flow analyses. Although this tool generates the actual code for the analyses, combinations or a superanalysis cannot be generated.
Conclusion
We have presented a language for the concise specification of source-to-source data-flow transformations. The generic high-level constructs allow reuse of the specifications with little effort for other imperative programming languages. Transfer functions can be elegantly captured by dynamic rewrite rules and confluence operators for intersection or fixed-point applications can be used to specify program analysis and transformation. The language supports combination of analysis and transformation in one traversal and the combination of multiple transformations in the same traversal.
The techniques presented in this paper are available in the latest Stratego/XT distribution available at http://www.stratego-language.org/. Bound-variable renaming is a transformation that renames variables in order to avoid free variable capture during transformation. After bound-variable renaming following transformations can be more profitable and/or easy to specify. This strategy defines bound variable renaming for Tiger as an instantiation of the generic forward propagation framework. The transformation only renames variables that are already used in an outer scope.
B Safe-Earliest Partial Redundancy Elimination
Partial redundancy elimination is an optimization that attempts to eliminate repeated computations along program paths. Such repeated computation are marked as redundant and can be replaced by use of previously computed expressions. If a computation is redundant along a certain path, it may still be needed in another execution path. Finding redundant computations and placing them at program points where the occurrence is minimized, is the goal of this optimization. This transformation requires a complex analysis to determine program points where new computations will be lifted. This transformation cannot be achieved by means of a single traversal in which data-flow transformation is propagated. Lazy Code Motion [14, 15] is an algorithm to compute this transformation. It requires the computation of the following predicates: down-safe, earliest, delay, latest, and isolated.
To show that the Stratego approach can be used to implement transformations that require coordination between multiple analyses, we present the implementation of the Safe-Earliest Partial Redundancy Elimination transformation, which corresponds to the first two steps of the Lazy Code Motion algorithm. These two phases of the algorithm result in programs which are computationally optimal (redundant computations are performed the least possible number of times), but not lifetime optimal, since computations are lifted to the earliest point in the program. The Safe-Earliest transformation is implemented using two separate traversals down-safe, a backwards traversal, and earliest, a forward traversal. The complete transformation is simply the sequential composition down-safe; earliest.
B.1 Down-Safe
Down-safe or anticipatebility of expressions is computed following a backwards flow. Down-safe is a property of an expression along program path sections. At program points, several expressions can be down-safe, and we have to keep track of them. Term annotations will contain down-safe expressions at statement level. Stratego term annotations are terms attached to tree constructs; they are denoted by t {t' }.
The specification in Figure 16 is defined by instantiation of the generic backwards propagation strategy defined in the next appendix. The backward propagation defines for each non-trivial and pure expression e a dynamic rule DownSafe, which serves as a predicate for the down-safety of e at the current program point. The rule down-safe-annotate includes down-safe expressions as annotations of the current term. The DownSafe rule depends on the variables in e , which means that it is killed as soon as one of those variables is assigned. The rule uses the intersection operation in control-flow constructs, i.e an expression is down-safe only if it is down-safe along all paths. The predicate is used to annotate statements with the list of expressions that is down-safe before that statement. For this purpose, the transformation keeps track of all expressions that are being considered for lifting using the AllDownSafe rule. The rule down-safe-annotate takes the list of all these expressions and filters the ones that are down-safe at the current program point.
B.2 Earliest
The next step is to place assignments of the lifted expressions to temporary variables at the earliest possible point in the program. This transformation uses the annotations created by the down-safe transformation.
Basically, this can be done by a forward propagation in which the first point that has an expression in its annotation can be extended with an assignment for the expression to a temporary variable. All subsequent annotations should be ignored and all uses of the expression should be replaced with the temporary variable that contains the computation.
The specification in Figure 17 defines this transformation using a forward propagation with the strategy earliest-transform to replace annotated statements in two steps using three dynamic rules.
First, earliest-filter-annotations reduces the annotations of a statement to the annotations that are actually earliest at that point. Those expressions are then declared to be NotEarliest, such that occurrences of the expression in subsequent statements will be removed.
Next, assign-earliest-to-var turns expressions in annotations into assignments of the expressions to temporary variables. The dynamic rule ReplaceExp replaces a lifted expression with the corresponding temporary variable. The rule is only propagated if consistent on all paths, i.e. definitions of ReplaceExp for the same expression in different branches should use the same temporary variable. Otherwise, it cannot be replaced after the branch. In order to use the same temporary variable for all placements and replacements of the same expression, the dynamic rule TempVar maps expressions to temporary variables. The rule new-temp creates a new temporary variable if one does not yet exist for an expression.
