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Résumé
Le modèle dynamique d'apprentissage et de détermination des salaires peut se décrire comme
suit: plus un individu accumule de l'expérience sur le marché du travail, plus l'information
sur sa productivité est révélée et son salaire ajusté. L'information utilisée à une période ne
peut être utilisée ultérieurement. L'effet de l'éducation et des autres variables constantes avec
le temps serait alors indépendant de l'expérience. Deux hypothèses sont testées afin
d'appuyer le modèle, dont une repose sur l'effet des variables constantes, et l'autre sur la
structure des résidus salariaux. Les résultats obtenus penchent en faveur du modèle.
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1. Introduction
A ce jour, plusieurs théories et modèles ont tenté d'expliquer le fonctionnement du
marché du travail. Ce mémoire s'attarde plus spécifiquement à la dynamique des salaires'.
Un des modèles qui tente d'expliquer cette dynamique, le modèle dynamique d'apprentissage
et de détermination des salaires, a été développé par Farber et Gibbons (1996)2. Ce travail se
veut donc une application empirique de ce modèle en testant les implications attendues de
celui-ci.
Le modèle dynamique d'apprentissage et de détermination des salaires peut se décrire
comme suit. Tout d'abord, le sens accordé à l'apprentissage doit être vu ici comme étant une
augmentation des connaissances d'un employeur vis-à-vis la productivité d'un employé.
Cela implique que plus une relation persiste entre l'employeur et un individu, plus le premier
apprend de cet individu et ajuste son salaire en conséquence. Le processus observé est le
suivant: lorsqu'un individu intègre le marché du travail, on observe non seulement son niveau
d'éducation, mais aussi quelques caractéristiques qui n'informent que partiellement sur sa
productivité. Plus l'individu accumule de l'expérience sur le marché du travail, plus
l'information sur sa productivité est révélée et son salaire ajusté.
Dans le but de cerner l'importance de l'apprentissage, le modèle de base ignore les
effets de la mobilité d'emploi et de l'acquisition de capital humain. Cela ne veut pas dire pour
autant qu'ils ne sont pas importants, mais plutôt que cela permet de déterminer l'importance
de l'apprentissage. D'ailleurs, l'application empirique du modèle permet d'incorporer des
variables tenant compte de l'acquisition de capital humain^.
Le modèle suppose que l'information est publique au sens où les caractéristiques des
travailleurs sont observables par tous les acteurs du marché, y compris leur productivité.
Dans la mesure où l'on considère qu'il y a de l'information privée, les acteurs doivent inférer
à partir des comportements des autres l'information manquante. Si l'information privée était
1 On entend par cela la politique de rémunération.
2 Farber, Henry S. et Gibbons, Robert. "Learning and wages dynamics". The Quarterly
Journal of Economies, November 1996.
^ Cette possibilité sera abordée à la section 3.2 .
considérée comme prépondérante, il faudrait alors modéliser explicitement les interactions
stratégiques qui en découleraient, ce qui complexifierait le modèle'*. De plus, les questions
relatives à la qualité de l'appariement entre les travailleurs et les firmes sont ignorées.
La banque de données utilisée provient d'une compilation, publiée par Whatley et
Wright (1995)^. Ces auteurs ont construit à partir des fichiers bruts des employés de la
compagnie Ford une base de données incluant les principales variables utiles au modèle. Les
employés inclus dans le présent mémoire proviennent de la période de 1922 à 1947.
Le modèle d'apprentissage repose sur deux hypothèses: le salaire est égal à l'output
espéré à chaque moment (ce qui exclut la possibilité de contrats de long-terme), et la
distribution de l'output d'un individu ne varie pas avec le temps (cette hypothèse peut
toutefois être relâchée). En ajoutant quelques hypothèses concernant la distribution des
caractéristiques des travailleurs et la forme de la fonction de production, une application d'une
variante de la loi des espérances itératives produit deux résultats à vérifier^. Premièrement,
l'effet de l'éducation sur les salaires devrait être indépendant de l'expérience obtenue sur le
marché du travail. Deuxièmement, les résidus obtenus de l'équation de salaire devraient
suivre une martingale.
^ Par exemple, si une firme accorde une promotion à un de ses travailleurs et que cela constitue
le seul signal observable par le marché, les autres firmes pourraient inférer que ce travailleur est
plus productif que les autres et lui offrir un salaire suffisant pour le convaincre de changer
d'employeur. A l'équilibre, la firme pour laquelle travaille cet individu égalisera toute offre
externe de façon à le retenir. Une implication d'une telle asymétrie d'information est que
l'employeur actuel est incité à ne pas accorder de promotion de façon à ne pas provoquer une
surenchère coûteuse par la divulgation d'information causée par une promotion. À ce sujet,
voir Waldman, M.. "Job Assigment, Signaling, and Efficiency", Rand Journal of Economies,
vol. XV, 1984, pp. 255-287.
5 Whatley, W.C. et Wright, G. "Employée Records Of The Ford Motor Company, Détroit
Area", Inter-university Consortium for Political and Social Research, January 1995.
6 Le modèle d'apprentissage prédit un troisième résultat dont les détails se trouvent à l'annexe
A. Il prédit que l'effet de variables non-observées par l'employeur, mais observées par
l'économètre, augmente avec le temps.
Certains aspects de la méthode proposée par Farber et Gibbons sont modifiés afin de
tenir compte des particularités rencontrées. Une attention particulière est accordée aux choix
des échantillons et il semble que des échantillons disposant d'observations longitudinales
balancées"' soient appropriés. Si tel était le cas, les hypothèses du modèle d'aprentissage et de
détermination des salaires seraient vérifiées (dans le cas de l'effet de l'éducation, nous
trouvons qu'il n'est pas indépendant du temps et qu'il est économiquement très faible).
Comme les résultats sont nuancés, une lecture des sections 5 et 6 est conseillée.
Le document se divise comme suit. A la section 2, une brève revue de littérature
portant sur la détermination des salaires et utile à la compréhension du mémoire est présentée.
La théorie sur laquelle repose le modèle est développée à la section 3. La section 4 donne une
description de la base de données et du modèle empirique. Les résultats sont présentés à la
section 5 et la section 6 est réservée à la conclusion.
^ Le terme balancé est utilisé lorsque nous observons les mêmes individus à chaque période.
2. Revue de littérature
Une brève revue de littérature s'avère utile à la compréhension du modèle
d'apprentissage et de détermination des salaires. Un point de départ est le modèle de capital
humain de Becker (1975)^. Becker distingue le capital humain général, qui accroît la
productivité dans son emploi actuel et dans tout autre emploi futur, et le capital humain
spécifique, qui lui accroît la productivité dans l'emploi actuel sans toutefois avoir cet effet
dans le marché externe. Dans les deux cas, le salaire au temps i est inférieur au salaire au
temps i+1 puisque pendant cette période le travailleur augmentera son niveau de capital
humain, sa productivité, et du même coup son salaire. L'implication empirique de cette
théorie est que le salaire d'un individu croît avec l'expérience et l'ancienneté parce que la
productivité croît également également avec l'expérience et l'ancienneté lorsqu'il y a
acquisition de capital humain.
Le modèle de Farber et Gibbons, en ne tenant pas compte des changements
d'employeurs au cours de la période étudiée, ignore le fait que l'information pourrait ne pas
circuler aussi facilement que prévu, comme c'est le cas lorsque l'information est publique.
Le nouvel employeur ne serait donc pas en mesure de bien évaluer la productivité d'un
individu et il y aurait perte d'information. Une étude de Parent (1995)^ suggère que l'effet de
l'appariement est important et a un effet dans la détermination des salaires. L'avantage avec
la base de données utilisée pour ce mémoire est que les employés travaillent toujours pour la
même firme, ce qui devrait corriger les problèmes potentiels associés à la perte d'information.
Une autre étude empirique faite par Baker, Gibbs et Holmstrom (1994)1° montre que
les augmentations de salaire pour un individu sont autocorrélées, c'est-à-dire que les
individus chez qui on observe une croissance du salaire réel une année auront tendance à
^ Becker, O.S.. Human Capital, The University of Chicago Press, 1975. (ou pour un résumé
voir PARENT, D.. "Survol des contributions théoriques et empiriques liées au capital humain".
L'actualité économique, vol. 72, no. 3, septembre 1996.
9 PARENT, D. . "Matching, Human Capital, and the Covariance Structure of Earnings".
Cahier de recherche no. 9605, Université de Sherbrooke, 1996.
Baker, G. , Gibbs M. , Holmstrom B. ."The Internai Economies of the Firm: Evidence from
Personnal Data". The Quaterly Journal of Economies. November 1994.
avoir une croissance similaire l'année suivante. Il y a donc un sentier de croissance prévisible
chez un individu. L'explication naturelle à cette observation provient du modèle de capital
humain et la relation qui existerait entre la croissance du salaire d'un individu et son potentiel
d'accumulation de capital humain. Comme nous le verrons, cette situation ne devrait pas
exister selon le modèle d'apprentissage. De plus, ces auteurs ont observé un effet de cohorte
(groupe d'individus qui entre dans la firme une même année ) dans la firme. On observe
alors un salaire de départ différent pour chaque cohorte, mais une évolution des salaires qui
est par la suite similaire pour toutes ces cohortes. Par contre, la base de données utilisée
provient d'une seule firme et les employés qui la constituent sont tous ce que l'on pourrait
appeler des cols blancs. Il est donc possible que les régularités empiriques soulignées par ces
trois auteurs découlent d'une politique salariale spécifique à la firme ou à cette catégorie de
travailleurs.
Le modèle d'apprentissage et de détermination des salaires produit trois implications,
toutes testables. La première, stipulant que l'effet de l'éducation sur les salaires devrait être
indépendant de l'expérience obtenue sur le marché du travail est vérifiée dans l'étude de
Farber et Gibbons. Ces auteurs, en utilisant la "National Longitudinal Survey of Youth""
comme base de données, disposent aussi de variables non observées par l'employeur. A
partir de ces variables, ils en construisent d'autres permettant de vérifier une deuxième
hypothèse stipulant que les variables constantes dans le temps et corrélées avec l'habileté,
mais non observées par l'employeur, sont corrélées de façon croissante avec le salaire, au fur
et à mesure que l'expérience augmente. La troisième hypothèse implique que, pour un
individu, les résidus obtenus de l'estimation de la fonction de salaire suivent une martingale.
Malgré des observations empiriques à première vue favorable à la validation de la dernière
hypothèse, l'étude de Farber et Gibbons rejette statistiquement la structure en martingale.
Le nombre d'études empiriques sur le sujet étant relativement faible, les résultats de ce
mémoire apporteront sûrement certains éclaircissements.
1 ^ Cette base de données américaine couvre la période 1979-1991 et est composée d'individus
âgés de 14 à 21 ans en décembre 1978.
3. Théorie
Dans cette section, le modèle dynamique d'apprentissage et de détermination des
salaires de Farber et Gibbons est exposé. Les caractéristiques étant divisées en deux
groupes, elles seront donc présentées en deux sous sections. Le premier groupe inclut les
variables qui sont constantes avec le temps, tandis que le second inclut celles qui ne le sont
pas.
3.1 Caractéristiques des travailleurs constantes dans le temps
Soit rii et 5,, l'habileté et le niveau d'éducation du travailleur. SoitX,, un vecteur
de caractéristiques constantes dans le temps (autres que l'éducation), observables par
l'employeur et incluses dans les données. Soit Z, , un vecteur de caractéristiques constantes
observé par l'employeur mais qui n'est pas inclus dans les données. A noter que Z. diffère
de 7]-. Par exemple, Z, pourrait inclure la qualité de l'école fréquentée par le travailleur. La
distribution conjointe F{r\i,Si,Xi,Zi) est arbitraire.
Soit y.^, l'output du travailleur à la période sur le marché du travail. On suppose
que les observations d'output { y„ :t = \,...,T} sont des variables aléatoires indépendantes
provenant de la distribution conditionnelle G(y„ I La distribution
G(y„ I r7;,5,.,Z,,Z,) est arbitraire. L'indice t n'est pas inclus comme argument de la
distribution puisque le modèle ne tient pas compte jusqu'à maintenant des gains de
productivité possibles.
Le salaire versé à un travailleur à la période t est égal à la production espérée étant
donné toute l'information observée pour ce travailleur:
(3.1) w-, = E{y,, I r7,.,5,.,Z,.,Z,.,y,.i,...,y,.,_,)
L'équation (3.1) élimine la possibilité de contrats de longue durée. Tous les résultats du
modèle continuent de tenir si le salaire w„ est une fonction linéaire de l'output espéré:
w,, = c + Z?£:(y,, I r/,., 5,., Z,., Z,., y,.„..., y.,_,) + rilj,
où dY^, représente une rémunération à la pièce. L'équation (3.1) permet donc l'existence de
nos prédictions, soit que l'effet relatif de l'éducation devrait être indépendant de l'expérience
et que les résidus devraient suivre une martingale. Dans le modèle on suppose que le salaire à
la pièce fait partie intégrante du salaire horaire.
3.1.1 L'effet de l'éducation sur les salaires
En supposant que des données associées à une cohorte existent et qu'elles incluent 5,,
X^ et Wi, pour chaque travailleur (mais pas nécessairement l'output) pour les périodes
(t = nous pouvons estimer la régression en coupe transversale suivante:
(3.2) w,., = a, + s-P, + X.y^ + e,.,
Les coefficients â,, P,, f, estimés à partir de (3.2) sont les coefficients obtenus de la
projection linéaire de w,, sur et X^, que l'on note
(3.3) P[w,, I s.,Xp = â,+ s fi, + X,y,
L'information disponible à la première période détermine le salaire d'un individu qui entre sur
le marché du travail. Les variations de salaires observées dépendent alors de l'information
sur la productivité, orthogonale à l'information disponible à la période précédente, qui
s'ajoute à chaque période. L'éducation n'aurait donc pas d'effet variant avec le temps'^
L'espérance du salaire Ew„ s'écrit E(w,., I s,,Xp et l'espérance du salaire conditionnelle à s,
et X, lorsqu'une nouvelle information x devient disponible est notée
E{ E{w, I s„X,,x) I s„X,} = E{w, I s„X,y\
L'information véhiculée par l'éducation est la même à chaque période. Toute information
utile à l'évaluation de la productivité et tirée de l'éducation est utilisée à la période initiale. Par
après, il n'y à pas d'information nouvelle à "soutirer" de l'éducation.
13 La loi des projections itérées est développée plus en détails à l'Annexe B. Cette loi explique
pourquoi l'éducation (ainsi que toute autre variable constante avec le temps) n'a pas d'effet
variant avec le temps.
Puisque E{w., I s.,X.)^ E{y., I s.,X.), que E{w., I est indépendant du temps, et
que y-, provient d'une même distribution, l'effet de l'éducation est indépendant de
l'expérience^'^.
L'hypothèse selon laquelle le salaire est égal à l'output espéré implique non seulement
que le salaire de la première période w,, est la valeur espérée étant donné s- et X-, mais
également que toute variation de salaire entre la période 1 et 2 ne peut être calculée à partir
d'information utilisée pour déterminer w,,. Donc, Wj2 est égal à la variable dépendante à la
première période, w^, plus un terme qui dépend de y,.,, soit , mais qui est
orthogonal à 5, et X,.. Les coefficients estimés pour 5, et X, pour la première et la deuxième
période devraient être identiques (ainsi que pour les périodes subséquentes).
3.1.2 Les résidus salariaux
L'espérance des innovations (les termes stochastiques qui, à chaque période,
fournissent de l'information aux employeurs) est donc égale à 0 et ces innovations sont
orthogonales à w,). On a £'(w,., I w,. ,_i) = Si les salaires augmentent avec
l'expérience, ils ne sont pas des martingales. En se penchant sur les résidus salariaux, on
mesure les gains de productivité perçus, qui eux suivent une martingale.
Par exemple, pour les résidus de l'équation (3.2), le modèle prédit qu'ils doivent se
comporter comme suit:
(3.4) £, =w,-(â,+5,Â+2fx)
4 = E(y, I 5,, X,., Z,., y,,,..., y. ,_^ ) - P[y,, I s-, X, ]
alors E(ê„ I ê,.,_,) = ê, ce qui montre que les résidus suivent une martingale^^.
S'il y avait des gains de productivité globale dans l'économie, la distribution
G(yj, \rii,Sj,Xj,Z-) changerait dans le temps et l'effet de l'éducation ne serait pas
nécessairement indépendant de l'expérience.
En réalité, ce comportement n'est qu'une des propriétés des martingales. Nous utiliserons
tout de même ce terme afin de caractériser la structure des résidus.
3.2 Caractéristiques des travailleurs variant avec le temps
L'hypothèse selon laquelle les caractéristiques ne varient pas avec le temps implique
que les outputs y„ ont la même distribution et élimine l'effet de l'expérience sur
l'augmentation de la productivité. De plus, l'hypothèse impliquant que les salaires sont
déterminés par l'espérance conditionnelle des outputs élimine les explications autres que
l'augmentation des salaires avec l'expérience. C'est pourquoi Farber et Gibbons enrichissent
le modèle afin de tenir compte de l'augmentation de productivité avec l'expérience de travail.
Deux raisons principales expliquent cette modification;
1° Donner une structure au modèle qui est davantage conforme aux faits stylisés (les
salaires augmentent avec l'expérience)
2° Vérifier si le modèle d'apprentissage et ses prédictions tiennent toujours lorsqu'on
lui incorpore certains éléments de la théorie du capital humain.
En supposant que la production totale d'un individu soit représentée par
(3.5) Y,,=y.,+h{t)
où y,., est la partie de la production totale due aux habiletés personnelles et h{t) est la partie
attribuée à l'acquisition de compétences'^. La production totale augmente avec l'expérience
de travail h{t) étant donné les possibilités de formation sur le tas. On peut supposer que h{t)
est déterministe et linéaire. L'équation du salaire devient alors
(3.6) =
Dans les T régressions effectuées à partir de l'équation (3.2), les constantes
{a, : t = l,...,T} sont alors plus grandes d'un niveau de h(t). Ces régressions peuvent être
regroupées afin d'estimer l'équation de salaire suivante
(3.7) w.^ = «0 + ^^ 1 + ^iPo + + ^iï + ^it
Supposons que le modèle empirique repose sur les dernières équations énoncées,
soient (3.5), (3.6) et (3.7). Dans ce modèle, les prédictions peuvent toujours tenir. L'ajout
y.^ provient toujours de la distribution conditionnelle G(y„ I
de l'équation (3.5) introduit des considérations de la théorie du capital humain. Les deux
possibilités suivantes sont à considérer:
1° La croissance de la productivité est une fonction de l'expérience et du niveau
d'éducation, h{t,s^).
2° La croissance de la productivité est une fonction de l'expérience et de l'habileté.
Si (3.5) repose sur la première hypothèse, elle devient
(3.5a) Y,=y,+h{t,s,)
où la dérivée partielle croisée de h{t,s^) n'est pas nulle. Ce résultat impliquerait donc que
l'éducation rend l'investissement en formation sur le tas plus productif. Dans ce cas, le
coefficient ^,dans (3.7) n'est pas nul, ce qui contredit la première hypothèse selon laquelle
l'éducation est indépendante de l'expérience. La deuxième hypothèse portant sur les résidus
n'est pas affectée par (3.5a)'^.
Supposons maintenant que (3.5) devienne:
(3.5b) Yu=yu+h{t,ri,)
où la dérivée partielle croisée de h(t,r}-) est non nulle. Cette dérivée est positive si l'habileté
A
rend l'investissement en formation sur le tas plus productif. Dans ce cas, incorpore l'effet
de la dérivée et la corrélation entre t]. et s^, déterminée précédemment par F(T].,s.,Xj,Zi).
A
Comme les deux effets sont vraisemblablement positifs, serait positif. L'hypothèse 1 ne
tiendrait plus. La structure de covariance des résidus ne serait plus une martingale'^.
L'ajout de certaines hypothèses de capital humain implique donc que les prédictions
du modèle d'apprentissage peuvent ne plus tenir. Si l'on considère que les données sont
A  A
1 ' L'équation 2.4 devient = w,., - (âg + tâ^ + + X-f) et £(£;, I ê, ) = ê, est
toujours valide.
18 Soit ê,, = ri-, + M,.,, où £(77,.) = tEiri,) = £(«,,) = E(u,ri,) = 0. Alors, £(ê,.,)^ = + a]
et E{èf,èj^) = ts<y^. Comme il sera montré plus loin, cette structure ne peut découler d'un
processus de martingale.
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cohérentes avec le modèle d'apprentissage, on peut supposer que certains des scénarios liés
au capital humain, comme par exemple 3.5a, ne sont pas empiriquement importants.
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4. Modèle empirique
Dans cette section, nous testons les prévisions du modèle d'apprentissage. Rappelons
que le modèle prédit que l'effet estimé de l'éducation sur le niveau des salaires ne varie pas
avec le temps et que les résidus suivent une martingale.
4.1 Description de la base de données
La base de données utilisée, compilée par Whatley et Wright (1995), s'appelle
Employée Records of the Ford Company, Détroit area, 1918-1947 Cette base de données
de type longitudinal couvre la région de Détroit, où Ford y produisait évidemment des
véhicules motorisés. Les employés de l'échantillon travaillaient principalement dans l'une
des quatre usines de production de Ford. L'usine la plus grosse s'appelle Rouge et avait plus
de 100 000 employés peu avant 1930. La seconde s'appelle Highland Park et est connue
pour son expérience du "Five dollar day" en 1914^°. La troisième est la Lincoln Motor
Company qui débute sa production en 1922 suite à l'achat par Ford de cette usine. File
produit les voitures de luxe et embauche des travailleurs plus qualifiés. La dernière usine, la
Willow Run, a commencé sa production en 1942 pour fabriquer des bombardiers pendant la
Deuxième guerre mondiale. La base de données inclue également des employés des mines,
des transports, des fermes et de d'autres petites usines^h
Les dossiers concernant les employés étaient dans 2 248 boîtes comptant environ 250
dossiers chacune. Chaque dossier était dans une enveloppe et était rangé par ordre
alphabétique. Le travail des auteurs repose sur un premier échantillonnage qui a permis de
choisir une boîte sur huit. Dans les boîtes sélectionnées, le premier dossier et chaque dossier
par tranche de 30 ont été sélectionnés. Cela a permis d'obtenir 2 093 dossiers. Ensuite,
chaque boîte a été divisée en échantillon de 60 dossiers et un employé noir par échantillon a
Whatley, W.C. et Wright, G. "Employée Records Of The Ford Motor Company, Détroit
Area".
Raff, Daniel M. G. . "Wage détermination Theory and the five-dollar day at Ford". The
Journal of Economie History, vol. XLVIII, no. 2 (June 1988).
21a cette époque, la compagnie Ford intégrait plusieurs opérations.
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été pigé pour donner 993 autres employés. Les boîtes ont finalement été divisées en deux et
dans chaque échantillon on tirait un employé engagé entre avril 1922 et mars 1926, et un
employé engagé après 1943. Cette étape ajoute 1058 employés. Ces périodes incluent
spécialement la variable éducation pour tous les employés.
Dans cette base on peut retrouver tout l'historique des employés. Elle contient deux
types d'information. Le premier type inclut l'information relatant la vie professionnelle des
individus chez Ford telle que le salaire^^, la date d'embauche, la durée de la relation. L'autre
type contient l'information démographique comme l'âge, le sexe, l'état civil, la race, la
citoyenneté et l'éducation.
La base de données a donc au départ 4 144 employés. Il y en a par contre 2 474 pour
qui nous n'avons pas le niveau d'éducation. La période retenue est de 1922 à 1947. La
période où la technologie est introduite de façon plus systématique à la production est après
192023.
4.2 Rôle de l'éducation
L'approche empirique est la suivante:
1° Estimer la fonction du salaire par la méthode des moindres carrés ordinaires
(MCO),
2° Utiliser les résidus afin de dériver une matrice des covariances des résidus pour les
travailleurs,
3° Utiliser la matrice des covariances pour estimer la fonction de salaire par la
méthode des moindres carrés généralisés (MCG)24.
22 II s'agit ici du salaire nominal. L'ajustement du salaire est fait à partir d'indices de prix
(gros, détails et agricole) provenant des Statistical Abstract of the United States de 1929, 1940,
1949 et 1954.
23 Raff, Daniel M. G. . "Wage détermination Theory and the five-dollar day at Ford".
24 L'utilisation de données longitudinales est souvent associée aux problèmes
d'hétéroscédasticité et, surtout, d'autocorrélation des erreurs résiduelles pour un même
individu.
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Pour la première étape, le salaire est régressé en fonction de l'âge, l'éducation, la race,
le sexe, le statut familial et l'interaction entre le sexe et le statut familial (5, et X,). Une
régression par année est effectuée. Cette étape nous permet de purger les salaires des effets
attribuables aux variables mentionnées précédemment.
En tenant compte du fait que nos données ne sont pas balancées^s, chaque covariance
est calculée à partir de tous les éléments disponibles. Soit e,.,, le résidu du travailleur i au
temps t. Définissons la variable c?,-,, = 1 si e,-, et e,-^ sont observés, ^ts
représente le nombre de travailleurs pour lesquels on observe e,, et e,^.
Un estimateur de la covariance entre et e,-, lorsque l'on dispose de données non
balancées est:
(4.1a) <T„
1=1
Construisons maintenant la matrice la matrice des covariances des résidus, selon
(4.1a).
c =
'21
12
22
0^ n
' ir
TT
On peut aussi écrire la matrice c en produit matriciel. Soit v,, le vecteur des résidus
du travailleur i où les observations manquantes sont remplacées par des zéros, et M, une
matrice de poids ayant comme élément en t,s (le signe ^  dans l'équation qui suit est utilisé
comme opérateur de division d'un élément en t,s par l'élément en t,s dt M).
25 Les données ne sont pas balancées puisque l'on observe pas le même nombre de travailleurs
d'année en année.
26 Cette matrice doit être définie positive. Abraham, B. et Ledolter J.. Statistical Methods for
Forecasting, John Wiley & Son, Inc. 1983, p.77 .
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(4.1b) c = S",-",
<■=1
=
TxT
TxT
(V^,jî,e„e.,
1=1 1=1
(V^u ) ^  ^il^iT
1=1 1=1
La matrice des covariances pour l'individu i est c, et elle est composée des éléments de
covariance correspondant aux paires de résidus observées pour ce travailleur. En supposant
l'indépendance des résidus entre les travailleurs, la matrice des covariances des résidus pour
les N travailleurs est une matrice bloc-diagonale, chaque bloc étant représenté par la matrice
c, d'un individu.
C =
c, 0
0  c.
0
0
0  ••• 0 c.
L'estimation par les MCG est représenté par:
b^,^=(XC-'xy')CC-'W et Var(b) = (X C-'X)~'
^MCG ~
Xii Xj2
X21 ^22
"■NI
MX
'■NK
C, 0
0  Ct
0
0
0
0  c„
Xii X[2
■^21 ^22
"m
MX
^NK
KxTN TNxTN TNxK
1
"k
'
 jC0
 • • • 0
-1 'Wi'
 12
^
22
^ 0 2C:
:
 
 .•■0;
1
 0••• 0
KxTN TNiTN TNxi
OÙ x-^ représente le vecteur de données de la variable k pour l'individu i, et w,. le vecteur des
salaires pour i. Une autre façon de présenter la dernière équation est la suivante:
(4.2) bj^cG
N
SXi(c, ) X,
i=l
N
1=1
et Varibufcc)
N
.i=l
-1
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4.3 La structure en martingale
Le modèle d'apprentissage suggère que pour un individu i, les résidus de l'équation
de salaire suivent une martingale. Rappelons que la martingale implique une indépendance
des résidus mais une variance qui n'est pas nécessairement constante dans le temps. La
matrice c devrait donc avoir une structure respectant les hypothèses associées à une
martingale. H faut donc présenter ces restrictions en montrant quelle structure cela impose à
une matrice de covariances et vérifier si notre matrice c la respecte.
Supposons que le salaire d'un travailleur i au temps t soit donné par:
(4.3) w,=xj + ei,
où X,., représente les variables explicatives du modèle et e,., une martingale. Alors,
j-i
(4.4) e,, = e,,_i + = e,, + X
T = 1
où et var(^„) = cr^. Par hypothèse, le terme n'est pas corrélé entre les
travailleurs, avec le temps, et avec e,,. Supposons que le salaire soit observé avec une erreur
de mesure 0„, où £'(0,,) = 0 et var(0„) = cr^. Par hypothèse, le terme 0,., n'est pas corrélé
entre les travailleurs et avec le temps. L'équation de salaire devient
(4.5) w,., = X.,P + El, + 0,.,
et le résidu observé
f-i
(4.6) 6>,, = e,, + 0, = e,, + X
r=l
La variance^"' des résidus observés au temps t est donc
(-1
(4.7) var(0,, ) = var(e,., ) + var(0,, ) = crf + X + 0"$
T=1
Pour un développement plus complet des variances et des covariances, l'annexe C contient
les détails pertinents.
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où (jf est la variance de l'habileté initiale non observée.
La covariance entre résidus d'un même travailleur est
(4.8) cov(0,„0,,) = var(e,.^^) = af + Ja
min(r.j)-l
2
T=1
La covariance des résidus augmente donc avec le nombre de périodes qu'ils ont en commun,
soit min(t,5) —1.
Si l'on revient à la matrice c des covariances des résidus de dimension T^, eUe a au
départ T{T + l)/2 éléments distincts. L'hypothèse selon laquelle la structure de c est une
martingale impose de nouvelles restrictions;
1° La première en est une qui repose sur l'équation (4.8) et son interprétation implique
que tous les éléments d'une même colonne (covariances) qui se situent sous un élément de la
diagonale principale (variance) doivent avoir la même valeur^^. L'équation (4.7) implique
aussi qu'un élément d'une colonne est plus grand que l'élément de la colonne précédente.
2° Selon (4.7), une deuxième restriction implique que chaque élément de la diagonale
principale doit être plus grand que celui de la colonne précédente.
De manière plus détaillée, l'élément {t,s) de la matrice contrainte par la structure en
martingale peut être exprimé par
(4.9) = âo + + Y, ^
2=2
OÙ est une variable auxiliaire qui prend la valeur 1 si t = s, C,^- est aussi une variable
auxiliaire qui prend la valeur 1 si j < min(r ,s ), et Ô le résidu. L'équation (4.9) est en fait
un modèle linéaire où «g = crf, â, = cr^ et àj = correspondent aux termes définis par
l'équation (4.7). Ce modèle a donc T +1 paramètres.
La structure de covariance illustrée à la note 17 implique que les éléments d'une même
colonne sous la diagonale principale sont croissants.
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Ajoutons une autre restriction à la structure de la matrice en imposant que toutes les
valeurs doivent être positives puisqu'il s'agit de variances. La valeur âç, est celle associée à
l'habileté non-mesurée, â^ est la variance de l'erreur de mesure et les âj sont les variances
des innovations associées à l'apprentissage de l'habileté.
L'estimateur permettant de vérifier si la structure de la matrice des covariances
respecte une structure en martingale repose sur le modèle (4.9). Farber et Gibbons estiment
par MCG29 la structure linéaire de (4.9). Soit m,-, un vecteur comprenant les T(T + l)/2
éléments distincts associés au produit matriciel des résidus estimés de l'individu i (e„e;,), et
m le vecteur moyen des m, . La matrice des covariances d'un vecteur de covariances est
obtenu par
1 ^(4.10) Ù = —'^{mi-m){mi-my
^ i=l
A.
Une fois Q. calculée, nous pouvons estimer les coeficients de (4.9) par
(4.11) â„co = ('"n"'/')')™"'"')
où P est une matrice de variables auxiliaires découlant de l'équation (4.9)^°.
L'estimateur utilisé par Farber et Gibbons minimise la forme quadratique suivante:
(4.12) n = A• (m-
où g\àf^cQ\ = Pài^cG modèle représenté (4.9).
29 Chamberlain (1982 et 1984) a développé ces outils statistiques. . Dans notre cas, l'annexe
suivante est utilisée: ABOWD, John M., GARD, David. "On the Covariance Structure of
Eamings and Hours Changes", Econometrica, Vol. 57, No.2, March 1989.Dans notre cas,
l'estimation par MCG n'est pas retenue. Cette approche, appelée OMD (Optimal Minimum
Distance), ne sera pas retenue pour des raisons qui seront données un peu plus loin. Pour
l'instant, l'approche par MCG est tout de même développée afin de fournir une base théorique
La matrice P est constraite dans l'annexe C.
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Cependant, l'utilisation de la forme généralisée en (4.11) et (4.12) ne semble pas un
choix juste si l'on considère les remarques de Altonji et Segal (1994)3'. £)ans leur article, ils
soulignent que l'approche par MCG comporte des risques, notament lorsque l'échantillon est
de petite taille, ce qui est le cas avec la base de données de Ford. La situation est la suivante:
les observations initiales qui augmentent les valeurs des de (4.1a) vont aussi avoir un
effet sur les éléments de Q de (4.10). Examinons le biais que cela introduit par l'équation
suivante:
^{^MCG oc) — E
Une corrélation existe entre P'Ù~^ et ô, ce qui implique que l'espérance du biais
n'est pas nulle^^. Évidement, cela a un impact sur Û.
L'altemative proposée par Altonji et Segal est d'estimer (4.11) et (4.12) en remplaçant
Q par une matrice identité, ce qui revient à estimer ces équations sans matrice de poids.
Newey (1985)33 propose une méthode permettant de calculer la statistique du test, même
lorsque les coefficients sont estimés par MCG.
Alors, soit à, un estimateur et A, une matrice de poids définie positive (ex.: matrice
identité ou Q). Alors,
(4.13) «A =(P'A"'pJ '(p'A"'mj
et minimise
(4.14) n = A-(/n-g[âA])'P"(m-g[âA])
31 ALTONJI, Joseph G., SEGAL, Lewis M.. "Small Sample Bias in GMM Estimation of
Covariance Structures", National Bureau of Economie Research, Technical Working Paper No.
156, June 1994.
32 Dans l'article de Altonji et Segal, on montre que Q"' est une mauvaise matrice de poids et
qu'elle engendre un biais négatif. Les tests basés sur l'GMD ont tendance à augmenter la
valeur de la variable aléatoire et à rejeter les hypothèses.
33 Voir également l'annexe de ABOWD, John M., GARD, David. "On the Covariance
Structure of Eamings and Hours Changes".
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où R est est l'inverse généralisée de R= QQ.Q' et Q = I - P\ P'Ap] P'A
L'hypothèse selon laquelle la structure proposée par (4.9) est une martingale implique
donc que les valeurs des variables II et H sont minimisées. Par exemple, une valeur faible
de n est observée lorsque les éléments du vecteur m-g[à^co\ rapprochent de zéro,
c'est-à-dire lorsque les covariances observées et les covariances estimées sont peu
différentes. Si le test indique qu'un vecteur est composé d'éléments se rapprochant de zéro,
on peut accepter l'hypothèse selon laquelle la structure estimée pour la matrice c est une
martingale. Ces variables suivent une loi du avec {T^ - T-2)12 degrés de liberté.
Nous pouvons faire un exercice similaire en utilisant la différence première des
résidus. La structure en martingale que prédit le modèle impose une structure particulière à
une matrice des covariances des résidus en première différence. Les détails d'une telle
approche sont présentés à l'annexe D.
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5. Résultats
Dans cette section, les résultats provenant de plusieurs échantillons de la base de
données sont présentés. Lors de la construction de la base, des observations trimestrielles
ont été générées. De plus, la base de données n'est pas balancée, ce qui permet de vérifier si
les conclusions sont les mêmes selon que l'échantillon utilisé soit balancé ou non. Chaque
échantillon est d'abord présenté avec la variable éducation, puis sans cette variable, ce qui ne
permet pas dans le deuxième cas de vérifier la première hypothèse concernant l'effet de
l'éducation mais permet par contre de vérifier la structure en martingale avec des échantillons
plus grands. Certaines contraintes empiriques ne permettent toutefois pas de présenter tous
les résultats attendus.
Le premier échantillon présenté provient d'observations trimestrielles non balancées
incluant la variable éducation (Tableau 1). L'inspection de la matrice des covariances
empiriques montre que celle-ci ne respecte pas la contrainte imposée dans la section
précédente qui impose la constance des éléments d'une même colonne situés sous la variance.
On observe une légère croissance dans les variances. L'estimation des coefficients ne montre
pas ce à quoi il fallait s'attendre. Premièrement, les coefficients estimés (colonne Coefficient)
devraient tous être positifs puisqu'ils représentent des variances; certains sont négatifs (mais
ils ne sont pas significatifs). Deuxièmement, la structure en martingale devrait normalement
faire en sorte que ces coefficients soient significatifs (colonne Probabilité), ce qui n'est pas le
cas.
Comme cela a été montré dans la section 4.3, plusieurs tests sont présentés afin de
vérifier statistiquement si la structure de la matrice dans son ensemble rejette la martingale.
La méthode reposant sur l'approche proposée par Newey (sous-colonne Newey) ne peut être
estimée puisque la matrice de poids n'est pas définie positive. Pour ce qui est de l'effet relatif
de l'éducation avec le temps (variable Educ*Exp), la matrice des covariances empiriques
n'étant pas définie positive, nous ne pouvons l'utiliser comme matrice de poids dans la
méthode des MCG. On peut toutefois estimer son effet par MCO. Cette variable est
statistiquement significative (alors qu'elle ne devrait pas l'être) mais son importance
économique est presque nulle.
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La matrice obtenue à partir des observations non balancées sans la variable éducation
(Tableau 2) montre des colonnes décroissantes et des variances constantes. Deux coefficients
sont négatifs et la presque totalité est non significative. On ne peut vérifier statistiquement la
stmcture en martingale.
L'analyse des résultats obtenus à partir des observations trimestrielles balancées
(Tableau 3) montre que la matrice des covariances semble respecter un peu mieux la structure
en martingale. L'estimation des coefficients est meilleure. L'effet de l'éducation est
statistiquement significatif mais très faible économiquement. La matrice obtenue à partir des
observations trimestrielles balancées sans la variable éducation est moins conforme (Tableau
4). Il y a décroissance dans une même colonne. Mis à part la constante et l'erreur de mesure,
les coefficients estimés ne sont pas significatifs. Par contre, on ne peut rejeter statistiquement
la stmcture en martingale. Il est à noter la différence obtenue en utilisant la méthode proposée
par Farber et Gibbons. Celle-ci nous amène au rejet de la stmcture en martingale, et cela, de
manière assez nette. Les valeurs de Newey sont similaires.
Les résultats obtenus à partir d'échantillons balancés (tableau 3 et 4) ne sont pas
convaincants dans la mesure où ils ne sont pas identiques. L'échantillon où l'on observe
l'éducation (tableau 3) a les résultats les plus conformes, alors que dans l'échantillon sans
éducation (tableau 4), on observe des variances constantes et des colonnes décroissantes avec
tendance à se stabiliser. Il faut donc trouver une explication autre (ou qui agit dans la même
direction) que celle donnée dans le cas d'échantillon non balancé. On peut supposer ici que la
variable éducation joue un rôle important dans l'évaluation initiale de la productivité d'un
individu.
Les tableau 5 et 6 utilisent des observations semestrielles. Ces tableaux ont l'avantage
de présenter des résultats plus complets puisque les matrices de poids sont définie positive.
On peut donc comparer les résultats obtenus lorsque les différentes méthodes sont
accessibles. Le résultat principal de ces tableaux est le suivant: la méthode OMD proposée
par Farber et Gibbons rejettent la stmcture en martingale.
Les tableaux 3, 4, 5 et 6 ne rejettent pas la martingale, même si les matrices de
covariances sont différentes. On observe dans ces matrices des covariances qui se
chevauchent (overlap), ce qui explique principalement pourquoi on ne rejette pas la
martingale.
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Le tableau "Sommaire des résultats" qui suit résume les résultats obtenus en utilisant
les différents échantillons.
Les tests reposent sur une loi du et il faut prendre note des facteurs les influençant.
Tout d'abord, le niveau de la série^'^ influence le niveau du vecteur m-g[â] de l'équation
(4.12) et le nombre d'individus est directement pris en compte par la variable N de cette
même équation. Ces deux facteurs influencent la valeur prise par la variable aléatoire La
dimension de la matrice détermine le degré de liberté et la valeur critique. La base de données
de Ford est caractérisée par un niveau faible et des échantillons relativement petits.
34 Par exemple, quel est l'impact si les salaires observés ont un niveau moyen de 10$ ou 1$ si
les variances sont proportionnellement similaires.
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Sommaire des résultats
Échantillon Observation de la matrice
des covariances
Coefficients par
MCO
Tests
statistiques par
Newey
Effet relatif de
l'éducation avec le
temps par MCG
Obs. trimestrielles non balancées
n= 1611
Tableau 1
Colonnes quasi-constantes
Variances croissantes
Certains sont négatifs
Peu significatifs
Non disponible Effet statistiquement
significatif mais
économiquement faible
Obs. trimestrielles non balancées
sans éducation, n = 4025
Tableau 2
Colonnes décroissantes
Variances constantes
Certains sont négatifs
Peu significatifs
Non disponible Ne s'applique pas
Obs. trimestrielles balancées
n = 78
Tableau 3
Colonnes quasi-constantes
Variances croissantes
Certains sont négatifs
Plusieurs sont
significatifs
Non disponible Effet statistiquement
significatif mais
économiquement faible
Obs. trimestrielles balancées
sans éducation, n = 462
Tableau 4
Colonnes décroissantes
Variances constantes
Coefficients positifs
Peu significatifs
Acceptent la
martingale
Ne s'applique pas
Obs. semestrielles balancées
n = 78
Tableau 3
Colonnes quasi-constantes
Variances croissantes
Certains sont négatifs
Plusieurs sont
significatifs
Acceptent la
martingale
Effet statistiquement
significatif mais
économiquement faible
Obs. semestrielles balancées
sans éducation, n = 462
Tableau 4
Colonnes décroissantes
Variances constantes
Coefficients positifs
Peu significatifs
Acceptent la
martingale
Ne s'applique pas
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Tableau 1
Observations trimestrielles non balancées
Matrice des covariances empiriques
(écart-type)
[nombre d'individus par période]
T 1 2 3 4 5 6 7 8 9 10 11 12
1 0,014
[1611] (0,042)
2 0,010 0,021
[974] (0,031) (0.035)
3 0,010 0,019 0,022
[706] (0,032) (0,034) (0,036)
4 0,010 0,018 0,020 0,023
[553] (0,034) (0,035) (0,035) (0,039)
5 0,010 0,017 0,020 0,021 0,023
[456] (0,034) (0,034) (0,033) (0,036) (0,038)
6 0,009 0,017 0,018 0,020 0,021 0,022
[355] (0,035) (0,034) (0,033) (0,035) (0,036) (0,037)
7 0,011 0,018 0,019 0,021 0,021 0,022 0,026
[289] (0,039) (0,036) (0,036) (0,039) (0,040) (0,040) (0,048)
8 0,013 0,019 0,020 0,021 0,023 0,023 0,027 0,029
[231] (0,043) (0,040) (0,039) (0,043) (0,044) (0,045) (0,055) (0,058)
9 0,014 0,021 0,022 0,024 0,025 0,026 0,027 0,028 0,030
[193] (0,047) (0,045) (0,043) (0,046) (0,049) (0,049) (0,050) (0,052) (0,057)
10 0,015 0,020 0,022 0,023 0,024 0,025 0,026 0,027 0,028 0,029
[159] (0,050) (0,047) (0,045) (0,048) (0,050) (0,050) (0,050) (0,052) (0,055) (0,053)
11 0,017 0,022 0,024 0,025 0,027 0,028 0,029 0,030 0,030 0,031 0,031
[123] (0,056) (0,052) (0,049) (0,051) (0,053) (0,053) (0,053) (0,055) (0,057) (0,055) (0,054)
12 0,013 0,017 0,019 0,021 0,022 0,023 0,024 0,025 0,025 0,026 0,025 0,025
[107] (0,036) (0,033) (0,033) (0,039) (0,044) (0,044) (0,045) (0,046) (0,048) (0,046) (0,044) (0,042)
13 0,017 0,019 0,019 0,021 0,023 0,024 0,025 0,026 0,027 0,026 0,026 0,026
[78] (0,045) (0,040) (0,040) (0,048) (0,055) (0,055) (0,055) (0,056) (0,059) (0,055) (0,053) (0,050)
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0,029
(0,055)
Structure de la matrice des covariances empiriques
Coefficients obtenus pas MCO Estimation de l'effet de l'éducation par MCO^
Nom Coefficient Ecart-type Probabilité Nom Coefficient Ecart-type Probabilité
0,0125 0,0006 0,0001 Constante 0,7212 0,0160 0,0001
O'io 0,0065 0,0008 0,0001 Education 0,0012 0,0010 0,2639
aVr 0,0014 0,0008 0,0910 Educ*Exp 0,0007 0,0002 0,0000
0,0016 0,0009 0,0764 Expérience 0,0653 0,0026 0,0001
0,0010 0,0009 0,2667 Exp*Exp -0,0045 0,0002 0,0001
OVs 0,0012 0,0010 0,2404 Age 0,0013 0,0002 0,0001
OVé 0,0019 0,0011 0,0714 Maie 0,0241 0,0046 0,0001
0,0011 0,0011 0,3461 Célibataire -0,0351 0,0038 0,0001
a\» 0,0007 0,0012 0,5852 Non blanc 0,0025 0,0077 0,7504
0V9 -0,0002 0,0014 0,9091 Américain 0,0206 0,0066 0,0018
O%io
-0,0006 0,0015 0,7197 D1 -0,2280 0,0121 0,0001
-0,0021 0,0019 0,2663 D2 -0,1417 0,0247 0,0001
0^»I2 0,0031 0,0025 0,2197 D3 -0,4092 0,0652 0,0001
0,0010 0,0006 0,1279 D4 0,4076 0,1028 0,0001
Méthode Newey DEl 0,0011 0,0013 0,3943
Statistique n. d.' DE2 -0,0029 0,0033 0,3810
Degrés de liberté DE3 0,0307 0,0077 0,0001
Probabilité * DE4 -0,0404 0,0094 0,0001
* accepte la structure en martingale si la probabilité > 0,05 ^ matrice des covariances empiriques non définie positive
non disponible, matrice £2 non définie positive
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Tableau 2
Observations trimestrielles non balancées*
Matrice des covariances empiriques
(écart-type)
[nombre d'individus par période]
T 1 2 3 4 5 6 7 8 9 10 11 12
1
[4025]
0,023
(0,047)
2
[2546]
0,022
(0,043)
0,033
(0,052)
3
[1941]
0,022
(0,046)
0,031
(0,055)
0,033
(0,058)
4
[1600]
0,021
(0,048)
0,030
(0,056)
0,032
(0,058)
0,035
(0,061)
5
[1355]
0,019
(0,046)
0,027
(0,054)
0,028
(0,055)
0,031
(0,057)
0,031
(0,057)
6
[1132]
0,019
(0,049)
0,026
(0,056)
0,027
(0,057)
0,030
(0,059)
0,030
(0,059)
0,032
(0,061)
7
[982]
0,018
(0,048)
0,024
(0,053)
0,025
(0,055)
0,028
(0,056)
0,028
(0,056)
0,030
(0,058)
0,031
(0,062)
8
[859]
0,017
(0,046)
0,021
(0,050)
0,023
(0,051)
0,025
(0,052)
0,026
(0,052)
0,027
(0,054)
0,029
(0,059)
0,030
(0,059)
9
[761]
0,016
(0,043)
0,020
(0,045)
0,020
(0,045)
0,023
(0,047)
0,023
(0,048)
0,025
(0,050)
0,026
(0,050)
0,027
(0,049)
0,029
(0,050)
10
[670]
0,016
(0,043)
0,019
(0,044)
0,019
(0,044)
0,022
(0,046)
0,022
(0,046)
0,024
(0,048)
0,025
(0,048)
0,026
(0,048)
0,028
(0,048)
0,029
(0,048)
11
[582]
0,015
(0,043)
0,018
(0,043)
0,018
(0,043)
0,020
(0,045)
0,021
(0,045)
0,022
(0,046)
0,023
(0,046)
0,025
(0,046)
0,027
(0,046)
0,028
(0,046)
0,030
(0,048)
12
[527]
0,014
(0,038)
0,016
(0,038)
0,017
(0,039)
0,018
(0,042)
0,019
(0,042)
0,019
(0,043)
0,021
(0,043)
0,022
(0,042)
0,024
(0,042)
0,025
(0,042)
0,027
(0,044)
0,029
(0,045)
13
[462]
0,015
(0,041)
0,016
(0,040)
0,017
(0,041)
0,019
(0,043)
0,019
(0,044)
0,019
(0,045)
0,020
(0,045)
0,022
(0,044)
0,024
(0,044)
0,025
(0,044)
0,027
(0,044)
0,029
(0,045)
13
0,030
(0,046)
* cet échantillon n'inclut pas la variable éducation
Structure de la matrice des covariances empiriques
Coefficients obtenus par MCO
Nom Coefficient Ecart-type Probabilité
0'i 0,0178 0,0011 0,0001
OVi 0,0050 0,0016 0,0025
0,0003 0,0017 0,8487
0,0013 0,0017 0,4691
-0,0007 0,0018 0,6840
0,0002 0,0019 0,9065
0,0002 0,0021 0,9421
0,0003 0,0022 0,9098
OV< 0,0007 0,0024 0,7605
0,0005 0,0027 0,8641
OVlO 0,0002 0,0030 0,9416
OVm 0,0001 0,0036 0,9815
0-1112 -0,0020 0,0049 0,6919
0,0067 0.0013 0.0001
Méthode Newey
Statistique n. d.t
Degrés de liberté
Probabilité *
accepte la structure en martingale si la probabilité > 0,05
* non disponible, matrice £2 non définie positive
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Tableau 3
Observations trimestrielles balancées
Matrice des covariances empiriques
(écart-type)
[nombre d'individus par période]
T 1 2 3 4 5 6 7 8 9 10 11 12 13
1 0,018
[78] (0,036)
2 0,017 0,020
[78] (0,032) (0,032)
3 0,017 0,020 0,023
[78] (0,030) (0,030) (0,034)
4 0,018 0,020 0,022 0,024
[78] (0,040) (0,037) (0,037) (0,047)
5 0,018 0,020 0,022 0,024 0,026
[78] (0,043) (0,040) (0,039) (0,050) (0,056)
6 0,019 0,020 0,022 0,025 0,027 0,029
[78] (0,044) (0,041) (0,041) (0,051) (0,057) (0,058)
7 0,018 0,020 0,022 0,024 0,026 0,029 0,029
[78] (0,044) (0,041) (0,040) (0,051) (0,056) (0,057) (0,057)
8 0,018 0,020 0,022 0,024 0,026 0,028 0,029 0,030
[78] (0,044) (0,041) (0,040) (0,051) (0,057) (0,058) (0,058) (0,059)
9 0,018 0,020 0,022 0,024 0,026 0,028 0,029 0,030 0,030
[78] (0,047) (0,043) (0,042) (0,055) (0,061) (0,062) (0,061) (0,062) (0,066)
10 0,017 0,018 0,019 0,021 0,023 0,025 0,026 0,027 0,027 0,028
[78] (0,047) (0,043) (0,042) (0,054) (0,060) (0.061) (0,061) (0,061) (0,065) (0,064)
11 0,017 0,018 0,019 0,021 0,023 0,024 0,025 0,026 0,026 0,027 0,027
[78] (0,043) (0,040) (0,039) (0,050) (0,056) (0,058) (0,057) (0,058) (0,061) (0,060) (0,057)
12 0,016 0,018 0,018 0,021 0,022 0,023 0,024 0,025 0,026 0,025 0,025 0,025
[78] (0,040) (0,037) (0,036) (0,046) (0,052) (0,053) (0,053) (0,053) (0,056) (0,055) (0,053) (0,049)
13 0,017 0,019 0,019 0,021 0,023 0,024 0,025 0,026 0,027 0,026 0,026 0,026 0,029
[78] (0,041) (0,039) (0,038) (0,048) (0,054) (0,056) (0,056) (0,056) (0,059) (0,058) (0,055) (0,051) (0,055)
Structure de la matrice des covariances empiriques
Coefficients obtenus par MCO Estimation de l'effet de l'éducation par MCG
Nom Coefficient Ecart-type Probabilité Nom Coefficient Ecart-type Probabilité
0,0174 0,0004 0,0001 Constante 0,6509 0,0285 0,0001
0,0018 0,0006 0,0038 Education 0,0131 0,0018 0,0001
0,0014 0,0006 0,0272 Educ*Exp 0,0002 0,0001 0,0224
0,0022 0,0007 0,0018 Expérience 0,0250 0,0005 0,0001
a\' 0,0017 0,0007 0,0188 Exp*Exp -0,0011 0,0001 0,0001
0,0016 0,0007 0,0353 Age 0,0012 0,0003 0,0001
0,0003 0,0008 0,6693 Maie 0,0671 0,0104 0,0001
0,0005 0,0009 0,5434 Célibataire -0,0480 0,0050 0,0001
O'f' -0,0002 0,0009 0,9520 Non blanc -0,0741 0,0086 0,0001
-0,0007 0,0010 0,4877 Américain 0,0205 0,0062 0,0011
OVio -0,0007 0,0012 0,5348 D1 -0,0621 0,0200 0,0019
O'Mll -0,0008 0,0014 0,5928 D2 -0,0565 0,0202 0,0053
0,0028 0,0019 0,1468 D3 -0,3336 0,0225 0,0001
ah 0,0017 0,0005 0,0008 D4 -0,1411 0,0375 0,0002
Méthode Newey DEl -0,0120 0,0019 0,0001
Statistique n. d.* DE2 -0,0105 0,0020 0,0001
Degrés de liberté DE3 0,0356 0,0020 0,0001
Probabilité * DE4 0,0163 0,0033 0,0001
accepte la structure en martingale si la probabilité 2 0,05
* non disponible, matrice £î non déOnie positive
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Tableau 4
Observations trimestrielles balancées*
Matrice des covariances empiriques
(écart-type)
[nombre d'individus par période]
T 1 2 3 4 5 6 7 8 9 10 11 12
1 0,026
[462] (0,053)
2 0,025 0,028
[462] (0,053) (0,056)
3 0,024 0,027 0,029
[462] (0,055) (0,058) (0,061)
4 0,024 0,026 0,028 0,030
[462] (0,057) (0,059) (0,062) (0,066)
5 0,021 0,023 0,026 0,028 0,029
[462] (0,054) (0,056) (0,059) (0,062) (0,063)
6 0,021 0,023 0,025 0,028 0,028 0,030
[462] (0,056) (0,058) (0,061) (0,064) (0,064) (0,067)
7 0,020 0,021 0,023 0,026 0,026 0,028 0,029
[462] (0,055) (0,057) (0,059) (0,063) (0,063) (0,066) (0,066)
g 0,018 0,019 0,021 0,023 0,024 0,025 0,027 0,028
[462] (0,051) (0,052) (0,054) (0,057) (0,058) (0,060) (0,061) (0,060)
9 0,017 0,018 0,019 0,021 0,022 0,023 0,025 0,026 0,027
[462] (0,045) (0.045) (0,046) (0,050) (0,051) (0,053) (0,053) (0,053) (0,051)
10 0,016 0,017 0,017 0,020 0,020 0,022 0,023 0,024 0,026 0,027
[462] (0,043) (0,042) (0,044) (0,047) (0,048) (0,050) (0,051) (0,050) (0,049) (0,048)
11 0,015 0,016 0,017 0,019 0,019 0,020 0,021 0,023 0,025 0,026 0,027
[462] (0,040) (0,039) (0,040) (0,044) (0,045) (0,046) (0,046) (0,046) (0,046) (0,046) (0,047)
12 0,015 0,016 0,017 0,018 0,019 0,019 0,020 0,022 0,024 0,025 0,027 0,029
[462] (0,040) (0,039) (0,040) (0,044) (0,044) (0,045) (0,045) (0,045) (0,044) (0,045) (0,046) (0,047)
13 0,015 0,016 0,017 0,019 0,019 0,019 0,020 0,022 0,024 0,025 0,027 0,029
[462] (0,040) (0,039) (0,041) (0,044) (0,044) (0,046) (0,045) (0,045) (0,044) (0,045) (0,045) (0,045)
* cet échantillon n'inclut pas la variable éducation
Structure de la matrice des covariances empiriques Structure de la matrice des covariances empiriques
Coefficients obtenus par MCG Coefficients obtenus par MCO
Nom Coefficient Ecart-type Probabilité Nom Coefficient Ecart-type Probabilité
Oh 0,0102 0,0002 0,0001 Ob 0,0194 0,0009 0,0001
OVt 0,0030 0,0001 0,0001 0'i.i 0,0011 0,0014 0,4026
a\2 0,0019 0,0001 0,0001 0,0007 0,0014 0,6472
0,0023 0,0001 0,0001 0'l.3 0,0016 0,0015 0,2752
0,0015 0,0001 0,0001 -0,0005 0,0016 0,7310
OVs 0,0010 0,0001 0,0001 0,0005 0,0016 0,7700
0,0020 0,0001 0,0001 0,0002 0,0018 0,9272
oV' 0,0021 0,0001 0,0001 0,0005 0,0019 0,8058
O'm 0,0022 0,0001 0,0001 0,0008 0,0021 0,7021
aV9 0,0016 0,0001 0,0001 0,0005 0,0023 0,8116
OVio 0,0015 0,0001 0,0001 G'fii 0,0005 0,0026 0,8455
O^JIM 0,0018 0,0001 0,0001 aVti 0,0013 0,0031 0,6699
OVir 0,0013 0,0001 0,0001 0^1112 -0,0013 0,0042 0,7492
0,0000 0,0001 0,4463 0,0053 0,0011 0,0001
Méthode OMD Newey Méthode Newey
Statistique 463,311 0,1549 Statistique x^ 0,0050
Degrés de liberté 77 77 Degrés de liberté 77
Probabilité * 0.0001 0,9999 Probabilité # 0,9999
13
0,030
(0,046)
accepte la structure en martingale si la probabilité > 0,05 accepte la struchrre en martingale si la probabilité > 0,05
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Tableau 5
Observations semestrielles balancées
Matrice des covariances empiriques
(écart-type)
T 1 2 3 4  5 6 7
1 0,018
[78] (0,036)
2 0,017 0,023
[78] (0,030) (0,034)
3 0,018 0,022 0,026
[78] (0,043) (0,039) (0,056)
4 0,018 0,022 0,026 0,029
[78] (0,044) (0,040) (0,056) (0,057)
5 0,018 0,022 0,026 0,029 0,030
[78] (0,047) (0,042) (0,061) (0,061) (0,066)
6 0,017 0,019 0,023 0,025 0,026 0,027
[78] (0,043) (0,039) (0,056) (0,057) (0,061) (0.057)
7 0,017 0,019 0,023 0,025 0,027 0,026 0,029
[78] (0,041) (0,038) (0,054) (0,056) (0,059) (0,055) (0,055)
Structure de la matrice des covariances empiriques Structure de la matrice des covariances empiriques
Coefficients obtenus par MCG Coefficients obtenus par MCO
Nom Coefficient îc art-type Probabilité Nom Coefficient Ecart-type Probabilité
O'i 0,0144 0,0001 0,0001 a'i 0,0174 0,0006 0,0001
0'ii. 0,0046 0,0000 0,0001 0,0034 0,0008 0,0001
O'm 0,0028 0,0000 0,0000 0^2 0,0037 0,0009 0,0004
0V3 0,0036 0,0000 0,0000 0^3 0,0021 0,0010 0,0422
a\' 0,0013 0,0000 0,0000 OV» 0,0007 0,0011 0,5653
0,0002 0,0000 0,0000 ah> -0,0017 0,0013 0,2204
0^6 0,0017 0,0000 0,0000 OV 0,0018 0,0018 0,3213
ah
-0.0001 0,0000 0.0000 ah 0.0018 0.0007 0.0177
Méthode OMD Newey Méthode Newey
Statistique 53,1122 0,0006 Statistique x' 0,0000
Degrés de liberté 20 20 Degrés de liberté 20
Probabilité * 0.0006 0.9999 Probabilité * 0.9999
* accepte la structure en martingale si la probabilité > 0,05 " accepte la structure en martingale si la probabilité > 0,05
Estimation de l'effet de l'éducation par MCG
Nom Coefficient Ecart-type Probabilité
Constante 0,7195 0,0291 0,0001
Education 0,0093 0,0018 0,0001
Educ*Exp 0,0007 0,0001 0,0001
Expérience 0,0218 0,0006 0,0001
Exp*Exp -0,0012 0,0000 0,0001
Age 0,0018 0,0003 0,0001
Maie 0,0508 0,0105 0,0001
Célibataire -0,0450 0,0050 0,0001
Non blanc -0,1115 0,0087 0,0001
Américain 0,0159 0,0063 0,0001
D1 -0,1400 -6,8645 0,0001
D2 -0,0940 -4,4968 0,0001
D3 -0,5406 -18,9816 0,0001
D4 0,0726 1,3334 0,1830
DEl -0,0083 -4,1812 0,0001
DE2 -0,0094 -4,5559 0,0001
DE3 0,0523 19,9209 0,0001
DE4 -0,0032 -0,6776 0,4983
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Tableau 6
Observations semestrielles balancées*
Matrice des covariances empiriques
(écart-type)
fnombre d'individus par périodel
T 1 2 3 4 5 6 7
1 0,026
[462] (0,053)
2 0,024 0,029
[462] (0,055) (0,061)
3 0,021 0,026 0,029
[462] (0,054) (0,059) (0,063)
4 0,020 0,023 0,026 0,029
[462] (0,055) (0,059) (0,063) (0,066)
5 0,017 0,019 0,022 0,025 0,027
[462] (0,045) (0,046) (0,051) (0,053) (0,051)
6 0,015 0,017 0,019 0,021 0,025 0,027
[462] (0,040) (0,040) (0,045) (0,046) (0,046) (0,047)
7 0,015 0,017 0,019 0,020 0,024 0,027 0,030
[462] (0,040) (0,041) (0,044) (0,045) (0,044) (0,045) (0,046)
* cet échantillon n'inclut pas la variable éducaùon
Structure de la matrice des covariances empiriques Structure de la matrice des covariances empiriques
Coefficients obtenus par MCG Coefficients obtenus par MCO
Nom Coefficient Ecart-type Probabilité Nom Coefficient Ecart-type Probabilité
Ob 0,0106 0,0003 0,0001 0b 0,0189 0,0012 0,0001
0'iti 0,0048 0,0001 0,0001 0>i 0,0018 0,0018 0,0001
0^1.2 0,0038 0,0001 0,0001 0^2 0,0010 0,0019 0,5970
0'm 0,0031 0,0001 0,0001 0'l.3 0,0006 0,0021 0,7675
0'm 0,0041 0,0001 0,0001 0^4 0,0009 0,0024 0,7095
0^1.5 0,0045 0,0001 0,0001 0bs 0,0007 0,0029 0,8148
0,0035 0,0001 0,0001 0^6 0,0005 0,0040 0,8980
0"« 0,0000 0,0001 0,1325 0b 0,0060 0,0015 0,0008
Méthode OMD Newey Méthode Newey
Statistique 195,813 0,1042 Statistique 2 0,0003
Degrés de liberté 20 20 Degrés de liberté 20
Probabilité * 0,0006 0,9999 Probabilité " 0,9999
accepte la structure en martingale si la probabilité > 0,05 accepte la structure en martingale si la probabilité > 0,05
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6. Conclusion
Les contraintes associées à la structure en martingale proviennent de l'observation des
éléments de la matrice des covariances, de l'estimation des coefficients et des tests statistiques
s'appliquant à la structure. Un bref retour au tableau Sommaire des résultats de la page 22
nous montre que les différentes contraintes ne mènent pas toutes à la même conclusion. En
fait, la structure en martingale ne peut jamais être rejetée par les tests statistiques retenus
(coefficients estimés par MCO), peu importe l'échantillon. La principale explication est
probablement le phénomène de chevauchement(overlap) des covariances.
Les quatre premiers tableaux du Sommaire permettent de distinguer certaines choses.
Tout comme la matrice des covariances de Farber et Gibbons, les matrices construites à partir
d'échantillons non balancés (tableau 1 et surtout le 2) ne sont pas conformes au premier type
de contraintes énoncées plus haut, soit l'observation des éléments et l'estimation des
coefficients. Le tableau 2 montre des décroissances dans une même colonne. Cette situation
pourrait être causée par l'utilisation de données non balancées. L'élimination d'un certain
nombre d'individus à chaque période signifierait que seuls les travailleurs les plus compétents
gardent leur emploi après un certain temps. Cela voudrait dire que plus le temps passe,
moins l'échantillon ressemble à celui du début. Le groupe de travailleurs devient de plus en
plus homogène et les variances et les covariances diminuent.
Après ces remarques, il faut se demander si les résidus suivent une martingale. Dans
le cas des données non balancées, il semble que, dès le départ, l'utilisation de ce type de
données risque de conduire à une interprétation moins fiable. 11 serait donc plus approprié
d'utiliser des données balancées. Si l'on suppose que seulement des données balancées
peuvent produire des résultats cohérents, on peut alors affirmer d'après le Tableau 3 et 5 que
les résultats seraient les meilleurs. Ce type d'échantillon pourrait donc valider le modèle
dynamique d'apprentissage et de détermination des salaires. De plus, comme notre base de
données peut difficilement générer des cohortes ayant un nombre suffisant d'individus, il est
difficile de vérifier quel effet cela peut avoir sur les résultats^^
Dans notre cas, t = 0 correspond au début du travail d'un individu chez Ford, peut importe
la date à laquelle il commence. L'hypothèse selon laquelle G(y„ I est constante
avec le temps est peut-être contraignante.
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En supposant que l'échantillon balancé et avec éducation est celui qui dispose des
qualités nécessaires à l'estimation du modèle, on peut alors se limiter à celui-ci pour tirer une
conclusion supplémentaire. En consultant les tableaux 3 et 5 (contiennent la variable
éducation), on s'aperçoit qu'après une période d'une année et demi, les coefficients estimés
(MCO) ne sont plus significatifs, ce qui nous suggère qu'après cette période, l'employeur n'a
plus rien à apprendre au sujet de ses employés.
H faut aussi rappeler que dans le modèle, l'effet relatif de l'éducation avec le temps
doit être constant. En consultant le Tableau 3 et 5^6, on peut voir que l'effet de l'éducation est
significatif mais que le coefficient est très faible par rapport à la constante. Puisque l'effet
économique de la variable est faible, on peut supposer que l'hypothèse portant sur l'éducation
n'est pas suffisamment contestée pour invalider le modèle.
Si on accepte le modèle, cela signifie que les salaires sont ajustés selon l'apprentissage
de l'employeur vis-à-vis la productivité de l'employé. Puisque les résultats sont mitigés, il
pourrait être pertinent de vérifier les hypothèses à partir d'autres échantillons en ayant à
l'esprit les remarques faites dans cette section et la précédente.
36 Estimation de l'effet de l'éducation par MCG, variable Educ*Exp.
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Annexe A: la troisième hypothèse
Rappelons qu'à la section 3.1 la distribution conjointe était F{r]^,s^,X^,Z^). On ajoute
au modèle des caractéristiques qui ne varient pas avec le temps, qui ne sont pas observées par
l'employeur, mais qui sont corrélées avec l'habileté. Définissons ces variables par B.. La
distribution conjointe devient alors F{r\^,s-,X.,Z^,B-). Cette distribution est connue de
l'employeur mais comme celui-ci n'observe pas R,, la distribution conditionnelle demeure
G{y,\T)„s„X„Z,).
En comparant l'effet des caractéristiques que l'employeur n'observe pas (fi.) à l'effet
de celles observées (j'pX;), le modèle n'accorde pas d'effet aux fi, dans la détermination du
salaire à la première période mais leur effet augmente au fur et à mesure que l'employeur
apprend de l'habileté d'un individu, puisque fi, est corrélé avec cette habileté.
La base de données utilisée par Farber et Gibbons provient de la National
Longitudinal Survey of Youth (NLSY) et elle contient des caractéristiques non-observées par
l'employeur. Les deux variables choisies sont le résultat obtenu aux examens de l'Armed
Forces Vocational Aptitude Battery et la possession d'une carte de bibliothèque par la famille
alors que l'individu était âgé de 14 ans.
L'estimation empirique de l'effet accordé aux caractéristiques corrélées avec l'habileté
montre qu'effectivement l'effet augmente avec l'expérience.
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Annexe B: les projections itérées
Cet annexe apporte plus de détails sur les projections itérées utilisées par le modèle
d'apprentissage. Le développement est inspiré par celui de T.J. Sargent^ . H comporte
néanmoins un rapprochement avec le modèle.
Supposons que nous avons les variables suivantes: y, xi, X2, ..., Xn. Supposons
maintenant que nous pouvons estimer y par la fonction linéaire suivante:
(Bl) y = ao + aixi+...+ anXn
Nous choisissons donc les ai qui permettent d'obtenir des y les plus près des y.
Dans ce cas, la méthode des moindres carrés permet de minimiser ^ (y - y)^. En supposant
que le principe d'orthogonalité est respecté'' , y est égal à l'équation (Bl) plus un terme
d'erreur e.
n
(B2) y = ao + aixi + ... + anXn + e = 2^ajXj + 8
i=0
La variable appelé la projection de y sur xi, X2, ..., Xn. H est
d'usage de noter la projection de la façon suivante:
n
(B3) = P[y ' 1' ^ 1' ^2, -, Xn] OÙ xq = 1
i=0
Si la projection ne repose que sur une seule variable xi, les valeurs ao et ai peuvent
être calculées à partir des équations"
(B4) ao=y-a,x e, a, =
E(x- x)
^ Thomas J. Sargent. Macroeconomic theory, second édition. Académie Press Inc., 1987.
b Deux variables w et z sont dites orthogonales si Ewz = 0 (ou si Swz = 0).
^ Griffiths W.E., Hill C.R., Judge G.G.. Leaming and Practicing Econometrics. John Wiley &
Sons Inc., 1992.
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Cela nous amène à introduire la notion de projection récursive. La projection
récursive est une méthode qui utilise les équations précédentes de façon récursive sur
plusieurs variables, c'est-à-dire P[y I 1, xi, X2, Xn]. Supposons que n = 2, nous
obtenons alors
(B5) y = P[y I 1, xi, X2] + 8 = ao + aixi + a2X2+ 8
où E8 = 0, E8X1 = 0 et E8X2 = 0. En projetant chaque côté de (B5) contre 1 et xi,
(B6) P[y I 1, xi] = ao -H aixi -i- a2P[x2 I 1, xi]
Le passage de (B5) vers (B6) se fait en tenant compte du fait que
P[ao I 1, xi] = ao , P[xi I 1, xi] =xi , P[8l l,xi] = 0.
Les deux premières équations découlent de l'application de la méthode de projection. H est
évident que E{ao - to -tixi }2 est minimisé lorsque tq = ao et ti = 0. De la même façon, E{xi -
to -tixi}2 est minimisé lorsque to = 0 et ti = 1. La troisième provient des conditions
d'orthogonalité E8 = 0, E8xi = 0 appliquées aux équations (B4).
En soustrayant (B6) de (B5), nous obtenons
(B7) y - P[y I 1, xi] = a2(x2 - P[x2 I 1, xi]) -i- 8
Si P[x2 I 1, xi] = bo + bixi, les conditions d'orthogonalité impliquent alors
E{8(x2 - P[X2 I 1, xi])} = E{8(x2 - bo + bixi)}
= E8X2 - boE8 -I- biE8Xi= 0
Donc, 8 est orthogonal à X2 - P[x2 I 1, xi] . Le principe d'orthogonalité implique également
que a2(x2 - P[x2 I 1, xi]) doit être la projection de y - P[y I 1, xi] contre X2 - P[x2 I 1, xi].
Alors (B7) peut être réécrite de la façon suivante:
y = P[y I 1, xi]+ P[y - P[y I 1, xi] I (X2 - P[x2 I 1, xi])] -i- 8
Alors
(B8) P[y I 1, XI, X2] = P[y I 1, xi] + P[y - P[y I 1, xi] I (x2 - P[x2 I 1, xi])]
Si
P[y 1 l,xi] = co-i-cixi ,
P[X2 I 1, xi] = bo -H bixi ,
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P[y - P[y I 1, xi] I (X2 - P[X2 I 1, xi])] = do + di(x2 - bo + bixi).
A partir de l'équation (B7), nous pouvons dire que do = 0 puisqu'elle n'a pas de constante
ao. L'équation (B8) peut alors s'écrire
(B9) y =co + cixi+do + di(x2-bo + bixi) + e
= (co + do - dibo) + (Cl- dibi)xi -i- diX2 -i- e
En comparant (B5) avec (B9), on peut voir que
(B10) ao = (co - dibo), ai = (ci- dibi), a2 = di
Les relations de (BIO) donnent les coefficients de la projection bivariée P[y I 1, xi, X2] en
utilisant les paramètres de trois projections univariées.
L'équation (B8) est intéressante dans le mesure où elle permet la mise à jour du
modèle lorsqu'une variable X2 devient disponible. Comme le montre cette même équation, y
peut être mis à jour en ajoutant à P[y I 1, xi] la projection de l'erreur de prévision
y - P[y I 1, xi] sur l'erreur de prévision observée de X2 - P[x2 I 1, xi].
Par induction, on peut écrire l'équation (B8) de la façon suivante:
(B11) P[y I Q, x] = P[y I Q] -h P[y - P[y I Q] I (x - P[x I Q])]
Cela revient à dire que lorsque nous avons l'information contenu dans Q, où Q = xq, ..., Xn
et que de l'information nouvelle est disponible, disons Xn+i, il est possible d'améliorer
l'estimation que l'on a de y en utilisant l'équation (B11). On peut donc réécrire la dernière
équation en fonction de Xn+i:
P[y I Q, xn+i] = P[y I Q] P[y - P[y I Q] I (xn+i - P[xn+i I Q])]
En supposant maintenant que x = (Xn+i,..., Xn+i ), x - P[x I Q] sera alors un vecteur
ayant la forme suivante Xn+i - P[Xn+i I fi], ..., Xn+i - P[Xn+i I fi] .
A partir de (B 11), nous pouvons introduire la loi des projections itérées. Cette loi est
obtenue en projetant P[y I fi, x] contre fi. Cette loi exprime la chose suivante:
(B12) P{P[ylfi, x]lfi}=P[yia]
Pour prouver cette loi, écrivons (B 11) comme étant
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P[y \Q,x] = P[y I Q] + a(x - P[x I Q])
En projetant chaque côté de cette équation nous avons
P{P[y I a, X] I Q} = P{P[y I Q] I Q]} + aP{(x - P[x I Q]) I Q]}
En en se rappelant les relations permettant le passage de (B5) à (B6), il est clair que
P{P[y I Q] I ^2]} = P[y I Q]. Pour ce qui est de P{(x - P[x I i2]) I Q]}, il faut se rappeler que
(x - P[x I Q]) est orthogonale à chaque élément de Q. La projection P{(x - P[x I Q]) I Q]} est
donc égale à 0.
Le modèle d'apprentissage utilise la loi des projections itérées. La détermination du
salaire à la première période dépend de l'éducation (si) et des variables observés par
l'employeur (Xi). Ces variables sont inclues dans Q. L'espérance du salaire Ewjt étant
donné Q est égal à P[wit I ^2]. Toute information x supplémentaire ne modifie pas
l'espérence du salaire conditionnelle à Q comme l'indique (B12). L'éducation a donc un effet
qui ne varie pas avec le temps et E{E(Wi( | Q, x) I 12} = E(Wi, | Q.).
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Annexe C: développement des covariances
Nous savons que var(0i,) = E(0i,^) - E(0i()E(0i,). Puisque E(0i() = E(ei() + E(|ii,) + ... +
E(|ii ,.i) + E((|)i,) = G, sachant que ECE;,) = ECfij,) = E((|)i,) = 0, il devient évident que var(0i,) = E(0i,^).
Ce raisonnement est applicable à la covariance et nous avons cov(0i,,0iJ = E(0i,0i3). L'équation
(4.6) des résidus observés définis les éléments qui les constituent.
t-1
(4.6) 0i, = ei, + (t)i, = eii + ZHix+<t>i,
X=1
Pour ce qui est de la variance, nous avions l'équation (4.7) qui décrivait les termes la composant
(4.7) var(0i,) = var(8i,) + var((j)i() = <^ +
X=1
Le développement à suivre est le suivant:
var(0i,) = E(0i,0i,)
= E{(e„ + Pi, + ... + Pi,,., + (t)i,)(Ei, + Pi, + ... + Pi,,., + ^i,)}
= £{£,,8,, + ei,Pi, + ... + Pi,ei, + Pi,Pi, + ... + Pi,,.,Pi,,., + 4»i,Ei, + ... + (l)i,(l)i,}
= E{Ei,Ei, + Pi,Pi, + ... + Pi,,.,Pi,,., + (!)i,(t)i,}
= ^+'^^ + nnn
= c? + Êa^,+aJt
T=1
Ce qui est équivalent à l'équation (4.7).
Dans le cas de la covariance des résidus, l'équation (4.8) donnait les éléments de la
covariance.
mint,s)-1
(4.8) cov(0i,,0iJ = var(£i^„(,,)) = C5^+
X=1
En supposant que t < S,
cov(0i„0iJ = E(0A)
= E{(Ei, + Pi, + ... + Pi,., + (t)i,)(Ei, + Pi, + ... + Pi,3., + (])„)}
= E{Ei,Ei, + Ei,Pi, + ... + Pi,Ei, + Pi,Pi, + ... + Pi,,.,Pi.,., + Pi,,.,Pi,,., + tiEi, + ...
+
= E{Ei,Ei, + Pi,Pi,+ ... + Pi,,.,Pi,,.,}
= a? +C5^i + ... +c^,t-i
min(t,s)-1
-px
T=1
Ce qui est équivalent à l'équation (4.8).
En décomposant les covariances distinctes de la matrice c en utilisant les termes de
l'équation (4.9),
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(4.9) (T„ = ao + a, A. + X
j=2
nous obtenons les vecteurs suivants:
m =
"m,i '2 2
m2i
nij^
m22
m32
=
crf+tTj,
^2 , _2
<^1 +^Ail
t7f+£Tj,+- + <^_2+tTj
ctf+ctJ,+--- + (tJ,2--2
ftX'j- y*
_C7f+(Tj,+--- + <r-2+<r +<y:
Nous pouvons aussi exprimer m de la façon suivante:
"m,,
1
o
o
0
1
mu 1  0 ••• 0 0 0
1  0 0 ••• 0 0
^22 1  1 0 ••• 0 1
m,2 1  1 0 0 0
m = —
.
Wj-2 1  1 0 ••• 0 0
1  1 ••• 1 0 1
TTlj- y_j 1  1 ••• 1 0 0
TTt'p y 1  1 ••• 1 1 1
' (y' 
<
= p
1
.©•
b
1
{7-+l};cl
{7'(r+l)/2}xl {r(7'+l)/2}x{7-+l}
La matrice de variables auxiliaires est la matrice P servant à calculer les l'équation
(4.11).
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Annexe D: résidus en première différence
Soit Adj, = - 01 , la première différence des résidus. Nous avons alors
/-I 1-2
(4.15) A0 = (e,, + X+ (l>i, ) - (e,i + E + <^>i, - ht-x
T=1 T=1
La variance de la première différence des résidus est
(4.16) var(A0,,) = (tJ_,_i + a] + o] = + 2ctJ
Construisons maintenant la covariance cov(A0„,A0, ,_i) oii A0„ = ,_i et
A0,,,-. = 0,1-, -0/,,-2 = (e,i +Er=i^" +zr=i^" +<^,-,<-1 -0,,r-2■
Alors,
(4.17) cov(A0,,,A0,•.,_,) = (A-i +0« -0,,,-i)(A^r-2 -0,,,-2) =
et
(4.18) cov(A0,,,A0,. ,_2) = (itt,_, + 0,., -0,-,_i)(/i,_3 + 0,-,_2 -0,-,,-3) = 0
Donc, cov(di,,dj^) = 0 si |r- > 1.
H est également possible d'exprimer la stmcture de covariance de la première différence avec
une fonction linéaire.
(4.19) <7„ = a,(2fl.-A,) + SaA,
1=2
OÙ D„ = 1 si t = s, Ai = 1 si |t - s| = 1 et = 1 si t = s = j. Les paramètres de l'équation (4.19)
correspondent aux erreurs mesurées et «j = <7^, et Uj = <7^j_i • Ce modèle à donc T paramètres
pour construire les T(T+l)/2 covariances. Les équations (4.12) et (4.14), appliquées aux
covariances des résidus en première différence, permettent de vérifier la structure de la matrice c.
Le nombre de restrictions est T(T-l)/2.
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Dans le cas des covariances de la différence première des résidus, nous savons que selon
(4.19) (T„ = a, (2Z)„ - A. ) + S cCjKj
1=2
et nous obtenons les vecteurs suivants
et
m =
m =
1
3
>N
1
^32
0
2
0
mj2
0
<7--2 
+
 
Jt(2
fTlj- j'_j
y
'
^22
'
1
 
0
 
 •••
0
 
0
 
0
 
"
2
m32
0
 
0
 
0
 
0
 
0
 
1
m,2
0
 
0
 
••• 
0
 
0
 
0
 
0
'^r-1,2
0
 
0
 
••• 
0
 
0
 
0
 
0
^T2
0
 
0
 
••• 
0
 
0
 
0
 
0
 00
 
••• 
0
 
1
 
0
 
2
0
 
0
 
••• 
0
 
0
 
0
 
1
ntj j
0
 
0
 
••• 
0
 
0
 
1
 
2
'  "
<r-.
= p
Tx\
{T(T+\)I 2}xl {T(T+\)/2}xT
Les tableaux qui suivent contiennent les principaux résultats obtenus à partir des résidus en
première différence.
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Tableau D1
Observations trimestrielles non balancées
Matrice des covariances empiriques, résidus en première différence
(écart-type)
T 1 2 3 4 5 6 7 8
1 0,013
[974] (0,019)
2 -0,001 0,006
[706] (0,012) (0,037)
3 -0,001 0,000 0,004
[553] (0,009) (0,005) (0,034)
4 0,000 0,000 0,000 0,003
'  [456] (0,016) (0,003) (0,009) (0,020)
5 0,000 0,000 0,000 0,000 0,001
[355] (0,004) (0,002) (0,001) (0,001) (0,004)
6 0,000 0,000 0,000 0,000 0,000 0,005
[289] (0,011) (0,011) (0,004) (0,004) (0,003) (0,046)
7 0,000 0,000 0,000 0,000 0,000 0,000 0,002
[231] (0,006) (0,002) (0,001) (0,002) (0,003) (0,003) (0,005)
8 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,002
[193] (0,005) (0,002) (0,002) (0,002) (0,002) (0,002) (0,004) (0,013)
9 -0,002 0,000 0,000 0,000 0,000 0,000 0,000 0,000
[159] (0,006) (0,008) (0,001) (0,002) (0,002) (0,002) (0,002) (0,004)
10 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
[123] (0,004) (0,003) (0,002) (0,001) (0,002) (0,003) (0,002) (0,001)
11 -0,001 0,000 0,000 0,000 0,000 0,000 0,000 0,000
[107] (0,003) (0,003) (0,002) (0,002) (0,001) (0,001) (0,001) (0,001)
12 -0,001 0,000 0,000 0,000 0,000 0,000 0,001 0,000
[78] (0,006) (0,003) (0,006) (0,001) (0,002) (0,002) (0,002) (0,002)
Structure de la matrice des covariances empiriques
Coefficients obtenus par MCO
Nom Coefficient Ecart-type Probabilité
0,0132 0,0005 0,0001
a'n 0,0059 0,0005 0,0001
<5\i 0,0043 0,0005 0,0001
0,0030 0,0005 0,0001
CTV 0,0014 0,0005 0,0047
0\5 0,0052 0,0005 0,0001
CTV 0,0021 0,0005 0,0001
<3\-i 0,0023 0,0005 0,0001
(JVs 0,0037 0,0005 0,0001
<5\'> 0,0018 0,0005 0,0005
CVlO 0,0017 0,0005 0,0010
CV" 0,0032 0,0005 0,0001
<3\
-0,0001 0,0001 0,2636
Méthode Newey
Statistique n. d.*
10 11 12
0,003
(0,023)
0,000
(0,005)
0,000
(0,006)
0,000
(0,004)
0,001
(0,003)
0,000
(0,003)
0,000
(0,002)
0,001
(0,004)
0,000
(0,002)
0,003
(0,005)
Degrés de liberté
Probabilité *
accepte la structure en martingale si la probabilité > 0,05
non disponible, matrice £î non définie positive
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Tableau D2
Observations trimestrielles non balancées'^
Matrice des covariances empiriques, résidus en première différence
(écart-type)
[nombre d'individus par période]
T 1 2 3 4 5 6 7 8
1 0,011
[2546] (0,018)
2 -0,001 0,004
[1941] (0,008) (0,024)
3 -0,001 0,000 0,004
[1600] (0,009) (0,005) (0,023)
4 -0,001 0,000 0,000 0,003
[1355] (0,010) (0,003) (0,006) (0,013)
5 0,000 0,000 0,000 0,000 0,002
[1132] (0,005) (0,003) (0,003) (0,003) (0,010)
6 0,000 0,000 0,000 0,000 0,000 0,004
[982] (0,006) (0,006) (0,004) (0,003) (0,003) (0,027)
7 -0,001 0,000 0,000 0,000 0,000 0,000 0,003
[859] (0,005) (0,003) (0,003) (0,003) (0,003) (0,004) (0,010)
8 -0,001 0,000 0,000 0,000 0,000 0,000 0,000 0,003
[761] (0,006) (0,003) (0,003) (0,003) (0,005) (0,004) (0,004) (0,018)
9 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
[670] (0,004) (0,005) (0,002) (0,002) (0,002) (0,003) (0,003) (0,004)
10 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
[582] (0,004) (0,003) (0,002) (0,002) (0,002) (0,002) (0,005) (0,002)
11 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
[527] (0,004) (0,002) (0,002) (0,006) (0,002) (0,002) (0,003) (0,003)
12 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
[462] (0,003) (0,003) (0,004) (0,003) (0,002) (0,003) (0,002) (0,002)
* cet échantillon n'inclut pas la variable éducation
Structure de la matrice des covariances empiriques
Coefficients obtenus par MCO
Nom Coefficient Ecart-type Probabilité
0,0103 0,0004 0,0001
(7^1 0,0043 0,0004 0,0001
aVr 0,0034 0,0004 0,0001
aVr 0,0025 0,0004 0,0001
0,0021 0,0004 0,0001
0,0035 0,0004 0,0001
0^6 0,0028 0,0004 0,0001
a'io 0,0032 0,0004 0,0001
0^118 0,0020 0,0004 0,0001
CTV' 0,0026 0,0004 0,0001
C^lOO 0,0024 0,0004 0,0001
cr^ii 0,0015 0,0004 0,0001
0,0001 0,0001 0,3263
Méthode Newey
Statistique n. d.*
10 11 12
0,002
(0.012)
0,000
(0,004)
0,000
(0,003)
0,000
(0,001)
0,003
(0,012)
0,000
(0,003)
0,000
(0,003)
0,003
(0,010)
0,000
(0,002)
0,002
(0,005)
Degrés de liberté
Probabilité '
acœpte la structure en martingale si la probabilité > 0,05
n non disponible, matrice £2 non définie positive
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Tableau D3
Observations trimestrielles non balancées
Matrice des covariances empiriques, résidus en première différence
(écart-type)
T 1 2 3 4 5 6 7 8 9 10 11 12
1
[78]
0,004
(0,005)
2
[78]
0,000
(0,003)
0,002
(0,005)
3
[78]
-0,001
(0,004)
-0,001
(0,003)
0,003
(0,009)
4
[78]
0,000
(0,003)
0,000
(0,002)
0,000
(0,002)
0,001
(0,003)
5
[78]
0,000
(0,002)
0,000
(0,002)
0,000
(0,002)
0,000
(0,001)
0,001
(0,003)
6
[78]
0,000
(0,002)
0,000
(0,001)
0,000
(0,001)
0,000
(0,001)
0,000
(0,002)
0,001
(0,004)
7
[78]
0,000
(0,002)
0,000
(0,001)
0,000
(0,001)
0,000
(0,002)
0,000
(0,004)
0,000
(0,001)
0,001
(0,004)
8
[78]
0,000
(0,002)
0,000
(0,001)
0,000
(0,002)
0,000
(0,001)
0,000
(0,001)
0,000
(0,001)
0,000
(0,002)
0,001
(0,001)
9
[78]
-0,001
(0,004)
-0,001
(0,010)
0,000
(0,001)
0,000
(0,002)
0,000
(0,001)
0,000
(0,002)
0,000
(0,002)
0,000
(0,001)
0,004
(0,027)
10
[78]
0,001
(0,002)
0,000
(0,003)
0,000
(0,002)
0,000
(0,001)
0,000
(0,002)
0,000
(0,002)
0,000
(0,002)
0,000
(0,001)
-0,001
(0,006)
0,001
(0,003)
11
[78]
0,000
(0,002)
0,000
(0,002)
0,000
(0,002)
0,000
(0,001)
0,000
(0,001)
0,000
(0,001)
0,000
(0,001)
0,000
(0,001)
0,000
(0,005)
0,000
(0,003)
0,001
(0,003)
12
[78]
0,000
(0,003)
0,000
(0,002)
0,000
(0,005)
0,000
(0,001)
0,000
(0,001)
0,000
(0,002)
0,000
(0,002)
0,000
(0,001)
0,000
(0,002)
0,000
(0,001)
0,000
(0,001)
0,002
(0,004)
Structure de la matrice des covariances empiriques
Coefficients obtenus par MCO
Nom Coefficient Ecart-type Probabilité
0,0045 0,0004 0,0000
ctVi 0,0026 0,0004 0,0000
aVa 0,0031 0,0004 0,0000
<1^3 0,0013 0,0004 0,0009
0,0016 0,0004 0,0001
av 0,0014 0,0004 0,0002
0,0014 0,0004 0,0003
0^7 0,0008 0,0004 0,0347
0^118 0,0042 0,0004 0,0000
0V 0,0014 0,0004 0,0002
0^1110 0,0013 0,0004 0,0005
0Vu 0,0020 0,0004 0,0000
0^
-0,0001 0,0001 0,3172
Méthode Newey
Statistique n. d.t
Degrés de liberté
Probabilité *
accepte la structure en martingale si la probabilité > 0,05
* non disponible, matrice H non définie positive
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Tableau D4
Observations trimestrielles non balancées*
Matrice des covariances empiriques, résidus en première différences
(écart-type)
T 1 2 3 4 5 6 7 8 9 10 11 12
1
[462]
0,005
(0,008)
2
[462]
0,000
(0,004)
0,003
(0,007)
3
[462]
-0,001
(0,004)
0,000
(0,003)
0,003
(0,008)
4
[462]
0,000
(0,004)
0,000
(0,003)
0,000
(0,004)
0,003
(0,009)
5
[462]
0,000
(0,003)
0,000
(0,002)
0,000
(0,002)
0,000
(0,003)
0,002
(0,005)
6
[462]
0,000
(0,003)
0,000
(0,003)
0,000
(0,003)
0,000
(0,002)
0,000
(0,002)
0,003
(0,009)
7
[462]
0,000
(0,004)
0,000
(0,003)
0,000
(0,003)
0,000
(0,004)
0,000
(0,003)
0,000
(0,004)
0,003
(0,012)
8
[462]
0,000
(0,004)
-0,001
(0,003)
0,000
(0,003)
0,000
(0,003)
0,000
(0,002)
0,000
(0,003)
0,000
(0,003)
0,003
(0,012)
9
[462]
0,000
(0,003)
0,000
(0,005)
0,000
(0,002)
0,000
(0,002)
0,000
(0,002)
0,000
(0,003)
0,000
(0,003)
0,000
(0,004)
0,002
(0,014)
10
[462]
0,000
(0,003)
0,000
(0,002)
0,000
(0,003)
0,000
(0,002)
0,000
(0,002)
0,000
(0,002)
0,000
(0,005)
0,000
(0,002)
0,000
(0,004)
0,002
(0,007)
11
[462]
0,000
(0,004)
0,000
(0,002)
0,000
(0,002)
0,000
(0,006)
0,000
(0,002)
0,000
(0,002)
0,000
(0,004)
0,000
(0,003)
0,000
(0,003)
0,000
(0,002)
0,003
(0,010)
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[462]
0,000
(0,002)
0,000
(0,003)
0,000
(0,004)
0,000
(0,003)
0,000
(0,002)
0,000
(0,002)
0,000
(0,002)
0,000
(0,002)
0,000
(0,001)
0,000
(0,003)
0,000
(0,002)
0,002
(0,005)
n cet échantillon n'inclut pas la variable éducation
Structure de la matrice des covariances empiriques
^^^^_^Coeffîcients_obtenus_£ar^^
Structure de la matrice des covariances empiriques
^^^_^^^_Coefficients^btenus^arMCO^^^
Nom Coefficient Ecart-type Probabilité Nom Coefficient Ecart-type Probabilité
(J'i 0,0040 0,0001 0,0001 0,0042 0,0003 0,0001
0,0020 0,0001 0,0001 avi 0,0029 0,0003 0,0001
0,0024 0,0001 0,0001 0,0026 0,0003 0,0001
CTVs 0,0020 0,0001 0,0001 0,0023 0,0003 0,0001
aV 0,0010 0,0001 0,0001 Ci\, 0,0015 0,0003 0,0001
CTV 0,0018 0,0001 0,0001 0\s 0,0023 0,0003 0,0001
crv 0,0025 0,0001 0,0001 0,0027 0,0003 0,0001
(JV 0,0018 0,0001 0,0001 0,0025 0,0003 0,0001
a\> 0,0018 0,0001 0,0001 0,0018 0,0003 0,0001
aV 0,0018 0,0001 0,0001 0,0017 0,0003 0,0001
0,0018 0,0001 0,0001 0,0023 0,0003 0,0001
0,0013 0,0001 0,0001 0,0012 0,0003 0,0001
0.0001 0.0001 0.0001 Ci'. 0.0002 0,0001 0,0065
Méthode OMD Newey Méthode Newey
Statistique 290,659 0,0001 Statistique %2 0,0001
Degrés de liberté 65 65 Degrés de liberté 65
Probabilité * 0,0001 0,9999 Probabilité * 0,9999
accepte la structure en martingale si la probabilité > 0,05 accepte la structure en martingale si la probabilité > 0,05
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Annexe E: description des échantillons
Statistiques de l'échantillon non balancé, avec éducation
Expérience Nombre
d'individus
Salaire Age Education Homme Célibataire Non blanc Américain Période 1 Période 2 Période 3 Période 4 Période 5 Expérience
0 1611 0,75
(0,13)
28,55
(7,88)
8,61
(3,09)
88% 43% 25% 65% 37,8% 1,7% 0,2% 0,1% 60,2% 0
1 974 0,91
(0,17)
29,41
(8,46)
9,07
(3,09)
81% 39% 26% 66% 26,2% 1,3% 0,5% 0,2% 71,8% 1
2 706 0,94
(0,17)
29,99
(8,47)
9,01
(2,96)
77% 40% 31% 60% 25,3% 1,2% 0,4% 1,2% 72,0% 2
3 553 0,96
(0,17)
31,55
(8,62)
8,91
(3,12)
66% 32% 24% 68% 23,9% 2,7% 0,4% 0,4% 72,6% 3
4 456 0,96
(0,17)
32,14
(8,94)
8,79
(3,04)
74% 35% 35% 57% 23,5% 2,7% 1,7% 1,1% 71,0% 4
5 355 0,97
(0,17)
32,85
(8,47)
8,98
(3,06)
71% 39% 28% 64% 19,1% 6,1% 0,4% 0,5% 73,9% 5
6 289 0,97
(0,18)
33,37
(9,10)
8,46
(2,93)
83% 32% 30% 64% 18,4% 8,9% 0,3% 1,6% 70,8% 6
7 231 0,97
(0,19)
34,68
(9,85)
9,23
(2,97)
75% 27% 24% 71% 22,3% 10,7% 0,7% 0,7% 65,6% 7
8 193 0,96
(0,19)
34,06
(9,77)
9,07
(3,56)
74% 38% 19% 75% 17,9% 13,4% 2,1% 0,9% 65,7% 8
9 159 0,95
(0,19)
35,21
(9,84)
9,01
(3,03)
71% 30% 29% 60% 21,7% 9,7% 2,2% 1,1% 65,2% 9
10 123 0,94
(0,20)
34,71
(8,55)
8,22
(3,06)
86% 30% 15% 73% 33,5% 15,5% 1,3% 1,9% 47,7% 10
11 107 0,92
(0,18)
35,58
(8,84)
8,61
(3,33)
88% 32% 13% 75% 33,8% 17,6% 2,2% 2,2% 44,1% 11
12 78 0,90
(0,20)
34,18
(8,51)
7,96
(3,13)
95% 33% 17% 67% 37,2% 37,2% 1,3% 3,8% 20,5% 12
Total 5835 0,89
(0,19)
30,01
(8,56)
8,80
(3,09)
82% 40% 26% 65% 30,3% 2,9% 0,5% 0,5% 65,9% Total
Les écart-types sont entre paranthèses
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Statistiques de l'échantillon non balancé, sans la variable éducation
Expérience Nombre
d'individus
Salaire Age Education Homme Célibataire Non blanc Américain Période 1 Période 2 Période 3 Période 4 Période 5 Expérience
0 4025 0,67
(0,16)
28,93
(7,65)
91% 43% 31% 51% 35,9% 14,0% 5,1% 3,8% 41,2% 0
1 2546 0,79
(0.20)
29,51
(7,88)
89% 41% 34% 49% 34,2% 14,8% 5,3% 6,1% 39,6% 1
2 1941 0,81
(0,20)
30,13
(7,97)
89% 39% 35% 48% 34,7% 15,6% 5,2% 6,5% 38,0% 2
3 1600 0,83
(0,20)
30,67
(8,04)
89% 38% 35% 46% 35,4% 16,0% 5,1% 6,5% 37,0% 3
4 1355 0,85
(0,19)
31,03
(8,16)
90% 38% 36% 46% 35,0% 17,3% 5,5% 6,1% 36,2% 4
5 1132 0,86
(0,19)
31,34
(8,12)
91% 38% 36% 45% 34,4% 19,0% 5,4% 5,9% 35,3% 5
6 982 0,87
(0,19)
31,57
(8,12)
92% 37% 36% 45% 33,2% 22,4% 5,0% 6,3% 33,1% 6
7 859 0,88
(0,18)
31,80
(8,06)
92% 37% 36% 44% 35,6% 23,5% 5,2% 6,6% 29,0% 7
8 761 0,89
(0,18)
31,90
(7,95)
93% 37% 37% 43% 35,9% 25,1% 5,3% 8,1% 25,6% 8
9 670 0,89
(0,18)
32,22
(7,85)
94% 36% 36% 42% 37,9% 25,4% 3,9% 9,3% 23,6% 9
10 582 0,89
(0,18)
32,46
(7.68)
96% 37% 35% 42% 42,1% 26,6% 3,6% 8,1% 27,7% 10
11 527 0,89
(0,18)
32,47
(7,66)
97% 38% 34% 42% 43,8% 26,8% 3,4% 9.1% 26,0% 11
12 462 0,89
(0,18)
32,32
(7,49)
97% 39% 35% 41% 42,2% 31,0% 3,5% 10,0% 23,4% 12
Total 17 442 0,80
(0,20)
30,49
(7,98)
91% 39% 34% 47% 35,8% 18,2% 5,0% 6,1% 34,9% Total
Les écart-types sont entre paranthèses
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Statistiques de l'échantillon balancé, avec éducation
Expérience Nombred'individus Salaire Age Education Homme Célibataire Non blanc Américain Période 1 Période 2 Période 3 Période 4 Période 5 Expérience
0 78 0,75
(0,16)
31,18
(8,51)
7,96
(3,13)
95% 33% 38% 47% 71% 5% 3% 4% 18% 0
1 78 0,80
(0,17)
31,43
(8,51)
7,96
(3,13)
95% 33% 38% 47% 69% 6% 3% 4% 18% 1
2 78 0,83
(0,18)
31,68
(8,51)
7,96
(3,13)
95% 33% 38% 47% 69% 5% 4% 4% 18% 2
3 78 0,85
(0,19)
31,93
(8,51)
7,96
(3.13)
95% 33% 38% 47% 68% 6% 4% 4% 18% 3
4 78 0,85
(0,19)
32,18
(8,51)
7,96
(3,13)
95% 33% 38% 47% 60% 14% 3% 4% 19% 4
5 78 0,87
(0,20)
32,43
(8,51)
7,96
(3,13)
95% 33% 38% 47% 59% 15% 3% 4% 19% 5
6 78 0,87
(0,20)
32,68
(8,51)
7,96
(3,13)
95% 33% 38% 47% 53% 22% 1% 4% 21% 6
7 78 0,87
(0,20)
32,93
(8,51)
7,96
(3,13)
95% 33% 38% 47% 51% 23% 1% 4% 21% 7
8 78 0,88
(0,20)
33,18
(8,51)
7,96
(3,13)
95% 33% 38% 47% 50% 24% 1% 4% 21% 8
9 78 0,88
(0,19)
33,43
(8,51)
7,96
(3,13)
95% 33% 38% 47% 50% 24% 1% 4% 21% 9
10 78 0,88
(0,19)
33,68
(8,51)
7,96
(3,13)
95% 33% 38% 47% 50% 24% 1% 4% 21% 10
II 78 0,89
(0,18)
33,93
(8,51)
7,96
(3,13)
95% 33% 38% 47% 49% 26% 1% 4% 21% 11
12 78 0,90
(0,20)
34,18
(8,51)
7,96
(3,13)
95% 33% 38% 47% 37% 37% 1% 4% 21% 12
Total 1014 0,86
(0,19)
32,68
(8,51)
7,96
(3,11)
95% 33% 38% 47% 57% 18% 2% 4% 20% Total
Les écart-types sont entre paranthèses
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Statistiques de l'échantillon non balancé, sans la variable éducation
Expérience Nombre
d'individus
Salaire Age Education Homme Célibataire Non blanc Américain Période 1 Période 2 Période 3 Période 4 Période 5 Expérience
0 462 0,64
(0.17)
29,32
(7.49)
97% 39% 35% 41% 49,1% 15,8% 8,4% 8,2% 18,4% 0
1 462 0,71
(0,17)
29,57
(7.49)
97% 39% 35% 41% 48,9% 15,8% 7,4% 9,7% 18,2% 1
2 462 0,74
(0.18)
29,82
(7,49)
97% 39% 35% 41% 48,9% 15,6% 7,6% 9,5% 18,4% 2
3 462 0,77
(0.18)
30,07
(7.49)
97% 39% 35% 41% 48,7% 15,8% 7,6% 9,3% 18,6% 3
4 462 0,78
(0.18)
30,32
(7,49)
97% 39% 35% 41% 47,2% 17,3% 6,9% 8,4% 20,1% 4
5 462 0,81
(0.18)
30,57
(7.49)
97% 39% 35% 41% 46,5% 18,2% 5,8% 9,1% 20,3% 5
6 462 0,82
(0.18)
30,82
(7.49)
97% 39% 35% 41% 42,4% 23,6% 5,0% 8,9% 20,1% 6
7 462 0,84
(0,17)
31,07
(7.49)
97% 39% 35% 41% 43,5% 24,9% 5,0% 8,9% 17,7% 7
8 462 0,86
(0.17)
31,32
(7.49)
97% 39% 35% 41% 42,4% 27,3% 4,8% 10,2% 15,4% 8
9 462 0,87
(0.17)
31,57
(7,49)
97% 39% 35% 41% 42,2% 27,7% 3,7% 10,8% 15,6% 9
10 462 0,88
(0.17)
31,82
(7.49)
97% 39% 35% 41% 43,9% 27,7% 3,7% 8,9% 24,7% 10
11 462 0,88
(0.18)
32,07
(7.49)
97% 39% 35% 41% 45,2% 27,7% 3,5% 9,3% 23,6% 11
12 462 0,89
(0,18)
32,32
(7.49)
97% 39% 35% 41% 42,2% 31,0% 3,5% 10,0% 23,4% 12
Total 6 006 0,81
(0.19)
30,82
(7.54)
97% 39% 35% 41% 45,5% 22,2% 5,6% 9,3% 17,4% Total
Les écart-types sont entre paranthèses
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Annexe F: programmes
Programme 1
Programme permettant de construire la base de données. Le
progamme est en langage SAS. Principalement, ce que ce
programme fait, c'est construire une base de données avec des
observations régulières (dans le temps) à partir d'observations
irrégulières (chez Ford, une nouvelle observation était ajoutée
lorsque l'individu changeait d'emploi dans la compagnie ou lorsque
son salaire était modifié).
options nocenter linesize=80;
Lecture des fichiers de Ford 1918-1947. Les Fichiers débutent par
une lettres majuscules, les VARIABLES sont en majuscules.
libname ford '-/ford';
filename demo '-/ford/demo';
filename jobs '-/ford/jobs';
data Demo 1;
infile Demo lrecl=127;
input
@1ID4. @5 FIRSTYR 4. @9 SAMPLE 1. @10 BIRTHMO 2.
@12 BIRTHDAY 2. @ 14 BIRTHYR 4. @18 HIRE_AGE 2. @20
SEX $1. @21 MARSTA $3. @24 DEPENDES 2. @26 EDUC 4.
@30 ENGLISH $1. @31 DESCENT $20. @51 NATINLTY $20.;
data Jobsl;
infile Jobs lrecl=102;
input
@1 ID 4. @5 JOBNUM 2. @7 STARTMO 2. @9 STARTDAY
2. @11 STARTYR4. @15 ENDMO 2. @17 ENDDAY 2. @19
ENDYR 4. @23 WAGE 6. @29 WAGETYPE $1. @30 DEPT $8.
@38 BADGE $8. @46 PLANT $16. @62 OCC $18. @80 START
5. @85 FINISH 5.;
Préparation des fichiers,
data Don;
merge Demol Jobsl; /*** cree le fichier principal ***/
by ID;
data Données;
set Don;
ifWAGE<=2.3;
ifHIRE_AGE~=.;
Nous avons besoins de connaitre le nombre maximum
d'observations qu'un individu peut avoir. Ce bloc sert a déterminer
ce maximum.
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*proc summary data=Donnees;
*class ID;
*var JOBNUM;
*output out=temp max=MAXJOB;
*data Données;
*merge Données temp;
*by id;
*proc sort;
*by descending MAXJOB;
Le résultat obtenu est JOBNUM maximum est égal a 33 pour le
l'individu ayant le numéro d'identification ID=275.
data Données;
set Données;
array DIFF{33};
DIFF1 =FINISH-START;
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ifDIFFUOthen DIFF1=.;
*****************************************************
Début des procédures servant d'accumulateur d'anciennete
*****************************************************.
do i=2 to 33;
DIFF{i}=lag(DIFF{i-l});
if jobnum<=i-l then DIIT{i}=0;
end;
JOUR=DIFF 1+DIFF2+DIFF3+DIFF4+DIFF5+DIFF6+DIFF7+D
IFF8+DIFF9+DIFF10+DIFF11+DIFF12+DIFF13+DIFF14+DIFF
15+DIFF16+DIFF17+DIFF18+DIFF19+DIFF20+DIFF21+DIFF2
2+DIFF23+DIFF24+DIFF25+DIFF26+DIFF27+DIFF28+DIFF29
+DIFF30+DIFF31+DIFF32+DIFF33 ;
*****************************************************
Procédures créant les sériés utiles a la décision d'inclure ou non une
observation lors d'une période de régression. En utilisant les sériés
DEBUT et FIN, il est possible d'utiliser les bonnes observations en
posant les bonnes contraintes sur ces variables.(En trimestre ou 90
jours)
*****************************************************.
LJOUR=lag(JOUR);
if J0BNUM=1 thenLJOUR=0;
DEBU=LJOUR/90;
FINN=JOUR/90;
DEBUT=ceil(DEBU);
FIN=floor(FINN);
if FIN<DEBUT then delete;
if FIN=. then delete;
*****************************************************
Les procédures qui suivent permettent de déterminer le nombre
maximum de périodes observe chez un individu. Ce nombre
détermine la quantité de fichiers a creer dans les procédures qui
suivent celle-ci.
******************************************************
*proc summary data=Donnees;
*class ID;
*var FIN;
*output out=temp max=MAXFIN;
*proc sort;
*by descending MAXFIN;
La liste de fichiers cree par les procédures suivantes permet une fois
concatene d'obtenir la matrice d'observations de taille NTxK (taille
finale).
)
dataDl;
set Données;
if JOBNUM=l;
T=l;
data D2;
set Données;
if DEBUT=0 and FIN>=1 or DEBUT=1;
T=2;
data D3;
set Données*
if DEBUT=0 and FIN>=2 or DEBUT=1 and FIN>=2 or
DEBUT=2;
T=3;
data D4;
set Données*
if DEBUT=0 and FIN>=3 or DEBUT=1 and FIN>=3 or
DEBUT=2 and FIN>=3 or DEBUT=3;
T=4;
data D5;
set Données*
if DEBUT=0 and FIN>=4 or DEBUT=1 and FIN>=4 or
DEBUT=2 and FIN>=4 or DEBUT=3 and FIN>=4 or DEBUT=4;
T=5;
data D6;
set Données;
51
if DEBUT=0 and FIN>=5 or DEBUT=1 and FIN>=5 or
DEBUT=2 and FIN>=5 or DEBUT=3 and FIN>=5 or DEBUT=4
and FIN>=5 or DEBUT=5;
T=6;
dataD7;
set Données*
if DEBIJT=0 and FIN>=6 or DEBUT=1 and FIN>=6 or
DEBUT=2 and FIN>=6 or DEBUT=3 and FIN>=6 or DEBUT=4
and FIN>=6 or DEBUT=5 and FIN>=6 or DEBUT=6;
T=7;
data D8;
set Données*
if DEBUT=0 and FIN>=7 or DEBUT=1 and FIN>=7 or
DEBUT=2 and FIN>=7 or DEBUT=3 and FIN>=7 or DEBUT=4
and FIN>=7 or DEBUT=5 and FIN>=7 or DEBUT=6
and FEN>=7 or DEBUT=7;
T=8;
data D9;
set Données*
if DEBUT=0 and FIN>=8 or DEBUT=1 and FIN>=8 or
DEBIJT=2 and FIN>=8 or DEBUT=3 and FIN>=8 or DEBUT=4
and FIN>=8 or DEBUT=5 and FIN>=8 or DEBUT=6 and
FIN>=8 or DEBUT=7 and FIN>=8 or DEBUT=8;
T=9;
data D10;
set Données*
if DEBUT=0 and FIN>=9 or DEBUT=1 and FIN>=9 or
DEBUT=2 and FIN>=9 or DEBUT=3 and FIN>=9 or DEBUT=4
and FIN>=9 or DEBUT=5 and FIN>=9 or DEBUT=6 and
FIN>=9 or DEBUT=7 and FIN>=9 or DEBUT=8 and FIN>=9 or
DEBUT=9;
T=10;
data DU;
set Données;
if DEBUT=0 and FIN>=10 or DEBUT=1 and FIN>=10 or
DEBUT=2 and FIN>=10 or DEBUT=3 and FIN>=10 or
DEBUT=4 and FIN>=10 or DEBUT=5 and FIN>=10 or
DEBUT=6 and FIN>=10 or DEBUT=7 and FIN>=10 or
DEBUT=8 and FIN>=10 or DEBUT=9 and FIN>=10 or
DEBUT=10;
T=ll;
data D12;
set Données*
if DEBUT=0 and FIN>=11 or DEBUT=1 and FIN>=11 or
DEBUT=2 and FIN>=11 or DEBUT=3 and FIN>=11 or
DEBUT=4 and FIN>=11 or DEBUT=5 and FIN>=11 or
DEBUT=6 and FIN>=11 or DEBUT=7 and FIN>=11 or
DEBUT=8 and FIN>=11 or DEBUT=9 and FIN>=11 or
DEBUT=10 and FIN>=11 or DEBUT=11 ;
T=12;
dataD13;
set Données*
if DEBUT=0 and FIN>=12 or DEBUT=1 and FIN>=12 or
DEBUT=2 and FIN>=12 or DEBUT=3 and FIN>=12 or
DEBUT=4 and FIN>=12 or DEBUT=5 and FIN>=12 or
DEBUT=6 and FIN>=12 or DEBUT=7 and FIN>=12 or
DEBUT=8 and FIN>=12 or DEBUT=9 and FIN>=12 or
DEBUT=10 and FIN>=12 or DEBUT=11 and FIN>=12 or
DEBUT=12;
T=13;
La matrice de dimension finale s'appelle Données
)
data Données;
set D1 D2 D3 D4 D5 D6 D7 D8 D9 DIO D11 D12 D13;
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proc sort;
by ID;
data Données;
set Données;
if T=lag(T) and ID=lag(ID) then delete;
ej. ^ ^ ^ ^ ^ ^ vl* «l<i «sl^ «sLi *1^ «1* «li* «il* *lit *1» *10 «Ip pIp ^ ^ ^ «dp "4^  pXp ^  ^ «X* ^  pX» pd* ^  ^ pd* ^  ^ ^ ^ ^ ^ P^ P^ ^  ^
^^ ^  3|p ^ ^ ^ ^ ^^ ^ ^ pyp ^  ^ pjp ^  p^ p^ ^  pj* p^ "yp PI* PT* py* pt* py* py" pj^ py* pyp v py* py^ pyp pp pyp pyp p^* pyp
Procédure qui donne le nombre d'observations au temps T
-|- -|p -|^ p^ p|^ p|p p|p p^ %|> p|> kjç kjp p|<P Pi|> P^ P^ P^ p|p p^ »|p p|^ P^ Pi|p P.|p ^
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*proc summary data=Donnees;
*class T;
*var T;
*output out=temp n=n;
******************************************:):**********
Etape qui cree la variable MOI. Cette variable indique le nombre de
jours séparant la date d'entree d'un travailleur a la date d'entree du
travailleur qui entre le premier. La variable JANV22 donne le
nombre de jours séparant la date d'entree au 1 janvier 1916.
p1« pIp pIp pLp «dp pIp pIp pIp pÎp pIp pIp pIp pIp si* pIp pIp pIp pIp «dp pdp si* pI* pIp p4* p4p ^  P^ si* si* si* ^  ^ sd* ^  ^ ^ sd* ^  ^ si* si* sd* ^  ^ ^ ^ ^ ^ sd* ^  ^ «dp s^
^SJZ pJÇ p|p yp pp pp ^ ^^^^^^^^ ^^ ^pp pyp pyp pyp pyp py* ^ pyp *Tp pyp pyp py* pyp pyp pyp pyp pyp pyp pyp pyp pyp pyp pyp •
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data Minute;
set Données;
ifT=l;
JANV1916=START-42381 ;
FEV1922=START-44601 ;
keep ID JANV1916 FEV 1922;
data Données;
merge Données Minute;
bylD;
*****************************************************
Le mois de janvier 1916 est le MOIS=0. La variable MOIS indique
donc le nombre de mois supplémentaire a 0.
JOURS^JANY 1916+(30.417*3 *(T-1 )) ;
MOIS=(FEV 1922+(30.417*3*(T-1 )))/30.417;
Le mois de février 1922 sert de base pour obtenir le salaire reel
MOIS_MIN=floor(MOIS);
T1922 2=92 9*
if MOIS_MIN=-72 then TAUX=77/T 1922_2; /* janv 1916 */
...Dans le programme, il y a toutes les lignes manquantes ici...
if MOIS_MIN=311 then TAUX=165.7Ari922_2; /* janv 1948 */
if MOIS_MIN=312 then TAUX=160.9/T1922_2;
SÀLAIRE=(TAUX* *-1 )*WAGE;
Procédure qui permet de calculer l'âge exact des individus lorqu'ils
entrent chez ford
)
data Minute;
set Données;
ifT=l;
DIFFMOIS=STARTMO-BIRTHMO;
MOISJOUR=DIFFMOIS*30.416666667;
If DIFFMOIS<0 then ANNEE=HIRE_AGE+1;
DIFFJOUR=STARTDAY-BIRTHDAY;
ANNEJOUR=ANNEE*365;
AGEJOUR=ANNEJOUR+MOISJOUR+DIFFJOUR;
if AGEJOUR=. then AGEJOUR=HIRE_AGE*365;
keep ID AGEJOUR;
Procédure qui permet de calculer l'âge exact des individus au temps
T
9
data Données;
merge Données Minute;
by ID;
T JOUR=T*3 *30.416666667-3*30.416666667 ;
AGE_JOUR=TJOUR+AGEJOUR;
AGE=AGE JOUR/365;
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AGE_Tl=AGEJOUR/365;
*****************************************************
Création d'un fichier de données SAS
«i« vl- «1p .J- «j. ^  ^ .X* «X* «X* >S^ «1* «X» «1# X# %1# ■X* ^ *1^ ^ ^  ^ «X» kX> <X« ^ ^  ^  «J# iX- «1^ «X* *X> ^ ^X> ^ «X* ^ «X» «X» *x» ^ *x» ^ ^  ^Sfâ 5JÇ îJÇ yfL 5^ 5^ ^  ^  ^  ^  ^  ^  ^  ^ ^  ^  *7* *7*  «x* ^  *x* *T" *T* "T*  •r* ^T* ^ "X" 'T* *4* 'T* ^ *t* *7* 'T* T* *T* ^T* T* *T^ "T" "T^ ■
1
data ford.Donnees;
set Données;
SEXE=SEX;
USINE=PLANT;
STATUT=MARSTA;
AGE_T1=HIRE_AGE;
keep ID T AGE AGE_T1 EDUC SEXE STATUT USINE
SALAIRE JOURS NATINLTY DIFFl;
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Programme 2
Ce programme est associé à la section 3 du mémoire:
MODÈLE EMPIRIQLFE. Il est aussi programmé en langage SAS,
avec une priorité au langage IML.
options nocenter linesize=240;
libname ford '/homefscu/88086486/ford';
data Données;
set ford.Donnees;
if T=lag(T) and ID=lag(ID) then delete;
PERIODE=13;
/*determine le nombre de période a utiliser. Associe à une variable
T d'une base de données*/
TAILLE=13;
/*determine la taille de la matrice des covariances. Par exemple, une
fréquence trimestrielle pourrait etre réduite a une fréquence
annuelle, ce qui diminue la taille de la matrice des covariances.*/
ifT<=PERIODE;
/*Limite le nombre de périodes a utiliser*/
proc summary data=Donnees;
class ID;
varT SALAIRE;
output out=Temp max=MT MS n=NT NS;
data Données;
merge Temp Données;
by ID;
ifMT=PERIODE;
/*Determine la forme de l'échantillon: balance ou non balance. Une
* devant la ligne et l'échantillon ne ne sera pas balance.*/
ifNS=MT;
if T=1 or T=5 or T=9 or T=13 or T=17 or T=21 ;
/*Permet la transformation des observations trimestre en
observations annuelles*/
ifEDUC~=.;
ifNATINLTY~="J";
if STATUT~="M" then CELIBA=l;else CELIBA=0;
if SEXE="M" then MALE=l;else MALE=0;
CTE=1;
if AGe1t1<20 then AGE10=1 ;else AGE 10=0;
if 20<=AGE_T1<30 then AGE20=l;else AGE20=0;
if 30<=AGE_T1<40 then AGE30=l;else AGE30=0;
if EDUC<=8 then PRIM=l;else PRIM=0;
if NATINLTY="AMERICAN" or NATINLTY="AMERICAN
JEW" then AMERICAN=l;else
AMERICAN=0;
if NATINLTY="AM COL" then AM_COL=l;else AM_COL=0;
EDUC_ÊXP=EDUC*T;
TEMPS=ceil((JOURS-2202)/(365*5));
array D{5};
array DE{5};
do i=l to 5 by 1;
if TEMPS=i then D{i}=l;else D{i}=0;
end;
ifTEMPS=6then D5=l;
TEMPS=ceil((JOURS-2202)/(365*5));
do i=l to 5 by 1;
if TEMPS=i then DE{i}=EDUC;else DE{i}=0;
end;
if TEMPS=6 then DE5=EDUC;
if ID=. then delete;
Dans les modèles matriciels utilises plus loin, il faut utiliser une
base de données balancées. Lors de l'utilisation de données non
balancées, ce bloc inséré des observations a la place de celle qui
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manque. Plus loin, les observations manquantes.seront remplacées
par des lignes de 0 (zéro);
data VecID;
set Données;
ifT=l;
keep ID TAILLE;
proc iml;
use VecID;
read ail var{ID} into id;
read ail var{TAILLE} into taille;
taille=taille[l:l,Ll];
nid=nrow(id);
indl=id[l:l,l:l];
coldel=j(taille,l,l);
vecl =colde l#ind 1 ;
vtaille=t(l:taille);
balance=vec 1 llvtaille;
do i=2 to nid;
indi=id[i:i,l:l];
veci=coldel#indi;
balancei=vecillvtaille;
balance=balance//balancei;
end;
nbalance=nrow(balance);
taille=j(nbalance, 1,taille);
balance=balancelltaille;
create Donnees2 from balance;
append from balance;
data Donnees2;
set Donnees2;
ID=col 1 ;
T2=col2;
TAILLE=col3;
keep ID T2 TAILLE;
data Données;
merge Données Donnees2;
by ID;
if T=lag(T) and ID=lag(ID) then SALAIRE=.;
Les régressions suivantes représentent la première etape de la
section 3.2 ;
proc sort data=Donnees;
by T2;
proc reg noprint;
*model SALAIRE=MALE CELIBA AGEIO AGE20 AGE30
AMERICAN AM_COL;
model SALAIRE=MALE PRIM CELIBA AGEIO AGE20 AGE30
AMERICAN AM_COL;
by T2;
output out=Donnees residual=RESIDU;
proc sort;
bylD;
Déterminé le nombre d'individus observes a chaque période.;
data Données;
set Données;
array RES{20};
*array RESRES{20};
do i=l to TAILLE;
if T2=i then RES{i}=RESIDU;
*if T2=i then RESRES {i} =RES {i} *RES {i} ;
end;
if RESIDU=. then RESIDU=0;
if SALAIRE=. then T2=.;
*proc means;
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*var resresl-resres20;
proc summary data=Donnees;
var RES1-RES20;
output out=Variance n=Nl-N20;
*proc print;
data Summary;
set Variance;
keepNl-N20;
Etapes 2 et 3 de la section 3.2;
proc imi;
/*Cree une matrice de poids en utilisant le nombre d'individus par
période de covariance.*/
use Données;
read ail var {RESIDU} into RESIDU;
read point 1 var {TAILLE} into taille;
use Summary;
read ail var _num_ into n;
n=n[l:l,l:taille];
nb_obs=sum(n);
nb_ind=n[l: 1,1:1];
m=n;
do i=l to taille-1;
m=m//n;
end;
do i=2 to taille;
m[i:i,l:i]=n[l:l,i:i];
end;
n=n[l:l,l:l];
*print m;
/*Equation 3.1b*/
x_l=RESIDU[l:taille,l:l];
co var=x_ 1 * t(x_ 1 ) ;
do i=l to n-1;
x_i=RESIDU[taille*i+1 :taille*(i-i-l ), 1:1 ] ;
covar_i=x_i *t(x_i) ;
covar=covar-i-covar_i;
end;
covar=covar/m;
print covar;
/*Covariances des covariances*/
do k=l to n by 1;
x_k=RESIDU[taille*(k-l)-f-l :taille*k, 1:1];
cov=x_k*t(x_k);
elimine=j(taille,taille,0);
do i=l to taille;
doj=l to taille;
if cov[i:i,j:j]^=0 then elimine[i:i,j:j]=l;
end;
end;
var_k=(((x_k*t(x_k))-covar)##2)#elimine;
if k=l then var=(((x_k*t(x_k))-covar)##2)#elimine;
if k>l then var_k=(((x_k*t(x_k))-covar)##2)#elimine;
if k>l then var=var-i-var_k;
end;
var=(var/m)##0.5;
/*Contruction de la matrice des covariances (3.1a) et de ses
variances. Ligne impaire=covariances , ligne paire=variances des
covariances de la ligne precedentes*/
do i=l to taille;
lcovar=covar [i : i, 1 : taille] ;
lvar=var[i : i, 1 : taille] ;
mat=lcovar//lvar;
matrice=matrice//mat;
end;
*print matrice;
/*Creation de la matrice OMEGA de l'équation 3.10*/
do k=l to n by 1;
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x_k=RESIDU [taille*(k-1 )+1 :taille*k, 1:1 ] ;
cov=x_k*t(x_k);
eliinine=j (taille,taille,0) ;
do i=l to taille;
do j=l to taille;
if cov[i:i,j:j]^=0 then elimine[i:i,j:j]=l;
end;
end;
varvar_k=((x_k*t(x_k))-covar)#elimine;
vec_k=varvar_k[ 1 :taille, 1:1];
do j=2 to taille;
sousvar=varvar_k[j :taille,j :j] ;
vec_k=vec_k//sousvar;
end;
if k=l then vecvec=vec_k*t(vec_k);
if k>l then vecvec_k=vec_k*t(vec_k);
if k>l then vecvec=vecvec+vecvec_k;
end;
colonne=ni[ 1 :taille, 1:1];
do i=2 to taille;
colonnei=m[i:taille,i:i];
colonne=colonne//colonnei;
end;
distinct=taille*(taille+l )/2;
pondere=colonne;
do i=l to (distinct)-1;
pondere=ponderellcolonne;
end;
do i=2 to distinct;
pondere[l :i,i:i]=colonne[i:i, 1:1];
end;
omega=vecvec/pondere;
V=omega;
/* Extraire les T(T+l)/2 elements distincts de la matrice
descovariances (covar), colonne par colonne vers un vecteur
«colonne».*/
colonne=covar[ 1 :taille, 1:1];
do i=2 to taille;
colonnei=covar[i:taille,i:i];
colonne=colonne//colonnei;
end;
/* Construction de la matrice jacobienne. Matrice P obtenue de
l'équation 3.9 . Voir annexe D.*/
jacobien=j (distinct,taille+1,0) ;
somme=0;
do i=l to taille;
if i>l then saut=taille-i+2;else saut=0;
somme=somme-i-saut;
jacobien[l-l-somme:distinct,i:i]=l;
j acobien [ 1 -l-somme : 1 -l-somme,taille-l-1 : taille-l-1 ]=1 ;
end;
*printj acobien;
/*Calcul de l'équation 3.12 en utilisant différente matrice ci.*/
do i=l to 3;
if i=l then omegainv=i(distinct);
/*mco*/
if i=2 then omegainv=inv(diag(vecdiag(omega)));
/*heteroscedasticite*/
if i=3 then omegainv=inv(omega);
/*mcg*/
estimate=(inv(t(jacobien)*omegainv*jacobien))*(t(jacobien)*omega
inv*colonne);
res=colonne-(jacobien*estimate);
ec_type=((vecdiag(inv(t(jacobien)*omegainv*jacobien))#(t(res)*res
))/(distinct-taille-l))##0.5;
t=estimate#((ec_type)##-1 ) ;
tt=2*( 1 -probt(abs(t),distinct-taille-1 ));
tab_mco=round(estimatellec_typelltlltt,0.00001);
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tab_diag=round(estimatellec_typelltlltt,0.00001 );
tab_mcg=round(estimatellec_typelltlltt,0.00001);
liberte=(taille*taille-tailIe-2)/2;
pi=t(res)*omegainv*res*nb_ind;
chi= 1 -probchi(pi,liberté);
if chi>0.05 then test=l ;else test=0;
_MCO_=pillnb_indlllibertellchilltest;
titre={pi nb_obs liberté chi_2 test};
/*Calcul de 3.14 selon Newey(1985), Voir Abowd et Card*/
P=i(distinct)-
jacobien*inv(t(jacobien)*omegainv*jacobien)*t(jacobien)*omegain
v;
R=P*V*t(P);
pi_new=t(res)*R*res*nb_ind;
chi_new=l-probchi(pi_new,liberte);
if chi_new>0.05 then test_new=l;else test_new=0;
Newey=pi_newllnb_indlllibertellchi_newlltest_new;
titre_tab={Coeff Ec_type t prob} ;
if i=l then print tab_mco[colname=titre_tab];
if i=l then print "Si test=l, on accepte la structure en martingale";
if i=l then print Newey[colname=titre],_MCO_[colname=titre];
if i=2 then print
tab_diag[colname=titre_tab],Newey[colname=titre],marting[colnam
e=titre];
if i=3 then print
tab_mcg[colname=titre_tab],Newey[colname=titre],marting[colnam
e=titre];
end;
**************************************************
Début des calculs de l'équation 3.2;
/* inséré des lignes de zéros si "y"=.*/
/*Balance en insérant des lignes de 0 (zéro).*/
xy=xlly;
do j=l to n*taille;
if xy|j:j,nb_var+l:nb_var+l]=. then xy[j:j,l:nb_var+l]=0;
do k=l to nb_var+l;
if xy[j:j,k:k]=. then xy[k;k,l:nb_var+l]=0;
end;
end;
/* redivise la base de données*/
x=xy [ 1 :n*taille, 1 :nb_var];
y=xy[l :n*taille,nb_var+l :nb_var+l];
/*Boucle du calcul*/
do i=l to 3;
/* en utilisant différente matrice ci*/
if i=l then covi=i(taille);
/*mco*/
if i=3 then covi=inv(covar);
/*heteroscedasticite*/
if i=2 then covi=inv(diag(vecdiag(covar)));
/*mcg*/
submatx=x[ 1 ;taille, 1 ;nb_var] ;
submaty=y [ 1 : taille, 1:1];
sxi=t(submatx)*coYi*submatx;
sy i=t(submatx) * covi * submaty ;
do 1=1 to n-1 by 1;
submatx=x[taille*l+l :taille*(l+l),l :nb_var];
submaty=y [taille*l+1 : taille * 0+1 ), 1:1 ] ;
sxi2=t(submatx) *co vi * submatx;
sy i2=t(submatx) *co vi * submaty ;
sxi=sxi+sxi2;
syi=syi+syi2;
end;
sxi=inv(sxi);
beta=sxi*syi;
res=y-(x*beta);
ec_type=(vecdiag(sxi#(t(res)*res)/(nb_obs-nb_var)))##0.5;
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verif=vecdiag(sxi);
t=beta#(ec_type##-1 );
tt=2*( 1 -probt(abs(t),n*taille-19));
nom={Cte Educ EducExp T TT Age Maie Celiba Am_col
American};
titre= {Coeff Ec_type t prob} ;
edu_mco=betallec_typelltlltt;
edu_mcg=betallec_typelltlltt;
edu_diag=betal lec_typel Itl Itt ;
if i=l then print edu_mco[rowname=nom colname=titre];
if i=3 then print edu_mcg[rowname=nom colname=titre];
if i=2 then print edu_diag[rowname=nom colname=titre];
end;
use Données*
read ail var'{CTE EDUC EDUC_EXP T TT AGE_T1 MALE
CELIBA AM_COL AMERICAN
D1 D2 D3 D4 DEl DE2 DE3 DE4} into x;
nb_var=ncol(x);
read ail var{SALAIRE} into y;
quit;
^ ^  ^  «1^ aii* ^  si» si» si» si» si» si» ^  ^ ^  ^ ^ ^ si» ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^5|s »|s ^  ^  ^^ ^^^ ^ »^ ^  ^ »ïs »^ »^ »^ «fs »ys »^ »^ »^ »Xs 
Calcul en utilisant proc reg. Plutôt une etape de vérification.;
data Données;
set Données;
proc reg;
model salaire=EDUC EDUC_EXP T TT AGE_T1 MALE CELIBA
AM_COL AMERICAN D1-D4 DE 1-DE4;
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