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The current understanding of pinned Brownian bridges is based on the Onsager-Machlup (OM) functional.
The continuous-time limit of the OM functional can be expressed either by using the Fokker-Planck equation or
by using the Radon-Nikodym derivative with the help of the Girsanov theorem and Ito’s lemma. The resulting
expression, called here, the Ito-Girsanov (IG) expression, has been used as a basis of algorithms designed to
create ensembles of transition paths, paths that are constrained to start in one free energy basin and end in
another. Here we explore the underlying formalism and show that the IG expression originates in a limit that
is only conditionally convergent. Thus without a sound mathematical foundation, the IG expression produces
unphysical results when used in computer algorithms that are designed to elucidate chemical transitions. The
consequence of this underlying mathematics is that the flaws in computer algorithms designed around the
IG expression cannot be removed. Despite the similarity between the theory of these pinned classical paths
and quantum paths, the continuous-time limits of each differ. In particular, the factor of i =
√−1 in the
quantum action removes the infinities that are present when considering classical Brownian paths, removing
the conditions on the convergence of continuous-time limit of the quantum propagator.
PACS numbers: 05.40.-a, 05.10.Gg, 05.40.Jc
As a function of some external parameter, such as
the temperature, the equilibrium state of a molecule
may change, thereby modifying its physical properties.
In such events, the energy barrier between the starting
and ending free energy basins limits the transition rate.
When the thermal energy is small compared to the bar-
rier, the rate can be small enough that the transition is a
rare event. To illuminate these rare events, one can look
at transition paths where the endpoints are pinned in dif-
ferent free energy basins and where the atomic motion is
described by Brownian dynamics. The understanding of
these pinned Brownian paths is important for uncovering
the driving mechanisms of molecular transitions, for ex-
ample in the biochemistry of protein folding1. Onsager
and Machlup2 used the overdamped Langevin equation
(Brownian Dynamics) as a basis for determining path
probabilities in terms of the path variables themselves.
Their work gave rise to an expression that has become
known as the Onsager-Machlup (OM) functional. The
particle dynamics is described by the Brownian stochas-
tic differential equation (SDE) and is dependent on the
choice of the time increment ∆t. Many3–7 have used
this approach to tackle various problems in path sam-
pling. The path sampling approach has the useful feature
where the initial and final states can be defined to be in
two separate free energy basins, and the rare transition
paths between these basins can be efficiently explored.
The continuous-time limit (∆t → 0) of the OM
functional is used to construct the Ito-Girsanov (IG)
expression8. We examine computer algorithms that use
the IG expression and that are designed to sample the
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aforementioned Brownian paths with fixed end points.
Although the Feynman-Kac formula has been proven for
the infinite dimensional case of continuous time, its be-
havior when the dimensionality is finite (∆t > 0) makes
the limiting process only conditionally convergent since
the kernal (of the path integral) approaches zero as the
normalization factor goes to infinity in the ∆t→ 0 limit9.
In this paper we show that, when dimensionality is fi-
nite (∆t > 0), the use of the IG expression in path
sampling algorithms does not have a firm mathemati-
cal foundation. Here it is important to note that the
Ito-Girsanov (IG) expression is not a measure but the
change of measure between paths that correspond to two
different SDEs or diffusions; one of which is free Brown-
ian motion Using this IG expression as a measure to com-
pare the relative probabilities of two arbitrary paths in
computational Metropolis algorithms can, and does, lead
to unphysical results as has been previously shown10,11.
In addition, we emphasize that minimizers of the IG ex-
pression, used for example, in large computer codes7, can
be unphysical12. When using a nonzero time increment,
one has discarded an infinite number of degrees of free-
dom; the lack of the corresponding fluctuations is not
sufficient to smear out the sharp minima that the IG ex-
pression contains. We also examine the role of the (time)
length of the path, and refute the unsubstantiated claim
made in the literature13 that short and long paths behave
differently. In particular, the value of the OM functional
cannot be used to distinguish between short paths that
do or do not cross an energy barrier. Additionally, in the
appendix of this work, we look at a particle moving in
simple two-dimension potential with multiple (two) sad-
dle points. In this example, the minimizer corresponds
to a route through the wrong saddle point, again demon-
strating the unreliability of the approach.
For the sake of clarity, in the main body of this work,
2we restrict our discussion to the problem of a single par-
ticle moving in one spatial dimension, x, under the in-
fluence of a potential, U(x). The Brownian SDE can be
written as
dxt = F (xt) dt+
√
2 ǫ dWt (1)
where the position x is a function of time t, F (x) =
−U ′(x) is the conservative force, ǫ is the temperature,
and the last term is the standard Wiener process which
represent the random forces (white noise). Computation-
ally the Euler-Maruyama method14 transforms the SDE
for a nonzero time increment ∆t to the following,
xn+1 = xn + F (xn)∆t+
√
2ǫ∆t ξn (2)
where the index n is related to the time t = n∆t, and ξn
is a Gaussian distributed random variable having mean
zero and unit variance. Onsager and Machlup2 then
pointed out the path probability, POM , was given by the
product
POM ∝ Πn exp
(− ξ2n/2) (3)
and with Equation 2, could be expressed as POM ∝
exp
(− IOM ) in which IOM is a function of the path vari-
ables, that is,
IOM =
∆t
4 ǫ
∑
n
∣∣∣xn+1 − xn
∆t
− F (xn)
∣∣∣2 . (4)
This expression for IOM defines the OM functional away
from the ∆t→ 0 limit.
Much later Graham15 and others16–19 indicated that
the OM functional could be interpreted as a ”thermo-
dynamic action” and used in a similar manner that
is done in the path integral formulation of quantum
mechanics20,21. That is, the OM functional could be
used to produce a thermodynamically relevant ensem-
ble of paths with fixed starting and ending points: the
starting point is x(0) = x− and the endpoint is fixed at
FIG. 1. Histogram of endpoints plotted along with the ex-
pected result (solid line). Calculation uses ǫ = 1, T = 1, and
∆t = 2 × 10−6.
x(T ) = x+. We define P∆t(x+, T |x−, 0), an analog to
the single particle propagator from quantum mechanics,
to be the probability that the particle starts at t = 0 with
position x− and at a time t = T the particle position is
x+. This function can be expressed as
P∆t(x+, T |x−, 0) ∝
∫
D[x] exp(− IOM ) (5)
with the proviso that the endpoints are fixed as specified
above.
In the large T limit, to be consistent with thermody-
namics, this probability is independent of x− and is given
in terms of the Boltzmann factor as
lim
T→∞
P∆t(x+, T |x−, 0) =
exp
(− U(x+)/ǫ)
Z
(6)
where Z is the normalization factor (the partition func-
tion). Note that when the force is ”globally Lipschitz,”
the limit ∆t→ 0 is guaranteed to converge to the correct
thermodynamic value22; otherwise it may not.
Before moving to the continuous-time measure, let us
examine values of the OM functionals that is consis-
tent with Equation 2. In the case where the poten-
tial is zero, the conditional probability in Equation 6
can be calculated and is given by P∆t(x+, T |x−, 0) =
(4 π ǫ T )−1/2 exp
(
− (x+−x−)24 ǫ T
)
. To understand how the
OM functional behaves in this special case with zero po-
tential, we iterate Equation 2 many times (500,000) with
x− = 0 and examine the ending points of the trajectories.
In Figure 1 we show a histogram of the ending points of
these iterations. It is not surprising that this simulation
yields the correct Gaussian distribution of endpoints; the
sums of Gaussian deviates are Gaussian distributed. We
also looked at the value of IOM and how it varies as a
function of the ending position. Examining how the value
of IOM varies as a function of these endpoints yields an-
other unsurprising distribution. In Figure 2, we see that
the value of IOM is almost flat, with at most a 1% vari-
ation. Note the absence of any correlation between the
FIG. 2. The normalized value of IOM plotted as a function of
ending position for the zero potential case. The normalization
factor is simply .5 T/∆t, where T is the duration of the path.
3FIG. 3. Histogram of endpoints plotted along with the Boltz-
mann factor (solid line) using the potential given in Equation
7. Calculation uses ǫ = 0.25, T = 500, and ∆t = 1 × 10−3.
value of IOM and the value of the endpoint (of the trajec-
tory). This is what is expected since the variance of each
set of deviates is independent of the sum of the deviates.
We now repeat the above exercise for the case where
the potential is nonzero. In particular, we chose a poten-
tial that has been studied before11, namely
U(x) =
( 5
2
x+ 1
)2 ( 5
8
x− 1
)8
(7)
which has two degenerate wells, a unit energy barrier
at the origin, a broad well on the right and a narrow
(quadratic) well on the left (of the origin). By again iter-
ating Equation 2 many times (500,000) with x− = −0.4
and examining the distribution of endpoints (see Figure
3), we find the ending points are very represenaitive of
the Boltzmann distribution. Note that the information
about the starting position was lost. In Figure 4, we
again show that the value of IOM is again essentially flat,
even when the potential is nonzero. As shown in this fig-
ure, no correlation exists between the value of IOM and
the ending point of the path. As previously stated:11
the noise originates in the heat reservoir which has no
knowledge of what system is under investigation.
Since IOM is flat, the distribution of endpoints is sim-
ply governed by the path multiplicity. This multiplicity
can be viewed as the inverse Jacobian of the transforma-
tion that relates the probability of paths to the single par-
ticle propagator, P∆t, Equation 6. In the case where the
potential is zero, the number of paths with the Gaussian
deviates summing to a large number is small compared
to the number of paths where the sum is small. When
the potential is nonzero, for long enough paths, positions
are being visited in a manner that is consistent with the
Boltzmann distribution. The path is more likely to visit
points with low values of the potential compared to those
with high values. The position at time T is not special,
and thus the endpoints are also distributed according to
the Boltzmann probability (as long as T is significantly
larger than the barrier crossing time).
We now address what happens when the path length
is shorter than the inverse of the transition rate. We
repeated the above calculation only changing the path
length, decreasing T from 500 to 1. As expected we find
that only a small fraction (0.0026) of the 106 trajectories
contained a barrier hopping event. The paths had the
same starting point x− = −0.4. If a position along the
path exceeded 1.6, we classified the path as containing a
transition. We tabulated the values of the OM function
for all 106 paths, and separately plotted (in Figure 5)
the histogram for paths that contained a transition and
a second for those that did not. From Figure 5, one
sees that the values of the OM functional cannot be used
to differentiate the two types of paths. The rareness of
the transition does not come from the value of the OM
functional; the OM functional is flat: it is the same for
all paths. It is simply an uncommon event to have the
noise sequence that is sufficiently coherent to propel the
particle over a barrier. It is much more common for the
particle to fail to cross over to the other well. In Figure
5 we show that short and long paths behave in the same
way: the path multiplicity governs the position at the
end of the path and not the value of the OM functional.
Unlike for long paths, the end point for short paths is not
govern by the Boltzmann distribution, but by the height
of the energy barriers.
Now we turn to the question of what happens in the
continuous-time limit. The approach has been to first
take the continuous-time limit of the OM functional23,24.
In particular, the limit can be extracted21 from the
Fokker-Planck equation and written, in an informal man-
ner, as
IIG = lim
∆t→0
IOM =
U(x+)− U(x−)
2 ǫ
+
1
2 ǫ
∫ T
0
dt
(
1
2
(dx
dt
)2
+G(xt)
) (8)
with G(x) = 12 |F (x) |2 − ǫ U ′′(x). The subscript IG
is used because one gets a similar form using the
FIG. 4. For long paths, the normalized value of IOM plotted
as a function of endpoint for the potential of Equation 7. The
normalization factor is simply .5 T/∆t, where T = 500 is the
duration of the path.
4Radon-Nikodym derivative, Girsanov’s theorem and Ito’s
lemma8. At this point, it is instructive to again point out
that, away from the continuous-time limit, the value of
IOM is effectively flat, and continues to be so, even as
∆t gets smaller and smaller. Note that when ∆t is small
(but nonzero) IOM is proportional to the variance of the
Gaussian random numbers, see Equations 3 and 4, for
any path that is compatible with the Wiener process, i.e.
thermodynamics.
For any ∆t > 0, no path is special in that the value
of IOM is essentially the same for all paths; no path is
anointed to be the ”most probable.” In the continuous-
time limit, the infinite number of degrees of freedom wash
out the structure in the IG expression. But, when work-
ing with computer algorithms, one only has a finite num-
ber of degrees of freedom and those are not sufficient to
produce the fluctuations needed to smear out the struc-
ture.
Further examination of Equation 8 leads to a more se-
rious problem: IIG diverges in the continuous-time limit
(as ∆t→ 0). The quantity∑n ∆t(∆x/∆t)2 is propor-
tional to the ratio T/∆t which diverges in the continuous-
time limit. We now must examine the ramifications of
this divergence which is dire for the classical problem
studied here but, as discussed below, of little consequence
when it occurs when using quantum Feynman path inte-
grals..
It is illuminating to compare the discrete action (IOM )
and the continuous-time limit (IIG) for the case of a van-
ishing force. Without the force, the integral in Equation
5 can be evaluated by factoring IOM , namely
P∆t(x+, T |x−, 0) ∝ Πn
(∫
dxn exp
{
−
(
xn+1 − xn
)2
4 ǫ∆t
})
= (4 π ǫ T )−1/2 exp
{
− (x+ − x−)
2
4 ǫ T
} .
(9)
Evaluating the path probability in this way gives a result
which is consistent with free diffusion. This evaluation
uses the same regularization that is used for quantum
FIG. 5. For short paths, the histogram of the number of
occurrences of the normalized value of IOM for the potential
of Equation 7. The normalization factor is simply .5 T/∆t,
where T = 1 is the duration of the path, and ∆t = 10−3. The
histogram on the left (right) plots the OM functional for the
paths that made no (at least one) transition.
path integrals25. However, unlike the quantum case, the
limit is not absolutely convergent, even using the reg-
ularization trick. If one uses IIG, the continuous-time
limit of IOM , a different result is found for this simple
case: lim∆t→0 P∆t becomes an ill-defined product of 0
and ∞; the latter coming from the normalization inher-
ent in Equation 5. Clearly, even in this very simple case,
these two limiting procedures are not compatible.
Additionally, since the divergence of the IIG is inde-
pendent of the potential, this limit of P∆t is ill-defined
even when the potential is nonzero. Thus P∆t in the
continuous-time limit is only conditionally convergent.
The Fokker-Planck equation describes the time evolution
of the spread of the probability density function. And
the Feynman-Kac Theorem connects the Fokker-Planck
equation to the Brownian dynamics in continuous time.
Note that although the Feynman-Kac Theorem holds in
continuous time, the zero coming from exp
(− IIG) and
the infinity coming from the normalization combine to
get something sensible9 only within the associated mea-
sure theory. However computational methods must use a
finite representation of path, and thus do not contain the
infinite (path) multiplicity needed to cancel the vanishing
of exp
(− IIG) as an infinite number of degrees of free-
dom have been ignored. Thus IIG does not possess the
mathematical foundation that it needs to be considered
a path probability measure in finite dimensions, that is,
when ∆t > 0.
In this way, classical path integrals differ from their
quantum mechanical counterparts. The factor of i =√−1 in front of the action alters the convergence prop-
erty of the free quantum propagator (as compared to the
classical, Brownian case). In the classical case, all contri-
butions to P∆t are nonnegative. For the quantum prop-
agator, the factor of i =
√−1 turns the role of IOM into
a simple phase, and the relevant term is its modulo 2 π.
Thus the main contributions26 to quantum single parti-
cle propagator come from the Feynman paths where this
phase factor is ”stationary.” Contributions to the quan-
tum propagator are then of both signs27. Thus in the
quantum case, the limiting process does not depend on
the order of operations. Computational algorithms that
produce accurate results when ∆t > 0 in the quantum
case, fail in the classical case of evaluating the probabil-
ity of pinned Brownian paths when using the continuous-
time limit of the OM functional.
The observations reported here have an impact on
other areas of research. For example, in the numeri-
cal methods designed by Kappen and Ruiz28 to analyze
path integral control problems in continuous time, the
sampling of the uncontrolled dynamics is used. If the dy-
namics is doubly constrained, this numerical method will
suffer from the same problems as described above. Other
works29,30 are derived in the continuous-time limit, and
thus those algorithms may produce unphysical results for
the same reason. Path integral methods for these prob-
lems originate from a limit that is only conditionally con-
vergent. The derived computer algorithms do not possess
5the mathematical foundation to ensure that the ensuing
calculations remain physical. Moreover this paper may
have ramifications for techniques used for data assimi-
lation in continuous time as some are ”in part adopted
from the theory of optimal nonlinear control.”31
In summary, while the continuous-time limit of the
OM functional is given by the Ito-Girsanov (IG) change
of measure, using this expression in an algorithm to
sample transition paths can produce grossly unphysical
results10,11. Here, we have shown that the reason behind
this result is the absence of a firm mathematical foun-
dation. The divergence of the continuous-time limit of
the OM functional renders the IG expression useless if
the goal is to develop computer algorithms for construct-
ing a physically relevant, thermal distribution of pinned
paths. This divergence cannot be offset without the in-
finite multiplicity of paths that only exist in continuous
time. Thus computer algorithms that use discrete time
lack this infinite multiplicity even as the time increment
becomes tiny. It is in this sense that the continuous-time
limit can be considered singular. The Feynman-Kac the-
orem holds only in the infinite dimensional space of con-
tinuous time and not in the finite dimensional path space
where computational algorithms operate. The computa-
tional algorithms used to understand quantum path in-
tegrals fail when used for pinned Brownian paths. Thus
the use of IG expression should be avoided. If one insists
on using the IG expression3,6,7,13,32–34, one must be pre-
pared to find unphysical results. A variety of examples
have been published before12 demonstrating the unphys-
ical behavior of minimizers of the continuous-time limit
of the OM functional. In the appendix below, we explore
yet another example where the minimizer is obviously
unphysical in that it identifies a transition state that is
inconsistent with thermodynamics. In a recent paper11,
we showed that even if one used the Ito-Girsanov ex-
pression in robust sampling algorithms, one may obtain
unphysical results. Taken together with the above, these
illustrate the unreliability of interpreting the continuous-
time limit of the OM functional as a probability measure.
Here we trace the origins of this behavior back to the
limiting process, which is only conditionally convergent.
Similar problems exist in a wide range of areas that use
doubly-constrained Brownian paths in continuous time
and thus have the same ill-defined mathematical founda-
tion. However, the limiting process of quantum counter-
part to this classical path representation does not have
such a problematic limit. The factor of i =
√−1 turns
the OM functional into a phase, eliminating the diver-
gence of the single particle propagator in the continuous-
time limit.
APPENDIX
It is important to note that some researchers
have already incorporated the minimization of the
OM functional (the thermodynamic action) into large
FIG. A.1. Contour plot of the potential described in Equation
A.1. The wells of equal depth are denoted by A and B. The
saddle point in the narrow channel is denote by C and the
one in the wide channel by D. The local maximum is denote
by M .
codes7,13,32,34. Researchers who dogmatically use the
MinActionPath6 or PATH7 codes should recognize that
this procedure is unreliable in that their results may be
extremely unphysical. We provide the following exam-
ple to illustrate one of the many ways where one can go
astray: a case where the minimizer of the OM function
identifies a transition state and pathway that conflicts
with thermodynamics. Consider a particle moving in the
following two-dimensional potential:
U(x1, x2) =4(x
2
1 + x
2
2 − 1)2x22 − exp
(−4((x1 − 1)2 + x22))
− exp(−4((x1 + 1)2 + x22))+ α1 x2
+ exp
(
8(x1 − 1.5)
)
+ exp
(−8(x1 + 1.5))
+ exp
(
α2(x2 + 0.25)
)
+ 0.2 exp
(−8x21).
(A.1)
The choice α1 = 0 and α2 = −12.163839304988416 was
investigated before.12 Here we keep the same value of
α2 and choose α1 = 1/2. This potential looks fairly in-
nocuous, see Figure A.1; it possesses two (degenerate)
minima, one local maximum and two saddle points. Two
different channels exist for the particle to move from well
A to well B. The barrier at C is about 42% larger than
the barrier at D. The direct path lies in a wide channel
and has the smaller energy barrier at D. The circular
path lies in a narrow channel and has the larger energy
barrier at C.
We then look for minimizers of the continuous-time
limit of the OM functional when the paths are con-
strained to start at A and end at B. We chose a tem-
perature to be one-quarter of the barrier height at D:
ǫ = (UD−UA)/4. We studied two different path lengths,
T = 5 and T = 25. Using forward integration of the
SDE (2-dimensional generalization of Equation 2), we
found the transition rate, R, is about R ≈ 0.02 which
gives an average time between transitions of about 50.
The smaller choice for T is roughly 1/10 of the inverse
transition rate. Thermodynamics would tell us that the
particle is more likely to pass over the lower energy bar-
6FIG. A.2. The paths that generate local minima of the OM
functional. The solid line is the direct route, passes through
the lowest barrier at D. The dotted line is the circular route,
passes through the higher of the two barriers but gives the
lowest value for the OM functional.
rier (at D), and this is confirmed by forward integra-
tion of the SDE. The minimizers of the IG expression
are shown in Figure A.2; the dependence of T cannot be
seen at the level of detail displayed in the figure. For
both values of T , we obtain the unphysical result that
the minimum value for the continuous-time limit of the
OM functional is attained by the path that passes over
the larger barrier (at C). This result is consistent with
the results discussed in the main section of this paper;
long and short paths behave similarly. Furthermore this
minimizer indicates the particle tends to spend time near
the points with x1 = ±0.266 and x2 = 1.014 which do
not correspond to any feature of the potential U , defined
in Equation A.1, but are artifacts of including the Lapla-
cian in the definition of G. For values of T ≥ 25, the
minimizing paths would be very similar; for these larger
values of T , the particle simply spends a longer time at
the same unphysical positions, i.e. the minima of G.12
As T becomes smaller than 5, eventually the minimizer
would become ballistic in that the values of the potential
becomes irrelevant.
Fluctuations play an important role by washing out
sharp structure in the IG expression and thus diminish-
ing the importance of the minimizer. Note that when
∆t > 0, an infinite number of degrees of freedom are dis-
carded and the remaining (finite in number) ones may
not be sufficient to do this11. For computer algorithms,
one is relegated to using a finite representation, and thus
unphysical effects creep into the resulting calculations.
With this example, we aim to remind researchers13,33
that minimizers of the IG expression, the continuous-time
limit of the OM functional, are unreliable in that they
can produce unphysical results including identifying un-
physical transition states and pathways. The unphysical
results found in the above example are quite insensitive
to the path length in contrast to the speculative remark
in the literatures13.
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