This paper describes a real-time EtherCAT Master library. The library is developed using Xenomai. Xenomai is a real-time development framework. It cooperates with the Linux kernel, in order to provide a pervasive, interface-agnostic, hard real-time support to user-space applications, seamlessly integrated into the GNU/Linux environment. The proposed master library implements EtherCAT protocol for master side, and supports Application Programming Interfaces(APIs) for programming of real-time application which controls EtherCAT slave.
Introduction
EtherCAT implements master/slave architecture over standard Ethernet. The master controls a chain of EtherCAT devices. There have been some EtherCAT masters developed on several different platforms [1] . Some of the masters support real-time operations while some others only do non-real time operations [2] .
In some applications, real-time performance is vital to control an intelligent and dynamic system. Especially in robotics, real-time performance is critical because each component of the system should work in corporation and coordination. As an example, time-critical coordination of motions of joints and sensors is indispensible for a humanoid robot which has many degrees of freedom(over 30) to function successfully [3] . In this case, a protocol which supports fast transfer and guarantees strict synchronization is required. EtherCAT is one of the promising protocols for this purpose [4, 5, 6, 7] . The master library developed in this research provides APIs enabling application developers to communicate with and control EtherCAT Slaves. The library uses Xenomai to provide real-time support with the order of micro seconds of latency.
Generally, EtherCAT master plays an intermediary role between application and EtherCAT slave [6] . Most of the masters work in transparency to application layer. Master services run in back-ground and are responsible for managing slave states, processing data and responding to application requests.
The main characteristic of a slave device is its state. In each state, slave device just can execute some specific services. Most of services can be executed in operational state. Therefore, before allowing application layer to communicate with slave, master must setup the proper state for the slave device.
The paper begins with introduction in section I, followed by discussions on Xenomai in section II. Section III explains system structure of a robot in which the master is implemented. Section IV describes how the master is designed. The proposed system is implemented and tested. The result of the test is detailed in section V. Section VI closes the paper with some remarks on the proposed master design.
Real-Time Operating System
A robot system is required to be real time system. Especially for a humanoid robot which is highly dynamic system to work in robust and stable manner, real time performance with the servo frequency of kilo hertz is strongly recommended [3] . There are some operating systems or platforms which support real-time operation: Windows CE, INtime, RTLinux, RTAI, Xenomai, BlueCat Linux, MontaVista Linux, and TimeSys Linux [8, 9, 10] .
With a licensed product, we can obtain a good service but they only support in the limited range. Even if the solution is not the best design for our system, we can not modify it. On the other hand, for an open source product, we can modify the source code to make it best suitable for our system. Linux is open source product which is widely in use.
Use and support RTDM layer. However, they have some differences in the goals and the way for implementation. RTAI is focused on improving performance to get the lowest latency, while Xenomai considers extensibility, portability and maintainability as well as low latency [11, 12] . Table 1 compares RTAI and Xenomai. Xenomai supports a lot of CPU architectures and APIs. This feature enables users to port applications from one to another architecture. Besides, the mailing list of Xenomai project provides good support for the developers with its prompt and active responses. In these respects, Xenomai is used to develop real time EtherCAT master library in this research.
System Architecture
The robot system in this work consists of the four layers: Applications, EtherCAT master, Xenomai, and real-time driver. Each layer has the following functions. Fig.1 . depicts the architecture.
(1) Application layer: Users use the master library to develop their own applications.
(2) EtherCAT Master: We use APIs which Xenomai supports to develop real-time EtherCAT master Library in user space. It includes two main parts: XML parser and EtherCAT master core. XML parser is needed because the configuration information of slaves is obtained from XML file. EtherCAT master core is responsible for managing slave states and enables data communication between application and slaves. It begins to work when user application calls the function "Start()," and runs until the function "Stop()" is called. User application accesses EtherCAT master services by calling EtherCAT master APIs.
(3) Xenomai-Linux platform: The platform supports realtime system calls which can be used in user space or kernel space. Native and POSIX APIs are used to develop EtherCAT Master Library. Xenomai includes various layers. The Adeos plays the role of virtualizing hardware interrupts; this layer provides basic service of enabling the Linux to run in real-time which is the attribute of Xenomai. The Adoes is directly exposed to the hardware abstraction layer. Most of the requests for Adeos services are issued from HAL layer. The nucleus layer realizes real-time functionality.
(4) RTnet -Real time driver: After installing Xenomai to endow the standard Linux with real-time capability, all standard Linux services still run normally without updating new driver. Non real-time task can still use devices with old (non real-time) drivers. However, if a real-time task use non real-time services it will be changed to secondary mode and run as normal Linux tasks. To obtain hard real-time response, realtime driver must be used. For this purpose, RTnet is the best solution [9, 12, 13] . RTnet supports several popular NIC adapters including Gigabit Ethernet. In case of EtherCAT master, RTnet provides POSIX socket APIs enabling real-time communication with slaves. 
EtherCAT Master Design
It is desirable for the real-time EtherCAT master library to be simple, efficient and user-friendly to provide users with convenient tool for slave control. In addition, portability to other architectures is very important for the master. At present, C and C++ are supported in many architectures and they are familiar to most of the developers. So using Native and POSIX APIs is a good choice to satisfy these requirements. The proposed architecture is shown in Fig. 2 .
Fig. 2 EtherCAT master library
There are four major components in the master library: Config info, sender/receiver, master controller, and Cyclic.
They have the following functions.
(1) Config info stores the information about slaves.
(2) Sender/receiver is responsible for sending and receiving packets in real-time.
(3) Master controller which is the heart of master library manages all operations.
(4) Cyclic maintains the communication between master and slave.
To obtain the best performance of the tasks, each component should have suitable priority. XML parser gets information of slaves from configure file and then saves the information into Config info object. The response time for this task impose no restriction on the overall performance because it just run only once when user starts the library. So the XML parser has the lowest priority.
To read information from XML file, one can also use an XML parser library available from GNOME such as libxml2. However, in case of EtherCAT master, there are some features which impede application of libxml2. One of the disadvantageous features is the size of the library. Big size of the library causes some problems when porting it to an embedded system [14, 15] . To solve the problem, this paper proposes developing a simple XML parser module which fits to EtherCAT master implementation.
EtherCAT frame header does not include any headers of transport layer or network layer. To send and receive packets, the proposed master uses raw socket with real-time network driver supported by RTnet. The priority of the sender can be adjusted depending on the importance of the data. If it is required to send a data urgently, sender will be assigned higher priority(TASK_PRIO 99). Cyclic frame is sent by the sender with high priority(TASK_PRIO 97). Sender always runs to get response packets from the slave with the same priority.
While a slave is running, most of constructions which control slave are included in some fields of cyclic frame. It means that cyclic frame format will not change. Therefore, to improve the performance, cyclic frame is cached in memory and sent to slaves after a period of time. Some fields of cyclic frame will be updated if needed.
Master controller is the most important component. It controls other components, processes data and issues suitable action to control slaves. As we discussed above, EtherCAT slaves have different characteristics from other types of devices. One of the characteristics is the state of slaves. There are several states of slave: Init state, Pre-Operational, SafeOperational, Operational, and Bootstrap(optional).
Each state has its required services. Master should provide all services required after slaves confirm the state change. The transition from Init state to Operational state follows the sequence: Init, Pre-Operational, Safe-Operational, and Operational. In order to change the slave state to Operational, a developer can change the state in sequence, or change the state at the same time.
Though the time needed to create one EtherCAT frame header is small, it increases with the number of packets. To optimize the payload of each packet sent, it is required to change all slave states at the same time. Basically, we have three state changes for a slave: Init to Pre-Operational (I2P), Pre-Optional to Safe-Operational(P2S), and Safe-Operational to Operational (S2O).
The proposed solution to I2P stage will be explained. Similar approach is used for the solution to other stages. In this stage, master must provide all the services which the slave requires. Information about these services stored in init command with transition field is "IP." We create a frame containing all services required and send the frame to slaves, and in turn, create other frames until all the slaves change to Operational state.
On master side, we can not change the time between sending a packet and receiving the response from slave for the packet, because it depends on the number of slaves and the process time of each slave. To minimize the time between two packet sending, we assign high priority(TASK_PRIO 98) to the master controller task. Though TASK_PRIO 98 is not the highest priority, controller task always runs until EtherCAT master stops. As we discuss above, a sender task has the highest priority (TASK_PRIO 99). However, the task is created by master controller task, and stops itself after finishing data sending. Therefore, only one master controller task runs with the highest priority, so that the master provides real-time services to users.
The APIs should be easy to use to make the master library as simple as possible to the user. The API has the five functions.
(1) LoadConfig() function: This function should be called before any other function call. XML parser will parse the information stored in XML file and save it into the Config Info object.
(2) Start() function: The function Start() lets the master controller use information stored in Config Info object to change all slaves' state to Operational. In addition, Cyclic frame is created and sent to slaves after a period of time. Then, a user can use WriteData() or ReadData() function.
(3) WriteData() function: When this function is called, master updates cyclic frame and then send data to slaves immediately.
(4) ReadData() function: Master does not know when a user calls ReadData() function. It takes some micro seconds for the packets to be sent from master to slave. Master cannot store all packets. After receiving a packet, Receiver will store it in a buffer. If next packet arrives, the next packet will be overwritten to the buffer. Therefore, the ReadData() function returns the latest packet received from slaves.
(5) Stop() function: The function Stop() stops all master services and frees memory.
All the above functions are built as shared library so that a user can use these functions with no build time. But it can cause some complexity when a user compiles an application because Xenomai environment can have some new options in the shared library.
Experiments
Using the proposed approach, the authors have developed a real-time EtherCAT master library that provides several APIs to users. As an application which uses these APIs, a slave system which turns on and off LEDs is built. The master and slave system include a Xenomai -Linux PC and two EtherCAT slaves. The Xenomai -Linux PC has CPU Intel core 2 dual 2.8 GHz, 2 GB RAM, and 250 GB HDD.
In this application, we set Xenomai task to use a 200 microsecond tick. To capture real-time packet transfer, Wireshark with RTnet plug-in is used. It is found that in most of the cases it takes 200 microseconds to transfer a packet to and from the master and slave. A package has 60 bytes of data. The packet transfer time is shown in the Fig. 3 . Unlike other data transfer protocols, the extra time required to transfer data to the additional slaves is much less than 200 microseconds. The extra time is 1~2 microseconds per one slave system. However, in many other protocols, the data transfer time is multiplication of transfer time per slave and the number of slaves. 
Conclusion and Future Work
The proposed EtherCAT master library runs on XenomaiLinux PC. With one master and two slaves, the average transfer time is 200 microseconds per packet of 60 bytes. It is expected that on an embedded system with limited memory and processing power, performance of Xenomai based real time EtherCAT may deteriorate. It is suggested for further research that EtherCAT master be implemented on embedded Xenomai system and the performance of the EtherCAT master be analyzed for improvement [14, 15] . 
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