Abstract To identify recent studies in the scientific literature that evaluated structured postgraduate public health and biomedical training programs and reported career outcomes among individual trainees, a comprehensive search of several databases was conducted to identify published studies in English between January 1995 and January 2012. Studies of interest included those that evaluated career outcomes for trainees completing full-time public health or biomedical training programs of at least 12 months duration, with structured training offered on-site. Of the over 600 articles identified, only 13 met the inclusion criteria. Six studies evaluated US federal agency programs and six were of university-based programs. Seven programs were solely or predominantly of physicians, with only one consisting mainly of PhDs. Most studies used a cohort or crosssectional design. The studies were mainly descriptive, with only four containing statistical data. Type of employment was the most common outcome measure (n012) and number of scientific publications (n06) was second. The lack of outcomes evaluation data from postgraduate public health and biomedical training programs in the published literature is a lost opportunity for understanding the career paths of trainees and the potential impact of training programs. Suggestions for increasing interest in conducting and reporting evaluation studies of these structured postgraduate training programs are provided.
Introduction
One of the major roles of educational and research institutions is training the next generation of scientists and practitioners [1] [2] [3] [4] [5] [6] [7] . There are an estimated 37,000-68,000 persons with PhDs and 5,000 physicians in postdoctoral training positions in the USA [8] . Given the size and scope of the postgraduate public health and biomedical workforce training enterprise, one might expect reports of evaluating career outcomes of individuals who complete these training programs to be plentiful in the published literature. On occasion, institutions and foundations that support individual fellowships, such as career development awards, conduct and publish career outcome evaluations of awardees [9] [10] [11] . These evaluations include awardees across multiple institutions and the career development training, being individualized, is highly variable across awards. This is in contrast to evaluation of structured, postgraduate training programs offered on-site to a cadre of trainees. Evaluations of these structured programs in the literature are rare and predominantly limited to medical students and physicians [12] [13] [14] [15] .
As an example, in a comprehensive literature review of studies from 1966 to 2006 reporting relationships between career development (broadly defined) and mentoring programs in medicine, Sambunjak and colleagues found only 39 evaluation studies, 34 (87 %) of which used a crosssectional design [15] . A review conducted by BuddebergFischer of the literature from 1966 to 2002 identified only 16 evaluation studies of mentoring programs in medicine, and found most lacked structure (i.e., a defined curriculum) and included no defined short-term or long-term outcome measures [12] . In addition, most studies included in these two reviews had weak evaluation research designs [16] , including small samples sizes, no comparison populations, and use of self-reported data collected through one-time cross-sectional surveys of program graduates with the emphasis largely on measures of satisfaction with the program rather objective career outcomes [12, 14, 15] . Of particular concern with the cross-sectional design is that this captures only one point in time with no ability to follow accomplishments over a longer period.
The number and quality of studies focused on postgraduate training programs in the public health and biomedical disciplines represent a major lost opportunity. This lack of easily accessible evaluation data has become increasingly visible with national efforts to evaluate the biomedical workforce and postdoctoral experience [8, 17, 18] . A recent report on the future of the biomedical workforce from an Advisory Committee to the National Institutes of Health (NIH) Director highlighted the lack of data as one of the impediments to projecting career paths for postdoctoral scholars [8] . Partially in response to this, members of the committee issued a recommendation to evaluate training programs supported by the NIH and report these results so prospective trainees could have access to outcomes data.
With the broad and evolving changes in biomedical and public health research and practice, a constrained funding environment, and growing calls for accountability [8, 19] , this presents a good opportunity to examine the recent literature focused specifically on evaluating individuallevel career outcomes of participants in postgraduate public health and biomedical training programs with structured training provided on-site at the trainee's home institution and to provide a framework for future evaluations of these programs. Herein, the results from a comprehensive literature review of postgraduate public health and biomedical training programs outcome evaluations published from 1995 to 2012 are presented. The focus of this literature review was studies of full-time structured programs conducted within a given institution and reporting career outcomes of trainees. A secondary purpose of this report is to provide specific recommendations on how public health and biomedical training programs can take steps to improve or expand their evaluation efforts and the benefits likely to accrue from doing so.
Methods
The focus of this literature review was outcomes studies of full-time postgraduate structured public health and biomedical training programs (e.g., postgraduate programs in epidemiology, biostatistics, basic/laboratory science related to health, medical fellowships, nursing, health policy, or social and behavioral science related to health) with structured training provided on-site at the home institution. Only studies with career-oriented outcome data were considered, e.g., scientific publications, type of employment, career advancement, or receipt of grants. To help differentiate career-oriented from short-term training programs, participants had to be full-time postgraduate trainees (i.e., performing at least 40 h of work per week) in a structured program of at least 12 months' duration. Studies by institutions or foundations awarding individual fellowships were excluded because trainees work in a multitude of academic institutions with highly variable program structures and training experiences and often with no specific or defined curriculum across awardees. Studies based solely on graduate students, such as those of medical students, were excluded. In addition, evaluations of skills-based or similar training programs with outcomes, e.g., communication or surgical techniques, were excluded because they were short term in nature without career outcomes.
The authors worked closely with an experienced biomedical librarian/informationist at the NIH Library to select search terms and databases. Because there is no standard search strategy to identify published studies about postgraduate public health and biomedical training programs, the following search terms were utilized to search MEDLINE databases: Two junior members of the research team (A.K. and E.N.) received extensive training on the inclusion and exclusion criteria (Table 1) for this literature review from the senior authors (J.F-B. and D.N.), which included reviewing a test set of articles. Each of the junior members independently reviewed and coded half of the initial 598 articles. They then switched lists to determine if there was concurrence on articles to include. Articles identified for potential inclusion were provided to the senior members of the research team, who reviewed them independently of each other. Any disagreements about which articles to include were quickly resolved based on discussions between the senior authors. A total of seven articles met the above inclusion criteria. The reference lists from each of these articles was then systematically reviewed, which successfully identified six additional articles, for an overall total of 13 articles.
The senior authors then systematically abstracted information from each article, which included descriptions about the training program, demographic data on participants, years evaluated, study design, outcome measure(s), data source(s), presence of a comparison population, and inclusion of statistical testing results. Sources of evaluation data were classified as survey or archival; archival sources included program or other organization-specific databases (e.g., spreadsheets maintained by staff), scientific publication databases (e.g., PubMed), grants databases, or curriculum vita.
Results
Brief descriptions of the characteristics of each training program and their participants are provided in Table 2 . Ten studies were of programs in the USA [13, [20] [21] [22] [23] [24] [25] [26] [27] [28] , and most were at least 2 years in length [13, 21, 23, 25-28, 30, 31] . Six were evaluations of federal government-affiliated programs [13, 21, 27, [29] [30] [31] , six were university-based [20, [23] [24] [25] [26] 28] , and one had another affiliation [22] . The time period for examining career outcomes ranged from 1 year in several studies to up to 50 years.
Participants in seven studies were solely or predominately physicians [20, [23] [24] [25] [26] [27] 29] , one consisted predominantly of persons with PhDs [13] , with the rest having persons from a variety of disciplines or with disciplines not specified. Outcome data were available from a high percentage of program participants (range, 65-100 %; data not shown in tables). Five studies [13, [21] [22] [23] 27 ] included current program participants in their data analyses. In terms of demographics, participants' sex was mentioned in ten studies (range, 14 % to 72 % female), with mean age (range, late twenties to late thirties) or race/ethnicity mentioned in six and five studies, respectively.
A summary of evaluation methods and results for each of the 13 studies is described in Table 3 . Cohort or crosssectional designs were used in ten studies [13, [21] [22] [23] [24] [25] [26] [27] [28] [29] 31] , one study used a case-control design [22] , and study design information was missing for the other two. Four studies used surveys as their sole source of data [22, 24, 26, 29] , four used archival sources only [13, 21, 25, 28] , one used a survey and archival sources [23] , and four did not describe the source(s) of data. Only the study by Jones et al. contained a comparison population [22] . It is worth noting outcome data was predominantly descriptive in nature only, as only four studies contained any statistical testing results such as p values [13, 22, 23, 26] .
Type of employment was the most common outcome measure utilized, with 12 studies having at least one measure of this type. There was wide variability, however, in the type of employment measure utilized. Studies reporting employment varied on either reporting current employment or employment immediately after completion of the program. Within these studies, some highlighted the employment sector of program graduates, e.g., government, university, another training program, or private medical practice. Others mentioned specific type of job, rank, or area of specialization, or job rank, e.g., epidemiologist, associate professor, or health policy involvement. Two studies from outside the USA reported data on country of employment. The second most common outcome measure was scientific publications of program graduates, which was mentioned in six studies. Publications were categorized in different ways, such as total or average number of first-authored publications, peer-reviewed journal articles, book chapters, etc. Only two studies reported scientific conference presentations as an outcome measure. Among studies of university-based programs only, a few additional measures were used, which included receipt of grant research funding (three studies), time spent conducting research (two studies), and teaching or mentoring responsibilities (two studies).
Discussion
From the outset, this literature review of evaluation studies of postgraduate public health and biomedical training programs published in the past 17 years was designed to be exploratory in nature since the breadth or depth of research in this area was unclear, and there is no standard terminology for search terms (i.e., it is possible additional or more refined terms may have uncovered more publications). Nevertheless, despite an attempt to identify evaluations of NA not available a Number of years varied across countries postgraduate training programs with outcome measures from a wide variety of health fields, there is a dearth of published, easily accessible evaluation research in this area, particularly for PhD postdoctoral programs. The small number of studies we found makes comparisons across reports difficult. For example, more data is needed to compare and contrast outcomes by discipline, size of program, or duration of training. All of these factors will likely influence career outcomes. The studies reported here were identified through a comprehensive literature review and, therefore, career outcomes data reported by training programs to funding agencies were not included. Some of these reports may not be publicly available but could be a plentiful source of data. Two mechanisms supporting a large number of trainees with NIH funding are the T32 and R25 training grants. Principal investigators on both of these grants are required to report 10 years of data on trainees including, at a minimum, current position and source of support. This reporting requirement suggests that there is much more data available than can be found through traditional literature searches.
The studies we identified herein had at least one substantial design flaw, and it is likely that these internal evaluations would be susceptible to these same issues. The most serious concern was the lack of a comparison population to assess whether outcomes were associated with participation in a training program [16] . Evaluating outcomes data captured only after the program but not before and including outcomes of current trainees in the "alumni" group were also common problems. In addition, statistical analyses were largely absent.
There are multiple explanations for the number and quality of the studies found during this literature search. Limited resources are the most likely explanation for why there are so few studies of career-oriented outcome studies of postgraduate trainees [8, [32] [33] [34] . Newer social media technologies may lower the cost of finding and contacting past trainees, but the scope and complexity of the evaluation design will be proportional to the level of investment in these activities. In addition, for training programs without stable funding sources, there are no assurances funding will be available for a long-term evaluation effort. This uncertainty can result in evaluation being a low priority. This also limits the types of questions (especially in regard to career outcomes) that can be asked if data need to be obtained, analyzed, and reported in a limited funding cycle.
If evaluation is a lower priority, this could result in training program directors, early in the development of a training program, failing to consider or collect data that would be useful for subsequent evaluation purposes. If longterm follow-up data are not available, the evaluation is limited to using one-time surveys (cross-sectional designs) of program alumni, which was the most common method seen in this literature search. Other issues included that most studies had small sample sizes, which limited statistical analyses and generalizability. Finally, training program leaders may be unsupportive of evaluation because of fear, believing that evaluation findings could be interpreted as showing their programs are "unsuccessful" and placing their programs (or even their own jobs) at risk for funding reductions or elimination. These barriers to conducting and reporting evaluation of long-term postgraduate training programs need to be overcome since greater emphasis is being placed on collecting and reporting outcomes from postgraduate training program participants. Evaluation data will become even more important in justifying new or sustained funding of training programs. Several ongoing activities at the national level [8, 17] have renewed the call for increased evaluation of these programs. In the absence of substantial progress in developing comprehensive outcomes evaluations of postgraduate training programs, both national and local efforts at improving postgraduate training may suffer. The national committees making workforce recommendations will continue to operate on limited data and without a baseline from which to assess progress and future needs. Individual programs will run the risk of using training methods or activities that are not effective, eliminating or failing to include methods or activities that are, and not having adequate data available to demonstrate the impact of the training program and justify continued resources.
With the current review of the literature demonstrating most training program evaluation study designs are relatively weak at the same time there is increased interest in evaluation of these programs, a few suggestions for improving evaluation efforts are provided here. First and foremost, including more information on demographics (e.g., age, gender, degree) of trainees in evaluation reports would enable comparisons across training programs. At a minimum, reports should also include the type of evaluation study design and the source of the data (e.g., archival records, surveys, CV review) used for the evaluation. The specific evaluation design will depend on the goals and resources of each training program; however, several principles of evaluation are presented here. Table 4 outlines a few evaluation design elements to consider, options for each element, and potential limitations.
For postgraduate training programs, the issues of comparison populations and length of training complicate the study designs that can be selected. One conundrum is individuals are not randomized to training programs but rather select training programs based on their preferences and are, in turn, selected by program directors to join the training program [35] . In the literature review described here, only one study had a comparison group. It is essential for valid attribution and causal inference regarding the impact of the training program on subsequent career outcomes to have appropriate comparison groups [16] . "Compared to what?" is the question that needs to be at all times upmost in the evaluator's mind.
Identifying and including comparison groups increases the expense of the evaluation. To decrease costs, two or more programs could combine resources and serve as each other's comparison population, if the programs have similar structure and trainee populations. It may be difficult to find willing participants to serve as a comparison group if there are concerns the evaluation results will frame one program as inferior to the other. Options for different types of comparison groups are explored in Table 4 . If no comparison group is utilized, one needs to be mindful of the effect of time on certain outcomes and how this may bias the results [35] . For example, in research-intensive environments, publication number should increase with duration of career and may not be directly attributable to participation in the training program.
Meaningful and appropriate (including time-appropriate) outcome measures that are valid, reliable, relevant to the goals and objectives of the program, and reflect the nature and timing (e.g., what outcomes are to be expected and in what timeframe) of the underlying processes and phenomena need to be selected. It is common mistake to choose outcomes that could not have occurred in the timeframe of the evaluation. Table 4 presents several choices for outcome measures. Ideally, a longer-term outcomes evaluation would use a mixed-methods approach to obtain qualitative and quantitative data. This could include not only quantifying publications, grants awarded, or other metrics but also conducting interviews with past trainees to understand what role the trainees think the training program had in their subsequent career trajectory.
Hand in hand with deciding on outcome measures, the data sources must be determined (Table 4) . Often the archival data sources available for postgraduate training program evaluations contain outcomes most relevant to academic career paths (e.g., grants, publications, patents). Utilizing existing data sources also limits the questions that can be asked during an evaluation to only those for which data already exists. Developing new data collection instruments provides the opportunity to select the most important evaluation questions and then capture the data necessary to answer those questions.
In Fig. 1 , a diagram containing elements that could be universally applied to evaluating postgraduate public health and biomedical training programs is presented. This evaluation model is "scale-able" depending on funding and timeframe. One could begin with evaluating only individual components of the training program and/or start with only a subset of alumni (e.g., completed program within the last 5 years). The first column contains examples of questions that would need to be answered to determine if the training program, both as a whole and the individual components of the training program, are meeting the overall goals of the program. The second column contains examples of components of structured training programs. It is important to note training programs may include only a few of these components, and these components could focus on specific areas of research or on professional development (e.g., grant-writing skills, leadership/management skills). The third column indicates types of career outcomes that could be assessed during an evaluation. These outcomes focus on both individual and collaborative contributions and recognition.
Implicit within this framework is the need to capture as many career outcomes as possible and not focus solely on measures aligned with academic careers. Most postdoctoral fellows will not go on to academic positions [36, 37] where publishing and grantsmanship are the primary measures of productivity. For postdoctoral fellows who choose not to pursue an academic career, there are limited data on the professional fields where postdoctoral fellows find employment and their reasons for pursuing these options. Other outcomes that could be obtained and would apply to alumni across different career paths include assessing career trajectory (e.g., promotions and timing between promotions) and peer recognition. Peer recognition could include appointment to editorial boards, professional society and/or institutional committee service, serving on advisory panels, or nomination for or receipt of awards. This captures a level of connectedness and expertise. For those alumni in academic settings, this will likely track closely with publications and academic rank. It may be less correlated for those alumni in other career paths.
For future outcomes evaluations to provide more insight into the career paths selected by postgraduate trainees, these studies should include methodology for collecting data directly from past trainees rather than relying on archival data sources such as grant and publication databases. In fact, even among the studies included in this literature search, most of the 13 studies included surveys, requested a current CV from participants, and/or another form of personal contact to obtain career outcomes information. Broadening the outcomes explored to include measures that would be applicable to a variety of career paths would provide a more accurate profile from which to assess trainee success across the multitude of career options available to postgraduate trainees in the public health and biomedical sciences.
In conclusion, this literature review demonstrated the lack of published outcomes evaluations of postgraduate public health and biomedical training programs, which is particularly concerning given the number of individuals and investment in these training programs. The recommendations for future evaluations are meant to serve as a starting point for developing a more sophisticated approach, while balancing enthusiasm for the ideal evaluation with the challenges inherent in evaluating long-term postgraduate training programs. A principal message to take from this discussion is to be as rigorous as possible with the evaluation design, within the boundaries imposed or resources available, and to acknowledge the caveats of each decision made. In addition, many training programs have a long history. If evaluation was not considered at the initiation of the program, it is better to start now than not at all, keeping the limitations of retrospective study design in mind. There is a great need to expand on the outcomes collected in evaluation studies so that these studies can be a true reflection of career options and success of past trainees in the postgraduate public health and biomedical workforce. Finally, these results need to be published to inform the design of future training programs and increase the data available to those interested in understanding the postgraduate public health and biomedical workforce career trajectories. 
