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Abstract
This article is to study relations between tubular algebras of Ringel and elliptic Lie algebras
in the sense of Saito–Yoshii. Using the explicit structure of the derived categories of tubular
algebras given by Happel–Ringel, we prove that the elliptic Lie algebra of type D(1,1)4 , E
(1,1)
6 ,
E
(1,1)
7 or E
(1,1)
8 is isomorphic to the Ringel–Hall Lie algebra of the root category of the tubular
algebra with the same type. As a by-product of our proof, we obtain a Chevalley basis of the
elliptic Lie algebra following indecomposable objects of the root category of the corresponding
tubular algebra. This can be viewed as an analogue of the Frenkel–Malkin–Vybornov theorem
in which they described a Chevalley basis for each untwisted afﬁne Kac–Moody Lie algebra
by using indecomposable representations of the corresponding afﬁne quiver.
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1. Introduction
1.1. In order to describe singularities on surfaces and their deformations, Saito
[Sa1,Sa2,Sa3] introduced one kind of extended afﬁne root systems. In particular, he
classiﬁed 2-extended afﬁne root systems using Dynkin diagrams with markings (also
called elliptic Dynkin diagrams). A 2-extended afﬁne root system is, by deﬁnition, a
root system belonging to a positive semi-deﬁnite quadratic form whose radical has rank
2. It corresponds to the lattice of an elliptic curve. In addition, a rank 1 subspace of
the radical, called a marking, corresponds to a choice of a primitive form. So Saito
also called it an elliptic root system or a marked extended afﬁne root system provided
a marking has been given. For further studies related to this kind of extended afﬁne
root systems, we refer to [Sa4,ST,SY].
In this article, we only deal with the following elliptic Dynkin diagrams:
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1.2. For the real root system determined by a generalized Cartan matrix, one can con-
struct a Lie algebra, i.e, the Kac–Moody algebra, such that it has a nice decomposition
of root spaces. Then the same question can be asked for a generalized root system,
especially for an elliptic root system. A lot of attempts has been done to this question,
e.g, intersection matrix Lie algebras (see, for example, [Sl1,Sl2,BM,BZ,BJT]), vertex
algebras (see, for example, [Bor1,Bor2,FLM,D]), toroidal algebras (see, for example,
[MEY,EM,BM,Y,T]), extended afﬁne root systems and extended afﬁne Lie algebras in
general sense [AABGP], and so on. Some new progress has been made by Saito and
Yoshii [SY]. They described the simply laced elliptic Lie algebras in three ways. The
ﬁrst one is from the vertex algebra attached to the elliptic root lattice. In this struc-
ture, the root spaces are of explicit forms. The second one is a presentation given by
Chevalley generators and generalized Serre relations attached to the elliptic Dynkin
diagram. The third one is an amalgamation of an afﬁne Kac–Moody algebra and a
Heisenberg algebra. As mentioned in [SY], the simply laced elliptic Lie algebras are
in fact isomorphic to the corresponding 2-toroidal algebras.
1.3. Given a ﬁeld k and a quiver, one can deﬁne the path algebra over k which is an
associative algebra such that all paths in the quiver form a k-basis and the multiplication
is deﬁned by composition of paths in a natural way. A relation over k associated to the
quiver is a k-linear combination of some paths with length > 1 and with same starting
vertex and same ending vertex. An (associative) algebra A is determined by a quiver with
relations if it is the quotient algebra of the path algebra of this quiver modulo by the
ideal generated by these relations. In this case, the quiver is called the ordinary quiver
of this algebra. A representation of a quiver with relations is a collection of k-vector
spaces attached to the vertices and linear transformations attached to the arrows such
that the k-linear combination of the composition of the transformations corresponding
to each relations is zero. Then each A-module naturally corresponds to a representation.
And in this way, the A-module category is equivalent to the representation category of
the quiver with relations.
Tubular algebras are certain special class of associative algebras of global dimension
2 which can be determined by quivers with relations. Their module categories and
derived categories are of wide interest (see [Rin6,HR,GL]), for example, Geigle and
Lenzing [GL] found that the derived category of a tubular algebra is isomorphic to
the derived category of coherent sheaves on a weighted projective line. By deﬁnition,
a tubular algebra is a tubular extension of a tame concealed algebra of extension type
T(r1,r2,...,rt ), where (r1, r2, . . . , rt ) is equal to (2, 2, 2, 2), (3, 3, 3), (4, 4, 2) or (6, 3, 2).
For a tubular algebra A of type T(r1,r2,...,rt ), its derived category has a nice structure and
consists of inﬁnitely many tubular families, where each tubular family is determined
essentially by a tame concealed algebra and contains inﬁnitely many homogenous tubes
and t non-homogenous tubes with rank r1, r2, . . . , rt respectively. Locally, the module
category modA has some similar structure.
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The following is a list of some tubular algebras given by quivers with relations which
are considered in this article:
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We have the following observation. For each of the four quivers above, if we forget
the orientation and add a dotted edge between the vertices 1 and n (here n = 6, 8, 9, 10,
respectively) for each relation, then the obtained diagram coincides with an elliptic
Dynkin diagram. So we also call the above tubular algebras being of type D(1,1)4 ,
E
(1,1)
6 , E
(1,1)
7 and E
(1,1)
8 , respectively. Then a natural question is whether or not there
exist some connections between representations of tubular algebras and elliptic Lie
algebras with the same type. This article is devoted to investigating this question. Our
main method is the Ringel–Hall algebra approach.
1.4. The Ringel–Hall algebra of an associative algebra A over a ﬁnite ﬁeld, by def-
inition, is an associative ring with a Z-basis, indexed by the isoclasses of all ﬁ-
nite A-modules, and the structural coefﬁcients FMN2,N1 ’s. Here each F
M
N2,N1
is called
a Ringel–Hall number, which is related to the number of exact sequences in the ﬁnite
A-module category of form 0 → N1 → M → N2 → 0. In case A is hereditary of
ﬁnite type, Ringel [Rin1,Rin2,Rin4] showed that in the degenerate case, the subring
of the Ringel–Hall algebra with a Z-basis indexed by the isoclasses of all indecom-
posable A-modules is a Lie subalgebra under the Lie multiplication of commutators
and over complex numbers isomorphic to the positive part of the corresponding com-
plex semisimple Lie algebra such that the isoclasses of all indecomposable A-modules
corresponds to a Chevalley basis. Such Lie subalgebra is called the Ringel–Hall Lie
algebra. One theorem of Gabriel [Ga1] states that the isoclasses of all indecomposable
representations of each classical Dynkin quiver are in one-to-one correspondence with
the positive roots of the corresponding complex semisimple Lie algebra. The Ringel–
Hall Lie algebra, in fact, gives us a more explicit connection. Furthermore, Ringel
showed in [Rin3,Rin5] that the twisted generic form of the Ringel–Hall algebra of A
is isomorphic to the positive part of the corresponding quantum group. Then Ringel–
Hall algebras of all hereditary algebras (of any type) have been widely considered
and used to investigate Kac–Moody algebras and quantum groups (see, for example,
[L1,Gr,Kap,BK,Schi1]). Similarly, considering complex numbers instead of the ﬁnite
ﬁeld, using the isoclasses of ﬁnitely dimensional A-modules as a basis and using the
Euler characteristics of the varieties of the corresponding short exact sequences as the
structural coefﬁcients (see [Scho,L2,Rie]), one can deﬁne an algebra, still called the
Ringel–Hall algebra. Then using such Ringel–Hall algebra, Frenkel et al. [FMV] de-
scribed a Chevalley basis of the corresponding afﬁne Kac–Moody algebra according to
indecomposable representations of an afﬁne quiver, which is an analogue of the Ringel
theorem.
1.5. To realize the whole (not only the positive part) of a Kac–Moody Lie algebra,
the Ringel–Hall Lie algebras of 2-period triangulated categories have been constructed
in [PX3]. Here the Ringel–Hall numbers are related to triangles instead of short exact
sequences. Then every symmetrizable Kac–Moody Lie algebra can be realized by the
Ringel–Hall Lie algebra of the root category of the corresponding hereditary algebra
A. Here the root category is the orbit category Db(A)/T 2, where Db(A) is the derived
category of A and T is the shift functor (called the translation).
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In this article, we consider tubular algebras. Our main result is that the elliptic Lie
algebra of type D(1,1)4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 is isomorphic to the Ringel–Hall Lie
algebra of the root category of the tubular algebra with the same type. The proof
depends strongly on the structure of the root categories or the derived categories of the
tubular algebras. This structure is due to [HR]. As a by-product of our proof, we also
obtain a Chevalley basis of the elliptic Lie algebra following indecomposable objects
of the root category of the corresponding tubular algebra. This is an analogue of the
Frenkel–Malkin–Vybornov theorem [FMV].
Independently, Schiffmann [Schi2] considered the quantum version and proved from
the Drinfeld’s new realization that the Ringel–Hall algebra of the category of coherent
sheaves on a weighted projective line is isomorphic to the quantized enveloping algebra
of the “half” of the elliptic Lie algebra of type D(1,1)4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 .
1.6. Let us give a brief view on the content of this article. In Section 2, we review
the deﬁnition of elliptic Lie algebras g presented by generators and relations and the
structure of the root space decomposition. In Section 3, we recall the deﬁnition of the
root category of an algebra and prove via 2-cycle complexes that the root categories
of tubular algebras are triangulated categories. In Section 4, the basic structure of the
derived category of a tubular algebra is described. Section 5 is devoted to deﬁning,
following [PX3] the Ringel–Hall Lie algebras, of the root categories of tubular algebras.
Section 6 states our main theorem. There we deﬁne a map  from the elliptic Lie
algebra g of type D(1,1)4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 to the Ringel–Hall Lie algebra g′ of
the root category R of the tubular algebra A with the same type. The main theorem
claims that  is an isomorphism. Then, we give a simple proof for the ﬁrst step, that is,
such  is a well-deﬁned morphism and surjective. Section 7 presents some calculations
related to exceptional pairs in the twisted Ringel–Hall algebra of an abelian hereditary
subcategory of R. In Section 8, using the calculations in Section 7 and the transitive
action of a braid group on the set of complete exceptional sequences in R, given by
mutations of exceptional pairs, we prove that each real root object of R belongs to the
Ringel–Hall Lie algebra g′. Then considering the repetitive algebra Aˆ and Kronecker
subcategories of R, we determine the dimensions of imaginary root spaces of g′. These
induce that  is injective and so  is an isomorphism, namely, the proof of our main
theorem is completed. In Section 9, we point out a Chevalley basis of the elliptic Lie
algebra g, whose structural coefﬁcients are determined by the Euler cocycle. Then an
analogue of the Frenkel–Malkin–Vybornov theorem is obtained based on the proofs in
Sections 7 and 8.
1.7. Notations: For a sequence of elements x1, x2, . . . , xn in a Lie algebra, put
[x1, x2, . . . , xn] := [[· · · , [[x1, x2], x3], . . . , xn−1]xn].
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For any s with 1 < sn, by successively applying the Jacobi identity, one gets an
identity
[x1, x2, . . . , xn, y] = [x1, . . . , xs−1, y, xs, xs+1, . . . , xn]
+[x1, . . . , xs−1, [xs, y], xs+1, . . . , xn]
+[x1, . . . , xs−1, xs, [xs+1, y], . . . , xn] + · · ·
+[x1, . . . , xs−1, xs, xs+1, . . . , [xn, y]].
We denote by fg the composition of morphisms f : X → Y and g : Y → Z in any
category.
For unexplained notations concerning the representation theory of ﬁnite-dimensional
algebras, we refer to [Rin6], for those concerning the theory of Lie algebras to [Kac],
and for the derived categories to [H2].
2. Elliptic Lie algebras
In this section, we recall the elliptic Lie algebras of type D(1,1)4 , E
(1,1)
6 , E
(1,1)
7 and
E
(1,1)
8 in the sense of Saito–Yoshii [SY].
2.1. We consider the n-dimension Q-space U, where n is the number of vertices of the
elliptic Dynkin diagram of type D(1,1)4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 . Let  = {1, 2, . . . , n}
be the canonical basis of U. The symmetric bilinear form I : U ×U → Q attached to
the elliptic Dynkin diagram of type D(1,1)4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 is deﬁned by
I (i , j ) =


2 if i = j,
−1 if there is a real edge between i and j,
2 if there is a double dotted edge between i and j,
0 otherwise.
Then the matrix attached to the symmetric bilinear form I (−,−), called an elliptic
Cartan matrix, is positive semi-deﬁnite with corank 2. Note that it is not a generalized
Cartan matrix in the sense of Kac–Moody algebras [Kac] because it contains the positive
entries a1n = an1 = 2 in the off-diagonal part. The quadratic form q on U attached to
I (−,−) is deﬁned by q(x) = I (x, x)/2.
Deﬁne the reﬂection i on U by i (j ) = j−I (i , j )i . We have 2i = idU and
I (−,−) ◦ i = I (−,−). Denote by W the Weyl group generated by i , 1 in.
Let Rre = W and Q = Z = ∑ni=1 Zi . Then Rre is a generalized root system
belonging to (U, q), called an elliptic root system in the sense of Saito [Sa3] (also see
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[SY]) or the set of real roots. And  is the root basis of Rre and Q is the root lattice.
We set Rim = rad I (−,−) ∩Q \ {0}, which is the set of imaginary roots.
2.2. For the root lattice Q, from Borcherds [Bor1,Bor2], one has the Lie algebra
VQ/DVQ over Q, where VQ is the lattice vertex algebra attached to the root lattice
Q and D is its derivation. Then Saito and Yoshii [SY] deﬁned the elliptic Lie alge-
bra g := g(Rre) as a certain subalgebra of VQ/DVQ. And they showed that the Lie
algebra g can be presented by Chevalley generators and generalized Serre relations as
follows:
Generators: {i |1 in} and {e±i |1 in}
Relations:
0.
[i , j ] = 0, 1 i, jn;
I.
[ei, e−i] = i , 1 in;
II.1
[i , ej ] = I (i , j )ej , for i, j = ±1,±2, . . . ,±n
where −i = −i;
II.2
(adei)max{1,1−I (i ,j )}ej = 0 for i, j = ±1,±2, . . . ,±n;
III.
[ei, e1, en] = 0
[e−i , e−1, e−n] = 0 for i
1
n
✟✟
✟
◗
◗
◗
IV. [e1, en, ei, ej ] = 0
[e−1, e−n, e−i , e−j ] = 0
[e−1, en, ei, ej ] = 0
[e1, e−n, e−i , e−j ] = 0
for
i 1
nj
✚
✚
✚
✚✚



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For a generalized Cartan matrix, the relations of type 0–II are deﬁning relations for
the Kac–Moody algebra. But, for an elliptic Cartan matrix, one has to consider some
additional relations such as III–IV above.
2.3. Naturally g has the following grading:
g =
⊕
∈Q
g
such that deg(e±i ) = ±i and deg(i ) = 0, 1 in. Saito–Yoshii [SY] showed that
g0 = Q and
dimQ g =


1 if  ∈ Rre,
n− 1 if  ∈ Rim,
n if  = 0,
0 otherwise.
Putting h = Q, we have
g = h
⊕
∈Rre
g
⊕
∈Rim
g.
Remark. Let n+ be the Lie subalgebra of g generated by ei, 1 in, and n− the Lie
subalgebra of g generated by e−i , 1 in. Then contrary to the usual Kac–Moody
setting, here n+ ⊕ h⊕ n− is a proper subspace of g and even not a Lie subalgebra.
3. Root categories
In this section, we recall the deﬁnition of a root category and discuss via 2-cycle
complexes when it is a triangulated category.
3.1. Assume that k is a ﬁeld. Given a ﬁnite dimensional k-algebra A, one has the derived
category Db(A), which is a triangulated category with the translation T, obtained from
the category of bounded complexes over modA by localizing with respect to the set
of all quasi-isomorphisms (see [H1,H2]), where T is the shift functor of complexes.
We consider the orbit category R = Db(A)/T 2 , called the root category of A. By
deﬁnition an object X˜ in R is the T 2-orbit of an object X in Db(A), namely X˜ =
{ T 2iX|i ∈ Z }, and a morphism f˜ : X˜ −→ Y˜ in R is of form f˜ = (fi,j )i,j∈Z which
satisﬁes: (1) fi,j : T 2iX −→ T 2j Y is a morphism in Db(A), (2) T 2(fi,j ) = fi+1,j+1
for all i, j ∈ Z, (3) for each i ∈ Z, fi,j = 0 only for ﬁnitely many j ∈ Z. The
composition in R is f˜ g˜ = (hi,j )i,j∈Z such that hi,j = ∑l∈Z fi,lgl,j . Then there is a
canonical projection functor F : Db(A) −→ R such that for any X ∈ Db(A), FX = X˜
and for any f : X −→ Y in Db(A), F(f ) = (fi,j )i,j∈Z, where fi,i = T 2i (f ) for all
i ∈ Z and fi,j = 0 for i = j . It is clear that for any X, Y ∈ Db(A), F induces the
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isomorphisms ⊕
i∈Z
HomDb(A)(T
2iX, Y )HomR(X˜, Y˜ )
and ⊕
j∈Z
HomDb(A)(X, T
2j Y )HomR(X˜, Y˜ ).
Namely F is a Galois covering functor with the Galois group 〈T 2〉 in the sense of
Gabriel [Ga2]. By deﬁnition F is dense.
3.2. Assume that A is an abelian category. We recall from [PX1] the 2-cycle complex
category C2(A) and the relative homotopy category K2(A) as follows.
An object in C2(A) is a 2-cycle complex X˙2 = (Xi, diX)i∈Z which is a complex
over A such that Xi = Xj and diX = djX for i ≡ j (mod 2). A (2-cycle) morphism
f˙2 = (f i)i∈Z : X˙2 −→ Y˙2 is a morphism between complexes such that f i = f j for
i ≡ j (mod 2). These morphisms are composed in an obvious way.
It is convenient to express a 2-cycle complex X˙2 by
X0
d0X ✲
✛
d1X
X1
such that d0Xd
1
X = 0 = d1Xd0X, and a (2-cycle) morphism f˙2 : X˙2 −→ Y˙2 by
X0
d0X ✲
✛
d1X
X1
f 0
❄ ❄
f 1
Y 0
d0Y ✲
✛
d1Y
Y 1
such that the diagram commutes.
Two morphisms f˙2, g˙2 : X˙2 −→ Y˙2 are said to be relative homotopic if there are
morphisms si : Xi −→ Y i−1 for all i ∈ Z with si = sj for i ≡ j (mod 2) such that
f i − gi = sidi−1Y + diXsi+1
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for all i ∈ Z. Then the objects in the relative homotopy category K2(A) are 2-cycle
complexes and the morphisms in K2(A) are the relative homotopy classes of morphisms
of 2-cycle complexes.
Now as in usual complex categories, one can deﬁne quasi-isomorphisms in C2(A)
and in K2(A). And from the relative homotopy category K2(A), by localizing with
respect to the set of all quasi-isomorphisms one can get an additive category, denoted
by D2(A), called the relative derived category of 2-cycle complexes over A.
It is clear that the shift functor T of usual complexes is also an automorphism
of C2(A), or K2(A), or D2(A). In this case, the order of T is 2. In [PX1], it has
been proven via Frobenius categories that K2(A) is a triangulated category with the
translation T. As usual, one can deduce easily that D2(A) is also a triangulated category
with the translation T.
Let Cb(A) be the bounded complex category over A and Kb(A) the homotopy
category of bounded complexes. As in [PX1], we have a functor F ′ : Cb(A) −→ C2(A)
which sends objects X˙ = (Xi, diX)i∈Z to F ′X˙ = ((F ′X˙)i , diF ′X)i∈Z such that (F ′X˙)i =
⊕t∈ZXi+2t and diF ′X = (dis,t )s,t∈Z, where dis,t : Xi+2s −→ X(i+1)+2t with dis,t = 0 for
s = t and dis,s = di+2sX for all s, t ∈ Z, and sends morphisms f˙ = (f i)i∈Z : X˙ −→ Y˙
to F ′(f˙ ) = (gi)i∈Z : F ′X˙ −→ F ′Y˙ such that gi = (gis,t )s,t∈Z, where gis,t : Xi+2s −→
Y i+2t with gis,t = 0 for s = t and gis,s = f i+2sX for all s, t ∈ Z. It is clear that F ′ is
also a Galois covering functor with the Galois group 〈T 2〉. From [PX1], F ′ induces a
Galois covering functor from Kb(A) to K2(A), also denoted by F ′. And it is exact,
namely, F ′ sends each triangle to a triangle. Now one can see easily that F ′ also
induces an exact Galois covering functor from Db(A) to D2(A), denoted still by F ′.
Proposition. Let A be an abelian category and F ′ : Db(A) −→ D2(A) the Galois
covering functor as above. If A is hereditary, namely Ext2A(−,−) = 0, then F ′ is
dense.
Proof. Let
X
f ✲
✛
g
Y
be a 2-cycle complex over A. Then X, Y ∈ A and fg = 0 = gf . Denote by Ker f i−→
X the kernel of f and by Y p−→ Y/Im f the cokernel of f. Then if = 0 = fp. Since
gf = 0, there exists a morphism g′ : Y/Im f −→ Ker f such that pg′i = g. By A
hereditary we know that the action of Ext1A(Y/Im f,−) on the canonical epimorphism
X −→ Im f induces an epimorphism Ext1A(Y/Im f,X) −→ Ext1A(Y/Im f, Im f ). So
we have the following commutative diagram:
0 → X l−→ Z −→ Y/Imf → 0
|| ↓ q ||
X
f−→ Y p−→ Y/Imf → 0
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such that the ﬁrst row is exact and the kernel of q is Ker f il−→ Z. Note that lqpg′ =
fpg′ = 0. So
X ⊕ Ker f
(
l
0
)
✲✛
(0, qpg′)
Z
is a 2-cycle complex over A. It is easy to check that the following is an exact sequence
of 2-cycle complexes over A:
0 0
❄ ❄
Ker f
1 ✲✛
0
Ker f
(−i, 1)
❄ ❄
−il
X ⊕ Ker f
(
l
0
)
✲✛
(0, qpg′)
Z
(
1
i
)
❄ ❄
q
X
f ✲✛
g
Y
❄ ❄
0 0 .
Therefore the (2-cycle) morphism (
(
1
i
)
, q) above is quasi-isomorphic. Now in Db(A)
we denote by M˙ the complex · · · → 0 → X l−→ Z qpg
′
−→ Ker f → 0 → · · · . Then
F ′M˙ is equal to
X ⊕ Ker f
(
l
0
)
✲✛
(0, qpg′)
Z
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and so isomorphic to
X
f ✲
✛
g
Y
.
This means that F ′ is dense. 
3.3. Now let A be a tubular algebra. Then by Geigle and Lenzing [GL] there exists a
hereditary category A such that Db(A)Db(A) as triangulated categories. There the
hereditary category A was taken as the coherent sheaf category of a weighted projective
line. For its another choice one can see 7.1 of this paper. Now we identity Db(A) =
Db(A). Then as above we have two Galois covering functors F : Db(A) −→ R and
F ′ : Db(A) −→ D2(A) which both are with the Galois groups 〈T 2〉 and dense. So by
Gabriel [Ga2] we have RD2(A). Therefore by the discussions in 3.2 above we have
the following
Theorem. Let A be a tubular algebra. Then the root category R of A is a triangulated
category.
4. Derived categories of tubular algebras
In this section, we recall the basic structure of the derived category Db(A) of a
tubular algebra A. Then the structure of the corresponding root category can be induced
via the covering functor. The more information will be given in Sections 7–9.
4.1. A tubular algebra over a ﬁeld k is a tubular extension of a tame concealed algebra
over a ﬁeld k of extension type T(r1,r2,...,rt ), where (r1, r2, . . . , rt ) is equal to (2, 2, 2, 2),
(3, 3, 3), (4, 4, 2) or (6, 3, 2). The different tubular algebras of the same type are tilting-
cotilting equivalent. So their derived categories are same [H1].
4.2. Let B be a full subcategory of some abelian k-category A. Assume that (1) B
has pairwise orthogonal bricks X(1,1), X(2,1), . . . , X(r,1); (2) for (j, l), 1jr , l ∈ N,
there exists a unique indecomposable object, denoted by X(j,l), in B which has a unique
ﬁltration of the form
0 ⊆ X(j,1) ⊆ X(j,2) ⊆ · · · ⊆ X(j,l)
such that X(j,h)/X(j,h−1)X(j ′,1), where 1j ′r and j ′ ≡ j + h − 1(mod r); (3)
{X(j,l) | 1jr, l ∈ N} forms a complete set of the indecomposable objects in B.
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Then we call B a stable tube with rank r. In the tube B, there are monomorphisms
from X(j,l) to X(j,l+1), 1jr , l ∈ N, and epimorphisms from X(j,l) to X(j ′,l−1),
where 1j ′r , j ′ ≡ j + 1(mod r), and l > 1. One can denote B by the following
translation quiver J , where the translation is deﬁned by  : X(i,j) → X(i′,j), 1 i′r
and i′ ≡ i − 1(mod r).


✒❅
❅
❅❘

✒


✒


✒❅
❅
❅❘
❅
❅
❅❘
❅
❅
❅❘
❅
❅
❅❘


✒


✒
❅
❅
❅❘
❅
❅
❅❘


✒


✒
❅
❅
❅❘
X(r,1) X(1,1) X(2,1) X(r−1,1) X(r,1)
X(1,2)X(r,2) X(2,2) X(r−2,2) X(r−1,2)
X(r,3) X(1,3) X(r−2,3) X(r−1,3)X(r−1,3) 



...
...
...
...
...
...
· · · · · ·
· · · · · ·· · ·
· · · · · · · · ·
We also call the translation quiver J a stable tube with rank r. By deﬁnition X(i,1),
1 ir , are the simple objects in B and we say that X(i,1)’s lie in the mouth of J .
A tube is called homogeneous if its rank is 1.
In the case when A has Auslander–Reiten sequences, the tube J is just a stable
component of Auslander–Reiten quiver of A and  is just the Auslander–Reiten trans-
lation. In this case, J is called standard if there is a ﬁeld extension k′ of k such that
B as a k′-category is equivalent to the mesh category of J over k′.
For a subcategory W , we denote by 〈W〉 the smallest full subcategory containing
W and closed under ﬁnite direct sums and direct summands. A stable tubular family is
deﬁned by T = 〈J ()|J () a standard stable tube,  ∈ P1k〉 such that T is standard,
that is, each tube is standard and there is no non-zero morphism between the two
different tubes. Each stable tubular family is an abelian subcategory and is closed
under extensions.
4.3. From [HR], for a tubular algebra A over a ﬁeld k with the type T(r1,r2,...,rt ), the
derived category Db(A) can be described as
Db(A) = 〈T i | i ∈ Z,  ∈ Q+0 〉,
where each T i is a stable tubular family in which there are t non-homogeneous tubes
with rank ri , 1 i t , and the others are homogeneous tubes. For morphisms in Db(A)
we have: (1) there is no non-zero morphism from T j to T i for (i, ) < (j,), where
(i, ) < (j,) means that i < j , or i = j but  < ; (2) any non-zero morphism
from T i to T j for (i, ) < (j,) can factor through each tubular family T 	l with
(i, ) < (l, 	) < (j,). Notice here that our indexes are different but can be easily
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induced from [HR]. In addition, for any indecomposable object X in a non-homogeneous
tube, EndDb(A) X/rad EndDb(A) X = k.
Lemma. Let A be a tubular algebra over a ﬁeld k and R the root category of A. Then
for any indecomposable object X in R we have dimk HomR(X,X) − dimk HomR
(X, T X) = 0 or 1.
Proof. Consider the covering functors F : Db(A) −→ R and take an indecom-
posable object X˙ in Db(A) such that FX˙ = X. Since there is a hereditary cate-
gory A such that Db(A)Db(A) as triangulated categories (see 3.3), we can see
easily HomDb(A)(X˙, T iX˙) = 0 for i = 0 or 1. So F induces two isomorphisms
HomDb(A)(X˙, X˙)HomR(X,X) and HomDb(A)(X˙, T X˙)HomR(X, T X). From the
structure of Db(A) one can see dimk HomDb(A)(X˙, X˙)− dimk HomDb(A)(X˙, T X˙) = 0
or 1. It follows the required result. 
5. Ringel–Hall Lie algebras of root categories
In this section, we recall following [PX3] the deﬁnition of the Ringel–Hall Lie
algebras of the root categories of tubular algebras.
From now on we assume that k is a ﬁnite ﬁeld and q = |k|, the cardinality of k.
Without loss of generality and to include all kinds of tubular algebras we also assume
that q > 3.
5.1. Let A be a tubular algebra over k and R = Db(A)/T 2 the root category of A.
Then R is a triangulated category with the translation T (see Theorem 3.3) which is
2-periodic, that is, T 2 = 1 (see [PX1]). By indR we denote the set of representatives
of the isoclasses of all indecomposable objects in R.
Given X, Y,L ∈ R, put
W(X, Y ;L) = {(f, g, h) ∈ Hom(X,L)× Hom(L, Y )× Hom(Y, T X)|,
X
f→ L g→ Y h→ TX is a triangle}.
Following [Rie], one has the action of AutX × AutY on W(X, Y ;L):
(a, c) ◦ (f, g, h) = (af, gc−1, ch(T a)−1)
for (a, c) ∈ Aut(X)×Aut(Y ) and (f, g, h) ∈ W(X, Y ;L). Write
FLYX = |W(X, Y ;L)/AutX ×AutY |.
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We call FLYX a Ringel–Hall number because it is similar to the deﬁnition of the cor-
responding number in a module category.
For the root category R, we consider the Grothendieck group G(R) as usual. That
is, G(R) is the quotient of the free abelian group with a basis {[M]|M ∈ R}, indexed
by the isoclasses of all objects in R, subject to the relations [X] − [Y ] + [Z] provided
there exist triangles of form X → Y → Z → TX. For any M ∈ R, we denote by
hM := dimM the canonical image of [M] in G(R), called the dimension vector of M.
Then the Grothendieck group G(R) is generated by {hM |M ∈ R} and hL = hM + hN
if there exists a triangle of form M → L → N → TM . So hM = −hTM. Denote
by h′ the subgroup of G(R) ⊗Z Q generated by hMd(M) ,M ∈ indR, where d(X) =
dimk(EndX/radEndX). Note that h′ has a basis {hSi |1 in}, where n = rank G(R)
and {Si |1 in} is a complete set of simple A-modules up to isomorphism.
We deﬁne a symmetric Euler bilinear function IR(−,−) on h′ × h′ (also on h′ ⊗Z
Q× h′ ⊗Z Q) determined by
IR(hX, hY ) = dimk HomR(X, Y )− dimk HomR(X, T Y )
+ dimk HomR(Y,X)− dimk HomR(Y, T X)
for any X, Y ∈ R. On G(R) this is just the symmetric Euler form of R.
Let n be the free abelian group with a basis {uX|X ∈ indR}. Let
g(R) = h′
⊕
n,
a direct sum of Z-modules. We shall consider the quotient group
g(R)(q−1) = g(R)/(q − 1)g(R).
By abuse of notation, for any M ∈ R we still use uM, hM to denote the corresponding
residue classes.
Then by Peng and Xiao [PX3] we know that g(R)(q−1) is a Lie algebra over Z/(q−
1)Z with Lie operation as follows.
(1) For any two indecomposable objects X, Y ∈ R,
[uX, uY ] =


∑
L∈indR
(FLYX − FLXY )uL if Y TX
− hX
d(X)
if YTX
(2) For any objects X, Y ∈ R with Y indecomposable,
[hX, uY ] = IR(hX, hY )uY and [uY , hX] = −[hX, uY ]
(3) [h′,h′] = 0
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In this case, g(R)(q−1) has the canonical decomposition
g(R)(q−1) = h′
⊕
=dimX, X∈indR
(g(R)(q−1)),
where (g(R)(q−1)) is the Z/(q − 1)Z-submodule generated by all uX with X ∈
indR and dimX = .
Remark 1. Here the Lie algebra g(R)(q−1) is the opposite of the one given in [PX3].
Remark 2. The Grothendieck group G(R) is called proper if there is no indecompos-
able object X in R such that dimX = 0. In [PX3] the properness had been required for
the deﬁnition of g(R)(q−1). But from the proof there, this is not necessary. However,
G(R) is indeed proper for the root category of a tubular algebra (see 8.6).
5.2. Let E be a ﬁeld extension of k and set V E = V ⊗k E for any k-space V. Then AE
is an E-algebra and, for M ∈ modA, ME has a canonical AE-module structure. Let
RE be the root category of AE . As in 5.1 we have h′E , nE , and g(R)E = h′E⊕nE
and g(R)E(|E|−1) = g(R)E/(|E|−1)g(R)E , the latter is a Lie algebra over Z/(|E|−1)Z.
Let k be the algebraic closure of k and set
 = {E|k ⊆ E ⊆ k is a ﬁnite ﬁeld extension}.
We consider the direct product
∏
E∈
g(R)E(|E|−1) of Lie algebras and let LC(R)1 be the
Lie subalgebra of
∏
E∈
g(R)E(|E|−1) generated by uSi = (uSEi )E∈ and uT Si = (uT SEi )E∈
for all simple A-modules Si, 1 in. Since || = ∞, LC(R)1 is not a torsion Z-
module. We call LC(R)1 the Ringel–Hall Lie algebra of the root category R. Write
g′ = LC(R)1⊗ZQ. Naturally g′ is a Lie algebra over Q and has the following grading:
g′ =
⊕
∈G(R)
g′
such that deg(uSi ) = dim Si and deg(uT Si ) = dim T Si , where g0 is just h′. We also
call g′ the Ringel–Hall Lie algebra of the root category R.
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From the deﬁnitions of g(R)E(|E|−1) and LC(R)1, we clearly have
Proposition. Given 0 =  ∈ G(R), if for all E ∈  there is no indecomposable object
X in RE such that dimX = , then g′ = 0.
6. Main theorem
6.1. The following is the main theorem in this article.
Theorem. Let A be the tubular algebra of type X(1,1)l with the isoclasses of simple
modules Si , 1 in, where Xl = D4, E6, E7 or E8. Let g be the elliptic Lie algebra
of type X(1,1)l with the generators i and e±i , 1 in, and g′ the Ringel–Hall Lie
algebra over Q of the root category R of A. Then there is a Lie algebra isomorphism
 : g −→ g′
deﬁned by
i !→ hSi , 1 in,
ei !→ uSi , 1 in,
e−i !→ −uT Si , 1 in.
The proof of this theorem will cover the rest of this paper except the last section.
Remark. The derived categories of distinct tubular algebras of the same type are same.
So the theorem keeps true in place of A by any tubular algebra of the same type. But
in this case, the form of the isomorphism should be changed correspondingly.
6.2. Lemma. There exists a group isomorphism
 : G(R)→ Q
deﬁned by hSi !→ i , 1 in. And under  we have IR(−,−) = I (−,−).
Proof. It is clear that  is a group isomorphism. Note that
IR(hSi , hSj ) = dimk HomR(Si, Sj )− dimk HomR(Si, T Sj )
+ dimk HomR(Sj , Si)− dimk HomR(Sj , T Si).
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For tubular algebras listed in 1.3, one easily check that
IR(hSi , hSj ) =


2 if i = j
−1 if there is an arrow between i and j
2 if(i, j) = (1, n) or (n, 1)
0 otherwise
Thus, IR(−,−) = I (−,−). 
From now on, we identify G(R) with Q, and identify IR(−,−) with I (−,−).
Furthermore, we can think that g′ is also graded by Q such that deg(uSi ) = i and
deg(uT Si ) = −i for 1 in.
6.3. Lemma.  deﬁned in Theorem 6.1 is a well-deﬁned Lie morphism which is sur-
jective and keeps the gradations. As a consequence, we have the isomorphism |g0 :
g0 −→ g′0.
Proof. It is enough to check that the generators uSi , uT Si and hSi , 1 in, sat-
isfy all relations in 2.2. By the deﬁnition of g′ the relations 0, I, II.1 are satisﬁed.
For any 1 i, jn, putting  = j + max{1, 1 − I (i , j )}i , one can check easily
that I (, ) > 2. For any E ∈ , by Lemma 4.3 there is no indecomposable object
X in RE such that dimX = . Thus by Proposition 5.2 we have g′ = 0 and so
(aduSi )max{1,1−I (i ,j )}uSj = 0. Similarly, one can check the other relations. Now note
that dimQ g0 = n and hS1 , hS2 , . . . , hSn in g′0 are linearly independent over Q. Then
the epimorphism |g0 : g0 −→ g′0 is isomorphic. 
7. Exceptional objects
7.1. For any indecomposable objects X, Y in a category, write X ≺ Y if there is a
sequence of non-zero morphisms X = X0 → X1 → · · · → Xs−1 → Xs = Y such that
s > 0 and all Xi are indecomposable.
Now let A be a tubular algebra. By 4.3 we have
Db(A) = 〈stable tubular families T i | i ∈ Z,  ∈ Q+0 〉
such that there is no non-zero morphism from T j to T i for (i, ) < (j,) and any
non-zero morphism from T i to T j for (i, ) < (j,) can factor through each tubular
family T 	l with (i, ) < (l, 	) < (j,). We further have the following:
Lemma. (1) Hom|Db(A)(T i , T j ) = 0, that is, HomDb(A)(X, Y ) = 0 for some X ∈ T i
and Y ∈ T j , if and only if (j ′,′)(i, )(j,), where T −1T j = T 
′
j ′ .
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(2) T 2T i = T i+3.
(3) Given a tubular family T i , for any tubular family T j there is an integer s
such that HomDb(A)(T sT j , T i ) = 0.
(4) T i ≺ T j , that is, T i = T j and X ≺ Y for some indecomposable objects
X ∈ T i and Y ∈ T j , if and only if (i, ) < (j,).
Proof. (1) If HomDb(A)(X, Y ) = 0 for some X ∈ T i and Y ∈ T j , then (i, )(j,).
And there is a triangle of form T −1Y → Z → X → Y . Therefore (j ′,′)(i, ). On
the other hand, assume that (j ′,′)(i, )(j,). Note that HomDb(A)(T −1T j , T j ) =
0. So these non-zero morphisms factor through T i . This means HomDb(A)(T i , T j )= 0.
(2) This can be obtained easily from the corresponding result of [HR].
(3) Clearly there is an integer s′ such that (i − 3, )(j + 3s′,)(i, ). Set
T −1T i = T 
′
i′ . Then (i − 3, ) < (i′, ′) < (i, ). So by (2) and (1) one can choose
the required integer s such that s = 2s′ if (i′, ′)(j + 3s′,)(i, ) or s = 2s′ + 1
if (i − 3, )(j + 3s′,)(i′, ′).
(4) This can be obtained easily from (3). 
Given a tubular family T in Db(A), put
C = 〈T ′ | T ′ a tubular family such that T ′ = T −1T
and HomDb(A)(T ′, T ) = 0〉.
Then the following proposition is an alternative description of the structure of Db(A)
given essentially by Geigle and Lenzing [GL].
Proposition. (1) Db(A) = 〈T iC|i ∈ Z〉 and HomDb(A)(C, T −jC) = 0 for j > 0;
(2) C is a hereditary abelian category;
(3) For X, Y,Z in C, 0 → X f→ Y g→ Z → 0 is exact in C if and only if there is a
triangle of form X f→ Y g→ Z h→ TX in Db(A);
(4) C is closed under extensions in Db(A), that is, for a triangle X f−→ Y g−→
Z
h−→ TX, we have that X,Z ∈ C implies Y ∈ C;
(5) Db(A)Db(C).
Proof. (1) This is straightforward from the lemma above;
(2) For any morphism f : X → Y in C, we have the triangle
T −1Y (f1,f2)→ Z1
⊕
Z2
(
g1
g2
)
→ X f→ Y
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such that Z1 is in C and Z2 does not contain a non-zero indecomposable direct summand
in C. Note that HomDb(A)(C, T −jC) = 0 for j > 0. We can see easily Z2 ∈ T −1C.
Then it is not difﬁcult to check that g1 is the kernel of f and g1 is monomorphic in C.
Dually, f has the cokernel which is epimorphic. Therefore C is an abelian category. In
addition, it is easy to see that HomDb(A)(X, T iY ) = 0 for i2 and for indecomposable
objects X, Y ∈ C, namely, ExtiC(X, Y ) = 0 for i2 and for indecomposable objects
X, Y ∈ C. So C is hereditary.
The proofs of (3)–(5) are more or less standard, see for example [H2]. 
7.2. An object X in Db(A) is called exceptional if EndDb(A) X = k and HomDb(A)
(X, T iX) = 0 for i = 0. A pair (X, Y ) of exceptional objects in Db(A) is called an
exceptional pair provided that HomDb(A)(Y, T iX) = 0 for i ∈ Z. Similarly, an object
X in R is exceptional if EndRX = k and HomR(X, T X) = 0. A pair (X, Y ) of
exceptional objects in R is called an exceptional pair provided that HomR(Y,X) = 0
and HomR(Y, T X) = 0. It is clear that if X is exceptional in Db(A) or in R, then X
is indecomposable. In addition, one can check easily that X is exceptional in Db(A) if
and only if FX is exceptional in R, and that (X, Y ) is an exceptional pair in Db(A)
if and only if (FX,FY ) is an exceptional pair in R, where F : Db(A) → R is the
covering functor.
Proposition. Let (X, Y ) be an exceptional pair in R such that HomR(X, Y ) = 0. Put
m = dimk HomR(X, Y ). Let
T Y
f→ Z g→ X(m) can.→ Y
be the triangle induced by the canonical morphism. Then
(1) Z is an exceptional object and (Z,X) is an exceptional pair;
(2) If there exists a triangle T Y f
′
→ Z′ g
′
→ X(m) h′→ Y such that Z′ is indecomposable,
then we have Z′Z.
Dually, let
X
can.→ Y (m) g→ W h→ TX
be the triangle induced by the canonical morphism. Then
(1’) W is an exceptional object and (Y,W) is an exceptional pair;
(2’) If there exists a triangle X f
′
→ Y (m) g
′
→ W ′ h′→ TX such that W ′ is indecomposable,
then we have W ′W .
Proof. The proof is not difﬁcult and we left it to the reader. For the proof of (1) one
can also see [Go]. 
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7.3. Lemma. If (X, Y ) is an exceptional pair in R such that HomR(X, Y ) = 0 and
X, Y are not in the same tube, then there is a hereditary abelian subcategory C of R
such that R = Db(C)/T 2 and X, T Y ∈ C.
Proof. Thanks to the covering functor F : Db(A) → R, we can think that (X, Y ) is
an exceptional pair in Db(A) with HomDb(A)(X, Y ) = 0. Assume that X is in a tubular
family T . Put
C = 〈T ′ | T ′ a tubular family such that T ′ = T −1T
and HomDb(A)(T ′, T ) = 0〉.
Then C is a hereditary subcategory satisfying Proposition 7.1. Thus,
HomDb(A)(T
−1Y, X)DHomDb(A)(X, Y )DHomDb(A)(X, Y ) = 0.
where  is the Auslander–Reiten translation (see [H1]). Since Y ∈ T , we have T −1Y ∈
T −1T . This implies that T −1Y ∈ C. Under the covering functor F, C is still a hereditary
abelian subcategory of R and X, T Y ∈ C. 
The following computation is the key to calculate the dimensions of graded spaces.
Proposition. Let (X, Y ) be an exceptional pair in R such that HomR(X, Y ) = 0. Put
m = dimk HomR(X, Y ). Let
T Y
f→ Z g→ X(m) can.→ Y
be the triangle induced by the canonical morphism. Then we have
(−1)m(m!)uZ = (ad uX)muT Y
in g(R)(q−1) (See 5.1). Dually, let
X
can.→ Y (m) g→ W h→ TX
be the triangle induced by the canonical morphism. Then we have
(m!)uW = (ad uY )muTX
in g(R)(q−1).
Proof. In the case when X, Y are in the same tube, we have m = 1. Then HomR(T Y,X)
= 0 implies that FZX,T Y = 1. On the other hand, FZT Y,X = 0. Thus uZ = −(ad uX)uT Y .
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Now we consider the case when X, Y are not in the same tube. Since we have
HomR(X, Y ) = 0, there exists a hereditary abelian subcategory C such that T Y,X ∈ C
by the above lemma.
For convenience to calculation, we will use the twisted Ringel–Hall (associative)
algebra of C. The twisted Ringel–Hall algebra H(C) is a free Z[v, v−1]-module with
the basis {u[M]|M ∈ C}, where v = √q (q = |k| as before) and [M] is the isoclass of
M. If we write uM for u[M], then the multiplication is given by
uMuN = v〈[M],[N ]〉
∑
[L],L∈C
FLMNuL
for M,N ∈ C, where 〈−,−〉 is the Euler form deﬁned by
〈[M], [N ]〉 = dimk HomC(M,N)− dimk Ext1C(M,N).
and so
〈[M], [N ]〉 = dimk HomR(M,N)− dimk HomR(M, T N).
Here FLMN ’s are also the Ringel–Hall numbers for the abelian category C from Propo-
sition 7.1. Note that 〈[X], [X]〉 = 1 = 〈[Y ], [Y ]〉.
We need the following notations of quantum Gauss binomial coefﬁcients:
[s] = v
s − v−s
v − v−1 = v
s−1 + vs−3 + · · · + v−s+1,
[s]! =
s∏
r=1
[r],
[
s
r
]
= [s]![r]![s − r]! ,
|s] = q
s − 1
q − 1 = q
s−1 + · · · + q + 1,
|s]! =
s∏
r=1
|r],
∣∣∣∣ sr
]
= |s]!|r]!|s − r]! ,
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where s, r are non-negative integers and rs. Then we have
∣∣∣∣ sr
]
= vr(s−r)
[
s
r
]
.
The following proof is similar to the proof of Proposition 5.3 in [PX3]. Denote X(m)
by mX, and TY by N. Since X is exceptional and HomC(N,X) = 0, for any exact
sequence of form
0 −→ N −→ M −→ mX −→ 0,
we have MVm−a
⊕
aX for some 0am, where Vm−a is indecomposable such
that there exists a non-split exact sequence
0 −→ N −→ Vm−a −→ (m− a)X −→ 0.
Note that such Vm−a exists but usually is not unique up to isomorphism. So
umXuN = vm〈[X],[N ]〉
m∑
a=0
∑
[Vm−a ]
F
Vm−a
⊕
aX
mX,N u[Vm−a⊕ aX].
It is easy to see that FVm−a
⊕
aX
mX,N = 1 since HomC(N,X) = 0. Therefore
umXuN = vm〈[X],[N ]〉
m∑
a=0
∑
[Vm−a ]
u[Vm−a⊕ aX].
Similarly, for 0bm we have
u(m−b)XuN = v(m−b)〈[X],[N ]〉
m−b∑
a=0
∑
[Vm−b−a ]
u[Vm−b−a⊕ aX].
On the other hand, since HomR(X, T X) = 0 and HomR(N, T X) = 0, we have
HomR(Vm−b−a, T X) = 0. So any exact sequence of form
0 −→ bX −→ H −→ Vm−b−a
⊕
aX −→ 0
is split and it follows that
u[Vm−b−a⊕ aX]ubX = v〈[Vm−b−a
⊕
aX],[bX]〉FVm−b−a
⊕
(a+b)X
Vm−b−a
⊕
aX,bX
u[Vm−b−a⊕(a+b)X].
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Note that 〈[N ], [X]〉 = dimk HomR(N,X)− dimk HomR(N, T X) = 0 and
F
Vm−b−a
⊕
(a+b)X
Vm−b−a
⊕
aX,bX
= F (a+b)XaX,bX =
∣∣∣∣ a + bb
]
.
We have
〈[Vm−b−a⊕ aX], [bX]〉 = 〈[N ] + [(m− b − a)X] + [aX], [bX]〉
= b(m− b)〈[X], [X]〉
= b(m− b)
and
u[Vm−b−a⊕ aX]ubX = vb(m−b)
∣∣∣∣ a + bb
]
u[Vm−b−a⊕(a+b)X].
Thus
u(m−b)XuNubX = v(m−b)〈[X],[N ]〉
m−b∑
a=0
∑
[Vm−b−a ]
u[Vm−b−a⊕ aX]ubX
= v(m−b)〈[X],[N ]〉+b(m−b)
m−b∑
a=0
∣∣∣∣ a + bb
] ∑
[Vm−b−a ]
u[Vm−b−a⊕(a+b)X].
From HomR(X, Y ) = 0, we can see easily HomR(X, T Y ) = 0. So
〈[X], [N ]〉 = dimk HomR(X, T Y )− dimk HomR(X, Y )
= − dimk HomR(X, Y )
= −m.
Then
u(m−b)XuNubX = v−(m−b)2
m−b∑
a=0
vab
[
a + b
b
] ∑
[Vm−b−a ]
u[Vm−b−a⊕(a+b)X].
It is easy to see that u(b)X = vb(b−1)ubX, where u(b)X = u
b
X[b]! . Set
f =
m∑
b=0
(−1)bvm−bu(m−b)X uNu(b)X .
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Thus
f =
m∑
b=0
(−1)bv(m−b)+(m−b)(m−b−1)+b(b−1)u(m−b)XuNubX
=
m∑
b=0
(−1)bvb(b−1)
m−b∑
a=0
vab
[
a + b
b
] ∑
[Vm−b−a ]
u[Vm−b−a⊕(a+b)X]
=
m∑
b=0
m−b∑
a=0
(−1)bvb(a+b−1)
[
a + b
b
] ∑
[Vm−b−a ]
u[Vm−b−a⊕(a+b)X]
Let s = a + b. Note that
m∑
b=0
m−b∑
a=0
=
m∑
s=0
s∑
b=0
.
Then
f =
m∑
s=0
s∑
b=0
(−1)bvb(s−1)
[
s
b
] ∑
[Vm−s ]
u[V(m−s)⊕ sX].
However
s∑
b=0
(−1)bvb(s−1)
[
s
b
]
= 0 for s > 0.
So we have
f =
∑
[Vm]
u[Vm].
Since Vm is unique and VmZ by Proposition 7.1, we have f = uZ .
On the other hand,
([m]!)f =
m∑
b=0
(−1)bvm−b [m]![m− b]![b]!u
m−b
X uNu
b
X
=
m∑
b=0
(−1)bvm−b
[
m
b
]
um−bX uNu
b
X.
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Taking q = 1 we get
(m!)f =
m∑
b=0
(−1)b
(
m
b
)
um−bX uNu
b
X = (ad uX)muN .
Therefore
(m!)uZ = (ad uX)muT Y .
Note that the Lie product of g(R)(q−1) is the opposite of the commutator of H(C)
with q = 1. Then in g(R)(q−1) we have
(−1)m(m!)uZ = (ad uX)muT Y .
Dually, one can prove another case. 
8. Root objects in R and root spaces
8.1. According to the gradations, we say that g′ and g are real root spaces for  ∈ Rre
and that g and g′ are imaginary root spaces for  ∈ Rim. By Lemma 6.3, the map 
deﬁned in 6.1 is an epimorphism and induces the surjective map |g : g −→ g′ for
each .
Proposition. For  ∈ Rre, we have the isomorphism
|g : g −→ g′.
Proof. Since uSi ∈ g′i , we have 1dimQ g′idimQ gi = 1 and so dimQ g′i = 1. In
addition, ad uSi and ad uT Si are locally nilpotent. So exp(ad(−uT Si )) exp(−ad uSi )
exp(ad(−uT Si )) induces an isomorphism g′g′i . Thus, for  ∈ R
re
, we have
dimQ g′ = 1 and so |g : g → g′ is an isomorphism. 
8.2. Now we consider the elements in g′ for  ∈ Rre using objects of the root category
of A. This is also necessary to analyze the dimensions of imaginary root spaces.
A sequence X= (X1, X2, . . . , Xr) in R is called an exceptional sequence of length
r provided that each pair (Xi,Xj ) with i < j is an exceptional pair. An exceptional
sequence X is called complete if the minimal full triangulated subcategory contain-
ing the objects Xi , 1 ir , coincides with R. In fact, for our root category R, an
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exceptional sequence X is complete if and only if its length equals to the rank n of
G(R).
For an exceptional pair (X, Y ) in R, we can deﬁne two exceptional pairs (LXY,X)
and (Y, RYX) as follows. If (X, Y ) is orthogonal, i.e. HomR(X, Y ) = 0, then LXY =
T Y and RYX = TX. If HomR(X, Y ) = 0, putting m = dimk HomR(X, Y ), then LXY
and RYX are determined by the following triangles as in 7.2:
T Y −→ LXY −→ X(m) can.−→ Y
and
X
can.−→ Y (m) −→ RYX −→ TX.
The new exceptional pairs (LXY,X) and (Y, RYX) are left and right mutations respec-
tively, see [Bond].
Recall that the braid group Bn is generated by generators 
1, 
2, . . . ,
n−1 with
relations 
i
i+1
i = 
i+1
i
i+1 for 1 i < n − 1 and 
i
j = 
j
i for j i + 2.
Denote by Zn2 the free module over Z2 with basis 1, 2, . . . , n.
For a given complete exceptional sequence X = (X1, X2, . . . , Xn), we deﬁne

i (X1, . . . , Xn) = (X1, . . . , Xi−1, Xi+1, RXi+1Xi,Xi+2, . . . , Xn)

−1i (X1, . . . , Xn) = (X1, . . . , Xi−1, LXiXi+1, Xi,Xi+2, . . . , Xn)
for 1 in− 1 and
i (X1, . . . , Xn) = (X1, . . . , Xi−1, T Xi,Xi+1, . . . , Xn)
for 1 in. In this way, we obtain an action of Zn2Bn on the set of complete
exceptional sequences in R.
The following result was proved in Db(A) by Meltzer [Me] and Kussin-Meltzer
[KM]. However, using the Galois covering functor F : Db(A) → R, it is not difﬁcult
to see that the same result is still true in R. Namely we have
Proposition. (1) Any exceptional object in R can be extended to a complete exceptional
sequence in R.
(2) The action of Zn2Bn on the set of all complete exceptional sequences in R is
transitive.
8.3. Let X = (X1, X2, . . . , Xn) be a complete exceptional sequence in R and L(X ,
T X ) the Lie subalgebra of ∏
E∈
g(R)E(|E|−1) generated by uXi := (uXEi )E∈ and uTXi :=
(uTXiE )E∈ for 1 in.
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Lemma. We have
L(X , TX )⊗Z Q = L(
iX , T 
iX )⊗Z Q = L(jX , T jX )⊗Z Q
for 1 in− 1 and 1jn.
Proof. Set m = dimk Hom(Xi,Xi+1). We have
(−1)m(m!)uLXiXi+1 = (ad uXi )muTXi+1
and
(m!)uRXi+1Xi = (ad uXi+1)muTXi
for HomR(Xi,Xi+1) = 0 since Proposition 7.3. So we have L(X , TX ) ⊗Z Q =
L(
iX , T 
iX ) ⊗Z Q. And it is obvious that L(X , TX ) ⊗Z Q = L(jX ,
T jX )⊗Z Q. 
Proposition. Let X be a complete exceptional sequence in R. Then
L(X , TX )⊗Z Q = g′.
Proof. Note that there is no oriented cycle in the quivers in 1.3 which with the
relations deﬁne the tubular algebras. One can choose a suitable order of all simple A-
modules (up to isomorphism) such that S = (Si1 , Si2 , . . . , Sin) is a complete exceptional
sequence. By deﬁnition of g′, we have L(S, T S) ⊗Z Q = g′. Therefore, Proposition
8.2 and Lemma 8.3 imply that L(X , TX )⊗Z Q = g′. 
8.4. The Ringel–Hall Lie algebra of a root category is generated essentially by the
isoclasses of the simple A-modules Si and T Si , 1 in. The following proposition
shows that the isoclasses of the “real root” objects are also in the Ringel–Hall Lie
algebra.
Proposition. Let X be an indecomposable object in R such that dimX =  and
q() = 1. Then uX ∈ g′.
Proof. If X is exceptional, then X can be extended to a complete exceptional sequence
X by Proposition 8.2. Thus uX ∈ L(X , TX )⊗Z Q = g′. If X is not exceptional, then
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we know that X lies in some non-homogeneous tube in R and the mouth objects of
the tube are exceptional. From [PX2] we have uX ∈ g′. 
8.5. Now we discuss the imaginary objects and imaginary root spaces. Let DA =
Homk(A, k). It is naturally an A–A-bimodule. The repetitive algebra Aˆ, introduced by
Hughe–Waschbüsch [HW], is the doubly inﬁnite matrix algebra, without identity,
Aˆ =


· · · · · · 0
· · · A(i − 1) DA(i)
A(i) DA(i + 1)
A(i + 1) · · ·
0 · · · · · ·


in which matrices have only ﬁnitely many non-zero entries, A(i) = A are placed
on the main diagonal, DA(i) = DA on the upper next diagonal, for i ∈ Z, all the
remaining entries are zero, and the multiplication is induced from the canonical maps
A⊗A DA→ DA, DA⊗A A→ DA and the zero map DA⊗A DA→ 0. Then Aˆ is a
self-injective algebra, that is, its projective modules coincide to the injective modules.
Note that A is a tubular algebra and so the global dimension of A equals 2 (see [Rin6]).
Then its stable module category mod Aˆ as a triangulated category is triangle-equivalent
to Db(A) (see [H1] or [H2]). So from now on we can always think mod Aˆ = Db(A).
The vertices of the ordinary quiver  of Aˆ can be denoted by ij , 1 in, j ∈ Z,
such that for each j the full subquiver of  consisting of {1j , 2j , · · · , nj } coincides
with the ordinary quiver of A with the same numbering vertices as in 1.3. For example,
the ordinary quiver of Aˆ in the case of A being of type D(1,1)4 is as follows:
1−1
5−1
3−1
2−1
4−1
6−1 10
20
30
40
50
60 11
51
21
31
41
61✛ ✛✛ ✛ ❅
❅
❅
❅
❅
❅
❍❍❍❍❍❍ ✟✟✙✟✟✙✟✟✙ 
✠

✠

✠ ❅
❅
❅
❅
❅
❅ ❍
❍❍❍❍❍

✠

✠

✠ ✟✟✙✟✟✙✟✟✙· · · · · ·
For an algebra B of ﬁnite global dimension, the symmetric Euler form IB(−,−) on
the Grothendieck group is determined by
IB(dimX, dim Y ) =
∞∑
i=0
(−1)i dimk ExtiB(X, Y )+
∞∑
i=0
(−1)i dimk ExtiB(Y,X).
And we write qB(dimX) = IB(dimX, dimX)/2.
Let B be an algebra determined by a quiver with relations. Let J be a set of some
vertices of the quiver. And write eJ =∑i∈J ei , where ei is an idempotent element of B
corresponding to the vertex i. Then eJ is also an idempotent element and eJBeJ is an
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idempotent subalgebra of B. If we denote by Si the simple module corresponding to the
vertex i and by Pi the projective cover of Si , then eJBeJEndB(⊕i∈J Pi). So we call
the algebra eJBeJ the projective idempotent subalgebra of B. The subalgebra eJBeJ
is called convex provide that J is path closed in the ordinary quiver of B. In this case,
eJBeJ is also the quotient algebra of B and under identifying mod(eJBeJ ) with the
full subcategory of modB naturally we have that a B-module M is an eJBeJ -module
if and only if the SuppM ⊆ {Pi | i ∈ J }.
Now we continue to consider the repetitive algebra. Let A−1, A0, A1 be the projec-
tive idempotent subalgebras determined by the set of vertices {n−1, 10, . . . , (n − 1)0},
{10, 20, . . . , n0}, {20, 30, . . . , n0, 11} respectively. Then Ai , −1 i1, all are convex
tubular algebras with the same type. It is clear that A0 = A.
Let G(Ai) be the Grothendick group of Ai , −1 i1, and G(Aˆ) the Grothendieck
group of the repetitive algebra Aˆ. Then G(Ai) ⊆ G(Aˆ) clearly. Let qAi be the Euler
quadratic form on G(Ai) and qAˆ the Euler quadratic form on G(Aˆ). Then qAˆ|G(Ai) =
qAi .
Let Sij be the simple Â-module corresponding to the vertex ij . Then {Sij } is the
complete set of simple Aˆ-modules and dim Sij , 1 in, j ∈ Z is a basis of G(Aˆ). It
is clear that dim Si0 , 1 in, is a basis of G(A0). We can easily write down a basis
of rad qA as follows:
for A being of type D(1,1)4 ,
1 = (2, 1, 1, 1, 1, 0), 2 = (1, 0, 0, 0, 0,−1);
for A being of type E(1,1)6 ,
1 = (3, 2, 1, 2, 1, 2, 1, 0), 2 = (1, 0, 0, 0, 0, 0, 0,−1);
for A being of type E(1,1)7 ,
1 = (4, 2, 3, 2, 1, 3, 2, 1, 0), 2 = (1, 0, 0, 0, 0, 0, 0, 0,−1);
for A being of type E(1,1)8 ,
1 = (6, 3, 4, 2, 5, 4, 3, 2, 1, 0), 2 = (1, 0, 0, 0, 0, 0, 0, 0, 0,−1).
For any  = (a1, a2, . . . , an) ∈ rad qA, it is easy to see that a2, a3, . . . , an−1 all are
either non-negative or non-positive. In the case when a2, a3, . . . , an−1 all are non-
negative, one of a1, an must be non-negative.
Lemma. Let 0 =  = (a1, a2, . . . , an) ∈ G(A0) ⊆ G(Aˆ) such that a2, a3, . . . , an−1 all
are non-negative and q
Aˆ
() = 0.
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(1) If a1 < 0, deﬁning  =  − a1 dimAˆ P (11), then  ∈ G(A1) ⊆ G(Aˆ) such that
q
Aˆ
() = 0 and 0 but  = 0, where P(ij ) is the projective cover of the simple
Aˆ-module Sij and so it is also the injective hull of the simple Aˆ-module Sij−1 ;
(2) If an < 0, deﬁning  = − an dimAˆ P (n0), then  ∈ G(A−1) ⊆ G(Aˆ) such that
q
Aˆ
() = 0 and 0 but  = 0.
Proof. (1) It is clear that  ∈ G(A1) and 0 but  = 0. In addition,
q
Aˆ
() = 1
2
I
Aˆ
(− a1 dimAˆ P (11), − a1 dimAˆ P (11))
= q
Aˆ
()+ a21qAˆ(dimAˆ P (11))− IAˆ(, a1dimAˆ P (11))
= q
Aˆ
()+ a21 − a21 = qAˆ().
One can check (2) dually. 
8.6. Lemma. For any tubular family T in Db(A) or in R, there is a convex projective
idempotent subalgebra A′ of Aˆ such that Aˆ′ = Aˆ and there is a tubular family T ′ in
modA′ such that
(i) all homogeneous tubes in T ′ coincide with all those in T ;
(ii) the numbers of non-homogeneous tubes in the two tubular families are same, and
for each non-homogeneous tube J ′ in T ′ there is a non-homogeneous tube J
with same rank in T such that J ′ is a full subcategory of J .
As a consequence, A′ is a tubular algebra.
Remark. Comparing with Section 4, A tubular family in modA′ still consists of tubes
indexed by P1k which is standard and all homogeneous tubes are stable but maybe
non-homogeneous tubes. In fact, a non-homogeneous tube can be an extension of a
stable tube by ray or coray insertions with some branches, see [Rin6].
Proof of Lemma. Since we have the covering functor, it is enough to give the proof
in Db(A). Let Q be the set of representatives of isoclasses of all indecomposable pro-
jective Â-modules P such that T −2T % P/socP ≺ T . Take A′ = EndÂ(⊕P∈QP). It
is clear that the projective idempotent subalgebra A′ of Â is convex. And one can see
that Aˆ′ = Aˆ. For any indecomposable Aˆ-module M in a homogeneous tube in T , if P
is an indecomposable projective Aˆ-module such that there exists a non-zero morphism
f ∈ Hom
Aˆ
(P ,M), then in mod Aˆ there are a monomorphism from Im f to M and
an epimorphism from P/socP to Im f . By I.2.4 in [H2] these two morphism both
are not zero in Db(A). This implies from Lemma 7.1 that T −2T % P/socP % T .
However P/socP must be in a non-homogeneous tube but M in a homogeneous tube.
So P/socP is not in T . Therefore T −2T % P/socP ≺ T . This means that the
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SuppM ⊆ Q and so M is an A′-module. Thus we have (i). Similarly, (ii) follows from
the choice of A′ and extensions of stable tubes by ray or coray insertions with some
branches.
From (i) and (ii) one can prove that A′ is a tubular algebra. 
The following result was given essentially in [HR]. For the convenience of the
readers, we shall give a little bit different proof.
Theorem. (1) For each indecomposable object X in R, we have dimX = 0 (namely
R is proper) and qR(dimX) = 1 or 0;
(2) Let  ∈ G(R) with qR() = 1. Then there exists a unique indecomposable object
X in R such that dim ;
(3) Let 0 =  ∈ G(R) such that qR() = 0. Then there exists one tubular family Tj
in R such that
(i) each non-homogeneous tube contains indecomposable objects X with dimX = ;
(ii) there exists at least one homogeneous tube in Tj which contains an object X
with dimX = .
Proof. (2) For  ∈ Rre, by Proposition 8.1 we know that g′ = 0. So there exists an
indecomposable object X in R such that dimX = . Then we have that uX ∈ g′ by
Proposition 8.4 and then uX ∈ g′. So X is uniquely determined since dimQ g′ = 1.
(3) Note that the stable category mod Aˆ is the quotient category of mod Aˆ, and
mod Aˆ = Db(A). Then for any X ∈ mod Aˆ, we still denote by X the image under
the natural functor: mod Aˆ → Db(A). In this case, we write dim
Aˆ
X for the dimen-
sional vector of X in G(Aˆ) and dimDb(A) X in G(Db(A)). Now, deﬁne  : G(Aˆ) →
G(Db(A)) such that (dim
Aˆ
X) = dimDb(A) X for any X ∈ mod Aˆ. Then one can
check easily that  is well-deﬁned and surjective between two Grothendieck groups.
Since G(R) = G(Db(A)) = G(A), we can assume that  ∈ G(Db(A)). In addition,
we can assume that  = (a1, a2, . . . , an) ∈ G(A0) ⊆ G(Aˆ). Then () = .
Assume that ai0, 2 in− 1. If a1 > 0 and an > 0, then by Theorem 5.2(2) of
Ringel in [Rin6] the results (i) and (ii) hold in modA and so in R. If a1 < 0, then from
the Lemma 8.5 there exists  ∈ G(A1) ⊆ G(Aˆ) such that  =  − a1dimAˆ P (11)0
but  = 0 and q
Aˆ
() = 0. Similarly, the results (i) and (ii) hold in modA1 ⊆ mod Aˆ
instead of  by . Since dimDb(A) P (11) = 0, we have () = () = . Therefore,
results (i) and (ii) hold in Db(A) and so in R for a1 < 0. In the same way, one can
deal with the case when an < 0.
If ai0, 2 in− 1, then results (i) and (ii) hold for −. Using the translation T
of R and noting that dim TX = −dimX in G(R) for any X ∈ R, one can also get
(i) and (ii).
(1) Suppose that dimX = 0. Of course qR(dimX) = 0. If X is in a non-homogeneous
tube J , then it is not in the mouth and otherwise qR(dimX) = 1. So there is a triangle
W → X → Z → TW such that W,Z are both in J and Z is in the mouth of J . Then
qR(dimZ) = 1 and dim TW = dimZ − dimX = dimZ. By (2) we have Z = TW ,
a contradiction since W,Z are in the same tube. If X is in a homogeneous tube and
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denote by T the tubular family in R which contains the homogeneous tube, then we
have a convex tubular algebra A′ and a tubular family T ′ in modA′ satisfying the
conditions in Lemma above. Thus X is an A′-module and lies in a homogeneous tube in
T ′. Now denote by dimA′ X the dimension vector in the Grothendieck group G(A′).
Then by Ringel’s theory in [Rin6], in each non-homogeneous tube in T ′ there is
an indecomposable A′-module Y such that dimA′ Y = dimA′ X. It is clear that Y lies
also in a non-homogeneous tube in T and dim Y = dimX as dimension vectors in
the Grothendieck group G(R). The above proof shows that this is also impossible.
Therefore dimX = 0.
Of course qR(dimX) = 1 or 0 by Lemma 4.3. 
8.7. Proposition. Given a tubular family T in R, there exists a Kronecker algebra K
and a full embedding functor L : modK → R such that
(1) 0 → X → Y → Z → 0 is an exact sequence in modK if and only if LX →
LY → LZ → T LX is a triangle in R.
(2) Any homogeneous tube in this family in R is the image of some homogeneous tube
in modK under L.
We can identify modK with a full subcategory of R and call it a Kronecker sub-
category of R associated to T .
Proof. One can consider T as a full subcategory of mod Â. For the tubular family
T in R, there exists a convex projective idempotent tubular subalgebra A′ of Â and a
tubular family T ′ over A′ satisfying the condition in Lemma 8.6. Then we can choose
easily a partial tilting module M in modA′ with n−2 indecomposable direct summands
which are pairwise non-isomorphic and come from the non-homogeneous tubes of T ′.
Let M1
⊕
M2
⊕
M be a tilting A′-module such that M1,M2 are indecomposable and
M1
⊕
M2 is a Bongartz complement of M. Each Mi is projective A′-module or satis-
ﬁes HomA′(Mi,M) = 0 (see [Bong]). Thus, for any module X in a homogeneous tube
of T ′, we have Ext1
A′(Mi,X) = DHomA′(−X,Mi) = 0, where D = Homk(−, k)
and  is the Auslander–Reiten translation. It is clear that Ext1
A′(M,X) = 0. Then X
is generated by M1
⊕
M2. This means that all homogeneous tubes of T ′ are gen-
erated by M1
⊕
M2. Put K = EndA′(M1⊕M2). Then K is an algebra with two
simple modules and modK contains all homogeneous tubes of T ′. Thus K is the
Kronecker algebra and we have naturally an embedding functor L : modK → R, as
required. 
Lemma. Let K be the Kronecker algebra over a ﬁnite ﬁeld k and X an indecom-
posable homogeneous module. Then there exist exceptional modules E1 and E2
such that
FXE1E2 = 0, q − 1  |FXE2E1
for q = |k| large enough.
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Proof. It is clear that there exists an exact sequence
0 → E1 f→ X g→ E2 → 0
such that E2 is the simple injective module and E1 is an indecomposable preprojective
module. Let Y be the submodule of X such that X/Y is in the mouth of the tube
which contains X. Thus, from the structure of modK and the deﬁnition of Ringel–Hall
number, it is easy to see that
FXE2E1 =
1
|Aut E1| (q
dimk HomK(E1,X) − qdimk HomK(E1,Y ))
= qdimk HomK(E1,Y )(qdimk HomK(E1,X/Y ) − 1)/(q − 1).
Note that dimk HomK(E1, X/Y ) is not zero and is independent of the choice of k.
Thus we have
FXE2E1 ≡ dimk HomK(E1, X/Y ) ≡ 0 (mod (q − 1))
for q large enough. On the other hand, it is obvious that FXE1E2 = 0. 
8.8. Proposition. Let 0 =  ∈ G(R) suct that qR() = 0. Then dimQ g′n− 1. As a
consequence, |g is isomorphic.
Proof. From (3) in Theorem 8.6 and the structure of stable tubes, we know that
there exists one tubular family T such that each non-homogeneous tube Ji of T with
rank ri contains indecomposable objects Xi1, Xi2, . . . , Xiri such that dimXij = , and
Xij = Xij−1, 1jri , where Xi0 = Xiri and  is the Auslander–Reiten translation, and
there is one homogeneous object Y ∈ T with dim Y = . Note that each mouth object
in non-homogeneous tube is exceptional. By Proposition 8.4 we know that uX ∈ g′
for each mouth object X in non-homogeneous tube. Furthermore, [PX2] implies that
g′ contains ri − 1 elements uXij − uXij+1 , 1jri . It is clear that uXij − uXij+1 ,
1jri − 1, 1 i t (here t is the number of all non-homogeneous tubes of T ), are
linear independent in g′, whose number is
∑t
i=1(ri − 1) = n− 2.
In addition, let E be a ﬁnite ﬁeld extension in  with |E| large enough and such
that YE is still indecomposable. By Proposition 8.7, there exists a Kronecker algebra K
such that modKE ⊆ RE and YE ∈ modKE . From Lemma 8.7 there are exceptional
modules E1 and E2 in modK such that FY
E
EE1 E
E
2
= 0 and |E| − 1  |FYE
EE2 E
E
1
. However,
by Proposition 8.4 we have uE2 , uE1 ∈ g′ and so [uE1 , uE2 ] ∈ g′.
We claim that, in g′, [uE1 , uE2 ], uXij−uXij+1 , 1 i t , 1jri−1, are linearly inde-
pendent. In fact, [uEE1 , uEE2 ] = auYE+
∑
s bsuZs such that a = FY
E
EE2 E
E
1
≡ 0 (mod (|E|−
1)), where uYE and all uZs are pairwise distinct in g(RE)(|E|−1). By the deﬁnition of
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g(RE)(|E|−1), we know that [uEE1 , uEE2 ], u(Xij )E − u(Xij+1)E , 1 i t , 1jri − 1,
are Z/(|E| − 1)Z-linearly independent in g(RE)(|E|−1). Therefore [uE1 , uE2 ], uXij −
uXij+1
, 1 i t , 1jri − 1, are linearly independent in g′ and so dimQ g′n− 1.
However, dimQ g = n − 1 and |g : g → g′ is surjective. We have that |g is
isomorphic. 
Up to now, the proof of Theorem 6.1 is completed from Propositions 8.1 and 8.8.
9. A Chevalley basis
9.1. Let 〈−,−〉 be the Euler bilinear form on G(R), that is, 〈dimX, dim Y 〉 = dimk
HomR(X, Y )− dimk HomR(X, T Y ). Then ε(−,−) = (−1)〈−,−〉 deﬁnes a cocycle on
C =∑ni=1Ci , called the Euler cocycle of R. Now we associate it and Rre∪Rim∪{0}
to a C-space gε as follows. For each  ∈ Rre, we put gε = Ce, the one dimensional
C-space with basis e. For each  ∈ Rim ∪ {0}, put gε = C/C and denote by h()
the image of h ∈ C under the canonical projection C→ gε. Set
gε =
⊕
∈Rre
gε
⊕
∈Rim∪{0}
gε.
Deﬁne the bilinear bracket
I. [e, e] =


ε(,)e+ if +  ∈ Rre
ε(,)() if +  =  ∈ Rim ∪ {0}
0 otherwise;
II. [h(), e] = −[e, h()] = ε(, )I (h, )e+;
III. [h′(′), h′′(′′)] = ε(′, ′′)I (h′, h′′)′(′ + ′′).
Proposition. Equipped with the above bracket, gε is a Lie algebra and isomorphic to
the elliptic Lie algebra g⊗Q C over C.
Proof. To prove that gε is a Lie algebra, one way is to check the Jacobi identity by
lengthy but straightforward calculations. Then deﬁne the morphism  : g ⊗Q C→ gε
by (ei) = ei , (e−i ) = −e−i and (i ) = i (0), 1 in. It is easy to check that
 is well-deﬁned and surjective. By comparing the dimensions of the graded spaces,
one can obtain that  is isomorphic.
Other way is to show that the corresponding 2-toroidal Lie algebra g′′ contains e
and () satisfying I, II and III. Here g′′ = C[t±11 , t±12 ] ⊗ g0 ⊕ (B/dB), g0 is the
complex simple Lie algebra of the same type, B = C[t±11 , t±12 ] and (B, d) is the
module of differentials (see [MEY]). In the following we shall give the explicit forms
of e and () in g′′.
Set 0 = {1, 2, . . . , n−2}. Then C0 ⊂ C. We denote the restrictions I (−,−)
|C0 , 〈−,−〉|C0 and ε(−,−)|C0 still by I (−,−), 〈−,−〉 and ε(−,−) respectively.
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Let g0 be the Lie subalgebra of g⊗Q C generated by e±i , 1 in− 2. Clearly g0 is
a complex simple Lie algebra. Let 1, 2, . . . , n−2, e′ (′ ∈ 0 ⊂ C0, where 0 is
the root system of g0) be a Chevalley basis of g0 such that
[e′ , e′ ] =


ε(′,′)e′+′ if ′ + ′ ∈ 0
−′ if ′ + ′ = 0
0 otherwise
and [i , e′ ] = I (i , ′)e′ for 1 in− 2. Taking 1, 2 the basis of Rim as same as
in 8.5. Then every  ∈ Rre can be written uniquely as  = a11 + a22 + ′, where ′
is a root of g0, and we can write down e and () as follows:
ea11+a22+′ = (−1)a1a2〈1,2〉+a1〈1,
′〉+a2〈2,′〉ta11 t
a2
2 ⊗ e′ for ′ ∈ 0,
′(a11 + a22) = (−1)a1a2〈1,2〉ta11 ta22 ⊗ ′ for ′ ∈ C0,
1(a11 + a22) = (−1)a1a2〈1,2〉(dt1)ta1−11 ta22 ,
2(a11 + a22) = (−1)a1a2〈1,2〉(dt2)ta11 ta2−12 .
It is not difﬁcult to check that these elements in g′′ satisfy I, II and III above
and gε = g′′. The proposition follows from the natural isomorphism from g ⊗Q C
to g′′. 
9.2. From now on, we identify gε with g ⊗Q C. In this case, ei = ei , e−i =
−e−i and i (0) = i for 1 in. Then the isomorphism  : g → g′ in 6.1 is
determined by (ei ) = uSi , (e−i ) = uT Si and (i (0)) = hSi . Now we investigate
the correspondence of a Chevalley basis under .
Call an imaginary root ′ minimal if for any imaginary root  in Q′, there exists
an integer s such that  = s′. Then an imaginary root ′ is minimal if and only if
−′ is minimal. From Theorem 8.6 we can deduce that
R = 〈T (′) | ′ an minimal imaginary root〉,
where each T (′) is a tubular family such that for any indecomposable imaginary
object X in T (′), there is a positive integer s such that dimX = s′. Assume that the
tubular algebra A is of type T(r1,r2,...,rt ). Then each tubular family T (′) contains t non-
homogeneous tubes, denoted by J (′, 1), J (′, 2), . . . ,J (′, t) with rank r1, r2, . . . , rt ,
respectively.
For each non-homogeneous tube J (′, i), as described in 4.2, its mouth contains
ri indecomposable objects X(′,i,1,1), X(′,i,2,1), . . . , X(′,i,ri ,1) such that X(′,i,j,1) =
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X(′,i,j−1,1), 1jri , where  is the Auslander–Reiten translation and X(′,i,0,1) =
X(′,i,ri ,1). Writing dimX(′,i,j,1) = (′,i,j,1), we have
∑ri
j=1 (′,i,j,1) = ′. Denote by
X(′,i,j,l) the unique indecomposable object in J (′, i) which has the ﬁltration of the
form
0 ⊆ X(′,i,j,1) ⊆ X(′,i,j,2) ⊆ · · · ⊆ X(′,i,j,l)
such that X(′,i,j,h)/X(′,i,j,h−1)X(′,i,j ′,1), where 1j ′ri and j ′ ≡ j+h−1(mod ri).
In this way, the indecomposable objects in J (′, i) are equipped by the indices
(′, i, j, l), 1jri, l ∈ N. Furthermore, if we denote by E the set of all minimal
imaginary roots, then
{X(′,i,j,l) | ′ ∈ E, 1 i t, 1jri, l ∈ N}
is the complete set of the indecomposable non-homogeneous objects of R. In addition,
from Proposition 8.7 we know that there is a relatively simple injective object E(′,0) and
a relatively preprojective object E(′,s) in the Kronecker subcategory K(′) associated
to the tubular family T (′) such that dimE(′,0) + dimE(′,s) = s′. In the following,
we write dimE(′,0) = (′,0), dimE(′,s) = (′,s) and dimX(′,i,j,l) = (′,i,j,l). Then
(′,i,j,l) = (′,i,j ′,l) for j ′ ≡ j (mod ri) and (′,i,j,sri ) = s′ for j, s ∈ N. In addition,
for 1j, lri − 1 and s ∈ N ∪ {0} we have
(′,i,j,l+sri ) = s′ +
j+l∑
j ′=j
(′,i,j ′,1).
And we have
Rre = {(′,i,j,l+sri )|′ ∈ E, 1 i t, 1jri, 1 lri − 1, s ∈ N ∪ {0}}.
The following theorem gives the correspondence of a Chevalley basis of g under
the isomorphism  : g → g′, which is an analogue of the Frenkel–Maklin–Vybornov
theorem in [FMV].
Theorem. We have
(i (0)) = hSi f or 1 in;
(e(′,i,j,l+sri ) ) = (−1)
suX(′,i,j,l+sri )
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for ′ ∈ E , 1 i t , 1jri , 1 lri − 1 and s ∈ N ∪ {0};
((′,i,j,1)(s
′)) = (−1)s(uX(′,i,j,sri ) − uX(′,i,j+1,sri ) )
for ′ ∈ E , 1 i t , 1jri − 1 and s ∈ N;
((′,0)(s
′)) = [uE(′,0) , uE(′,s) ] f or s ∈ N.
As a consequence, the set
{e(′,i,j,l+sri ) |
′ ∈ E, 1 i t, 1jri, 1 lri − 1, s ∈ N ∪ {0}}
∪{(′,i,j,1)(s′)|′ ∈ E, 1 i t, 1jri − 1, s ∈ N}
∪{(′,0)(s′)|′ ∈ E, s ∈ N} ∪ {i (0)|1 in}
forms a Chevalley basis of g.
For the proof of the theorem, we need the following lemma.
Lemma. Let (X, Y ) be an exceptional pair in R. Assume that (edimX) = uX,
(e−dimX) = uTX, (edim Y ) = uY and (e−dim Y ) = uT Y . Then we have (edimLXY )
= uLXY and (edimRYX) = uRYX.
Proof. Put m = dimk HomR(X, Y ). Then m2. Otherwise,
q(dimX − dim Y ) < 0,
a contradiction to the fact that q is positive semi-deﬁnite. If m = 0, then LXY = T Y
and RYX = TX. The lemma is clear in this case. Assume that m = 0 Let T Y →
Z → Xm can.→ Y be the triangle. Then Z = LXY . We know from Proposition 7.3 that
(−1)m(m!)uZ = (ad uX)muT Y . If m = 1, then uZ = −[uX, uT Y ]. On the other hand,
[edimX, edim T Y ] = ε(dimX, dim T Y )edimZ = −edimZ.
So we have (edimZ) = uZ . If m = 2, then 2uZ = [uX, [uX, uT Y ]]. On the other hand,
we have q(dimX + dim T Y ) = 0. So
[edimX, edim T Y ] = ε(dimX, dim T Y ) dimX(dimX + dim T Y )
= dimX(dimX + dim T Y )
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and
[edimX, dimX(dimX + dim T Y )]
= −ε(dimX + dim T Y, dimX)I (dimX, dimX)edimZ
= 2edimZ.
Thus, (edimZ) = uZ . That is,
(edimLXY ) = uLXY .
Similarly, one can check that
(edimRYX) = uRYX. 
Proof of Theorem. We have known that (ei ) = uSi , (e−i ) = uT Si and (i (0)) =
hSi for 1 in. As similar as the proof of Proposition 8.3, one can choose a suitable
order of all simple A-modules such that S = (Si1 , Si2 , . . . , Sin) is a complete exceptional
sequence. Therefore, by Proposition 8.2 and the above lemma, we have (edimX) = uX
for any exceptional object X ∈ R.
Now, we consider the non-homogeneous objects. As we know, for each (′, i, j, l)
with 1 i t , 1jri and 1 lri−1, X(′,i,j,l) is exceptional and so (edimX(′,i,j,l) )= uX(′,i,j,l) . By a simple computation (or see [PX2]) we have
[uX(′,i,j,1) , uX(′,i,j+1,ri−1)] = uX(′,i,j,ri ) − uX(′,i,j+1,ri ) .
On the other hand,
[e(′,i,j,1) , e(′,i,j+1,ri−1)]
= ε((′,i,j,1), (′,i,j+1,ri−1))(′,i,j,1)(′) = −(′,i,j,1)(′).
So
((′,i,j,1)(
′)) = −(uX(′,i,j,ri ) − uX(′,i,j+1,ri ) ).
Similarly, we have
[uX(′,i,j,1) , uX(′,i,j,ri ) − uX(′,i,j+1,ri )] = −2uX(′,i,j,ri+1) .
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On the other hand,
[e(′,i,j,1) , (′,i,j,1)(′)]
= −ε(′, (′,i,j,1))I ((′,i,j,1), (′,i,j,1))e′+(′,i,j,1)
= −2e(′,i,j,ri+1) .
Thus, we have
(e(′,i,j,ri+1) ) = −uX(′,i,j,ri+1) .
By induction one can show that
(e(′,i,j,l+sri ) ) = (−1)
suX(′,i,j,l+sri )
for ′ ∈ E , 1 i t , 1jri − 1, 1 lri − 1 and s ∈ N ∪ {0} and
((′,i,j,1)(s
′)) = (−1)s(uX(′,i,j,sri ) − uX(′,i,j+1,sri ) )
for ′ ∈ E , 1 i t , 1jri − 1 and s ∈ N.
In addition, note that both E(′,0) and E(′,s) are exceptional. Then
[e(′,0) , e(′,s) ] = ε((′,0), (′,s))(′,0)(s′) = (−1)−2s(′,0)(s′).
Therefore
((′,0)(s
′)) = [uE(′,0) , uE(′,s) ].
From the deﬁnition of g′, one can see easily that the elements in the set
{uX(′,i,j,l+sri ) |
′ ∈ E, 1 i t, 1jri, 1 lri − 1, s ∈ N ∪ {0}}
∪{uX(′,i,j,sri ) − uX(′,i,j+1,sri ) |
′ ∈ E, 1 i t, 1jri − 1, s ∈ N}
∪{[uE(′,0) , uE(′,s) ]|′ ∈ E, s ∈ N} ∪ {hSi |1 in}
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are linearly independent. Thus the set
{e(′,i,j,l+sri ) |
′ ∈ E, 1 i t, 1jri, 1 lri − 1, s ∈ N ∪ {0}}
∪{(′,i,j,1)(s′)|′ ∈ E, 1 i t, 1jri − 1, s ∈ N}
∪{(′,0)(s′)|′ ∈ E, s ∈ N} ∪ {i (0)|1 in}
is linearly independent and so a Chevalley basis. 
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