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ABSTRACT 
The purpose of~this study was to investigate the effect .of block 
size on the results of statistica·l t~sting' of pseudo-rand.om number 
sequences. Block size, as used here·, refers to the quantity of con-
-------
-------
--'---------- ------ ~--- -----
( 
-.~ 
,-
:;>:! 
secu ti ve numbers from a sequence chosen as a unit to be subjected to 
statistical testing. The specific_ tests of randomness applied to the 
,, '· ..... . 
number sequences in this study was a chi-square test for goodness of 
fit to the uniform distribution. The pseudo-random number sequences· 
.. '''' ""• 
were generated on an IBM 1620 decimal computer and the results obtain 
for decimal machines only. 
The results of a factorial experiment utilizing· the ~nalysis of 
\_- J 
variance technique indicated that neither block si~e .nor aµy inter-
,;~ .... -j. 
-
action involving block size was statistically significant in testing 
of three different congruential pseudo-random number generators. 
Attention was given to generation of both six-digit and ten-
digit numbers, and it was found that the classification of generators 
as acceptable or un:acceptable in good·ness of fit to the uniform 
distribution was inconsistent for six-d~git generation when the block 
. ~ .,._ ..... \ 
-stze -Changed.~. --Consistent classification was obtained for ten-digit 
generation. I .• 
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1. INTRODUCTION 
1.·1 Background 
With the advent of the electronic digital computer, simulation 
has become a useful and powerful technique for solution of· many .scien-
. - . ---- . - - - -
·tiftc and engineering problems. Concurrently, computer generated 
pseudo-random numbers have gained wide acceptance as the source of 
.. 
random numbers to .. serve as input for simulations performed on digital 
computers. This acceptance is based on the fact that certain arith-
metic processes, which can be readily programmed for digital computers, 
,J,::., generate sequences of numbers which appear to be random when classical 
... 
statistical tests for randomness are applied. 
-- -: 
Literature presently available pertaining to the generation and 
testing of pseudo-random numbers reflects a substantial expend.iture 
for research in attempting to create or identify, arithmetic ~processes 
whfch will generate pseudo:..random numbers exhibiting greater confor-
mance to an increasing number of criteria for rand.omness. A question 
arises as to wherethe stopping point might be in this research effort, , 
because it is conc~ivable tha~;som~ test for desirable properties 
.
~-(/"' 
.· .... "'·-., ,.,.,.,.,, r•·•·•·•,, •·~•v•~•··;):,A• .could be devised which w~ld reject any given generator if these 
efforts were extende~ far enough. The course of research on pseudo-
random number generat io"n to da_te seems . to have been shaped by a· pre-
vailing· opinion among statisticians that pseudo-random number bias has 
'i;, 
a significant effect on simulation results. Statistical tests for 
randomness~ some of whi.ch will be described later, differentiate be-
tween biased and unbiased sequences with regard to the characteristic 
of randomness being tested, over the range tested. It is not too 
L~ 
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3 
surprising_ then that the statistician, armed with the knowledge that 
generators do vary greatly in their degree of conformance to statisti-
can tests of randomness, would assume that biased generators signi---- -· 
ficantly distort simulation results~ 
During the past two years, some concern has arisen questioning 
> 
the wisdom of continuing extensive efforts to develop more acceptable 
methods of random number generation until more consideration is given 
to determination of the effect of random number bias oh simulation re-
sults [25,p.54]. If the pseudo-random number generators presently 
available were found to be adequate~ achieve satisfactory simulation 
results, efforts to develop refined generators would assume a lesser 
_importance. The author has heard the opinion expressed on several 
~/ 
occasions that the error introduced by any bias in the random number 
-·--- -
. ......,..._:_- 7-. 
generator would be insignificant when considered in the ligh~ of.,,,the p 
numerous sources of variation present in any normal simulation study; 
thus the importance of developing refined generation methods is 
questioned from a different quarter. Some effort has been expended 
.) in investigation of the effect of random number bias on simulation 
results [14], [25]. White [25] investigated the effects of random 
number bias on a data collection system simulation by introducing 
pseudo-random number generators·expibiting various degrees and charac-
teristics of randomness into the simulation model. Classical tests 
for randomness were used to characterize random number generators in 
terms of statistical properties. Each method of generation was then 
used in the simulation model; all parameters of the simulations re-
mained fixed except the random number generator. In his abstract, 
I . 
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4 
White expresses surprise at finding the e~fect of pseudo-random n~mber 
bias to be statistically insignificant in the particular application 
studied. 
The author recently conducted a study which was intended to be 
an extension to White's efforts. The study, which is outlined in 
section 3, involved an investigation of pseudo-random number bias on 
simulatio) results for a proc·ess having known analytical solutions.· 
In seeking to explain unanticipated results in the simulation study, 
an attempt was made to uncover previously unrecognized factors which 
could be significantly influencing the results. As will.be explained 
in section 3.3, this led to a preliminary investigation of the effect 
of block size in statistical testing of pseudo-random number sequences. 
This preliminary investigation revealed that a change in classification 
of generators as acceptable or unacceptable by statistical test cri-
teria can occur with a change in the block stze used in the tests. i 
-, In view of these preliminary results, it was felt that a separate 
and expanded investigation of the block size effect should be under-
taken. 
1.2 Statement of Objectives ,·''/.:···· 
The objective of this thesis is to investigate the effect of 
block size on the results of statistical testing of pseudo-random 
number sequences. 
If the block size is a significant factor influencing test re-
sults, an experimenter who selects a generator for use based on test 
results for a given block size would have little assurance that the 
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5 
t. generated sequence would display acceptable properties -if tested using 
a different .block size. 
.. As reported in literature published to date, ·t~sting has ·been 
conducted using a somewhat arbitrary choice of block si~e, a block 
size of 1000 being common. Pseu(io-random number generators have then 
been classified as acceptable or unacceptable, with regard to the 
properties being tested, on the basis of passing or failing the tests 
_, 
applied. If the results obtained are significantly affected by the_ 
_ _______ !-~---
choice of block size,· the reported classifications of generators as 
acceptable or unacceptable, unqualified by block size considerations, 
• 
are open to question. 
Th~ investigation of the block size effect was restricted to (' ~ 
consideration of_ only one test for randomness. The specific test 
considered is a chi-square test for goodness of fit to the uniform or 
rectangular distribution. This is the most obvious and perhaps the 
most basie test for randomness of a number sequence, and it was.--for ·-
this test criterion that inconsistencies of classification were noted 
with a change in block size during preliminary testing. Random 
fp, 
number generators, word lengths, and block sizes constitute the inde~ 
pendent variables which were included. 
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PSEUDO-RANDOM NUMBER GENERATION AND TESTING 
Congruential Generators 
The specific. pseud.o~random number generators which are relevant 
to-the~~~mainder of the paper will be discussed at this point. 
~~~1.1 The Mui:t ipl icat ive eong-ruent ial. Me-tt--lhn-llo-Hd--~ ., 
The Multiplicative Congruential Method was first introduced by 
Lehmer in 1949. [ 13] • Howeve'r,? Lehm'er proposed a specific .constant 
' multiplier which yields a special case of the·~--mo:re· general· form to 
·' 
be outlined here. 
Let: 
................... ,.,, 
a= Predetermined constant multiplier 
X0 = Starting random number 
M = Modulus 
The sequence of numbers generated by the Multiplicative Congru-
ential Method can be defined by the congruence relationship 
Xi+l: aXi (Mod M) (2 .11) 
which is read !i+l is congruent to aXi Modulo Mand means that !i+l 
is the remainder, 0 ~ Xi+l < M, when aXi is divided by!· The random 
sequence on ~he interval (0,1) is then formed by X0 /M, x1/M, .... , 
X1/M .....• To avoid division a~d_speed generation, Mis usually 
chosen as 2L for generation on a binary computer (L = word length) 
L 
or as 10 for a decimal marah;njQ ......... ....,, ......... .___. -· 
choosing any other modulus. 
Example: 
a= 83 
X = 2001 
. 0 
There seems to be no advantage in 
. I 
,-_ .. ---·-
* :-,.: 
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ax - (83)(2001) - 166083 0 ··-__ ..... .: .. · 
aX0 /M = 16.608;3 
,; . '.·•, 
~1 = 6083 : ~-
X1/M = .6083 
--~-------·-
ax = (83)(6083) - 504889 
-1 . 
aX1/M = 50.4889 
x2 = 4889 \.: 
X2 /M - .4889 
etc. 
After Mis chosen, number theory considerations permit determination 
of values of .! and ·!a which will yield the maximum number of terms 
before repetition. The number of terms generated before the sequence 
-repeats is defined to be the period, P, of the sequence. The maxi-
mum period of a decimal number sequence attai11able using the de-
terministic ·methods under discussion can be seen to be lOL, because 
there are 1cf · possible unique numeric values which an L-digit number 
can assume. The maximum period attainable -with the Multipl.icative 
· ·· -········ -. L-2 Congrue_ntial Method., as qetermined from number. 1theory, is 5xl0 
l 
. . L 
. [ 11,p.6], which is somewhat less than the full period 10 . The follow-
-~ 
ing information, in reference to decimal computer generation, 
specifies the parameter values which will result in the maximum 
- ______ ,....... 
L-2 period , 5x 10 [ 11 , p. 10 J , [ 9 , p. 2 3 7 J : 
a= 200t + r where tis a non-negative integer and r is any of. 
-
. -
-
the values, 3, 11, 13, 19, 21, 27, 29, 37, 53, 59, 61, 67, 
69, ·77, 83, 91 (a value close to 10L/2 is a good choice). 
.. . 
,. I 
. · t 
ir .: 
1. 
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·:.t 
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l< 
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I' 
.! 
,, , 
,I 
.. ---, 
l 
... '.: . •".: '. ·.,·.,~·-- ~ ...... ~ .· ~ - ~ ·_.. :-
t- -:1 · ' 
8 
x· = Any .random number not divis.ible by 2 or 5. 0 
2 .1. 2 The Mixed Congruent_ial Method 
.. 
• :.--·· .·..r--
• :::•• ·,; A .-• ,- ~-• 
This method was first presented in 1960 in. papers by Coveyou [ 4] 
and Rotenberg [ 20] • The sequence of generated numbers is defined by 
~---~------t-=-=h=-=--e=--c-=--o-=-n _____ r_tte nee re 1 at i onsh...__ip...___ ________ ----
I 
I J 
I 
l 
! 
l 
I 
·I 
I 
! 
I 
I 
V l 
i 
l 
l 
l 
I 
} 
I 
I 
I I 
I 
I 
I 
I J 
J i . 
I 
,, 
':{ 
C) ' .(2 .12) 
It will be noted that equation (2.12) differs from equation (2.11) 
' only in the inclusion of the term £, which ts a predetermined addi-
tive constant. Although equation (2.12) is a later development than 
equation (2.11), (2.11) is a special case of (2.12) in which c = O. 
As with the Multiplicative Congruential Method,! is usually chosen 
as lOL for a decimal·computer· or 21 for a binary computer, and the 
random sequence on the unit inter,val is farmed by X
0
/M, ·x1/M, ..... , 
X. /M, .. .... . • With equation (2.11), it is possible to generate a 1 
sequence having the full period, 101 . After Mis selected, the 
.,5 
restrictions. on the other parameters neeessary tojgenerate a se.quence 
having a period of 101 can be derived from number theory. For pro-
gramming on a decimal computer, these restrictions take the following 
form [ 1 , p. 13 2 J : 
a= l (Mod 20) This means that the quantity (a - 1) must 
be evenly divisible b~ 20. 
'• 
c =·any random·number not divisible by 2 or 5. 
X = any random number., 
0 
Since the generated sequence will contain every unique numeric value 
frg~ 0 to lOL - 1 once and only once, the choice of X only determines 
-0 
"the point of origin of the sequence. This differs from the Multipli-
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cative Congruential Method in which restrictions on X are necessary 
... -> 
-0 
-;/· to assure a maximum period. 
.. 
The fastest ~eneration by this method for decimal machine~ is 
achieved by choosing ~ = 108 + 1 for S ~ 2, because the necessary 
~--"'-~~---~m"""""u~ltiplicatjons are then eastly~ effee·t-ed by shift-and--add · instruc-
tions. This same device can be used for the Multiplicative Congru-
ential Method, but to a lesser degree of efficiency, because a must 
-
have a slightly more complex form; a will have the form a .= 108 + -3 
-
-
' 
or a - 108 + 11 for S ~ 2. The Congruential Methods of generation -
are presently enjoying the widest acceptance. It has been claimed 
that\the longer period of equation (2.12) makes it preferable to 
equation (2.11). However, for variable word length machines, periods 
of more than adequate length can be achieved with equation (2.11), 
,and over a broad range of paramet~rs equation (2.11) appears to pro-
duce number sequences having better statistical properties. 
2.1.3 Lehmer's Method 
' .. _· ' )-- - .f ~I_.;. • -' 
' 
Lehmer' s Method for random number generation, which was the fore-
runner of other congruential generators, is defined as follows: 
I 
~-Multiply an 8 digit number by 23. Remove the two ~igh-order 
digits from the 10 digit product and subtract them from the 
remaining 8 digit nµmber. 
Expressed mathematically, the relationship is 
where K is the 2 high order digits of the 10-digi t product 23X .. -
-1 
Lehmer's Method may be expressed as a congruence relationship 
of the ·form 
.~.:.:. .. ·.-....-··· 
-~" 
• I .• ' •. 
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1 
I 
.J 
. '
1.0 
" 
_ ...... __ ..... ,.,.,. .. ~ .. ·· .. ·::,':t'- X = 23X. (Mo.--d 108 + 1) i+l 1 (2.13) 
The random sequence on the unit interval is formed by 
.. 
X /M, X1/M, .... , X1/M. . . . . . . .. 0 
... 
. .-c·:.~ . 
The choic"e of X
0 _ is arbitrary for this method-- with the ex-
~------·-...:-------·-----~·· --
cept ion that starting values of zero and one must be excluded . 
I 
I 
I 
I 
i 
J 
I 
I 
1 
I 
I 
I 
I 
I 
I 
., 
.,.\-. 
. . For decimal computers having fixed word length other than 8, a 
modification of Lehmer'·s Method would be required to permit its use; 
' 
under such a modification, a modulus of 101 + 1 would be used instead 
of 108 + 1. 
2.2 Statistical Testing of Random Number Sequences 
In the previous sections, the desirability of long periods for 
the random number sequences has been noted, and attention has been 
given to the selection of pa~ameters which will result in long 
periods. There are many choices of parameters available which will 
·--- .--·--- ---yield long periods.. However, this gives no indication of the st a-
.... J . 
tistical properties of the sequence; it is, therefore, a normal pro-
' . 
-··. cedure to apply various statistical tests to those sequences to ,,. 
\.. 
determine their conformance to other important conditions, such as fit 
to the rectangular distribution and low serial corre:1-ation between 
numbers. 
Many tests for randomness have been proposed in the literature 
of statistics over the past 30 years. Several popular statistical 
t, 
tests will be described to illustrate the extent to which random 
number generators have been tested and to lay the foundation for the F 
discussion in section 3. It is worth noting that the goodness of fit 
test and the independence test are the only tests applied in a 
.. 
;.:··'.-.··. I :· . 
. . •· ··~·. ' .. 
·~?t:,--.,_.~.: .. _.  .,, .. ,.::-;::.:::: .... , ... .,, . ".'"*i-~" 
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11 
majority of the published articles on random number testing. 
The statistical concept of a random number does not fdm~ t to_ .. 
precise d~finition. Webster defines the term 'random number' to 
mean "having ·the same probability of occurring as every other member ' . 
. '' of the set. The statistical tests to be discussed are tests of 
properties which have not been disputed as necessary properties for a 
random sequence, but there ~s con~iderable controversy as to what 
constitutes a sufficient set of conditions before a pseudo-random 
number sequence can be dee-lared acceptable. Before sequences of 
numbers are actually used, the wisdom of imposing conditions on them 
as dictated by the statistical model of the problem cannot be re-
futed. These conditions are those that minimize the bias which 
such sequences could cause· in the results. However, it is more 
reasonable and desirable to establish a more or less fixed set of 
conditions to determine acceptable sequences, so that individual con-
.;1_._ siderations are necessary only in special applications. 
2.2.1. Frequency Test 
It is natural to require the sequence of pseudo-random numbers ... , ... :• 
to be uniformly distributed over the interval (0,1). To test for 
this property, the unit interval is divid~d into~ equal sub-intervals. 
r The frequency, f i ( or the count of numbers in the i th interval),. is 
~ then obtained for a sub-sequence of~ numbers. The statistic 
1~ then 
II jr• k n2 x.a = ~ ~ <t - -> . l n i=l 1 k ,, 
(2. 2·1> 
computed anry for large !!_ will have a chi-square distribution 
J' . 
_/41-
. :Q 
• 
: 
' ' 
., . 
I, 
f 
' 1> 
·ir:.-: ...• ,, ....... t "i" 
.r ·~ .. :: .. 
-· . . . t 
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12 
with k - 1 degrees of freedom if the sequence is random. If the 
-
statistic, (2o21), does not appear to· have the chi-square distribution, 
then the generator is declared to be unacce~table as a random number 
generator. 
Stnce the generators discussed in section 2.1 may have very long 
periods, the entire sequence is not usually tested. It is normally 
_the local properties of the sequence that are of interest anyway--i.e., 
whether or not sub-sequences (of length 500, 1000, etc.) conform to 
the expectancies for random sequences. An acceptable generator is 
then one for which the desired properties are exhibited throughout 
I), 
the generated sequence. 
Thus, a n~mber of sub-sequences or blocks of the sequence are· 
tested with the test results then evaluated in composite. Allard, 
Dobell and Hull [l,p.132] applied the frequency test, equation (2.21), 
to 100 consecutive blocks of 1000 numbers each from genera-tors of the 
Multiplicative Congruential type. Next, letting F. equal the number 
l. 
f h 1 . 100 1 f x. 2 1 . ( l)th o t e resu ting va ues o . :1 which fe 1 between the i -
th . 
and the i deciles for the x2 distribution with~ - 1 degrees of 
freedom (~ was chosen as 10 in this particular case) j. they computed 
the statistic 
2 x.~ -r7 ... -
l 
-10 
10 
r; (F . . - 10) 2 i=l 1 ·. (2.22) 
which for random sequences has the chi-square distribution with 9 
degrees of'freedom. The sequence and the method of generation are 
considered as unacceptable if 
-····- \ 
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13 
.where (1 - et) is the desired level of confidence. 
The reader will readily recognize that this test (as is true J 
of the other tests to follow) is a test of the high order digits in 
the random numbers under consideration. If k in equation (2.21) is 
chosen as 10, discrimination among numbers applies only to the high 
order digit; for k = 100, discrimination extends to the second of -
the high order digits, etc. Due to this fact, and to the fact that 
low order digits have successively shorter periods for certain of the 
generators mentioned, the digits from a pseudo-I)indom number should 
, # 
not be used as random digits [ll,p.11]. Rather, the high order digit 
or digits from succ~ssive numbers in the sequence should be used when 
random numbers of fewer digits are required. 
2.2.2 Serial Test 
The· frequency test merely tests the frequency of occurrence of 
each digit in a given interval and does not place any restriction on 
the order of occurrence of the numbers. Thus the sequence O, 1, 2, 
3, 4, 5, 6, 7, 8, 9, O, 1, 2, 3, 4, 5, 6, 7~ •. 8, 9 •.... will satisfy 
the frequency test, but clearly it is not a random sequence. The 
' 1 .. ~ .. ,,.- ;• • '. • 
-serial test is one basic test of order. For a ·random sequence the 
probability of the occurrence of any number should be independent of 
the occurrence of a9y other number. The serial test is a test for 
independence between successive numbers of the sequence.· In this test, 
the count, f .. , of· numbers in the i th interval which are followed by 1J 
. 
·numbers in the jth interval is accumulated for each sub-sequence. 
The statistic - '/ 
k2 k k n 2 x2 E E ( f .. ·- -2) (2.23) = -2 n j=l ·i=l l.J k . • 
. ,if 
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14 
-is then computed, f where k is the number of intervals and Ii is the 
- -
C 
length of the sub-sequence. Good [7] has shown that for random se-
2 2 "''( ,, 
quences, x2 .... x, has asymptotically· the chi-square distribution with 
.L ~ 
k(k-1) degrees of freedom. In applying the serial test, Allard, 
-- - - -- ---
Dobe 11 and Hull .calculate<J x.: - x.f for each of 100 consecutive blocks ,. 
' from the sequence being testede Then letting s. be the number of the 
1 
100 calculated values which were between the ( i-1) th and the i th 
decile for the chi-square distribution with k(k-1) degrees of freedom, 
they computed the statistic 
10 
10) 2 . x2 1 ~ (S. 
- -
-· s i=l 1 10 
.(2.24) 
The sequence and the method of generation are considered as 
unacc~table . if 
2 2 
Xs~Xag· 
' 
. ..,. .. ,,. 
"""T"-- . 'i . ' . --- ·- ~-·-· ------.. 
Allard, Dobell --and Hull used a significance level of 0. 01 in their 
- -
testing and defined acceptable sequences to be those for which .----~-~--'-
.. 
The serial test can also be used to test for independence be-
tween other than successive numbers ih a sequence--.that is,·. inde-
pendence between numbers separated by r other numbers for r = 1, . 
- -
2 , 3, ..... . • 
2.2.3 The Run Test 
A third test of randomness is a test of the frequencies of runs 
(up and down) of a given length. The length of a run up·or down is 
the count of a set of consecutive numbers in the sequence for which 
Xi+l ~ Xi (a run up) or for which Xi+l s: x1 (a n down), i.e., for 
·± 
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which no reversal in trend occurs. The actual frequencies (fL) of 
runs of all lengths are accumulated for comparison against theoretical 
j . 
expectancies. 
The expected number .of runs (e1) of _length ~ and the total: ex-
pected number of runs for a random sequence have been derived by ·use 
....... 
of probability theory and are as,, follows [11,p.81 :' 
e = 2 (L2 -+ 3L + l)n - (L3 + 3L2 - L - 4), 
L (L + 3) ! 
or "' ; ' 
2 
e = - , L n! L = n - 1 
Total expected no. of runs - 2n - 1 
3 
:.';(·· 
L < n - 1 
A chi-square test may be used to test the actual results against 
the expectancies for each of a group of sub-sequences and a secondary 
chi-square test can be performed o._i.:i the resulting set of x2 values as 3 
was discussed for the frequency and serial tests. ,. .. ,. 
The x~ statistic will be of the form 
2 
X2 = f (fL .. eL) 
3 . L=l eL (2. 25) 
_, 
where !L equals. the observed frequency of runs· of length L. The value 
I I 
2 ~ will be equal to the number of cells for the x
3 
test after grouping 
to nia,intain an expected frequency of 5 or greate'r in each cell; this, 
. -. .. ~-
of course, will depend on n, the quantity of random n1.unbers being tested. 
-
If the sequence is random, a set of! values of x: will have a 
chi-square distribution ~ith _£-1 degrees of freedom. Letting R1 equal 
the number of the N values of x2 which fall between the (i-l)th and 
- 3 
' . 
·.,; 
f ' 
. ' 
l. 
the 1th 'deciles- ft>r the chi-square distribution with c-1 degrees of 
\ -
f.reedom,. the statistic 
2 10 10 N 2· 
- ~ (R - - )- (2.26) Xa - 10 N i=l 
;,. 
may be computed. The sequence and the method of generation would · 
then be considered unacceptable if 
2 2 
~ ~ X ,9• 
2.2.4 Other Tests 
.; 
The frequency, serial and run tests are representative of the 
most commonly accepted and used tests for randomness. ~any other 
tests of randomness have been proposed. Some of these are the poker 
2 test, the gap test, Yule's test, and d test, and a test of serial 
correlation coefficients [4], [8], [23J. 
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3, PRELIMINARY STUDY 
. I 
~ As was stated in section 1.1, the investigation of the ~ffect 
o.f block size in statistical testing of pseudo-random number sequences 
" . 
-------was motivated by results of a previous simulation study. It will be 
the purpose of this section to outline the nature of that study as 
it relates to the purpose of this thesis. 
3.1 Selection of Random Number Generators 
' Following a method' similar to that employed by White [25], 
pseudo-random number·generators. displaying various characteristics 
of bias when subj'ected to classical tests for randomness were isolated 
for use as input to a simulation model. The phenomenon being simu-
lated was the sampling process of a chain sampling inspection plan. 
The sampling plan is described in Appendix B. As origin·ally con-
ceived, the study of the effect of pseudo-random number bias was to 
extend to the simulation of a number of processes of genera).~. ,interest,·-
following completion of ~he chain sampling plan simulation study. 
~ Although it is possible to artificially force a generated se-
quence of numbers to di_splay particular characteristics of bias 
---~. -':. - . [14,p.34], tlle selection of generators for this study was restricted ~ 
to those which might well be selected for use by a practitioner who 
failed to statistically test the properties of the generators. this 
restricts the area of investigation to such cases as might reasonably 
be expected to occur in practice • 
Due to the availability of an IBM 1620 canputer and to the 
extensive use which is presently being m&de of the FORTRAN lang~age, 
the simulation program was written in IBM 1620 FORTRAN. Congruential 
" -;, 
-1--l. 
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~ 
random number generation routines written in .IBM 1620 FORTRAN are 
-~ 
limited to a word size s: 6 digits. IBM 1620 FORTRAN imposes an eight 
significant digit limitatior1 and the fact that the integer pnrtion of 
the numbers are discarded in the congruential generation process 
represents a further limitation; this limitation is dependent on the 
... 
number of digits contained in the constant multiplier. Therefore, 
the generators tested for possible use in the simulation study were 
those which yield six-digit numbers. 
Three basic and widely used tests for randomness were selected 
as the criteria for classifying the generators. These are (1) a test 
for goodness-of fit to the rectangular distribution, (2) a test for 
l ' 
independence between consecutive numbers in the sequence and (3) a 
test for runs up and down as compared to theoretical expect at ions. 
The generated sequences were tested in blocks of 1000 numbers each. 
The period f'o.r the multiplicative congruential ge~erators, using a 
r! 6-digit word size, is 50000 ~9-_ only 50 ,blocks were tested for these 
generators; it is not feasible to test the full sequence for the mixed 
metQod, so 100 blocks,were tested from the sequences generated by 
this method .. The x;, x! and x: statistics, equation$ (2.22), (2.23) 
and (2.26) respectively, were computed for each generator (for both 
the frequency and serial tests, the number·, of intervals, k, was chosen 
"'\ 
as 100). A si~plification of the independence (or serial) test was 
' 
made. Instead of calculating x:, equation (2, 24) , the f requncy , Si, 
of the N values of x2 which fell between the (i-l)th and the ith de-
2 
cile of the chi-square distribution with 99 degrees of freedom was ff 
calculated. Then the statistic 
C, 
1 ' 
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was calculated. 
.v., 
19 
10 
- ~ i~l (S~ -· ~0)2 
----------- - - -
~ Good [ 5] .has shown that X ~, is not distributed as 
an exact chi-square distribution. This_is due to the fact that each 
number in the sequence is used twice, once as a·leading number and 
once as a trailing number, in calculating X~o However, it is felt 
that the approximation is sufficiently good for the purpose of this 
study . 
. . Test results may be summarized as follows: 
MULTIPLICATIVE CONGRUENTIAL GENERATORS 
1.fodel Re'sul ts -
J 
··2 2 2 a XO M XF Xs' Xa - --
-
-
13 207541 106 22.8** 545** 126** 
21 622637 106 190.0** 124. 2** 65. 6** • 
83 622637 106 4.0 6.4 9.6 
101 622637 106 cycles after 10000 values 
23 622637 106 + 1 cycles after 9000 values 
MIXED CONGRUENTIAL GENERATORS 
Model 
Results 
XO ~ 2 x2 2 a C ~ S' .. XR - -
-101 7777 207541 106 80.0** 1_7.0* 12.-0 -~ -
83 7777 622637 106 42.4** 16.8 9.2 
..... , ... ..,. 
' Each of the test statistics is a chi-square statistic with 10-1=9 
degrees of freedomo The critical value is 16.92 at the 0.05 signi-
ficance level and is 21.67 at the 0.01 significance level. The x2 · 
values showing significance at these levels are designated by single 
... 
. , 
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-- . 
- '}·----' 
...... 
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20 
(.05 level) or double asterisks (.01 level).-
Hased on the test results, the following generators were selected 
for use in the preliminary study: 
-,~ MIXED CONGRUENTIAL GENERATORS 
(Gl) 
. a = 83 C = 7777 X0 = 622637 
This generator was selected as one having poor fit to the rec-
tangular distribution, but acceptable properties for the independence. 
and run tests. -J~· ........ ::). 
MULTIPLICATIVE CONGRUENTIAL GENERA·rORS 
(G2) 
This generator 
I ....-V ,,. " 
the thnee tests. 
(G3) 
a= 83 
was selected 
a= 13 
X = 622637 0 
as one being 
XO= 207541 
acceptable for each 
M = 106 
,:<l"l• 2 ine Xs, 2 and x~alues for this generator reflect the poorest 
properties by far for the ·independence and run tests of any of the 
generators tested. Therefore, .al though x2 is slightly over the F 
of 
critical value (.01 level), this generator was selected as having 
'reasonable' fit to the rectangular distribution, but having extrem~ly 
poor properties for ·the independence and run tests. For th~ inde-
pendence test, the X~ values are all grouped in one decile, which is 
the poorest possible fit (se·e Table A 
' 
p. 60). 
' J 6 (04) ·a 
-
21 X - 622637 M 
-
10 .... 
0 
This generator was selected as one having poor properties for 
all three tests. 
(G-5) a,= 23 X0 = 622637 M = 106 + 1 
..... 
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Th:is_generator ,(Lehmer's Method modified for six-digit W?rd 
length) cycles •fter 9000 values and was chosen for this reason. The 
individual chi~square values did not appear unreasonable for the 
.,. ~, 
frequency test, but very poor properties were indicated for the 
other two tests. 
3.2 Determination of Sample Size 
In order to obtain effective representation over the range of 
the sampling plan, it was desirable to introduce several combinations 
of sampling plan parameters into the simulation study.· Sixteen vari-~·· •. -~---4· 
" 
ations on the plan were selecteq, and a complete simulation run was 
made for each of the five random number generators described in 
section 3.1. The product quality as measured by the fraction de-
fective, p, was assumed to 
f formation of the uniformly 
follow the binomial distribution. Trans-
distributed numbers to the required bi-
I: 
nomial distribution was made by-a table look-up procedure.incorporated 
in.the computer program • 
The parameter being estimated for the cumulative sampling plan 
.is the steady-state probability of acceptance for any lot. It was 
hypothesized that for a large number of samples, N, under truly 
random sampling 
A 
Pa. - Pa 
- · 'f.Var. f>a 
would have ~e standard 
(3 .21) 
normal distribution where Pa 
is the analytically derived probability of acceptance [5,p.B-2_to B-8]~ 
,. 
Pa is the simulat.ion estin1ate, and 
A Var. (Pa) = 
Pa(l-Pa) 
N . . 
.
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A To check this, 100 values of Pa for one level of the sampling plan 
... ---1 
were derived by simulation with N = 500, and using statistic (3.21) 
Si a chi-square test for.goodness to fit to the standard normal distri-
bution was made. The resulting x2 value of 8.8 (10 equal expectancy 
cells were used in the test resulting in 9 degrees of freedom) is 
.. 
substantially below the critical value at the 0.05 significance 
level (16.92), so the hypothesis was accepted. 
The number of samples to be used in the study was then determined-
- as that numJer for which the theoretical precision of estimate .. is ·r 
+1% at the 95% confidence level for the maximum variance among the -
levels of the plan. The required number of samples was determined 
if 1r~ 
. to be approxirn~tely 8000. In order to ~tudy the behavior pattern of 
simulation results as the number of samples was increased, results 
were obtained as a set of sixteen replications, each representing 
500 samples. · 
3.3 Summary of Results 
The 95% confidence limits (assuming trulyr;;ndom sampling) for 
the simulation estimates were calculated for each of the 16 combi-
~ nations o! parameters included in the study. This was done for the 
cases where the number of samples, N, is 500, 2000, and 8000. The 
actual simulation estimates obtained with each ra~dom number gene-
rator were then measured against the 95% confidence limits. A tabular 
display of the results is given in Tables B through b', pages 61-62. 
The resul.t o:f interest with regard to the present thesis topic is 
the fact tha~ he simulation estimates which conform most closely 
. " 
. " 
to theoretical ·expectation were not obtained with the .acceptable 
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generator, G2. On the contrary, for N: 8000 the results from this 
generator w~re among the most extreme departures from expectancy, 
with the simulation estimate falling beyond the 95% confidence limits 
{or six of the sixteen variations of the plan (see Table B, page 61); 
a value beyond the 95% confidence limits would occur by chance only 
,r 
5% of the time. For this same value of N, generator G4, although 
classified as poor for all three tests of randomness yielded no simu-
lation estimates beyond the 95% confidence limits (see Table E,, page 
.. ,.},.,,. 
64). 
In view of the fact that the degree of conformance of the gene-
rators to statistical test criteria could not be related to·the degree 
of conformance of the corresponding simulation estimates to theoreti-
cal expectancy, the intent to extend the study to-the simulation of 
other processes of general interest was shelved. It was felt that 
an investigation into the underlying causes would have to precede 
any such extension. 
'------- ' f 
0 
Three possible causes foF the results are as follows: 
1. The statistical tests used in classifying the random number 
generators do not test the specific property or properties of random-
ness to· which this particular simulati~ model is sensi tiye. 
2. It may not be sufficient-to test the uniformly distributed random 
number sequence when ( as is usually the case) a trans-format ion to 
. ,•+ 
another distribution is required to provide inp~t to the simulation 
model. In such a case, it might well be more appropriate to test 
the transformed distribution than to attempt t_o test the uniformly 
distributed numbers for all the propefties which might cause problems· 
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I 
. in the transformation. 
3. Since the ran~6m number sequences were tested -- in block1s of 1000 
·Qj 
' 
.//-· . 
--numbers and the numbers were used in blocks of 500 in the simulation. 
runs, the question of the effect of block size on the~esting of the 
,,, number sequ~_nce arises. Would the classification of generators differ 
., 
--~ 
~ if the sequences had been tested in blocks of 500 numbers? 
In seeking an answer to the question posed above, the frequency, 
serial and run tests were r~peated on.the four generato~s (Lehmerws 
Method _@Xpected) using a block size of 500. A summary of comparative 
results . 1S 
Generator 
r:r· 
Gl 
G2 
G3 
G4 
. given below: 
Block Size 
x2 ~ 
42.4 
-4. 0 
22.8 
190.0 
·2 
Xs' 
16.8 
6.4 
545 
124.2 
1000 
2 Xa 
-
9.2 
9.6 
128 · 
65.6 
Block Size 
~) 2 . Xs' 
7.6 3.8 
31.4 13.4 
65.6 900 
100 160 
500 
x~ 
-
15.6 
14 .1 
170. 5 
88.2 
The critical chi-square value at the 0.05 level of significance is .\ 
16.92. It can be seen that for generator Gl, x2 exceeds the critical F 
value for block size 1000 and is below the critical value for block 
size 500. The reverse situation is true for G2. When tested using 
a block size of 5°00, Gl would be classified. as acceptable for all 
three tests of randomness; at this block size; G2 would not longer 
enjoy an acceptable classification. These results demonstrate the 
fact that it is possible in some cases to classify a generator as 
either acceptable or unacceptable when the generated number sequence 
is-tested in blocks of 1000 numbers and to classify the same generator 
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25 
differently b·y identical standards when testing in blocks of 500 
numbers. 1· 
The possible significance of block size as a factor in the test-
ing of pseudo-random number generators has relevance to a much broader 
area than that represented by the simulation study.at hand. It is, 
in fact, relevant to the entire are~·of computer simulation. It 
was therefore felt that these preliminary results justified a sepa-
rate and expanded study of the general effect of block size in statis-
tical testing of pseudo-random-number sequences. The theme of this 
,.,, 
thesis, then , is the investigation .of this effect. 
,·-.1~,·~r 
. The- appropriateness ·of the statistical tests for .a particular 
simulation model or the possible need for testing transformed 
distributions were felt to be issues which do not extend to as broad 
an area of relevance as does the issue of block size effect. It 
therefore seemed desirable to concentrate on the investigation of the 
block size effect. 
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4. DESCRIPrION OF THE EXPERIMENT 
-~7· The purpose of the experiment is to determine if the block size 
.t-
-·· 
l\lected for statistical. testing of a_ sequence of pseudo-random num-
bers is a significant fa~tor affecting test results. As was demon-
strated in the previous section, it is possible in som~ cases to 
classify a generator as acceptable in ~!t to the rectangular distri-
bution using a given block size for testing, and to classify the 
/ same generator as unacceptable in this property ·when a different 
block size is employed in testing. However, classification of a 
generator as acceptable or unacceptable does not provide a quanti-
tative measure as required for determination of ··-statistical signi-
ficance of an effect. The possibility that the inconsistency of 
classification noted in the preliminary results might be dependent 
on the use of a six-digit word size also existed .. The investigation 
was therefore extended to provide a quantitative measure of block 
size effect and to include data for a different word length. 
the 
The investigation was specifically confined to consideration of 
block size effect in testing for goodness of fit to the rectangu-
lar distribution on the unit interval--i.e., the frequency test. The 
# inconsistencjes observed in the preliminary results ·presented in 
section 3.3 were restricted to the frequency test; the results 
2 
reflect X values for the serial and run tests which would yield a 
consistent classification in these characteristics in spite of the 
change in block size. 
4.1 Experimental Design 
Attention will now be given to the levels of the factors to be 
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~included in the investigation. An attempt was made to select factor 8 
levels which hopefully would be representative over a reasonably 
" broad range. H01Yever, all of the factors (word l_ength, block size and 
generator) are qualitative in nat~re and cannot be assumed to be 
random samples from any population. There is no quantitative measure 
associated with the generator factor and there is no basis for be-
lieving that an increase in block size orlword size will result ±n a 
greater or lesser degree of. conformance to statistical test criteria; 
interpolation between values could not be supported as valid for the 
. ~·· 
·case at- hand. The analysis of variance model which will be used 
must therefore be viewed as* fixed model for the factors included. 
4.1.1 Random Number Generators 
For the simulation study Jutlined in section 3, five pseudo-
random number generators displaying varying characteristics and de-
grees of non-randomness were selected. The basis for selection of 
the five generators is discussed in section 3.1. Experience with those 
five generators provided the framework and motivation for the present 
investigation; therefore, a subset of three of those generators was 
selected for inclusion in the investigation. The modification of 
Lehmer's Method was eliminated from consideration due to the short 
period associated with the method (9000 for 6-digit number generatio!l)_. 
This short period precludes application of the frequency test des-
cribed in section 2. 2 .1. 
The three generators selected are described be~ 
Gl 
-Mixed Congruential Method 
I 
.. 
:": 
'· l 
· . ..;.,_ : 
[ 
u 
·, ,, 
'1 
' 
' ' 
,t;t; 
·· i· .. .. --,-· ' 
.......... ,•.:·. 
··!'" ; .. ,_' 
'··, L 
G2 
G3 
constant mul~iplier = 83 
additive constant= 7777 
28 
starting number -· , - 622637 
'.' 'f''''"•./ ,_,,__. 
Multiplicative Congruential MAthod 
constant multiplier= 83 starting number 1 = 622637 
starting number 2 = oj99i1 
Multiplicative Congruential Method 
constant multiplier= 13 starting number 1 - 207541 
starting number 2 - 046193 
The first two generators were selected because they represent 
two different methods of generation (the two most widely used methods 
today [1,p.131], [8,p.283], [9,p.248], [19,p.610], and because the 
number eighty-tnree has been recommended as a suitable multiplier 
[21,p.17]. Further, as reporxed in section 3.3, these are the two 
generators for which the classification as acceptable or unacceptable·. 
was found to change with a change in blo.ck size. The third generator 
was chosen arbitrarily from among the two remaining multiplicative 
congruential generators, each of which had displayed generally poor 
., characteristics of randanness in the statistical test results pre-
sented in section 3.1 and section 3.3. 
The maximum period for the Multiplicative Congruential Method 
usin~ a six-digit word length is 50000, which offers only fifty unique ·-
blocks of numbers for test purpose~ when a block size of 1000 numbers 
is utilized in testing. As will be explained in section 4.2, it was 
.. desirable to inclu~e two sets of fifty blocks in the experiment. To 
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geriera te a second set of 50000· numbers, it !1 was 'therefore necessary to· 
,-1 
introduce new starting numbers, X0 , for generators G2 and G3 at the 
six-digit word sizec The new starting numbers for G2 (039911) and' 
G3 (046193) were selected from a table of random numbers. The period ... \ ' 
·for the~ Mul tiplicat i~e,,,··c·ongruent ial Method at the ten-digit word 
length and for the Mixed Congruential Method at both the six-digit 
and ten-digit worn lengths is suf:ficiem.tly long to permit generation. 
of 100,000 consecutive numbers without repetit'idn. Thus, no new 
starting numbers had to be introduced for generator Gl, or for 
. generators G2 and··· G3 at· the ten-digit word length. For these cases 
the second set of 50000 numbers is simply' a continuation of these-
• quence beyond the first set. 
4.1.2 Block Size 
Thre.e levels of block size were employed: (a) 500, (b) 1000 
and (c) 700. These specific levels were chosen because block sizes 
'~ ' -·· 
of 500 and 1000 are of interest with regard to the problems encounter-
ed in the previous simulation study, whereas 700 represents a block 
size which is not an integer multiple or sub-multiple of 500, 1000, 
or the period of the pseudo-random number sequence. The importance 
of including a block size with these latter characteristics stems 
from the fact that cyclic properties, occurring _with a period which 
is an integer sub-multiple of the full period, often exist within 
pseudo-random nu~ber sequences.[12,p.26], [19,p.611]. 
4.1.3 Word Length 
Word length as used here refers to the number of decimal digits 
in each generated number. It will be recalled from the discussion of 
·...;-
,, 
... 
,,· 
~--
··"· 
l 
P." i~:! 
.,. 
' l 
... 
i :. 
random number generators in section 2.1 that the maximum period of 
the generators is a function of the word length, L. The maximum 
r 
L-2 · 
·., perioo for the Mul tipl ica ti ve Congruential Method is 5xl0 ( decimal 
system) ; that for the Mixed Congruent ia_l Method is lOL. ( 
Two levels, of word length were incl'uded in the investigation: 
(a) six-digit numbers and (b) ten=digit numbers. SixjPigit random 
numbers were utilized in the simulation study described in1section 3, 
and preliminary results which displayed inconsistencies with a change 
in block size were obtained wit~-digit number generation. At 
the time·, it was realized that a word length of six-digits represents 
an extreme condition for pseudo-random number generators, the maximum 
period for the multiplicative generator being only 5 x 104 . Use of a 
4 ten-digit word length increases the period by a factor of 10 over 
the period for a six-digit word length; thus the ten-digit -ord length 
offers an adequately long period for almost any purpose, while still 
offering relatively slnrt generating time. Although the six-nigit 
word length permits study of an extreme condition, it would not nor-
mally be used in a simulation model if computer capability permitted 
,.,,,,,,,,1,.,.,, 
a longer word length, and most computers have a word length capability· 
.. 
of ten digits or more. It was felt, therefore, that the effects of 
block size should be studied for six-digit and ten-digit word lengths 
so that results .would be representative for both the .. extreme and the 
more,normal condition. In extensive statistical testing of congru-
, 
/ 
ential generators, Allard, Dbbell and Hull report results to be 
"remarkably consistent" in statistical properties regardless of word 
length for· all word length$ from eight digits to twelve digit.s[l,p.136]. 
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Departures fro~ these consistent results were noted for word lengths 
of six digits and seven digits (word lengths less than six digits or 
greater than twelve digits were not considered). , I Based on these 
findings, it was felt that the use of six-digit and ten-digit word 
----IE;t.ngths in the investigation of block size'"-effect would be sufficient 
to yield results representative of most cases of r..~levance for 
practical applications . 
. 4.2 ·Experimental Procedure 
Since the Multiplicative Congruential Generator with six-digit Q 
word length has a period of sbooo, the number of unique consecutive 
blocks for a block size of 1000 is limited to 50. In order to main-· 
tain consistency throughout the experiment, 50 consecutive blocks 
were tested regardless of block size, generator, or word length; thus 
2 
. fifty values of x1 were obtained for each of the eighteen factor 
combinations. Then, using a different starting number for each 
generator, a second set of fifty x2 values for each of the factor 1 
combinations was calculated. 
4.2.1 Qualitative Assessment 
The first basis chosen for assessing the significance of block 
' fl\~e eff
1
ect is a qualitative measure, the measure being the classi-
" fication of the generator as acceptable or unacceptable. For the 
simulation study outlined in section 3, the procedure used· in classi-
fying generators as acceptable or unacceptable in goodness of fit to 
the rectangular distribution is as follows: 
1. · Divide the interval (0,1) into percentiles. 
' 2. For a given blo~ size, n, calculate the frequency, f 1 , of 
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,.;,-;,~,r .. tWl(;JW~accurrence of numbers in the generated sequence for each 
·' 
percentile; 
a. Calculate the statistic 
~ 
100 100 ' ' x2 I: n 2 ., l()!~""' (f. 
- 100> 
- •.. i 
-1 n i=l 1 
for each of fifty blocks in the sequence. 
4. Divide the x:9 distribution into deciles. 
I 5. Calculate the frequency (F.) of occurrence of the fifty ,, 1 
values obtained in step 3 for each decile. 
-------·-·- -
.6; Calculate the statistic 
"' 
.i"' '! 
.- .. :~~--. '. 
x2 = 1 
F 5 
•., I 
-. 
7. The generated sequence and the generator is classified as 
unacceptable in goodness of fit to the rectangular distri-
bution~ d.f 
2 2 XF ~ X.o5,9 = 16.92 
The same criterion.for classifying a generator was.u~ed in the 
qualitative assessment of block size effect~ 'il'y···· 
4.2.2 Quantitative Assessment 
In order to determine the statistical significance of the effect 
of block size, it is necessary to have a quantitative measure of 
performance. A factorial experiment using a transformation ··of the 
I 
x2 values was selected .. as the vehicle for this phase of .. the experiment. F ~ 
. e 
As noted in section 4.1, the factors to be included are block size 
(3 levels), generator (3 levels) and word length (2 levels). These 
selections result in a 3 x 3 x 2 factorial experiment. 
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2 A transformation on the X values was required to obtain approxi-F 
mate normality before the analysis of variance technique could be 
r applied. The appropriate transformation for a distribution for which· 
the variance is proportional to the mean is the square root trans-t 
formation [ 17, p. 20-5] , [ 23, p. 45] ; i.e., the square root of the·· sample 
values are used in the analys~s. The chi-square distribution falls 
in~9 this category, so the square roots of the X~ values were select~d 
as i.the quantt;t.~,!,i ve measure to serve as the 
analysis of variance. 
" " r~sponses fn the 
In order to increase the sensitivity of the analyses, the fifty 
values of x2 for consecutive blocks in a random sequence were con-. 1 . 
sidered as being two replications of twenty-five values each, 
' 
yielding two x! values for each of the eighteen factor combinations. 
This provided an error mean square with eighteen degrees of freedom. 
Unless. replication is used to yield at least two responses for each 
cell in the factorial experiment, no independent measure of the error 
mean square is available and it is necessary to use the high order 
interaction as a measure of the error term for the F test. It would 
not be desirable here to use the mean square of the high order 
interactions as an estimate of the error mean square without first 
having reason to expect the high order interactions to be small 
. :l 
enough to be ignored. The probable ma~nitude of the high order 
interact ions was not known f·or the case at hand, so two' replications 
were needed. Also, the F ratio is very sensitive to the number of 
degrees of freedom in the denominator when this number is sm~ll, and 
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34 
the use .of two replications increases the number of 'degrees of free-
dom in the denominator(the error mean square) • . \ 
. .. l · 
,. To maintain an expectancy of at least five observations in a cell 
,~- ~J. -
----in the calculation of x;, five equal prbbability cells were used in 
this phase of the e·xperiment and the statistic was computed as 
5 2 ~ (F. - 5) i=l 1 
' I 
I ( 
Following the analysis. of the data for t.he experimental run 
...... ...--;-
2 described above, XF values were calculated for a second set of gene--
rated number sequences (the starting number for each gener~ted se-
quence differs from set 1 to set 2), and the factorial design was 
modified to encompass the combined data. The combined data repre-
senting two levels for the number sequence with two replications 
b within each level, permits a 2 x 3 x 3 x 2 factorial design with two 
replications. The enlarged experiment, of course results in a 
greater sensitivity of analysis. As was pointed out in section 4.1.1, 
the maximum period for the Multiplicative Congruential Method using 
a six-digit word length is 50000, so it was necessary to physically 
introduce a different starting number, X, for G2 and G3 for· 0 
thi~ word length in generating the second set of number sequences. 
For Gland for G2 and G3 at the,ten-digit word length, the second set 
of number sequences are simply extensions of the first' set. 
Both a qualitative and a quantitative analysis of block size 
effect was. planned, because either would be ,'.incomplete within itself. 
The eff,ect of block size could be statistically significant and t.he 
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35 
generators still be classified consistently as acceptable or un-
acceptable. On the other hand, it would be possible for block.size 
effect not to show statistical significanc¢ and for the generators 
to be inconsisteht in the classification as acceptable or unaccept- ,-. 
able. For example, consider the case where all x; values for a given 
generator are grouped closely around the critical value, some falling 
on either side. The classification of the generator as acceptable 
or unacceptabl~ would be inconsistent, while the small numerical 
variation in the values would not yield statistically significant 
factor effects under the analysis of variance. On the other hand, all 
2 XF values could fall on the same side of the critical value but have 
a large numerical variation. This would produce consistency in the 
classification of a generator, while the analysis of variance could 
show factor effects which are highly significant statistically. 
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5. ANALYSIS OF THE EXPERIMENT 
5.1 Qualitative Anaiys.is 
The qualitative experimental results are sltown in-Table 1, 
' -
page 68. Each x2 ;alue represents a composite test on fifty consecu-F 
. 
tive blocks of numbers from a generated number sequence. Block 
I sizes of 500 and 1000 are included. Sample calculations for obtaining 
2 . 
the XF values are provided in Appendix E, page 73. 
-2 The data from Table 1 (XF values) -will be repeated here for the 
te~-digit word length. K'l••·•'''''' ,,,,,,,,, ···-~...-.,,, 
BLOCK 
SIZE 
GENERATOR Gl 
SEQ. l SEQ.2 
GENERATOR G2 
SEQ.Ji SEQ.2 
GENERATOR G3 
SEQ.l SEQ.3 
500 
700 
1000 
5.2 
.14.4 
13.2 
8.4 
8.0 
12 .8 
5.2 
4.8 
6.8 
·---
14.0 
3.6 
16.2 
12.8 
5.2 
6.0 
10.4 
All eighteen of the x; values obtained were below the critical value 
at the .05 significance level (16.92). Thus in all cases tested, the 
generators having a ten-digit word length would be declared accept-
able._ in goodness e>_r +~it to the rectangular distribution. In accor-
·-dance with the criterion explained in section 4.2, a generator is ., 
classified as acceptable if the x! value does not exceed the critical 
value at the • 05 s ignif,!cance level. 
For the six-digit word length, eight of the eighteen x; values 
Ii obtained exceed the critic al value at the, .• 05 significance level ~ 
·(16.92), and four of these eight values exceed the critic~! value 
at the .01 significance level (21 .. 67). The results (x; values) for 
·vt. the six digit word size may be summarized as fallows: 
r 
-
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BLOCK GENERATOR Gl GENERATOR G2 GENERATOR G3 
SEQ.1 SEQ.2 SIZE SEQ.1 SEQo2 SEQ.l s~.2 
I -
' ___ -, 
500 
I,·· i:, 
6.8 4.8 17.2* 7.2 32 . 4** l'i. 4 
6.8 11.2 10.8 17.2* 7.6 24.0** 
•. r 
700 
1000 21.2* 21.2* 4 .1ft'"'~' 11 • 6 22.8** 29.2** 
The values designated by an asterisk axceed th~ critical va1ue at the 
• 05 significance level; those designated by a double asterisk exceed 
the critical value at the .01 significance level. From these x; 
values, it can be seen that each of the three generators would be 
ir·, 
... 
d_eclared acceptable for at least one of the factor combinations and 
unacceptable for at least one. It will also be noted that for each 
sequence level under each generator, the classification of the 
generator changes with change . block . The of the a 1n size. occurrence 
';;, .. 
?.''.'.,. 
values 2 block • high of XF with a change in size does not display a 
consistent pattern over the two levels of the sequence factor. This 
indicates that block size is not the sole deter.mining factor in the 
test results. The mechanics of the run for sequence 1 and that for 
sequence 2 differ only in .. the choice of starting values for the 
number sequences tested. This may be shown as follows: 
:.;...:-.: .. r· 
. . 
GENERATOR Gl X. l = axl + c (Mod M) 1+ . 
··:.: 
Sequence 1 a= 83 c = 7777 M = 106 and 1010 
X = 622637 
0 
.Sequence 2 a= 83 C = 7777 6 10 M = 1.0 and 10 
It was dot necessary to phy~ically introduce a new 
value of X0 .,,. Sequence 2 was continued from the 
point of termination o~ the Sequence 1. 
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GENERATOR 2 
Sequence 1 
Sequence 2 
,, t 
J . 
a 
-
83 
a 
-
83 
38 
(Mod M) 
X 
-
622637 6 10 M - 10 and 10 
0 
-·I\ 
X 
-
039911 M - 106 
0 
For M = 1010 , Sequence 2 is .. ·a continuation of the n 
' '"' ..... , ·, ,,.{ .. ,, 
: .. ") . .,,,,,_: 
sequence .l:)eyond Sequence 1. 
GENERATOR G3 Xi+l ax. (Mod M) - 1 
Sequence 1 a - 13 X - 207541 M - 106 and 1010 0 
106 Sequenc~ 2 a - 13 X = ''046·193 M -- -
0 
~ 
For M 1010 Sequence 2 . continuation of the number - 1S a 
' 
sequence beyond Sequence 1. 
I,, 
Although the mechanics of the runs for Sequence 1 and for 
2 Sequence 2 differ only slightly, the x results show that in four 
F 
cases generator classification would change from Sequence 1 to 
-· 
Sequence 2 (data for six-digit word length). That this effect should 
be so pronounced is~ surprise to the author. 
It can be seen that the inconsistencies of classification ob-
tained are restricted to the data for the six-digit word length. The 
i-,·,~··:.- - , .. :~a .. 
fact that utilization of a six-digit word length represents an extreme 
condition for pseudo-random number generators was pointed out in 
section 4.1.3. This short word length would not normally be chosen 
L • 
for a simulation study. The possibility that the block size effect· 
might be related to the wor.d size in the generation routine was also 
• 
mentioned .. The x~ values obtained for ten-digit word length generation 
(Table, 1, page 68) give no indication that block size should be of 
~oncern, with regard to.consistency in classifying generators as 
~-
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acceptable or unacceptable, when using ten-digit generation. 
5.2 Quantitative Analysis 
A factorial design and the analysis of variance were used for this 
pbase of the analysis. The factorial design and the data for the 
' first run of the experiment are shown in Table 2, page 69. The data 
for the first run were derived fran the generators described for 
Sequence 1 in the previous section. For Replication 1, the values are 
2 the square roots of the XF values olltatned over the first twenty-fiver 
.. 
blocks of the generated p$eu<;Jo-rand om number sequence ( see page 34 ) • 
The transformed values for Replication 2 were obtained in similar 
fashion for the next consecutive twenty-five blocks of the generated 
sequenc.e. The analysis of variance table, shown in Table 4, page 71, 
indicates that the generator was a significant factor at the .01 level 
of significance and that the block size-genera1or interaction was 
significant at the····. 05 level. The highly significant generator effect 
2 was expected in view of the large variations in XF values noted for the 
generators discussed in section 3.3. Due to the presence of the signi~ 
ficant block size-generator interaction, it cann~t. be concluded that 
the block size was not significant, in spite of the failure of the 
block size to test as a significant factor. The only conclusion which 
can be drawn is that the block size di-d not act as an independent 
factor in affecting test results. 
In order that the analysis might be. based on a larger amount of 
data, a second analysis of vari~nce run was made which incorporated 
the combined data described for Sequence 1 and Sequenc~2 in section 
t 
5.1 Test results for a larger base of data should present a more 
' .. ".:_-v.li' 
1 
' 
' 
I 
I. 
r 
r 
! 
I. 
i 
r 
' ! 
! 
~; 
t 
ii 
I I 
' ';,[; 
• .:c. ii 
~:'~:; 
.\J, 
-.,;:: ~' ... j: 
-.. ; 
·~· 
,!/'. 
;--· 
I 
-
" J 
1i' 
.. ·: 
.:..·:. 
l\ · .. -'· _;l, J 
'\1 . ;, ·, 
~ 11, . ·- ·-- .-~·-·- -~-~~ - -
"-;'j:cc:::..--::."""=' ·" 
~ ... 
:i•!. 
11-11 
40 
.. ·. 1 
accurate picture of the behavior of ,.t,he generators. Further, for the 
analysis of variance, the added replications increase the sensitivity 
of "1m~alysis because the· degrees of freedom associated with the mean 
squares (particularly the error mean square) are increased. The ad-
,. 
~. '·••,?'" 
ditional data for the second run were derived with startffig····c·o11ditions " 
for the generators as described for Sequence 2 _in section 5.1. Repli-
cation 1 and Replication 2 values were derived in the same manner as 
.--1, 
described for the first analysis of variance run. The combined data 
and factorial design are shown in Table 3, -page 66. 
The analysis of varianc8 table for the combined 
plete in Table 5, page. 72, will be summarized at this 
Source of 
Variation 
Total 
Word Length 
Block Size 
Generator 
Sequence 
Word X Block 
Word X Generator 
;,; 
Word X Sequence 
Block X Generator 
Block X Sequence 
Generator x Sequence 
Word X Block X Generator 
-
Word X Block x Sequence 
'~ 
Word X Generator x Sequence 
Block x Generator x Sequence 
Word x Block X Generator x Sequence 
Residual 
... 
--··::-::, 
- ::~ . -
·.·-~ 
: -./'"" 
Degrees of 
Freedom 
71 
1 
2 
~' 
:( 1 
2 
2 
•, 
1 
4 
2 
2 
·4: 
2 
2 
4 
4 
36 
.. 
.. 
. --, 
,: . 
data, shown com-
point. 
F 
Ratio 
7.518** 
2.131 
8.726** 
2.456 
1.347 
3.135 
5. 307* 
1.839 
0.763 
6.179** 
2.398 
1.723 
1.004 
2.332 
0.080 
': 
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I 
• These results .. indicate that both the generator and word length were 
significant factors at the .01 level .. Contrary to expectation, no· 
statistical significance was indicated for the block size factor or 
for any interaGtion involving bloe:k size'-;1- Again, ·-tlie highly signi-
ficant generator effect was expected. In the qualitative analysis of 
results, inconsistencies of classification noted for the generators 
were restricted to the six-digit word length data, so the significant 
word length effect is not surprising. The failure of ·wtffti· length to 
test as a significant factor in the first analysis of variance was 
unexpected. With regard to this, it might be emphasized that the 
c> qualitative and~quantitative analyses are not entirely parallel in 
nature. As discussed in section 4.2.2, for the quantitative analysis 
2 the fifty values of x1 calculated for consecutive blocks in each 
pseudo-random number sequence were considered as being two repli-
2 cations of twenty-five values each, yielding two values of XF for each 
of the factor combinations. This was done in order to provide a 
measure of the error mean square for the analysis of variance which 
was not based on high order interactions. For the qualitative 
analysis, this device was not necessary so one value of x: was de-
2 veloped from the fifty x1 values. 
Th . f h d 
" " 
. 
e retention o t e i entity of the sequence as a factor 1n 
the factorial design for the combined run, ,rather than integr~ting the 
data, provides same interesting information. A highly significant 
(.01 level) generator-sequence interaction and a significant (.05 ,, 
,, level) word length-sequence interaction were obtained in the analysis 
. of variance for th~ combined data. The der--ivation of the d.ata listed 
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under Sequence 2 differed from that for data under Sequence 1 only in 
~ that, t,>r a given generator, the starting point for. the sequence 
differed. This bei~g true, the highly significant generator-sequence (V 
interaction effect suggests that the properties of a random number ,Jr 
generator need not be homogeneous throughout the sequence. Thus the 
results of statistical tests on a part of a pseudo-random number se-
.;(V-••"'· 
quence might not be representative of statistical properties over a 
different.· port ion of the sequence . The existence of non-homogen iety 
in a pseudo-random number sequence has previ9,usly been pointed out by 
.,. '"".' ·:·r. ... .... 
Larson [ 12, p. 27]. ., Testing of the specific number sequences proposed 
' 
for simulation use or the testing of several sub-sequences selected 
at random from the complete sequence would seem necessary if an 
experimenter is to determine the· statistic-al behavior of this part 
of his input. 
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6. CONCLUSIONS 
The purpose of this study was to investigate the effect of block 
. \ 
size on the results of statistical testing of pseudo-random number 
' «··. seque.nces. Block size, as used here, refers to the qtiantif1y of con-
····'"'"· 
secutive numbers from a seque.p.ce chosen as a unit to be subjected to r"\ 
t C 
statistical testings The specific test of randomness applied to the 
number sequences in this study was a chi-square test for goodness of 
fit to the uniform distribution. The ~seudo-random number sequences 
' were generated on an I£M 1620 decimal computer ahd the results obtain 
for decimal machines only. Three different random number gener~tors, 
./ 
of th~ congruential type, were used in the study with generation of 
both six-digit and ten-digit random numbers receiying attention. For 
a given block size (block sizes of 500, 700 and 1000 were utilized),a • 
series of consecutive blocks in each number sequence were tested for " 
goodness of fit to the uniform distribtition~ A composite test was 
then run on the set of chi-square values obtained for each number se-
,, quence. This composite test was a test to determine if the chi-
square values for individual blocks did indeed populate the theoreti-
cal chi-square distribution, and was in the form of a secondary chi-
.• ,.,J.,, 
square goodness of fit test. · These secondary chi-square values, to be 
2 referred to here as XF values, were used as the basis of comparison in 
the study. 
Us'ing the critical chi-square value at the 0.05 leve·1 of signi.;.. 
ficance as a standard for classifying generators as acceptable or 
unacceptable, the pattern of the x2 values obtained, for .the six-digit " F 
. 
word length only, attest·to the fact that it is possible to classify 
! 
\ l 
-~ ... ; 
: . 
'!j,', 
·.~ 
II , 
(· 
'. r 
'I I 
t 
'. 
I 
-..: .... 
44 
a pseudo-random number generator as acceptable in goodness of fit to 
the uniform distribution when tested using a given block size and to 
· classify the same generator as unacceptable by identical standards 
• 
- -,:-, 
.. when tested using a different block s~ze. rAs a matter of fact, for 
the generators and block sizes included in the investigation, incon-
sistencies of classification with a change in block size were common 
( for ·s1x1~d igi t generation) . 
. ·-~ Classification of a generator as acceptable or unacceptable 
2 ' according to whether the XF value falls below or above the critical 
value ai the 0.05 level of significance is-a qualitative measure of 
... 
performance, and i't seemed desirable to assess the variation in x~ 
by values by a quantitative measure to determine if the variations 
were statistically sign·i".ficant. A factorial experiment and the 
analysis of variance was used for this purpose. A square root trans-,, 
2 ' formation on the XF values '"Was re·quired to obtain approximate normality 
before applying the analysis of variance technique. The analysis of 
-the total set of data generated indicated that neither the block size 
nor any_ int'eraction involving block size was statistically significant 
.,.,, 
in the testing of the three generators chosen for study. Two other 
factors, word length and the starting point chosen in testing--- the 
-, --- - - -----··----~-----~ '-====--'--- -·s-e-qu"Ernce, showea--a· greater stafisticaI-eff'ect on test results than 
did block size. 
In view of ·the inconsistencies of classification of generators 
for s~x-digit generation and the absence of such inconsistencies for 
ten-digit generation, it is felt that the use of a six-digit word 
length should be. _avoided for pseudo-random number generation on 
i 
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decimal machines whenever possible. For the ten-ft4eg~it word length, ..... 
• <::J both the qualitative and quantitative analysis indicated that blcick-
size did not significantly affect test results. Whether inconsisten-
\ 
-#' cies of classification would be encountered for the seven, eight and 
' 
. " 
nine-digit word lengths could only be answered by further testing. 
It must be pointed out _that the analysis of variance model was 
4 
a fixed effects model. None of the factors can be construed to be 
random samples from any population even though an attempt was made .to 
select factor levels covering a reasonably broad area of· interest.· 
Since the analysis of variance models is a fixed effects model, as-
,/ 
sumption that any results would be representative for~ther factor 
-·~· ... ........+-- -.... ' 
levels would not be justified. 
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7. RECOMMENDATIONS FOR FtnmlER STUDY 
The results obtained and the conclusions drawn in this study 
apply only to testing pseudo-random number generators for goodness 
. , of fit to the uniform or rectangular distribution. The preliminary 
investigation of block size effect, reported in section 3~3 gave no 
indication that inconsistencies of classification extend to the inde-
pendence and run tests. Whether or not inconsistencies.of classifi-
--._:_ 
cation would be encountered when applying statistical tests for other 
properties of randomness could only be answered by further study en-
compassing tests for these des :ired properties. ,_ 
Another area which merits consideration relates to the trans-
·formation of the uniformly distributed random numbers. This point 
was raised in section 3.3. It may not be sufficient to test the 
.. 
uniformly distributed random number sequence when (as is usually 
the case) a tran~formation to another distribution is required to 
provide input to a simulation mode~ because the transformation pro-
"'1 cess techniques may introduc~rnas~ or accentuate distribution 
characteristics. It might well be more appropriate-to test the trans-
formed distribution than to attempt to test the uniformly distributed 
numbem for all the properties which might cause problems in the 
transformation; as a matter of fact, it could be a monumental task 
just to determine what these problem areas might be.~ 
Attention, might also be given to the development of a more suit-
able criterion for classifying pse:~do-random number generators as 
acceptable or unacceptable in view of the fact that the starting poin-t 
chosen ...... for the generated sequence was fojlnd to have a significant 
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interaction with the generators used in this. study. This suggests 
that the ~ta~istical behavior of the generator is not necessarily 
ascertained by testing a single subsequence from the total sequence. 
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APPENDIX A 
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DEVELOPMENT OF PSEUDO- RANDOM NUMBER GENERATORS 
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'"-~·· ... 
During the past decade, digital simulation in various forms has 
been developed as an Operations Research technique for problem solv-
ing. Methods involving chance processes (Monte Carlo Methods) are 
included in many simu·l.ations. The concept of random sampling from 
specified· probability distributions is fundamental to such chance 
processes, and it is in the drawing of random samples that sequences 
\ 
of random numbers are used. 
·- There are basically three sources from which rancl2nt.o-J!YW,ber,a" may 
-. be obtained for computer use: physical processes such as radioactive 
decay or thermionic emission from an electron tube, arithmetic proces-
ses, and tables prepared off-line on machine read.able input media. 
using a physical process as the random number source [24, chapter 5]. 
In applications requiring· extensive quantities of random numbers, i~ 
'·· 
is impractical to use random number tables contained on an input 
medium. The limitations in computertmemory capacity, the limited 
' 
number of input devices available, and the low speed of unbuffered 
memory devices are factors which have led to the virtual abandonment 
of the use of tables of random numbers with computers. The use of 
physical generators will not eliminate this storage problem if check 
calculations are required, and the cost of the necessary equipment 
further inhibits their practical usefulness. 
~. 
Tocher [24, p. 72] points out the fact that the ability to 
) 
repeat the sequence of random numbers has valuahte advantages in 
I 
I 
' increasing the accuracy of sampling e~periments; thus a need exists 
for a process which wi 11 generate a sequence of 'randQ~ numbers' __ 
which will be exactly reproducible when the generator is re-initialize~ 
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,_, .. -.,., ... , .... , .. -'~""•···--········-·· . ·---; 
with the original starting data. This reproducibility can be 
achieved by use of arithmetic relationships, but the number sequence 
is then completely determined from the relationship and the starting· 
data . The independence of each number in the sequence is basic to 
the normal concept of randomness, so the possibility of prediction 
of the gequence stands somewhat opposed to the concept. However, 
certain ari thrnetic processes, which ca,n be readily programmed, pro-
duce numbers which appear to be random when the classical statistical 
---}.-~. ... , -1"1· 
' 
tests for randomness are applied, even though the sequence is deter-
ministic and reproducible.· 'Ihis is generally accepted to be the most 
practical method of obtaining random numbers for computer applications, 
,, 
·"' because the method requires no input ti~ and a minimum: of internal 
~-
storage (the numbers are generated as they are required). Because 
the sequence of numbers generated by an arithmetic process is com-
pletely detenninistic, numbers so generated are often referred to as 
pseudo-random numbers. 
Pseudo-random Number Generators 
The first atte.m,pts ... to generate pseudo~random number··,·:secfuences 
were based on arbitrary rules with the value of the rule being deter-
mined by. applying standard tests for randomness to the sequences 
obtained.· Most notable among these is the Mid-Square Technique and 
the Mid-Product Methodo One noteworthy property of pseudo-random 
number sequences is that of exact replication after a finite quantity 
of numbers has been generated, Since the sequence of numbers is fixed 
wnen considered from any set of starting conclitions, the sequence will 
repeat when this same set of cbndit-ions is encountered again, An 
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important requirement for pseudo-random number sequences, then, is 
that the period of the cycle be long. In 1949, rLehmer [13] -proposed 
the first of the Mul tiplica ti ve Congruential genera tors after per-,., 
ceiving·that the theory of congruences from number theory offered the 
<Q possibility of devising an arithmetic process for which the period 
could be determined in advance when parameters were properly selected. 
Beginning with Lehmer's efforts and continuing to the present time, 
considerable theoretical work has been done in the field of pseudo-
random number generation [9]. 
'"'". 
~.;··: ......... , ....... ,,. 
The first suggestion for an arithmetic generator was due to 
von Neumann and Metropolis around 1946 [9, p. 217]. 'nlis was the 
Mid-Square Technique in which each successive n--digi t number in the 
sequence is obtained as the middle n digits of the square of the pre-
vious number, starting with an arbitrary n-digit number. This method 
was used extensively before the introduction Gi: the Multiplicat:fve 
Congruential Method. Since the same middle d5g;Jts can occur in the 
square of different numbers, the Mid-Square Methc>d has the undesir-
able property that the sequences need not return to the starting data 
in order to repeat. For any particular starting number, the period 
of the sequence is found only by trial, and the sequence can degen-
erate to zeros or to very short cycles. 
Tocher [24, p. 74] demonstrates the fact that the sequence 
generated by the Mid-Square Technique will have a skew· dist.rib~tion . 
··' - ·-
favoring low values which will cause a continuous degradation of the 
sequence. For these reason.ij, the process does not now receive much 
favor. The Mid-Product Method, which uses two starting values !o and 
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!i to form ! 2 and repeats the process on ,!1 and !2 to form !a_ and so 
on, has improved properties over the Mid-::square Technique, but the 
known bias is still too grea·t to recommend its use. __ 
The congruential generators described in section 2.1 display 
much improved stat,~stical properties over- the Mid-Square and Mid-
Product generators and are now receiving wide usage. Beyond the 
methods disc~~sed herein, special and exotic methods have been and 
continue to be proposed. For the interested reader, information on 
most of these may be found in the references given in the article, 
"Random Number Genera tors" [ 9 J. 
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APPENDIX B 
A CUMULATIVE SAMPLING PLAN 
•• 
•••''• - ·,u,,•{'> 
" l 
r 
C 
ii 
'.'.;."" 
i ii -
•. , j!.,,,• 
. - ~---i 
' 0 '''.'- ......... ,,.J.••1•·;,:·,,,;,.,..:..•; 
J_ 
•:.. 
54 
The model chosen for use in the study outlined in section 3 was 
a simulation of a cumulative sampling inspection plan to estimate the 
probability of acceptance under the various levels of the plan. Ana-~· 
lytical solutions vJere available for the levels considered [ 5 J wh·i-ch 
... -· .a,• 
provided a standard of comparison for the simulation estimates~ The 
description of the plan which follows was taken from "A' General Family 
~ 
---·t--
of Chain Sampling Inspection Plans" [5] with permissi~n of the auth9r, ____ _ 
· Mr. K. Stephens. 
The pl~n is a two-stage chain sampling plan delineated by five 
parameters which are defined as follows: 
n - the sample size or number of units taken from the lot; 
n remains fixed from lot to lot. 
k1 - the maximum number of samples (of s~ze n) over which 
~ the cumulation of defectives takes place in the first 
stage of the procedure. 
k2 - the maximum number of samples over which the cumulation~ 
.t:"I 
of defectives takes place in the second stage of the 
procedure p..nd during the normal operation period. 
o1 - the allowable number of defectives in the cumulative ;\ 
· ... --.. results from k1. or fewer samples of size n. Thus, 
Ci is an acceptance number for cumulative results. 
It is the cumulative results criterion (CRC) that 
must be met by cumulative sampling results during 
the 1st stage of the restart period in order to 
permit acceptance of a lot. 
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62 - the allowable number of defectives in the cumulative 
results from k1 + l to k2 samples. Thus, C:a is the 
CRC that must be met by cumulative sampling results 
' ,. 
. during the 2nd stage 1 ·f the restart period and during 
the normal operation period in ·order to permit 
acceptance of a lot. 
'lbe following designations will also be used:· 
.d 
- the number of defectives in a sample. . 
. ,. di the number of defectives • the i'th sample. - 1n 
D the cumulative number of defectives in a . - series 
of samples. 
n1 - the cumulative number of def ec ti ves in the last 
1 samples. 
Operating Procedure: 
_ .. ' ........ .., .. - ... -.,,-,, .. _ .. . 
1. Select a random sample of n pieces or units from the 1st lot and 
from each succeeding lot. 
2. Record the number of defectives, d, in each sample and sum the 
number of defectives, D, in all samples from the first up to and 
including .. the current sample.·· 
~J 
.. 3. Accept the lot associated with each new sample during the cumu-
4. When ~l consecutive samples have resulted in· acceptances, . continue 
to sum the defectives, D, in the k 1 .samples plus additional samples 
u to not more than k2 ~~mples. 
5. Accept the lot associated with each new sample during the cumu-
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6. When the second stage of the restart.period has been success-
fully completed (i.eo, k2 consecutive samples have been accepted), 
start cumulation of defectives as a moving total over k2 samples by 
addiµg the current sample :result while droppinJ from the sum the 
sample result of the k2 'th preceding sample. Continue this procedure 
," \ as long as n1 s: c2 (i = k2 ), accepting the lot in e~ch instance. 
'() 
7. If for any sample at any·stage of the above procedure, D1 exceeds 
the cqrresponding value of C, reject the lot. 
8. Upon rejection <;>fa lot, restart the procedure at step 1. 
.A schematic diagram of the operating procedure is given in 
Figure 1. A straight-forward simulation of the operating procedure 
was used in the study. 
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. ., Take a sample of n 
Record d and D. 
. . 1 
i 
- ~d 
1 
If Di > c1 Reject and Restart 
I. ( i. e o , reset , i = 1) J 
If i ~ k If i > k 
Take a sample of i 
Record d and D1 = ~d 
1 
If 1 __ ~l ~ C2 
Accept and Continue 
(ioeop incre~se i by l) 
If i > k 
j:--- __ ,-!,-
If D1 > C Reject and Reitart 
(i.e., reset, i = 1) 
Take a sample of n 
Record d and D = ~d 
(where r is a moving 
total over the last k2 
samples) 
If D ~ c2 
Accept and Continue 
r. ~-· 
If D > c2 
Reject and Restart 
(i.e., reset, i = 1) 
\ 
Fig. 1 Flow Chart Of Operations, Two-Stage Chain Sampling Scheme 
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APPENDIX C 
SUMMARY DATA FOR SIMULATION 
OF CUMIJLATI VE SAMPLING PLAN 
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Summary Data for Simulatio.n of Cumulative Sampling Plan --
and x! Values by Deciles. 
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The left hand column under each value of p reflects results for K1 = 1 9 K:~ = 5; for the right hara.cl column, K1 = 4, K 2 = 5o For all runsl) c1 .= 0~ ·c2 = 1. An asterisk indicates a va.lue beyond the 95% confitience limits. 
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.,974 0970 0895 .860 0741 .654* 0310 0236 0895 .860 0757 .670* 0372 .280 0094 0077 0975 .970 0895 .855 0730 .635 0318 0242. o,895 .855 0742 .650 0372 .234 0089 0013 
.971 .966 0903* .86_8* 0754* .669* .346* 0262* 0905* .869* 0 762* .679* 0401* .300* 0106* 0088* 
. 
N 
-
8000, 
' 
' 
\ 
' ,,,,972 .9i68 0898;1' , .861* 
I 
.741 .650* .326 .245 @897* 0862* 0753* .664* :'1>380* 0273 0093* 0077 
--
· The left l1and col1nnn under each value of p reflects results for K1 = 1, K2 2: 5; for the right hand colwnn p K 1 = 4,- ,K~~ = 5. For all runs, c1 = 0, c2 = 1. An asterisk indicat~s a valu.e, beyond the 95% confidenc-e 1imits. 
TABLED.· Summary Data for Simulation of Cumulattve Sampling Plan - .Pa Values Beyond 95% Confidence Interval 
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tor Gene~ator G3. 
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rf 
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,, 
!. _;, 
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·-~ 
'! 
. I 
- ii 
- I 
1· ~ ' 
I 
I 
). ;'. 
I' -
p 
-
O') 
~ 
) 
.~ 
.. 
i 
' 
n 5 n - 25 · 
-
., 
• 
-
.02 .05 ~10. .25 .01 .02 I .05 .10 
_; ; 
" 
N = 500 16 Replications 
.964 .952 0 860"~ 0814* 0722 .6'06 .306 .236 ·- 0862* .818* 0 728 .618 .358 .• 284 .092 .072 
.968 .964 0892 .858 0718 0634 0314 .240 0890 .858 0 720 .644 .352 .272 0 082 .06'2 
.966 ct960 0876 .832 0722 .624 0318 .226 0878 .836 0 736 .644 .384 0280 0074 • 064 
.966 .962 0874 .820 0690* .586* 0284 .216 0872 ~ .0 818* 0 704 .616 .322* 0252 0090 .066 
.; 
.974 .972 0890 .850 0756 .666 0310 ,,218 0890 .850 0766 • 6HO* c358 o25~) c092 .062 
.974 .972 e894 .866 0744 .660 0338 .246 0896 .868 0760· .678 0382 .28(3 0 086 0 066 
.974 · e966 0904 • 8801i: 0750 .658 0336 .260 0904 .882* 0768 o6fi6 0378 .3018 0130* 0098* 
.974 .966 0880 .844 0710 .608 0334 ~232 0884 .850 .,728 .626.' . 0368 .274 0088 .070 
.958 • 948"~ 0872 .824 0716 .628 0336 .254 0868 0822 0 720 .640 0·394 .304 0102 0074 
.97~ .968 0874 .818 0690* .580* 0312 0230 0878 G 8'22 0694* • 584~' e348 .264 0082 .066 
.968 .960 0894 .846 0712 .612 0308 0240 . 0892 .844 0 730 • 63:0 0334 .260 ., 086 0 066 
D974 .968 0886 .854 0748 .646 0338 .254 0886 .854 0756 .6€i6 0 376 .286 0112* 0 088 
.952* .946* 0876 .822 0724 .672 0326 0242 0876 .822 0 726 .62:6 0338 0268 0084 0068 
.984 .978 0918* .894* 0750 .672 0336 .242 0920* .900* e768 .700* 0392 .296 0064 .,050 
~986 .986* 0914 .888* 0 774* .682* .368* 0276* 0916 .894* 0 780* • 6518* 0442* .334* 0124* • 090 
.978 .974 0886 .840 .758 .654 .312 .246 0890 .844 .758 • 66i0 '.{ 364 
. e .288 0098 0 076 
: 
N = 2000 4 Replications 
' 
,966 .960 0876 .831 .713 .613 .306 .230 .876* .833* .722 .628 .354 .272 .085 . 066 
-.. 
.974 .969 0892 • 860 0743 .648 0330 .. 239 0894 .863 0756 ~'6s;s . .372 .281 0094 . • 074 
' 
.969 .966 0889 .836 e717 .617 .324 .245 0881 .836 0 725 .63:0 · ' 0363 .279 0096 0 074 
' 
.975 .971 .8$9 .861 0 752* .658* a341 .254 .901 .865 .758 .671* .389* .297 .093 .071 
-· 
' 
N = 8000 
I 
I 
~47 . • 971 .96f3 .8$9 • 731 .634 .325 .242 . .889 .849 .740 .648 .369 .282 .092 .071 
column un~r 
;, .y 
he le:ft hand each value of re£lects results for K - 1 K - 5· for the ri ht hand column ~ p 
For all runs, c1 = O, c2 = 1. 
1 ' 2 ' g ' An asterisk indicates a value beyond the 95% con.fidence limits. 
TABLE E. Summary Data for Simulation of Cumulative Sampling Plan - Pa Values Beyond 95% Confidence Interval 
for Generator G4. 
I 
I 
I • 
I 
!, 
I \ I 
p 
I 
i 5 I 2:5 n - n 
--
' 
002 .05 .10 .25 .01 .02 .05 .10 
I 
N V 500 16 Replications 
-
' 
" .968 .960 .. 882 0846 0 746' .660 0324 .236 .882 .852 .756 .666 .368 .780 .090 .076 
.972 .. 964 0876 .830 .. 712 .628 .. 318 .232 .882 .840 . 726 .636 0352 · .272 .086 .072 
.886 
,. 
.854 .656 .. 352 .280 .. 092 .074 .968 .960 0886 .850 o 736 I .648 0318 .240 .. 750 ::. 
.968 .962 0866 .816 0704 .622 0310 0222 .870 .828 .714 .628 .. 352, .266 .. @~6 .076 
.978 . 972 .894 .862 .. 746 j .660 .·322 .242 .896 .866 .764 .670 0352 .280 .. 102 .082 
.970 .964 0870 .822 .710 .622 0318 .234 .876 .834 .. 722 .630 . 0 362 .282 .. 090 .076 
.974 .968 .888 .. 850 0736 .660 a326 .238 .888 .852 .. 748 .666 0352 .268 olOO .082 
.976 .970 0884 .846 0734 .694 0332 .246 .890 .858 .. 748 .652 0378 .296 .,092 .078 
.972 .566 o®76 .830 .. 714 .630 .. 312 .230 .882 .838 .730 .640 e342 .266 .. 092 .074 
.968 .960 .. 882 .846 a746 .660 0324 .236 .882 .852 0 756 .666 l.,D 368 :280 0090 .076 
.972 .964 0876 .830 0712 .628 0318 11232 6882 .840 0 726 .636 0 352 .272 ~086 • 072 
'. . 968 .960 0886 .850 .. 736 .648 .. 318 .240 .886 .854 0750 .656 0 352 .280 .. 092 .074 
fJ 
.968 .962 .866 .816 0704 .622 .310 .222 .870 .. 828 c714 .628 0352 .Z66 & 086 .076 
0 
.978 .972 0894 .862 .. 746 .. 660 .322 .242 .. 896 .866 0764 .670 0352 .280 0102 0082 
.970 .964 .. 870 .822 e71Q .622 0318 .234 . 876 .834 .. 722 .630 0362 • 2:32 0090 .076 
.974 .968 0888 .850 0736 .660 .326 .238 .888 - .852 .748 .660 03152 .268 
-~} olOO .. 082 
~-;. 
' N = 2000 4 Replications 
.l ~ t! (. ~ '• · . . , 
' 
.965 .962 .878 .836 • 725 .640 .318 .233 .880 .844 . 737 .647 .356 .275 .089 .075 
.975 .969 .884 .845 . 732 .647 .326 .. 240 .888 .853 .. 746 .655 .. 361 .282 .096 .080 
.971 .963 .880. .839 • 727 .642 .318 .. 235 ..883 .846 .. 741 .650 .. 354 .275 .090 .074 
.973 .. 967 .880 .838 0 724 ' .641 .319 0234 .. 883 .845 0 737 .649 0355 .274 .095 0079 
\ C• N = 8000 
'. 
I 
.972 .965 .880* ··.s39 • 727 .642* .320 .235 .883 .847 .740 e64Q .356 .. 276 .092* .. 077 
.. 
·The left hand column under each value of p reflects res~lts.:for K1 = 1, K2 = 5; for the right hand column, K1 = 4, K2 = 5_. For all runs1 c1 = O, c2 = 1. An ·asterisk indicates a value beyond the 95% confidence limits. 
~ 
TABLE F. Summary Data for Simulation of Cumulative Sampling Plan - Pa Values Beyond 95% Confidence Interval/ for Gene~tor G5. 
• { 
.,_. -, ,. :-,~_.< ; .·:;·:·-~<.' ., . 
' ! 
' . I 
. ' 
·• 
. 
' 
n=5 
~ 
n=25 
( 
,·· 
N = 500 N 
-
2000 
'· p k1=l k2=5 k1=4 k2=5 k1=l k =5 k1=l 'k2=5 2 
• 02 09574-.9864 09495-09815 .9646-.9791 .9575-.9740 
0 
.05 .8609-.9161 . 8152-. 8784 08747-.9023 .8310-.8626 
-
.,"''·.10 .6924-.7702 . 5881-. 6727 .7119-.7507 .6092-.6515 
.25 .2810-.3619 .2012-.2759 .3005-.3415 .2199-.2572 
4" 
.01 .. 8624-.9174 .8184-.8810 .. 8761-.9035 .8341- .. 8654 
• 02 .7011-.7780 .6023-.6863 .. 7203-.7588 .6233-.6653 
.05 .3242-.4087 .2402-.3189 .3453-.3875 . 2599-. 2992 . 
.. 
• 01 .0613-.1104 .0492-.0944 .0736-.0982 .0605-.0831 
Legend: n = sample size N - number of lots sampled 
p - per cent defective 
~-
' ~}-
:k1=l 
4. 
/. 
' . 
, 
·. ·~ . y- ' 
,., ; ( 
\ 
. I 
I 
·\ 
'•, \ 
·- '')·..... ·-. ·• e 
. . ' \ 
\"<::- .!; ; ..:.· ' , ... ; 
-:<~ = _soO~ 
"" 
I 
. .,, 
" 
kz\ 5 l-{1-l 
.. 
, 
:' l{ =5 2 
.. 9683-.9755 .. 9615-.9695 
~e~t8816-. 89 54 \ .8389-.8547 
,. 
.7216-.7410 .6198-.6410 ~ 
.. 3108- .. 3312 0 229!2-02479 
.. 8830-.8967 ; .8419-.8575 
.7299-.7491 .. 6338-. 6 548 
. 3559-.3770 .2697- .. 2894 
.0797-.0920 .. 0661- .. 0775 
TABLE G. Summary Data for Simulation of Cumulative Sampling Plan - 95% Confidence A Intervals for Simulation Estimates of P 8 • 
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APPENDIX D 
EXPERIMENTAL RESULTS 
-~ 
\ 
,... ..... 
.. 
--
-, . 
• 
:II""' 
r 
.. , 
6-Digit 
·word 
Length ,. 
. 
+ ; 
! 
10-Digit 
Word 
Length 
* 
Value 
. **Value 
i 
'· 
·-....:.:.l.: 
. . .. /
: ~·. 
Block 
Size 
500 
700 
1000 
500 
700 
1000 
exceeds 
exceeds 
T 
·t: 
: _ _r: 
,. 
' 
the 
the 
Mixed 
. / 
/ 
Congruential 
Generator (Gl) 
Sequence 1 Sequence 
6.8 4.8 
6.8 11.2 
21.2* 21.2* 
5.2 13. 2. 
14.4 8.4 
·i 
·, 
14.8 6.0 
. ' 
. ' 
: 1 
' 
critical value at the 
criti~value 
... 
at the 
-t·'·4 
2 
' 
0.05 
0.01 
Multiplicative Con.gruential 
Generator a = 83 (G2) 
Sequence 1 Sequence 2 
17.2* 7.2 
10.8 17.2* 
4.0 11.6 
8.0 4.8 
12.8 6.8 
5.2 . 14.0 
,,r 
,,. 
2 significance level. .. X 
.05,9 
2 significance level. X 
.01,9 
TABLE 1. Experimental Results - x2 Values 
F 
·.1. 
j 
! 
.:l 
' Multiplicative Congruential 
Generator a =. 13 (03) 
Sequence 1 Sequence 2 
I 
~-4** 11.4 
7.6 ./ 24.0** 
( 
22.8** 29.2** 
3.6 5.2 
. -16.2 if 6.0 • 
1 
12.8 10.4 
IJ.' 
'! 
CJ) 
Cl) 
16.92. -
-
21.67. 
,r 
~ 
.. ··~ l . 
;.( ~ ;I .. 
'. 
j 
) 
I 
·' j 
,,,\ 
. . ; ~ 
i l 
j .·; 
• _·:-1 
.... 
"' 
( 
- '\· 
A 
Rl 
Gl 
Rl 
G2 
R2 
Rl 
G3 
R2 
Note: 
I 1114' 
·Bl 
1.4143 
2.2804 
~.0976 
., 1.5492 
' 
2.6077 
2.6077 
Entries are 
, 
.,° 
D&Hl ; i!WMt .Z&U& 
'\ 
i 
'I 
·a 
·.\ 
. . 
·; 
l 
,, 
Wl W2 ' -~· 
f 
:,. 
B2 B3 Bl B2 B3 I 
2.1909 3.0332 0.6325 2.2804 1.6733 Gl 
G2 
2.0000 2.6077 1.2649 1.7889 2.8284 G3 
;... 
Bl A 
2.2361 0.6325 1~2649 2.7568 1.7889 Jl2 
I. . B3 
1.8974 0.6325 2.0976 0.8944 1.7889 1 ', 
Wl 
W2 
2.8284 2.7568 2.8983 2.8242 2.2804 
Rl 
1.8974 2.7568 2.6833 1.8974 3.4059 R2 
,c 
1x; Values. r ... 
"l_ . 
. 
Experimental Results -·Factorial Design an4 Data for 
•,:"-' 
."a," 
t:t 
= 
J . 
Legend 
- G4anerator 1 
-
-
G4anerator 2 
-
1G,enerator 3 
-
Block Size 500 
-
Block Size 700 
'. 
- Block Size 1000 
-
-
6-Digit Wo, rd Lengtl1 
10-Digit Word lellf;~th --
Repl~tion - 1. -
- Replication 2 
-
Sequence 1. 
I 
/ 
. :~ 
. .;. 
" ' 
. 
. ,.;· 
,:, - i• 
.... 
0) 
U) 
:i. 
l 
)- .• :( 
,,i 
~ .. 
' 
., 
1 
., 
J 
'-
}:;_\ . 
ti•, 
.~. 
> 
.. 
:~· 
Wl W2 
Bl B2 B3 B1 B2 B3 
)• Rl 1.4143 2.1909 3.0332 0.6235 2.2804 1.6733 Gl Generator 1 -Sl 
G2 
-
Generator 2 R2 .,.. 2.2804 2"00QO 2.6077 1.2649 1.7889 2.8284 G3 
-
Generator 3 
/ 
Gl 
a1 2.5298. 301-623 3.0332 1.7889 1.8974 1.2649 Bl 
-
Block Size 500 S2 
B2 
-
BlocJ£ Size 700 R2 1.6733 2.7568 2.6077 1.6733 2.0976 2.1909 B3 
-
Block Size 1000 
'c;-.r. 
t 
!,(;)' 
'ii' 
1~788;;1 
Wl 
-
6-Digit Word Length Rl 2.0976 2.2361 0.6325 1.2649 2.7568: W2 
- IO-Digit Word Length SI .. 
R2 1.5492 1.8974 0.6325 2.0976 0.8944 1.7889 s1· 
- Sequence 1 GB 
S2 - Sequence 2 Rl 1.4143 · 2.-5298 1.2649 0.8944 1.0954 2.7568 S2 
~ Rl = Replication 1' a2· . 1.6733 1.8974 1.2649 2.1909 1.0954 1.4142 R2 
-
Replication 2,-
..... Rl .2. 6077 2.8284 2.7568 2.898"3 2.8284 2.2804 
' Sl 
. 
i 
!" R2 2.6077 1.8974 2.7568 2.6833 1.8974 3.4059 G3 
Rl 1.7889 3.2863 2.1909' 1.2649 2.3664 1.2649 t· S2 
R2 1.7889 2.6077 2.1909 1.6733 0.8944 0.6325 r. 
P. 
. 
rx; Note: En-tries are Values. 
... 
:~ 
·,:.,' 
TABLE 3. Experiment Results - Factorial Design and Data for Combined Data of Sequence 1. and Sequence 2. \ 
' 
I"\~. 
·~ ~ ~ 
) 
i·'·' 
\ 
) ' 
it 
, 
~ 
0 
. ' 
Ii 
'i 
'); 
f 
,1 
'"f ( 
_J • ·1 
'( 
I I 
. I I 
. I l 
\ 
·,· ·I 
( 
. .., 
.F i Sourc:e of 
Varia,tion 
Degrees of 
·Freedom 
Sum of 
Squares 
Mean 
Squares 
t 
-~ 
( Mean Square ) Residqal Mean Square 
Total 
Word Length 
· Block Size 
Generato.r ) 
Word x Bloc][ 
Word x Generator 
Block x Generator 
Word x Block x Generator 
Residual 
35 
1 
2 
2 
2 
2 
4 
18 
1 18.012 
0.027 
0.351 
5.942 
0.401 
0.976 
1.189 
5.280 
0.027 
0.175 
2.971 
0.200 
0.488 
0.962 
0.297 
·0.293 
\ 
*·Value exceeds critical value for F ratio at 0.05 level of significance. 
**Value exceeds critical value for F ratio at 0.01 level of significance. 
l 
0.092 
0.597 
0.683 
1.014 
I' . 
. c 
.P; ••• 
C I 
. r. - I 
TABLE 4. Experimenta-1 Results - Analysis of Variance Table for Sequence 1., 
\. 
-~ 
I 
."·l ',.~;.:. ·,-J ,>·· ;_ .-- :" ·; •., -'--,~ ·· .-- '' ·.··'; · •k: ',,','A.'.-.. ~~;:'.,-\'.....i.11·.~..t,:.:,.;~,·r.~~iAi;tlQ;l~~~~')l;>i;;::~:.;:_(>;:.:!\",;U,:\1':*,i;;~S-,;:J~,~~';'...l~(~~,.i)~.J.;4l~-;-,i.1,~~ ·-~~fki;(J/,!Ji;.:;i~·.t-J,'1!.s:O,o:.-.-,l~-•·••M" ..... -',...,.,,;..,,;..,.,>'-,a··'~- "T'- , ••• , •• '1;_ .. -. · ' ..... · 
.. 
• 
" 
' I 
I ·."I 
r. 
l 
.4: 
,• 
' 
~ 
..... 
_J . ·~ ' ~..<:,;,.,,,,~<;c:-.-.1..=.i 
! . 
!. 
f- : . 
\ 
I 
a 
\ 
"' 
II r 
I Source:of 
Variation 
' 
·rptal. 
Word Length 
Block Size 
Generator 
Sequence 
Word X Block· 
Word X Generator 
Word X Sequence 
Block X Generator 
Block X Sequence 
\ 
·l 
I 
I 
I I. 
Generator x Sequence 
I 
Word X Block X Generator 
Word X Bloc!t X Sequence 
~ 
I 
! 
'.i 
i 
I 
.•. 
.... 
Word x. Generator X Sequence 
:-·~ .-.-~.~'~· 
Block x Generator x Sequence 
Word x Block x Generator x Sequence 
Residual 
• 
.. 
'\ 
.~ 
-
·-
( 
/ 
Degrees 
Freedom 
71 
1 
2 
2 
1 
2 
2 
1 
4 
2 
2 
4 
2 
2 
4 
4 
36 
of Sum of 
,Squares 
as.ooi~ 
2.060 
1.168 
4.782 
0.673 
0.738 
1.718 
1.454 
2.016 
0.418 
3.386 
2.626 
0.944 
0.523 
2.554 
0.088 
9.851 
·' .. 
Mean 
Squares 
2.060 
o.~~4 
2.391 
0.673 
0.369 
0.859 
1.454 
0.·504 
0.209 
1.693 
0.657 
0.472 ., 
\ 
0.275 
0.639 
0.022 
0.274 
\ 
·.:: 
:F 
Mean Square 
Residual Mean Square 
7.518** 
2.131 
8. 726**·) 
2. ,155 
1. :347 
3.135 
5.307* 
1~839 
0.763 
. d 
6 .• 179** 
2.398 
\. 723 
:-d_ ."004 
/' 
2.332 
0.080 
. ·r 
... 
I 
: * Value exceeds critical value for F ratio at 0.05 le_vel of significance 1
** Value exceeds critical value for F ratio at 0.01 level o~ significance 
4 . 
~ TABLE 5. Experimelltal Results - Analysis of Variance Table for Combined Data of Sequence 1 and Sequence 2 
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APPENDIX E 
SAMPLE CALCUIATIONS 
·~,~-. 
._, _______ ..... 
.: --·r.· 
,-
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~.: .~ 
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-~·"···--·· ·-~···· 
----·--·---- -
J.: 
· ... , 
't 
."-.·-. 
-- ~-:;._l· 
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:;;·-~.,· 
·;,,. 
J. 
-~--~·· ... 
'i 
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\ 
.-·· 
~ 
·"' ....... ~··"· -
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EXAMPLE OF FREQUENCY TEST CA1CU1ATI0NS 
OM A PSEUDO-RANDOM Nt.JlIBER SEQUENCE 
TABLE OF CLASS FREQUENCIES. 
(0 TO 1.0 IN CIASS INTERVALS OF 0.1) '."""r.'":."'\>, Ofl."N~'q 
. "· 
5 6 12 7 1 4 2 5 8 2 
.Jl 1-
"' tt 
2 .4: ·a .. 5a 5 1 4 6 6 3 ;;.. ... . . 
::..:-
3 6 7 1 
--, -
7 4 7 - ... 
' 4 ~ ~ 
. }1 9 4 6 4 3 5 2 8 6 
: 
"' . 
8 6 4 6 5 2 5 2 5 • 4 
5 7 5 6 2 6 5 0 .,. 4 2 5 
. ;:, ' 
',i.--..:..... 
~ 
' 
4 3 8 7 3 2 5 5 4 6 
5 2 4 13 2 2 5 8 4 4 I I 
9 2 4 9 4 5 4 5 7 4 
· 11 7 5 5 6 7 6 3 · 5 5 
The table- above reflects the frequency of occurrence of generated 
! 
numbers by percentiles within the unit interval. A block of 500 
numbers is represented, so the expected frequency in each class inter-
val is five. 
2 100 
X = 1/5 ~ 
1 i=l 
(f 
i 
=•- 2 
- _5) 
th 
where f 1 is the observed frequency in the i · class interval. 
x2 = 1/5 ((5 - 5) 2 + cs 
1. 
- 5)2 + 
(3 - 5) 2 + 
(12 - 5) 2 
(5 - 5) 2 + 
••••••• 
108.80· 
2 
· The statistic Xi. is computed for each of fifty consecutive blocks 
in the sequence. If the sequence is uniformly distributed, each x2 · 
·. . . . 1 
·' ,, 
yalue is a c_hi-square variable having 100 - 1 degrees of freedom, and 
'( 
the values should follo-w this chi-square distribution. · This can be 
" ,.• ,, 
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2 checked by testing the goodness of fit to the x99 distribution_~ In 
this study, ten equal probability class intervals (or deciles) were 
used for the test. 
.. 
,. 
:;-· ...... ·· 
TABLE OF CI.J\SS FREQUENCIES FOR X~ VALUE'S BY DECILES. 
, :.....,_ 
' 6 5 3 8 4 4:_) 4 6 4 6 
.. I • 
This is the data shown in Table A, page 0 for the Multiplicative 
Congruential Generator with a= 83 • 
.. 
-
2 Fifty values of x
1 are repre'"sented · 
so the expected frequency for each decile is five. 
where F. 
1 
2 
XF 
1/5 10 }: (F ~ .. 5) 2 
1 i=l 
is the observed frequency of 
1<,11) 
- 1/5 
-
.. (6 
-
5)2 + (5 - 5)2 + 
-2 
+(4. (4 5)2 - 5) + - + 
= 1/5 (1+0+4+9+1+1+1+1+1+1) 
= 1/5 (20) = 4.0 
2 
X1 
(3 
-
(6 
-
... · 1 ·•··· 
values • 1n 
+ (8 
5)2 + (4 
the - .th 1 decile. 
-
5)2 + (4 - 5)2 
-
5) 2 + (6 - 5)2 
2 XF is a chi-square variable with 10-1 ~g~ees of.freedom. The 
. 
' : ;, 
critical value at the .05 level of significance is 16.92. S . 2 ince ~ 
< 16. 92, the generator would be classified as acceptable in goodness 
of fit to the rectangular distribution • 
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