
















An approach of dynamic time-series analysis thchnique using Neural-Network's self organiza-
tion mechanism is proposed. Neural-Network can adapt it's organization to new organization
given training data sets. Corresponding to the proceeding time-series, estimation and prediction
value is acquired sequentialy by throwing sets of input data series and training data into
Neural-Network. Three type results (this method, autoregressive model and Kalman-Filter with
learning ability) are compared under the evaluation of minimum square error. Neural-Network
model is general purpose model based on nonlinearity. Therefore, On condition high speed learn-
ing with involving other method such as Kalman Filter, it will be expected a simple and effective





























f (x) : Step function 
f(x) = 1 





































































今，対象とする時系列を X{X1 ，X2，X3" 
Xn} とすると， Xを適切な時点kで 2分割
し，次の 2つの系列にする。
X 1 {X 1， X 2， X 3 ，・・・・・........， Xk} 
























































Xj) を求め， yとの差の 2乗値が小さいもの
をM個採用する。






































Z(Xi> Xj) =aO +a 1 Xi+a2Xj+a3Xi2 
+a4Xj2十a5XiXj
(i， j = 1， 2，.......， k) 
. (1ー 3) 




































































































状態更新系 Xk+1 =φk+l，kXk+Vk+1 
. (1-4) 







































{X l' X 2， X 3 ， . . . .， Xn}を考える。
いま，時点kにおける n+1個の要素を持
つ状態ベクトル Xk(1， Xlk， X2k，. 
Xnk) を考え，遷移行列を次のように定義す
る。
φ 一「ー}~)a}f)aW ...... a /~)l k十l.k |主lfij'au'af2 ・・・・・・ (n' I 
1_(kL(k)ー (k) ー (k)I 
I azo' aa  a2Z . ••..•• a 2 Il I 
la(k)a(k)(k)(k)j 





X泳+1 =aiO + LaijXjk……………( 1一7) 
oニ 1，2，.....， n) 




Xk (k = 1， 2，.......， M) 
:トレーニング系列
Xk (k = M + 1， M + 2 ， . . .， N) 
:チェッキング系列
( 1 -7)における自己回帰式の左辺をYk
(k = 1， 2，....， N) とおけば，
Yk=Xk+ 1 (k= 1， 2，......， N) 






される。 Zik(k=l， 2，..， n)を中間変数
とすると，
Zik=会cjl)苅十 1k 0=  1， 2，....， n) 
・(1-9) 
係数cjI) をトレーニングデータにより， E







L (Zik-Yik) 2 ~三一定値または
エ(Zik.Yik)2 /LZik 2・LYik2ミ一定値











第 Z2k 第 Z2k 
X2k ーーーー
2 h 
層 I Znk 層 Znk 層 l Z叫E
Xnk ー 仁]
(推定値) (予測値)


















0= 1. 2...... n) 
(k = M + 1. M + 2 •. . 
このとき
Cij=C(h)・C(h一1) ・・・・・・・・・・・・・・・・・・ C(2)・C(l)
( 1 -11) 
N) 
. (1 -12) 
したがって，遷移行列 φk+1. kはC となり，



































































E= ( 1/2) L (Yk-dk) 2 を最小化




















肘(が)Xi)......;.............. (2 -2 ) 






また， f (t) はシグモイド型関数であり，
図-9に示されるものである。





また，出力層の教師パターンを Yk(k=1 ， 
2，.....， K) とすると， (2 - 1 )の条件
のもとに，つぎのような最急降下法の係数が
決定される。































































W(I)(σ+ 1 ) =W(1)(σ) 









































Xj (i= 1， 2，..， 1):入力層
hj (j = 1， 2，..， J):中間層
















Xl' X2， ..， XI XI+ 1 
Xl' X2，....， XI 
X 2 ， X 3 ， . . • • ， XI + 1 
-第 2回サイクル
X 2 ， X 3 ， . . . . ， XI + 1 XI+ 2 
X 2 ， X 3 ， • . . . ， XI + 1 















上記のまま YI+ 2 
w(I) W(2) 
上記のまま Yt+2 
上記のまま YI+ 3 
(1) __-<2) 
X3， X4， . • . .， XI十 XI+3 
X 3 ， X 4 ， . • . . ， XI + 2 上記のまま Yt+3 
X 4 ， X 5 ， . . . . ， XI + 3 上記のまま YI+ 4 
-第m回予測サイクル
Xm， Xm+ 1 ， . . . . ，Xm+I-1 Xm+I 
Xm， Xm+ 1 ， . . . . ，Xm+I-1 













第 3ステップ:上記の結合係数において {Xm，Xm+ 1 ， • . ，Xm+1一dのI個のデータを入力
層に入力して，出力値y遣+1を求める。

















oE/owF) = -(y-d)f' (が2)hj)hj






wjI)(σ+ 1) =wN)σ) -~(θE/aWj11) ) 
=wN)(σ)+t:(y-d)f' (土wj2)(σ)hj)
































年度番号 需要実績 実勢小売価格 相対小売価格 民間最終消費支出
(トン) (円) (円) (億円)
1 9，200 40 89.9 242，729 
2 16，237 40 85.5 265，592 
3 23，500 40 82.3 294，239 
4 28，000 40 78.1 322，371 
5 21， 000 40 74.2 355，954 
6 19，700 50 86.1 386，164 
7 23，500 50 81. 3 411， 577 
8 36，800 50 77.8 452，231 
9 63，200 60 83.4 495，390 
10 76，200 80 89.5 499，590 
1 94，800 90 90.0 520，805 
12 110，700 90 82.3 544，328 
13 133，800 90 76.2 564，884 
14 143，600 90 73.4 596，183 
15 129， 100 90 70.9 631， 411 
16 122，900 90 65.6 643，646 
17 117，000 100 69. 1 670，035 
18 * 100 64.9 700， 187 
(第 1年度は昭和40年)
表-2 ニューラルネ‘Y 卜ワーク，その他の 2つのモデルによる
時系列分析結果
自己回帰モデル 学習カルマンフィルタ ニューロネットワークモデル
(次数 2) モデル (入力ユニット 2)
年度番号 観測値 推定値 推定値 (予測値) 一括推定値逐次推定値
1，000 
2 1.765 1， 765 1， 903 
3 2，554 2，853 2，555 2，171 2，628 2，628 
4 3，043 3，604 3，044 2，904 3，288 2，829 
5 2，283 3，862 2，289 3，198 3，603 2，384 
6 2，141 2，329 2， 139 2，201 2，458 2， 152 
7 2，554 2，605 2，551 3，484 2，578 2，420 
8 4，000 3，356 4，002 3，867 3，127 3，479 
9 6，870 5，385 6，897 5，383 5，105 5，618 
10 8，283 8，999 8，276 8，335 9，469 7，618 
1 10，304 9，352 10，307 10， 100 10，281 9，547 
12 12，033 11， 636 12，033 11， 885 12，393 11， 200 
13 14，543 13，054 14，555 13，110 13，366 13，336 
14 15，609 15，908 15，610 15，155 14，460 15，094 
15 14，033 15，967 14，054 15，522 14，501 14，849 
16 13，359 12，734 13，359 13，488 13，246 13，662 
17 12，717 12，702 12，717 13，025 13，254 13，017 
ーーーー，ーーーーーー回・ーーー骨岨ー-----・・ーーーーーーーーーーーーーーーーーーーー，ーーーーーーー_.・ーーーーーーーーーーーーーーー--ーーーーーーーーーーーーーーー・ーーーー・・ーーーーー田ーーーーーー
SSE 13.57 0.01 8.75 10.52 6.20 
S宮市 0.95 0.03 0.76 0.83 0.64 
観測値系列は表-1の需要実績を第 1年度とした比を表す。 SSEは第 3年度から第
17年度までの誤差の 2乗和であり，その下欄は年度ごとの平均誤差を表す。
43 
20.0 J 20.00， 
3 sニamュE l一eロ= ー15括 推
!定値
18.0 18.0 D 
ユplーeロ=凶 I15 次推 定値
16.0 
十 16.0 B 
一一九 一
3 









































































































































































































































































j内+1 ~ Xk+ 
LIむ下手土ク
L一一一|一一 -l----~




































































Xk+1 =φk+ 1， kXk+ Vk+ 1… (4-1-) 
観 測 系
Yk= HkXk+ Wk・..…………… (4一2)
ただし，
46 
Hk= roh dox 1 oh 1 /OX2・・.oh1 /OXn 
ahdoXl ahdoX2・・.Ohdoxn 
ahm/OXl Ohm/OX2・ ohm/oxn




































































































ムw(k+1 ) =w(k) +Eマwf(k)
f(k) :教師データと出力値との 2乗誤差
[共役勾配法]
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