Abstract-Recent studies have proposed to dynamically reshape the power demand curve of a data center (i.e., power shaving) with energy storage devices, particularly uninterruptible power supply (UPS) batteries. Power shaving can be used to limit the peak power demand in a data center, in order to reduce both the power infrastructure investment (i.e., cap-ex) and the electricity bills (i.e., op-ex). However, power shaving requires the UPS batteries to be frequently charged/discharged, which is known to compromise the battery lifetime and availability. This paper presents a detailed quantitative study that explores different options to integrate supercapacitor (SC) with batteries for cost-efficient energy storage. Compared with batteries, SC allows more charge/discharge cycles and has a higher power density, which are desirable for fast power shaving. However, SC also has undesirable characteristics (e.g., relatively high self-discharging rate and cost). Therefore, we quantitatively compare three possible energy storage options (i.e., Battery-only, SC-only, and Battery+SC) in detail, with different SC self-discharging rate assumptions. SC options (SC-only and Battery+SC) are shown to be more cost-efficient designs, saving the energy storage cost by 34 percent, on average, compared with Battery-only. For a 10 MW data center in a 10-year period, the savings can be converted to $3 M in total cost of ownership (TCO) reduction by allowing more servers to be deployed. In addition, we also propose the integration of energy storage with dynamic voltage and frequency scaling (DVFS) to cap the peak power demand (i.e., power capping). Specifically, we comparatively study four power capping algorithms and discuss their applicable scenarios. Finally, we introduce our proof-of-concept SC physical testbed and present preliminary hardware testing results.
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INTRODUCTION
T HE uninterruptible power supply (UPS) systems have long been equipped in data centers to temporarily bridge the gap between a power grid failure and the engagement of back-up power source (e.g., diesel generators). Recent studies have proposed to utilize the energy stored in this always equipped but rarely used device for power shaving, i.e., dynamically reshaping the power demand curve of a data center by discharging/recharging the energy storage. Power shaving has been identified as an effective way to reduce both the capital expenses (i.e., cap-ex) and the operating expenses (i.e., op-ex) of a data center. First, cap-ex can be reduced by power shaving for two reasons: 1) The provisioning of the power and cooling infrastructures of a data center is usually based on the worst-case peak power demand, even though it rarely happens. Since power shaving can limit the worst-case peak power demand, it saves the one-time power infrastructure investment [8] . 2) For existing data centers, power shaving can enable server power oversubscription (i.e., deploying more servers within a given power infrastructure) [11] , reducing per-server capital cost by increasing the utilization of power infrastructure and postponing expensive power infrastructure upgrades. Second, power shaving reduces op-ex because: a) Utility companies often bill data centers extra money based on their peak power draw, which can be reduced by power shaving [8] . b) Shaping the power demand according to time-varying electricity price can further reduce the utility bill [30] .
While using stored energy for power shaving has shown great promise, previous research mainly relies on UPS batteries to reshape the power demand, which requires the batteries to be frequently charged/discharged within a short period of time. This is in contrast to the fact that UPS batteries are originally designed to be a rarely-used emergency power source (e.g., used only 1-4 times per year [29] ). As a result, power shaving may compromise the efficiency and capacity of the UPS batteries, even causing premature failures [22] , mainly in three ways. First, the service lifetime of rechargeable batteries is limited by the number of the charge/discharge cycles, which are introduced by electrolyte decomposition and degradation during charging/ discharging. Frequent charging/discharging leads to a significantly increased number of cycles and so a much shorter lifetime. Second, based on Peukert's law [4] , as the discharge current increases, the usable capacity of a battery decreases in an exponential way. Power shaving commonly requires a large transient current to promptly lower/shave undesired power spikes. The usable capacity can thus be significantly reduced due to the Peukert's effect. Finally, the long recharging time is another constraint for UPS batteries. To avoid overheating introduced by internal resistance, the recharge current is usually limited, leading to a long charging time during which the battery is commonly not available for discharging [11] . Therefore, it is important to find an energy storage solution that can overcome or at least mitigate those constraints for power shaving.
Supercapacitor (SC, also known as ultracapacitor or electric double layer capacitor) is a high-power capacitor. Compared with conventional batteries, SC has the following advantages as a power shaving candidate. First, SC normally has more than three orders of magnitude in charge/ discharge cycling capability than batteries [4] because no chemical reaction takes place at the electrodes. Second, Peukert's law does not apply to SC, so transient large discharge current does not reduce the usable capacity. Finally, SC has a much lower internal resistance (e.g., several mV [16] ), making them more suitable to deliver high transient power without dramatic droop in the output voltage. A low internal resistance also means less energy is wasted in the charging/discharging process and allows a larger recharge current for a shorter recharging time. Those characteristics are desirable for power shaving. For example, compared to the aggregated power consumption of the entire data center, the power consumed by an individual server can fluctuate much more frequently with workload. Therefore, SC is particularly needed for power shaving of a single server, as it allows more frequent charging/discharging than batteries. Server-level power shaving is becoming increasingly important for data center cost savings, because data centers start to employ distributed UPS (e.g., Facebook [6] ) and even per-server UPS deployments (e.g., Google [27] ), where the UPS batteries equipped on each server can be integrated with SC for power shaving.
However, SC is known to have a relatively high self-discharging rate (i.e., the loss of the stored electric charge without connecting to the load). Fortunately, with technology advances, SC self-discharging rate has been reduced to 1-7 percent per day according to Department of Energy [28] . However, this rate is still higher than that of the batteries (e.g., usually less than 1 percent [4] ). In addition, SC may also have a higher cost than batteries. Therefore, the tradeoff between cost and performance needs to be carefully examined in order to successfully integrate SC in the design of a hybrid energy storage solution for power shaving. Our evaluation (in Section 8) shows that the integration of SC can lead to more cost savings for a data center, even when a high SC cost (e.g., $2,000/kWh) and a high self-discharging rate (e.g., 40 percent per day) are conservatively assumed.
Based on the above observations, this paper proposes HyStore, a hybrid energy storage solution that integrates supercapacitor with UPS batteries for cost-efficient serverlevel power shaving in data centers. HyStore also coordinates with dynamic voltage and frequency scaling (DVFS) for power capping. We present a detailed quantitative study that compares three different power shaving strategies: Battery-only, SC-only, and Battery+SC, and design their corresponding charge/discharge policies. HyStore features a hybrid supercapacitor bank (h-SCB) system that adopts one of the three strategies for power shaving. To quantify the costs of different strategies, we build a detailed cost model that considers the impacts of service lifetime, self-discharging and inner resistance of the SC and battery. In addition, we integrate the hybrid energy storage with DVFS for power capping, which not only reshapes the power demand curve but also rigorously enforces the power limit, especially when the stored energy is inadequate or unavailable.
We discuss the shortcomings of solely relying on UPS batteries for power shaving. Our analysis shows that supercapacitor has several key advantages for power shaving that complement batteries and motivate a hybrid energy storage solution. We quantitatively compare three different energy storage options: battery only, supercapacitor only, and HyStore, a hybrid energy storage solution with battery and supercapacitor integrated. The characteristics of SC and battery are specifically exploited in the proposed design, to protect the battery lifetime and reduce the energy loss caused by SC selfdischarging. We present a detailed cost model that considers the impact of the service lifetime, self-discharging and inner resistance of SC and battery. Detailed cost evaluation is performed with a variety of real-world data center traces. We proposes to integrate the hybrid energy storage with DVFS for enhanced power capping capacities. Four integrated power capping algorithms are designed for different application scenarios and evaluated through in-depth analysis. We also present a proof-of-concept hardware testbed built to integrate SC as a hybrid energy storage solution. Some initial but promising testbed results are shown to demonstrate the feasibility of using SC as an effective power-shaving solution.
The rest of this paper is organized as follows. Section 2 discusses the related work. Section 3 introduces some background knowledge about SC. Sections 4, 5, and 6 discuss the system designs. Section 7 explains our simulation setups and the implementation details. Section 8 presents the evaluation results. Section 9 describes our proof-of-concept physical testbed and preliminary hardware results. Section 10 concludes this paper.
RELATED WORK
In this section, we discuss the closely related work. Utilizing supercapacitor in cellphones [24] and electric vehicles [25] to address transient power demands has been previously studied. However, those studies are not designed for data centers and so cannot be directly applied to computer servers. For data centers, some recent studies have proposed a variety of power shaving or capping approaches. However, those studies conduct power adaptation mainly through processor throttling (e.g., [17] , [32] , [33] , [34] ) or online workload scheduling (e.g., [12] ), without considering energy storage.
The recent studies on power shaving [8] , [9] , [11] have shown the promising cap-ex and op-ex savings of data centers. However, they only use UPS batteries for energy storage without exploiting SC. As a result, power shaving requires the UPS batteries to be frequently charged/discharged at runtime, which either shortens the battery service lifetime [9] or requires advanced (more expensive) battery designs [11] . Zheng et al. [37] , [38] and Zhang et al. [36] have proposed to consider thermal energy storage devices (such as water/ice tanks) for reducing data center capex and op-ex, respectively. However, their work focuses mainly on thermal energy storage devices, without exploring SC as an energy storage option. Aksanli et al. [1] have studied the characteristic curves of different batteries and concluded that existing studies might have overestimated the battery lifetime under frequent charge/discharge. Their findings motivate our work to explore the new energy storage options instead of relying solely on batteries.
The most closely related work is HEB [14] , [15] , which has also proposed to integrate SC and battery for power shaving. There are three key differences: 1) We analytically model the impact of high self-discharge rate, which is an important SC feature, on SC capacity in our designs and evaluation. 2) We have also analyzed the impact of battery lifetime and modeled it as a constraint in our optimization.
3) Most importantly, we propose to integrate the hybrid energy storage with DVFS for power capping, instead of just power shaving. Power capping is closely related to power shaving but has a more strict requirement because the power consumption must be capped below the given power budget. Another closely related work is Wang et al. [31] , which presents a high-level framework to explore the design space of integrating five different energy storage devices for cost optimization. Their work provides some general and important design guidelines to optimize the power-related costs by determining the capacities of various energy storage devices. However, it does not present a detailed and quantitative study to analyze the cost and benefits of integrating SC and to dynamically manage the charge/discharge of energy storage for power shaving and capping.
BACKGROUND
In the section, we compare the basic technology parameters of two main-stream battery techniques: lead-acid batteries (LA) and Lithium Iron batteries (LI), as well as supercapacitor to analyze the costs and benefits. We then briefly introduce SC module, which is the general available form of high capacity SCs.
LA versus LI versus SC
The radar chart in Fig. 1 compares the key parameters of LA, LI, and SC. All the reported parameters are excerpted from [4] , [11] , [28] . The numbers are normalized to the maximum value among the three technologies. Please note that we use the energy/power per dollar and the inverse of selfdischarging. Therefore, a greater number is more cost-efficient or more desirable.
LA offers the most inexpensive energy capacity (e.g., "Energy Cost" vector), which is the key reason that LA is the most used storage in current UPS. LI has a high "Energy Density", which means it can provide the same capacity in a small form factor. Higher energy density is one of the key reasons that LI has been proposed to be used in per-server UPS [11] , which has form factor constraints. In LA, LI or other batteries, energy is stored in chemical reactions. In contrast, SC only stores energy as opposite electric charges on the storage medium surface. This different energy storing mechanism determines that the "Energy Density" of SC is lower than batteries. To provide the same capacity, SC has 5 times larger volume than LI. Therefore, it is desirable to reduce SC requirement in a form factor constrained environment.
However, SC shows its clear advantages on "Power Density" and "Charge/discharge Cycles". Due to its small internal resistance, SC can afford to deliver large transient power without generating a significant amount of heat or voltage droop. In addition, modern activated-carbon materials can be produced into a structure that has a huge surface within a compact form factor [2] . Therefore, SC can achieve a high "Power Density". Moreover, SC is almost not constrained by charge/discharge cycling, which is highly desirable for power shaving. In batteries, the irreversible degradation of energy storage takes place both when the storage system is inactive (calendar life losses) and when it is exercised (charge/discharge cycling life losses) [23] . The calendar life loss is mostly introduced by the material impurities. All the impurities undergo redox reactions and decomposition, no matter they are used or not. The exercised loss part is directly caused by the chemical wear in charge/discharge cycling. Therefore, the service time of batteries is practically determined by the charge/discharge cycling, which is the key concern of solely relying on batteries for power shaving. In addition to its high power density and high charge/discharge cycling capability, SC also offers other advantages such as a higher maximum DoD (Depth of Discharge, i.e., the fraction of total capacity discharged when recharging begins) and a longer service lifetime. The above characteristics are desirable for power shaving. However, SC also has undesirable physical characteristics such as high self-discharging rate. Self-discharging describes the loss of stored electric charge with time when an energy storage device is not discharging to the load. The longer a charged SC is left unused, the more energy it loses.
In summary, for LA, LI, and SC, each technology has its own advantages and limitations, in terms of power shaving in data centers. Therefore, a hybrid energy storage solution can be designed that primarily uses SC to address short-time power variations, such that the charged energy in SC can be quickly consumed instead of getting wasted in self-discharging. In the meantime, batteries can be used for relatively longer-time power variations. We present a quantitative analysis to examine the costs and benefits of SC in Section 8.2.
SC Module
High capacity SCs are usually shipped as SC modules, which include the SC cells and auxiliary circuits in one sealed package. For SC cells, although a lot of new materials have been proposed by researchers, activated carbon is still the most popular [2] . The per-cell voltage is limited by the decomposition voltage of its organic electrolytes (e.g., 3 V [13] ). Since small-capacity SC cells are cheaper than largecapacity SC cells, it seems reasonable to use a large number of small SCs. However, due to the statistical distribution of manufacturing, the capacitance and internal resistance of individual cells have considerable variances. A simple connection may cause some cells overcharged. Therefore, voltage balancing circuits are needed [16] . Other than voltage balancing, due to its small internal resistance, SC has a large in-rush current during charging, which requires charging current limit circuit. In addition, proper packaging is also required to provide heat dissipation, electric/magnetic isolation, and dust proof capability. Due to all of the above complexities, the designers usually select a SC module based on application specifications (e.g., capacity, voltage, operating temperature) instead of using raw SC cells. In this paper, we use the same assumption as [4] , [31] , which is that the cost of SC module increases linearly with the required capacity. It is also important to note that most commercial SC modules can work properly at the data center temperature [2] .
SYSTEM DESIGN OVERVIEW
As discussed before, SC allows frequent cycling of charge/ discharge and a higher charge/discharge current. However, SC is known to have higher costs and self-discharging rates. Although some related work has considered the integration of SC and battery, HyStore is the first one that analytically models both SC self-discharge and battery lifetime, which are important to examine the integration of SC. We present a high-level description of our HyStore design in this section.
Power Hierarchy. We first briefly introduce the data center power hierarchy with HyStore in the context, as shown in Fig. 2 . In traditional data centers, in order to achieve zero transition time from the utility to the UPS during utility failures, the incoming utility power is first converted from AC to DC to be stored in UPS batteries and is again converted from DC to AC to power up servers. This double-conversion configuration introduces 10-15 percent power conversion loss [8] . As a result, recent industry practice has started to favor distributed UPS (e.g., per-server UPS in Google data centers [27] ), in order to bypass the energy loss of doubleconversion. We show distributed UPS in dashed lines in Fig. 2 , because HyStore is not limited to distributed UPS and can work with centralized UPS as well. In order to provide a high availability, n+1 UPS redundancy (i.e., one spare UPS for every n UPSs) is usually adopted. We show a 1+1 UPS redundancy case in Fig. 2 .
The power from UPS is then fed to the power distribution units (PDU) that route power to multiple server racks. In PDUs, the circuit breakers (CBs) are used to limit the peak power demand of each rack [7] . When the peak power of one rack exceeds its limit, corresponding CB will cut the power delivery to this rack (i.e., CB trip-up) in order to protect the rest of the PDU. Racks host servers, routers and other IT equipment. In each server, the 110 V AC power is converted to lower-voltage (e.g., 12 V) DC at the server power supply units (PSU). Modern 80PLUS certified PSUs [5] usually introduce less than 20 percent power loss. In order to provide a highly stable voltage to the processor, a voltage regulator (VR) is used to convert power to a much lower voltage (e.g., 1.4 V [10] ) required by the CPU. Highefficiency VRs can achieve less than 10 percent power loss [35] . In modern servers, DVFS is widely used to lower the voltage and frequency of processors to save power during less-than-maximum loading time.
HyStore. HyStore is a server-level power shaving solution that is composed of two major components: hybrid supercapacitor bank and power capping unit (PCU), as highlighted in Fig. 2 . HyStore is invoked periodically at runtime to perform power shaving and capping for a single server as follows. In each period, the power consumption information can be monitored by a piece of on-board circuit that has been embedded in several models of IBM servers [33] . For those servers without power monitoring, reasonably accurate power estimation based on activities has been developed [18] . HyStore then compares the sampled power consumption with the target power budget. If the power consumption is higher than the budget, HyStore first resorts to h-SCB for online discharging in order to provide additional power. h-SCB then determines whether to discharge from SC or batteries, depending on the selected storage options. After discharging, if the power demand is still higher than the budget, PCU is engaged to further lower the power consumption by either DVFS or workload scheduling. The key goal of HyStore is to shave undesired power spikes at runtime, such that the power demand can be maintained below the target power budget (which is also called power capping). In addition to cap-ex and op-ex reduction, dynamic power capping is also important to address partial power failures (e.g., one PDU power branch malfunctions), which is more likely to occur than a global power grid failure.
h-SCB. h-SCB can be dynamically engaged in the power bus to provide extra power for on-board component (e.g., the processor). Just like Google's per-server UPS [27] , h-SCB avoids AC-DC-AC double conversion energy loss. Moreover, even in Google's practice, UPS is only used as back-up power source. In contrast, HyStore explores the on-line power shaving capability of h-SCB. We compare three different options in building the hybrid storage solution h-SCB: Battery-only, SC-only, and Battery+SC. We first design different charge/discharge policies for different energy storage medium requirements. For example, Battery+SC gives priority to SCs when a discharge of stored energy is needed, and constrains the number of battery charge/discharge cycles to once per day to protect its service lifetime. More details about the three options of hybrid energy storage are presented in Section 5.2. We then compare the sizing and cost of each option. By using the on-line discharging capability of h-SCB, the peak power demand can be capped to a certain level, which is entirely decided by the h-SCB energy storage capacity.
Note that h-SCB does not change the actual power consumption of either the servers or the cooling subsystem. It only reshapes the power demand curve through recharging/discharging. Therefore, h-SCB does not change the original temperature profile of a data center. The output voltage of SC can be adjusted by buck voltage booster [25] and step-down voltage regulator [10] to fit the load needs. Therefore, a key parameter in our design is the required SC storage capacity, which is introduced in detail in Section 5.3.
PCU. PCU is used when the capacity of h-SCB is not sufficient to shave a large power spike. In this case, other power reduction knobs must be used in order to cap the power consumption within the budget, at the cost of performance loss. In HyStore, we adopt DVFS to integrate with h-SCB for power capping because of its low latency and low overhead, as shown in many recent studies on power capping [17] , [32] , [33] , [34] . Hence, PCU determines how to dynamically adjust the DVFS level of the server processors. In this paper, we comparatively discuss four power capping algorithms to integrate h-SCB and DVFS, which are Shaveonly, DVFS-first, Perf-first, and SC-first. Each policy is designed with its own application scenario. The details are introduced in Section 6.
DESIGN AND ANALYSIS OF H-SCB
In this section, we first introduce the circuit design of h-SCB and charge/discharge policies. Then, we present our sizing method and cost model for h-SCB.
Charge/Discharge Circuit Design
For the completeness of the proposed hybrid storage solution, we present a high-level circuit design of h-SCB in Fig. 3 . It allows us to flexibly discharge/charge the desired amount of energy from/to either SC or battery, based on the policies discussed in the next section. The most intuitive way to integrate SC with standard PSU is to directly connect SC and PSU in parallel. However, direct connection forces the SC terminal voltage equal to that of PSU all the time. The power division between the PSU and SC is totally determined by the internal resistance of SC and PSU without any controllability. To address this issue, we adopt a pulsewith-modulated (PWM) DC/DC converter [25] to control the current flowing in and out of the SC ("Buck converter" in Fig. 3 ). Specifically, during SC discharging (i.e., S2 is OFF), the energy is first delivered to Lf when S1 is ON, then transferred to the load through D2 when S1 is OFF. We control the discharging current by modulating the ON/OFF state pulse of S1. During SC charging (i.e., S1 is OFF), the energy is transferred to Lf when S2 is ON, then transferred to SC through D1 when S2 is OFF. We control the charging current by modulating the ON/OFF state pulse of S2. Through S3-S4, we select which energy storage to use. Our charge/discharge policies are enforced by controlling the ON/OFF states of S1-S4.
Charge/Discharge Policies
We design three charge/discharge policies for the three energy storage options of constructing h-SCB, respectively. Battery-only uses only battery without SC. SC-only uses SC without battery. Battery+SC uses both SC and battery. Compared to the related work that also integrates SCs and batteries [14] , [15] , our Battery+SC policy is designed to limit the number of allowed battery recharges for improved lifetime and reduce the energy loss caused by SC discharging.
For Battery-only, the batteries are discharged whenever the power demand is higher than the target budget. But the batteries only recharge once a day at a pre-set light-load time (e.g., 2 AM-4 AM). This recharge policy is used to protect the battery from over charge/discharge cycling, such that the lifetime of the batteries is not shortened significantly by power shaving. This policy has been used in related work [8] , [9] and demonstrated to be effective. We take it as our baseline. For SC-only, SC is discharged whenever the power demand is higher than the budget, similar to batteries. However, SC can charge whenever the power demand is lower than the budget, because the SC is not constrained by the charge/discharge cycling, as discussed in Section 3. We design this charge/discharge policy to fully utilize the power valleys during runtime. For Battery+SC, as shown in Fig. 4 , we discharge the SC first whenever the power demand is higher than the budget. If the capacity of SC runs out, we then discharge the batteries for supplemental Lf is an inductor. D1-D2 are diodes. S1-S4 are controllable switches. The charge/discharge policies are enforced by controlling ON/OFF of S1-S4.
power. SC can charge whenever the power demand is lower than the budget, while the batteries recharge once a day at a pre-set light-load time (e.g., 2-4 AM). As a result of this design, the batteries can take advantage of their large energy density to provide extra power for long-term large power demand. In the meantime, SC can exploit its advantages, such as high power density and high charge/discharge cycling capability, to shave/smooth short-term power variations.
Compared to Battery-only, Battery+SC can recharge the SC at any power valleys, so its required energy capacity is much smaller than that of Battery-only, where the battery is charged once a day, as in the state-of-the-art battery-based shaving designs [8] . Note thatif Battery-only removes the constraint on charge/discharge cycling (i.e., only one cycle a day), the battery lifetime can be significantly shortened, leading to high cap-ex for replacement. Compared to SConly, Battery+SC is able to mitigate two key shortcomings of SC for two reasons. First, because Battery+SC keeps longtime stored energy in the battery instead of SC as in SC-only, the self-discharging loss of SC is significantly reduced. Second, Battery+SC stores a large portion of required energy in high-energy density batteries, reducing the physical volume of the storage device.
Clearly, a key question to be answered is what are the energy storage capacities we need to provision/size for the three options, respectively, because the capacities are directly related to the costs of power shaving.
Sizing of h-SCB Capacity
We now determine the required energy storage capacity of each option. Since the capacities depend on the data center workloads, we assume that a power trace is available for offline capacity provisioning analysis through researching similar data centers or building a small-scale prototype [3] . Such a methodology has been adopted in related work [8] , [11] .
SC-Only: To determine the capacity of SC needed for SConly, we run the power trace with the target power budget. As we go through the power trace, we apply SC-only to discharge energy for every power spike in the trace, such that the power demand after shaving is just lower than the budget. We also assume a large initial amount of stored energy for the SC, such that it will never run out of the initial capacity. In this way, we get a trace file of stored energy left in the SC. In this trace file, the lowest point represents the largest discharging energy demand. As long as the SC capacity is large enough to cover this demand, SC-only is guaranteed to shave all the power spikes in the original power trace. Therefore, we size the SC capacity in SC-only as the energy difference between the initially stored energy and the lowest stored energy point (i.e., largest power spike) in the trace of stored energy.
Battery+SC: The combined energy storage of battery and SC in Battery+SC is sized in a similar way as SC-only. In this way, the largest power spike can be shaved by discharging both batteries and SC. Since the batteries can be discharged only once a day for the largest power spike, SC must be used alone to shave all other spikes. Hence, we size the SC part of Battery+SC to be the energy difference between the initially stored energy and the second lowest stored energy point in the stored energy trace. Since SC is sized to the second largest discharging energy demand, SC can provide sufficient discharging energy for all the power spikes by itself, except the largest one. For the largest power spike, Battery+SC discharges the SC first and then resorts to the battery part for the rest of the power demand. Therefore, the capacity of the battery part is sized to be the energy difference between the largest and second largest power spikes. This sizing method also guarantees that the battery only gets discharged/recharged once per day.
Battery-Only: To determine the capacity of the battery in Battery-only, we also run the power trace with the target power budget. It is important to note that the battery is recharged once a day due to the cycling constraint for lifetime consideration, so the stored energy is used to cover all the discharging needs throughout the whole day. Therefore, the capacity of the battery must be the energy summation of all the areas above the power budget in the entire power trace file.
Following the above procedures, we get the minimum energy storage capacities required for power shaving by the three storage options, respectively. Since SC-only and Battery +SC use all the power valleys to recharge the SC, the required energy capacity of them is much smaller than that of Batteryonly, where the battery is charged once a day, as in the stateof-the-art battery-based shaving designs [8] . It is important to note that we still need to fulfill the original function of UPS systems, by reserving enough energy in order to bridge the transition time gap during a power grid failure. A probability-based availability analysis [8] has shown that it is safe to achieve a "five nines" (99.999 percent) high availability by reserving only 2 minutes of energy for centralized UPS. Therefore, we reserve enough energy to provide 2 minutes of peak power for each server in our distributed UPS. Please note this is a conservative estimation because in distributed UPS configuration, there is no single point of failure. In Battery-only and Battery+SC, the reserved energy is stored in the batteries. In SC-only, all the energy is provided by SC.
Cost Model
After the above sizing procedures, we have determined the minimum size for energy storage. However, since batteries and SC have different energy densities, the derived energy capacity needs to be converted to the actual device capacity. We calculate the battery device capacity based on [11] , which uses LI batteries because LI has been shown to outperform traditional LA batteries. We calculate the required SC device capacity with SC required ¼ ESD required =ðm SC Ã ð1À SD SC ÞÞ. ESD required is the minimum energy-storage requirement. m SC is the energy storage efficiency of SC. SD SC is the self-discharging rate of SC. Although the recent DoE report [28] shows the self-discharging rate of SC has been reduced to 1-7 percent per day, we use 20 percent to be conservative and test HyStore with various values up to 40 percent [4] in Section 8.3. It is also reported [28] that the SC selfdischarging rate can be time-varying and decreases with time. We conservatively assume it stays high in the whole discharging process.
We derive the device cost by multiplying the required device capacity with the manufacture-reported price per capacity (same method is used in [8] , [9] , [31] ). In data center cost analysis [29] , initial investment (e.g., UPS purchasing cost) is usually converted to a depreciation cost, which is calculated by dividing the one-time investment by the depreciation time. We conservatively assume that h-SCB is disposed when the server is replaced (48 months). If h-SCB can be reused for new servers during server replacement, the depreciation time of SC will only be determined by its own lifetime (e.g., 12 years), which makes the depreciation cost of SC even much lower than our conservative estimation. For batteries, if we allow one charge/discharge cycle per day, the number of charge/discharge cycles is 365 Â 4 ¼ 1;460 times. According to the curve of DoD vs number of recharge cycles in [11] , the maximum allowable DoD is 80 percent. In contrast, note that the possible service time of SC is not limited by the number of recharge cycles. The key parameters in cost estimation are given in Table 1 .
POWER CAPPING ALGORITHMS
An important contribution of HyStore is the integration of h-SCB with DVFS for rigorous power capping, which requires server power consumption to be dynamically limited below the given budget all the time for safe power oversubscription [32] , [33] . In this section, we discuss four power capping algorithms that coordinate h-SCB and DVFS to limit the power under the budget. All algorithms run periodically. At the end of each control period, we monitor the power of the server and run the algorithm to decide the next step actuation. We assume that the Battery+SC option is used for h-SCB, which means we have both the SC part and battery part in h-SCB. Battery-only and SC-only can be seen as two extreme cases of Battery+SC with no SC part and no battery part, respectively.
Our first power capping policy is Shave-only, which does not adjust the DVFS level of CPU. It only uses the h-SCB to provide extra power when the power is higher than the budget and recharges SC part when the power is lower than the budget. For Battery+SC and Battery-only, the battery part is only recharged at a pre-set light-load time. Therefore, Shave-only does not impact performance. It also guarantees that the charge/discharge cycling limit of the battery is not violated.
The second policy is DVFS-first, which is a simple combination of a classic DVFS algorithm and h-SCB. When the power is higher than the budget, we lower the DVFS level of the processor to cut the power until the budget is met; when the power is lower than the budget, we raise the DVFS level of the processor to improve performance. h-SCB is only used to absorb the transient power noises. DVFS-first is designed to strictly enforce the assigned power budget. However, DVFS-first impacts performance because it throttles the CPU.
Our third policy is Perf-first, which is designed to use h-SCB stored energy to minimize DVFS throttling for better performance. Perf-first always checks the h-SCB status before making DVFS decisions. When the power is higher than the budget, the SC part is first used then the battery part. If both parts run out of capacity, we then start lowering the DVFS level of the processor to cut power until the budget is met. When the power is lower than the budget, we raise the DVFS level of the processor to improve performance. If the DVFS level of the processor is already set to the highest level, we start charging the SC until it is fully recharged. The battery part only gets recharged at a pre-set light-load time.
The forth policy is SC-first, which also utilizes h-SCB for minimizing DVFS throttling for better performance. In addition, SC-first tries to recharge the h-SCB more quickly. The key difference between SC-first and Perf-first occurs when the power demand is lower than the budget. In SC-first, we first try to recharge h-SCB. If the SC part of h-SCB is fully recharged, we then start to raise the DVFS level. The rationale behind SC-first is that low power consumption normally means the server is less used (e.g., fewer requests). Therefore, raising the frequency during these cases might not further improve performance significantly. It is thus better to store more energy to prepare for future power spikes. In general, Perf-first is more appropriate for CPU-intensive workloads that demand high DVFS levels to meet the requirement of system performance, while SC-first is more suitable for the workloads with frequent fluctuation that demand frequent charge/discharge operations.
SIMULATION ENVIRONMENT
We adopt a queuing-theory-based simulator, which is widely used [19] , [21] to evaluate data center workloads that are modeled by a continuous arrival stream of user tasks. All the tasks wait in queue before being assigned to servers. We use an M/G/1 queue [26] to model a server core because the tasks' departure rate may be different from the arrival rate due to processing delay. A task arrival queue dispatches the tasks to each core. The tasks arrive at a rate according to Poisson process (i.e., exponentially distributed inter-arrival time). The service time (i.e., required CPU processing cycles) of a task has a Gaussian distribution. One core serves one task at a time from the front of the queue. Tasks are dispatched from the head of the queue to waiting cores in a round-robin way. A task is removed from the queue once it is completed. We assume an infinite buffer, which means there is no limit on the number of tasks the buffer can contain. Table 2 summarizes the key parameters of the simulator. We monitor the performance and power periodically with a 5 s interval. In our evaluation, we use the simulator with two modes. In the first mode, we use the simulator with model-generated tasks. The arrival rate and service time are presented in Table 2 . In the second mode, we use real-world traces [31] , [33] to stimulate our simulator.
We use average response time as our performance metric. We model the response time of each task as the total time it takes from the task's arrival in the task queue to its completion. The response time includes two parts: 1) the processing time is calculated by dividing the required CPU cycles by the current frequency. Therefore, when we apply lower DVFS to the cores, the processing time becomes longer. 2) the waiting time is the difference between the time point when a task gets assigned to a core and its arrival time. We divide the total response time of all completed tasks by the number of completed tasks within a monitored period as the average response time. When we apply lower DVFS to cores, both the processing time and waiting time increase, which means average response time gets longer.
In our simulation, we model the server power as the sum of idle power and dynamic power [18] :
where P t is the total power. N is the number of cores. P dyn is peak dynamic power of the entire server (175 W in Table 2 ). P dyn =N is the peak dynamic power of one core. Util i is the utilization of one core. We calculate the core utilization by dividing the execution cycles within a monitoring period of the core by the total cycles in the same period. DVFS i is the DVFS level of one core. We assume that the server has five DVFS levels: 1 GHz/1 V, 0.9 GHz/0.9 V, 0.8 GHz/0.8 V, 0.7 GHz/0.7 G, 0.6 GHz/0.6 V. Therefore, the dynamic power scale factors of these DVFS levels are 1, 0.729, 0.512, 0.343, 0.216, respectively. P idle is the idle power of the entire server (175 W). P idle and P dyn are measured from a real server [11] .
EVALUATION RESULTS
In this section, we first evaluate the three h-SCB storage options: Battery-only, SC-only, and Battery+SC, in terms of both the required storage capacity and costs. We also examine the impacts of the SC price and self-discharging rate. Then, we comparatively test the four power capping algorithms and the impacts of storage capacity and power budget on power capping.
In the evaluation, we use three real-world power demand traces from [31] : Google cluster, MSN facility, and Stream Media (SM) server, in one day (190 available data points Â 460 s per point = 24 hours). MSN and SM are shown in Fig. 5 . As an online media streaming server, SM has a power peak once a few hours whenever new clients login to start watching a new show. MSN has a sustained long and high power demand with irregular spikes, because clients tend to keep connected [3] (e.g., Windows live Messenger). Google has highly irregular spikes (Fig. 6) . We categorize SM, Google, and MSN as light, medium, and heavy workloads.
We first compare the typical results of running Batteryonly, SC-only, and Battery+SC with Google in Fig. 6 . We assume that h-SCB has been fully charged at the beginning. The energy storage capacity in each case (Figs. 6a, 6b and 6c ) is the same: 115 kJ battery for Battery-only; 115 kJ SC for SConly; 57.5 kJ battery plus 57.5 kJ SC for Battery+SC. The capacity numbers are carefully selected to highlight the differences of different policies. We test the impact of different capacities in the next experiments. In Fig. 6a , Battery-only can shave the power spikes until the battery-stored energy drains out at the 110th point because Battery-only recharges the battery only once a day due to cycling limit. In Fig. 6b , SC-only successfully caps the power because it can recharge whenever the power demand is low. We can see that as long as the capacity of SC meets the largest one-time discharge requirement (e.g., at the 81st point), it can shave all the power spikes. 6c shows that Battery+SC can also cap the power demand within the budget. At the 79th point, since the capacity of SC is used up, the battery starts to discharge until this peak ends at the 82nd point. After that, the SC is recharged but the battery is not until the next battery recharge starts. Fig. 6c shows that as long as the combined battery and SC capacity can handle the largest one-time discharge, the largest power spike can be shaved. For other spikes, due to the on-line recharging capability of SC, if the SC can meet the second largest one-time discharging (e.g., at the 117th point), all the other spikes can be shaved. Therefore, Battery+SC can shave more power spikes than Battery-only because batteries have stringent cycling limits for lifetime considerations. Battery +SC also requires much less SC capacity than SC-only.
Required Energy Storage Capacity and Volume
In Fig. 7 , the x-axis "Budget" is the target power budget, which is normalized to the peak power of the server. The yaxis "Minimum required capacity" is derived by following the offline trace analysis procedures in Section 5.3. Fig. 7 shows that the minimum required capacity increases as the budget decreases, because the lower the budget is, the more spikes need to be shaved and thus more energy storage capacity is needed. For the same reason, light workload (SM) requires less capacity than medium (Google) and heavy workload (MSN). Please note the unit of y-axis for MSN is greater than those of SM and Google. Fig. 7 compares the three options: SC-only, Battery-only, and Battery+SC (with the SC part as Battery+SC-SC and battery part as Battery+SC-battery. We can see that the capacity of SC-only and combined capacity of Battery+SC are smaller than the capacity of Battery-only. The reason is that Batteryonly needs to have enough capacity that covers all the discharge demands during a whole day. In contrast, the capacity of SC-only and the combined capacity of Battery+SC only need to meet the largest discharging demand. Please note the results have considered the energy efficiency, Peukert's effect for battery, and a self-discharging rate of 20 percent for SC. Specifically, self-discharging results in a constant electrical charge loss in SC, which we consider as over-providing the capacity by self-discharging. We reuse Peukert's law equation in [11] to account for this effect in batteries. Therefore, although the combined capacity of Battery+SC is sized to the same as the capacity of SC-only, after taking all those factors into account, the combined required size of Battery+SC is slightly larger than that of SC-only. However, the required SC part capacity of Battery+SC (i.e., Battery+SC-SC) is much smaller than SC-only because Battery+SC-SC only needs to be large enough to cover the second largest discharging energy.
One of the key benefits of reducing the SC part size is to reduce the total physical volume of the energy storage device. As analyzed in Section 3, to store the same amount of energy, SC is 5 times larger than batteries. In a real deployment, h-SCB can be mounted in front of the server in the cold aisle, similar to Google's per-server UPS [27] , which means the volume of h-SCB should be less than 20 percent of the server volume (assumed in [11] ). For a 1U server (14.5 L), the volume of per-server UPS should be less than 2.9 L. Based on the energy density reported in Section 3, we calculate the volume of each case. We find for MSN, with a 0.75 budget, SC-only violates the size constraint. In contrast, if we use Battery+SC, the size constraint is still satisfied. The reason is that, for heavy workload MSN (Fig. 5) , when the budget is so low (e.g., 0.75) that the power demand is above the budget most of the time, the dominant portion of the required capacity is provided by batteries, which have a higher energy density, so a smaller volume. Therefore, the required SC part of Battery+SC is small.
In summary, Battery+SC requires less capacity than Battery-only for power shaving of the same workload. Compared to SC-only, Battery+SC takes less physical space and is thus more feasible for deployment. Fig. 8 analyzes the h-SCB cost and the total cost of ownership (TCO) of different storage options. The calculation procedures of Fig. 8a are introduced in detail in Section 5.4. We compute the cost based on the power demand traces reported in [31] . Under the condition of shaving the same power peaks, SC-only and Battery+SC cost only 58.1 and 73.0 percent of Battery-only. In order to evaluate the impact of h-SCB in a bigger picture, we also calculate TCO. Specifically, we use the TCO calculator [11] , which models a 10 MW data center in detail. By shaving the power spikes, we can safely deploy more servers in the data center. In this way, we Fig. 7 . Minimum required h-SCB capacity for real-world services. Due to runtime recharging ability, SC-only and Battery+SC requires less capacity than Battery-only. The SC part of Battery+SC (Battery+SC-SC) is smaller than SC-only, leading to a smaller volume requirement, because SC has a lower energy density. SC-only violates the volume constraint (not capacity) at 0.75 budget. Fig. 8 . h-SCB cost and its impact on the Total Cost of Ownership (TCO). SC options (Battery+SC and SC-only) are more cost-efficient than Battery-only. By shaving the power spikes above the power budget, we can safely host more servers in a given power infrastructure, decreasing the TCO averaged on each server.
Cost Comparison
increase the utilization of power infrastructure, translating to TCO/server reduction. Fig. 8b compares the TCO saving impact of using different options. By using h-SCB based power shaving, Battery-only achieves 4.2 percent TCO/server saving per month on average, which means $13M TCO savings in 10-year operation [11] . SC-only and Battery+SC offer 1.1 percent ($3M) more TCO savings than Battery-only. In general, the TCO saving increases as we reduce the power budget to host more servers. However, at 0.75 power budget, the increased cost of h-SCB overshadows the benefits of deploying more servers, leading to a reduced TCO savings. Fig. 9 investigates the per-server cost for deploying h-SCB at different levels of a data center (DC). In this experiment, we use the traces from real-world IBM data centers with 5,400 servers, which are introduced in detail in [33] . Fig. 9a shows the Cumulative Distribution Function (CDF) of different levels. We can see that the utilization distribution of higher level has less variation (fewer peaks and valleys) due to statistical peak-valley cancellation. Therefore, when deploying h-SCB at different levels, the required capacity increases as we go lower levels, as shown in Fig. 9b . There is a cost reduction only from the rack to server level. That is because using h-SCB at server level does not have the AC-DC-AC double conversion loss (10 percent [8] ). In all the cases, Battery+SC is shown to be the most cost-efficient.
Please note that Battery+SC constrains the number of battery charge/discharge cycles to once per day for lifetime considerations. To assess the importance of this constraint, we test a variant of Battery+SC, which allocates the server power load to battery and SC in proportional to their capacities (similar to [14] ), without constraining battery cycling. The results show that the battery lifetime can be shortened by 38 and 67 percent for the Google and MSN traces, respectively, because both traces have multiple irregular spikes per day. Fig. 10 analyzes the sensitivity of the h-SCB cost. We examine two key parameters, SC price and SC self-discharging rate, because: 1) h-SCB cost is determined by the price assumption; 2) SC self-discharging rate (i.e., the electrical charges loss even when we do not engage the SC in the discharging circuit) significantly impacts the SC-part capacity requirement. We test the highest, medium and lowest reported prices for both SC and batteries [4] . We present the medium battery price case as the value bar and the lowest and highest price results as the error bars in Fig. 10a . The relative costs of SC-only and Battery-only depend on the price assumption. However, Battery+SC is consistently more cost-efficient than Battery-only, because Battery+SC uses the runtime recharging feature of SC to reduce capacity requirement and uses battery to reduce the SC part requirement. Fig. 10b shows the sensitivity analysis of SC self-discharging rate. Since the self-discharging rate of SC has been reported with different ranges (1-7 [28] and 20-40 percent [4] ), we test the entire range of 1-40 percent. The results show that SC-only and Battery+SC are consistently more cost-efficient than Battery-only, but SC-only may violate the volume constraint as discussed before. In addition, Fig. 10b also shows the result when the SC self-discharging rate is assumed to be zero, which leads to a cost underestimate of 40 percent for SC-only and 6 percent for Battery+SC.
Impacts of SC Price and Self-Discharging Rate
Comparison of Power Capping Algorithms
In this experiment, we conduct an online power budget cut study to show the differences among different power capping policies designed in Section 6. We assume that the power budget needs to be reduced from 280 W to 230 W at time 100 s due to partial power supply failure. The power budget is then raised from 230 W back to 280 W at time 400 s after the emergency is resolved. Since we want to study fine-grained characteristics of our proposed policies, we use model-generated arrival interval and service time ( Table 2) . We assume that h-SCB is built with Battery+SC (1.5 kJ SC and 1 kJ battery) because Battery-only and SC-only can be seen as special cases of Battery+SC. The h-SCB capacity and the SC portion in h-SCB are carefully selected to highlight the differences of different polices. The impact of those parameters is studied in detail in Section 8.5.
We first examine whether those policies can effectively cap the server power consumption. In Fig. 11 , "Power" is Fig. 9 . Per-server cost increases when deploying h-SCB at lower levels of a data center (DC) power hierarchy (except rack to server). In all tested cases, Battery+SC offers the lowest per-server cost for energy storage. Fig. 10 . h-SCB cost sensitivity. For different SC prices and SC selfdischarging rates in a wide range, SC-only and Battery+SC are more cost-efficient than Battery-only, but the volume of SC-only can be much larger. Fig. 11 . The power and energy traces of different capping policies in a power budget cut test case. SC-only fails to enforce the power budget cut. DVFS-first, SC-first, and Perf-first can enforce the required power budget cut.
the power demand monitored at the PSU. "Orig" is the power demand without any power capping policies. "Budget" is the assigned power cap (or budget). The unit of these three power readings is Watt (the left-side y-axis). "SC" is the energy stored in the SC part of h-SCB. "Battery" is the energy stored in the battery part of h-SCB. The unit of these two energy readings is kJ (the right-side y-axis). Fig. 11a shows that Shave-only only uses h-SCB to shave power. When the capacities of SC and battery are exhausted at time 140s, Shave-only fails to enforce the required power budget cut. The server power consumption increases immediately, leading to possible circuit breaker trip-up and power failure. In contrast, Figs. 11b, 11c, and 11d show that DVFS-first, SC-first, and Perf-first can enforce the required power cut because they employ DVFS to throttle the CPU besides using h-SCB to provide extra power. In Fig. 11b , DVFS-first throttles the CPU whenever the power consumption is higher than the power budget. Therefore, it only uses the transient energy discharge capability of the SC part of the h-SCB. In Fig. 11c , SC-first recharges the h-SCB when the power is lower than the power budget. Therefore, the SC part of h-SCB is quickly recharged. We conservatively limit the recharge current to 5A. Note that commercial SC modules can afford to be recharged at up to 200 A [20] due to SC's small internal resistance. In addition, the battery part of h-SCB reserves more energy than in the Perf-first case. In Fig. 11d , Perf-first raises the DVFS level when the power demand is lower than the power budget. Therefore, the battery part of h-SCB is more used than the SC-first. The SC part of h-SCB is slowly recharged.
We now compare the server performance when the server power consumption is capped within the desired power cap. In Fig. 12 , "Freq" is the frequency normalized to the peak frequency (1 GHz). "Budget" is the power budget normalized to peak power (350 W). These normalized values are scaled on the left-side y-axis. "Resp time" is the average response time (the right-side y-axis). Please note the scale of right-side y-axis of (b) is much larger than that in (a), (c), and (d). In Fig. 12a , since Shave-only does not change DVFS levels, the response time is equal to the case that the CPU is always running at the peak value. However, Shave-only cannot effectively cap the server power (as shown in 11a) and so is not a valid capping option. In Fig. 12b , DVFS-first always resorts to DVFS to lower the power first. Therefore, even during the higher power budget time (before 100 s and after 400 s), it still uses lower frequencies, which increases the response time. More importantly, when DVFS-first throttles the frequency to 0.6 at points 39, 53, and 58 to reduce power, there are many incoming requests (that is why the power is high), reducing frequency at those points dramatically increases the response time. On the other side, DVFS-first raises frequency at the point when the requests are fewer (that is why the power is low), which does not reduce response time significantly. Hence, DVFS-first results in the longest response time and worst performance. In Fig. 12c , since SC-first recharges h-SCB when the power is lower than the budget, the frequency cannot get raised during the power budget cut time. In contrast, Fig. 12d shows that Perffirst tries to raise the frequency whenever the power is lower than the budget. The average frequency of Perf-first during the cut time (100-400 s) is 0.77. The average frequency of SC-first during the cut time is 0.73 (the frequency is 1 from point 20 to point 27, other cases 0.7). Therefore, Perf-first has a shorter response time than SC-first.
Impacts of Storage Capacity and Power Budget
In this section, we analyze the impacts of the SC/battery capacities and the power budget on different power capping policies. Based on the per-server utilization trace in an IBM data center [33] , we derive a request trace with varying interval time (the average interval is interval=util within every 15 min) and the service time still obeys the distribution in Table 2 . We then use this request trace to stimulate our simulator (Section 7). Fig. 13 shows the maximum power (i.e., average peak power) and the average response time as the h-SCB capacity increases. The h-SCB is built with 50 percent SC and 50 percent battery. The power budget is 310 W. In Fig. 13a , since Shave-only never lowers the DVFS level, when the capacity is small (200 kJ), it cannot shave all the power spikes. However, DVFS-first, SC-first, and Perf-first can successfully cap the power demand because they use both DVFS and h-SCB. In Fig. 13b , as the capacity of h-SCB increases, more energy can be used to provide extra power at power spikes without throttling the CPU. Therefore, the response time of SC-first and Perf-first decreases as the h-SCB capacity increases. For DVFS-first, since it always throttles the CPU to cap power, the capacity increase of h-SCB does not reduce the response time significantly. As a result, DVFS-first has longer response time than SC-first by 94.4 percent when the capacity is 200 kJ. Compared with SC-first, Perf-first gives a higher Fig. 12 . The response time and frequency traces of different policies in a power budget cut test case. The response time increases in the order of Shave-only, Perf-first, SC-first, DVFS-first. Fig. 13 . Impact of the capacity of h-SCB. As h-SCB capacity increases, DVFS-first is not affected; the maximum power of Shave-only decreases; the average response time of Perf-first and SC-first decreases. priority to raising DVFS level when the power is lower than the budget. Therefore, Perf-first has shorter response time than SC-first by 44.4 percent when the capacity is 200 kJ.
Fig. 14 presents the maximum power and average response time as the SC size of h-SCB increases. The total h-SCB capacity is fixed to 200 kJ and the power budget is 310 W. Fig. 14a shows that DVFS-first, Perf-first, and SC-first all cap power demand regardless the size of SC, because those policies can use both DVFS and h-SCB. In contrast, for Shaveonly, the maximum power decreases as the portion of SC increases because Shave-only solely relies on h-SCB to shave power spikes. The larger the SC portion is, the more power valleys that h-SCB can use to recharge, providing better power shaving. In Fig. 14b , since Shave-only never throttles the CPU, the average response time is always 0.05 ms, which is marginally observable. For Perf-first and SC-first, the larger the SC part is, the more on-line power variations h-SCB can handle, such that less CPU throttling is needed. Therefore, the average response time decreases as the portion of SC increases. Moreover, since Perf-first gives raising DVFS level a higher priority to recharging h-SCB, it has a shorter response time than SC-first by 28.3 percent on average. Since DVFS-first always throttles the CPU whenever the power consumption is higher than the budget, DVFS-first has a longer response time than Perf-first by 75.4 percent. Fig. 15 shows that a less tight power budget can improve power capping results and reduce response time. The h-SCB is built with 100 kJ SC and 100 kJ battery. In Fig. 15a , as the power budget increases, the stored energy does not need to be discharged at low power spikes, so more energy is reserved for possible high spikes. Therefore, with a lower power budget (e.g., 290 W), the maximum power can hit more than 330 W for Shave-only due to its discharging at small power variations before high power spikes. For a higher power budget (e.g., 330 W), the maximum power can be capped by Shave-only. As the power budget increases, less power spikes need to be capped. Therefore, for DVFSfirst, SC-first, and Perf-first, less CPU throttling needs to be employed, resulting in reduced response time in Fig. 15b .
Perf-first outperforms DVFS-first and SC-first by 45 and 22 percent in terms of average response time.
HARDWARE PROTOTYPE
In this section, we first describe our proof-of-concept physical testbed. We then present initial but promising testbed results to demonstrate the feasibility of using SC as a power-shaving solution.
Prototype Design
Currently, Supercapacitor with a customized large storage capacity often needs to be specially ordered and manufactured. Due to the expense and time limitations, we built up a scale-down proof-of-concept prototype with commodity supercapacitors that are widely available on the market but have a much smaller capacity. We design and build the "Super capacitor" block in Fig. 16 ourselves. Other components are off-the-shelf. Fig. 16 shows our prototype SC hardware testbed. We series-connect two 200F 2.7 V SCs (1.5 kJ energy storage capacity, 5.4 V terminal voltage when fully charged). Directly applying this prototype board on a server (e.g., 350 W) would produce a very short shaving time that is insufficient for testing. Therefore, we use a Nexus S phone with Ubuntu 12.04 installed as our computing device to emulate a server. The solid lines are the power connections. The dashed lines are the signal transmissions. We use a Wattsup Pro (PM) power meter to measure the power consumption of the entire system. The incoming 110 V AC is converted to 3.7 V DC to provide Nexus S phone compatible power at Mobile Power Supply. The 110 V AC is also converted to 5 V DC to charge the SC bank. On the output side of our SC bank, we use a DC-DC converter [25] to regulate the output voltage to 3.7 V. We use two RS232 programmable relays (e.g., SW1 and SW2) to control the charge and discharge status of the SC bank. Since Nexus S does not have enough USB ports or any RS232 ports, we use a dedicated desktop to collect the power reading and to do switch control. The information exchange between the phone and the desktop is through wireless network. The desktop is powered up by a separate power source, not part of the measurement of Wattsup. Note that the tested control algorithm is running on the phone. Therefore, the power Fig. 14 . Impact of SC part size. As the SC portion in h-SCB increases, DVFS-first is not affected; the maximum power of Shave-only decreases; the average response time of Perf-first and SC-first decreases. Fig. 15 . Impact of the power budget. When the power budget increases, the capping results of Shave-only are improved and the response times of DVFS-first, Perf-first, and SC-first are reduced. Fig. 16 . Our scale-down proof-of-concept prototype SC hardware testbed. The capacity of the supercapacitor is small, so we use a lower-power computing platform Nexus-S to emulate a server. The desktop is used to run the power capping algorithm and control the switches (e.g., SW1, SW2).
overheads of the algorithms have been included in the measurement.
Preliminary Results
After loading Ubuntu and required libraries, the space left on the SD card is very limited on the phone. Instead of using standard benchmark (e.g., SPEC). We use a forever loop to compute aþ ¼ b Ã c to hog the CPU. In each test case, we run the experiment for 5 minutes. We use the number of the completed loop as the performance metric. We evaluate three power capping policies: SC-first, Shave-only, and Freqonly. SC-first and Shave-only are as introduced in Section 6. Freq-only is similar to the SC-first policy, but has the SC bank disconnected. The comparison between Freq-only and SC-first is to highlight the benefits of integrating SC in power shaving. We study these three policies because our other proposed policies need the remaining energy information of the SC, which is currently unavailable in the prototype board. Fig. 17 shows our prototype testbed results. In our experiments, we test two power budget cases: 4 W and 4.3 W. In Fig. 17a , we observe that SC-first controls the power closer to the desired power budget than Freq-only and Shave-only. For Shave-only, as discussed in Section 8.4, it relies solely on SC for shaving without DVFS. As a result, it cannot precisely control the power consumption. In addition, with Shave-only, the on/off states of SW1 and SW2 introduce large current surge, leading to unstable power. For Freq-only, the reason is that it relies solely on DVFS and the CPU has only discrete frequency levels. Therefore, if the power consumption at one frequency level is higher or lower than the budget, the DVFS level keeps getting adjusted to oscillate between two adjacent levels. In contrast, SC-first integrates both DVFS and SC charge/discharge to more precisely control power. From the trace file study, SC-first significantly reduces on/off state adjustment.
The performance comparison in Fig. 17b shows that SCfirst has 3 percent better performance than Freq-only, because SC-first can use SC bank to do less DVFS throttling. The small benefit is because we use 110 V-5 V phone power supply to charge the SC bank, which has very low efficiency. In real servers, the AC to DC is done at server power supply unit, which typically has more than 80 percent [5] conversion efficiency. Consequently, the benefit is projected to be higher. Shave-only does not adjust frequency. Therefore, it has the same performance as using the peak frequency. In terms of energy overhead, due to power conversion loss, Shave-only uses more energy than running at peak frequency, as shown in Fig. 17c . SC-first controls the power closer to the power budget than Freq-only, using 7 percent more energy. Currently, the energy overhead ratio between SC-first and Freqonly is higher than their performance ratio, due to the energy efficiency of the system, which makes improving the efficiency an important future direction. The preliminary results show that it is feasible to integrate DVFS and SC charge/ discharge for power shaving and capping.
CONCLUSION
In this paper, we have introduced HyStore, a hybrid energy storage solution that integrates SC with batteries for cost-efficient power shaving in data centers. Specifically, we quantitatively compare three energy storage options in detail. SC options (SC-only and Battery+SC) have been found more cost-efficient, saving the energy storage cost by 34 percent, on average, compared with Battery-only. For a 10 MW data center in a 10-year period, the saving can be converted to $3M in TCO reduction. In addition, we identify that power capping solely based on energy storage fails to limit the peak power demand under a desirable power budget due to limited energy storage capacity in certain cases. Therefore, we also explore integrating energy storage and DVFS to limit the peak power demand, and study four algorithms to coordinate them. In the experiments, DVFS-first, SC-first, and Perf-first all successfully enforce the desired power budget, while Shave-only fails to do so. Among the three, Perf-first outperforms DVFS-first, SC-first by 45 and 22 percent in terms of average response time. Finally, we introduce our scale-down proof-of-concept SC hardware testbed. The preliminary testing results show the integration of SC and batteries improve power shaving and capping performance. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
