A central limit theorem with explicit error bound, and a large deviation result are proved for a sequence of weakly dependent random variables of a special form. As a corollary, under certain conditions on the function f : [0, 1] → R a central limit theorem and a large deviation result are obtained for the sum
Introduction
For an integer b ≥ 2 the base b van der Corput sequence x n is defined the following way. If the base b representation of the integer n ≥ 0 is n = m i=1 a i b i−1 for some digits a i ∈ {0, 1, . . . , b − 1}, then
The main importance of this sequence is that it is of low discrepancy. Indeed, the discrepancy function of the base b van der Corput sequence ∆ N (x) = |{0 ≤ n < N : x n < x}| − Nx, . The implied constant in the error term is absolute.
The following large deviation result complements Theorem 1. 
we have that S(N) = O (b log b M), therefore Theorem 2 is meaningful only when applied with λ = O log b M . Note that for all such values of λ the error term
is of smaller order of magnitude than Observation (1) gives the idea that the sum S(N) is related to the L p norm
of the discrepancy function. As simple corollaries to Theorem 1 and Theorem 2 we thus obtain that ∆ N p satisfies the same central limit theorem and large deviation result as S(N). 
. The implied constant in the error term depends only on p.
Theorem 4. Let x n be the base b van der Corput sequence, where b ≥ 2 is an arbitrary integer. Let 1 ≤ p < ∞ be an arbitrary real. There exists a positive constant A depending only on p such that for any integer M > b and any real number λ ≥ 1 we have
Similar central limit theorems concerning the distribution of the van der Corput sequence have already appeared in the literature. In and d(b) is to be replaced by
.
Moreover, the theorem is stated only in the special case when M is a power of the base b, and the error term is of an unspecified order of magnitude o(1). In [3] and [7] central limit theorems for various generalizations of the van der Corput sequence are also studied. Large deviation results have not yet been obtained. Finally, we give a method to generalize Theorem 1 and Theorem 2 for sums of the form 
as N → ∞, with an implied constant depending only on b and the total variation of f . Under more restrictive assumptions on the function f the error term actually satisfies a central limit theorem and a large deviation result. The following proposition reduces the problem of studying the distribution of
, and let x n denote the base b van der Corput sequence, where b ≥ 2 is an arbitrary integer. For any integer N > 0 we have
The natural interpretation of the quantity f (1)−f (0) is that the periodic extension of f on R with period 1 has jumps of this size.
In Section 2 we derive the normalizing factors c(b) and d(b) of Theorem 1. Section 3 is devoted to the proofs of Theorem 1 and Theorem 2, while the proofs of Theorem 3, Theorem 4 and Proposition 5 are given in Section 4.
2 The expected value and the variance of S(N )
We start by deriving a formula for the sum S(N) in terms of the base b digits of N as follows. 
Proof. By splitting the sum S(N) we get
Since
we obtain that the first sum in (2) is
To compute the second sum in (2) note that for any a m b m−1 ≤ n < N the first base b digit of n is a m , and hence
Therefore by reindexing the sum we obtain
Using the base b representation of N we thus find the recursion
Applying the recursion (3) m times finishes the proof.
If N is a random variable uniformly distributed in {0, 1, . . . , b m − 1} for some integers b ≥ 2 and m ≥ 1, then the base b digits a 1 , . . . , a m of N are independent random variables, each uniformly distributed in {0, 1, . . . , b − 1}. Therefore Proposition 6 can be used to find the expected value and the variance of the sum S(N). Here and from now on the expected value and the variance of a real valued random variable X are denoted by E (X) and Var (X), respectively. Proposition 7. Let N be a random variable which is uniformly distributed in {0, 1, . . . , b m − 1} for some integers b ≥ 2 and m ≥ 1. Then
The implied constant in the error term is absolute.
Proof. Using the independence of the base b digits a 1 , . . . , a m of N, from Proposition 6 we get that the expected value of S(N) is
To find the variance of S(N), first let us use the independence of a 1 , . . . , a m again to obtain
We will group the terms according to the size of {i 1 , j 1 } ∩ {i 2 , j 2 }. If {i 1 , j 1 } ∩ {i 2 , j 2 } is the empty set, then a i 1 , a j 1 , a i 2 , a j 2 are independent, and therefore the contribution is zero.
If
Let s > 0, t > 0 and 1 ≤ A ≤ m − s − t be integers. The sum of
, hence we have that the contribution of this case in (5) is
If {i 1 , j 1 } ∩ {i 2 , j 2 } has size 2, then i 1 = i 2 and j 1 = j 2 , and hence
Therefore the contribution of this case in (5) is
Altogether we find that
Finally, it is easy to see that two times the covariance of the sums in question is
by noticing that the terms for which i 1 ∈ {i 2 , j 2 } are all zero. Adding (4), (6) and (7), we obtain the desired formula for Var (S(N)).
Proofs of Theorem 1 and Theorem 2
Let N be a random variable again, uniformly distributed in {0, 1, . . . , b m − 1}. Proposition 6 expresses S(N) in terms of independent random variables a 1 , . . . , a m . In this Section we prove a general central limit theorem and a large deviation result for random variables expressed in terms of independent variables in a similar way. These general results fit into the subject of weakly dependent random variables. The proof of Theorem 9 below is the generalization of the proof in Section 1.3 of [1] .
For positive integers a and m let [m] denote the set {1, 2, . . . , m}, and let
For a finite set A of integers let diam A = max A−min A, and for random variables
We are going to use the fact that for any real numbers λ and x we have
Note that Φ(λ + x) − Φ(λ) is the integral of
2 over an interval of length |x|, therefore (8) in fact holds with implied constant
. Since 0 ≤ Φ ≤ 1, (9) holds for any |x| > , then for λ ≥ 0 Φ(λ(1 + x)) − Φ(λ) is an integral over an interval of length |λx|, moreover this interval is contained in [λ/2, 3λ/2], therefore the integrand is at most
8 . Hence
and clearly the same is true for λ < 0. Note that
8 is bounded on R, in fact the maximum is attained at λ = ±2 with maximum value less than 2. Thus altogether (9) holds with implied constant 2.
Proposition 8. Let 2 ≤ a ≤ m be integers, and let X 1 , X 2 , . . . , X m be independent real valued random variables. For every A ∈ we have
(1) For any integer k ≥ 1 we have
(2) For any real number λ ≥ 1 we have
(1) Let L denote the left hand side of the claim. By expanding we get 
. . , C p be the connected components of H, and let d j = diam C j . The main observation is that the connectedness implies
We are going to group the terms of (10) , therefore we get
The series over d is in fact the well-known Taylor series
with ℓ = 2ak + p − 1 and x = e −c , thus we have
Here for every 1 ≤ p ≤ k we have
We can also use the combinatorial identity and trivial estimate
with n = 2ak to finally obtain
(2) Let P denote the probability in the claim. Note that g(x) is monotone increasing on [0, ∞). Therefore for any real number 0 < α < 1 we have
Applying Markov's inequality and Lebesgue's monotone convergence theorem we obtain that
Proposition we have
for some constant c > 0. Then for any real number λ we have
The implied constant in the error term depends only on a and c.
Note that Proposition 8 (1) with k = 1 implies that σ 
Then the random variable we are interested in can be written as
where the random variable W is defined by (12). Then Y 1 , . . . , Y m 0 are independent, and the assumption |I i | > 
Similarly,
The number of sets A ∈
[m] ≤a
Finally, note that the number of sets A ∈
a , thus from conditions (i) and (ii) we obtain that for any i and j we have
By taking the variance of (12) we get
By noticing that E (Y i Z j ) = 0 unless i = j or i = j + 1, the bounds (13)-(16) imply
We now want to apply the Berry-Esseen theorem to the sum , therefore the Hölder inequality implies
As long as m 0 = o (σ 2 m ), we can see from (17) that (1)) .
Therefore the Berry-Esseen theorem ([2] Section 9.1 Theorem 3) implies that
Pr 1
From (17) we obtain
Therefore we can use (9) with x = O m 0 σ 2 m to replace the normalizing factor in the probability in (18) by
Recall that a simple version of the Chernoff bound states that if ζ 1 , · · · , ζ n are independent random variables such that E (ζ j ) = 0 and |ζ j | ≤ 1 for every 1 ≤ j ≤ n, then for any t > 0 we have
According to (15) there exists a constant K > 0 such that |Z j | ≤ K for all j. Condition (i) ensures that E (Z j ) = 0 for all j. Therefore we can apply the Chernoff bound to ζ j = Z j /K with n = m 0 − 1 and t = √ log m to obtain
From (12), (13) and (20) we get
Combining (19) and (8) we finally obtain
The optimal choice for m 0 is when the first and the third error terms are equal, which holds when 
2b
−
for any 1 ≤ i < j ≤ m. Using Proposition 6 we can write S(N) in the form
where
Then the conditions of Theorem 9 are satisfied with a = 2 and c = log 2. According to Proposition 7 we have σ 
Hence 
We now show that (21) , the error of replacing S(N * ) in
Here the error of replacing
Finally, note that . Hence we get
The error term can be expressed in terms of M by noting m ≥ log b M.
Proof of Theorem 2. 
Using Proposition 6 we can write S(N) in the form
Then the conditions of Proposition 8 (2) are satisfied with a = 2, c = log 2, q = 32 and
Therefore Proposition 8 (2) yields
Now we prove (22) 
Let N be a random variable uniformly distributed in {0, 1, . . . , M * − 1}, and consider its base
are independent random variables, each uniformly distributed in {0, 1, . . . , b − 1}. Let us introduce new random variables a *
are identically distributed independent random variables. Let
Then S (N * ) satisfies (22). Using Proposition 6 and Proposition 7 we get the following estimates: 
Finally, note that the error of replacing M * by M is at most
Proofs of Theorem 3 and Theorem 4
In this Section the proofs of Theorem 3, Theorem 4 and Proposition 5 are given. We start by estimating an exponential sum in terms of the base b van der Corput sequence. Proposition 10 below is a special case of Lemma 3 in [6] . Nevertheless, for the sake of completeness a proof is included. Using the base b representation of N, repeated application of the triangle inequality in (23) yields
For any 1 ≤ j ≤ m we have
The assumption b s ∤ ℓ implies that the first factor is zero whenever s ≤ j − 1. Thus we get from (24) that
Proof of Theorem 3. It is enough to prove the theorem in the special case when p is a positive even integer. Indeed, if p ≥ 1 is arbitrary, we can choose a positive even integer p ′ > p. Observation (1) then implies
Theorem 1 and Theorem 3 with p ′ thus imply Theorem 3 with p. From now on we assume p is a positive even integer. Every implied constant in the O notation will depend only on p. From the alternative form of the discrepancy function
where χ denotes the characteristic function of a set, one obtains via routine integration that for any integer ℓ = 0 we have 
For a positive even integer p consider the binomial formula
By integrating on [0, 1] we get We now have to show that the last sum is negligible. Since g is twice differentiable on [0,1] and g(0) = g (1), we have that the periodic extension of g to R with period 1 is Lipschitz, therefore its Fourier series converges to g: 
