Abstract. We consider two graph optimization problems called vector domination and total vector domination. In vector domination one seeks a small subset S of vertices of a graph such that any vertex outside S has a prescribed number of neighbors in S. In total domination, the requirement is extended to all vertices of the graph. We prove that these problems cannot be approximated to within a factor of c log n, for suitable constant c, unless every problem in NP is solvable in slightly super-polynomial time. We also show that two natural greedy strategies have approximation factor O(log ∆(G)), where ∆(G) is the maximum degree of the graph G. We also provide exact polynomial time algorithms for several classes of graphs. Our results extend and unify several results previously known in the literature.
Introduction
The concept of domination in graphs has been extensively studied, both in structural and algorithmic graph theory, because of its numerous applications to a variety of areas. Informally, a vertex of a graph is said to dominate itself and all of its neighbors. Generally, one seeks small sets that dominate the whole graph. Domination naturally arises in facility location problems, in problems involving finding sets of representatives, in monitoring communication or electrical networks, and in land surveying. The two books [9] [10] discuss the main results and applications of domination in graphs. Many variants of the basic concepts of domination have appeared in the literature. Again, we refer to [9] [10] for a survey of the area.
In this paper we provide hardness results and approximation algorithms for an interesting variant of the basic concept of domination, firstly introduced in [8] . Here, a subset of vertices S is said to dominate a vertex v if either v ∈ S, or there are in S a prescribed number of neighbors of x (see below for formal definitions). Again, one seeks small subsets that dominate (in this new sense) the whole vertex set of the graph.
Main Definitions. For a graph G = (V, E) and a vertex v ∈ V , denote by N (v) the set of neighbors of v, by d(v) the degree of v, and by ∆(G) the maximum degree of any vertex in G. A dominating set in a graph G = (V, E) is a subset S of the graph's vertex set such that every vertex not in the set has a neighbor in the set. A total dominating set in G is a subset S ⊆ V such that every vertex of the graph has a neighbor in the set: for every v ∈ V there exists a vertex u ∈ S such that uv ∈ E.
The vector domination is the following problem: Given a graph G = (V, E), and a vector (k v : v ∈ V ) such that for all v ∈ V , k v ∈ {0, 1, . . . , d(v)}, find a vector dominating set S of minimum size, that is, a set S ⊆ V minimizing |S| and such that |S ∩ N (v)| ≥ k v for all v ∈ V \S. The total vector domination is the problem of finding a minimum-sized total vector dominating set, that is, a set S ⊆ V such that |S ∩ N (v)| ≥ k v for all v ∈ V .
Of special interest for us will be also the following special case of vector domination: For 0 ≤ q < 1, a q-dominating set in G is a subset S ⊆ V such that every vertex not in the set has more than a q-fraction of its neighbors in the set: for every v ∈ V \ S, it holds that |N (v) ∩ S| > q|N (v)|. For 0 ≤ q < 1, a total q-dominating set in G is is a subset S ⊆ V such that every vertex has more than a q-fraction of its neighbors in the set: for every v ∈ V , it holds that |N (v) ∩ S| > q|N (v)|. By γ(G) (γ q (G), γ t (G), γ Our Results and Related Work. We first provide two natural greedy algorithms for vector domination and total vector domination in general graphs, having approximation factor of H 2∆(G) and H ∆(G) , respectively. Subsequently, we prove that above results are essentially best possible, in the sense that both the q-domination and its total variant are inapproximable within an O(log |V (G)|) factor, unless NP ⊆ DTIME(n O(log log n) ). Notice that our inapproximability result is provided for any fixed 0 ≤ q < 1, hence it is not subsumed by the standard domination and total domination problems (except for q = 0).
We individuate special classes of graphs for which vector domination and total vector domination can be optimally solved in polynomial time. More specifically, we provide polynomial time algorithms for computing minimum size vector domination sets for and total vector domination sets for complete graphs, trees, P 4 -free graphs and threshold graphs.
Among the plethora of works on domination in graphs, and variants thereof, we briefly discuss the work more directly related to ours. The algorithmic aspect of total vector domination in strongly chordal graphs (a super-class of trees) was studied in [7] , where polynomial time algorithms for that purpose were given. However, the authors of [7] point out that their approach cannot be modified to handle the case of vector domination, and that a new approach is needed.
Strictly related to our results is also the paper [12] . The authors study the hardness of approximating minimum monopolies in graphs. Monopolies in graphs represent an important sub-area in graph theory, with many applications in distributed computing (see the survey [15] ). In our language, a monopoly corresponds to a total 1/2-dominating set, and a partial monopoly to a 1/2-dominating set. Therefore, our inapproximability results for q-domination and total q-domination can be seen as extensions of the results of [12] from the case q = 1/2 to arbitrary q (the paper [12] obtains better inapproximability multiplicative constants under stronger complexity assumptions). Conversely, our algorithmic results on trees extend the corresponding result of [13] from total 1/2-domination to the general vector domination problem. The paper [6] studies the hardness of approximating k-tuple domination in graphs. In our framework, this is equivalent to vector domination in which the input vector (k v : v ∈ V ) has all components equal to integer k. The paper [11] studies the problem of bounding the size of a minimum-cardinality k-tuple total dominating set.
Our results are also somewhat related to the important new area of influence spread in social networks [5] . In particular, the paper [18] introduced the problem of identifying a minimum set of nodes that could influence a whole network within a time bound d. There, a set of nodes S influences a new node x in one step (d = 1) if the majority of neighbors of x is in S. The paper [18] mostly studies hardness results for the case d = 1. It is clear that our scenario corresponds to a much more general model of influence among nodes, similar to the one considered in [14] for a related but different problem.
Approximability results
In this section, we show that vector domination and total vector domination can be approximated in polynomial time by a factor of H 2∆(G) and H ∆(G) , respectively. (We denote by
i the k-th harmonic number.) Since H k ≤ log k + 1 for k ≥ 1, the algorithms given by the theorems below provide O(log ∆(G))-approximation for vector and total vector domination, respectively. (We denote by log the natural logarithm.) Theorem 1 Vector domination can be approximated in polynomial time by a factor of H 2∆(G) .
Proof. For a graph
The following properties of f can be verified:
if and only if S is a vector dominating set; (v) f is submodular. (Recall that a real-valued set function f defined on the power set of a finite ground set R is called submodular if f (X)+f (Y ) ≥ f (X ∪Y )+f (X ∩Y ), for any two sets X, Y ⊆ R.) The only non-trivial result is (v), i.e, the submodularity of f . The proof is given below.
Proof. It suffices to show that all the functions τ v (·) are submodular. We complete the proof by verifying that τ v satisfies the following characteristic property of submodular functions:
For all S ⊆ T ⊆ V and for all w ∈ V ,
Observe that τ v is non-decreasing.
Suppose first that τ v (T ) = k v . Then τ v (T ∪ {w}) = k v and the left-hand side of inequality (2) is equal to 0. Hence inequality (2) holds since τ v is nondecreasing.
From now on, we assume that
We may assume that τ v (T ∪{w}) > τ v (S∪{w}), since otherwise the right-hand side of (3) equals 0, and inequality (3) holds.
So we may assume that τ v (T ∪ {w}) = k v . Note that v does not belong to T ∪ {w} (since otherwise either τ v (T ) or τ v (S ∪ {w}) would equal to k v ). Suppose that the inequality (3) fails. Then
However, together with the fact that v ∈ T ∪ {w}, this contradicts the assump-
Back to the proof of Theorem 1, by (iv) we have that an optimal solution to the vector dominating set is provided by a minimum size S such that f (S) = f (V ). In other words, we have recast vector domination as a particular case of the well known MINIMUM SUBMODULAR COVER [17] .
Let A denote the natural greedy strategy which starts with S = ∅ and iteratively adds to S the element
By a classical result of Wolsey [17] , it follows that algorithm A is an H τ -approximation algorithm for vector domination, where τ = max y∈V f ({y}).
Theorem 2 Total vector domination (and hence q-domination) can be approximated in polynomial time by a factor of H ∆(G) .
Proof. The argument is analogous to the one used for Theorem 1. Given a graph
we define a function f : 2 V → N, as follows:
Like (1) also this function f satisfies property (i)-(iii) of the previous result. Moreover, a set S ⊆ V satisfies f (S) = f (V ) if and only if S is a total vector dominating set. Finally f is submodular, as we will prove below.
Since f is defined as the sum of the functions τ v , and the sum of submodular functions is submodular, it suffices to show that the functions τ v are submodular. For an arbitrary real number r and an arbitrary submodular function g : 2 V → R, the function g : 2 V → R defined by g (S) = min{g(S), r} is submodular. Hence it suffices to show that the function g v (S) = |S ∩ N (v)| is submodular. But this is easily seen to be the case since g v can be written as the sum
, where χ u (S) is the (submodular) function taking value 1 if u ∈ S, and 0 otherwise. Therefore, f is submodular too.
Therefore, again by the results of Wolsey [17] the natural greedy strategy provides an H τ -approximation algorithm for total vector domination, where τ = max y∈V f ({y}). It can be seen that max y∈V f ({y}) ≤ ∆(G), which concludes the proof.
Recall the following result on the inapproximability of domination and total domination, which was derived from the analogous result about the set cover problem due to Feige [4] .
For every > 0, there is no polynomial time algorithm approximating domination (total domination) within a factor of (1 − ) log n, unless NP ⊆ DTIME(n O(log log n) ).
Our inapproximability results are given in terms of the q-domination problem. In fact, it turns out that both the q-domination and its total variant are inapproximable within a log |V (G)| factor as shown in Theorems 4 and 5 below. A fortiori the same results hold for the vector domination problem. Hence the approximations results of the previous section are basically best possible. We shall use the following lemma which is basically an ad hoc extension of the hardness of approximating domination within c log |V (G)| given in [1] .
Lemma 1 There exists a constant c > 0 such that for every integer B > 0 there is no polynomial time algorithm approximating domination on input graphs G satisfying γ(G) ≥ B∆(G) within a factor of c log |V (G)|, unless NP ⊆ DTIME(n O(log log n) ).
Proof. Let B be a positive integer. We make a reduction from domination on general graphs. Let G be a graph with |V (G)| ≥ B that is an instance to domination. We transform G into a graph G which consists of r = B∆(G) disjoint copies of G, say
Let ∈ (0, 1), and let c = (1 − )/3. For brevity, let us write n = |V (G)| and n = |V (G )|. Suppose that there exists an algorithm A that computes a c log n -approximation to domination in G . Let S be the set computed by A. Then |S | ≤ c(log n )γ(G ).
Then S is a dominating set in (the i * -th copy of) G. Moreover, we can bound the size of S from above as follows:
This shows that there is no polynomial time algorithm approximating domination on input graphs G satisfying γ(G) ≥ B∆(G) within a factor of c log |V (G)|, unless NP ⊆ DTIME(n O(log log n) ).
Theorem 4 There exists a constant c > 0 such that for every 0 ≤ q < 1 there is no polynomial time algorithm approximating q-domination within a factor of c log |V (G)|, unless NP ⊆ DTIME(n O(log log n) ).
Proof. Let 0 ≤ q < 1, and let B = q 1−q . Let G be a graph with γ(G) ≥ B∆(G) and such that |V (G)| ≥ 4B . We transform G into a graph G which consists of G together with a complete graph
(This assignment is done in an arbitrary way.) Finally, every vertex in the clique K has a private neighbor outside V (G). We denote by X the set of all these private neighbors. (See Fig. 1 Fig. 1 . The graph G in the proof of Theorem 4 Notice that
Hence it is indeed possible to assign to v precisely k v neighbors in K.
In addition, k v is an integer satisfying
, which are instrumental to the following result.
Proof. Let S be an optimal q-dominating set in G . Then, the set S := S ∩ V (G) is a dominating set in G. Indeed, suppose for contradiction that there exists a vertex v in G such that S misses the closed neighborhood of v. Then
contrary to the assumption that S is q-dominating. Notice also that |S \V (G)| ≥ k since S must meet each of the k edges connecting X to K. This implies that |S| ≤ |S | − k and consequently
Conversely, let S be an optimal dominating set in G. The set S := S ∪ K is then a q-dominating set in G such that |S | = γ(G) + k. To see that S is q-dominating in G , observe that:
The second inequality holds by the choice of k v . -Every v ∈ K is contained in S .
-For every v ∈ X, the unique neighbor of v is contained in S and therefore
This shows that γ q (G ) ≤ γ(G) + k and completes the proof of the claim.
Let c be the constant given by Lemma 1, and let c = c/4. Again, let us write n = |V (G)| and n = |V (G )|. Note that, by the assumption |V (G)| ≥ 4B, it follows that n = n + 2k = n + 2B∆(G) ≤ 1/2n 2 + 1/2n 2 = n 2 . Suppose, by contradiction, that there exists an algorithm A which computes a q-dominating set S for G such that |S | ≤ c (log n )γ q (G ).
It is not hard to see that S is a dominating set in G. Moreover, we can bound the size of S as follows:
where the second inequality follows by the assumption on A; the third one by n ≤ n 2 and γ q (G ) = γ(G) + k; the fourth one by k = B∆(G) ≤ γ(G). Finally, by the choice of c we get |S| ≤ c(log n)γ(G), and the conclusion follows by Lemma 1.
By means of a slightly more involved construction, we now prove the analogous result for total q-domination.
Theorem 5 There exists a constant c > 0 such that for every 0 ≤ q < 1, there is no polynomial time algorithm approximating total q-domination within a factor of c log |V (G)|, unless NP ⊆ DTIME(n O(log log n) ).
Proof. Let 0 ≤ q < 1, and let B = q 1−q . We make a reduction from total domination on graphs G satisfying γ t (G) ≥ max{3, B, 2/q}.
Let G be a graph satisfying
Let n = |V (G)|. We transform G into a graph G as follows: G consists of n 3 disjoint copies of G, say G 1 , . . . , G n 3 , together with a complete graph K on Bn 3 vertices such that K is disjoint from the n 3 copies of G. Every vertex in the clique K also has a private neighbor outside the copies od G. We denote by X the set of all these private neighbors. (See Fig. 2. ) To describe the remaining edges, we first partition the vertex set of K into n 2 equally-sized parts K 1 , . . . , K n 2 . (In particular, |K i | = Bn for all i = 1, . . . , n 2 .) Finally, for every j ∈ {1, . . . , n 3 }, we make every vertex v ∈ V (G j ) adjacent to precisely k v vertices in K j/n where k v is an integer satisfying
.
Similarly as in the proof of Theorem 4, observe that we can take k v = qd G (v) 1−q . Also notice that since k v ≤ Bn, it is indeed possible to assign to every v ∈ V (G j ) precisely k v neighbors in K j/n . (This assignment is done in an arbitrary way.)
Proof of Claim:
Let S be an optimal total q-dominating set in G , that is, |S | = γ q t (G ). For every j = 1, . . . , n 3 , let S j = S ∩ V (G j ) denote the part of S that belongs to to the j-th copy of G in G . Pick an index j * ∈ {1, . . . , n 3 } for which the value of |S j | is the smallest. Fig. 2 . The graph G in the proof of Theorem 5 First, we argue that the set S := S j * is a total dominating set in G j * (and thus in G). Indeed, suppose for contradiction that there exists a vertex v in G j * such that S misses the neighborhood of v.
contrary to the assumption that S is total q-dominating. This implies that γ t (G) ≤ |S|.
Notice that K ⊆ S since otherwise there would exist a vertex v ∈ X which would not be q-dominated by S . Therefore,
which shows that γ q t (G ) ≥ n 3 γ t (G) + Bn 3 . Conversely, let S be an optimal total dominating set in G. For j = 1, . . . , n 3 , let S j denote the copy of S in G j , and let S = K ∪ n 3 j=1 S j . The set S ⊆ V (G ) satisfies |S | = n 3 γ t (G) + Bn 3 . Moreover, S is a total q-dominating set in G :
-For every j = 1, . . . , n 3 and for every v ∈ V (G j ), the set N G (v) ∩ S is the disjoint union of sets
The second inequality holds by the choice of k v .
-Let v ∈ K. By construction of G , v is adjacent to every other vertex in K, to precisely one vertex in X and to at most n 2 remaining vertices. Hence
Indeed, the inequality
Bn 3 +n 2 > q is equivalent to the inequality B(1 − q)n 3 > 1 + qn 2 , which holds true since
as can be seen using the fact that B ≥ q 1−q and the assumption that n ≥ γ t (G) ≥ 2/q. -For every v ∈ X, the unique neighbor of v is contained in S and therefore
This shows that γ q t (G ) ≤ n 3 γ t (G)+Bn 3 and completes the proof of the claim.
Let ∈ (0, 1) and let c = (1 − )/10.
Let us write n = |V (G )| = n 4 + 2Bn 3 . By Assumption (5) we have n ≥ B and n ≥ 3 and hence
Suppose that there exists an algorithm A that computes a c log n -approximation to total q-domination in G . Let S be the set computed by A. Then |S | ≤ c(log n )γ q t (G ). Similarly as in the proof of the claim above, let S j = S ∩ V (G j ) and pick an index j * ∈ {1, . . . , n 3 } for which the value of |S j | is the smallest. Then, setting S = S j * results in a total dominating set in G j (and hence in G).
We can bound the size of S from above as follows:
Therefore, S approximates the total domination within a factor of (1 − ) log n. This shows that there is no polynomial time algorithm approximating total qdomination within a factor of c log |V (G)|, unless NP ⊆ DTIME(n O(log log n) ). 
Proof. Clearly, D = {y 1 , . . . , v p } as above is a vector dominating set for (G, k) since every v ∈ V (G)\D is of the form v = v j for some j ≥ p+1 and therefore
Corollary 1 For complete graphs, the vector domination problem is solvable in time O(p log n), where p = min{i :
Total vector domination is even simpler, and solvable in O(n) time.
If |M | ≤ |V |−K, then a minimum total vector dominating set for (G, k) is given by any subset of K vertices contained in V \ M . Otherwise, a minimum total vector dominating set for (G, k) is given by any subset of K + 1 vertices.
Trees
Since trees are strongly chordal, total vector domination is solvable in time O(n + m) on trees [7, 16] , where n = |V (G))| and |E(G)|. As mentioned in [7] , their approach does not apply to the vector domination problem. In this section we describe an O(n 2 ) algorithm that solves vector domination in trees. The algorithm is based on an efficient solution to the following problem:
CARDINALITY-CONSTRAINED PARTITION (CCP):
Given n ordered pairs of real numbers (a 1 , b 1 ), (a 2 , b 2 ) , . . . , (a n , b n ) and an integer k such that 0 ≤ k ≤ n, find a partition (I, J) of the set {1, . . . , n} with |I| = k that minimizes the sum i∈I a i + j∈J b j .
This problem admits an O(n(k + 1)) solution by dynamic programming: For 1 ≤ i ≤ n and 0 ≤ j ≤ min{i, k}, let v i,j denote the optimum value of the CCP problem with the input (a 1 , . . . , a i , b 1 , . . . , b i ; j) . Clearly, v n,k is an optimal value of the above CCP problem. The values v i,j can be computed in O(n(k + 1)) time using the following straightforward recurrences:
As usual, an optimal solution can be obtained by a standard backtracking procedure.
In what follows, we will denote by CCP(A, k) the optimal value of the CCP problem on the input ((a 11 , a 21 ) , . . . , (a n1 , a n2 ); k), where
is a 2 × n matrix and k ≤ n is a non-negative integer.
Theorem 6 A minimum vector dominating set in a tree can be found in time O(n 2 ).
Proof. We claim that Algorithm 1 below computes a minimum vector dominating set for (T, k), where T is a tree. Let us root T at an arbitrary vertex r.
For v ∈ V (T ), we denote by T v the subtree of T induced by v and all its descendants. For a subgraph H of G, we denote by k| H the restriction of k to V (H). The algorithm will compute, using a bottom-up traversal of the tree, the following values, for all v ∈ V (T ):
-γ(v): the minimum size of a vector dominating set for (T v , k| Tv ); -γ + (v): the minimum size of a vector dominating set for (T v , k| Tv ) that contains v; -γ − (v): the minimum size of a vector dominating set for
The following proposition establishes a way to compute these values:
Proposition 3. Let v be an internal node of T , and let C(v) denote the set of children of v. Let A be the 2 × |C(v)| matrix with A 1j = γ + (j) and A 2j = γ(j) for all j ∈ C(v). Then:
First, we show the inequality "≤". It follows from the definitions that γ(v) ≤ γ + (v). Let (I, J) be an optimal solution for CCP(A, k(v))}. For all j ∈ C(v) define D j = a minimum vector dominating set for (T j , k| T j ) that contains j, if j ∈ I ; a minimum vector dominating set for (T j , k| T j ), otherwise.
Then, j ∈ D j for all j ∈ I. Therefore, since |I| = k(v), the set D :
To see the converse inequality, suppose that γ(v) < γ + (v) (otherwise, we are done). For every minimum vector dominating set D for (T v , k| Tv ) it holds that v ∈ D and also |D ∩ C(v)| ≥ k(v). Hence, it is enough to show that
Let D be a minimum vector dominating set for (T v , k| Tv ) and let I ⊆ D ∩ C(v) such that |I| = k(v). Then, for all i ∈ I, the set D ∩ V (T i ) is a minimumsized vector dominating set for (T i , k| T i ) that contains i (otherwise, a smaller such set, say D i , could be used to produce a vector dominating set for
Inequality (6) follows.
The proof of (iii) is similar to that of (ii).
Algorithm 1 Vector domination in trees
Input:
The minimum size of a vector dominating set for (T, k).
Solve the problem recursively on all (Ti, k|T i ), for all i.
5:
Let γi denote the minimum size of a vector dominating set for (Ti, k|T i ).
6:
return
Let r ∈ V (T ) and root T at r. 8: for all leaves of T (other than the root) do 9:
set γ( ) = k( ). (since at this point k( ) ∈ {0, 1}.) 10:
set γ + ( ) = 1.
11:
set γ − ( ) = 0. 12: for all internal nodes v of T (traversed in a bottom-up manner) do 13:
let C(v) be the set of children of v. 14:
15: let A be the 2 × |C(v)| matrix with A1j = γ + (j) and A2j = γ(j) for all j ∈ C(v).
16:
if
The correctness of the procedure follows from Proposition 3.
To analyze the time complexity, observe that at each leaf, a constant amount of computation is performed. The total time spent at an internal node v is pro-
. Altogether, this results in the time complexity of O(n 2 ). Finally, an optimal solution can be computed with a standard backtracking procedure, via a top-down traversal of the tree.
P 4 -free graphs
In this section we give a polynomial time algorithm to solve the vector domination and total vector domination problems in P 4 -free graphs. P 4 -free graphs (also known as cographs) are graphs without an induced subgraph isomorphic to a 4-vertex path. A polynomial-time algorithm for the vector domination and total vector domination problems in P 4 -free graphs can be developed based on the following well-known characterization of P 4 -free graphs [2] : a graph G is P 4 -free if and only if for every induced subgraph F of G with at least two vertices, either F or its complement is disconnected. A co-component of a graph G = (V, E) is the subgraph of G induced by the vertex set of a connected component of the complementary graph G = (V, {uv | u, v ∈ V, u = v, uv ∈ E}). The above characterization implies that every P 4 -free graph G = (V, E) admits a recursive decomposition into one-vertex graphs by taking components or cocomponents. Such a decomposition can be computed in linear time [3] , and a tree representing such a decomposition is called a cotree. For our purposes, it will be more convenient to assume that G is represented by a modified cotree, which is obtained from the cotree by replacing every node representing a decomposition of an induced subgraph F of G into p ≥ 3 co-components C 1 , . . . , C p with p − 1 nodes in sequence, with i-th node representing the decomposition of
Proposition 4. Let G, G 1 , G 2 be graphs such that G is obtained from the disjoint union of G 1 and G 2 by adding all edges of the form {uv :
where k i (v) = max{k(v) − i, 0} for all v ∈ V (G 1 ) and k j (v) = max{k(v) − j, 0} for all v ∈ V (G 2 ).
Proof. Let m denote the value of the first minimum above. First, we show that m ≤ γ(G, k). Let D be a minimum vector dominating set for (G, k), that is, |D| = γ(G, k). Let D i = D ∩ V (G i ), for i = 1, 2, and let i * = |D 2 | and j * = |D 1 |. Take a vertex v ∈ V (G 1 ) \ D 1 such that k i * (v) > 0. Then
Therefore D 1 is a vector dominating set for (G 1 , k i * ) and consequently γ(G 1 , k i * ) ≤ |D 1 | = j * . Similarly, we can show that γ(G 2 , k j * ) ≤ |D 2 | = i * . It follows that γ(G, k) = |D| = j * +i * = max{γ(G 1 , k i * ), j * }+max{γ(G 2 , k j * ), i * } ≥ m .
To see the converse inequality, let (i * , j * ) be a pair of indices where the value of m is attained. Let D 1 be a vector dominating set for (G 1 , k i * ) such that |D 1 | = max{γ(G 1 , k i * ), j * }. Similarly, let D 2 be a vector dominating set for (G 2 , k j * ) such that |D 2 | = max{γ(G 2 , k j * ), i * }. Then, the set D := D 1 ∪ D 2 is a vector dominating set for (G, k):
We can show similarly that
Therefore, γ(G, k) ≤ |D| = |D 1 | + |D 2 | = m, which completes the proof.
The proof of the other relation is analogous.
Theorem 7
Vector domination problem and total vector domination problem are solvable in polynomial time on P 4 -free graphs.
Proof. We claim that Algorithm 2 below computes a minimum vector dominating set for (G, k), where G is a P 4 -free graph. The following notations are used: For a non-negative integer r and for an induced subgraph H of G, we denote by D(H, r) a minimum vector dominating set for (H, k r ), where k r (v) = max{k(v) − r, 0} for all v ∈ V (H).
In lines 1-2, the algorithm computes the set R of required vertices in every feasible solution, and reduces the problem to a smaller graph. Notice that once the required vertices have been removed, it holds that k(v) ≤ d(v) for all v. In particular, for an induced subgraph H of the reduced graph G − R, it suffices to compute the sets D(H, r) for r ≤ ∆(G), since D(H, r ) = ∅ for every r ≥ ∆(G).
The correctness of the algorithm is straightforward, using the abovementioned characterization of P 4 -free graphs and Proposition 4 together with the arguments given in its proof. It is also easy to see that the algorithm runs in time O(∆(G)n 3 ).
The algorithm can be modified slightly so that it computes a minimum total vector dominating set. Suppose that an induced subgraph H of G contains a
