We consider an anisotropic curvature flow V = A(n)H +B(n) in a band domain Ω := [−1, 1]× R, where n, V and H denote the unit normal vector, normal velocity and curvature, respectively, of a graphic curve Γt. We consider the case when A > 0 > B and the curve Γt contacts ∂±Ω with slopes equaling to ±1 times of its height (which are unbounded when the solution moves to infinity). First, we present the global well-posedness and then, under some symmetric assumptions on A and B, we show the uniform interior gradient estimates for the solution. Based on these estimates, we prove that Γt converges as t → ∞ in C 2,1 loc ((−1, 1) × R) topology to a cup-like traveling wave with infinite derivatives on the boundaries.
Introduction
Consider the following curvature flow V = A(n)H + B(n) on Γ t ⊂ Ω, (1.1) in the band domain Ω := {(x, y)| − 1 ≤ x ≤ 1, y ∈ R} in R 2 . Here, Γ t is a family of simple curves in Ω which contact the boundaries with prescribed angles, the geometric quantities n, V and H denote the upward unit normal vector, the normal velocity and the curvature of Γ t , respectively, and A, −B are two smooth positive functions defined on S 1 . The equation (1.1) is an important model arising in physics such as phase transition problems, and in singular limit problems of some partial differential equations (cf. [1, 7, 14, 22, 24] etc). In particular, if the curve Γ t is a smooth graph of a function y = u(x, t) for each t, then n = (−u x , 1)
(1 + u 2 x ) 3/2 , and Problem (1.1) can be expressed as
where a(u x ) = A (−u x , 1)
and g − , g + denote the boundary contact conditions induced by the prescribed angles.
In case a ≡ 1 and b ≡ 0, a lot of effort has been devoted to the study of this problem. In 1989, Huisken [15] considered the boundary value problem for the equation in Problem (1.2) . He proved that any global solution to the Dirichlet problem converges to a linear function, while any global solution to the homogeneous Neumann problem converges to a constant. In 1993, Altschuler and Wu [2] studied the inhomogeneous Neumann problem, that is, Problem (1.2) with g + , −g − being positive constants. They proved that any global solution converges to a grim reaper (which is also called a traveling wave). A year later this result was extended to the case of two dimension by themselves (see Altschular and Wu [3] ). If a and b are not constants, Cai and Lou [5] investigated Problem (1.2) with g ± being (almost) periodic functions of u, and proved that any solution converges to a (almost) periodic traveling wave. Recently, Yuan and Lou [25] have considered the problem when g ± = g ± (u) are asymptotic periodic functions as u → ±∞. They constructed some entire solutions connecting two periodic traveling waves. There are many other interesting works related to the mean curvature flow in domains with boundaries; for example, see [19, 21] , etc. for problems in band domain with undulating boundaries; see [6, 11, 12, 16] , etc. for self-similar solutions in sectors on the plane; and see [8, 13] , etc. for problems on the half space.
In all the works mentioned above, the boundary slopes are bounded, no matter when the equations are linear or nonlinear. In this paper, we consider the case of unbounded boundary slopes. More precisely,
u(x, 0) = u 0 (x), −1 ≤ x ≤ 1.
(1.3)
In 2012, Chou and Wang [9] studied the equation in (1. 3) under the assumptions that a ≡ 1, b ≡ 0 and Robin boundary conditions: u x (±1, t) = α ± u(±1, t) + β ± , t > 0.
They divided the parameters α ± and β ± into several cases, and studied the asymptotic behavior in each cases. But for the cases min u → ∞ or max u → −∞ (this happens, for example, when α − < 0 < α + ), they did not obtain the convergence of the solution and left it as an open problem. Recently, this problem has been solved by Lou, Wang and Yuan [20] . More precisely, in case a ≡ 1 and b ≡ 0, they proved that u converges to a grim reaper with span (−1, 1).
The present paper is devoted to Problem (1.3) with non-constant a and b. We show that in this case the grim reaper no longer exist while some cup-like traveling waves can be constructed by shooting method. In particular, the profile of such a wave has a finite height, which is different from that of a grim reaper. See Sections 4-5 below for details.
In order to state our main result, we first give a result concerned with the following ODE: given h ∈ R ∪{+∞}, find a solution pair (c, ϕ) to
x ∈ (−1, 1), Then we have the following result, which plays an important role in studying Problem (1.3).
). Furthermore, c(h) is unique and strictly increasing in h with 0 < c(h) < a 0 arctan h while Φ(x; h) is unique up to a shift.
Note that a solution pair (c, ϕ) to Problem (1.4) gives a traveling wave to Problem (1.2) in the form of u = ϕ(x) + ct. In this paper, a traveling wave ϕ(x; c) + ct derived from Theorem 1.1 is called a cup-like traveling wave since the graph of ϕ is similar to a cup with finite height. With the help of this kind of solutions, we solve Problem (1.3). More precisely, Theorem 1.2. Suppose that a, b are two even functions with a(p) > 0 > b(p) for p ∈ R and a 0 > −b 0 . If u 0 is a C 1 -function satisfying compatibility conditions, then Problem (1.3) has a time-global solution u(x, t). Moreover, if u 0 is large enough, then u(x, t) tends to infinity as t → +∞, and its profile satisfies
in the topology of C 2,1 loc ((−1, 1) × R) , where (c, Φ(x)) is the solution pair in Theorem 1.1/(i). This paper is organized as follows. Section 2 is devoted to traveling waves, in which Theorem 1.1 is proved. In Section 3, we present a priori estimates and show the time-global existence for the solution to Problem (1.3). We devote Section 4 to the symmetric solutions to Problem (1.3). First we obtain precise estimates for u x by the zero number argument, and then we show the convergence of u to Φ(x) +ct. The general solutions are considered in Section 5, where Theorem 1.2 is proved.
Traveling waves
In this section, we study Problem (1.4) and prove Theorem 1.1. Note that every solution pair (c, ϕ) to Problem (1.4) induces a traveling waves u = ϕ + ct to Problem (1.2). For convenience, the notation (1.4) 1 is used to denote the equation in (1.4) . Now we recall the following result.
Lemma 2.1 (Lou [17] ). Assume a and −b are positive constants. Then for any c > 0, the equation (1.4) 1 has a solution ϕ = Φ(x; a, b, c) with a cup-like graph, that is,
We are going to investigate the equation (1.4) 1 with non-constant a, b. Let (X − (c), X + (c)) denote the maximal existence interval of ϕ(x; c). Then we have (1) . ϕ ′′ (x; c) > 0 for any x ∈ [0, X + (c)); (2) . X(a 0 , b 0 , c) ≤ X + (c) ≤ X(a 0 , b 0 , c). In particular, ϕ ′ (x; c) ≤ Φ ′ 0 (x; c) for any x ∈ (0, X(a 0 , b 0 , c)), and ϕ ′ (x; c) ≥ (Φ 0 ) ′ (x; c) for any x ∈ (0, X + (c)); (3) . lim x→X + (c) ϕ(x; c) ≤ a 0 −b 0 and lim x→X + (c) ϕ ′ (x; c) = +∞; (4). ϕ ′ (x; c) is strictly increasing in c while X + (c) is strictly decreasing in c with lim c→+∞ X + (c) = 0; (5) . under the additional condition
Proof. (1). The equation (1.4) 1 can be re-written as
It follows from a, c > 0 and b < 0 that ϕ ′′ (x; c) > 0 in [0, X + (c)).
(2). For any small ε > 0, consider an auxiliary problem (2.3) with the initial conditions (2.1). Replacing c by c − ε > 0, we have
We claim that ϕ ′ (x; c − ε) < Φ ′ 0 (x; c) holds in their common existence interval in (0, ∞). If not, let x 1 > 0 be the smallest number with ϕ ′ (x 1 ; c − ε) = Φ ′ 0 (x 1 ; c). Then we also have ϕ ′′ (x 1 ; c − ε) ≥ Φ ′′ 0 (x 1 ; c). However, the equation (2.3) (with c being replaced by c − ε) yields
which is a contradiction. Hence, the claim is true and therefore, Φ ′ 0 (x; c) ≥ ϕ ′ (x; c) in their common existence interval. This implies that the maximal existence interval of Φ 0 (x; c) is not wider than that of
(3). It follows from Lemma 2.1 that (Φ 0 ) ′ (x; c) → +∞ as x → X(a 0 , b 0 , c). Thus the result in the above step furnishes ϕ ′ (x; c) → +∞ as x → X + (c).
Clearly, this half circle (denoted by C 0 ) has no contact points with the graph of ϕ(x; c) (denoted by C).
We now move C 0 rightward little by little till it just touches C. More precisely, set
Then the graph of ρ(x−d 1 ) (denoted by C 1 ) lies above C, which is tangent to C at some point (x 2 , ϕ(x 2 ; c)). Therefore, at this point, the curvature of C 1 is not smaller than that of C, that is,
which is a contradiction. Hence, the claim is true.
Regard (2.6) as an ODE of x(ψ; c) with the initial condition x(0) = 0. By the comparison principle, it is not hard to check that x(ψ; c) is strictly decreasing in c. Therefore, its inverse function
Thus, one gets
which together with (2.7) furnishes X + (c) → 0 as c → +∞.
(5). According to (2.7) and (2.2), we have
Then the continuity implies X + (c) > 1 for 0 < c ≪ 1, which concludes the proof.
Remark 1. Using Lemma 2.2/(3), we can even supplementally define ϕ(x; c) at the point
The same argument as in Lemma 2.2/(4) yields
By a suitable modification to the proof of Lemma 2.2, one can show the following result.
For any c > 0, let ϕ(x; c) be the unique solution to the equation (1.4) 1 with the initial conditions (2.1) and let (X − (c), X + (c)) be the maximal existence interval of ϕ(x; c). Then we have
Remark 2. The reason why we need (2.2) and (2.9) is that they can help to construct the solutions to Problem (1.4) for large h. On the other hand, a 0 > −b 0 (in particular, b ≡ 0) is a sufficient condition for both (2.2) and (2.9). In fact,
Based on the above two lemmas we now prove Theorem 1.1. (ii). Integrating (2.6) over ψ ∈ (0, h) and ψ ∈ (−h, 0), respectively, we have
is strictly decreasing in c and satisfies lim c→+∞ d h (c) = 0. Note that the assumption implies
Thus, there exists a unique c = c(h) such that
which implies that c(h) is strictly increasing in h. Moreover, we have
which together with (2.10) yields 0 < c(h) < a 0 arctan h. Finally, setx :
) is a solution pair to Problem (1.4), which completes the proof.
Global well-posedness
In the sequel, we always assume that a 0 > −b 0 .
In order the study the asymptotic behavior of the solution u to Problem (1.3), we now present some sufficient conditions for lim t→+∞ u(x, t) = +∞. Let ϕ(x; 0) be the solution to the equation (1.4) 1 with the initial conditions (2.1) (where c = 0). Lemmas 2.2 and 2.3 yield min{X
Recall that u(x, 0) = u 0 (x) (see Problem (1.3)). Thus the main result in the section reads as follows.
then there is a unique time-global classical solution u(x, t) to Problem (1.3). Moreover, u(x, t) → +∞ as t → +∞.
To prove this theorem we need some a priori estimates. The first one is the L ∞ -estimate.
Then there exist positive constants c 0 , C 1 , C 2 > 0 (independent of T ) such that
3)
wherec is the constant in Theorem 1.1/(i).
Proof. The inequality in (3.2) implies that u 0 (x) ≥ ϕ(x; 0) + M + 2ε for some small ε > 0. Since ϕ(x; c) depends continuously on c, we can choose a small c 0 > 0 such that
By (3.1), we can also assume that
Hence, ϕ(x; c 0 ) + M + ε + c 0 t is a lower solution to Problem (1.3). Then the comparison principle yields
This proves the left-hand side of (3.3). To prove the right-hand side, one only needs to verify that
is an upper solution to Problem (1.3).
Secondly, we needs the following gradient estimate.
Proof. From the above lemma, we see that
Then the maximum principle for u x yields
which concludes the proof. This section is devoted to the convergence of symmetric solutions to Problem (1.3). The usual method of studying the convergence is to find a uniform global gradient estimate. However, it does not work here due to the boundary conditions in (1.3). Hence, we turn to investigate the uniform (in t) interior gradient estimates and the convergence in the L ∞ loc ((−1, 1))-topology by means of the maximum principle and the so-called zero number argument (i.e., zero number diminishing properties, cf. [4, 18] for instance).
Throughout this section, both a and b are even functions, i.e.,
A (−p, 1)
In this case, the traveling waves obtained by Theorem 1.1 are even functions as well:
From these traveling waves, we will derive the interior gradient estimates and asymptotic behaviors of symmetric solutions of Problem (1.3). Proof. For simplicity, we use (1.3) 1 to denote the equation in (1.3). The proof is divided into two steps.
Step 1. It is easy to see u x satisfies a linear parabolic equation by differentiating (1.3) 1 with respect to x. Using the maximum principle to this problem, we conclude that the positive maximum of u x (·, t; ρ) is attained at x = 1 while its negative minimum is attained at x = −1. We now claim u xx (1, t; ρ) ≥ 0. If not, one would have u x (x 1 , t; ρ) > u x (1, t; ρ) for some x 1 with 0 ≪ x 1 < 1, which contradicts the positive maximum attained at boundary. Similarly, we have u xx (−1, t; ρ) ≥ 0.
Step 2. Differentiating (1.3) 1 twice we obtain
for some bounded a 1 , b 1 , c 1 . Using the non-negativity of u xx on the boundaries x = ±1 we conclude that 
Proof. Before presenting the proof, we introduce some notions and notations first. Hence, u(x, t; ρ) is always immersed in E(t), and it always contactsū(x, t; r) for some r ≤ M 1 . Moreover, • We call t 0 an effective moment ofū(·, t; r) if min η(·, t 0 ; r) < 0 < max η(·, t 0 ; r). Clearly, in a short period before or after such a moment,ū always has contact points with u. • A time interval (t 1 , t 2 ) is called an effective interval if each t in this interval is an effective moment.
• An effective interval (t 1 , t 2 ) is called maximal if for any ε 1 , ε 2 > 0, both (t 1 − ε 1 , t 2 ) and (t 1 , t 2 + ε 2 ) are not effective intervals. We show (4.5) by studying the derivatives of η(x, t; r) at its zeros. The proof is divided into two cases. Case 1. We first consider the case when t = 0.
At this moment,ū(x, 0; M 1 ) lies above ρ(x) and is tangent to ρ(x) at x = 0. Thus there is a M 2 < M 1 such that u(x, 0, ρ) contactsū(x, 0; M 2 ) at x = ±1, and for any r ∈ (M 2 , M 1 ), u(x, 0, ρ) contactsū(x, 0; r) at exactly two points ±Y (0; r). Clearly, there holds Hence, (4.5) at t = 0 follows. Case 2. Now we investigate the case when t > 0. Since u(x, 0; ρ) ≤ū(x, 0; M 1 ), by the comparison principle we have u(x, t; ρ) <ū(x, t; M 1 ) for all t > 0. Hence, for any given t * > 0, u(x, t * ; ρ) immerse in E(t * ). So u(x, t * ; ρ) contacts a family ofū(x, t * ; r) ′ s (for r < M 1 ). Therefore, given a point x * ∈ (0, 1), there is an unique r * such that u(x * , t * ; ρ) =ū(x * , t * ; r * ). Let (t 1 , t 2 ) be a maximal effective interval ofū(·, t; r * ).
Claim: For each t ∈ (t 1 , t 2 ),ū(·, t; r * ) contacts u(·, t; ρ) at exactly two points ±Y (t; r * ) with −1 < −Y (t; r * ) < 0 < Y (t; r * ) < 1 and u x (−Y (t; r * ), t; r * ) < u x (−Y (t; r * ), t; ρ) < 0, 0 < u x (Y (t; r * ), t; ρ) <ū x (Y (t; r * ), t; r * ).
(4.7)
Note that t * ∈ (t 1 , t 2 ) and hence, ±Y (t * ; r * ) = ±x * . So, if the claim is true, then (4.5) (at x = x * and t = t * ) follows from (4.7). Since both t * and x * are arbitrary, we are done. Thus it suffices to show the claim. The proof is divided into three steps.
Step 1. If t 1 = 0, then Claim is true.
First, we consider the case when r ∈ (M 2 , M 1 ). According to (4.6), the inequalities hold at t = 0. By the zero number argument (cf. [4, 18] ), these inequalities remain valid till one of the following happens: (i) the two zero points ±Y (t, r * ) meet at x = 0 and then disappear for larger t withū > u; (ii)ū(x, t; r * ) ≤ u(x, t; ρ), strictly in (−1, 1) and equals hold at x = ±1. However, in either of these cases, the time moment will be the end moment of the effective interval t 2 . Hence, we are done. Now we suppose r = M 2 . Thus, the assumption yields
which implies that any t ∈ (0, t 2 ) is an effective moment. Hence, the only possible case is thatū(x, t; M 2 ) and u(x, t; ρ) have two non-degenerate contact points ±Y (t; r * ) near x = ±1 such that (4.7) hold. Then these inequalities remain valid till the end of the effective interval as specified in the above argument.
Step 2. If t 1 > 0, then η(
Note that t 1 is not an effective moment. There are only four cases:
This contradicts the definition of t 1 . (ii) If max η(·, t 1 ; r * ) = 0, then u(x, t 1 , ρ) ≤ū(x, t 1 ; r * ) in [−1, 1]. It follows from the comparison principle that u(x, t; ρ) <ū(x, t; r * ) for all x ∈ [−1, 1], t > t 1 . This also contradicts the definition of (t 1 , t 2 ). (iii) Suppose η(±1, t 1 ; r * ) > 0. Thus, max η(·, t 1 ; r * ) > 0, which together with the maximum principle yields η(x, t; r * ) > 0 in [−1, 1] × [t 1 , t), where t 1 < t ≪ t 1 + 1. This again contradicts the definition of (t 1 , t 2 ). (iv) From (i)-(ii), we have η(x, t 1 ; r * ) ≥ 0 in [−1, 1]. In particular, (iii) implies η(±1, t 1 ; r * ) = 0.
Step 3. If t 1 > 0, then Claim is true.
We first prove that Claim is true for a short time after t 1 . Note thatū x (1, t; r * ) = Φ ′ (1) = +∞, then
Since η(1, t 1 ; r * ) = 0 (see Step 2), we have η(x, t 1 ; r * ) > 0 in [x 1 , 1) for some x 1 near 1. For any t with t 1 < t ≪ t 1 + 1, let ξ(t) be the maximum point of η(·, t; r * ). Thus, η(x, t;
Step 2 and the maximum principle. Since t ∈ (t 1 , t 2 ), according to the convexity and symmetry of u andū, the two contact points ±Y (t; r * ) must belong to [−1, −x 1 ) ∪ (x 1 , 1] and hence, (4.7) follows. Therefore, we have proved Claim for a short time after t 1 . Now we prove Claim for the whole effective interval (t 1 , t 2 ). If we can show that η(±1, t; r * ) < 0 for all t ∈ (t 1 , t 2 ), then Claim follows from the zero number argument. By the symmetry of u(x, t; ρ), it suffices to show η(1, t; r * ) < 0 in (t 1 , t 2 ). Suppose by contradiction that there is t 3 ∈ (t 1 , t 2 ) such that η(1, t; r * ) < 0 for t ∈ (t 1 , t 3 ) but η(1, t 3 ; r * ) = 0. The above argument implies that Claim holds in (t 1 , t 3 ). Due to (4.8) and η(1, t 3 ; r * ) = 0, there exists a point x 2 ∈ (ξ(t 3 ), 1) such that η(x, t 3 ; r * ) > 0 in x ∈ (x 2 , 1). The continuity furnishes a small ǫ > 0 such that η(x 2 , t; r * ) > 0 for t ∈ (t 3 − ǫ, t 3 + ǫ). In the time period (t 3 − ǫ, t 3 ), since η(x 2 , t; r * ) · η(1, t; r * ) < 0, the unique zero point Y (t; r * ) of η(·, t; r * ) must lie in (x 2 , 1).
. Now the maximum principle implies η(x, t 3 ; r * ) > 0 for x ∈ [ξ(t 3 ), x 2 ]. Consequently, η(x, t 3 ; r * ) > 0 in [ξ(t 3 ), 1). Thus, η(x, t 3 ; r * ) has no zero points in (0, 1), which contradicts the definition of (t 1 , t 2 ). So, t 3 must be t 2 and therefore, we are done.
4.4.
Finer lower gradient estimate. We now give a finer lower gradient estimate of the solution u(x, t; ρ). Since a 0 > −b 0 , there exists h * > 0 such that a 0 h > −b 0 √ 1 + h 2 for all h > h * . According to Theorem 1.1/(ii), Problem (1.4) with h > h * has a solution pair (c(h), Φ(x; h)).
Fix any h 0 > h * . By (3.3) , we can choose t 0 > 0 large such that
Thus, u 0 (x, t) := Φ(x; h 0 ) + h 0 + c(h 0 )t is a lower solution to Problem (1.3) . The comparison principle furnishes
On the other hand, choose h 0 ∈ (h * , h 0 ) and H > h 0 such that
It is easy to check that, for any h ≥ H,
is also a lower solution to Problem (1.3). Denote the union of the graphes of u 0 (x, t; h)'s by 
Given any T > 0, Lemma 3.3 together with (4.12) furnishes
By the L p -estimates, the Sobolev embedding theorem and the Schauder estimate we have
, ∀α ∈ (0, 1). Therefore, for any β ∈ (0, α), there exists a subsequence {u n i } of {u n } and a function U T,ε ∈ C 2+α,1+ α
Cantor's diagonal argument then furnishes a function U ∈ C 2+α,1+ α 2 loc ((−1, 1) × R) and a subsequence of {u n } (denoted it again by {u n i }) such that
In particular, U (x, t) is an entire solution to (1.3) 1 (i.e., the equation in (1.3)) with U (0, 0) = 0. Now (4.12) implies
Here,c is the constant in Theorem 1.1/(i). From above, {u n i } converges to the special cup-like traveling wave Φ(x) +ct. Since this traveling wave is unique and the time sequence {t n } is arbitrarily given, we actually prove the following result. 
General solutions
In this section we consider Problem (1.3) with general initial data and complete the proof of Theorem 1.2. In the following, we assume a and b are even functions as in (4.1).
5.1.
Interior estimates. Let ρ(x) be defined as in (4.3) . Hereinafter, we additionally require that (p, In the sequel, we will present a uniform interior gradient estimate. In order to do this, we need the following lemma.
Lemma 5.1. For any small ε ∈ (0, 1 2 ) and any t > 0, there hold min
wherec (resp., T ) is defined as in Theorem 1.1 (resp., (5.1)).
Proof. We only show the first inequality since the second one can be proved similarly. Assume by contradiction that, for some t = t 0 > 0,
Integrating this inequality over [1 − 2ε, 1 − ε], we obtain
On the other hand, (5.2) together with the convexity of u(·, t; ρ) yields With the help of the above lemma, we obtain the following interior gradient estimate.
Lemma 5.2. For any small ε > 0, there exists T ε > 0 such that
where M 3 := max{M 2 , u x (·, T ε ; u 0 ) L ∞ } and M 2 is defined as in (5.3).
Proof. Since u(x, t; u 0 ) → ∞ as t → ∞, there exists a large T ′ > 0 such that u(±1, t; u 0 ) > M 2 for all
for some bounded a 1 , b 1 and ζ(1, t) > 0 > ζ(−1, t) for t > T ′ . Using the zero number properties (cf. [4] ) we conclude that, for some T ε > T ′ , the function ζ(·, t) has only non-degenerate zeros for t ≥ T ε . Denote the largest zero of ζ(·, t) in (−1, 1) by ρ + (t). The non-degeneracy of ρ + (t) implies that x = ρ + (t) is a continuous curve. Moreover, (5.3) indicates that ρ + (t) > 1 − 2ε. In a similar way one can find another continuous curve x = ρ − (t) for t > T ε (T ε can be chosen larger if necessary) such that ρ − (t) ∈ (−1, −1+2ε) and u x (ρ − (t), t) = −M 2 for t > T ε . Thus, using the maximum principle for u x in the domain D(
5.2.
Convergence of general solutions. Given any time sequence {t n } with t n → ∞, we consider the solution sequence {u(x, t + t n ; u 0 ) − u(0, t n ; ρ)}. For any given small ε > 0 and any τ > 0, let T ε be as in Lemma 5.2. Thus (5.2) together with (5.6) implies that, for all large n, the C 1,0 ([2ε − 1, 1 − 2ε] × [−τ, τ ])-norms of u(x, t + t n ; u 0 ) − u(0, t n ; ρ)'s are bounded, which are independent of n. For any α ∈ (0, 1), the standard parabolic theory furnishes the C 2+α,1+ α 2 ([2ε − 1, 1 − 2ε] × [−τ, τ ])-bounds for the solution sequence, which are also independent of n. Hence, we can choose a convergent subsequence. By taking ε → 0 and τ → ∞ and using Cantor's diagonal argument, we obtain a subsequence {t n k } of {t n } such that (as k → ∞), u(x, t + t n k ; u 0 ) − u(0, t n k ; ρ) → W(x, t) in the C for some entire solution W to (1.3) 1 (i.e., the equation in (1.3) ). On the other hand, as a consequence of Theorem 4.4, we have (as k → ∞), u(x, t + t n k ; ρ) − u(0, t n k ; ρ) → Φ(x) +ct, u(x, t + T + t n k ; ρ) − u(0, t n k ; ρ) → Φ(x) +c(t + T ),
where T is defined as in (5.1). Hence, from (5.2) we derive Φ(x) +ct ≤ W(x, t) ≤ Φ(x) +ct +cT, x ∈ (−1, 1), t ∈ R . Then θ satisfies    θ t = a(tan θ) cos 2 θ · θ xx + a ′ (tan θ)θ 2 x + b(tan θ) sin θ · θ x + b ′ (tan θ) θx cos θ , −1 < x < 1, t > 0, θ(±1, t) = ± arctan u(±1, t), t > 0.
(5.9)
The global existence of u (see Theorem 3.2) implies that θ is well-defined for all t > 0. Moreover, by (5.7) we have θ(x, t n + t) → arctan W x (x, t) in the C 2+α,1+α/2 loc ((−1, 1) × R)-topology.
It follows from the zero number argument (see Du and Matano [10, Section 3]) that any ω-limit of the bounded solution θ is a stationary one. Therefore, for each fixed τ ∈ R, arctan W x (x, τ ) (which is an ω-limit of θ) satisfies [arctan W x ] t (x, τ ) ≡ 0, that is, W xt (x, τ ) ≡ 0. Since τ is arbitrary, then W xt (x, t) ≡ 0 in (−1, 1) × R. Therefore, W(x, t) = P (x) + Q(t), x ∈ (−1, 1), t ∈ R, for some functions P (x) and Q(t). Substituting it into the equation of W we have Q ′ (t) = a(P x ) P xx 1 + P 2
x + b(P x ) 1 + P 2
x , x ∈ (−1, 1), t ∈ R .
Note that the left-hand side of the equation above is only dependent on t while the right-hand side is only dependent on x. Hence, both sides are the same constant, say c 1 . Then Q(t) = c 1 t + C 1 and therefore, W(x, t) is a traveling wave P (x) + c 1 t + C 1 . Then (5.8) implies c 1 =c. Hence, P (x) is nothing but Φ(x) + C 2 . So W(x, t) = Φ(x) +ct + C 3 , (5.10) for some C 3 ∈ [0,cT ] (by (5.8)).
Proof of Theorem 1.2. The existence of the solution to Problem (1.3) follows from Theorem 3.2. It remains to prove (1.5). Suppose by contradiction that (1.5) is not true. Then one could find an ε 0 > 0 and a sequence {t n } such that t n > n and |[u(x, t + t n ; u 0 ) − u(0, t n ; u 0 )] − [Φ(x) +ct]| ≥ ε 0 .
(5.11)
In particular, (5.11) holds for any subsequence {t n k }.
On the other hand, in view of (5.7) and (5.10), there exists a subsequence {t n k } such that u(x, t + t n k ; u 0 ) − u(0, t n k ; ρ) → Φ(x) +ct + C, as k → ∞.
Thus, we have u(x, t + t n k ; u 0 ) − u(0, t n k ; u 0 ) =[u(x, t + t n k ; u 0 ) − u(0, t n k ; ρ)] − [u(0, t n k ; u 0 ) − u(0, t n k ; ρ)] → Φ(x) +ct, as k → ∞, which contradicts (5.11). Hence, (1.5) is true.
