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Preface 
This is a thesis incorporating five papers that present my PhD research (Chapters 2-6). 
Chapter 1 is an introduction, with a review of literature relevant to the PhD research, aims, 
objectives and thesis structure. The final chapter (Chapter 7) is a synthesis that explains links 
between the papers (Chapters 2-6), places the research in a broader context, suggests future 
research directions and discusses conservation management implications. Chapter 1 
introduces a conceptual framework for this thesis, highlighting linkages between the data 
chapters.  
During the course of the study, the scientific name of the brolga was changed from Grus 
rubicunda to Antigone rubicunda. This thesis reflects the change and uses the new scientific 
name – Antigone rubicunda. 
This PhD forms a major component of the ‘South West Victoria Brolga Research Project’, a 
collaboration supported and funded by the Commonwealth Department of Environment, 
Victorian Department of Sustainability and Environment, Sustainability Victoria, Bird 
Observation and Conservation Australia, Clean Energy Council, Origin Energy, Meridian 
Energy Wind Macarthur, Union Fenosa Wind Australia, Pacific Hydro, Biosis Research and 
Wind Prospect.   
The work was approved by the Federation University of Australia Animal Ethics Committee, 
approval number 08-006, Australian Bird and Bat Banding Scheme, approval number 2489 
(A-class banding licence, with a cannon netting endorsement); and conducted under a 
scientific permit number 10004758 and 10006195 from the Department of Sustainability and 
Environment, and subsequent Victorian Government environment departments. 
The chapters are written and presented as stand-alone papers for publication and the thesis 
thus has some unavoidable repetition between chapters. The study area and sites are described 
within individual chapters. The capture and tagging methods presented in Chapter 2 are 
referred to in Chapter 3, Chapter 4 and Chapter 5 rather than explained in detail anew. The 
personal pronoun ‘I’ is used throughout to indicate the thesis presents my research.  
I am the major contributor to the conceptual framework, data collection, project design, 
fieldwork, analysis and writing for all the work presented in this thesis. Collaborators 
provided guidance and advice for different aspects of each paper. Their contribution towards 
each chapter is listed below: 
x  
Chapter  Title and contributions 
Chapter 2 Veltheim, I., Chavez-Ramirez, F., Hill, R., and Cook, S. (2015). 
Assessing capture and tagging methods for brolgas, Antigone 
rubicunda. Wildlife Research, 42: 373–381. 
IV: conceived the study, undertook fieldwork and analysis.  
FCR, RH, SC: assisted with field work. 
IV wrote the paper with editorial assistance from FCR, RH, SC. 
Chapter 3 Veltheim, I., Cook, S., McCarthy, M., Palmer, G., and Hill, R. 
(in prep.) GPS tracking reveals two movement strategies of 
brolgas (Antigone rubicunda) within a restricted range.  
IV: conceived the study, undertook fieldwork and analysis.  
FCR, RH, SC: assisted with field work. 
MM: assisted with analyses. 
IV wrote the paper with editorial assistance from SC, MM, GP, 
RH. 
Chapter 4 Veltheim, I. S., Reside, A. E., Cook, S. P., McCarthy, M. A. (in 
prep.). Dynamic species distribution model predicts seasonal 
distributions of a mobile species, brolga (Antigone rubicunda).  
IV, AR: conceived the study. 
IV: undertook fieldwork and analysis. 
AR, MM: assisted with the analysis. 
IV wrote the paper with editorial assistance from AR, MM, SC. 
Chapter 5 Veltheim, I., Cook, S., Palmer, G., Hill, R., McCarthy, M. (in 
prep.) Movements, home ranges and habitat use of breeding 
brolgas (Antigone rubicunda) in an agricultural landscape.  
IV: conceived the study, undertook fieldwork and analysis.  
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RH, SC: assisted with field work. 
MM: assisted with analyses. 
IV wrote the paper with editorial assistance from RH, GP, SC, 
MM. 
Chapter 6 Veltheim, I., Briscoe, N., Fitzpatrick, M., Kearney, M., Porter, 
W., Cook, S., McCarthy, M. (in prep.). Influence of 
thermodynamic constraints on daily movement behaviour and 
habitat use of brolgas (Antigone rubicunda).  
IV, MM, MK: conceived the study. 
IV: undertook fieldwork and analysis. 
NB, MF, MM, MK: assisted with analysis. 
IV wrote the paper with editorial assistance from NB, MM, SC. 
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Abstract 
The study of animal movement patterns, within and between habitats, is a key consideration 
in ecological and evolutionary disciplines. Movement studies address: where, when, why and 
how animals move and what scales are movements taken at? For example: when and how 
animals move in response to internal factors, such as the need to breed, or external factors 
such as weather? Understanding animal movements is crucial in conservation planning and 
management of species. 
My thesis aim was to understand brolga (Antigone rubicunda) spatial landscape use across 
their south-east Australian core range at multiple scales. The information presented in this 
thesis can be applied for conservation and management of the species. I deployed 23 GPS 
transmitters on adults (5), juveniles (6) and chicks (12) and used a range of modelling 
approaches, location data and behavioural data to study their movements. Modelling methods 
included: behavioural change point analysis, kernel density analysis and Brownian bridge 
movement models to estimate home ranges; Maxent to build a species distribution model, 
parametric compositional analysis to study habitat selection; Bayesian and frequentist linear 
models to investigate relationships between environmental variables and movements, habitat 
use and behaviour; and NicheMapperTM to understand ecophysiological drivers of movement 
behaviour. 
GPS-tracking revealed two seasonal movement strategies within the south-west Victorian 
brolga range with individuals moving either 100 km or 20 km on average, between non-
breeding and breeding areas, depending on capture location. However, I found many 
exceptions to a strictly seasonal pattern of movement, suggesting brolgas have a flexible and 
adaptable movement strategy. Brolgas adopted a migratory or resident strategy, indicating 
that the south-west Victorian population is partially migratory.  
I investigated whether a dynamic species distribution model (dSDM), built with Maxent using 
short-term weather variables, could predict seasonal distribution and movements of brolgas at 
a landscape scale. Using GPS tracking data to validate the dSDM output, I demonstrated that 
the dSDM was useful for modelling occupancy and seasonal distribution, but did not 
explicitly capture movements at the scale the movements occurred. However, brolgas moved 
further and occupied highest suitable habitat available when predicted habitat suitability in 
south-west Victoria was low, suggesting brolgas track areas with high predicted habitat 
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suitability. Dynamic species distribution models may be useful in identifying suitable habitat 
when overall habitat suitability within a species’ range is low.  
At the home range scale, I used the Brownian bridge movement model to estimate breeding 
home range size and parametric compositional analysis to determine habitat use and selection 
by brolgas. I expected wetland size, density and number of chicks in a clutch to influence 
home range sizes, however, found only weak evidence for greater home ranges with increased 
clutch size. Brolgas used either single or multiple wetlands within their home ranges, and 
those using multiple wetlands either switched between wetlands or relocated permanently. 
Within their breeding home ranges brolgas appeared to select against buildings and 
watercourses but showed no selection for land use type.  
At the daily scale, I focused on movement behaviour of brolgas between foraging areas in 
cropped paddocks and wetland roosts. I used a correlative and a mechanistic model to 
investigate the influence of thermoregulatory constraints and weather on daily movement 
decisions of brolgas. Movements between the two habitats were not driven by biophysical 
requirements. The results suggest brolgas tolerate a range of weather conditions before 
shifting habitats to reduce heat stress and metabolic costs or to maintain water balance. 
In this thesis, I discuss the ecological and conservation implications of my research findings. 
Finally, I also provide recommendations for avoiding wind farm impacts on the threatened 
south-west Victorian brolga population given my findings on daily, seasonal and annual 
movement patterns. Many studies have investigated wind farm impacts on birds. However, 
this is one of a few that considers all lifecycle stages, and takes a multi-site and -scale 
approach to studying bird movements to inform conservation and wind farm planning.   
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 Why move – study of animal movements in ecology 
The study of animal movements and distributions is a key consideration in ecological and 
evolutionary disciplines (Andrewartha and Birch 1954, Lima and Zollner 1996, Holyoak et al. 
2008). Movement, defined as a shift in the location of an individual or a population in space 
and time (Holyoak et al. 2008), can determine parameters such as the presence, distribution 
and site occupancy of species. These parameters form central themes in addressing 
conservation and management issues. Movement studies attempt to address the key questions 
of why, when, how and where animals move (Nathan et al. 2008). This is a common theme 
through most studies on movement, regardless of the theoretical or taxonomic focus, or the 
spatial and temporal scale (McNab 1963, MacArthur and Pianka 1966, Farina 2000, Carfagno 
and Weatherhead 2008, Roshier et al. 2008b).  
Animals may move to achieve proximate goals such as to reach foraging and breeding sites or 
to enhance survival by evading predators. Movements thus also have survival, reproductive 
and fitness consequences to individuals and populations. Both internal factors, such as hunger 
state, nutrient requirements, water balance and the need to breed, as well as external factors, 
such as location and quality of resources (Fryxell et al. 2008), photoperiod, rainfall and 
temperature (Gwinner and Helm 2003) can drive movements. Prior knowledge of 
environments (Klaassen et al. 2007), risk of predation (Holyoak et al. 2008) and the presence  
of conspecifics (Smith and Peacock 1990, Lima and Zollner 1996, Fryxell et al. 2008) may 
also influence movement patterns.  
Animal movements can be driven by, and undertaken at, multiple spatial and temporal scales 
(Fryxell et al. 2008, Nathan et al. 2008, Amano and Katayama 2009, van Beest et al. 2011) 
(Figure 1-1). The location, availability and quality of resources can drive these movements. 
Many species of animals undertake large scale long distance movements such as migration 
(Fujita et al. 2004, Higuchi et al. 2004), dispersal from natal territories (Revilla and Wiegand 
2008) or nomadic movements (Roshier et al. 2006, Pedler et al. 2014) to access resources. 
Such movements can also be taken at the smaller scales of home ranges or foraging patches 
(Klaassen et al. 2007, Carfagno and Weatherhead 2008). Patterns of movements can, 
therefore, be examined at coarse-, intermediate- or fine-scale, utilising existing frameworks 
such as landscape ecology, habitat use and selection, foraging, and ecophysiological theory. 
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Figure 1-1. Scales of animal movements between habitats (adapted from Fig. 1.3, Bell 1991).  
 
 Animal movements at landscape scales 
Landscape ecology provides a framework for interpreting and analysing spatial patterns of 
animal distributions and the consequences of animal movement in heterogeneous 
environments. The central theme in landscape ecology is to examine how animals respond to 
the spatial arrangement of landscape features, such as vegetation, geology, hydrology or soils 
(Farina 2000). Components of the landscape including vegetation and hydrology can 
incorporate key foraging, nesting and sheltering resources for animals, and knowledge of their 
spatial distribution can aid understanding the processes that may drive animal movements.  
The importance of pattern of resource distributions at large landscape scales in driving 
movements of animals is well documented (Martin et al. 2006, Fryxell et al. 2008). Much of 
this type of research has been advanced by the use of radio- and satellite-transmitters, which 
provide detailed movement data for animals. The advent of geographic information systems 
(GIS), satellite imagery and global positioning systems (GPS) has allowed relatively easy 
analyses of movement patterns at large landscape scales. Such techniques have, for example, 
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been used to identify migratory routes and important habitat of cranes at stop-over sites in 
Asia (Tamura et al. 2000, Kanai et al. 2002). 
Fauchald and Tveraa (2006) documented the influence of resource distribution and density on 
movement patterns of Antarctic Petrels (Thalassoica antarctica). The petrel undertakes 
searching behaviour at large scales to find its main food item, krill, which is patchily 
distributed in space and time. In addition, the large-scale distribution of krill is likely to drive 
large-scale movements at scales of up to 100 km for this species, in its search for food. 
Cormorants in Australia also respond to resource availability by moving to forage in short-
term resource-rich areas (Dorfman and Kingsford 2001). However, other studies indicate that 
resource availability in itself may not determine or initiate movements at landscape scales 
(Bennetts and Kitchens 2000, Roshier et al. 2008a) and much remains unknown about cues of 
landscape scale animal movements. Large scale movements may be the result of a more 
complex behavioural response and previous knowledge of resources, resulting in ranging or 
searching behaviour in response to poorly understood environmental cues (Bennetts and 
Kitchens 2000, Roshier et al. 2008a, Pedler et al. 2014, McEvoy et al. 2015). Many migratory 
species of birds, such as cranes, also use prior knowledge; these species tend to use same 
migratory stop-over sites and migratory routes in consecutive years (Higuchi et al. 2004, 
Alonso et al. 2008, Pearse et al. 2018). 
 Habitat use and drivers of movements within home ranges 
Animals may make decisions about where to move within their home ranges depending on the 
location and density of resources, such as food, shelter and water. Habitat selection is defined 
as the disproportionate use of a one habitat relative to other available habitats (Mysterud and 
Ims 1998). Therefore, studies of the distance, direction and destination of movements and 
resulting home ranges of animals should consider the relative abundance and spatial 
arrangement of suitable habitat.  
Patterns of distribution, location, density, quality and type of food can determine the distance 
that an animal may move as well as the time it spends in a particular patch foraging (McNab 
1963, Schoener 1968, Pyke 1979). According to theory, an animal should maximise its energy 
intake and minimise foraging costs to maintain its metabolic energetic requirements (Charnov 
1976, Pyke 1979). As an animal forages within a given patch, the rate of food intake for that 
patch decreases with increasing time spent foraging (and with reducing food availability), and 
the cost of searching eventually exceeds the benefit gained per food item (Charnov 1976). 
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When this occurs the animal should forage optimally, and therefore maximise fitness, by 
moving to a more energetically profitable patch.  
The spatial pattern and density of prey can affect where birds move as well as the size of their 
home ranges. Tundra swans (Cygnus columbianus) and plovers have been found to move to, 
and spend more time in high density food patches than in low density patches (Pienkowski 
1983, Klaassen et al. 2007). Birds also increase territory size in areas of low food density 
(Schoener 1968, Bélisle 2005). For example, Snowy Owl territories during times of high food 
abundance were found to be four times smaller than the average territory size for the species 
(Schoener 1968).  
 Drivers of daily movements  
Regular daily movements of animals often occur between resting and foraging habitats (e.g. 
Kleyheeg et al. 2017, Putman and Clark 2017, Liukkonen et al. 2018). Some drivers of daily 
movements between habitats include energetic requirements (Charnov 1976, Pyke 1979), 
water balance (Gates 1980), ambient light conditions (Braña et al. 2010, Howze and Smith 
2012) and temperature (Beckman et al. 1973a, Martin et al. 2015). Environmental conditions 
can thus also influence the timing of movements and habitat use on a daily scale. 
 The emerging field of movement ecology  
The technological advances, an increase in the amount of detailed animal location data, and a 
lack of a unified framework for linking movement studies prompted Nathan et al. (2008) to 
develop a conceptual framework for movement ecology. Although movement patterns and 
ecological causes and consequences of movements have received much attention in the past 
(Holyoak et al. 2008). Nathan et al. (2008) argue that the discipline has lacked a framework 
that unifies movement research. Nathan et al. (2008) thus proposed a framework linking 
existing theories, interdisciplinary approaches and the key questions of why, how, when and 
where animals move. Movement ecology essentially provides a framework for mechanistic 
approaches to studying movements to explore and understand the “causes, consequences, 
mechanisms and patterns of all movement phenomena” (Nathan et al. 2008). The framework 
incorporates four components – three intrinsic and one external component. The intrinsic 
factors include: an internal state (e.g. physiological state) – why move?; motion capacity 
(biomechanical abilities and movement modes – e.g. flying, swimming) – how to move?; and 
navigation capacity (cognitive and sensory abilities enabling orientation and selection of 
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direction and location) – when and where to move? The external component encompasses the 
abiotic and biotic parts of the external environment and can influence the organism’s internal 
state and thus the reasons for why, how and where to move (Figure 1-2). Interactions between 
some or all of these four components result in the movement path (Nathan et al. 2008).  
 
 
Figure 1-2. Proposed movement ecology framework sourced from Nathan et al. (2008). 
 
The development of the movement ecology discipline and endorsement of the framework is 
demonstrated in its adoption by researchers. The Nathan et al. (2008) paper has been cited 
1190 times (as of 28 March 2018) and a new journal focusing on transdisciplinary movement 
ecology research was established in 2013 (Nathan and Giuggioli 2013). Furthermore, some 
journals have also dedicated special features to the emerging research in ‘Movement 
Ecology’, including the Proceedings of the National Academy of Sciences of the United 
States of America (PNAS) (Nathan et al. 2008), Journal of Animal Ecology (Börger 2016) 
and Philosophical Transactions of the Royal Society B, the latter focusing specifically on the 
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use of GPS data in animal movement studies (Cagnacci et al. 2010b, a). Groups of 
international researchers have come together to form: The British Ecological Society 
Movement Ecology Group (in 2016), to promote exchange of ideas and collaborations 
(Society 2018); AniMove, which runs animal movement study courses, workshops and 
symposia (launched in 2012) (AniMove 2017); and ecoHMM (Leos-Barajas and Langrock 
2017), comprising research experts experienced in applying hidden Markov models to animal 
movement and ecological data. Online data repositories and tools for filtering and analysing 
movement data include Movebank and Zoatrack (Dwyer et al. 2015). The Geospatial 
Modelling Environment (Beyer 2001–2014) also provides tools for spatial analysis and 
modelling, and numerous recently developed R packages accommodate for a great range of 
options for analysing animal movement data (e.g. BBMM; adehabitat; BCPA; moveHMM).  
The term “movement ecology” has also been used more frequently in the last 10 years than 
previously and its use has increased exponentially since the publication of Nathan et al. 
(2008) paper, indicating a rapid development of this field of research (Figure 1-3). Movement 
ecology still represents a small subset of all ecology research, although it is also growing as 
an ecological discipline as evidenced by comparing the ratio of papers using the term 
“movement ecology” to papers using “ecology” (Figure 1-4). 
 
 
 
Chapter 1: General Introduction 
8 
 
Figure 1-3. Search term “movement ecology” in ISI Web of Science in December 2017. 
Publication year and number of publications using the term “movement ecology” in the title 
or body of the publication.  
 
Figure 1-4. Ratio of papers with “movement ecology” to “ecology” papers. Based on a search 
using the term “movement ecology” and “ecology” in the title or body of the publication, in 
ISI Web of Science until December 2017. 
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Despite the apparent impact of the Nathan et al. (2008) movement ecology framework, many 
studies are not adopting it explicitly. A search of ISI Web of Science with combined terms of 
“animal” and “movement” yielded 13 961 publications since 2008 (i.e. 2009 onwards, until 
December 2017, accessed March 2018). A total of 462 publications have used the term 
“movement ecology” since 2008 (2009 onwards) and a combined search of the terms 
“movement ecology” and “framework” yielded 72 publications. Of the latter 72 publications 
some, but not all, cite the Nathan et al. (2008) study when referring to movement ecology, but 
only 18 (25%) explicitly contextualise their study within the movement ecology framework 
(McMahon et al. 2014, Morelle et al. 2014, Morelle et al. 2015, Lechner et al. 2016, 
Drouineau et al. 2017, Voigt et al. 2017). Seven of the 18 were published concurrently, 
alongside the Nathan et al. (2008) paper in the PNAS special feature. The small number of 
studies applying the framework potentially indicates lack of generality, or other difficulties in 
applying it more widely.  
Baguette et al. (2014) identified advantages and disadvantages of applying the movement 
ecology framework, while others have suggested improvements (Jachowski and Singh 2015) 
and application with additional concepts (Spiegel et al. 2017). Jachowski and Singh (2015) 
suggest a stronger emphasis of physiology as a mechanistic driver of movements. They 
propose replacing the term “internal state” with “physiological state” and a revised conceptual 
framework adapted from Nathan et al. (2008). Jachowski and Singh (2015) thus suggest that 
physiological state should be “one of the primary fields of investigation in movement 
ecology”. Spiegel et al. (2017) on the other hand, adapt the movement ecology framework to 
incorporate personality into animal space use. Baguette et al. (2014) identify the main 
difficulty applying the movement ecology framework - the lack of detailed information on 
some organisms and the framework’s inability to incorporate population level processes, such 
as dispersal. They argue it is too focused towards individual movement processes, primarily 
aiding the development of mechanistic hypotheses and models of movement. They state that it 
is not suitable for generalisations or for furthering the development of a unified theory and is 
particularly limited in its application to dispersal studies. In summary, the movement ecology 
framework appears to be suitable for formulating hypotheses and studying some, but not all, 
species and is potentially only applicable in situations where individual responses of 
movement are investigated.  
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Since the Nathan et al. (2008) paper was published, many authors have applied a range of 
existing, or propose alternative, frameworks further challenging the generality of the 
movement ecology framework. Some use or develop their own conceptual frameworks 
(Giuggioli et al. 2013), while others have applied their own framework to a specific 
movement phase such as migration (Viana et al. 2016), or use existing theories, such as 
optimal foraging theories (Amano and Katayama 2009). Yet numerous others apply and 
develop analytical frameworks to movement data (e.g. Riotte-Lambert et al. 2013, Rands 
2014, Calabrese et al. 2016, Fleming et al. 2016, Zhang et al. 2017). Snider and Gilliam 
(2008), for example, use movement behaviour within an advection–diffusion modelling 
framework to study the response of an aquatic snail (Tarebia granifera) to food availability. 
Abrahms et al. (2016) on the other hand, use the step-selection framework to study African 
wild dog (Lycaon pictus) resource selection and responses to roads. 
 Using GPS technology in animal movement studies 
Study of animal movements and distributions has advanced notably in recent decades, due to 
new technological and data analysis developments. With the advent of GPS technology and 
its availability to non-military applications, its popularity in animal tracking studies has 
greatly increased. The first wildlife studies using GPS telemetry in the mid-1990s were 
restricted to transmitter deployment on large animals such as elephants, moose and bears 
(Rodgers et al. 1996, Edenius 1997, Douglas-Hamilton 1998, Schwartz and Arthur 1999). 
Since then, further developments have resulted in the availability of smaller GPS units, 
allowing tracking movements of a much wider range of species.  
Studies that don’t use GPS technology are generally limited in both spatial and temporal 
scope. For example, capture-recapture studies using marked individuals and satellite telemetry 
can provide insight to large-scale migratory movements (e.g. Kanai et al. 2002, Pearse et al. 
2018), whereas VHF telemetry can help us understand home range requirements of animals 
(e.g. McMillen 1988, Hereford et al. 2010). GPS transmitters have higher accuracy, and often 
frequency, of data acquisition than other wildlife tracking methods (Cagnacci et al. 2010a, 
Hebblewhite and Haydon 2010), allowing questions to be addressed across multiple spatial 
and temporal scales. The errors associated with GPS data can be less than 25 metres (this 
study), while data acquisition rate can range anywhere from minutes to hours within a 24-hr 
period (e.g. Squires et al. 2013, McEvoy et al. 2015). Additionally, the data can be collected 
remotely and in some cases over several annual cycles of the study animal, providing exciting 
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opportunities for investigating detailed movement patterns, habitat use and selection at 
multiple scales, without potential effects of observer disturbance or bias. This takes away the 
potential for field observers to influence animal behaviour, as is often the case in VHF 
telemetry studies or field-based observations (Cooke et al. 2004, Cagnacci et al. 2010a). GPS-
tracking can therefore reveal detailed information about realistic animal movements and 
habitat use, without observer influence. It has opened up possibilities to answer a myriad of 
ecological questions at multiple scales, not previously possible (e.g. Fryxell et al. 2008, Kay 
et al. 2017). Further, it provides opportunities for linking behaviour with environmental 
variables to answer fundamental ecological questions about how animals interact with their 
environment (Morales et al. 2004, McEvoy et al. 2015).  
Despite the clear advantages of GPS technology compared with VHF and banding studies, use 
of the technology presents challenges and limitations including: capture of animals; cost of 
transmitters; measurement errors; and data analysis. In addition, compared to other methods, 
the lack of direct behavioural observations in GPS wildlife studies can limit the understanding 
of ecological interactions with conspecifics, competitors, predators and resources.  
The key to understanding ecological underpinnings of movement behaviour requires that the 
animal behaves as naturally as possible, and that the data collected, analysed and interpreted, 
depicts such behaviour. Thus, the first important step is to ensure that capture, transmitter, and 
transmitter-fitting methods do not harm the study individuals or change their natural 
behaviour. This can be done by testing both capture and transmitter-fitting methods on captive 
birds, or holding wild birds to observe their behaviour (e.g. Roshier and Asmus 2009). One of 
the disadvantages of GPS tracking is the high cost of units, which often limits the sample 
sizes (Hebblewhite and Haydon 2010). This in turn may make it difficult to interpret results 
beyond individual strategies to population level patterns (Hebblewhite and Haydon 2010, 
McEvoy et al. 2015). Furthermore, the number of GPS locations and length of the study is 
limited by the size of the GPS unit the animal can carry (Cooke et al. 2004, Tomkiewicz et al. 
2010). Generally, the smaller the animal, the smaller the unit and shorter the battery life, 
which can limit the length of the study and restrict it to fairly focused questions on a 
particular part of the animal’s lifecycle or a small portion of its overall range.  
Great range of GPS tag options exist, and technological development of this field has been 
rapid. GPS loggers weigh and cost less than GPS transmitters that use the Argos satellite 
system (Bridge et al. 2011) and can thus open the avenue for tracking smaller species, or 
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multiple individuals. However, shorter battery lives of GPS loggers limit the time scale of 
tracking, which may not suit multi-year or seasonal movement studies. GPS loggers, 
transmitters and collars not using the Argos satellite system often require recapturing the 
study animals, which may work well for easy to catch species with high site fidelity but may 
not be feasible for highly mobile or wary species. Some researchers have developed and 
customised their own GPS transmitters (Zucco and Mourão 2009, Allan et al. 2013) including 
units that transmit through mobile phone networks (e.g. Fischer et al. 2018). Such custom-
made transmitters can greatly reduce costs (Zucco and Mourão 2009, Fischer et al. 2018) and 
increase the number of individuals that can be tracked (Allan et al. 2013). GPS GSM (global 
system for mobile communications) transmitters using mobile phone networks eliminate the 
need to recapture study animals (Alasaad et al. 2013, Fischer et al. 2018), similarly to GPS 
transmitters that use the Argos satellite system, but are not suited to remote study sites that 
lack mobile phone reception. Solar panels on GPS transmitters can increase battery life and 
allow multi-year tracking of the same individuals but fix loss can be a problem (Silva et al. 
2017, Fronczak et al. 2017). Solar GPS transmitters may not be suitable in environments 
where sunlight is obscured (such as forests or densely vegetated wetlands) or otherwise 
insufficient for solar charging the batteries. Some of the recent advances in GPS transmitter 
technology also allow the collection of additional data such as altitude and acceleration (e.g. 
Bridge et al. 2011, Brown et al. 2012), allowing great insight into animal movement 
behaviour and ecology. In summary, several GPS tracking options exist – the research 
question and technological limitations drive the GPS transmitter choice in animal movement 
studies (see Bridge et al. 2011) . GPS-based technology overcomes the limitations of other 
techniques, such as VHF-tracking and banding studies, particularly when detailed behavioural 
and environmental data is simultaneously collected. GPS technology thus provides a powerful 
tool in furthering our understanding of animal behaviour and movements. 
 Methods and tools for understanding the why, how, when and where of 
animal movements and distributions  
 Location error 
Location data collected by tracking devices is associated with measurement errors or variable 
fix acquisition rate, which may influence interpretation of animal behaviour. For example, 
data from GPS collars can indicate frequent 180° turning angles and directional bias when an 
animal is likely to be stationary (Hurford 2009). Such turning angles suggest sharp turns, and 
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are often associated with returning to a central place of activity, such as a den or a roost site. 
Spurious turning angles were most likely to occur when step length (or distance) between 
consecutive locations was <20 m (Hurford 2009). A solution to this problem is to filter for 
spurious locations (Hurford 2009, Krapu et al. 2011, Pearse et al. 2018), or subsample the 
data. Making decisions about filtering or subsampling requires knowledge of the animal’s 
behaviour and careful consideration to ensure the data used in analyses reflects actual animal 
movements. Filtering apparently spurious locations also inevitably leads to loss of data and 
potentially interesting and relevant biological information.  
 Movement models – understanding individual behavior 
The rapid development of analytical tools has further advanced the field of movement 
ecology, allowing researchers to address detailed hypotheses about the environmental drivers 
of movement. The first step in any animal movement analysis with discrete location data (i.e. 
collected with GPS or satellite transmitters) is path visualisation and segmentation, which can 
identify behavioural changes, phases or states. This first step can facilitate further analyses 
and a mechanistic understanding of movement that link behavioural changes to the animal’s 
environment. Several methods can be applied to path segmentation to identify or infer 
behaviour (Edelhoff et al. 2016). The main tenet behind these analyses is that different 
behavioural phases differ in the distribution of the basic elements of a movement path such as 
step length (distance), turning angle (direction) and speed between relocations (Morales et al. 
2004, Patterson et al. 2008, Gurarie et al. 2009). These elements are referred to as movement 
metrics. Sedentary behaviour, for example during breeding season, may consist of a high 
frequency distribution of short step lengths, high turning angles tending to 0° or 360° and 
slow speed as animals move between roosting and foraging areas. In contrast, migratory 
movements between breeding and non-breeding areas are characterised by long step lengths, 
turning angles ~180° and high speed (e.g. Fryxell et al. 2008).  
The type (e.g. GPS/satellite) and frequency of data, aims and analysis goals drive the choice 
of the most appropriate method for analysing animal movement and behaviour (Jonsen et al. 
2013, Edelhoff et al. 2016). State-space models (SSMs), for example, identify the probability 
of the behavioural state (e.g. foraging) of the animal at each location (x, y) along a movement 
path and can thus be used in path segmentation. Movement metrics, such as step length and 
turning angles drive the process component of the model, and the observed data are modelled 
with an observation component of the model (Patterson et al. 2008). SSMs are powerful 
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analytical tools (Patterson et al. 2008) and can perform multiple functions, including location 
filtering of high error data (collected with satellite transmitters), behavioural state 
identification, and can link behavioural states to environmental, ecological or physiological 
covariates (Morales et al. 2004, Patterson et al. 2008, Jonsen et al. 2013). These models also 
compute the probability that individuals move locations, and the probability of switching 
between behavioural states depending on the covariates (e.g. weather, habitat). However, the 
disadvantages of SSMs are that they can be challenging to implement because they are 
mathematically complex, computationally demanding, the number of states needs to be 
determined prior to running the models, selection of the numbers of states can be difficult, 
and the models require regularly sampled data (Morales et al. 2004, Edelhoff et al. 2016, 
Michelot et al. 2016, Patterson et al. 2017, Pohle et al. 2017).   
Behavioural change point analysis (BCPA) (Gurarie et al. 2009) can also be used to segment 
the movement path into discrete behaviours (e.g. migratory, exploratory, sedentary) and has 
several advantages over other movement models, such as SSMs. BCPA can deal with gaps in 
GPS data, which is common in animal location datasets, incorporate measurement error, does 
not require a priori assumptions on behavioural states, and is efficient and easy to implement 
using an R package (Gurarie et al. 2009). However, even without these a priori assumptions, 
BCPA still requires some knowledge of the animal’s behaviour to assign path segments to 
given behaviours. The main disadvantage of the BCPA is that it requires further modelling 
approaches, such as GLMMs, to link movement phases with environmental variables (e.g. 
McEvoy et al. 2015). Nevertheless, similar approach to BCPA has been incorporated into a 
relatively new home range movement model – the dynamic Brownian bridge movement 
model (dBBMM) (Kranstauber et al. 2012) indicating its utility in animal movement analyses.  
 Home range estimation – incorporating movement  
As with movement models, much debate has ensued on the best methods for estimating 
animal home ranges; appropriate methods vary with context and data (Seaman et al. 1999, 
Horne and Garton 2006, Walter et al. 2011, Kie 2013). Home range estimation is frequently 
used to understand animal space use when wildlife conservation conflicts with infrastructure 
development (e.g. Watson et al. 2014, Mojica et al. 2016). Such studies can identify core 
areas, key habitats and movement corridors, and inform wildlife management. Kernel density 
estimation (KDE) methods are frequently used to estimate home ranges and calculate 
utilisation distributions. The smoothing parameter (also known as the bandwidth), h, used in 
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KDE methods can greatly influence home range estimates (Horne and Garton 2006). The 
least-squares cross validation bandwidth (hlscv) and the reference (href) method are widely used 
(Horne and Garton 2006). The href  method assumes unimodal distributions of locations, 
which is considered unrealistic for most animal species that often have several centres of 
activity within their home range (Seaman and Powell 1996, Seaman et al. 1999, Gitzen et al. 
2006). The href method has a tendency to over-smooth (and thus over-estimate) home ranges 
when the data are multimodal. The hlscv is thus recommended in preference to the href 
bandwidth (Seaman et al. 1999). However, the hlscv bandwidth can be problematic as it 
frequently fails due to clumped distribution of locations (Walter et al. 2011) or may result in 
fragmented home range estimates and exclude key habitat (Campbell et al. 2013). When the 
hlscv method fails, the href , had-hoc or a subjective method may be chosen to estimate home 
ranges (Gitzen et al. 2006). Alternatively, minimum convex polygons (MCP) could be used 
(Gitzen et al. 2006), though this method is generally not recommended (Kernohan et al. 
2001). If identifying movement corridors and reducing barrier effects within home ranges is 
important, methods such as KDEad-hoc that produce contiguous home ranges and Brownian 
bridge movement models (BBMM, dynamic BBMM) may be most appropriate (Horne et al. 
2007, Kranstauber et al. 2012, Kie 2013). The advantage of Brownian bridge movement 
models is that they incorporate time, and thus movement, into the estimation of utilisation 
distributions. Dynamic BBMM develops the method further and incorporates behavioural 
phases (Kranstauber et al. 2012), which can be particularly useful for estimating home ranges 
for lifetime movement paths or for migratory routes (Walter et al. 2011). 
 Species distribution models – mapping population distributions  
In many situations, detailed location data on animal movements is not available or not 
realistic for studying distributions of populations. Species distribution modelling is a growing 
field of ecology, which is frequently applied within a conservation context (Elith and 
Leathwick 2009a, Guisan et al. 2013, Belaire et al. 2014, Young and Carr 2015). Similarly to 
the field of movement ecology, the rapid development of SDM applications in ecology and 
conservation can largely be attributed to technological advances such as remote sensing, 
geographic information systems, advances in statistical learning methods (Franklin 2009) and 
the availability of detailed geospatial and global weather data. SDMs create predictive maps 
of species distributions or habitat suitability using a statistical model with species occurrence 
data and environmental data (e.g. weather, landscape features) as model inputs (Elith and 
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Leathwick 2009b, Franklin 2009). Most commonly, the environmental variables used in 
SDMs are long-term climate averages based on rainfall, and temperature and static landscape 
features such as topography, geology and vegetation – sometimes referred to as static SDMs 
(Franklin 2009). However, static SDMs may not be suitable for predicting distributions of 
highly mobile species (Reside et al. 2010, Runge et al. 2015a).  
More recently, some authors have suggested that dynamic SDMs, using short-term weather 
data (averaged over 3, 6 or 12 months) could be used to predict movements and distributions 
of mobile species (Reside et al. 2010, Runge et al. 2015a). The distributions of mobile species 
can fluctuate greatly as species track changing resource availability, either seasonally (e.g. 
Fink et al. 2010, Sardà-Palomera et al. 2012) or due to pulses, as is often the case for arid 
species that go through boom and bust cycles of resource availability (Runge et al. 2014, 
Runge et al. 2015a, Pedler et al. 2018). Static SDMs mask the dynamic nature of such shifting 
distributions, and intra- and inter-annual variability, that result from animals moving to access 
new resources as they become suitable. Banded stilts for example can fly 1000-2000 km to 
breed in inland lakes, shortly after an inland rain event (Pedler et al. 2018). Such movements 
can temporally and spatially redistribute individuals within populations, which is particularly 
important to capture in SDMs when considering conservation needs of mobile species that 
move seasonally, and in response to environmental changes (Runge et al. 2015a, Runge et al. 
2015b). Mobile species with dynamic ranges provide a conservation challenge, as it can be 
difficult to predict their shifting distributions and identify important habitats (Woinarski et al. 
1992, Runge et al. 2014, Miller and Holloway 2015, Pedler et al. 2018). Thus, new 
approaches to conserving mobile species are needed, including considering movements and 
dynamic distribution changes in SDMs and conservation planning (Pressey et al. 2007, Runge 
et al. 2014, Barton et al. 2015, Miller and Holloway 2015).  
 Mechanistic niche models – linking ecophysiology and behaviour of individuals with 
population distributions 
In contrast to correlative SDMs that link animal occurrences with their environment, 
mechanistic niche modelling uses biophysiological principles to understand animal 
movements and distributions (Kearney and Porter 2009, Briscoe et al. 2014). The foundations 
of mechanistic niche modelling lie within biophysical ecology (Porter and Gates 1969, Gates 
1980), whereby interactions between the physiology of the animal and energy exchange with 
its environment are considered. The animal’s morphometric, allometric and physiological 
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parameters determine the optimal environment for maintaining its energy and water balance. 
The mobility of the animal, on the other hand, determines how the animal can move between 
habitats to seek suitable microhabitat to maintain energy balance and to avoid overheating or 
cooling (Porter and Gates 1969). Movement at this scale can thus be thought of as a 
behavioural response to changes in the physiological state of the animal due to the energy 
exchange between it, and the environment. These movements result from the animal seeking 
the most thermally and energetically suitable habitat. For example: kangaroos will move from 
open grasslands to treed areas to seek shade during the heat of the day (Dawson 1972, 
Dawson and Maloney 2004); koalas (Phascolarctos cinereus) shift to non-food trees (Acacia 
mearnsii), which are cooler than their preferred food trees (E. viminalis, E. obliqua and E. 
ovata), thus reducing water loss and costs of thermoregulation (Briscoe et al. 2014); reptiles 
will seek shade (Kearney et al. 2009); and ground squirrels (Citellus spp. and 
Ammopermophilus spp.) retreat to burrows to lose heat after foraging in the open (Gates 
1980).  
The main advantage of using biophysical models is that they provide a process-based, 
fundamental understanding of limits of animal distributions (Kearney 2006, Kearney and 
Porter 2009). Such models can predict the physiological effect of environmental conditions 
the animal is exposed to, which may in turn be used to explain behaviour, movements and 
ultimately distributions. This is in contrast to correlative SDMs, which can predict 
distributions or habitat suitability based on a given set of environmental variables, but which 
don’t address the mechanistic under-pinning of animal distributions. Thus, although 
correlative SDMs can address questions of where animals may occur given a set of 
environmental conditions, the models can, at best, only suggest why the animals occur at 
particular locations. Mechanistic niche models, using biophysical principles, can be 
incorporated into SDMs and have numerous advantages over correlative SDMs (Kearney and 
Porter 2009). However, they can be challenging to implement because they require detailed 
data on the animal’s physiology, morphology and environment, and model validation 
(Kearney and Porter 2009). In some cases, correlative SDMs are likely to be more appropriate 
or practical for studying species distributions, particularly when specific data on the study 
species is not available or not possible to collect. Both approaches thus have a place in the 
field of ecology and conservation, and indeed have been demonstrated to produce similar 
predictions of animal distributions (Kearney et al. 2010, Mathewson et al. 2017).  
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 Summary – choosing methods for animal movement studies 
Ecologists studying animal movements clearly face challenges when choosing analytical 
methods, particularly with the rapid development of the field, tracking technology, statistical 
methods, mechanistic modelling methods and computational power. The research questions, 
and the type and quality of the data, should drive the choice of methods. Additionally, it is 
important to be aware that different models may be needed, depending on the type of data and 
study aim. Some models may not be suitable for examining movement patterns and processes 
at all spatial or temporal scales. Others may be suitable for investigating either individual 
level movements or population distributions resulting from movements. Having a broad 
understanding of available methods is useful when generating hypotheses about animal 
movement and when deciding on data analysis tools.  
When studying individual movements at larger spatial and temporal scales, SSMs with two or 
three behavioural states may be most appropriate. The BCPA method can also be useful for 
identifying behavioural changes and linking movement to environmental variables using 
linear models. At intermediate scales, for example at the home range scale, ecologists may 
need to select a home range estimation method. And at finer scales, step-selection functions 
could be the most relevant (Squires et al. 2013, Thurfjell et al. 2014). If population level 
movements and distributions are of interest, then SDMs (correlative or mechanistic) may 
provide insights to population distributions – the consequences of animal movement. 
Statisticians and ecologists have published numerous methodological reviews, making it 
easier to select most appropriate modelling tools and methods for different types of movement 
data, species distribution data, behavioural data and ecological hypotheses (e.g. Horne and 
Garton 2006, Gurarie et al. 2009, Walter et al. 2011, Cumming and Cornélis 2012, Jonsen et 
al. 2013, Kie 2013).  
 Using tracking data and species distribution models for conservation 
planning and management  
Conservation planning requires identification of important biodiversity areas (Pressey et al. 
2007) or species’ habitats. It involves the mapping of biodiversity values and threats, and 
spatial data is thus a fundamental part of conservation planning (Pressey et al. 2007). 
Biodiversity values can consist of species of conservation concern and threats can range from 
habitat loss, hunting pressure and invasive species, affecting single species, to climate change, 
which can impact on whole communities and ecosystems. Understanding movements, habitat 
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use, behaviour and distribution of species is important when establishing species’ 
conservation status and potential threats (Cooke 2008). Such information can be collected 
remotely using telemetry or logging devices deployed on individual animals (Cooke 2008), 
which map the animal’s location in the landscape. Recognising the utility of telemetry and 
logging data in conservation is relatively recent (Cooke 2008). Movement studies can inform 
conservation needs while also increasing ecological understanding of species’ movements 
(Cristescu and Boyce 2013). Animal tracking and movement ecology can therefore inform 
wildlife management (Allen and Singh 2016) and biodiversity policy (Barton et al. 2015) and 
be directly relevant in conservation planning.  
Location data, collected with GPS, VHF or satellite transmitters can identify migratory 
flyways (Higuchi et al. 1996, Qian et al. 2009), movement corridors (Squires et al. 2013, 
Pearse et al. 2018), important habitats (Kanai et al. 2002, McCulloch et al. 2003, Campbell et 
al. 2012) and spatial requirements (van Beest et al. 2011, Watson et al. 2014) of animals – 
valuable information that can be used in wildlife management and conservation. Although 
numerous studies focus purely on ecological questions of animal movements (e.g. Gautestad 
et al. 2012, Heerah et al. 2013, Lindström et al. 2015, McEvoy et al. 2015), many aim to 
address wildlife management questions from the outset (Campbell et al. 2012, Mojica et al. 
2016, Pearse et al. 2018). For example, satellite tracking of flamingos in southern Africa has 
discovered previously unidentified wetlands important to conservation along their migratory 
route (McCulloch et al. 2003). Animal tracking data and analyses of home ranges can also be 
used for identifying overlap with reserves or threats (Campbell et al. 2012, Watson et al. 
2014, Mojica et al. 2016) , for spatial prioritisation of habitat (Campbell et al. 2012) or to 
identify important stop over sites and habitat for migrating species (Higuchi et al. 1996, Qian 
et al. 2009). Movement studies taken at such scales can also identify countries, states or 
provinces, and local government entities that would need to work together towards policy 
change and biodiversity conservation. However, uncertainty surrounds the eventual 
incorporation and uptake of animal tracking research results into policy (Jeffers and Godley 
2016), even though information on species movement is relevant in different areas of 
biodiversity policy and management (Barton et al. 2015). Clear links between movement data 
and opportunities for applied conservation exist (Cooke 2008, McGowan et al. 2017). Indeed, 
although some animal tracking studies identify important habitat for conservation and discuss 
management implications of their findings, it is not always clear how the information will be 
incorporated into practical on-ground management, conservation planning or policy (e.g. 
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McCulloch et al. 2003, Pedler et al. 2018). Clearly, more work is needed by movement and 
conservation ecologists to ensure desired conservation outcomes from animal movement 
studies are achieved.  
Tracking studies often focus on single species over restricted spatial scales. Species 
distribution models (SDMs), with today’s high speed computations power, can provide an 
alternative to individually based tracking studies. They can cover large areas and multiple 
species, without the financial and animal welfare costs. SDMs have been applied, or 
recommended, for conservation applications (Elith and Leathwick 2009a, Guisan et al. 2013, 
Runge et al. 2015b) that can be directly applied by conservation managers (Kujala et al. 
2015). One area of research where tracking data, movement studies and species distribution 
modelling have contributed to conservation is within the context of wind farm impacts on 
birds.  
 Bird movements and wind farm impacts – a case for using movement 
studies for conservation 
The number of wind farm facilities is increasing globally (IPCC 2013, 2014). Wind farms 
have direct and indirect impacts on birds (Drewitt and Langston 2006). Direct impacts include 
injuries or death from collisions, or habitat loss (Drewitt and Langston 2006). Birds may 
collide with turbines or other associated infrastructure such as power lines, meteorological 
masts and associated guy cables (Drewitt and Langston 2006).  Habitat loss at on-shore wind 
farms is generally small and restricted to the turbine base  and access roads (Drewitt and 
Langston 2006). Indirect impacts include disturbance and barrier effects, which can result in 
avoidance and displacement from habitats within wind farms (Drewitt and Langston 2006). 
When built across landscapes utilised by birds, wind farms are of conservation concern as 
they potentially interrupt movements of birds. Impacts become problematic when they affect 
long-term population viability of birds.  
Although collision-related mortality is generally low at most wind farms (De Lucas et al. 
2004, Erickson et al. 2005), some have high collision mortality rates (Thelander and 
Smallwood 2007). Species’ vulnerability to collision and the impact of a wind farm on 
species may depend on: behaviour such as soaring or regular movements between nest and 
foraging areas (Drewitt and Langston 2006); size and ability to manoeuvre around obstacles; 
age and stage of the annual lifecycle (Orloff and Flannery 1992); time of the year (Drewitt 
and Langston 2006); and the location of the wind farm in relation to important breeding, non-
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breeding and migratory habitats, or other high activity areas (Drewitt and Langston 2006). 
Some species including raptors, swans and geese are in general more prone to collision than 
others due to their large size and poor manoeuvrability (Brown et al. 1992, Drewitt and 
Langston 2006). There is a particularly great concern for species that are rare and threatened, 
long-lived, with low reproductive, rates and those that are slow to reach reproductive age 
(Hunt et al. 1998, Drewitt and Langston 2006, Carrete et al. 2009), such as golden eagles 
(Aquila crysaetos) (Watson et al. 2014) and griffon vultures (Aegypius monachus) (De Lucas 
et al. 2012) and cranes (Navarrete and Griffis-Kyle 2014, Pearse et al. 2016, Pearse et al. 
2018).  
High rates of collision mortality can occur at wind farms in areas with high bird abundance, in 
key foraging areas or across migratory routes or local flight paths (Drewitt and Langston 
2006). At Altamont Pass Wind Farm Resource Area (APWRA) in California, for example, an 
estimated 35 000–100 000 birds of over 40 species died from collision with turbines since the 
1980s (Thelander and Smallwood 2007). APWRA is the largest wind facility in the world, 
covering about 150 km2 area with a peak number of 7300 operating turbines in the 1990s 
(Thelander and Smallwood 2007). The APWRA supports a high density of golden eagles 
(Hunt et al. 1998), which have been particularly affected by the wind facility. Large annual 
mortality of the eagles (a minimum of 75 per year) (Drewitt and Langston 2006) suggest the 
wind farm “may have a significant effect on local populations” (Howell and DiDonato 1991) 
and that the population is in decline (Hunt et al. 1998, Hunt 2001). High rates of collision 
mortality have also been reported in the Strait of Gibraltar. Studies from multiple wind farms 
within this area, which is a key migratory route between Africa and southern Europe, have 
found high mortalities of birds from turbine collisions (De Lucas et al. 2012, Ferrer et al. 
2012).  
Numerous studies have shown that collision mortality varies between sites, turbines, and time 
of the year (Barrios and Rodriguez 2004, Drewitt and Langston 2006, De Lucas et al. 2012). 
In addition, abundance or frequency of birds, estimated in pre-operation studies, may not be a 
good predictor of collision mortality (Orloff and Flannery 1992, De Lucas et al. 2012, Ferrer 
et al. 2012). Rather, local topographical features, weather conditions (Drewitt and Langston 
2006, De Lucas et al. 2008, De Lucas et al. 2012)  and prey density (Thelander and 
Smallwood 2007) may have greater influence on collision mortality. At Altamont Pass, 
although the golden eagle breeding density is high (Hunt et al. 1998), the mortality of golden 
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eagles, red-tailed hawks (Buteo jamaicensis) and other raptors was not related to their 
abundance and more individuals died from turbine collisions than predicted by the species’ 
abundance alone (Orloff and Flannery 1992). Instead, mortality from collisions was related to 
the abundance and location of their favoured prey (Thelander and Smallwood 2007)  – ground 
squirrels (genus Marmota), pocket gophers (Thomomy bottae) and cottontail rabbits 
(Sylvilagus auduboni), which attract large numbers of golden eagles and red-tailed hawks into 
the Altamont Pass area (Howell and DiDonato 1991). Current knowledge strongly suggests 
that both the location of the wind farm and the individual turbine site is important in 
determining collision mortality at wind farms (Drewitt and Langston 2006, De Lucas et al. 
2012, Ferrer et al. 2012), and that pre-operation studies on abundance and frequency of use at 
a site are not sufficient to accurately predict collision mortality.  
Although collision mortality is one of the most studied aspects of wind farm impacts on birds, 
habitat loss, displacement and barrier effects may also affect species survival. Direct habitat 
loss can generally be minimised by micro-siting turbine locations and access tracks within a 
wind farm. However, impacts of habitat loss may be greater if the wind farm affects wetland 
hydrology and flows, or geomorphological processes (Drewitt and Langston 2006). 
Displacement from key habitats is akin to habitat loss if birds avoid wind farms altogether 
(Drewitt and Langston 2006). Displacement may thus have population level impacts if: key 
habitats are already limited; birds avoid breeding habitats, and if this results in lower breeding 
success and recruitment; or if threatened or declining species are affected. Although some 
species habituate to wind farms over time, generally bird abundance declines over time at 
operating wind farms (Drewitt and Langston 2006). Studies of waterfowl have shown varying 
distances of 100–800 m displacement and a reduction in abundance or density from on-shore 
wind farms (Drewitt and Langston 2006). Wind farms can also displace birds from breeding 
habitats and impact on breeding success. For example, white-tailed eagles (Haliaeetus 
albicilla) at a Norwegian wind farm showed that individuals were displaced from breeding 
territories, thus reducing breeding success (Dahl et al. 2012). Avoidance of wind farms, 
particularly on migratory routes of birds, can lead to barrier effects and increase energy 
expenditure on migration if birds need to fly around wind farms (Drewitt and Langston 2006). 
Waterfowl have been recorded to avoid offshore wind farms by flying 100 to 3000 m from 
turbines (Drewitt and Langston 2006). In summary, wind farm-related habitat loss, 
displacement and barrier effects can impact movement patterns, habitat use and energy 
expenditure of birds.  
Chapter 1: General Introduction 
23 
 
The varied responses of birds to wind farms clearly demonstrate the need for detailed 
information on behaviour, ecology, activity and movement patterns of birds in wind farm 
planning, pre-operation and post-operation mitigation stages. Such information is required to 
inform the siting of wind farm facilities at a landscape scale, and at the scale of individual 
turbines, to avoid impacts at home range and daily habitat use scales. Understanding flight 
behaviour and the influence of weather, topography and habitat use may be particularly 
important (De Lucas et al. 2008, Ferrer et al. 2012). Equally, knowledge of migration routes, 
seasonal patterns of site use and detailed studies of behaviour at proposed wind farm sites are 
essential prior to construction and operation (Barrios and Rodriguez 2004).  
Pre-operation studies on movements, behaviour and distributions during wind farm planning 
stages can be undertaken using tracking technology (GPS, satellite or VHF) or by taking a 
species distribution modelling approach to gather information on overlap with key habitats or 
migratory routes. This information can then be used to understand the potential magnitude of 
impact from wind farms on individual species and to avoid high use areas, or simply to avoid 
areas that may pose high risk. Groen (2015), for example, used GPS platform transmitter 
terminals (PTT) to study the migratory ecology of the Swainson’s hawk (Buteo swainsoni), 
which is of conservation concern in western United States. This study focused on identifying 
movement corridors and overlap of the species’ movements with wind farms to identify 
potential risk of impact. Mojica et al. (2016) also studied potential risk of wind farms to 
migrating bald eagles (Haliaeetus lecocephalus). Using Brownian bridge movement model 
(BBMM) to identify utilisation distributions of bald eagles, Mojica et al. (2016) were able to 
recommend lower-risk areas of impact where new wind farms could be located along the 
species’ migratory route. Tracking technology has also been used to investigate breeding 
home ranges, resource utilisation and displacement at wind farms (Singh et al. 2016). Singh et 
al. (2016) GPS-tracked the near-threatened golden eagles (Aquila chrysaetos) in Sweden, to 
understand their habitat selection and make recommendations for reducing potential wind 
farm impacts. Similarly, Watson et al. (2014) used Brownian bridge movement models 
(BBMM) for home range estimation and resource selection probability functions from GPS 
locations of golden eagles in western United States to understand spatial use and resource 
selection of this species. Based on the study’s results, Watson et al. (2014) recommended 
home range buffers and most suitable locations for wind farm development in relation to 
habitat, terrain and topography, in order to avoid impacts on golden eagles. Within wind farm 
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footprint, pre-operation movement studies can therefore inform turbine siting to avoid high 
use habitats and movement routes.  
Tracking bird movements at larger spatial scales can also help identify overlap of species 
distributions and operating or proposed wind farms, which may indicate a risk to species. 
Using such an approach, Pearse et al. (2016) found that currently operating wind farms 
constituted a low risk to the wintering mid-continental sandhill crane (Grus canadiensis) in 
central and southern Great Plains of the USA. Where GPS-tracking is not possible due to cost 
or the size of the area of interest, species distribution modelling may offer insights into 
potential region- or continental-scale impacts on species. The whooping crane (Grus 
americana) is a globally threatened species and is also listed as endangered in the USA 
(Belaire et al. 2014). The migratory flyway of whooping crane overlaps with potential 
development of wind farms, requiring a continent-wide approach to understanding potential 
risk of impact on the species. Belaire et al. (2014) built a species distribution model using 
presence data using a random forest and Maxent modelling method to understand suitability 
of stopover habitat during whooping crane migration. Belaire et al. (2014) also modelled the 
suitability of the migratory corridor for wind developments to identify areas of least conflict 
between whooping crane stopover areas and future wind farms. These studies show that 
different analytical approaches can be employed to understand and avoid the potential impacts 
of wind farms at different spatial scales: at home range, individual wind farm, region or 
continental scales. Pre-operation bird movement studies at different scales can thus be used in 
conservation planning to avoid wind farm impacts on species of conservation concern.  
 The brolga – a conservation case for a movement study  
The brolga, Antigone rubicunda, is one of the 15 crane species in the world, and one of two 
crane species occurring in Australia. Its distribution extends from northern Australia to south-
eastern parts of the country (Figure 1-5) with a small, and poorly known, population occurring 
in Papua New Guinea (Marchant and Higgins 1993, DuGuesclin 2003). Brolga is listed as 
‘Least Concern’ on the IUCN Red List (BirdLife International 2016) and is considered stable 
and common in northern Australia, with a population of 20,000-100,000 individuals (Meine 
and Archibald 1996). However, the species is rare and threatened in south-eastern Australia 
where their numbers have declined since the early 1900s, with a current population estimated 
at approximately 1000 individuals (White 1987, Bransbury 1991, DuGuesclin 2003). The 
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brolga is listed under state legislation in New South Wales, Victoria and South Australia 
(Bransbury 1991, Bennett et al. 1998, Stanger et al. 1998, DuGuesclin 2003).  
 
Figure 1-5. Distribution of the brolga in Australia, using data from the BirdLife Australia 
Atlas (Blakers et al. 1984, Barrett et al. 2003), up to 2009. The black rectangle depicts the 
core distribution of the Victorian brolga population, and the study area where this research 
took place.  
 
In Victoria, brolgas occur throughout an agricultural land use matrix where they inhabit 
shallow freshwater wetlands for breeding, and more permanent freshwater and saline lakes 
during the non-breeding season (Arnol et al. 1984, Sheldon 2004). Breeding wetlands are 
generally occupied by single pairs during the austral winter and spring (July to November) 
(Arnol et al. 1984, Marchant and Higgins 1993). During the breeding season, pairs are mostly 
confined to the nesting wetland and begin using surrounding agricultural fields as the chick 
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grows. Birds flock, roost and feed together during the non-breeding season in the austral 
summer and autumn (December to June) (Arnol et al. 1984, Marchant and Higgins 1993). 
Flocks move out of wetland and dam roosts to feed in cropping and grazing fields each day 
(White 1987, Sheldon 2004), and return to roosts during the heat of the day and at sunset. In 
south-western Victoria brolgas feed on grain, corn, legumes, potatoes and invertebrates at 
non-breeding areas (Pizzey 1994). Like other cranes, brolgas are wary, sensitive to 
disturbance and have long flight initiation distances (Pizzey 1994, Végvári et al. 2011, Luo et 
al. 2012). In Victoria the current published, and widely accepted, population estimate is 600-
650 individuals (White 1987) although recent counts suggest numbers of at least 900 
(SWIFFT 2018). The main threat to brolgas is historical and on-going loss of wetland habitat 
due to agricultural practices (White 1987, Meine and Archibald 1996, DuGuesclin 2003), 
chick and egg predation by the fox (Vulpes vulpes) and collisions with powerlines and fences 
(White 1987, DuGuesclin 2003).  
A new emerging threat to brolgas in south-west Victoria is the proliferation of wind farms 
within the species core range. South-west Victoria contains 60% to 65% of the south-eastern 
Australian brolga population. The region has been the focus of growing interest from the wind 
farm industry and a number of wind farms are proposed to be located within the species' 
breeding and non-breeding range. Population level declines are a concern if wind farms 
increase brolga mortality or exclude individuals from important habitats, given their already 
threatened status, loss of wetland habitat and generally poor breeding success (Herring 2001, 
Myers 2001, DuGuesclin 2003). Brolgas may collide or avoid turbines based on observations 
of crane species at wind farms overseas (Gerjets 2005, Navarrete and Griffis-Kyle 2014), and 
brolgas’ propensity to collide with powerlines and fences. Furthermore, the life history 
characteristics of brolgas make them sensitive to increased mortality and reduced fecundity – 
as it is large and long-lived, slow to reach reproductive age and has a low reproductive output.  
Avoiding potential wind farm impacts on brolgas is difficult due to the almost complete lack 
of information on their movements. Poor knowledge of brolga movement behaviour impedes 
decisions on appropriate wind farm siting to protect this species of conservation concern. 
Indeed, little is known about Australian waterbird movements in general and information on 
Gruiformes (cranes, rails, crakes and gallinules) is the poorest of all the Australian waterbirds 
(Kingsford and Norman 2002). Kingsford and Norman (2002) highlight that “research on 
single species” and “movement studies using satellite technology” as two of the five future 
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research priorities on Australian waterbirds – priorities, which are particularly important with 
the current challenge of avoiding wind farm impacts on the brolga.  
Knowledge of landscape-scale brolga movement behaviour is important for avoiding potential 
wind farm impacts on the species and for reducing barrier effects across its core range in 
south-west Victoria. Brolgas move between breeding and non-breeding areas, and although 
timing of movements is regular and seasonally driven in southern Australia, directions flown 
are unknown. Brolgas generally move to breeding sites at the onset of high rainfall (austral 
winter) and drying of breeding wetlands may trigger movements back to non-breeding areas 
(Marchant and Higgins 1993, Meine and Archibald 1996). In wet seasons, brolga breeding 
pairs may stay at breeding grounds and disperse when breeding grounds dry (Arnol et al. 
1984, Marchant and Higgins 1993), indicating that rainfall, wetland availability and wetland 
permanency are likely to influence timing of movements. Range expansions and larger-scale 
movements have been recorded during extreme dry or wet conditions (Marchant and Higgins 
1993). Habitat suitability across the species range may thus influence distances and timing of 
brolga movement behaviour. Tracking seasonal movements of brolgas between breeding and 
non-breeding areas, and understanding how changing habitat suitability influences movement 
distance and direction may help identify important habitats across the species range. 
Identifying such areas could in turn be used in conservation planning and siting wind farm 
developments away from important habitats.  
Satellite tracking studies show that Australian waterbirds are highly mobile and exhibit great 
inter- and intra-specific variation in movement responses (Roshier et al. 2006, Traill et al. 
2010, McEvoy et al. 2015, Pedler et al. 2018), suggesting that brolga movement patterns may 
be similarly variable. Traill et al. (2010) showed that magpie geese (Ansenaras semipalmata) 
moved no more than 120 km within a 12-month tracking period. In contrast, banded stilts 
(Cladorhynchus leucocephalus) undertake continent-wide movements of 1000–2000 km to 
access highly ephemeral breeding wetlands after rain events (Pedler et al. 2014, Pedler et al. 
2018). However, not all individuals undertook long distance flights in response to rainfall 
(Pedler et al. 2018), indicating intra-specific variation in movement behaviour. Similarly, the 
grey teal (Anas gracilis) and pacific black duck (Ana superciliosa) exhibit individual variation 
in movement response and distances flown (Roshier et al. 2008b, McEvoy et al. 2015). The 
dynamic and unpredictable resource availability is thought to drive long-distance movements 
of these waterbirds in the arid zone. In temperate and tropical regions, where rainfall and 
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temperature fluctuations are seasonal, waterbird movements are likely to be more predictable 
(Kingsford and Norman 2002). Given the high temperature and rainfall seasonality in 
southern Australia, brolgas may thus be expected to be more similar in their movements to 
magpie geese than banded stilts, though cranes also have the capacity to migrate long 
distances (Kanai et al. 2002, Qian et al. 2009, Mingozzi et al. 2013, Pearse et al. 2018). 
Additionally, movement patterns of cranes may vary depending on age (Alonso et al. 2008). 
The inter-specific, intra-specific and age-related variation in movement behaviour suggests 
that tracking wetland birds across the species range, age classes and non-breeding and 
breeding areas may be needed for a more complete understanding of movement behaviour.  
Environmental cues triggering Australian waterbird movements are largely unknown, and 
focus on long-distance movements. It is widely accepted waterbirds move in response to 
rainfall (Marchant and Higgins 1993, Kingsford and Norman 2002, McEvoy et al. 2015, 
Pedler et al. 2018), though temperature may also influence timing of long-distance 
movements of arid ducks (Roshier et al. 2008b, McEvoy et al. 2015). The pacific black duck 
for example, has been found to fly at night when temperatures are cooler, after high rainfall 
events (McEvoy et al. 2017). These studies suggest that rainfall and temperature may also be 
important drivers of brolga movement behaviour, at least at the landscape scale and when 
undertaking long-distance or seasonal movements.  
Knowledge of home range and habitat use, and daily movement behaviour is as important for 
avoiding wind farm impacts as information on movements between breeding and non-
breeding habitats. Such information can direct siting of individual turbines to avoid daily 
movement paths and important habitat within home ranges. Most Australian waterbird 
tracking studies have focused on long-distance, dispersive and nomadic movements (Roshier 
et al. 2006, McEvoy et al. 2015, Pedler et al. 2018). Even less is known about home ranging 
behaviour and habitat use, making it difficult to formulate hypotheses on home range and 
daily movement behaviour, particularly given the documented variability at larger spatial 
scales for a number of Australian waterbirds. Knowledge of brolga home range behaviour and 
habitat use is confined to descriptive information and field-based sightings (Arnol et al. 1984, 
Venosta et al. 2011). Brolgas may undertake local, home range-scale movements during the 
breeding or non-breeding season to take advantage of recently sown crops or ploughed 
cultivation paddocks (Marchant and Higgins 1993). Thus, the spatial and temporal 
arrangement of foraging and wetland habitat may influence movement patterns at breeding 
and non-breeding sites.  
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Previous studies on breeding habitat use of brolgas have focused on characterising breeding 
sites, defined as wetlands with nests (Harding 2001, Herring 2001, Myers 2001, Herring 
2005, Sheldon 2005). Spatial use and importance of habitats surrounding breeding sites has 
received little attention (Harding 2001, Venosta et al. 2011). Both wetland and non-wetland 
habitat are thought to be important in breeding site selection (Herring 2005), within 1 km of 
nest sites (Harding 2001). An understanding of the spatial requirements, home range size, 
movements and habitat use beyond breeding sites (wetlands with a nest) is thus lacking. 
Uncertainty about brolga breeding home range movements makes it difficult to protect the 
species from potential wind farm impacts and challenging to design appropriate size buffers.  
Brolgas roost at night in wetlands and move out to feed during the day. At non-breeding sites 
brolgas generally return to roost in the middle of the day and move out to feed again in the 
afternoon (Marchant and Higgins 1993). In this regard, the daily activity patterns and 
movements of brolgas are similar to other crane species (Johnsgard 1983, Alonso and Alonso 
1992). Cues triggering movements between roosting and feeding areas are unknown, although 
daylight appears to influence timing of movements from, and to, night roosts. In contrast to 
larger scale seasonal movements, rainfall is unlikely to drive daily movements of brolgas. 
Instead, temperature and energetic requirements may determine when brolgas move from 
feeding areas to wetland roosts in the daytime, as both factors can influence daily movement 
behaviour. 
Great gaps in knowledge exist on the movement patterns, environmental factors driving 
distributions, home range sizes, and drivers of daily movement behaviour of brolgas. There is 
clearly a great, and urgent, motivation to undertake a movement study on brolgas, at multiple 
scales, given the lack of knowledge on movement behaviour and an immediate need to avoid 
wind farm impacts on the species at multiple scales across the species’ core range in south-
west Victoria. Furthermore, as proposed wind farms overlap breeding and non-breeding areas, 
and potentially their seasonal movement routes, a detailed movement study using tracking 
technology is warranted. Understanding brolga movement behaviour, distribution and habitat 
use at multiple spatial and temporal scales – seasonal, home range and daily scale – will 
increase knowledge to aid conservation planning and wind farm impact mitigation for the 
brolga across its south-west Victorian range.  
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 Thesis aim, objectives and structure  
My thesis aim is to understand movements, behaviour and ecology of brolgas at multiple 
spatial and temporal scales. This aim provides an overarching and unifying theme for the 
thesis. Further, the thesis is structured within a conceptual framework (Figure 1-6), 
incorporating movement of brolgas at the following spatial and temporal scales: 
• Inter-annual/seasonal movements at a landscape scale (Chapter 3 & 4).  
• Intra-annual movements at a home range scale (Chapter 5) 
• Movements between roosting and foraging areas at a daily scale (Chapter 6) 
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Figure 1-6. Conceptual framework for this thesis for investigating brolga movements, 
behaviour and ecology at multiple spatial and temporal scales (adapted from Fig. 1.3, Bell 
2012). The black dots indicate locations of brolgas, arrows conceptually link movements: a) 
daily scale between wetlands (blue polygons) and non-wetland habitat (other colours inside 
dotted ellipses); b) home range scale at breeding areas (left-hand side) and non-breeding areas 
(right-hand side) and; c) landscape scale between breeding and non-breeding areas. The 
dotted ellipses represent areas within home ranges that brolgas may use throughout the 
breeding or non-breeding season. These areas compose of night-time and day-time wetland 
roost habitat and non-wetland habitat. 
 
This thesis has the following research objectives, which are addressed in the thesis chapters: 
1. Develop capture, tagging and tracking methods that enable data collection, which 
depict natural movement behaviour of brolgas (Chapter 2).  
2. Describe seasonal movements of brolgas and test for differences between sites and age 
classes (Chapter 3).  
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3. Test whether dynamic species distribution modelling can capture landscape-scale 
seasonal movements of brolgas (Chapter 4).  
4. Investigate the influence of wetland size, inter-wetland distance and clutch size on 
brolga breeding home ranges (Chapter 5).  
5. Test the influence of energy constraints and weather on daily movement decisions of 
brolgas (Chapter 6).  
 
This thesis also has the following management and conservation objective: 
6. Using movements at multiple sites, scales and lifecycle stages to inform conservation 
and wind farm planning (Chapter 7).   
 
The following chapters address these objectives, with each chapter presented largely as a 
stand-alone paper. While the chapters draw on information and data from previous chapters to 
some extent, the final chapter synthesises major results and topics across the chapters. The 
structure of each chapter is described below.  
Chapter 2: Assessing capture and tagging methods for brolgas, Antigone rubicunda 
(Gruidae) 
Movement studies often require capture to fit tags, yet capture techniques particularly for 
large and wary birds are not straightforward. For many large species, methods need to be 
species- or site-specific (Folk et al. 2005, Krapu et al. 2011, Campbell et al. 2014) and some 
are prone to capture-related stress that can lead to mortality (Hanley et al. 2005, Businga et al. 
2007). A number of studies on crane capture techniques exist (Hereford et al. 2001, Folk et al. 
2005, Parker et al. 2008). In Chapter 2, I determine the safest methods to capture and tag 
brolgas by comparing noose traps, cannon nets, clap-nets, spotlighting at night roosts and 
active pursuit of pre-fledged chicks, and develop a new method incorporating call playback. 
This chapter is focused on developing methods that consider welfare issues and generate 
movement data that depicts natural behaviour of the study species as far as possible. The 
chapter was published in Wildlife Research and the study featured on the front page of the 
Saturday edition of a major metropolitan newspaper (Appendix 1). The recommendations for 
band size have been incorporated into the Australian Bird and Bat Banding Scheme 
‘Recommended band size list’ (ABBBS 2018).  
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Chapter 3: GPS tracking reveals two movement strategies of brolgas (Antigone rubicunda) 
within a restricted range 
Previous studies of Australian arid waterbirds suggest individual variation is common and 
species undertake long distance movements of 100s to 1000s km in response to episodic 
rainfall events (Roshier et al. 2006, McEvoy et al. 2015, Pedler et al. 2018). Species 
inhabiting tropical and temperate regions of Australia have more restricted and predictable 
movements (Kingsford and Norman 2002, Traill et al. 2010). Brolgas have been described as 
‘non-migratory’, ‘partly migratory’, and as undertaking ‘seasonal’ and ‘dispersive’ 
movements. In Chapter 3, I attempt to clarify movement behaviour of the brolga in south-west 
Victoria and identify landscape scale movements that can be used to inform conservation of 
the species and wind farm planning across the species core range.   
Chapter 4: Dynamic species distribution model predicts seasonal distributions of a mobile 
species, brolga (Antigone rubicunda) 
Mobile species track resources across large scales and thus pose a challenge for identifying 
important areas for conservation. To this end, new tools and approaches are recommended to 
better understand movement behaviour and distributions of such species. Dynamic species 
distribution models (SDMs) using short-term weather variables can capture movements and 
shifting distributions of mobile species and perform better than SDMs built using long-term 
climate averages. However, the assumption that dynamic SDMs capture movements is 
untested. In Chapter 4, I build a dynamic SDM for brolgas using short-term weather variables 
and project it onto monthly surfaces to investigate shifts in south-eastern Australian brolga 
distribution. I use GPS data to test how well the model captures brolga movements and 
occupancy in relation to habitat suitability.  
Chapter 5: Movements, home ranges and habitat use of breeding brolgas (Antigone 
rubicunda) at breeding sites  
Tracking studies show crane home ranges are highly variable and crane families with chicks 
can range up to 2 km from nesting sites (McMillen 1988, Hereford et al. 2010). Studies on 
brolgas in south-western Victoria suggest brolgas have much smaller and less variable home 
ranges than other crane species (Venosta et al. 2011). Previous studies in Victoria have used 
field-based observations, which may underestimate movement distances and home ranges. In 
Chapter 5, I used GPS-tracking to investigate breeding home ranges of pre-fledged chicks to 
obtain more accurate information on breeding home ranges, movements and habitat use of 
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brolgas. This information can be used to inform conservation, habitat management and the 
size of turbine-free buffers to avoid wind farm impacts on the species.  
Chapter 6: Influence of energy constraints on daily movement decisions and habitat use of 
brolgas, Antigone rubicunda  
Animals foraging in direct sun are potentially exposed to high heat loads. Regulating body 
temperature in hot environments can increase metabolic and water costs, and animals may 
move to different habitat to reduce or avoid these costs. Weather can thus influence the daily 
movements and habitat use. In Chapter 6, I investigate whether foraging brolgas move to 
wetlands when exposed to direct solar radiation. This chapter is focused on understanding the 
influence of the environment on physiology and daily movement behaviour of brolgas.  
Chapter 7: Synthesis and discussion 
Chapter 7 is a summary and a synthesis of the main findings of each of the thesis chapters, 
which demonstrates how I achieved the thesis aim. I discuss wider implications and 
contribution of the research to knowledge, and identify future research arising from this study 
and provide insights from my study for the conservation and management of mobile and 
wetland-dependent species, with a particular focus on avoiding wind farm related impacts.  
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Chapter 2: Assessing capture and tagging methods for 
brolgas, Antigone rubicunda (Gruidae) 
 
 
Pair of brolgas foraging, with a taxidermy decoy in the middle. Photo by: Felipe Chavez-Ramirez 
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 Introduction  
To address wildlife management questions, target species are often captured to study their 
movement patterns and habitat use (Kanai et al. 2002, McCulloch et al. 2003, Krapu et al. 
2011). Safe capture, handling and tagging methods are paramount to avoid injury and to 
collect information on movement patterns that depict natural behaviour (e.g. Ellis et al. 2001, 
Hartup 2006, Roshier and Asmus 2009). In novel circumstances, the lack of information on 
such methods, or development of new methods, can result in significant time cost to 
researchers and potential injuries and deaths of study animals. As wildlife managers and 
researchers, we have a responsibility to develop methods that minimise injury and death and 
to publish our findings so that capture methods can continue to be scrutinised and improved. 
Trapping cranes (family Gruidae) is difficult because they are wary (Hereford et al. 2001, 
Folk et al. 2005) and prone to injury and stress (Hanley et al. 2005, Hartup 2006). They are 
also renowned for avoiding traps or capture areas (Hereford et al. 2001, Folk et al. 2005, 
Parker et al. 2008). These factors necessitate the habituation of birds to traps and hides or 
testing multiple methods, which can be time consuming (Folk et al. 2005, Parker et al. 2008, 
Krapu et al. 2011). Using camouflage and concealing traps can also eliminate trap avoidance 
behaviour (Krapu et al. 2011). 
Crane capture methods may involve physical restraint (e.g. Drewien and Clegg 1992, 
Hereford et al. 2001, Folk et al. 2005, Krapu et al. 2011) or sedation using alpha-chloralose 
(Hayes et al. 2003, Hartup et al. 2014). Studies show that the effectiveness and welfare risks 
of methods vary with species, life history stage, group size and geographic location, and these 
factors are important to consider when trapping cranes in novel circumstances. Welfare issues 
are considered in some studies (Ellis et al. 2001, Hayes et al. 2003, Folk et al. 2005, Businga 
et al. 2007, Parker et al. 2008, Hartup et al. 2014), although not all report injuries and 
mortalities associated with capture methods (Melvin and Temple 1983, Hereford et al. 2001, 
Alonso et al. 2008). Cranes can be injured by trap parts (such as poles, rocket net projectiles, 
net edge and nooses) (Ramakka 1979, Parker et al. 2008) or suffer capture related stress due 
to physical restraint (Hayes et al. 2003). Capture related stress can cause capture myopathy 
(Hanley et al. 2005, Hartup 2006, Businga et al. 2007), which is potentially lethal (Rogers et 
al. 2004, Hartup 2006, Businga et al. 2007). It is best avoided by following capture and 
handling protocols that minimise stress (Hartup 2006, Businga et al. 2007). Use of alpha-
chloralose has been shown to reduce the risk of capture myopathy (Hayes et al. 2003, Hartup 
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et al. 2014). Although this method eliminates the need for physical restraint, it requires the 
presence of a vet and housing cranes for 12–24 h until effects of the drug wear off (Hayes et 
al. 2003). This method may therefore not be appropriate for many field situations. 
One of the 15 crane species of the world, the brolga’s (Antigone rubicunda) range is largely 
confined to Australia. Although it is listed as ‘Least Concern’ on the IUCN Red List (BirdLife 
International 2016), and common in northern Australia, the brolga is rare and threatened with 
extinction in south-eastern Australia, where it is listed as ‘Vulnerable’ under state legislation 
in New South Wales, Victoria and South Australia (Bransbury 1991, Bennett et al. 1998, 
Stanger et al. 1998, DuGuesclin 2003). In Victoria, brolgas occur throughout an agricultural 
land use matrix where they inhabit shallow freshwater wetlands for breeding, and more 
permanent freshwater and saline lakes during the non-breeding season (Arnol et al. 1984, 
Sheldon 2004). Breeding wetlands are generally occupied by single pairs during the austral 
winter and spring (July to November) (Arnol et al. 1984, Marchant and Higgins 1993). 
During the breeding season, pairs are mostly confined to the nesting wetland and begin using 
surrounding agricultural fields as the chick grows. Birds flock, roost and feed together during 
the non-breeding season in the Austral summer and autumn (December to June) (Arnol et al. 
1984, Marchant and Higgins 1993). They move out of wetland and dam roosts to feed in 
cropping and grazing fields each day (White 1987, Sheldon 2004), and return to roosts during 
the heat of the day and at sunset. In south-western Victoria brolgas feed on grain, corn, 
legumes, potatoes and invertebrates at non-breeding areas (Pizzey 1994) . Like other cranes, 
brolgas are wary, sensitive to disturbance and have long flight initiation distances (Pizzey 
1994, Végvári et al. 2011, Luo et al. 2012). They occupy open habitats with good visibility 
and move between feeding fields and roosting wetlands over short time intervals as food and 
wetland availability changes. These aspects of behaviour make brolgas difficult to capture at 
non-breeding sites. 
I developed capture and tagging methods for brolgas during an ongoing study into their 
movements and habitat use in south-western Victoria. No adult cranes have previously been 
captured in Australia. I tested several existing capture methods that have successfully been 
used on other crane species, as well as the combined use of call playback (not previously used 
to capture cranes) and a noose trap and hide design requiring no habituation. I examine 
capture efficiency of the methods and their effectiveness in minimising injuries and deaths 
and make recommendations for safe capture, handling and tagging methods for brolgas. I also 
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outline how some of the methods developed are more widely applicable for capturing other 
crane species. 
 Methods 
 Study area and trapping sites 
I conducted our study in south-western Victoria, Australia, which supports the majority of the 
south-eastern Australian brolga population, some 600 individuals (Arnol et al. 1984, White 
1987, DuGuesclin 2003). Land use in the region is dominated by cropping and grazing and 
trapping sites were located on private land (Figure 2-1). I used active pursuit to capture pre-
fledged chicks in breeding wetlands (2009–2012). I also trapped at wetland roosts and 
cropping and grazing fields at Victoria’s main non-breeding sites (2009–2011) – Willaura and 
Penshurst (Figure 2-1). Between 10 and over 200 brolgas can occur within these feeding 
fields at once (~0.25 km2–2.6 km2 in area). I observed flocks changing feeding areas 
frequently, providing 1–2 days of opportunity to capture in a given field. 
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Figure 2-1. Study area and capture sites in south-western Victoria, Australia, showing non-
breeding capture locations (triangles) and breeding capture locations (circles). Inset shows 
distribution of brolgas in Australia and the rectangle depicts the area of the current study. 
 
 Capture methods 
I tested cannon net and clap net capture (as per Bub 1991), handling, band size and transmitter 
fitting methods on captive brolgas at Serendip Sanctuary, Victoria, before capturing wild 
birds. I trapped wild birds at day and night roosts and feeding fields using noose traps 
(Hereford et al. 2001), cannon net (Bub 1991), clap net (Bub 1991), spotlighting (Drewien 
and Clegg 1992) and herding to a pen. I set camouflaged hides within ~50 m of noose and 
clap traps and 100–200 m of a cannon net and camouflaged all trap parts and safety markers. I 
used bait (wheat, barley, corn, live earthworms, dead crickets or mice) and call playback with 
taxidermy decoys to attract birds to traps. I captured pre-fledged chicks using active pursuit 
(Blackman 1973, Grant 2008). 
I used a cannon net with four cannons, 33 × 10.6 m net (mesh size 3.08 cm) (Oxley Brothers 
Pty Ltd) and set the cannon angle high. The danger area was at 5 m from the net – where the 
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fired net was at 1.8 m height and well above the head of a brolga. I used four types of noose 
traps: (1) single noose snare; (2) Indian noose; (3) clear noose; and (4) green noose, referred 
to as an Australian noose trap from hereon (Table 2-1, Figure 2-2). I deployed noose traps in 
feeding fields and day roosts during the non-breeding season (2009–2011). I targeted fields 
where I observed birds feeding for 1–2 days and those with no livestock. I set traps prior to 
sunrise, before brolgas arrived from roosts to feeding fields and removed traps after each 
trapping session. After each capture I moved to a different field the following day, as birds 
were unlikely to return to fields in which I had previously captured within a 24 h period. I 
stopped using clap nets and spotlighting after several unsuccessful attempts, Indian noose 
traps due to welfare issues, and clear noose traps, which brolgas saw and avoided. 
The Australian noose traps were set up in a configuration of parallel and zigzag lines (400 
nooses in total) with two taxidermy decoys (Figure 2-3A, B) in the middle of the noose trap 
area where the density of nooses was highest (Figure 2-3A). Call playback, using an Apple 
iPod connected to a small 6 W Toa megaphone (Faunatech Austbat, Victoria), was 
commenced before brolgas left night roosts (1–4 min every 5 min). Call playback was 
stopped when birds were seen flying over the field. 
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Table 2-1. Noose trap types used in this study. The breaking strength and thickness of line was chosen based on weight of brolgas (8.7 kg, 
(Marchant and Higgins 1993) and to prevent the line cutting into the leg of captured birds.  
Noose trap type 
Number of 
nooses per 
trap 
Noose overlap 
(distance 
between 
nooses cm, 
diameter cm) 
Noose material 
(breaking strength kg, 
thickness mm) 
Main line length and 
material Set up description 
Single noose snare 
(F. Chavez-
Ramirez, unpubl. 
data) 
1 N/A (N/A, 20) Beige nylon cord (N/A, 
1.5) 
N/A, trap made of fishing 
rod, tied to a wooden stake 
(2 cm thick, 60 cm high). 
Wooden stake inserted into the ground, noose loop 
threaded through the rod and placed on a treadle (see 
(Stehn 2011). Stepping on treadle triggers noose 
closure. 
Indian noose 
(Hereford et al. 
2001) 
50 Yes (40, 20) Green, non-matte fishing 
line (13.6, 1) 
40 m, white nylon/cotton, 
tied to wooden stakes 
Individual nooses attached to wooden stakes, which 
are inserted into the ground. End of line pegged down 
at 45° angle. 
Clear noose (this 
study) 
100 No (50, 20) Non-matte clear 
monofilament fishing line 
(10, 2) 
50 m, non-matte clear 
monofilament fishing line 
(10 kg breaking strength, 2 
mm thick) 
Individual nooses attached to main line (Figure 2.2A-
E). Elastic cord (4 mm) attached to ends of line (Figure 
2.3A), which are pegged down with two overlapping 
heavy-duty pegs at 45° angle. Nooses positioned 
upright at 45°-90° angle to the ground using dirt at the 
base of each noose (Figure 2.2F). 
Australian noose 
(this study) 
100 No (50, 20) Matte green 
monofilament fishing line 
(10, 2) 
50 m, dark green Australian 
army hoochie nylon cord (2 
mm thick) 
Individual nooses attached to main line (Figure 2.2A-
E). Elastic cord (4 mm) attached to ends of line (Figure 
2.3A), which are pegged down with two overlapping 
heavy-duty pegs at 45° angle. Nooses positioned 
upright at 45°-90° angle to the ground using dirt at the 
base of each noose (Figure 2.2F). 
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Figure 2-2 Construction of Australian noose traps for brolgas. Make a loop at each end of the 
nylon fishing line and tie a knot (1) (after Cooper et al. 1995) ((A) and (B)). The bottom loop 
(2) should be 30 mm, the top loop (3) no more than 15mm, in diameter. Thread top loop (3) 
through bottom loop (2) over the main anchor line (4) ((C) and (D)). Repeat ((C) and (D)), so 
the bottom loop (2) is threaded around the anchor line (4) twice ((E)). Thread the nylon line 
through top loop (3) and pull down to the anchor line (4) to create a noose (5). Place dirt at 
the base of bottom loop (2) and over the anchor line (4) to stand the noose (5) at 45° – 90° 
angle to the ground ((F)).  
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Figure 2-3 Australian noose trap set up ((A)) – three parallel lines and three lines laid in a 
zigzag pattern across parallel lines. Ends of noose lines (1, 3) are pegged down with two 
heavy-duty pegs. Lines should have elastic rope at each end (2, 3) to avoid injuries. 
Taxidermy decoys (4) are set up in the middle to maximise chances of brolgas crossing lines 
and getting caught in a noose. Taxidermy decoys in a brolga feeding field ((B)).  
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 Handling, processing and welfare considerations 
I followed methods recommended for whooping cranes (Grus americana) to avoid capture 
related stress and injury (Hartup 2006). Upon capture I fitted a hood over the bird’s head and 
a body wrap to hold the wings and legs (Hayes et al. 2003). I stopped using body wraps in 
2010 to reduce handling time and stress. If signs of stress were observed (Hartup 2006), I 
immediately released the bird. Birds were released at capture sites and groups were released 
together to maintain bonds (Krapu et al. 2011). I left capture sites immediately after release, 
monitored birds to ensure resumption of normal behaviours and re-checked their welfare 24 
hours after capture. Pre-fledged chicks were observed from a distance, ensuring they reunited 
with their parents. I re-visited chick capture sites fortnightly and monitored platform 
transmitter terminal (PTT) data until they fledged. I did not capture in the rain or when 
temperatures exceeded 27°C. 
 Tagging methods: band and transmitter fitting 
Due to unpublished reports of injuries and mortalities from size 13 (ABBBS 2000) bands (P. 
DuGuesclin, pers. comm.), I used size 14 and 35 (22 mm internal diameter) after testing them 
on captive birds. I switched to size 35 bands exclusively after observing size 14 bands 
opening over time. I tested harness attachment methods with a dummy PTT on six captive 
birds (Faunatech Austbat, using North Star Science and Technology (North Star), USA 80 g 
battery PTT specifications) and a 30 g leg-band-fitted solar GPS PTT (North Star) on one 
captive bird. 
I fitted adult and juvenile brolgas at non-breeding sites with 85–90 g backpack GPS PTTs 
(North Star) in 2010–2011, using harnesses made of 15 mm Teflon tape (Nagendran et al. 
1994). From 2011 onwards I used a neck and wing loop harness (Melvin et al. 1987) due to 
concerns about harness fit for one individual. The harnesses had a release mechanism, made 
of dental floss (Nagendran et al. 1994) or rubber O-rings, to allow harness and PTT shedding 
over time. The 30 g leg-band-fitted solar GPS PTTs (North Star) were fitted on 6–9 week old 
pre-fledged chicks, adults and juveniles in 2011, using methods described by Krapu et al. 
(2011). All PTTs had a heavy, reinforced antenna and base to prevent damage by the birds. I 
reinforced the antenna base further with Araldite® epoxy glue before deployment. 
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 Comparison of methods 
I compared the methods with regards to their success and days spent on capture as well as 
injuries and deaths resulting from their use. No statistical tests were conducted due to small 
sample sizes. To gauge success, I compared the number of successful captures with total 
capture attempts for each method. To determine the capture efficiency of the most successful 
method, I assessed the number of captures per day in more detail for the noose traps when 
used alone, with bait, with call playback and with taxidermy decoys. Finally, I determined the 
safest capture method by assessing the number of injuries and deaths to brolgas and non-
target species for each method. 
 Results 
 Success of capture methods 
I captured 6 adult and 6 juvenile brolgas, in the wild, in 2010–2011. Successful capture 
methods included noose traps and a cannon net, although both were time consuming and often 
unsuccessful (Table 2-2). Noose traps became more efficient once I used the Australian noose 
traps with taxidermy brolga decoys and call playback (Figure 2-4). I used playback without 
decoys successfully once – the first time I trialled it. Although it was clear that playback 
attracted brolgas into the field, they were not attracted to the trapping area, instead feeding in 
other parts of the field. I thus deployed both playback and decoys for all subsequent capture 
attempts – playback to attract brolgas into the field and decoys to attract them to the trapping 
area. This was the most successful and efficient method compared with other methods and 
compared with using nooses without call playback and taxidermy decoys (Table 2-2, Figure 
2-4).  
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Table 2-2. Methods successfully used for capturing brolgas, capture effort in days, average number of people per catch and injuries recorded 
during the study. Captures per person day were calculated as a proportion of number of captures to number of people days (number of people for 
all capture days of the method). Capture days include each day that a capture was attempted.  
Method 
Number of 
captures Capture days 
Average number of people 
per catch attempt (range) 
Number caught 
and age of bird 
Captures per person 
day 
Injuries (target and non-target 
spp.) 
Pre-fledged chicks 21 13 5.5 (3–9) 21 chicks (6–9 
weeks) 
0.02 0 
Clear noose 0 2 1.5 (1–2) N/A N/A N/A 
Single noose 0 4 2.7 (2–4) N/A N/A 0 
Indian noose 0A 12 3.3 (2–4) N/A N/A 2B 
Australian noose 8 23 3.7 (2–6) 4 adults; 4 
juveniles 
0.004 3 
Cannon net 3 19 4.4 (2–7C) 2 adults; 1 
juvenile 
0.002 1 
Spotlighting 0 4 2.5 (2–3) N/A N/A N/A 
Clap net 0 3 1.5 (1–2) N/A N/A N/A 
Herding to a penD 1 1 4 1 juvenile 0.25 0 
Total 33 73 4.4 (1–9) 21 chicks; 6 
adults; 6 juveniles 
 6 
AOne juvenile brolga escaped from an Indian noose. BThese injuries were to non-target species (Australian shelduck and long-billed corella). CNumber of people at the single successful 
cannon net catch was 7. DThis juvenile had joined a captive flock at Serendip Sanctuary. 
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Figure 2-4. Number of brolgas captured per day using nooses only; with nooses and bait; 
nooses and playback; nooses, bait and taxidermy decoys; nooses, call playback and taxidermy 
decoys; and nooses, call playback, taxidermy decoys and bait. Numbers above bars depict 
number of days each method was employed. The first time I employed call playback was 
without taxidermy mounts and I successfully captured a brolga. For all subsequent attempts I 
always used both call playback and taxidermy decoys.  
 
I had one successful cannon net catch, one by herding to a pen at a captive brolga facility, and 
no success using the single, Indian or clear noose traps. One juvenile was caught in the Indian 
noose traps by its toe, but escaped. Brolgas saw and avoided the Indian and clear 
monofilament noose traps, cannon nets, clap nets, and associated cables, ropes and catching 
area markers. I had limited success attracting brolgas with bait, using wheat and barley in 
combination with nooses (Figure 2-4) and a cannon net. I captured 21 pre-fledged chicks in 
13 capture days (2009–2012) using active pursuit (Table 2-2), with 1–3 captures per day. I 
was unsuccessful on 3 of 24 attempts. 
 Injuries and mortalities 
Time from capture to release was 15–30 min, except in one instance where a family group 
was released 81 min after capture. Of 33 captures I had three injuries and one death attributed 
to capture methods. I had no injuries or mortalities attributed to the use of size 14 and 35 
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bands or PTT attachment methods, though I did observe abrasions from a harness on one bird. 
I had a further three deaths, which were not attributed to capture or tagging methods. All 
mortalities and injuries are described in more detail below. 
One adult male brolga, captured and released in a family group, suffered from capture related 
stress after a cannon net capture. Birds were held for 21 min longer than the maximum time 
from capture to release reported by (Krapu et al. 2011) (15–60 min) to retain group and 
family bonds, though within a range reported by (Ramakka 1979) (51–525 min). The male 
brolga was observed flying and walking for 1–2 days, but was observed to be unable to do 
either, three days after capture. Rehabilitation attempts failed and the bird was euthanised 15 
days after initial capture. Post-mortem results found capture myopathy as the cause of 
injuries, based on gross pathology and histopathology (Pathology report number: W547–10, 
Faculty of Veterinary Science, University of Melbourne). There was no indication that the 
other two birds of this family group were similarly affected. 
A juvenile brolga captured in an Australian noose trap showed signs of stress during handling 
and was released immediately, but initially appeared to have difficulty flying. Handling time 
(21 min) was within the recommended time for single bird captures (Hartup 2006). I tried to 
recapture this brolga on three separate days, but was unsuccessful because it could fly. This 
individual died a month after capture and field observations of the carcass suggested 
depredation by a red fox (Vulpes vulpes). There was some initial concern about the harness 
fit, but the mortality could not be confidently attributed to the harness due to its destruction by 
the predator. A post-mortem stated the probable cause of mortality was predation and that 
abrasions found on the leading edge of the wing, where the harness was in contact with skin, 
were not suggestive of physical trauma. Gross pathology and histopathology found no 
evidence suggestive of capture myopathy (Pathology report number: W612–11, Faculty of 
Veterinary Science, University of Melbourne). 
Three other juveniles died 2–5 months post capture. Two of these died 2–5 months after 
dispersive movements: the first by either a fence collision or ground predator and the second 
by a large raptor predator. The third juvenile died from injuries caused by an attack from 
another brolga at the Serendip Sanctuary captive facility. 
I captured 24 individuals of non-target species in the Indian (n = 19), clear (n = 1) and 
Australian noose traps (n = 4), including six sheep (Ovis aries), 16 Australian shelduck 
(Tadorna tadornoides), one long-billed corella (Cacatua tenuirostris) and one white-faced 
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heron (Egretta novaehollandiae). I had two mortalities of non-target species from Indian 
noose traps: Australian shelduck and long-billed corella, both caught in several overlapping 
nooses. This raised serious welfare issues so I stopped using the Indian nooses. I had no fatal 
injuries or mortalities from the Australian nooses, and very low rates of by-catch (n = 1) when 
I used them in early morning feeding areas with call playback and decoys. The Australian 
noose traps caused three minor injuries to brolgas: one received a minor cut on the foot, and 
two had a mild limp after capture, which disappeared within 24 hours. These birds were 
caught on the zigzag line of the trap arrangement Figure 2-3 A, where the corner peg did not 
release from the ground. All three subsequently completed a movement of ~100 km from non-
breeding to breeding areas. All other adults and juveniles dispersed to breeding areas in south-
west Victoria and all pre-fledged chicks survived to fledging and dispersed from their natal 
sites, suggesting no long-term adverse effects from capture and tagging. 
 Discussion 
To capture brolgas, I combined existing methods to develop a highly successful method using 
call playback with taxidermy decoys and Australian noose traps. This is the first time call 
playback has been used to capture cranes. The method caused minimal number of injuries and 
no deaths. Injuries experienced in this study can be avoided in future studies by using elastic 
at the pegged ends of noose lines. Use of playback, taxidermy decoys and camouflaged traps 
eliminates the need to habituate cranes to traps or to finding bait, which can be very time 
consuming (Folk et al. 2005). This method therefore allows for a more opportunistic selection 
of capture sites and can save valuable time and research funds. 
 Success and capture efficiency of methods 
Although this study had an overall low capture per person day rate, many of the published 
crane capture methods failed for brolgas and were more time consuming or unsafe compared 
with my method. I was unsuccessful using spotlighting, clap nets and Indian nooses, which 
have been successful in other studies (Drewien and Clegg 1992, Hereford et al. 2001, Folk et 
al. 2005). In contrast with other crane species (Folk et al. 2005, Parker et al. 2008), 
habituation to traps did not work with brolgas due to their wariness and frequent changes of 
feeding and roosting sites. The Australian noose traps required no habituation because they 
blended in with the environment and thus eliminated trap avoidance behaviour. 
Chapter 2: Assessing capture and tagging methods for brolgas, Antigone rubicunda (Gruidae) 
50 
I had low success attracting brolgas to bait. Some studies have found similar lack of response 
to bait (Ramakka 1979, Urbanek et al. 1991) although others have successfully used it to 
attract cranes to traps (Higuchi et al. 1996, Folk et al. 2005), suggesting success depends on 
local conditions and food availability. Relying solely on bait is unlikely to be effective for 
catching brolgas but may work when used in combination with playback and taxidermy 
decoys. The key to this study’s success was using call playback and taxidermy decoys as 
attractants where baiting failed. Although call playback attracted brolgas to the trapping 
fields, using this method alone is unlikely to be successful due to the size of the fields (~0.25–
2.6 km2), where the noose traps covered 0.001 km2 (50 m × 20 m) area. Taxidermy decoys, in 
combination with call playback, were thus important in drawing birds into the noose traps in 
fields where birds had a choice to land anywhere. I observed brolgas walking directly towards 
the taxidermy decoys after landing in a feeding field, showing strong attraction to their 
conspecifics when making foraging choices. 
 Welfare considerations and recommendations 
Australian noose traps, used together with call playback and decoys, had the lowest fatal 
injury and non-target species capture rates compared with Indian noose traps and a cannon 
net. I had serious welfare issues with the Indian noose trap due to the stakes not releasing 
from the ground, which is the main means of releasing tension to avoid injuries. No other 
study I am aware of has reported injuries from the use of these traps (e.g. Hereford et al. 
2001) or other types of noose traps. I stopped using this method due to mortalities of non-
target species caught. I recommend against using Indian noose traps for capturing brolgas, 
and other waterbirds, due to their potential to cause permanent or lethal injuries. This is 
particularly the case if the substrate of the capture area consists of hard or compacted soil, as 
the pegs may not release from the ground and the nooses may injure the birds. I had no such 
issues with the Australian noose trap, although they caused three minor injuries. Such injuries 
are avoidable in future studies by adjusting the trap set up. The injuries in this study were 
caused by the corner peg of the zig zag line (Figure 2-3A(3)) failing to release. I therefore 
recommend that instead of using one line pegged at corners, three separate lines should be 
used across the parallel lines, each with elastic at both ends. 
I had one mortality post-capture due to capture myopathy from a cannon net catch. The use of 
this method should follow careful consideration if other safer methods are available. In 
comparison with other studies that have used rocket nets (Ramakka 1979, Tacha et al. 1982, 
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Urbanek et al. 1991), there were no injuries from net extension. Incidence of capture 
myopathy from physical restraint can be avoided by minimising handling time, monitoring for 
signs of stress and immediate release if the bird becomes agitated while restrained (Hartup 
2006). There were no welfare issues with other individuals, which I released within 
recommended time for physical restraint (Hartup 2006). Alpha-chloralose has been used on 
sandhill cranes (Grus canadensis) to reduce the risk of capture myopathy, in preference to 
physical restraint methods (Hayes et al. 2003, Hartup et al. 2014). This was not an option in 
this study due to: (1) inability to house brolgas until sedative wears off; (2) difficulty in 
controlling dosage; (3) increased risk of predation or collision with fences and power lines; 
(4) potential impact on non-target species and livestock; and (5) availability of veterinary 
personnel. 
ABBBS size 35 metal bands, 22 mm colour bands and leg-band-fitted PTTs were safe for 
brolgas, including 6–9 week old chicks. Backpack harness-fitted PTTs were also safe for 
adults and juveniles. I recommend against using ABBBS size 13 bands for brolgas due to 
unpublished injuries and mortalities in previous studies. I also recommend using leg-band-
fitted PTTs in preference to backpack-fitted PTTs as they have fewer potential welfare issues 
and are fast and easy to fit (see also Ellis et al. 2001). Although they remain on the bird for its 
entire life, there are no known problems associated with their fitting as long as the band size is 
appropriate. Harnesses are slow to fit and although they fall off over time, can cause 
entanglement, skin abrasions and hinder flight (Foster et al. 1992, Ellis et al. 2001, Peniche et 
al. 2011). If harnesses are used, I recommend using (Melvin et al. 1987) neck and wing loop 
design, in preference to (Nagendran et al. 1994) figure eight design. Some caution should be 
taken in implementing these recommendations in future studies as small sample sizes limit 
generalisations beyond this study. However, it is clear that some welfare issues can be 
avoided by following some of the recommendations.  
 Conclusion 
Safe capture methods that limit injuries and mortalities are paramount, in particular when 
working with threatened species such as the brolga. Although the effectiveness and welfare 
risk of methods can differ between species and capture situations, Australian noose traps with 
call playback and taxidermy decoys are safe to use with brolgas and likely to be useful for 
capturing other crane species. This method is most likely to succeed with: adults or fledged 
juveniles during the non-breeding season when cranes flock together; species with similar 
Chapter 2: Assessing capture and tagging methods for brolgas, Antigone rubicunda (Gruidae) 
52 
diets and behaviour to brolga; and species that congregate in flocks to feed in agricultural 
areas (e.g. sandhill crane, sarus crane, Antigone antigone). Our methods and results may also 
be useful for ethics committees making decisions on project approvals, as such committees 
rely on evidence of research methods that minimise harm to study species. 
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First adult brolga fitted with a GPS transmitter. Photo by Roslyn Jamieson 
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 Introduction 
To maintain fitness, animals often need to shift location in response to resource availability. 
Many resources (e.g. food and breeding habitat) are seasonally available (Corrick 1982, 
Fryxell and Sinclair 1988, Madsen and Shine 1996, Abell et al. 2006, Sardà-Palomera et al. 
2012), especially when linked to changes in weather or climate (Bateman et al. 2012a, Bohrer 
et al. 2014) leading to seasonal movement patterns for some species (Hansson and Åkesson 
2014). Seasonal movements, in particular when undertaken over long distances across 
continents or hemispheres, are usually termed migration (Dingle and Drake 2007), and are 
most often undertaken between breeding and non-breeding areas or in response to resource 
availability (Fryxell and Sinclair 1988, Kanai et al. 2002, Alonso et al. 2008, Noyce and 
Garshelis 2011). 
Particular resource requirements and the spatial distribution of those resources will influence 
how far animals move. Individuals within populations may also adopt a resident or migratory 
movement strategy depending on resource quality and the degree of seasonality within their 
range (Shaw and Couzin 2013a, Shaw and Couzin 2013b). Greater density of resource 
patches should favour a resident strategy (Grovenburg et al. 2011, Shaw and Couzin 2013a), 
whereas smaller habitat patches and highly seasonal environments should favour adoption of 
a migratory strategy (Shaw and Couzin 2013a). In some species, populations may consist of 
both resident and migratory individuals – this is known as partial migration (Kaitala et al. 
1993, Shaw and Levin 2011). Spatial arrangement of resources can have a major influence on 
distances moved between resources, such as breeding and non-breeding areas, and distances 
moved in turn can influence population structuring and genetic connectivity of populations 
(e.g. Calambokidis et al. 2001, Valtonen et al. 2014). Understanding such landscape level 
movement patterns of animals is important for conservation planning (e.g. Higuchi et al. 
1996, Kanai et al. 2002, Russell et al. 2013, Runge et al. 2014).  
Advances in animal tracking technology used in a conservation and management context has 
greatly increased our knowledge of movement patterns of a range of bird species (e.g. Kanai 
et al. 2002, McCulloch et al. 2003, Ueta et al. 2003, Krapu et al. 2011, Battley et al. 2012). 
Migration and seasonal movements of birds have been extensively studied in the northern 
hemisphere (Johnson et al. 2010, Klaassen et al. 2010, Köppen et al. 2010, Burnham and 
Newton 2011) where the pattern of seasonal migration is relatively predictable due to 
distinctive seasons. Photoperiod, temperatures and snow cover reduces the availability of food 
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for most bird species resulting in the need to shift their location to southern latitudes where 
resources are more readily available (Kingsford and Norman 2002). Less is known about 
seasonal movements of birds, and in particular waterbirds, in Australia where it is thought that 
such movements are less predictable than in the northern hemisphere due to the stochastic 
nature of the continent’s climate and weather patterns (Dorfman and Kingsford 2001, 
Kingsford and Norman 2002, Roshier et al. 2008a). It is generally accepted that waterbirds 
are likely to respond to rainfall patterns and wetland availability (Kingsford and Norman 
2002, McEvoy et al. 2017, Pedler et al. 2018). However, even basic knowledge about 
movement patterns for many of Australian waterbird species is lacking (Kingsford and 
Norman 2002) although some studies have addressed this knowledge gap (Dorfman and 
Kingsford 2001, Roshier et al. 2006, Traill et al. 2010, Pedler et al. 2014, McEvoy et al. 2015, 
Pedler et al. 2018). Ecological information of Gruiformes (cranes, rails, crakes and gallinules) 
is the poorest out of all waterbirds in Australia (Kingsford and Norman 2002), although much 
research has been undertaken on ecology and movement patterns on other species of cranes 
(family: Gruidae) in Europe, Asia and northern America (e.g. Tamura et al. 2000, Fujita et al. 
2004, Alonso et al. 2008, Qian et al. 2009, Krapu et al. 2011, Mingozzi et al. 2013, Ivey et al. 
2015, Pearse et al. 2018). 
The brolga (Antigone rubicunda, family: Gruidae) is a wetland-dependent bird of northern 
and south-eastern Australia (Marchant and Higgins 1993). The species is common in northern 
Australia, but is rare and threatened with extinction in the south-eastern states of Australia: 
Victoria, New South Wales and South Australia (Bransbury 1991, DuGuesclin 2003). Much 
of the brolgas’ wetland habitat in these states has been lost or modified, mainly for 
agricultural purposes and on-going habitat loss is a threatening process for the species 
(Bransbury 1991, DuGuesclin 2003). Brolga is described as non-migratory by Meine and 
Archibald (1996) and DuGuesclin (2003), though DuGuesclin (2003) also states brolgas 
undertake seasonal movements and Marchant and Higgins (1993) describe the species as 
being partly migratory and undertaking some dispersive movements. These varied definitions 
reflect the lack of detailed understanding of brolga movement behaviour and perhaps suggest 
that brolgas have behavioural flexibility and can adopt a range of movement strategies.  
Brolgas move between breeding and non-breeding habitats annually (Marchant and Higgins 
1993, Meine and Archibald 1996, DuGuesclin 2003). Timing of movements in south-eastern 
Australia is likely to be driven by rainfall, seasonal availability of wetland habitat and 
Chapter 3: GPS tracking reveals two movement strategies of brolgas (Antigone rubicunda) within a restricted range 
56 
agricultural cropping cycles (Marchant and Higgins 1993, Pizzey 1994, Meine and Archibald 
1996). In south-eastern Australia they usually breed between July and November, which 
coincides with filling of shallow freshwater breeding wetlands during the winter-spring 
months (July to October) (Arnol et al. 1984). Drying of wetlands in late spring to early 
summer (November to December) is thought to drive movements of breeding pairs and their 
offspring to non-breeding areas where brolgas congregate in flocks of up to 200 individuals 
between December and May (Arnol et al. 1984, White 1987). In high rainfall years, breeding 
may extend to March, and brolgas may stay as residents at breeding areas throughout the year 
rather than moving to non-breeding areas over summer (Arnol et al. 1984).  
In southern Australia breeding wetlands are concentrated in south-western and north-eastern 
Victoria (Arnol et al. 1984, Emison et al. 1987, Harding 2001, Herring 2001, Myers 2001) 
Victorian Department of Environment, Land, Water and Planning Biodiversity Atlas) (Figure 
3-1). The density of suitable wetlands varies, as does the distance between breeding and non-
breeding habitats, across the brolga’s range in south-western Victoria Figure 3-1. How this 
might influence the distance and direction of movements between suitable habitats is 
unknown. Overall, there is poor understanding of distances moved between breeding and non-
breeding habitats; movement strategies and routes; and movements between south-western 
and north-eastern Victoria. Band recoveries (n=2) suggest movements of 72 km and 17 km 
within Victoria (Australian Government Department of the Environment). Despite the known 
large scale dispersal ability the south-western Victorian population is considered to be 
separate from the north-eastern Victorian population and it is thought that movements 
between them are unlikely (Arnol et al. 1984, White 1987, Herring 2001, DuGuesclin 2003). 
To date, these assumptions of population segregation have not been tested and the overall lack 
of information on brolga’s annual movements presents a challenge for managing potential 
threats when they move between breeding and non-breeding sites.   
This is the first study to undertake a comprehensive investigation of the movement patterns of 
brolgas. Here I investigate annual movements between breeding and non-breeding areas at a 
landscape scale and suggest possible mechanisms driving movement strategies of brolgas in 
south-western Victoria. Specifically, our aims were; 1) to describe movement distances, 
timing and routes between breeding and non-breeding areas; 2) to describe movement 
strategies and suggest potential underlying mechanisms driving them. 
Chapter 3: GPS tracking reveals two movement strategies of brolgas (Antigone rubicunda) within a restricted range 
57 
 
 Methods 
 Study area and capture sites 
I conducted our study in south-west Victoria, Australia (bounded by latitudes and longitudes: 
37°15’12.24”S 140°57’45.88”E; 38°26’54.95”S 140°56’51.79”E; 38°28’14.90”S 
143°30’28.10”E; 37°17’13.48”S 143°29’58.16”E). I captured brolgas at two main non-
breeding sites near Willaura and Penshurst and at breeding sites across the region (Figure 
3-1). The region’s main land use is cropping and grazing, with average annual rainfall 
increasing from 500 mm inland to 910 mm near the coast (Cochrane et al. 1991, Glenelg-
Hopkins Catchment Management Authority 2012). Rainfall is highly seasonal in the region 
with an average monthly rainfall of 24–60 mm during warm dry summers (December to 
February) and 50–110 during cool wet winters (June to August) (Commonwealth of Australia 
2012).  
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Figure 3-1. Study area and capture sites. Black circles are breeding site capture locations and 
black triangles are non-breeding site (termed as flocking site in Sheldon 2004) capture 
locations. Major towns are shown, with the centre of town represented as a black star. Red 
circles are historical breeding sites, recorded up to 2009. Rivers are shown in dark grey, and 
wetlands are shown in pale grey. Black polygons represent flocking sites, as defined in the 
methods. The inset shows Australia, with brolga records in grey and black triangle denoting 
the south-western Victorian study area.  
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 Location data collection 
To study movements of brolgas I fitted individuals with colour bands and platform transmitter 
terminals (PTTs) during the breeding and non-breeding season, between 2009–2012. Capture 
and tagging methods are detailed in Chapter 2. I colour-banded nine pre-fledged, 6–9 week 
old, brolga chicks during the breeding season – eight in 2009–2010 and one in 2012. I 
monitored colour-banded brolga chicks periodically at the breeding sites until they fledged, 
and I visited non-breeding sites during summer–autumn (January–May) 2010–2012 after the 
chicks had fledged. I recorded resighting locations with a GPS unit (Garmin eTrex Legend, 
Olathe, Kansas, USA) and mapped them in ArcMap 9.2 (ESRI 2007). All colour-banded 
chicks were seen at least once after fledging and the number of resightings pre- and post-
fledging varied between two and nine.  
I deployed 23 GPS PTTs; including on five adults and six juveniles during the non-breeding 
season, and 12 pre-fledged brolgas between April 2010–October 2012. I used a range of 
capture methods including cannon nets, noose lines with decoys and call playback and the 
‘run down’ method for pre-fledged chicks (Chapter 2). I fitted eight brolgas with 85–90 g 
battery backpack type GPS PTTs (North Star Science and Technology, USA (North Star)) and 
15 with 30 g leg-band-fitted solar GPS PTTs (North Star) (Chapter 2). The 15 leg-band PTTs 
acquired four GPS fixes per day: in the morning (9:30 for battery PTTs, 8:00 for solar PTTs), 
midday (12:00), late afternoon (16:00) and late evening (23:00) (times in EST, i.e. GMT+10 
hours). I chose these GPS acquisition times to provide data on daily and seasonal movement 
patterns while increasing battery life, and expected sufficient solar charge in southern 
Australia, based on discussions with the North Star engineer.  The GPS acquisition schedule, 
and a PTT duty cycle of 8 hours on/135 hours off, allowed for an estimated PTT life of 18-24 
months for the battery PTTs and 24-36 months for the solar PTTs, suitable for studying 
annual, landscape scale, movement patterns between breeding and non-breeding areas across 
multiple seasons. Four of the eight backpack PTTs acquired location data at the same times as 
the leg-band PTTs. The other four backpack PTTs, fitted in 2011, were programmed to 
acquire 13 GPS fixes per day, but only the 8:00, 12:30, 15:30, and 23:00 fixes were used for 
the current analyses, equivalent to the other PTT schedules. These PTTs had a duty cycle of 8 
hours on/40 hours off. One adult and two juveniles with PTTs, died before undertaking 
movements between breeding and non-breeding areas; I excluded data for these individuals 
from the analyses. 
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 Location data  
I used GPS data from April 2010–August 2012 for 19 individuals and from October 2012 to 
March 2013 for one individual. Location data were downloaded from the Argos satellite 
system website (http://www.argos-system.org/). Data files were decoded using North Star’s 
software PTT Tracker. The accuracy of these GPS fixes was between <25 m and 75 m. 
Despite the high accuracy I noticed several implausible location fixes for pre-fledged chicks 
during preliminary visualisation of these data. Distance between some fixes was further than 
expected from a flightless chick and often within another chick’s home range. I thus filtered 
our data using the Douglas Argos-filter (DAF) (Douglas et al. 2012) to ensure accuracy of 
location fixes prior to further analysis. The DAF is commonly used for low quality Argos 
Doppler location data (Douglas et al. 2012). It marks suspect locations using a set of 
algorithms, with user-defined parameter thresholds for maximum distance within a given 
time, rate of movement and angle of movement (Douglas et al. 2012).  
The maximum plausible distance moved by brolgas between fixes was determined from birds 
with PTTs acquiring 13 fixes a day. These data showed that movements of up to 20 km within 
a 4-hour period are possible. I used the same rate of movement as (Krapu et al. 2011) for 
sandhill cranes and chose an acute turning angle of 10°, as brolgas exhibit a high level of 
angular movements departing from roosts in the morning, often returning to the same roost in 
the evening (I. Veltheim pers. obs.). I thus set the maximum distance between fixes to 20 km, 
rate of movement to 100 km/hr, and angle of movement to 10° resulting in DAF identifying 
locations to be filtered that exceeded these distances and rates and were below 10° for turning 
angles (i.e. the settings were MAXDERUN = 20 km, MINRATE = 100 km, RATECOEF = 
10°, see Douglas et al. 2012).  
Individual points marked as filtered by the DAF were examined in ArcMap 9.2. Location 
fixes marked for filtering but upon visual inspection were supported by other, nearby, fixes in 
the bird’s schedule were retained if the habitat, movement distance and latitude and longitude 
were realistic (similar to approach used by Krapu et al. 2011). The DAF marked 119 out of a 
total of 22,842 fixes as filtered (0.005% of all fixes). A further 117 (0.005%) fixes were 
duplicates or otherwise improbable due to location and habitat – e.g. fixes over the sea or in 
forested habitat with no nearby wetlands. Of all DAF marked errors, 199 location fixes were 
removed following visual inspection. After removing errors, the total number of GPS fixes 
acquired during the study was 22,643. Once I removed fixes other than 8:00, 12:30, 15:30, 
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and 23:00 for the three PTTs that acquired 13 fixes a day, and excluded three birds that died, 
the final data set consisted of 18,864 fixes; 2,195 for adults; 2,535 for juveniles; and 14,134 
for birds captured as pre-fledged chicks. 
 Defining non-breeding and breeding areas of brolgas  
I defined non-breeding and breeding areas using historical data. I collated all brolga 
occurrence records from the South West Victorian brolga flocking database (Sheldon 2004), 
the Victorian Department of Environment, Land, Water and Planning Biodiversity Atlas and 
the BirdLife Australia Atlas (Blakers et al. 1984, Barrett et al. 2003) up to 2009. I used 
records from December to May for all years to represent non-breeding records as per Sheldon 
(2004). Records prior to 1950 and duplicates were omitted. To be consistent with Sheldon’s 
(2004) definition for flocking (non-breeding) sites, I also omitted records with a count of less 
than 10 individuals. Furthermore, I used 28 of the 29 non-breeding sites identified by Sheldon 
(2004) to define non-breeding areas in our study. Sheldon (2004), selected sites based on five 
criteria: records since 1990; recorded in more than one year; direct association of record with 
wetland; ³1 record of counts of 10 or more individuals and recorded in more than one month. 
I excluded Lake Florence (wetland ID 182 in Sheldon 2004) using these criteria. I added post-
2004 records that fitted Sheldon (2004) criteria from: BirdLife Australia atlas (Blakers et al. 
1984, Barrett et al. 2003), the Victorian Biodiversity Atlas, and the current study at: 
Edenhope, Penshurst, Streatham, Darlington, Lake Bolac and Pura Pura.  
I mapped non-breeding areas by creating Minimum Convex Polygons (MCPs) with 
HawthsTools (Beyer 2001–2014) in ArcMap 9.2. These consisted of at least three presence 
records within five kilometres of each other, which represents realistic brolga foraging ranges 
from roost sites (Herring 2001). This approach is different to that of Sheldon (2004) who 
identified non-breeding sites as individual wetlands, because I wanted to identify non-
breeding areas, consisting of multiple wetlands and feeding areas, able to support brolgas 
throughout the non-breeding season. I used confirmed breeding records from all the 
aforementioned data sources, and additional data from ecological consultants, to define 
breeding areas. 
 Sampling and analysis of movements – timing and distance of movements 
To investigate movement strategies of brolgas I used the morning, midday, late afternoon and 
late evening GPS fixes in each bird’s schedule (n = 20) as well as resighting data from pre-
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fledged chicks fitted with colour-bands only (n = 9). I calculated all movement distances 
using HawthsTools and mapped tracks in ArcMap 9.2. 
I investigated timing, distance and direction of brolga movements between breeding and non-
breeding sites using resighting data of colour-banded individuals at non-breeding sites and 
GPS data from breeding and non-breeding sites. I used GPS data from individuals fitted with 
PTTs as pre-fledged chicks, juveniles and adults. For those individuals tagged as pre-fledged 
chicks, I excluded GPS data obtained prior to fledging. Fledged crane chicks fly to non-
breeding sites with their parents (Alonso et al. 2008) and their movements can thus be 
considered as movements of family groups – consisting of breeding adults and their fledged 
chicks. 
Preliminary mapping revealed different movement strategies between adults and juveniles as 
well as between capture locations, east and west of Hopkins River (Figure 3-1). I investigated 
these patterns further in the following way. I calculated movement distances as the distance 
between monthly centroids, where a centroid was the centre of the monthly home range 
calculated as an average latitude and longitude, for each month, for each bird. I used the 
HawthTools for ArcMap and ‘R’ version 3.0.1 (R Core Team 2013) to calculate movement 
distances and summary statistics, in kilometres. As the data was heavily skewed towards short 
movement distances, I log transformed the distance values for further analysis to meet model 
assumptions of a normal distribution of the response variable (mean distance). I excluded data 
from the brolga captured near Kaladbro in this model, as it was the only individual captured 
in this location.  
I used a random effects model to test the effect of age, capture location and month on centroid 
movement distance. The response variable was the log of distance moved (di = ln(Di)), which 
was assumed to be drawn from a normal distribution with a residual standard deviation (σ) 
that was estimated. The mean of the log distance for observation i (mi) was modelled as a 
linear function of the age of the bird (adult and juvenile) associated with observation i, the 
effect of capture location (two different locations: Willaura/Penshurst and east of Hopkins 
River), and the month of year (as a categorical variable with 12 levels). The model also 
included a random effect for individual to account for variation in the distance moved among 
individuals: !" = $ + &' 	×	*+["] 	+ 	&. × 	/+["] 	+ 	&0,23 +	4+["] 
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where α is the intercept, j[i] is the identity of the individual associated with data point i, β1 is 
the effect of the age of the individual associated with observation i, β2,j,  is the effect of the 
location at which individual j was captured, β3[j] is the effect of month j of data point i, and ej 
is the random effect for individual j associated with the observation. The categorical variable 
of month was modelled by setting movement in January as the reference class (b3[1] = 0), and 
estimating the other parameters (b3[2], b3[3], …, b3[12]). Thus, the parameters b3 reflect the 
difference in movement distance relative to the average distance moved in January. Age was 
expressed as Aj = 1 when individual j was an adult, and Aj = 0 when individual j was a 
juvenile. Thus, b1 represents the difference in distance moved between adults and juveniles. 
Individuals captured at Willaura/Penshurst were coded as Lj = 1, and individuals captured at 
sites east of Hopkins River were coded as Lj = 0. Thus, b2 represents the difference in 
distance moved between individuals captured at the two locations. The random effect was 
modelled as being drawn from a normal distribution with a mean of zero and a standard 
deviation that was estimated. 
I undertook modelling within the Bayesian framework, using OpenBUGS (version 3), with 
flat priors. Priors for regression coefficients were normal distributions with a mean of 0 and 
standard deviation of 1000. Priors for the standard deviations were uniform distributions 
between 0 and 100. I ran the model with three chains, and 10,000 iterations at a time until I 
observed model convergence of the Markov chains at 100,000 iterations. I also used the 
Brooks-Gelman-Rubin statistic to assess convergence. I then re-ran the model with a burn-in 
of 100,000 iterations and then took a further 300,000 samples from each chain to characterise 
the posterior distributions of the parameters.  
 Results 
The 23 PTTs transmitted for 4–646 days, with an average of 174 (s.d. = 134) days for adults, 
168 (s.d =159) for juveniles and 453 (s.d. = 227) for birds captured as pre-fledged chicks. The 
solar-charged PTTs fitted on pre-fledged chicks had longest operational times. Of all the GPS 
fixes, 42% were within the accuracy class of < 25 m, 40% had an accuracy of 26–50 m, 14% 
were within 51–75 m and 4% were within 76–100 m. The average PTT GPS acquisition rate 
was 64% (s.d. = 12%) (range 41%–89%; n = 23). PTTs acquiring 13 fixes had the highest 
acquisition rate (80-89%). 
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 Average distances moved by Brolgas 
Of all the single movements recorded, 94% were within 5 km, 4% within 5–-9.9 km and 2% > 
10 km. The minimum distance moved from a breeding to a non-breeding sites was 10 km, the 
maximum was 123 km. Movements of >30 km mostly occurred between May to August and 
November to December (Figure 3-2). Average movement distances were shortest between 
January and April (Figure 3-2). The south-west Victorian brolga population appears to be 
most stable during the non-breeding season, when movements were 3.7 km on average 
between December and May.  
 
 
Figure 3-2. Boxplot of distance moved by brolgas in south-western Victoria (2010–2012). 
The horizontal bars represent the median distance moved (km) (distance between centroids); 
the horizontal edges of the boxes represent the hinges (25th and 75th percentiles); the vertical 
lines represent the boxplot whiskers, which extend to values within 1.5 times inter-quartile 
range of the hinge; and the points beyond the whiskers are outliers, which in this case indicate 
individuals undertaking particularly long-distance flights.  
 Timing of movements between non-breeding and breeding areas 
The longer distance movements between May–August were from non-breeding to breeding 
areas and those between November–December movements back from breeding to non-
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breeding areas, though this pattern was variable between age classes and capture locations 
(Figure 3-2, Figure 3-3). Adults moved from non-breeding to breeding areas between May–
June, whereas most juveniles moved between May–August. Juveniles roamed around the 
landscape more frequently and had less directed movement paths than adults throughout the 
year (Figure 3-2, Figure 3-5).  
 
Figure 3-3. Boxplot of distances (km) moved by adult (white) and juvenile (grey) brolgas. 
Distance (km) is the distance between monthly centroids, where a centroid is the centre of the 
monthly home range calculated as an average latitude and longitude for each month, for each 
bird.  
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Figure 3-4. Centroid distances of brolgas captured at Willaura and Penshurst (white) and east 
of Hopkins River (grey).  
 
Figure 3-5. An example of typical adult (blue) and juvenile (red) movement patterns between 
non-breeding and breeding areas in south-western Victoria. The adult track is June–December 
2011 and the juvenile track June–September 2011. Both individuals were captured at the 
Willaura non-breeding area (polygons in the top right). The other polygons show the location 
of other non-breeding areas (Penshurst non-breeding area shown in the bottom centre). 
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Timing of movements between breeding and non-breeding sites also differed depending on 
capture location: 1) Willaura and Penshurst; and 2) east of Hopkins River and Kaladbro 
(Figure 3-1, Figure 3-4). Juveniles east of Hopkins River moved from breeding to non-
breeding sites in July–November in 2011 (n=4) and February–April in 2012 (n=3), and the 
individual at Kaladbro, in February 2012. In comparison, juveniles from Willaura and 
Penshurst moved to non-breeding sites in October–January in 2011 (n=1) and 2012 (n=3). I 
had limited data on timing of adult movements from breeding areas back to the Willaura and 
Penshurst non-breeding areas due to PTTs battery lives ending prior to birds returning to these 
areas. PTT data (n=1 in 2010–2011) and band sightings (n=3 in 2011–2012) indicated adults 
moved back into non-breeding areas between December and January.  
Timing of chick natal dispersal was highly variable. These represent movements of family 
groups, adult breeders and their young, from breeding sites to non-breeding sites. Seven 
chicks colour-banded in 2009–2010 dispersed between January and May, 2–5 months after 
capture. No dispersal was recorded for one individual, which remained near the breeding site 
five months after capture. The 12 chicks fitted with PTTs in 2010–211 and 2012 dispersed 2–
10 months after capture, between June and December.  
 Movement distances and directionality between non-breeding and breeding areas  
Distances moved by brolgas, between non-breeding and breeding areas, were highly variable 
between individuals, capture locations, and months, though there was little difference in 
distances moved from breeding to non-breeding areas and non-breeding to breeding areas 
overall (Table 3-1).  
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Table 3-1. Distances moved by brolgas between non-breeding and breeding areas.  
Capture location Age n Into non-breeding areas (km) 
mean (s.d.; range) 
Out of non-breeding 
areas (km) 
mean (s.d.; range) 
Willaura/Penshurst Adult 4 96.3 (29.4; 58–124) 110.6 (12.1; 93.9–
123.0) 
Willaura/Penshurst Juvenile 4 95.5 (58.7; 13–145.1) 103.4 (17.9; 78–
119) 
east of Hopkins 
River/Kaladbro 
Juvenile 7 17.2 (2.5-42)  
east of Hopkins 
River/Kaladbro 
Juvenile 4  5.7 (3.7; 1.3-9.8) 
east of Hopkins 
River/Kaladbro 
Immature 19 30.4 (15.2; 8.5-61.9)*  
*These movements represent natal dispersal of fledged chicks from breeding sites, and can be considered as 
movements of family groups consisting of breeding pairs with their offspring. 
 
Overall, throughout the year, individuals tended to move different distances, as indicated by 
the standard deviation for the random effect of individuals being greater than zero (95% 
credible interval for the standard deviation was [0.24, 1.06]). Individuals captured at Willaura 
and Penshurst tended to move further than individuals captured east of Hopkins River 
(posterior mean of b2 = 1.53, 95% CI: [0.57, 2.46]) and juveniles moving further on average 
than adults (posterior mean of b1 = −2.07, 95% CI: [-3.23, -0.89]). Brolgas moved furthest, on 
average, in November (posterior mean b3[11] = 1.19, 95% CI: [0.07 2.30]) and December 
(posterior mean b3[12] =: 1.45, 95% CI: [0.31, 2.58]); movement distances for other months 
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were not obviously different from the reference month of January (the 95% credible intervals 
overlapped zero for the other parameters b3).  
When considering only the movements between non-breeding and breeding areas – juveniles 
and adults, captured at Willaura and Penshurst, moved 79 km further from breeding into non-
breeding areas than juveniles, captured as pre-fledged chicks, east of Hopkins River and at 
Kaladbro (Table 3-1, Figure 3-6). The average distances moved by Willaura and Penshurst 
juveniles (mean = 95.5 km) and adults (mean = 96.3 km) were similar, although distances 
moved by juveniles were more variable than those of adults (Table 3-1). Distances moved by 
fledged chicks dispersing from breeding sites were also highly variable (Table 3-1, Figure 
3-7, Figure 3-8). The average distance moved by chicks from breeding sites was 30.4 km 
(Table 3-1).  
 
 
Figure 3-6. Movements of GPS-tracked brolgas, between non-breeding and breeding areas, in 
south-western Victoria, including individuals captured east of Hopkins River (blue, n=8), 
Penshurst (red, n=3), Willaura (yellow, n=5) and Kaladbro (grey, n=1). Major rivers are 
shown in light grey and wetlands in light blue. State of Victoria is denoted by ‘VIC’ and state 
of South Australia by ‘SA’.  
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Figure 3-7. Natal dispersal of colour-banded chicks from breeding sites. Circles are capture 
locations, arrows are drawn to location of consequent resightings. Polygons depict non-
breeding sites (see Methods). Wetlands in light grey are shown as a background layer.  
 
Figure 3-8. Dispersal of PTT-fitted chicks from breeding sites. Circles are capture locations, 
arrows are drawn to location of dispersal confirmed by GPS transmitters. Polygons depict 
non-breeding sites (see Methods). Wetlands in light grey are shown as a background layer. 
 
Juvenile brolgas east of Hopkins River moved shorter distances out of the non-breeding areas, 
than into them, though fewer individuals made such movements in 2012 indicating a number 
of individuals stayed at non-breeding areas during the breeding season (Table 3-1). Adult 
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brolgas captured at Willaura and Penshurst moved 110.6 km on average, which was slightly 
further than distances moved by juveniles (Table 3-1). 
Six brolgas moved between non-breeding sites in March–August and October–December. 
These movements were mostly undertaken by juveniles (n=5), although one adult also moved 
between Penshurst and Willaura. Distances moved ranged from 23 km to 42 km, although one 
juvenile moved 137.7 km between non-breeding sites. 
All eight brolgas captured at the Willaura and Penshurst non-breeding areas flew south-west 
towards the South Australian border to breeding areas (Figure 3-6). Number of stop over sites 
during these journeys was 1–5 and brolgas took 1–2 days to reach breeding areas. 
Instantaneous in-flight speeds during seasonal movements varied from 37.0 km/hr to 79.6 
km/hr (mean = 57.7 km/hr, s.d. = 13.6, n = 15, range = 37.0–79.6) and the majority of long-
distance movements between breeding and non-breeding areas were undertaken between 
11:00 and 14:00 (n = 1 at 8:00; n = 2 at 11:00; n = 5 at 12:00; n = 3 at 12:30; n = 2 at 14:00; 
n= 2 at 15:30). No altitude was recorded for these locations. 
Movement paths of all brolgas captured at Willaura and Penshurst were strongly directional 
between the non-breeding and breeding areas, in a south-westerly to north-easterly direction 
(Figure 3-6). All brolgas departing from Willaura non-breeding site appeared to follow the 
Wannon River (Figure 3-6). There was no such strong pattern of directionality in the 
movement paths of the brolgas captured east of Hopkins River (Figure 3-6), and although 
their movements between breeding and non-breeding sites appeared to follow a north-south 
axis, brolgas moved in all cardinal directions from the non-breeding sites.  
 Discussion 
Brolgas in south-western Victoria followed one of two annual movement strategies: 1) 
migration, followed by periods spent at breeding or non-breeding sites; or 2) partial 
migration/residency involving short movement distances between breeding and non-breeding 
sites. There was some movement between key non-breeding areas in south-western Victoria, 
mostly undertaken by juveniles. Some individuals also moved into South Australia, indicating 
that brolgas in the south-western Victorian and South Australian region are part of the same 
population. No individuals were recorded moving from south-west Victoria to northern 
Victoria or northern Australia, supporting previous suggestions that these populations are 
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separate and disjunct and movements between southern and northern brolga population are 
unlikely (Arnol et al. 1984, Herring 2001, DuGuesclin 2003).  
 Most Brolga movements were within 5 km 
The majority of brolga movement distances were within 5 km throughout the year. Brolgas in 
south-western Victoria moved shortest distances during the non-breeding season, between 
January–April, suggesting their distribution is most stable at this time of the year. Other crane 
species have also been found to restrict their movements during the non-breeding period 
(Alonso et al. 2008, Ivey et al. 2015). Ivey et al. (2015) found 95% of greater sandhill crane 
(Grus canadensis tabida) daily movements were within 5 km of roost sites during the non-
breeding season, similar to the distances travelled by brolgas in this study. Brolgas rely on 
wetlands for roosting, which become scarcer over summer, during the non-breeding season. 
Shorter movements and restricted distribution of brolgas is thus likely due to limited wetland 
habitat availability during the drier months of the year.  
 Variation in timing of movements between non-breeding and breeding areas 
Most brolgas moved out of non-breeding areas in May–August and into non-breeding areas in 
October–January. This timing of movements between breeding and non-breeding areas 
generally followed known seasonal movement patterns of brolgas (Arnol et al. 1984, Herring 
2001), although I found many exceptions to a strictly seasonal pattern of movement.  
The majority of departures occurred in the middle of the day, between 11:00 and 14:00, which 
is similar to common crane migration timing (Pennycuick et al. 1979, Alonso et al. 1990). 
The timing could be due to cranes waiting for the development of thermals as their use can 
reduce energetic costs of flying (Pennycuick et al. 1979, Alonso et al. 1990). Comparisons of 
flight speeds with other cranes is difficult as I had no information on whether the brolgas were 
actively flapping, gliding or soaring. Nonetheless, mean flap-gliding and gliding speeds of 
common cranes have been recorded at 49–53 km/hr, when moving between thermals 
(Bruderer and Boldt 2001). Alestram (1975) found common cranes flying at 67 ± 9 km/hr in 
active flight over the sea and 44 ± 9 km/hr over land, using thermal soaring. When migrating 
over land, and using thermals, gliding speeds were 71 ± 9 km/hr (mean air speed) and 67 
km/hr (ground speed, mean of gliding and climbing phase in thermals), and active flight was 
92 ± 7 km/hr (Alestram 1975). The timing of departures by brolgas and the recorded 
instantaneous speeds suggest brolgas used thermal soaring when moving between non-
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breeding and breeding areas, similarly to common cranes migrating over land. Indeed, brolgas 
utilise thermals at non-breeding areas when moving between foraging fields and wetland 
roosts (I. Veltheim pers. obs.) and it is conceivable that they utilise thermals to move longer 
distances.   
Brolgas were highly mobile across the landscape, except in summer–autumn, and timing 
movements between non-breeding and breeding sites throughout the year were frequent and 
variable. Use of known non-breeding areas can vary between years (Harper 1990) as can the 
arrival of individuals from breeding areas (Herring 2001, this study). There is also evidence 
that although peak numbers of brolgas occur at non-breeding areas in February–May (Harper 
1990, Herring 2001), they can occupy these areas throughout most of the year, from October 
to June (Herring 2001), which supports this study’s results.  
In general, juveniles departed non-breeding areas later and returned earlier than adults, and 
juvenile movements overall were much more variable. Juveniles do not have the pressure to 
breed or seek suitable breeding sites in contrast to adults. Thus, these differences in timing 
may be due to adults departing earlier to secure breeding territories. Such a strategy is thought 
to be important in species that defend territories (Hake et al. 2003). Alternatively, lower 
foraging efficiency and fat deposition rates may result in juveniles undertaking seasonal 
movements later than adults. These factors have been suggested to influence timing, duration 
and number of stop overs in the migratory Eleonora’s falcon (Falco eleonorae) (Mellone et 
al. 2013). Compared with adults, juvenile common cranes have been shown to eat fewer 
acorns (Avilés et al. 2002). If brolga juveniles are similarly less efficient foragers than adults 
their fat deposition may be slower, which could result in later departures from non-breeding 
areas in comparison to adults. Breeding success of adult brolgas may also affect timing of 
movements from breeding to non-breeding sites (Arnol et al. 1984). 
Lower numbers of brolgas occupying non-breeding areas, especially in early non-breeding 
season, may be due to pairs with immature young remaining near breeding sites (Arnol et al. 
1984, White 1987). Incubation period in brolgas is 31 days and chicks fledge at 12–14 weeks 
after hatching (White 1987, Marchant and Higgins 1993). Adults successfully raising young 
will therefore remain at breeding sites for at least four months after egg laying and have been 
found near breeding sites in August–February (Arnol et al. 1984). Late dispersal from 
breeding sites and extended breeding season may occur in wet years, as breeding and foraging 
resources remain suitable at breeding sites (Arnol et al. 1984, Herring 2001). This may 
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explain the variability and late natal dispersal of the immature cohort of brolgas in 2011 in 
this study. In late 2010–early 2011, the south-western Victorian region had record-breaking 
rainfalls (Imielska 2011), which would have increased availability of roosting and foraging 
habitat for brolgas throughout the region.  
The lack of a strictly seasonal patterns of brolga movements may thus be explained by the 
variability in timing and amount of rainfall, as well as temperature and thus rate of 
evaporation, which will all influence wetland availability. When conditions are highly 
seasonal, movement patterns are also likely to be seasonally driven. However, if conditions 
are unseasonal, movements are likely to be more variable and less predictable.  
 Evidence for two movement strategies: migratory and resident 
Annual movement strategies and distances moved between breeding and non-breeding areas 
differed based on age and capture location. Movement patterns of brolga from Willaura and 
Penshurst fit Dingle and Drake’s (2007) definition of migration: movement paths were 
persistent and straight; resulted in a relocation on a greater scale than daily movements; 
seasonal movements between regions, which alternate in favourable or unfavourable 
conditions and including breeding region; and movements that lead to a redistribution of the 
population. Additionally, the brolga movement patterns observed in this study fit Chan’s 
(2001) definition for migratory species: brolgas undertook regular, seasonal movements 
between distant areas (mean 95.5–110.6 km, Table 3-1, Figure 3-6) and the species in south-
west Victoria show a marked, consistent seasonal fluctuation in breeding and non-breeding 
areas (Arnol et al. 1984, White 1987, Herring 2001) 
These brolgas migrated within a defined movement corridor, which approximately followed 
the Wannon River, in a south-westerly to north-easterly direction. This suggests a learnt route 
and possibly use of landscape features, such as rivers and wetlands to navigate to breeding 
areas. Some juveniles deviated from this path, while moving between breeding and non-
breeding areas. Sandhill cranes (G. canadensis), white-naped cranes (G. vipio) and whooping 
crane (G. americana) also migrate along defined corridors (Higuchi et al. 1996, Krapu et al. 
2011, Pearse et al. 2018), although over greater distances than the brolga. Some individuals 
may also deviate from main migratory paths, and these are usually juveniles (Alonso et al. 
2008, Mueller et al. 2013).   
Brolgas captured east of Hopkins River and Kaladbro undertook partial migration, defined as 
a fraction of the population moving between breeding and non-breeding areas, and the other 
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staying resident at non-breeding sites (see Kaitala et al. 1993, Shaw and Levin 2011). These 
individuals moved 20 km on average between non-breeding and breeding sites or remained 
resident within non-breeding areas throughout the year. Arnol et al. (1984) and White (1987) 
also report brolga breeding pairs staying resident near breeding sites throughout the year, in 
some years. In comparison to the migratory brolgas from Willaura and Penshurst, brolgas east 
of Hopkins River did not exhibit strong directionality in their movements between breeding 
and non-breeding areas.  
There may be a number of explanations for why migration and residency exist within the 
south-west Victorian brolga population, and why the population as a whole is partially 
migratory. The mechanisms driving these strategies could include spatial memory, socially 
facilitated movements and resource availability. Historical and social factors can facilitate the 
evolution of migratory strategies whereas movements of residents are informed more by 
resources (Shaw and Couzin 2013a), and it is possible these different mechanisms are 
operating for different groups of brolgas in south-west Victoria.  
 Potential influence of spatial memory, social facilitation and resource availability on 
movement strategies  
Brolgas’ annual movement routes may be influenced by their natal site location and spatial 
memory acquired with age. Adult brolgas probably remain faithful to their breeding sites, as 
do other crane species (Alonso et al. 2008, Krapu et al. 2011) and follow same annual routes 
to breeding sites (Alonso et al. 2008). Immature cranes fly with their parents from breeding to 
non-breeding areas in their first year of life (Alonso et al. 2008), and learning a movement 
route from their parents or other adults is likely to be a strong mechanism for determining 
their annual movement patterns (Mueller et al. 2013). Even individuals from a genetically 
migratory population may not migrate without being taught the migration route (Nesbitt and 
Carpenter 1993). Thus, both innate and learned factors are likely to be important in 
determining migratory behaviour of cranes (see Nesbitt and Carpenter 1993, Hayes et al. 
2007, Mueller et al. 2013).  
Movement routes can also be learned  through social facilitation (Mueller et al. 2013). 
Although immature cranes fly with their parents from breeding to non-breeding areas in their 
first year, they may switch to a different route in following years (Alonso et al. 2008). 
Juveniles may learn such new movement paths depending on which social group they 
associate with (Mueller et al. 2013).  
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Landscape pattern of breeding and non-breeding resources may also influence whether 
brolgas from different areas adopt a migratory or resident strategy to move between these 
resources. The observed differences in distances brolgas moved from east of Hopkins River 
and Kaladbro non-breeding sites compared with Willaura and Penshurst may be due to the 
proximity of breeding sites to non-breeding sites. Thus, local wetland density and the distance 
between suitable breeding and non-breeding sites may influence the movement strategy of 
individuals. Where breeding and non-breeding sites are close to each other, there would be no 
need to move further to access all resources required during the annual cycle. This may 
explain the patterns of movement for birds breeding east of Hopkins River and for some 
individuals breeding near Kaladbro.   
If resource availability is high, cranes may not move away from some areas (Alonso et al. 
2008). Migrating common cranes (G. grus) are spending the non-breeding season in greater 
numbers in France than in the past, rather than moving further south to Spain. This pattern has 
been attributed to increased food due to agricultural practices (Alonso et al. 2008). Foraging 
and breeding resources may not be available near the Willaura and Penshurst sites during the 
breeding season (July to November) and birds need to move a longer distance to find suitable 
wetlands. The number of such wetlands is highest around the non-breeding areas east of 
Hopkins River and in the far south-west of Victoria (Corrick 1995) (Figure 3-1). Breeding 
sites closer to the Willaura and Penshurst non-breeding areas may also already be saturated, 
forcing individuals to move further to avoid competition and to find suitable breeding habitat.  
 Conclusion 
This study has greatly increased our knowledge of brolga movements and demonstrated that 
their movements across the landscape are highly variable within a small region and that 
movement patterns are dynamic and not necessarily predictable. Brolgas thus fit within 
Kingsford and Norman (2002) general model for waterbird movements in Australia: 
‘dynamic, with habitat, food and breeding requirements determining whether waterbirds 
move, where they do and how far’. The two movement strategies described here have 
probably evolved in such a geographically small area due to the dynamic nature of wetland 
availability across the species’ range. The differing resource requirements of brolga during the 
breeding and non-breeding seasons necessitates movements between wetland habitats as their 
availability changes. Areas with higher densities of wetlands, and short distances between 
suitable breeding and non-breeding habitats appear to have favoured the evolution of partial 
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migration or resident strategy. In other parts of the brolgas’ range greater distances between 
these resources appear to have favoured selection for a migratory strategy. Further studies 
investigating the influence of wetland density, patchiness of non-breeding and breeding 
resources in relation to each other, and social group association on movement strategies may 
improve understanding of the drivers of movement strategies within the south-western 
Victorian brolga range. Frequency of movements between all Victorian non-breeding areas, or 
genetic evidence of population structuring, also warrant further investigation to determine if 
the regional population consists of sub-populations determined by the location of breeding 
areas. 
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Variation in habitat suitability for brolgas between months and years, with overlaid paths of GPS tracked brolgas. 
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 Introduction 
Understanding the niche of highly mobile species relies on investigating the specific 
environmental conditions experienced by the species and how those conditions change over 
time.  As environmental conditions become unsuitable, individuals respond by changing 
behaviour or shifting location, to stay within their niche (Kearney et al. 2009, Bicudo et al. 
2010, Briscoe et al. 2014). Thus, species' distributions might change over time either 
seasonally or due to systematic changes in environmental conditions. While some work has 
been done to model species’ distributions accounting for frequent shifting over time (Fink et 
al. 2010, Reside et al. 2010, Sardà-Palomera et al. 2012, Runge et al. 2015a) rigorous 
evaluation and further development of these methods are required. 
Species distribution models (SDMs) apply the niche concept to understand and predict species 
distributions (Franklin 2009, Kearney and Porter 2009, see also Elith and Leathwick 2009b). 
SDMs are widely used to identify and prioritise important habitats to target conservation 
efforts (Elith and Leathwick 2009a, Guisan et al. 2013, Belaire et al. 2014, Kujala et al. 2015, 
Young and Carr 2015), thus they should accurately reflect species distributions. Most current 
SDMs predict distributions from long-term climate averages or static landscape features 
(Franklin 2009). These static SDM modelling approaches do not capture temporal variation or 
changes in the distribution of suitable habitat (Reside et al. 2010). Although static SDMs are 
suitable for species that are sedentary they are not appropriate for highly mobile species 
(Reside et al. 2010, Runge et al. 2015b), which track seasonally available resources or 
changes in habitat suitability (Sardà-Palomera et al. 2012, Bohrer et al. 2014). Mobile species 
with dynamic ranges can therefore present a challenge for conservation managers (Woinarski 
et al. 1992, Runge et al. 2015a, Runge et al. 2015b), and when forecasting impacts of climate 
change (Reside et al. 2010). There has recently been a call for new approaches in the 
conservation of mobile species, including accounting for species movements in SDMs and 
conservation planning (Runge et al. 2014, Barton et al. 2015, Miller and Holloway 2015). 
Habitat suitability models built with short-term weather averages can be more robust, and 
provide a better understanding, of animal distributions, particularly for mobile species (Fink 
et al. 2010, Reside et al. 2010, Bateman et al. 2012a, Runge et al. 2015a).  
I tested whether a dynamic SDM, built using short-term weather variables, can predict 
seasonal movements of an Australian bird, the brolga (Antigone rubicunda), measured with 
GPS tracking data, and whether the species occupies modelled suitable habitat. Bioclimatic 
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variables are commonly used to build SDMs and they can produce robust predictions of 
distributions (Reside et al. 2010), including for wetland-dependent species such as the 
whooping crane (Grus americana) and snail kite (Rostrhamus sociabilis) (Watling et al. 
2012). The study area was located in south-western Victoria, Australia, where brolga inhabit 
lowland volcanic plains. Brolga are highly mobile and undertake seasonal movements 
between breeding and non-breeding areas (Marchant and Higgins 1993). Brolga distribution 
thus shifts across the year, contracting during the hot and dry non-breeding season 
(November–June) and expanding during the cold and wet breeding season (July–October).  
Recent studies have used individual tracking data to validate static SDM predictions. Pinto et 
al. (2016) used geolocators on flapper skates (Dipturus cf. intermedia) and Bradsworth et al. 
(2017) assessed SDM predictions using powerful owl (Ninox strenua) GPS-tracking data. 
This study on brolgas is the first I know of, which uses GPS tracking data to test the 
predictions of a SDM that was created using dynamic, short-term weather data. This study 
therefore advances Pinto et al.’s (2016) and Bradsworth et al.’s (2017) studies by using the 
dynamic movement information to validate dynamic distribution model predictions. As I was 
interested in whether movement is accurately captured by SDMs using short-term weather 
data, I also incorporated movement distances in relation to habitat suitability values and 
investigated whether movement distances increased when the overall area of suitable habitat 
contracted.  
If the dynamic SDM accurately captures movements and shifting distributions, I would expect 
the model to predict: brolga occupancy of high habitat suitability; expanding distribution of 
suitable habitat during the breeding season; and contracting distribution of suitable habitat 
during the non-breeding season. Thus, my aims were to investigate whether: 1) brolgas 
occupied modelled high suitability habitat; 2) distances moved by brolgas were related to 
modelled habitat suitability; 3) the dynamic SDM predicted timing of seasonal movements 
and whether brolgas tracked the shifting habitat suitability front; and 4) brolgas undertaking 
seasonal movements move to areas of modelled high suitability. 
 Methods 
 Occurrence data and background points 
I sourced brolga occurrence records from the BirdLife Australia Atlas (Blakers et al. 1984, 
Barrett et al. 2003) and the Victorian Department of Environment, Land, Water and Planning 
(DEWLP) Biodiversity Atlas for 1950-2009 (see Appendix 2 for further details). The dataset 
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had 5701 brolga occurrence records (Appendix 2), with associated date and location. I chose a 
target group for background points (as per Reside et al. (2010)), which results in better 
predictive performance of Maxent models compared with random background points (Phillips 
and Dudík 2008). The target group consisted of 164391 background points of 179 bird species 
(Appendix 2) from the same geographical area as the brolga occurrence records. Each 
background point had a location and a date for each species to incorporate temporal and 
spatial information in the model (as in Reside et al. 2010). 
 Climate and weather data 
I sourced weather data from the Australian Water Availability Project (AWAP) (as in Reside 
et al. 2010). I used daily precipitation and temperature minima and maxima data at a grid 
resolution of 0.05º (approximately 5 km grid) from 1950 to 2009 and created variables and 
spatial layers using the ‘climates’ package in R (VanDerWal et al. 2011). I calculated 18 
variables for three, six and 12 months, and two variables for 12 months only, previous to each 
month of the brolga occurrence and background record. I created 12-month variables for 
mean temperature, temperature seasonality (coefficient of variation), maximum temperature 
of the warmest period, minimum temperature of the coldest period, precipitation, precipitation 
seasonality (coefficient of variation), precipitation of the wettest quarter and precipitation of 
the driest quarter. Three and six month variables were created for all except precipitation of 
the wettest quarter and precipitation of the driest quarter. These variables have been 
previously used in species distribution models (Reside et al. 2010, Bateman et al. 2012b). 
They are also relevant for modelling brolga habitat suitability as temperature and rainfall 
influence wetland and food resource availability for this species (Marchant and Higgins 
1993).  
 Model development, projection and evaluation 
I used Maxent to develop species distribution models for brolgas (Phillips et al. 2006). I 
restricted the analysis to south-eastern Australia (limited to 1atitude −32.25 to −43.9 and 
longitude 135.25 and 152.65), after running the model for the whole of Australia (see 
Appendix 3 for justification). The SDM included weather data for the month and the year in 
which the species and background points were recorded at each location. I used a Maxent 
samples-with-data file format, which included date (month and year) and location (latitude 
and longitude) of each bird record and weather variables corresponding with each of these 
bird record locations. All Maxent default settings were used, except for the background data 
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selection, where a target-group background was used. I used all the brolga presence records to 
train the model. I used the area under the receiver-operating characteristic curve (AUC) to 
evaluate the model performance (Ling et al. 2003). Models with an AUC >0.7 are accepted as 
having good ability at predicting species’ actual presence or absence (Elith et al. 2006). 
Finally, I projected the model onto monthly spatial surfaces for each year between January 
2010 and August 2012, which contained the model weather variables for each 0.05º grid cell 
(approximately 5 km × 5 km) within the study region. These projections indicated the full 
potential distribution of brolgas in south-eastern Australia. I refined the projected distributions 
further by producing realised distributions by clipping out bioregions (Version 6.1, 
Environment Australia, 2000) with no brolga presence records (as in Reside et al. 2012).  
 GPS data 
I captured 23 adult and juvenile brolgas in south-western Victoria, April 2010–October 2012, 
and fitted them with GPS transmitters. Capture and tagging methods are detailed in Chapter 2. 
I used subsets of the GPS dataset to investigate variation in the area of predicted suitable 
habitat; the relationship between monthly habitat suitability projections and seasonal 
movements; and occupancy and distance moved in relation to habitat suitability. I calculated 
movement distances of monthly centroids, where a centroid was the centre of the monthly 
home range calculated as an average latitude and longitude for each month for each bird. I 
calculated the distance between centroids from one month to the next using Hawths Tools 
(Beyer 2001–2014). I describe the subsets of this GPS dataset used in each of the following 
sections (see also Appendix 4).  
 Changes in the area of suitable habitat between months and comparison with seasonal 
movements 
I investigated changes in the area of suitable habitat over time in the following way: I created 
a point layer, using Hawth’s Tools (Beyer 2001–2014) and overlaid the projected monthly 
models within a polygon of south-eastern Australia (Appendix 5), matching the model’s 0.05º 
grid cell resolution. Thus, each 0.05º grid cell had a point associated with it. I had a total of 
37, 287 grid cells within the polygon (Appendix 5). As a measure of the area of modelled 
suitable habitat available to the brolgas, I then counted the number of grid cells with a habitat 
suitability value ≥0.17 for each month for 2010–2012 and multiplied the number of cells by 
25 km2. This minimum habitat suitability value (0.17) was calculated as the mean − 
1*standard deviation (µ −  σ) of all GPS points  (n = 13,839) for 14 of the tracked non-
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breeding brolgas. Finally, I plotted the area of suitable habitat for each month between 2003 
and 2012. To investigate the change in suitable habitat area within south-western Victoria, I 
drew a minimum convex polygon (MCP) in ArcMap around the tracks of the 14 non-breeding 
GPS-tracked brolgas (Appendix 6). This represented the area used by the brolgas in south-
western Victoria, which can be considered as being a subset of the broader south-eastern 
Australian distribution of brolgas. The MCP method was better than kernel density estimation 
method (KDE) in determining available habitat (Appendix 6). I followed the same procedure 
as for calculating the area for the wider south-eastern Australian region, using 821 grid cells 
within the MCP to extract habitat suitability values (≥0.17) for the years I had GPS data: 
2010, 2011 and 2012.  
I explored the relationship between the area and extent of suitable habitat in south-eastern 
Australia, and south-western Victoria, with timing of seasonal movements determined from 
literature and movement distances of 18 brolgas GPS-tracked in south-western Victoria. This 
data set consisted of immature (chicks post fledging), juvenile, and adult birds (April 2010–
August 2012).  
 Assessing ability of dynamic SDM to predict movement and tracking of modelled 
suitable habitat 
To test how brolgas respond to modelled suitable habitat, I created variables using habitat 
suitability values from the dynamic SDM and movement metrics from the GPS data in the 
following way. My GPS dataset for this analysis included 12 non-breeding juveniles and 2 
non-breeding adults, with a total of 12,084 GPS fixes. I excluded breeding individuals, as 
other factors (e.g. having a dependant chick) may influence their movements. I consider the 
data representative of areas where breeding adults can also occur (Appendix 7). I overlaid the 
GPS locations of each bird on the projected monthly habitat suitability maps in ArcMap 9.2. I 
extracted a Maxent-derived habitat suitability value for each month for: 1) each GPS location 
of individual birds; and 2) each grid cell (0.05º) within south-western Victoria (bounded by 
the MCP, Appendix 5).  
For each month, I then calculated: mean habitat suitability value for each bird’s GPS 
locations; mean habitat suitability value for the south-western Victorian region; the mean 
distance moved by each bird within that month; and the percentile of south-western Victorian 
region habitat suitability value the bird occupied. The latter was the mean habitat suitability 
value of the bird’s location as a percentile of the habitat suitability values for the south-
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western Victorian region. I used ArcMap 9.2 and ‘R’ version 3.0.1 for all calculations (R 
Core Team 2013). I determined this by calculating percentiles for the monthly habitat 
suitability values of the south-western Victorian region, at 1% intervals (1-100%). I then 
determined the percentile that each bird’s mean habitat suitability value was in. Therefore, if 
the mean habitat suitability value of a bird for a given month was 0.25, and 80% of the south-
western Victorian region’s habitat values were ≤0.25, then the bird’s mean habitat suitability 
value was in the 80th percentile of the habitat suitability of the south-western Victorian region. 
I plotted the mean percentile occupied by brolgas, and compared it with 50th percentile, and 
mean habitat suitability value, for the south-western Victorian region.  
Due to a skewed distribution of the movement distance values, I log transformed these values 
prior to analysis, and checked model residuals to ensure model assumptions were reasonable 
(e.g. normal distribution of residuals with constant variance). I then built a random coefficient 
model, with varying intercept and slope, to investigate the effect of habitat suitability value on 
the average distance moved by brolgas within a month. The response variable was the log of 
distance moved (di = ln(Di)), which was assumed to be drawn from a normal distribution with 
a residual standard deviation (σ) that was estimated. The mean of the log distance for 
observation i (mi) was modelled as a linear function of the habitat suitability value (HS) 
associated with observation i (n = 144), of the jth individual (n = 14).  
mj[i] = aj + bj×HSj[i] 
Where m is the estimated mean movement distance (log scale), α j is the intercept for each 
individual brolga j, and βj is the effect of the habitat suitability HSj[i] associated with 
individual j and data point i. Thus, parameter βj reflects the average distance moved by brolga 
j given a particular value of habitat suitability, estimated from the data. I assumed that aj and 
βj were drawn from normal distributions with means and standard deviations that were 
estimated. 
I used a Bayesian framework within OpenBUGS (version 3), with flat priors. Priors for 
regression coefficients and means for the random coefficients were normal distributions with 
a mean of 0 and standard deviation of 1000. Priors for the standard deviations were uniform 
distributions between 0 and 100. I ran the model with three chains, and 100,000 iterations and 
a burn in of 1000.  
To determine if brolgas track modelled suitable habitat I: 1) overlaid their tracks over the 
projected maps for visual assessment; and 2) compared the average habitat suitability value in 
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the region against average habitat suitability value of the areas the birds occurred in (in each 
month).  
 Results 
 Main weather variables driving habitat suitability of brolgas 
The dynamic SDM performed well (AUC 0.90) and twelve-monthly variables contributed the 
most to the model compared with three- and six-monthly variables. Twelve-monthly 
temperature variables contributed most to the model (65%) compared with rainfall variables 
(18.7%) (Table 4-1). Mean temperature for the twelve months prior to the presence record had 
the highest percent contribution (34.9%), followed by minimum temperature of the coldest 
period (19.8%). Habitat suitability peaked when mean temperature (averaged over 12 months 
prior to presence record) was between 13ºC and 14ºC (habitat suitability = 0.68) and 
minimum temperature of the coldest period (averaged over 12 months prior to presence 
record) was between 4ºC and 5ºC (habitat suitability = 0.67) (Figure 4-1). 
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Table 4-1. Percent contribution of 12-monthly variables to the dynamic species distribution 
model (SDM) for brolgas in south-eastern Australia. Temperature variables contributed most 
to the model – 65%, with rainfall and precipitation variables contributing 18.7%. 
Weather variable  Percent (%) contribution to the model 
Annual mean temperature 34.9 
Minimum temperature of the coldest period 19.8 
Maximum temperature of the warmest period 10.3 
Annual rainfall 10.1 
Precipitation of the driest quarter 4.4 
Precipitation of the wettest quarter 4.2 
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Figure 4-1. Maxent response curves for brolga dynamic SDM, in south-eastern Australia, 
showing predicted habitat suitability for top six variables contributing to the model. Habitat 
suitability was predicted to be highest at annual mean temperature of 13–14ºC, minimum 
temperature of coldest period of 4.5 ºC, maximum temperature of warmest period of 26ºC, 
annual precipitation of ~600mm, precipitation of wettest quarter of 225mm and precipitation 
of driest quarter of 43mm. The variables were calculated for 12 months previous to each 
month of the occurrence and background record. Response curves shown are those created 
using only the variable of interest.  
 
 Monthly occupancy and movements of brolgas relative to modelled habitat suitability 
Brolgas used areas within a range of percentiles (range: 7%-98%, mean: 59.16%, se: 2.09, n = 
154) and tended to occupy areas above the 50th percentile when predicted habitat suitability 
was below 0.5 (Figure 4-2). Conversely, when predicted habitat suitability was above 0.5, 
brolgas occupied areas that were closer to the 50th percentile of overall habitat suitability 
within their south-western Victorian range.  
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Figure 4-2. Mean percentile of the overall habitat suitability occupied by 14 brolgas within 
south-western Victorian (Australia) range (blue dotted line, error bars showing standard 
error), indicating brolgas occupied higher habitat suitability percentiles than what was 
available on average within their range. Mean habitat suitability for each month within the 
south-western Victorian range is depicted by the red dotted line (standard error ≤ 0.01 for 
each month and thus not shown here), and 50th percentile is depicted by the solid black line. I 
multiplied the mean habitat suitability value for south-western Victoria by 100 to match the 
scale of the plot. 
 
Brolgas also moved further within a month when the areas they occupied had low predicted 
habitat suitability (Figure 4-3). The distance that brolgas moved within a month decreased 
with habitat suitability with a fourfold reduction in the mean across the range of the data 
(mean: −1.3, 95% CI: [−2.0, −0.59], Figure 4-3). Brolgas moved an average of 2.2 km when 
habitat suitability was 0 and 0.6 km when predicted habitat suitability was 0.8. This pattern 
was consistent across all individuals, with the standard deviation around the mean of −1.3 
being low (0.36). 
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Figure 4-3. Log of distance (km) moved by brolgas in south-western Victoria, Australia, 
within their monthly home range plotted against average habitat suitability, showing increase 
in distance moved as habitat suitability decreases. Black line depicts the mean predicted log 
of distance moved by brolgas, grey box represents the 95% credible interval (CI). Circles are 
data used to fit the model and each circle represents the average habitat suitability value for 
one month and one individual.  
 
 Changes in the area of predicted suitable habitat between months 
The model accurately depicted high habitat suitability across the known brolga range in 
south-western Victoria (Emison et al. 1987). The area, location and extent of suitable habitat 
varied between each calendar month within the three-year period of our study. On average, 
the area of suitable habitat reduced in late autumn-early winter (April–June) and increased in 
winter (June–July) in south-eastern Australia (Figure 4-4) and south-western Victoria (Figure 
4-5). 
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Figure 4-4. Average area of suitable habitat for brolgas over ten years (2003–2012), in south-
eastern Australia, between months (error bars show standard error). The plot shows a 
reduction in area of suitable habitat in autumn–winter (March–June) when brolgas are known 
to move from non-breeding to breeding areas. Reduction in area is also evident in late spring–
summer (from October to November and December to January), when brolgas generally 
move from breeding to non-breeding areas.  
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Figure 4-5. Area of suitable habitat for brolgas in 2010, 2011 and 2012 in south-western 
Victorian region within the minimum convex polygon of 14 tracked non-breeding brolgas. 
This figure shows similar, but slightly earlier timing of suitable habitat contraction in summer 
to autumn (January–May) and in spring (October–November) as in the south-eastern 
Australian region. The year 2012 was an exception, with conditions overall highly suitable 
throughout the year. 
 
The pattern in spring (September–November) was not as consistent between years in south-
western Victoria (Figure 4-5) and was also more variable than autumn-winter in the wider 
south-eastern Australian region (Figure 4-4). In south-western Victoria the modelled area of 
suitable habitat decreased between August and November in 2010 and 2011, and increased 
from November to December in 2011. Seasonal expansion and contraction of suitable habitat 
was also apparent in the projected monthly models between 2010 and 2012 (Figure 4-6).  
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b) 
 
Figure 4-6. Autumn–winter movements (a) and spring-summer movements (b) of GPS-
tracked brolgas overlaid on projected monthly habitat suitability models. Black is the most 
suitable (1) and white is the least suitable (0), with probability of presence highest in the 
highest predicted suitable habitat. Different colours depict different individuals. Number of 
individuals for each month is shown. Seasonal movements between non-breeding and 
breeding areas occur in May–June and November–December (Arnol et al. 1984), a pattern 
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mostly followed by the GPS-tracked brolgas. Area of higher habitat suitability increased. The 
tracks demonstrate a general pattern of increase in movement distances as the overall 
predicted habitat suitability contracts. The projected model also shows that although the 
majority of south-western Victoria provides suitable habitat for brolgas throughout each year 
and between years, a much smaller area (with noticeable inter- and intra-annual variation), 
remains always suitable (a, b). 
 
 Timing of seasonal movements of brolgas in relation to predicted habitat suitability 
Contraction in the area of predicted suitable habitat in south-eastern Australia, and in south-
western Victoria, in late autumn–early winter (March–June) was evident (Figure 4-4, Figure 
4-5). Contraction in the area also occurred in late spring–summer (October–November and 
December–January) but not to the same extent. Although there was inter-annual variation, this 
pattern was consistent. GPS-tracked brolgas moved longer distances in May–August and 
November–December (Chapter 3, Figure 3-2) than at other times of the year, coinciding with 
the average reduction of suitable habitat in south-eastern Australia (Figure 4-4). There were 
fewer GPS data from individual birds, within each year, to compare the area of suitable 
habitat contraction and expansion in south-western Victoria in 2010, 2011 and 2012 (Figure 
4-5). However, there was some evidence of seasonal movements coinciding with reduction in 
the area of suitable habitat in autumn-winter 2010 and 2011 (Chapter 3, Figure 3-2, Figure 
4-6).  
Modelled suitable habitat contracted in October–November in 2010–2012 and only some 
brolgas undertook seasonal movements from breeding to non-breeding areas in October–
November, indicating a poor match at this time of the year with contracting suitable habitat. I 
had limited data on timing of adult spring–summer movements from breeding to non-breeding 
areas due to transmitter battery lives ending prior to birds returning to these areas. GPS data 
(n=1 in 2010-2011) and band sightings (n=3 in 2011-2012) indicated adults moved into non-
breeding areas between December and January. Spring–summer movements of juveniles from 
breeding to non-breeding areas were highly variable, with individuals moving into non-
breeding sites between July and April in 2011 and 2012 (n=11).  
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 Seasonal movements and predicted habitat suitability in areas brolgas moved to 
Tracks overlaid on monthly habitat suitability projections suggest that some individuals 
moved from their non-breeding areas with the expanding habitat suitability front towards the 
south-west (Figure 4-6). A second group of individuals also appeared to move towards 
expanding areas of suitable habitat, although their movements were shorter and less-directed. 
Generally, birds moved a) in the month following a reduction in the extent of habitat 
suitability, and b) into low suitability habitat that became more suitable over time.  
 Discussion 
Understanding the factors that influence mobile species movements and how their habitat 
suitability changes seasonally and inter-annually is an ongoing challenge in ecology. This 
study makes some advances towards methodologies and further considerations that enable 
this. If the models accurately reflected actual habitat suitability and captured seasonal 
movements, I would expect brolgas to: 1) occupy areas of higher modelled habitat suitability; 
2) move further distances, and undertake seasonal movements, as modelled suitability 
declined; and 3) move to areas of higher modelled habitat suitability. These expectations were 
largely realised, although with some caveats that are discussed below.  
 Brolgas occupied areas of high habitat suitability and moved further when habitat 
suitability was low  
Dynamic SDMs provide opportunities to identify and prioritise seasonally, and temporally 
fluctuating, important areas e.g. (Runge et al. 2014, Runge et al. 2015a), but only if they 
accurately predict species’ occupancy and distributions over time. Brolgas occupied areas 
with higher predicted habitat suitability than available, but only when overall habitat 
suitability within their range was low (Figure 4-2), suggesting that brolgas might select 
habitat more strongly when conditions decline, yet be less selective when conditions are good, 
suggesting resource tracking when overall habitat suitability is low throughout their range.  
When conditions are poor, animals are generally expected to move further in search of 
resources and have larger home ranges (Schoener 1968, Mysterud and Ims 1998). Therefore, 
if the dynamic SDM reflects actual resource availability, brolgas would be expected to move 
further when predicted habitat suitability is low (Figure 4-3). Indeed, GPS-tracked brolgas 
moved further when probability of suitable habitat was low within months (Figure 4-6), 
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providing further evidence they tracked modelled habitat suitability and were more selective 
when conditions were poor.  
Although the model did not incorporate resource availability, 12-month average of the climate 
variables seemed to accurately predict suitable habitat, occupancy and possibly short-scale 
movements, of this species. This suggests that weather conditions correlate to some extent 
with resource availability, important to brolgas, and that the model incorporated this to some 
extent. Mobile species with seasonally shifting distributions have been shown to track 
weather-driven, spatially and temporally fluctuating, resource availability (Sardà-Palomera et 
al. 2012, Bohrer et al. 2014). SDMs incorporating variables using short-term climate or 
weather averages are thus likely to be most appropriate for predicting seasonal distributions of 
such species (Runge et al. 2014) and indeed perform better than static SDMs for wide-ranging 
and nomadic species (Reside et al. 2010). Therefore, dynamic SDMs are useful tools for 
predicting seasonal movements of species with shifting distributions.  
 Seasonal movements of brolgas coincided with contraction in suitable habitat in 
autumn 
The area of predicted suitable habitat consistently contracted in autumn, in south-eastern 
Australia, over a 10 year period. This coincided with known timing of brolgas’ seasonal 
movements from non-breeding to breeding sites (Arnol et al. 1984) and was supported by the 
GPS data. The area of suitable habitat expanded in winter each year (Figure 4-4, Figure 4-5), 
but did not consistently contract again in spring–summer at the time of seasonal movements 
back from breeding to non-breeding sites. The model possibly: 1) does not detect contraction 
of actual suitable habitat, and thus poorly predicts timing of seasonal movements at this time 
of the year; or 2) poorly predicts brolga movements and distribution when seasonal 
movements in spring-summer are less predictable and highly variable.  
The poor match between reduction of modelled suitable habitat and spring-summer seasonal 
movements could possibly be explained by other factors than weather. Sardà-Palomera et al. 
(2012) found the onset of common quail, Coturnix coturnix, breeding season was determined 
by temperature but that normalised difference vegetation index (NDVI) predicted the end of 
the breeding season. Similarly, little bustard distribution is driven by different preferences for 
environmental variables in spring and winter, with these preferences being more predictable 
in spring than in winter (Suárez-Seoane et al. 2008). Winter rainfall, percentage of dry crops 
and wastelands determined winter distributions, whereas altitude, percentage of dry crops and 
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pastureland explained spring distributions of little bustards. Different environmental factors 
may thus influence occupancy of habitats at different times of the year, which may not be 
captured by the SDM.  
The timing of brolgas’ seasonal movements in spring-summer varies greatly (Harper 1990, 
Herring 2001) and the dynamic SDM may be poor at predicting such variable seasonal 
movement patterns, and overall distribution, at this time of the year. The dynamic SDM may 
better predict habitat suitability and distributions when actual distributions are stable and birds 
are not moving in the landscape – during the breeding and non-breeding season. Other 
dynamic SDMs have predicted static phases of habitat suitability better for some species than 
at times when movements occurred (see Fink et al. 2010). This might be because at times 
when animals are moving, they are further from an equilibrium with their environment, 
making it difficult to model the relationship.  
 Brolgas moved into low habitat suitability in autumn 
Brolgas undertaking seasonal movements in autumn arrived into areas that became more 
suitable over time. They did not closely follow the expanding habitat suitability front (Figure 
4-6), suggesting the model did not explicitly capture movements at this scale. Brolgas 
possibly 1) moved into habitats that were, in fact, unsuitable, 2) moved into high suitability 
habitat but the model did not accurately predict actual habitat suitability at the time they 
moved, or 3) the sample size of tracked birds was too small to assess whether brolgas track 
the expanding habitat suitability front. 
Many migrating or seasonally moving species arrive in breeding areas when habitat suitability 
is low and resource availability is poor, but where resources increase over time. Brolgas may 
have followed such a strategy, possibly driven by social or memory cues. Birds may move 
into unsuitable areas in exploratory phases of movement, or in response to behavioural, 
spatial memory or social cues rather than environmental, or weather, cues or resource 
availability alone (Bennetts and Kitchens 2000, Roshier et al. 2006, Roshier et al. 2008a, 
Roshier et al. 2008b). Thus, even if short-term climate correlated well with actual habitat 
suitability, the dynamic SDM might not predict movements that are influenced by behaviours 
or environmental factors not included in the model.  
The SDM consistently predicted lower suitability at the range edge, compared with the core 
range, of brolgas (Figure 4-6). Brolgas may have moved to high suitability habitat, but the 
model was potentially poor at predicting the distribution of actual high habitat suitability at 
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the range edge. If this is the case, it casts some doubt to the dynamic SDM’s ability to 
accurately predict habitat suitability at species’ range edge. If brolgas are responding rapidly 
to current conditions, the temporal and spatial scale of the model variables may be too coarse, 
reducing the model’s micro-scale predictive ability. A model with additional predictors, such 
as wetland availability, may have better predictive ability especially given brolga’s strong 
reliance on wetland habitat for foraging and roosting. The dynamic SDM models a correlation 
between weather and brolga occupancy; the actual resource availability (such as food and 
roost sites) may correlate only weakly with the SDM predictions. In this case, I would expect 
timing of movements not to correlate closely with predicted changes in habitat suitability, 
even if brolgas in fact were closely tracking actual changes in suitability.  
 Conclusion 
 Dynamic SDM predicts seasonal distributions, not movements  
The dynamic SDM for brolgas in south-western Victoria did not explicitly capture timing of 
movements but it did predict occupancy and distribution well, and there was some evidence 
of brolgas tracking areas with high predicted habitat suitability. Although timing of seasonal 
movements in autumn–winter matched well with contracting area of habitat suitability in 
brolga’s range, the same pattern was not evident in spring-summer. Actual brolga movements 
were more variable at this time of the year, and thus their distribution broader, than in 
autumn–winter. Therefore, the dynamic SDM was useful for modelling occupancy and 
seasonal distribution, but not seasonal movements of brolgas. The poor match between the 
timing of movements in spring-summer and brolgas undertaking seasonal movements into 
low predicted habitat suitability suggests additional variables may improve the model 
performance. 
The highest suitable habitat available was most likely to be occupied by brolgas when overall 
predicted habitat suitability in south-western Victoria was low. The greatest value of dynamic 
SDMs may thus be in identifying areas with highest probability of occupancy, and 
distribution, when overall predicted habitat suitability within a species’ range is poor.  
This study has shown that dynamic SDMs are useful for identifying shifting distributions of 
mobile species. However, dynamic SDMs appear to only partly capture movement patterns, 
dispersal and the resulting distribution of mobile species. These models seem to be inaccurate 
in predicting the actual timing of distribution shifts. To be most useful for conservation 
planning, dynamic SDMs must closely depict actual distributions of species. Unrealistic 
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distributions may result in important areas, such as breeding, non-breeding and drought 
refugia habitat, being missed or not considered for conservation action. These models could 
also be useful if they can identify movements, seasonal distributions, habitat connectivity and 
important areas throughout the life cycle of mobile species. Tracking technology is often used 
for this purpose but is expensive and almost impossible to apply for multiple species across 
large areas.  
Whether dynamic SDMs can realistically capture movements or predict the actual monthly 
distribution of mobile species warrants further investigation, particularly if they are used for 
conservation planning and protected area prioritisation. Testing variables at finer spatial and 
temporal scales than were used here (e.g. monthly weather variables) and incorporating key 
habitat variables for the target species are likely to improve dynamic SDM performance (e.g. 
Bateman et al. 2012b, Sardà-Palomera et al. 2012). Alternatively mechanistic approaches may 
be most realistic, as they explicitly incorporate physiology, behaviour and energetic 
constraints of species (Kearney and Porter 2009). Overall, the model in this study predicted 
known key habitat areas and overall distribution of brolgas well (Emison et al. 1987, Barrett 
et al. 2003), and show that dynamic SDMs can increase our understanding of fluctuating 
habitat suitability and seasonal distributions of a mobile species. 
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Chapter 5: Movements, home ranges and habitat use of 
breeding brolgas (Antigone rubicunda) in an 
agricultural landscape 
First brolga chick fitted with a GPS transmitter. Photo by: Simon Bubb 
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 Introduction  
Built infrastructure such as wind farms and transmission lines can impair bird movement 
(Erickson et al. 2005, Drewitt and Langston 2006, Drewitt and Langston 2008). The number 
of wind farms is increasing across the world as countries invest in renewable energy sources 
to combat global greenhouse emissions and a warming world (Drewitt and Langston 2006, 
Dahl et al. 2012, IPCC 2013, Belaire et al. 2014, IPCC 2014, Pearse et al. 2016). Wind farms 
are known to impact on wildlife, and thus an increase in wind farms across landscapes is of 
conservation concern especially if population viability, or threatened species, are affected 
(Drewitt and Langston 2006). Some bird species are particularly vulnerable to wind farm 
related collision mortality, habitat displacement due to disturbance (Drewitt and Langston 
2006, Stewart et al. 2007, May 2015) and barrier effects that influence movement patterns 
(Drewitt and Langston 2006). The magnitude of impacts varies greatly between species, life 
cycle stage (breeding, non-breeding) and individual characteristics of wind farms (Drewitt 
and Langston 2006). Managing these impacts is challenging because generalisation on 
movement ecology across species and studies is difficult, and when information on wildlife 
movements across proposed wind farms is lacking.  
Knowledge of species’ movements and habitat use is the key to avoiding and managing wind 
farm impacts on birds at different life cycle stages. Collecting detailed movement information 
prior to wind farm construction and operation is essential for three reasons. First, it can help 
in siting wind farms and turbines away from movement routes and important habitats. 
Second, buffers around important habitats can be incorporated into wind farm designs. 
Finally, such knowledge can identify the effect of wind farms and form the basis for before-
after-control-impact (BACI) studies. Turbine- and powerline-free buffers can mitigate against 
collision and disturbance effects. Disturbance effects of wind farms on birds are well 
documented and can result in displacement from important breeding habitats, akin to habitat 
loss (Drewitt and Langston 2006, Pearce-Higgins et al. 2009, Dahl et al. 2012). From a 
conservation perspective, this can have negative population level impacts, particularly if 
breeding success is reduced. Pearce-Higgins et al. (2009), for example, found several species 
avoided suitable habitat and had reduced breeding density within 500 m of turbines. 
Similarly, displacement and mortality contributed to lower breeding success of white-tailed 
eagles (Halieetus albicilla) within 500 m of turbines (Dahl et al. 2012). Such post-operation 
and BACI studies increase our understanding of wind farm impacts at breeding sites. 
However, they do not necessarily provide detailed information on movements, which could 
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be used in conservation planning at the pre-operation stage to avoid impacts. Few such pre-
operation studies exist (e.g. Watson et al. 2014, Singh et al. 2016). 
Many countries have developed guidelines for assessing, monitoring and managing wind farm 
impacts on wildlife to help conservation planning and avoid impacts on birds (e.g. WWF-UK 
2001, European Union 2011, U.S. Fish Wildlife Service 2012, Central Local Government 
Region of South Australia 2014). In Australia, the Victorian State environment department 
has developed guidelines to avoid cumulative and population level wind farm impacts on a 
threatened crane, the brolga (Antigone rubicunda) (DSE 2011). Brolga is a large, long-lived, 
wetland-dependent bird, takes several years to reach reproductive maturity and has a low 
reproductive output. These characteristics make it vulnerable to population level impacts from 
increased adult mortality and reduced fecundity (Drewitt and Langston 2006, McCarthy 2008) 
and make it a priority species for assessing wind farm effects (Desholm 2009, Hill et al. 
2011). Although common in northern Australia, the southern population has declined since 
1900s (White 1987), is ‘Vulnerable’ and is listed under state legislation in Victoria, South 
Australia and New South Wales (Bransbury 1991, Bennett et al. 1998, Stanger et al. 1998, 
DuGuesclin 2003). Threats to the population include ongoing habitat loss, due to agriculture 
and wetland drainage (Corrick 1982, DuGuesclin 2003) and collisions with fences and 
powerlines (DuGuesclin 2003). Wind farms are increasing within the Victorian core range of 
brolga in the state’s south-west, with several already operating, under construction or in the 
planning stage (DELWP 2018). Brolgas may collide with turbines or avoid wind farms, 
similarly to other crane species (Sandhill crane (G. canadiensis): Navarrete 2011, Navarrete 
and Griffis-Kyle 2014; Common crane (G. grus): Gerjets 2005). Therefore, wind farm-related 
habitat loss through displacement and increased mortality from collision are a concern given 
the current threats and the species’ predicted vulnerability to wind farm impacts.  
To manage cumulative impacts and ensure net zero impact on the Victorian brolga 
population, guidelines recommend turbine-free buffers around breeding sites and powerline 
marking or breeding site enhancement to offset predicted mortality (DSE 2011). However, 
brolga breeding site movements and requirements are poorly known, making it difficult to 
determine buffer sizes and breeding site enhancement actions. Current home range estimates 
and buffer size recommendations are based on scant, unpublished, field-based sightings (Brett 
Lane & Associates 2008, Venosta et al. 2011). Venosta et al. (2011) found brolgas with 
chicks remain within 0.5 km (95% of post-hatching movements) of nests and have home 
ranges of 41–53 ha. However, other studies suggest that breeding cranes in agricultural 
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landscapes generally move greater distances, 1.6–2 km, and have larger home ranges, 36–600 
ha (Johnsgard 1983, McMillen 1988, Hereford et al. 2010, Månsson et al. 2013). If brolgas 
move further from nests than previous studies suggest, and have home ranges similar to other 
cranes, using current information to inform buffers and offsets may not sufficiently protect 
breeding brolgas from wind farm impacts.  
I used GPS tracking to understand brolga home range requirements to inform management of 
future wind farm impacts on the species. GPS tracking provides high quality data, avoids 
problems associated with field-based observations of un-marked individuals, and provides a 
standardised way of collecting data on natural behaviour. Wildlife managers need to identify 
important habitats and home range requirements, to conserve large enough areas with the 
right type of habitat. Specifically, my aim was to investigate movement patterns, home ranges 
and habitat selection during the breeding season. Additionally, I provide recommendations for 
reducing cumulative wind farm impacts on brolgas that can guide conservation planning 
during pre-construction and operation phase.  
 Methods  
 Study area  
The study took place in south-west Victoria, Australia, (Figure 5-1) which is the strong-hold 
of the southeast Australian brolga population and supports 600–900 individuals (White 1987, 
DuGuesclin 2003, Sheldon 2004, SWIFFT 2018). The region’s landscape is characterised by 
volcanic plains, basalt and sedimentary rocky outcrops (Cochrane et al. 1991). The Victorian 
Volcanic Plains bioregion was historically dominated by grassland and woodland vegetation 
interspersed with wetlands, much of which have been cleared and drained for agriculture 
since European settlement (Corrick 1982, Commonwealth of Australia 2011). Diversity of 
wetland types remains present throughout the region, and includes deep saline wetlands and 
shallow freshwater marshes and meadows (Corrick 1982, Norman and Corrick 1988). 
Breeding brolgas prefer to nest in shallow, well-vegetated, seasonally inundated wetlands 
(Herring 2001, Myers 2001). South-west Victoria is one of the regions where such wetlands 
are most abundant (Casanova and Casanova 2016). However, 79% of shallow marshes and 
14% of freshwater meadows of this habitat has been lost in parts of the brolgas’ range 
(Corrick 1982). Majority (81% – 84%) of the remaining freshwater wetland habitat occurs on 
private land (Corrick 1982, Papas and Moloney 2012). The region also contains high wind 
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resources, resulting in a rapid increase in wind farm development across the brolga’s breeding 
and non-breeding range (Hill and Lane 2008).  
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Figure 5-1. Study area and capture sites in south-west Victoria, Australia, showing breeding 
capture locations (9 in total). Inset shows Australia and the rectangle depicts the area of the 
current study. 
 
 Capture methods and GPS transmitter deployment 
I captured pre-fledged chicks on private agricultural land, used for cropping and grazing. One 
site was at a wind farm, and the chick was captured post-construction but before turbines 
began operating. I captured pre-fledged chicks, rather than adults for two reasons: 1) to avoid 
capture stress to adults at an important part of their lifecycle – brolgas have generally low 
breeding success (Herring 2001, Myers 2001) and to reduce potential impact to the breeding 
pair; 2) during 2009–2010 breeding season I banded 8 pre-fledged chicks, which all survived 
to fledging, demonstrating this was a safe method. Brolga families roost and forage together 
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(Marchant and Higgins 1993), so the data were considered representative of the adult and 
chick movements.  
Eleven chicks were captured using active pursuit (Chapter 1) and fitted with a 30 g leg-band-
fitted solar GPS platform transmitter terminal (PTT) (North Star Science and Technology 
(North Star), USA) mounted onto a two-piece flanged band (Haggie engraving, USA). 
Capture sites were located on private land, determined based on landholder access and 
survival of chicks from hatching to capture age Figure 5-1. Ten of the chicks were fitted with 
GPS transmitters in the 2010-2011 breeding season at eight sites, and one in the 2012, 
breeding season (Chapter 2). A chick captured in 2012 at the Macarthur wind farm provided a 
unique opportunity to obtain data on a brolga family utilising a wind farm.  
The same model GPS PTTs has previously been used on whooping crane chicks (Pearse et al. 
2015) and were deemed suitable for brolgas, due to their similar size and threatened status. 
Due to low breeding success of brolgas and expecting some level of chick mortality, I fitted 
both chicks in two-chick clutches with PTTs where I captured both chicks and where 
sufficient PTTs were available. The PTTs had a duty cycle of 8 hrs on/135 hrs off and 
acquired four GPS fixes per day: morning (8:00), midday (12:00), late afternoon (16:00) and 
evening (23:00). This schedule documented diurnal and nocturnal movement patterns and 
habitat use, including foraging and roosting areas. Accuracy of GPS fixes ranged from <26 m 
to 100 m, calculated by Argos (CLS 2016).  
 GPS data 
Data for each individual included the capture date and locations from pre- and post-fledging 
periods. Only data from the pre-fledging period were used for movement pattern, home range 
and habitat selection analyses. I determined the most likely fledging date using behavioural 
change point analysis (BCPA) (Gurarie et al. 2009) in R (R Core Team 2013). The BCPA 
transforms step length and turning angle of the animal’s location data into new variables – 
persistence velocity and turning velocity. A moving window shifts across a continuous 
autocorrelated series – the movement path – described by mean, variance and continuous 
autocorrelation, and identifies changes in behaviour (Gurarie et al. 2009).   
I used one individual (76437_2) to determine appropriate settings for windowsize and 
clusterwidth – where the fledging time, due to dispersal, was obvious. I used the V*cos, 
windowsize of 30, K of 1 and clusterwidth of 1. I used the same settings for all consequent 
analyses to identify other chicks’ fledging dates. If BCPA identified more than one change 
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point, I took the first one, and assigned the date previous to this change point as the fledging 
date. Where I had deployed a PTT on more than one chick from the same clutch and BCPA 
identified different fledging dates for the paired chicks (pairs 76388 & 76436 and 76700 & 
76827), I used the later fledging date for both as I assumed their movements would be 
restricted until both chicks fledged. Crane chicks and parents move within a family unit at 
breeding sites  (Johnsgard 1983, Marchant and Higgins 1993) and would be unlikely to fly as 
a group until both chicks have fledged.  
I compared the the BCPA-estimated fledging dates with a) a subjective estimate of age at 
capture based on the size, plumage, presence of down feathers and wing moult (determined 
from chicks of known age from 2009–2010 and 2010–2011 breeding season) and b) published 
information on the age of brolgas at fledging (11.5–14 weeks (Arnol et al. 1984, Venosta et 
al. 2011) and c) maximum distances moved (1.6 km to over 2 km) prior to fledging based on 
information on crane chicks (McMillen 1988), D. Brandt pers. comm.; S. Hereford 
pers.comm.), to ensure fledging estimates were realistic. I additionally plotted the distance 
between fixes, which indicated a displacement and potential capture effect. I thus excluded 
the capture date and 1–3 days post-capture to account for any disturbance effects due to 
capture and handling (Table 5-1). 
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Table 5-1. Summary of GPS data and home ranges estimated using Brownian Bridge movement model (BBMM % UD).  
ID Locality 
Capture 
date 
GPS data (# days) 
Number 
of GPS 
fixes 
Fix 
success 
rate (%) 
BBMM 50% 
UD 
BBMM 95% 
UD 
76387_1 Skipton 9/01/2011 11/01/2011–23/02/2011 (43) 82 48 29 156 
76388^ Skipton 19/11/2010 21/11/2010–10/01/2011 (51) 124 61 26 124 
76389 Casterton 21/11/2010 23/11/2010–14/12/2010 (22) 35 40 11 75 
76434§ Skipton 22/11/2010 25/11/2010–6/01/2011 (53) 98 46 54 265 
76436^ Skipton 19/11/2010 20/11/10–10/01/11 (52) 104 50 38 194 
76437_2◊ Gerrigerrup 21/10/2012 23/10/12–4/12/12 (43) 102 60 98 523 
76438 Skipton 9/01/2011 11/01/11–15/02/11 (35) 65 46 8 70 
76449ß Skipton 26/01/2011 28/01/11–18/02/11 (21) 47 56 29 263 
76700# Stoneleigh 26/01/2011 28/01/11–15/02/11 (18) 37 51 55 423 
76827# Stoneleigh 26/01/2011 28/01/11–15/02/11 (18) 35 47 28 243 
76862 Skipton 27/02/2011 1/03/11–29/03/11 (29) 71 61 44 211 
 
^pair of chicks from the same clutch 
#pair of chicks from the same clutch 
§single chick captured from a 2-chick clutch where both fledged 
◊chick captured at a wind farm post-construction/pre-operation; both chicks captured from a 2-chick 
clutch where both fledged, one only fitted with a PTT 
ßchick raised by a single male, after the female was trampled by cattle. 
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 Movement patterns 
All analyses were undertaken in R (R Core Team 2013) unless otherwise stated. To 
investigate general movement patterns, I calculated movement metrics using the package 
adehabitatLT (Calenge 2006, R Core Team 2013) and summarised movement distances. 
Because brolgas use night roosts and move out to forage during the day (Marchant and 
Higgins 1993), I only calculated the distance moved between the night roost (23:00) and the 
previous, or next, day fix. As the acquisition rate was imperfect, I chose the next day fix that 
was closest to the night-time fix (one of 8:00, 12:00 or 16:00). I overlaid GPS data on spatial 
layers in ArcGIS 10.3.1 to identify movement patterns and habitat use. To further understand 
wetland habitat use, I calculated the number and size of wetlands used, and the distance 
between night roosts, using GME (Beyer 2001–2014) and ArcGIS 10.3.1.  
I compared the distances moved by the chick at the Macarthur wind farm with movement 
distances of other chicks. The turbines began operating on the 19th October 2012, when the 
chick was 10 weeks old. I thus grouped the data from other chicks before and after 10 weeks 
of age. Individual 76389 was excluded due to lack of pre-10 week age data. No formal 
statistical tests were conducted due to lack of replication.  
 Home range analysis 
One of the recommendations is to avoid and minimise effects of disturbance and barrier 
effects on the species at brolga breeding sites (DSE 2011) (breeding site defined by (DSE 
2011) is “the nest of a brolga breeding pair and the perimeter of the surrounding wetland”).  
Therefore, the main objective of the home range analysis was to identify contiguous home 
ranges at the 95% volume utilisation distribution (UD) contour, which would incorporate 
areas traversed between centres of activity. I was also interested in habitats contained within 
the core home range, and thus calculated the 50% UD.  
I initially chose the kernel density estimator (KDE) with hlscv smoothing parameter, as it is 
widely recommended (Seaman and Powell 1996, Seaman et al. 1999, Gitzen et al. 2006). The 
hlscv method has previously been used to study brolga home ranges in south west Victoria 
(Venosta et al. 2011), providing potential opportunities to compare results across studies. 
However, the algorithm in this study did not converge for five of the 11 individuals, which is 
a common problem with this method (Hemson et al. 2005, Gitzen et al. 2006). In cases where 
hlscv converged, it produced highly fragmented UDs. I considered these fragmented UD 
estimates biologically implausible for unfledged brolga chicks and unsuitable for applied 
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management purposes where contiguous home ranges are required (i.e. where barriers and 
disturbance effects need to be excluded from home ranges).  
Brownian Bridge movement models (BBMM) are an alternative to KSE methods. BBMMs 
incorporate time and thus movement into the estimation of UDs. The chick movement data 
consisted of one behavioural phase – pre-fledging – so I chose BBMM (over dynamic 
BBMM) to estimate brolga UDs (Horne et al. 2007). We calculated 50% and 95% volume 
contours using the package adehabitatHR (Calenge 2006) , and used ArcGIS 10.3.1 to check 
the UDs were realistic. The function ‘kernelbb’, used to estimate BBMM UD, requires the 
standard deviation (∂2) of telemetry error and Brownian motion variance (∂2m) as smoothing 
parameters. To calculate telemetry error, I first classified Argos accuracy classes (<26 m; 26–
50 m; 51–75 m; 76–100 m) to four integers: 26, 50, 75 and 100. I then calculated the mean, 
which was 50.6 (n=100). I used the function ‘liker’, in the package adehabitatHR, to estimate 
the Brownian motion variance for each individual.  
 Identification of habitat types 
To investigate habitat selection, used and available habitat was defined. The 50% UD and 
95% UD were used to delineate used habitat. Available habitat was determined by a 1370 m 
radius of a minimum convex polygon around night roosts (Figure 5-2). I identified and 
digitised habitats within this radius. I chose this distance, as 95% of movement distances were 
within 1370 m of night roosts (Figure 5-3). I used Landsat imagery to identify available 
wetland habitat (wetlands, creeks, rivers), and created a wetland layer with the actual extent 
of wetlands at the time brolgas were on breeding territories  (Figure 4) (e.g. using December 
2010 imagery for chicks that were on breeding territories in December 2010). I chose low 
cloud imagery and multiple images, particularly if Landsat 7 imagery bands obscured 
potential wetland habitats (Figure 5-4). I used known, inundated, wetlands within brolga 
home ranges for ground truthing – matching the colour to identify all other inundated 
wetlands (Figure 5-4). I traced around the edges of inundated wetlands, and further checked 
aerial imagery (ArcMap 10.3.1, Google Earth) and the publicly available Victorian 
Department of Sustainability and Environment Corporate Spatial Data Library wetland 1994 
GIS layer (WET1994) (DSE 2013). I used aerial imagery and a Victorian land use GIS layer 
(South West Landuse) to identify non-wetland habitats, which included cropping, grazing, 
building, native woodland, plantation, fodder crop, roads, wind farm and unknown land use 
types. Additionally, I used landholder maps for ground truthing to identify land use at the 
time when brolgas used the habitats. I included major bitumen roads and minor gravel roads 
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(including road reserves), but excluded private and internal farm roads. Due to the overall low 
proportion of buildings in the available habitat, I combined farmhouses and isolated sheds, 
though recognise that isolated sheds might have less human activity.  
 
Figure 5-2. A 1370 m buffer around a night roost minimum convex polygon, 50%UD and 
95% UD, showing land use categories and wetlands from digitised ArcGIS layers. 
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Figure 5-3. Frequency distribution for pre-fledged chicks at breeding sites, of a) distances 
moved, to and from night roosts at breeding sites (n = 396) – 50% of observations were 
within 315 m, 95% of observations within 1369 m and the mean distance moved was 442 m. 
 
 
Figure 5-4. Imagery used in creating a wetland layer for this study. From left to right: an 
aerial with the wetland 1994 layer overlay (DSE 2013); Landsat 7 imagery for the same area, 
used by one of the brolga chicks (76387_1), the x marks wetlands identified and used by 
brolgas; the resulting wetland GIS layer. 
 
 Factors influencing home range size 
I investigated the influence of the following factors on the home range size: a) number of 
fixes on the 95% UD size; b) the number of chicks in a clutch; and c) wetland connectivity 
measured as distance to, and area of, wetlands, on home range size. I ran a linear regression to 
look at the correlation between the number of fixes and the 95% UD size. I compared the 95% 
UD size of single and two-chick clutches using a t-test in R.  
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To investigate the influence of connectivity on home range size, I took the following 
approach. I first created centroids for wetland polygons and used the capture location wetland, 
or wetland nearest to capture location, as the focal wetland. From this point, I then calculated 
distance to, and area of, wetlands using the geospatial modelling environment (GME) (Beyer 
2001–2014).  
I calculated connectivity of wetlands within each home range by using an Incidence Function 
Model (IFM), which is a better measure of connectivity than the nearest neighbour distance to 
an occupied patch method (Moilanen and Nieminen 2002): 
∑ e−di/m , 
where di is the distance to wetland and m is the mean distance moved by brolga chicks to, or 
from, night roosts (442 m). The maximum distance to wetlands (di) used was 2000 m, as e−di/m 
approaches zero with greater values of di (i.e. e−2000/442 = 0.01). I then modified the equation to 
investigate the potential combined influence of wetland area and distance: 
∑area*e−di/m . 
For calculating both measures, I only included wetlands ≥ 0.6 ha, the smallest wetland that 
brolgas used in this study.  
 Habitat use, availability and selection 
I calculated the proportion of wetland habitat used within the 50% UD, 95% UD and available 
wetland habitat within 1370 m of night roosts, and compared the means using a one-way 
ANOVA with a Tukey HSD (honest significance difference) post-hoc test. I also used GME 
(Beyer 2001–2014) to extract data on non-wetland habitat in ArcMap. I calculated the 
proportion of non-wetland habitat used within the 95% UD and the available area, by first 
excluding the wetlands from the land use layer in ArcMap. I then compared the proportion of 
used and available habitats using parametric compositional analysis (Aebischer et al. 1993) in 
the package adehabitatHS (Calenge 2006). This method analyses proportional habitat use to 
availability by applying a MANOVA to log-ratios of the proportional use and availability 
values (Aebischer et al. 1993). Unused habitat, i.e. zero values, were replaced by 0.001, 
recommended by Aebischer et al. (1993), as log or zero cannot be calculated.  
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 Results 
 GPS data 
All 11 chicks survived to fledging. The total number of days prior to fledging ranged from 18 
to 53 days and the number or GPS fixes depending on the chick age at capture (Table 1). The 
number of GPS fixes ranged from 35 to 124 and mean GPS fix acquisition success was 51 % 
(range 40% – 61%, se: 2%, n = 11). Of all fixes, 77% were within 50 m accuracy (< 25 m and 
26–50 m accuracy classes, calculated by Argos (CLS 2016). The remaining 23% of fixes were 
within 100 m accuracy (51–75 m and 76–100 m accuracy classes). There was no difference in 
the number of fixes between the time periods (08:00 n=203, 12:00 n=190, 16:00 n=177, 23:00 
n=231). 
 Movement patterns  
Pre-fledged brolgas moved 442 m on average, between night roosts and day foraging areas 
(range: 0 m–1964 m, se: 20 m, n = 396) with 50% and 95% of movements ≤315 m and ≤1369 
m respectively Figure 5-3). Pre-fledged chicks used either a single or multiple wetlands for 
night roosts (Figure 5-5, Appendix 8). Individuals using multiple wetlands either switched 
between them periodically or relocated from one wetland to another (Figure 5-5). The chicks 
at two sites, relocating to a new night roost moved shorter distances after relocation. The 
average movement distance was two times less after relocation (mean before switch: 347 m, 
se: 41 m, n = 27; mean after switch: 177 m, se: 10 m, n = 33) for one pair of chicks (76388 & 
76436) and 3.6 times less for one single chick (76449) (mean before switch: 454 m, se: 112 
m, n = 10; mean after switch: 125 m, se: 21 m, n = 15).  
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Figure 5-5. Patterns of pre-fledged brolga chick movements and habitat use at breeding 
territories, from capture to fledging (see Table 1): a) use of single night roost (76862); b) use 
of multiple night roost, switching between wetlands (76434); c) use of multiple night roosts, 
relocating to a new wetland (76449). Aerial photography from World Imagery ArcGIS 10.3.1. 
(ESRI 2015).  
 
All night-time GPS fixes (23:00 EST) were in wetlands and daytime fixes were in wetland 
and non-wetland habitat (Figure 5-5). The mean number of wetland night roosts used prior to 
fledging was 2.09 (range:1–4, se: 0.34, n = 23) and the mean number of wetlands used overall 
(day and night) was 2.82 (range: 1–7, se: 0.58, n = 31) and majority of used wetlands were 
≤15 ha in size (Appendix 8).  
Distance between wetlands and density of wetlands within the 95% UD was highly variable 
between individuals. Average distance between night roost locations ranged from 25 m to 906 
m between individuals and wetland density ranged from 1 to 16 (Appendix 8). The average 
size of night roosts used was 7.62 ha (range: 0.60–40.74 ha, se: 1.77 ha) and the size of all 
used wetlands was 8.38 ha (range: 0.60–40.74 ha, se: 1.72 ha). Wetlands within 5–10 ha were 
most frequently used (Appendix 8). The average size of five known nesting wetlands was 
13.2 ha (range: 2.96–40.74 ha, se: 7.04 ha).  
The chick at the Macarthur wind farm moved longer distances on average (mean: 864 m; se: 
83.48, n = 27) than chicks at other sites (mean: 366 m; se: 28.3; n = 72) at 10 weeks of age. 
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There was some evidence that the chick moved further from night roost after turbines began 
operating, after 10 weeks of age (mean before: 864 m, se: 83 m, n =  27; mean after: 1333, se: 
41 m, n = 21), although formal statistical tests were not conducted due to lack of replication. 
There was no evidence that chicks at other sites moved further after 10 weeks of age, 
compared with before 10 weeks of age (mean before: 365 m, se: 28 m, n: 72; mean after: 359 
m, se: 19 m, n: 258). The chick at the wind farm moved and foraged in proximity to turbines 
(within 500 m) (Figure 5-6).  
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Figure 5-6. Movements of 76437_2 pre- (left) and post-turbine (right) operation at the Macarthur wind farm, Victoria. The chick moved further 
on average from, and to, night roost after turbines began operating (mean before: 864 m; mean after: 1333 m) and its home range was larger 
(95% UD before: 423 ha; after: 724ha), but effect of wind farm on the difference was inconclusive due to lack of replication (n=1). Habitats, and 
direction of travel from night roost, were similar before and after except one wetland, which was drained and not used post-turbine operation. 
Aerial photography from World Imagergy ArcGIS 10.3.1 (ESRI 2015). 
Chapter 5: Movements, home ranges and habitat use of breeding brolgas (Antigone rubicunda) in an agricultural landscape 
 118 
 Home range   
The home range of pre-fledged brolgas varied 7.5-fold from the smallest at 70 ha to the 
largest at 523 ha, at the 95% UD BBMM contour (mean: 232 ha, se: 40 ha, n = 11) (Table 
5-1) and incorporated night and day roosts and day foraging areas (Figure 5-5). The number 
of GPS fixes had no influence on the UD size (r = 0.04). Differences between home ranges 
areas was therefore not due to the number of GPS fixes used for calculating each UD. The 
home range of the chick at a wind farm was larger after the turbines began operating (95% 
UD before: 423ha; after: 724 ha) (Figure 5-6).  
The mean core home range at 50% UD was also variable (range: 8 ha–98 ha, mean: 38 ha, se: 
7 ha, n = 11) and contained all night roost wetlands except in two cases (Figure 2). Night 
roost wetlands excluded within the 50% UD were characterised by fewer GPS fixes (1–4) 
compared with night roost wetlands within the 50% UD (4–16), indicating less frequent use. 
Two 95% UDs of breeding pairs overlapped (76449 and 76862). Appendix 9 contains the 
results of other home range estimators (50%, 90%, 95% and 99% UD) to allow comparisons 
between studies.  
Neither distance nor distance/area measures within the 50% UD and 95% UD had an 
influence on the home range sizes and we took no further analyses for these variables. Two 
chick clutches had larger home ranges on average (mean: 349 ha, se: 63 ha, n = 4) than single 
chick clutches (mean: 150 ha, se: 35 ha, n = 5), although the evidence was weak as the 
confidence intervals overlapped zero (t = −2.40; df = 4.71; CI: [−417.85, 18.45]). 
 Habitat selection 
Wetlands used comprised a higher mean proportion of the 50% UD (37.7%) compared with 
the 95% UD (8.5%) and the available area within 1370 m of night roost MCP (12.6%) (Fig. 
3). Brolgas selected wetland habitat within their 50% UD, using it in higher proportion than 
within the 95% UD (F: 9.85, df: 2, CI: [−45.90, −12.49], p: 0.00) and compared with 
proportion available (F: 9.85, df: 2, CI: [4.14, 37.55], p: 0.01). Brolgas did not select wetland 
habitat within the 95% UD, as proportion used was not different to what was available (F: 
9.85, df: 2, CI: [-25.05, 8.36], p: 0.44). 
The main non-wetland habitats used by brolgas were cropping and grazing paddocks (Figure 
5-7, Appendix 10). I combined rocky and non-rocky knoll habitat in grazing and cropping 
land use context into two categories for analyses: “cropping” and “grazing”. Overall, an 
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average of 81.0% of all non-wetland habitat consisted of cropping or grazing land, of which 
an average 48.8% was grazing and an average of 32.3% was cropping. Similar proportions of 
both habitats were available within the 95% UD (mean grazing: 53.3%, cropping: 37.4%). 
There was no evidence of brolgas selecting for either habitat within the 95% UD, as the 
average proportion of grazing and cropping habitat was approximately proportional to the 
average availability of both habitats (Figure 5-7). Overall, grazing habitat was preferred over 
cropping habitat, although this difference was small (Table 5-2).  
The next highest proportion of non-wetland habitat within 95% UD of brolga chicks was blue 
gum (Eucalyptus globulus) plantation (mean: 5.5%, se: 4.8, range:0.4%–19.8% n = 4) and 
major roads (mean: 1.9%, range: 1.6%–3.0%, se: 0.04, n = 6). Only one individual used 
plantation habitat (ID76389, Appendix10), but it comprised a fifth (19.8%) of its 95% UD 
(Appendix 10). Brolgas selected against buildings and watercourses within their home ranges 
Table 5-2). I did not separate the potential effects of sheds and farmhouses, as they were only 
present within two home ranges and each consisted approximately half of the total proportion 
attributed to this habitat type. It is unlikely this affected the results and their interpretation, as 
buildings were absent in nine of the eleven home ranges and in proportions of one or less 
percent within the two remaining home ranges.  
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Figure 5-7. Boxplots of proportion of a) wetlands available and used within the 50% UD and 
95% UD; b) cropping and grazing habitat available and used within the 95% UD. 
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Table 5-2. Ranking matrix with t-values for pairwise comparisons of habitat types used by pre-fledged brolgas within the 95% BBMM UD. 
Significant differences are in bold, positive values denote habitat in row is used more than the habitat in the column.  
            
Habitat 
use           
    buildings watercourse native.woodland plantation fodder.crop major.road minor.road wind.farm cropping grazing 
 buildings           
 watercourse 3.22          
 native.woodland 3.24 1.48         
 plantation 4.24 3.11 1.17        
Habitat  fodder.crop 2.68 1.29 −0.09 −0.98       
available major.road 2.66 0.66 −0.61 −1.36 −0.45      
 minor.road 2.23 0.91 −0.20 −0.88 −0.19 0.35     
 wind.farm 5.30 2.87 1.01 −0.73 1.01 1.26 0.85    
 cropping 1.46 0.50 −0.50 −0.92 −0.49 0.10 −0.26 −0.92   
 grazing 3.86 1.57 −0.30 −1.33 −0.19 0.62 −0.03 −1.15 0.18  
 unknown 2.90 1.24 −0.01 −0.80 −0.05 0.61 −0.13 −0.57 0.42 0.32 
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 Discussion  
 Movement behaviour and patterns 
Flightless brolga chicks moved further than previous studies suggest – 95% of all movements 
between night roost and diurnal habitats were within 1.4 km, compared with walking 
movements of 0.5 km in Venosta et al. (2011) and 0.1 km in Brett Lane & Associates (2008), 
within breeding site. These differences are likely to due to the different data sources used 
(field-based observations vs. GPS transmitter data). Data collected using solely field-based 
observations is likely to underestimate home range size of breeding brolgas and given the 
distances chicks can move they can be easily missed in the field.  
The GPS transmitters identified night roost wetland, or breeding site, as centres of activity for 
brolgas, and the base for daily foraging trips to wetland and non-wetland habitat. Chicks often 
returned to the same wetland (Figure 5 2, Figure 5 3). In some cases the night roost was the 
breeding site, but I was unable to confirm this for all breeding pairs. GPS telemetry revealed 
more accurate habitat and home range use than field-based sightings from previous studies. 
GPS tracking of brolgas, and similarly mobile species, is thus better for conservation 
applications, monitoring movements and home range estimation. 
Movement patterns of brolgas were comparable to other studies on crane chicks, where radio 
transmitters (McMillen 1988, Hereford et al. 2010) and GPS telemetry (Månsson et al. 2013) 
has been used. Sandhill cranes move similar distances beyond nest sites to forage in dry 
agricultural fields or drier marshes (Johnsgard 1983, McMillen 1988). Pre-fledged 
Mississippi sandhill and greater sandhill cranes (G. c. pulla and G. c. tabida) can move 1.6 
km and more than 2 km (McMillen 1988), respectively, from nest sites (S. Hereford pers. 
comm.; McMillen 1988). Similarly, whooping crane families and black-crowned cranes 
(Balearica pavonina) forage 1.6 – 1.8 km from nests and walk their chicks to areas of 
abundant food (Johnsgard 1983). Thus, ability to traverse long distances on foot could be 
important to chick survival if food in the nesting wetland is depleted or if the wetland dries 
out.  
Multiple wetland use prior to fledging was common, recorded within seven of the nine home 
ranges. Individuals using multiple roosts switched between wetlands or relocated to a new 
wetland (Figure 5-5). Red-crowned crane pairs (G. japonensis) with chicks also forage in 
multiple wetlands and switch roost sites frequently (Kitagawa 1982). Most other studies on 
crane breeding habitat use and selection report percentage of wetland areas used (McMillen 
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1988, McCann and Benn 2006, Månsson et al. 2013) rather than number, or pattern, of 
wetland use. This approach may underestimate the importance of individual wetlands within 
breeding home ranges. Knowledge of actual wetland use is important and may assist in crane 
habitat management. Given that all brolga chicks in this study survived to fledging, the 
presence and protection of multiple wetlands within walking distance of chicks is likely to be 
important to breeding success.  
Switching night roosts could be due to predator avoidance or changing food availability 
(Nolet et al. 2002, Klaassen et al. 2006, Davis and Afton 2010, Bernd 2017). Black-necked 
crane pairs move their chicks and relocate from a nest if they are disturbed (Johnsgard 1983). 
Two brolga families in this study moved to a different wetland after capture, which suggests 
that disturbance, or perceived risk of predation, could explain the switching between 
wetlands. Alternatively, brolgas may forage progressively further from night roosts and 
ultimately switch to a wetland closer to new foraging areas. Food depletion over time may 
result in wetland birds moving further to meet their energetic requirements (Nolet et al. 2002, 
Davis and Afton 2010). Indeed, there was some evidence of chicks remaining near night roost 
wetlands (347–454 m), increasing movement distances prior to switching to a new night roost 
wetland and subsequently ranging closer to the new night roost (125–177 m). In these cases 
movement distances from new night roosts were comparable to those at the original wetland.  
Wetlands in proximity to foraging areas could be important for providing protection from 
predators (McCann and Benn 2006). Brolgas may need to walk further with increasing 
distance between roosting wetlands and foraging, as was the case for the chick at Macarthur 
wind farm (Figure 5-6). Whooping cranes move further from nest sites during dry conditions , 
and brolgas may behave similarly (Johnsgard 1983). Such long distance movements can 
increase predation risk of flightless crane chicks (Johnsgard 1983, McMillen 1988). Breeding 
success of brolgas could thus be lower in dry years and where families with pre-fledged 
chicks have to move long distances between wetland night roosts and foraging areas.  
 Brolga home range 
The 95% UD identified movement corridors between night roost and day foraging areas 
within brolga breeding territories. Additionally, the 50% UD and 95% UD contained multiple 
wetlands, which brolgas used at night and day. The home range size was highly variable and 
comparable to other crane species despite different estimators used (brolgas 70–522 ha, this 
study; Mississippi sandhill crane 50–400 ha (Hereford et al. 2010); greater sandhill crane 36–
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388 ha (McMillen 1988); common crane 116–600 ha (Månsson et al. 2013). Variability in 
home range size is not surprising as it is common more generally across numerous bird 
(Schoener 1968) and mammal taxa (McNab 1963).  
Time of the year, age and sex of tagged individuals, conspecific density (Johnsgard 1983), 
body weight (McNab 1963, Schoener 1968), food density and habitat quality can influence 
home range size. Understanding the causes of brolga home range variation is difficult, as 
these factors were not measured. Year, age or sex of the individuals was unlikely to explain 
the variation, because all brolga chicks were followed up to fledging, chicks were similar age, 
9 of the 11 chicks were female, and because brolgas move within a family unit. There was 
insufficient data on conspecifics and no data on chick weights post capture, and I was unable 
to investigate influence of these variables on the home range size.  
Food density, prey type and habitat quality may influence brolga home range size, as they do 
for other bird (Schoener 1968, Zabel et al. 1995, Newton 1998) and crane species (McMillen 
1988, McCann and Benn 2006, Hereford et al. 2010) but further studies would be required to 
investigate these factors. I expected high wetland connectivity and larger wetland area to 
result in smaller home ranges, but found no relationship between home range size and the 
connectivity measure. Brolgas possibly selected for wetland features that were not measured 
in this study and some wetlands within home ranges may have been unsuitable roosting and 
foraging habitat. Brolgas also used non-wetland habitat suggesting the proximity and spatial 
arrangement of different habitats may determine the size and shape of home ranges, as is the 
case for some mammal species (Martin and Martin 2007, Di Stefano et al. 2011). There was 
some evidence that families with two chicks had larger home ranges on average, compared 
with single chick families (349 ha vs. 150 ha). This may reflect faster food depletion rates in 
proximity to the nesting wetlands and the need to forage further over time to meet daily 
energetic requirements.  
 Habitat selection  
Brolgas did not select for either cropping or grazing habitat within their home ranges (Figure 
5-7) and chicks fledged successfully regardless of the dominant habitat type. This is in 
contrast to suggestions that land use context around brolga nesting wetlands may influence 
wetland selection and breeding success (Myers 2001, Herring 2005). Brolgas selected for 
wetlands within their 50% UD, but not within the 95% UD. The evidence for selection within 
50% UD was weak, and illustrates that selection may in fact occur at the scale of the 
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individual wetlands – possibly for dense vegetation, water depth or food, known to be 
important breeding site characteristics (Herring 2001, Myers 2001).  
Brolga breeding sites occur in several land use contexts in Victoria, mainly cropping, grazing 
and plantation (Myers 2001; this study). Habitat types surrounding brolga breeding wetlands 
more likely reflect dominant land use, rather than selection at the home range scale. Many 
other crane species in agricultural areas forage in open habitats away from breeding wetlands 
and show no selection for habitats at the home range scale (Borad et al. 2001, Månsson et al. 
2013, Van Schmidt et al. 2014). Indeed, sandhill and whooping cranes do not select habitat 
beyond 200 m of nests (Baker et al. 1995, Timoney 1999). Individual wetland condition and 
quality is thus most likely to be the most important habitat feature for brolga breeding 
success.  
Brolgas selected against buildings and watercourses within their home ranges. Brolgas were 
historically hunted and shot (White 1987, Marchant and Higgins 1993), and their eggs 
collected until the late 1960s (White 1987). Frequent human activity characterises farmhouses 
and nearby sheds. Habitat selection away from buildings may reflect sensitivity to 
disturbance. Brolgas are thus no different to other crane species, which choose to nest or roost 
away from humans (Shenk and Ringelman 1992, Meine and Archibald 1996), though they 
may also become habituated to human presence if not threatened (Borad et al 2001). Brolgas 
also seemed to select habitat away from creeks. Other breeding cranes also avoid 
watercourses, which are thought to pose a drowning risk or a movement barrier to chicks 
(McMillen 1988).  
 Conservation and management applications 
This study has greatly increased our understanding of brolga movement patterns, habitat use 
and home range requirements at breeding sites and has implications for the species’ 
conservation. The findings can be implemented at the wind farm planning, pre-operation and 
post-operation stages to reduce impacts on brolgas. This is also the first study to document a 
crane species’ breeding home range movements at a wind farm.  
The Victorian breeding site objective for avoiding and minimising wind farm impacts is to 
ensure no impact on breeding success (DSE 2011). Avoiding impacts at breeding sites must 
therefore ensure fledging and recruitment of chicks is not adversely affected due to wind 
farms. Land managers and conservation decision makers can use this study’s results to 
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establish turbine-free areas around breeding sites to meet this objective and to manage 
breeding sites to improve breeding success and to offset modelled collision mortality.  
Single wetland management around a nest is unlikely to protect breeding brolgas from 
potential wind farm impacts. Brolga chicks in this study used multiple wetlands within their 
home ranges before fledging. Given that all chicks survived to fledging, this is the most 
important consideration for brolga breeding site protection and enhancement at wind farms 
and in a broader conservation context.  
Cranes are known to avoid wind farms (Gerjets 2005, Navarrete and Griffis-Kyle 2014) and 
caution should be applied to protect brolgas from impacts, particularly due to their threatened 
status (DuGuesclin 2003) and generally low breeding success (Myers 2001, Herring 2005). 
Avoidance of turbines can result in increased movement distances (Drewitt and Langston 
2006), which in turn can increase energetic costs, predation risk (Johnsgard 1983, McMillen 
1988) and potentially, breeding success. To allow unimpaired movement to foraging and 
nocturnal roosting habitat until brolga chicks fledge, wind turbines should therefore be 
located away from breeding sites and surrounding wetlands.  
The large home range variation makes it challenging to apply a generic buffer, based on an 
average home range size. It may be more appropriate to ensure habitat elements (breeding 
site, night roost, foraging areas), and potential movement corridors, are incorporated into 
buffers at each site, based on their spatial arrangement in the landscape. Turbines should be 
excluded from the 50% UD, which incorporates the breeding site, night roosts and 
surrounding foraging habitat, and the 95% UD, which includes movement corridors between 
them. 
The results indicate that brolgas need 2-3 wetlands within their 95% home ranges for 
successful fledging. The availability of wetlands in addition to the breeding site is likely to 
influence breeding success and recruitment. Designing turbine-free buffers should thus not be 
based on distances moved, or home ranges, alone – particularly as they can vary greatly 
between sites (McMillen 1988, Hereford et al. 2010, Månsson et al. 2013). Rather, the focus 
should be on the landscape context of roosting and feeding areas (wetland and non-wetland 
habitat), and availability of suitable night roost wetlands within walking distance of chicks. 
Managers could design buffers based on movement data from this study and incorporate 
wetland habitats up to 1.4 km from nest sites, or known night roosts, given 95% of chicks 
remained within this distance. Additionally, the brolga wind farm management guideline 
recommendations (DSE 2011) for incorporating additional 0.3 km radius around breeding 
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home ranges should be followed. Non-wetland habitat around and between multiple wetlands 
within home ranges should be incorporated into turbine-free buffers, to allow barrier-free 
movement between wetlands and non-wetland foraging areas.  
The guidelines to avoid and mitigate wind farm impacts on brolgas provide an option to offset 
modelled wind farm collision mortality with breeding habitat improvements (DSE 2011). The 
aim of such improvements is to enhance breeding success. Current recommendations for 
protecting, creating and enhancing brolga breeding habitat focus on managing single wetlands 
(Arnol et al. 1984, Herring 2001, DuGuesclin 2003) whereas the results suggest that creating 
and restoring wetland complexes is more likely to improve breeding success. As crane chicks 
are at higher risk of predation when walking between habitats, wetlands should be as close to 
each other as possible. The mean distance walked by brolga chicks in this study (0.4 km) 
could be used as a guide when creating wetland habitats at breeding sites to reduce distances 
walked by chicks to reduce predation risk and to increase breeding success.  
This study was limited to chick movements at breeding sites, from 6–9 weeks of age until 
fledging. However, brolga families, like other cranes, roost and forage together (Marchant and 
Higgins 1993). This study’s results are thus considered representative of the adult and chick 
movements. However, it is recognised that breeding adults may range further to forage during 
nest building, incubation and chick rearing. Studies focusing on GPS telemetry of breeding 
adult pairs are recommended, to identify if larger buffers are required to avoid potential 
disturbance and mortality effects from turbines during the entire breeding season – from nest 
building and incubation, to chick fledging. Further GPS tracking studies at wind farms pre- 
and post-operation are also warranted. The brolga chick at Macarthur wind farm moved 
further, on average, after turbines began operating (864 m vs. 1333 m), but the cause for this 
response is unknown. A wetland in the middle of the home range was drained prior to the 
chick fledging. The increased movement distances may thus have been due to loss of this 
wetland, rather than wind farm-related disturbance. Furthermore, lack of comparisons at 
control sites for the same breeding season (2012), and replication, makes it impossible to 
generalise on population level responses of breeding brolgas to wind farms. 
Movements and habitat use of brolgas in south-western Victoria were similar to other crane 
species breeding in agricultural landscapes, such as the sandhill cranes (McMillen 1988, 
Hereford et al. 2010), common cranes (Månsson et al. 2013) and wattled crane, Bugeranus 
carunculatus (McCann and Benn 2006). The general principles of habitat protection and 
enhancement suggested here for brolgas could be useful for managing other crane species at 
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breeding sites, particularly in agricultural landscapes. Although great intra- and interspecies 
variability in home range size exist, and variations may be due to different habitat contexts, 
wetlands are essential habitat for all crane species. Crane wetland preferences have common 
features, such as dense vegetation that provides nesting material and cover for chicks. 
Managing crane breeding sites by incorporating multiple wetlands within close proximity of 
each other is thus likely to increase breeding success of brolgas and other crane species 
inhabiting farmland.  
 Conclusion  
To avoid potentially negative effects on breeding brolgas, wind farms and turbines should be 
sited away from known breeding and roosting wetlands, given selection for wetland habitat 
occurs within the core (50% UD) home range. Incorporating nest sites into turbine-free 
buffers is important, but may not be sufficient to protect brolgas from potential wind farm 
disturbance effects. Turbine-free buffers and offsets should incorporate 2–3 wetlands and 
movement corridors within breeding home ranges to improve breeding success (Figure 5-5, 
Figure 5-6, Appendix 8). This study found brolgas range further, on foot, at breeding sites 
than previously documented (Brett Lane & Associates 2008, Venosta et al. 2011) and 
advances knowledge of the species’ movement patterns, habitat use, home range and habitat 
selection beyond the nest site. The ecological information presented here has implications for 
reducing potential wind farm impacts on brolgas. Incorporating these results into turbine-free 
buffer and offset designs thus goes further than previous studies, to avoid and mitigate 
cumulative wind farm impacts on the Victorian brolga population. The study has relevance 
beyond brolgas and is likely to aid in the conservation of other crane species.  
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Chapter 6: Influence of thermodynamic constraints on 
daily movement decisions and habitat use of 
brolgas, Antigone rubicunda  
 
 
Immature brolgas, colour-banded as chicks (two middle birds),at a day roost, Lake Barnie Bolac .Photo by: Inka Veltheim 
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 Introduction  
Animals move regularly between resting and foraging habitats (Braña et al. 2010, Kleyheeg et 
al. 2017, Putman and Clark 2017, Liukkonen et al. 2018). The microclimate surrounding the 
animal – air temperature, radiation, wind and humidity – affects heat transfer and body 
temperature (Porter and Gates 1969). Therefore, weather can impose physiological constraints 
on habitat use and movement. 
Birds foraging in hot environments can be exposed to high heat loads given their operable 
body temperature ranges between 39 °C and 43 °C (Gates 1980). Risk of dehydration, 
overheating, or death, is high if birds cannot access water or move to a more thermally 
favourable habitat. Exposure to high heat loads thus presents physiological challenges to 
survival.  
Birds have a range of behavioural and physiological options to cope with high heat loads. 
Behavioural responses can include postural changes (Lustick et al. 1978, Schmidt-Nielsen et 
al. 1957, Bartholomew 1966), shading legs from direct radiation, exposure of unfeathered 
skin (Hafez 1964, Bartholomew 1966) and moving to a different habitat (Dawson 1972, 
Dawson and Maloney 2004). Physiological options include pilomotor control, adjusting blood 
flow, panting and increasing core temperature. For example, birds can increase blood flow to 
the feet as ambient temperature increases (Baudinette et al. 1976) and lose a high proportion 
of metabolic heat from unfeathered legs, highlighting the importance of legs in 
thermoregulation (Kahl Jr 1963, Steen and Steen 1965, Kilgore Jr and Schmidt-Nielsen 
1975). Panting can increase evaporative heat loss but incurs water and metabolic costs (Gates 
1980, Eckert and Randall 1983, Whitfield et al. 2015). Some species, particularly those living 
in hot and arid environments, raise their core temperature before panting (Tieleman and 
Williams 1999) thus conserving water and reducing heat gain (Schmidt-Nielsen et al. 1957, 
Gates 1980, Smit et al. 2016). Like panting, increasing the core temperature has metabolic 
costs.  
Animals can reduce metabolic and water costs by moving to thermally more favourable 
habitat. In addition, moving to a habitat with lower heat loads provides an opportunity to 
dump excess body heat more readily, address water balance by drinking, or reduce the need 
for panting and evaporative water loss. Ground squirrels (Citellus and Ammospermophilus 
spp.), for example, forage for short periods of time in the open and retreat to burrows to lose 
stored heat (Schmidt-Nielsen 1964, Gates 1980, Eckert and Randall 1983). They can 
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withstand body temperatures of 43°C while foraging, and can bring their temperature back 
down in the burrow (Eckert and Randall 1983), which can be 13°C cooler than the air 
temperature (Schmidt-Nielsen 1964). 
Birds commonly seek shade when exposed to solar radiation and high ambient temperatures 
(Cunningham et al. 2015, Smit et al. 2016). In agricultural landscapes where trees have been 
cleared, or in open treeless grassland habitats, shade may be limited. In such environments, 
roosting in wetlands and stock dams could help regulate body temperature and water balance. 
The benefits of wetland habitat are two-fold. Firstly, birds can drink to replace water lost 
through evaporative cooling. Secondly, water has a much higher conductivity than air (Gates 
1980) and birds can lose body heat quickly by immersing their legs in water (Steen and Steen 
1965).  
In Australia, many waterbird species inhabit open natural plains and agricultural landscapes 
with limited shade, but where stock dams and wetlands are numerous. The brolga (Antigone 
rubicunda) provides an interesting case study for investigating the influence of microclimate 
and thermoregulatory constraints on daily movement patterns. This large, long-legged crane 
congregates in non-breeding flocks over the austral summer (Arnol et al. 1984, White 1987). 
Across the Victorian Volcanic Plains in southeastern Australia, flocks forage in open 
agricultural fields, where shade is limited and where shade use is rarely observed (I. Veltheim 
pers. obs.).  
Brolgas are thus potentially exposed to high solar radiation while foraging, which can expose 
them to high heat loads and thermoregulatory costs. These factors might constrain the amount 
of time available for foraging and influence decisions on when and where to move, to regulate 
their body temperature and to balance metabolic and water requirements. Previous studies 
suggest that cranes increase their core temperature by 2–3.5°C before panting (Prange et al. 
1985). Simulations of whooping crane (Grus americana) metabolic rates indicate that their 
upper critical temperature is 36°C but allowing wading in water increases the upper critical 
temperature to 40–41°C (Fitzpatrick et al. 2015). Brolgas use wetland roosts for loafing and 
drinking in the middle of the day (Marchant and Higgins 1993, King 2008). In northern 
Australia, this behaviour is pronounced in the late dry season high temperatures (Marchant 
and Higgins 1993). Like other cranes, brolgas may tolerate high ambient temperatures and 
heat loads by increasing their core temperature or by moving to a wetland.  
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Brolgas’ daily movements at the summer non-breeding areas consist of roosting in wetlands 
at night and during the heat of the day, and foraging in crop fields in the mornings and 
afternoons (Marchant and Higgins 1993, King 2008). Generally, heat load from solar 
radiation is lowest at dawn and dusk (Maloney and Dawson 1995), and brolgas’ daily activity 
pattern may reduce exposure to heat stress. The two habitats brolgas use have very different 
thermal properties – wetlands are likely to provide opportunities to lose heat, reduce overall 
heat stress and compensate for water loss experienced during foraging. I tested the hypothesis 
that daily movements and habitat choices are driven by thermoregulatory constraints, using an 
approach that can simultaneously account for other possible behavioural and physiological 
responses. I used a statistical model to predict timing of movements using weather (solar 
radiation, temperature, wind speed and relative humidity) and behavioural data. To further 
understand physiological drivers of daily movement behaviour, I used a biophysical model to 
investigate metabolic costs and changes in body temperature, which combines data on the 
species’ morphology, behaviour and microclimate, and incorporates user-specified 
behavioural and physiological responses to microclimate. Finally, I used behavioural data to 
evaluate the biophysical model results and assess whether brolgas departed foraging fields 
due to heat stress.  
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 Methods 
 Study location 
The study site was located near Willaura, south-western Victoria, Australia (37°32’47”S, 
142°34’00”E) (Figure 2-1), where 10-15% of the region’s brolga population spends the non-
breeding season between November and May (austral spring–autumn) (I. Veltheim 
unpublished data). The climate is warm and dry at this time of the year, with a mean monthly 
minimum of 5.6 °C, mean monthly maximum of 27.2 °C, and mean monthly rainfall of 30.3–
53.2 mm; maximum temperatures can reach 45 °C (Bureau of Meteorology 2018) years 
1969–2018). Cropping (wheat, barley and canola) and sheep grazing dominates the land use 
in the area. Brolgas use the numerous saline and freshwater wetlands and stock dams, as night 
and day roosts, and move to cropped fields to feed during daylight hours. The study was 
undertaken over two periods: 24/1–7/2/2012 and 5/4–9/4/2013.  
 Weather data  
To understand the weather conditions experienced by brolgas that might affect their behaviour 
and physiology, I collected data on air temperature (°C), relative humidity (%), wind speed 
(m/s), wind direction (°), and solar radiation (W/m2) using a weather station (WeatherHawk, 
Campbell Scientific, USA) . The weather station was placed in a paddock closest to the main 
brolga flock, but far enough as not to disturb the birds during set up and data download. The 
location was further determined based on landholder permission and the absence of stock 
(37°33’18”S, 142°32’58”E in 2012; 37°32’56”S, 142°34’07”E in 2013). The weather station 
recorded conditions 120 cm above the ground every minute, from 45 minutes after sunrise 
until 12:00.  
Brolgas used several foraging paddocks and daytime roosts during the study. The weather 
station was within 1–3.5 km of the flocks and during both study periods it was placed on a 
slight rise, at a higher elevation (263 m in 2012; 256 m 2013) than wetland roosts used by 
brolgas (236 m – 254 m). Weather conditions at the weather station location are comparable 
to habitats used by the brolgas, as they utilise the entire landscape, including low-lying areas 
and rises (up to ~256 m at this site, I. Veltheim pers. obs.; elevation data from GoogleEarth).   
I also collected data on the temperature in direct sun, shade and wetland, concurrently with 
the weather station. I attached  iButton Thermocron® temperature data loggers (Maxim 
Integrated, USA) (hereon iButton) onto a wooden stick at lower leg (10 cm) and upper leg (40 
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cm) height, using silver electrical tape. The iButtons collected data every 5 minutes in direct 
sun next to the weather station, in the shade under trees and in a wetland the birds roosted in.  
 Behavioural and habitat use data 
To understand movements and thermoregulatory behaviour, I collected data on the behaviour 
of brolgas on every day of the study. I categorised behaviour into six main classes: foraging, 
walking, standing, flying, drinking and sitting. The standing category consisted of seven 
behavioural sub-classes: alert, preening, sleeping, stretching, display, pre-flight. I recorded the 
habitat use as ‘on land’ or ‘on water’ and whether the birds used shade or the dry bank of a 
water body. Additionally, I recorded panting or splaying of wings by the birds, which I 
thought would indicate heat stress. I began observations within 1-2 hours of sunrise and 
finished once the flock had flown from foraging fields to a roosting site.  
The birds regularly changed roost and foraging locations throughout each study period, and 
thus the observation point and start time varied from day to day, due to time spent looking for 
the flock. Observation points were selected at a distance from the flock; I hid behind 
vegetation and wore camouflage clothing, to avoid disturbing the flock. I started data 
collection 5-10 minutes after finding a flock to account for any possible disturbance effect. I 
recorded behaviour at half hour intervals using scan sampling (Martin and Bateson 2007). I 
scanned the flock from left to right, assigning each individual bird in a flock into a 
behavioural category and habitat type. Due to topography, some individuals were not always 
visible. For analyses, I excluded days where behaviour was clearly influenced by disturbance, 
such as a vehicle driving past, or duck shooting. I abandoned observations early (at 11:00) on 
24/01/2012 due to heavy heat haze.  
I calculated the proportion of brolgas in the foraging field, wetland habitat and in each 
behavioural category for each observation period. For analyses, I combined proportion of 
birds in wetland (feet in water) and wetland-bank (feet not in water) habitats and excluded the 
flying category. Half hourly observations were further categorised by time since sunrise. 
Given varying start times, and to have comparable data for all days, inputs for analyses 
comprised all data collected 1.5 hours from sunrise and data prior to that on other days were 
excluded.  
The uneven sample sizes within and between days was unavoidable, as moving closer to the 
flocks would have caused disturbance and movement of the flocks. Size of the flocks varied 
from a minimum of 13 to a maximum of 182 individuals. I determined that calculating 
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proportions of individuals within each behavioural category would account for the within and 
between day variation in the number of individuals, and that the proportions would be 
representative of behaviour within flocks. The results indicate this was a reasonable approach, 
as behaviour within flocks was dominated by either foraging or preening, and habitat use was 
dominated by open field or wetland habitat (Section 6.3.1).  
To more precisely determine if weather conditions triggered departure from foraging areas, I 
recorded the time and number of brolgas departing from foraging sites to wetlands each day. 
Departure time and weather conditions at departure were collected for 10 days (24/1/12, 
25/1/12, 28/1/12, 29/1/12, 4/2/12, 7/2/12, 5/4/13, 7/4/13, 8/4/13, 9/4/13) and used as inputs to 
the statistical model. 
 Heated taxidermy model 
I investigated the influence of weather conditions on the departure time of brolgas, using a 
heated plumage-covered copper mount (herein “brolga mount”). The brolga mount was made 
of a copper cylinder approximately the size and shape of a brolga torso (oval shape, 42cm 
long, radius of 11cm) with a coil heater inside and a feathered brolga skin wrapped around it 
Figure 6-1. The cylinder was heated using two 12V batteries and a controller, which was set 
to heat the model at a constant rate at the active basal metabolic rate of a brolga—19 W, and a 
safety switch, which turned off the heater if the cylinder’s internal temperature reached 60°C. 
This rate was calculated using an allometric equation for non-passerine birds for active BMR 
(Aschoff and Pohl 1970 in Chavez-Ramirez 1996) and was based on the average weight of 
wild captured brolgas (7.5 kg; I. Veltheim unpublished data): 
 
Active BMR:  381.0 M0.729 
where M is the mass of bird in kg.  
The copper mount was set up next to the weather station at the height of a brolga torso—at 50 
cm. Its core temperature was measured with iButtons concurrently with weather data.  
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Figure 6-1. Heated copper mount covered with brolga skin, with the weather station in the 
background. 
 Data analysis – statistical model 
I used two statistical models to investigate whether departure of brolgas from foraging fields 
was due to heat stress—one linking the heated brolga mount with weather conditions, and the 
other linking the core temperature of the brolga mount with departures of wild brolgas. All 
statistical analyses were undertaken in a frequentist framework, using R (R Core Team 2016).  
I was interested in predicting movements of brolgas from foraging areas to wetlands using 
weather data—air temperature, relative humidity, wind speed and solar radiation. Knowledge 
of the brolga core temperature combined with behaviour—i.e. departure from foraging fields 
can be used to determine whether departure is due to heat stress. I had no data on core 
temperature from wild brolgas, but collected core temperature data from the heated brolga 
mount. Unlike wild birds, the brolga mount keeps heating, as it cannot employ 
thermoregulatory options. The only way the brolga mount loses heat is through convection. 
As such, humidity will not affect the core temperature of the brolga mount, as it would wild 
birds.  
I first built a statistical model relating weather data with the heated brolga mount’s core 
temperature. I used a random mixed-effects model to test the effect of air temperature, solar 
radiation and wind on the core temperature of the heated taxidermy model. The response 
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variable was the core temperature of the model (averaged over 10-minute intervals), which 
was assumed to be drawn from a normal distribution with a residual standard deviation (s) 
that was estimated. The predictor variables were air temperature, solar radiation and wind, 
averaged over 10-minute intervals to reduce autocorrelation. I excluded relative humidity 
from this model as it was deemed to not influence the heat transfer of the heated brolga 
mount. 
The mean of the core temperature for observation i (mi) was modelled as a linear function of 
the air temperature, solar radiation, and wind associated with observation i (n=600 
observations). The model also included a random effect for a day to account for variation 
between days: 
 
mi = a + b1  × AIR_Ti + b2 × SOLARi + b3 × WINDi + ed[i] 
 
Where a is the intercept, i indexes the number of the observation, b1 is the effect of air 
temperature (° C) (AIR_T), b2 is the effect of solar radiation (W/m2) (SOLAR), b3 is the effect 
of wind speed (m/s) (WIND) on the core temperature of the heated brolga model, and ed[i] is 
the random effect for day associated with observation i. Thus, parameters b1, b2, and b3 reflect 
the effect of air temperature, solar radiation and wind on the temperature of the heated brolga 
model. The random effect was modelled as being drawn from a normal distribution with a 
mean of zero and standard deviation that was estimated.  
For the second statistical model, to predict the departure of brolgas from foraging areas to 
wetlands, I used the temperature difference between the brolga body temperature (40.7 °C) 
and the core temperature of the heated brolga mount. I calculated the area under this curve, as 
the integrated heat stress. The departure of brolgas should be explained by the integrated heat 
stress, if the birds are leaving due to heat stress. The heated brolga mount will increase its 
core temperature as temperature increases as it can only lose heat by convection, conduction 
and radiation so is most sensitive to temperature, wind and solar radiation. It has no 
thermoregulatory mechanisms like real birds, and is not affected by humidity as it cannot lose 
heat through evaporation. The other weather variables—air temperature, solar radiation and 
wind speed—are incorporated in how the core temperature behaves under different weather 
conditions and are captured in the integrated heat stress variable.   
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I used a binomial logit link generalized linear model (GLM) to predict departure of brolgas 
from a foraging area. The response variable was the proportion of brolgas departed, using 
departure time for each group of brolgas. The explanatory variables were the integrated heat 
stress and vapour pressure. I converted the relative humidity data collected with the weather 
station, to vapour pressure as a measure of absolute humidity that was not correlated with air 
temperature.  
 
logit(p) = a + b1 x integrali + b2 x vapour pressurei 
 
where 
logit(p) = ln(p/[1 – p]) 
and 
p = 1/1 + e–(a + b1 x integral + b2 x vapour pressure) 
 
where a is the intercept, b1 is the effect of the integral, b2 is the effect of vapour pressure, p is 
the probability that yi = 1 (brolga departs) for a given xi (integrated heat stress, vapour 
pressure) associated with the ith observation. Thus, parameters b1 and b2 reflect the influence 
of the integrated heat stress and vapour pressure on the probability of departure. I also ran the 
model with time (hours since sunrise) as an effect on its own, and in a full model with time, 
integrated heat stress and vapour pressure. This time-based model allowed us to analyse 
whether time of day was a better predictor of brolga departures from feeding areas rather than 
exposure to heat. 
 Data analysis – mechanistic model 
I used the program NicheMapper™, a mechanistic model that couples microclimate data and 
animal parameters to estimate metabolic rate and water loss of animals, developed by 
Beckman et al. (1973b) and Porter et al. (1973).  
Microclimate data 
The microclimate data consisted of air temperature, relative humidity, wind speed and solar 
radiation, collected by the in situ weather station, averaged over 10-minute intervals (as for 
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the statistical model). I adjusted the weather data for brolga height (50 cm) and calculated the 
hourly zenith, sky and soil temperatures, using NicheMapper™ from daily Australian Water 
Availability Project (AWAP) (Raupach et al. 2009) data for the study site location. I assumed 
zenith, sky and soil temperatures remained constant within the hour. I ran all simulations 
assuming full sun, since brolgas did not seek shade.  
Animal parameters 
I modelled the brolgas using Fitzpatrick et al. (2015) methodology on whooping cranes based 
on “shapes with known heat transfer properties” – with the beak as a cone, head as a truncated 
cone, neck as a cylinder, torso as an ellipsoid and legs as an ellipsoid cylinder (Figure 6-2) 
and with counter-current heat exchange in legs. The legs, beak and head were modelled as 
unfeathered body parts.  
The NicheMapper™ model requires morphometric and physiological input parameters. I 
obtained these data from brolgas captured in the wild, collected dead in the wild, taxidermy 
specimens and skins from the Melbourne Museum (Figure 6-2, Table 6-1, Table 6-2). 
Additional information was sourced from the literature (Table 6-2). The wild brolgas were all 
captured in south-west Victoria as part of this study (Chapter 2). The dead brolgas died of 
natural causes in south-west Victoria. The taxidermy brolgas were sourced as frozen 
specimens from the Serendip Sanctuary captive population, Victoria (age and origin 
unknown), and prepared by Dean Smith at the Melbourne Museum. The carcass was 
measured prior to preparation and the completed taxidermy specimens were the same size as 
the original carcasses. The Museum brolga skins were all from south-west Victoria. 
Sample sizes, specimen type and further methods on morphometric measurements are 
outlined in Table 6-1 and Table 6-2. The torso was measured using a tape measure and the 
legs with a 100 mm ruler. All other body measurements, including feather length and depth, 
were taken using calipers. The feather diameter and density were based on measurements 
from a plastic-embedded ostrich skin with feathers (Fitzpatrick et al. 2015). Given that feather 
density has been found to have little effect on heat exchange (Porter et al. 1994, Fitzpatrick et 
al. 2015), and plastic embedding of feathers is difficult, I used the same ostrich feather 
element values as Fitzpatrick et al. (2015). 
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Figure 6-2. Shapes and dimensions used to model brolga body parts (not to scale).  
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Table 6-1. Brolga morphometric measurements. Torso, neck and head measurements include 
feathers (all units in cm). All measurements were taken by Inka Veltheim to ensure 
consistency. The sample size, and the type of specimen (wild caught, collected dead in the 
wild, taxidermy) for the parameters varied as a) not all parameters were measured on wild 
brolgas at capture b) during capture some wild birds were released before all measurements 
were completed, to avoid capture stress. 
Parameter Value Source 
BODY PARTS   
Beak shape Truncated cone Approximation (Fitzpatrick et al. 2015) 
Beak length (cm) 12.5 Average from eight wild captured brolgas (adults and 
juveniles) 
Beak diameter, distal 0.5 Average from vertical and horizontal measurements for 
four brolgas; two juveniles and two taxidermy specimens 
Beak diameter, proximal 3.6 Average from vertical and horizontal measurements for 
four brolgas; two juveniles and two taxidermy specimens 
Head shape Truncated cone Approximation (Fitzpatrick et al. 2015) 
Head length (cm) 8.5 Average from six wild captured brolga (adults and 
juveniles) 
Head diameter, distal(cm) 3.6 Average from vertical and horizontal measurements for 
four brolgas; two juveniles (collected dead in the wild) 
and two taxidermy specimens 
Head diameter, proximal (cm) 5.8 Average from vertical and horizontal measurements for 
four brolgas; two juveniles (collected dead in the wild) 
and two taxidermy specimens 
Neck shape Cylinder  Approximation (Fitzpatrick et al. 2015) 
Neck length (cm) 32.3 Average from four brolgas; two juveniles (collected dead 
in the wild) and two taxidermy specimens 
Neck diameter (cm) 4.8 Average from four brolgas; two dead juveniles (collected 
dead in the wild) and two taxidermy specimens (average 
of diameter at top, middle and base of neck) 
Torso shape Ellipsoid Approximation (Fitzpatrick et al. 2015) 
Length (cm) 50 Average from two taxidermy brolgas 
Diameter vertical (cm) 23 Average from two taxidermy brolgas 
Diameter horizontal (cm) 20 Average from two taxidermy brolgas 
Torso overhang (for leg shade 
from torso) 
3.2 Average from four brolgas: two juveniles (collected dead 
in the wild) and two taxidermy brolgas, measured as 
horizontal distance from torso to outer edge of each wing  
Leg vertical offset (for leg 
shade from torso) 
6.2 Average from four brolgas: two juveniles (collected dead 
in the wild) and two taxidermy brolgas, measured as 
vertical distance between torso and bottom of feathered 
part of leg  
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Parameter Value Source 
Leg shape Ellipsoidal 
cylinder 
Approximation (Fitzpatrick et al. 2015) 
Leg length (cm) 39.3 Sum of the average tarsus and tibia measurements from 
seven wild captured wild brolgas and two taxidermy 
brolgas (tarsus length only used for three wild brolgas). 
Length of an unfeathered leg.  
Leg diameter, front-back (cm) 1.8 Measured from a juvenile brolga (collected dead in the 
wild). Average of diameter of five measurements along 
the tibia (top to bottom) and  five measurements of tarsus 
(top to bottom) 
Leg diameter, side-side (cm) 1.3 Measured from a juvenile brolga (collected dead in the 
wild). Average of diameter of five measurements along 
the tibia (top to bottom) and  five measurements of tarsus 
(top to bottom) 
 
Table 6-2. Brolga physiological input parameters. All measurements of brolgas were taken as 
part of this study (d/v refers to dorsal/ventral measurements respectively).  
Parameter Value Source 
Body mass (kg) 7.5 Average of 10 wild captured brolgas (adults and 
juveniles in this study) 
Fat mass (as % body mass) 3 Estimated from two wild brolga dissections 
Subcutaneous fat Torso Fitzpatrick et al. 2015 and two wild brolga 
dissections 
Number of appendages 2 Animal has two legs 
Percent ventral area contacting 
substrate (%) 
0.1 Estimated, based on brolgas spending their time 
walking or standing 
Include conduction with substrate Yes  
Percent of fur compression for 
conductivity (%) 
0.5 Fitzpatrick et al. 2015 
Animal density (kg/m3) 633.3 Fitzpatrick et al. 2015  
Basal metabolic rate (W) 15.6 Estimated based on the average weight of wild 
captured brolgas using the allometric equation in 
Aschoff and Pohl (1970), as used by Chavez-
Ramirez (year) 
Feather elements diameter (µm) 18.75 Based on Ostrich feathers (Fitzpatrick et al. 2015) 
Feather elements density (cm-2) 14400 Based on Ostrich feathers (Fitzpatrick et al. 2015) 
Neck feather length, d/v (mm)  27.6/24.4 Measured on a taxidermy brolga, average of five 
measurements from base to top of the neck 
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Parameter Value Source 
Neck feather depth, d/v (mm)  11.1/10.3 Measured on a taxidermy brolga, average of five 
measurements from base to top of the neck 
Torso feather length, d/v (mm)  139.24/65.62 Measured on a taxidermy brolga, average of five 
measurements on the dorsal side of torso 
Torso feather depth, d/v (mm)  20.89/17.9 Measured on a taxidermy brolga, average of five 
measurements on the ventral side of torso 
Assume activity heat contributes 
to thermoregulation 
Yes  
Percent variance from expected 
metabolic rate to trigger 
thermoregulation (%) 
 
 
0.05  Fitzpatrick et al. 2015 
Percent of energy for activity 
released as heat that can affect 
core temperature 
 
 
0.8  Tucker (1975) in Fitzpatrick et al. 2015 
Solar reflectivity of legs and beak 
d/v 
0.15/0.15 Reflectivity of legs measured on two brolga 
museum skins, average of tibia and tarsus 
measurements. One museum skin was from s-w 
Victoria (Skipton), the other a captive bird.  
Solar reflectivity of feathers d/v 0.33/0.32 Average, measured on three brolga museum skins 
and one wild brolga from south-west Victoria. Of the 
museum skins, two were from s-w Victoria (Skipton 
& Cressy) and one an aviary bird.  
Core temperature (°C) 40.7 Based on the Whooping Crane in Olsen et al. 
(1996) used by Fitzpatrick et al. 2015 
Maximum core temperature (°C) 44 Based on estimates in Tieleman and Williams 1999 
used by Fitzpatrick et al. 2015 
Minimum core temperature (°C) 37.7 Based on the assumption of 1-3 (°C) reduction from 
core temperature (Prinzinger et al 1991 in 
Fitzpatrick et al 2015) 
Percent of skin acting as free 
water surface 
0.2 Fitzpatrick et al. 2015, based on Porter et al. 2006 
Flesh thermal conductivity 0.5 Fitzpatrick et al. 2015, based on Cheng and Plewes 
2002 
Diameter horizontal (cm) 20 Average from two taxidermy brolgas 
Maximum O2 extraction efficiency 
(%) 
31 Fitzpatrick et al. 2015, based on Hainsworth 1981 
Mimimum O2 extraction efficiency 
(%) 
2.12 Fitzpatrick et al. 2015, based on allometric equation 
for panting in Calder and King (1974) – only used in 
a simulation allowing panting as a thermoregulatory 
option. 
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Parameter Value Source 
Configuration factor for diffuse 
infra-red radiation – proportion of 
animal facing the sky 
0.5 Estimate from Fitzpatrick et al. 2015 
Configuration factor for diffuse 
infra-red radiation – proportion of 
animal facing the ground 
0.4 Estimate from Fitzpatrick et al. 2015 
 
The weight was calculated as an average from adult and juvenile brolgas captured during this 
study. I excluded one juvenile individual as its weight was within the range of pre-fledged 
chick weights (4.5 kg; I. Veltheim this study). Solar reflectivity of the dorsal and ventral torso 
surfaces was measured from one wild caught and two Melbourne Museum brolga skins, using 
two spectrometers (NIQ-Quest and USB4000, Ocean Optics, USA), which measured spectral 
reflectance from 300–1000 nm and 1000–2000 nm. Three measurements were taken across 
the dorsal and ventral surfaces of the torso and the wings. Reflectivity of legs was measured 
on the tibia and tarsus of two Melbourne Museum skins. I used a program created by James 
Jaeger and Warren Porter to convert the plumage reflectance values into total solar reflectance 
in R. The total solar reflectance values for the museum and wild captured brolga skins were 
averaged, after confirming they were similar (Appendix 13). The combined values of wings 
and torso were used as solar reflectivity input for the torso, bill, head and neck and the 
combined values for tibia and tarsus for the whole leg.  
I assumed subcutaneous fat was located within the torso (as in Fitzpatrick et al. 2015) 
Fitzpatrick et al. 2015) and estimated its weight, as a percentage of body weight, from photos 
of wild brolga dissections (I. Veltheim pers. obs.). I used the same values of thermal 
conductivity of flesh and animal density as Fitzpatrick et al. (2015) (Table 6-2) and allowed 
the core temperature of legs to start 1 °C above air temperature, for each 10-minute period, to 
model counter-current heat exchange in legs. Fitzpatrick et al. (2015) estimated this 
temperature difference between legs and air temperature using thermal imaging of whooping 
crane legs. The beak temperature was similarly set to start 1°C above air temperature. These 
provide a thermoregulatory option within the model, whereby if the simulated crane is hot, it 
can increase the leg and beak temperature above the air temperature until they are equal to the 
user-specified body core temperature, or predicted metabolic rate is within +/- 5% of the 
target value. In the model, this simulates increased blood flow to superficial non-counter-
current veins.  
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A basal metabolic rate (BMR) multiplier was used to incorporate heat production and energy 
requirements from activity. The BMR multipliers for different activities (e.g. foraging, 
preening, sleeping) were sourced from literature (see Table 6-3) and combined with time 
budgets of brolgas from this study to calculate an average activity multiplier. I used all the 
time budget data for 13 observation days, calculated the proportion of time brolgas spent 
engaging in each activity over the course of the current study and multiplied it by the activity 
multiplier from the literature. The sum of the weighted percentage of each activity multiplier 
was used as the BMR multiplier input in NicheMapper™. The NicheMapper™ model thus 
targets a metabolic rate of BMR x activity multiplier for each timestep within a user specified 
error of +/- 5% within this metabolic rate. Thermoregulatory options within NicheMapper™ 
are activated if the metabolic rate falls outside of this target window as the model iteratively 
runs through each time step. Once thermoregulatory options are exhausted the resulting 
metabolic rate indicates whether the animal was cold- or heat-stressed. Below the target 
metabolic rate window the animal cannot maintain its core temperature without overheating. 
Above this target window, the animal has to generate heat to maintain its core temperature.  
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Table 6-3. Energy cost activity (BMR) multipliers associated with different brolga 
behaviours. Total % refers to the total proportion of birds engaged in a given behaviour in the 
whole study. Activity (BMR) multiplier was sourced from literature (see column ‘Source for 
activity (BMR) multiplier’). The multiplier for standing in the ‘display/standing 
stretching/standing pre-flight’ behaviour category, was calculated as an average of the three 
activity multiplier values. The sum of all weighted % values (2.21) was used as the BMR 
multiplier for NicheMapperTM. 
Behaviour Total % 
 
Activity 
(BMR) 
multiplier  
Weighted %  
(Total 
%*activity 
multiplier) 
Source for activity (BMR) multiplier 
Foraging 35 1.95 0.6825 Based on middle value of range 1.7–2.2 in 
(Goldstein 1988, Goldstein 1990), used by 
(Chavez-Ramirez 1996) and (Fitzpatrick et 
al. 2015).  
Walking 18 3.5 0.63 Estimate based on middle value for 
Marabou Storks on a non-sloped treadmill 
(Bamford and Maloiy 1980), used by 
(Fitzpatrick et al. 2015). 
Standing alert 13 1.9 0.26 Lowest value of resting (perching) during 
the active period in (Goldstein 1988) 
Goldstein 1988, used by (Fitzpatrick et al. 
2015). 
Standing preening 26 1.95 0.507 Middle value for preening in (Goldstein 
1988, Goldstein 1990), used by (Chavez-
Ramirez 1996) and (Fitzpatrick et al. 
2015). 
 
Standing resting 
(resting but not 
sleeping) 
5 1.9 0.095 Lowest value of resting (perching) during 
the active period in (Goldstein 1988), used 
by (Fitzpatrick et al. 2015) 
Standing sleeping 
(sleeping with head 
drooping or on back) 
2 1 0.02318199 Estimate, from (Fitzpatrick et al. 2015). 
Standing 
display/Standing 
stretching/Standing 
pre-flight 
1 3/1.95/1.9 0.022833333 Standing display based on “Dance” from 
(Fitzpatrick et al. 2015) – estimate based 
on average cost of wing-flapping in 
(Wooley and Owen 1978). Standing 
stretching based on preening activity 
multiplier. Standing pre-flight based on 
standing alert activity multiplier. 
 TOTAL 100   2.207515324   
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I did not allow panting, as it was not observed in the wild except on two occasions (0.01% of 
all observations) when brolgas were flying from a foraging field to a wetland. Given the 
brolgas did not use panting as a thermoregulatory option while foraging, I allowed their core 
temperature to vary, which was likely to be the only active thermoregulatory option available 
to the wild birds. Brolgas are only known to be active from dawn to dusk and to feed during 
daylight hours. Thus I modelled brolgas from dawn, in standing posture, on land, with two 
legs on the ground and not allowing flight. Additionally, I did not allow brolgas to wade in 
water, as I was interested in knowing when they became heat stressed in an open field while 
foraging. The model allowing core temperature to vary, not allowing panting, and with BMR 
activity multiplier of 2.21 is referred to as the base model throughout (Table 6-4). Finally, I 
plotted the output from the model to check the results were sensible before proceeding with 
further analyses.  
 Sensitivity analyses 
I carried out further analyses to test the sensitivity of the NicheMapper™ model to some of 
the physiological parameters (Table 6-4). I used the same microclimate input files as for the 
base model. First, I ran two analyses to compare the influence of physiological 
thermoregulatory mechanisms – one where all thermoregulatory options were turned off, 
except for the counter-current heat exchange in legs and another where I allowed panting but 
no varying of core temperature. I also ran the model varying the weight (and thus also BMR), 
activity multiplier and solar reflectivity of feathers, using the minimum and maximum values 
of these input variables. These variables were chosen because: the weights of brolgas varied 
greatly (6.0 kg – 8.9 kg), which will influence the basal metabolic rate, the metabolic target 
window and thus conditions when the birds will feel heat stress; energy expenditure has not 
been measured for brolgas, and activity multipliers used in our study for different behaviours 
are based on estimates on other species from the literature; and as brolgas forage in the open 
and are exposed to high levels of solar radiation, small differences in solar reflectivity of 
feathers may strongly influence heat balance. 
 Simulations 
Conditions during the study were relatively mild, with maximum temperature of 32.7 °C, 
compared to extremes of 45 °C experienced at this site (Bureau of Meteorology 2017). 
Temperatures of over 30 °C were only recorded on three of the 13 days of this study. To 
better understand the conditions that would result in simulated brolgas running out of 
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thermoregulatory options, and where they would have to employ behavioural 
thermoregulation by shifting habitats, I therefore also ran the model in metabolic chamber-
like conditions for temperatures between –5 °C and 45 °C, at 1 °C intervals and using the base 
model animal inputs (Table 6-4). The temperature range was obtained from the nearest 
Bureau of Meteorology (2017) weather station for November to May when brolgas are 
generally present at the study site.   
I varied the relative humidity from 0% to 100% at 10% intervals while keeping wind speed 
constant and holding solar radiation at 0 W/m2. Simulated wind speeds were set based on 
wind conditions during the study to vary from low (0.1 m/s), average (7 m/s) and high (23 
m/s). I ran further simulations for wind speeds of 1 m/s, 2 m/s and 3 m/s as these wind 
conditions seemed to be the key window where simulated brolgas became heat stressed in the 
temperature conditions experienced during this study (7 °C to 32.7 °C). I further tested the 
effect of solar radiation at these wind speeds setting solar radiation at 100 W/m2, 402 W/m2 
and 788 W/m2, which were the low, average and maximum values recorded respectively, 
during our study.  
Matching with behaviour 
I plotted the modelled metabolic rate and core temperature with the proportion of brolgas in a 
foraging field for each day of the study, to determine whether behaviour and movements from 
foraging fields to wetlands matched the changes in the physiological response of the 
simulated brolgas. Because the behaviour was recorded at 30-minute intervals and the 
weather data at 10-minute intervals, the recorded time of each behaviour was associated with 
the closest 10-minute time interval of the weather data.  
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Table 6-4. Details of the base model, sensitivity analyses and simulations (maximum and 
minimum weights were measured on wild brolgas (I. Veltheim pers. obs.); minimum activity 
multiplier was based on a foraging bird from Goldstein (1990), used by Chavez-Ramirez 
(1996) and maximum activity multiplier is based on a Marabou stork walking on a treadmill 
(Bamford and Maloiy 1980); maximum and minimum solar reflectivity as measured from 
brolga skins during this study).  
Model BMR (W) Activity 
multiplier 
Thermoregulatory options 
BASE    
Base 15.6 BMR*2.21 Vary core temperature 
SENSITIVITY ANALYSES    
No thermoregulatory options  15.6 BMR*2.21 None (i.e. no panting, no vary 
core temperature) 
Allow panting only 15.6 BMR*2.21 Allow panting (no vary core 
temperature) 
Minimum weight (6.0 kg) 13.2 BMR*2.21 As per base model 
Maximum weight (8.9 kg) 17.7 BMR*2.21 As per base model 
Minimum activity multiplier (1.7) 15.6 BMR*1.7 As per base model 
Maximum activity multiplier (4.8) 15.6 BMR*4.8 As per base model 
Minimum solar reflectivity (0.12 for 
legs; 0.21 dorsal/0.25 ventral for 
torso/neck & head) 
15.6 BMR*2.21 As per base model 
Maximum solar reflectivity (0.18 
legs, 0.45 dorsal/0.42 ventral 
torso/neck & head) 
 
15.6 BMR*2.21  As per base model 
 
 Daily energetic requirements 
To further understand whether foraging time influenced time spent foraging and time of 
departure, I estimated the daily energetic requirements of brolgas during my study. This was 
calculated as a sum of energetic costs of the different behaviours, which were calculated as 
multiples of the basal metabolic rate (as per Chavez-Ramirez 1996 for whooping cranes). I 
used the BMR estimated for the average weight of brolgas captured during this study – 7.5 kg 
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and multipliers estimated for the different behaviours (Table 6-3). These calculations do not 
account for costs of digestion, thermoregulation or moving between sites.  
I calculated the resting basal metabolic rate (BMR) in kj day-1 using the following formula (as 
per Chavez-Ramirez (1996): 
 Resting BMR = 307.0 M0.734 
where M is the weight of the bird in kg.  
I used the following formula to estimated the daily energetic expenditure of brolgas: 
DEEtotal = (DEEp)(Pp) + (DEEw)(Pw) + (DEEn)(Pn) 
where: 
DEEtotal = Daily energy expenditure in 24-hour period 
DEEp = Energy expenditure in paddock during the day 
DEEw = Energy expenditure in wetland during the day 
DEEn = Energy expenditure during the night 
Pp = Proportion of hours spent in paddock habitat 
Pw = Proportion of hours spent in wetland habitat 
Pn = Proportion of hours spent sleeping at night 
 
I calculated the energy expenditure in each habitat in the following way:  
DEEp = 2.2 x BMR (based on the average activity multiplier – see Table 6-3) 
DEEw = 2.0 x BMR (estimated, based on majority of time spent preening and walking, with 
small proportion of walking) 
DEEn = 1.0 x BMR (based on observations of brolgas sleeping at night) 
Pp = 8 hours (33%) 
Pw = 4 hours (16%) 
Pn = 12 (50%) 
The proportion of daylight hours spent in paddock and wetland habitat and hours spent at 
night was estimated from sunrise and sunset times – 12 hours each for a 24-hour day. The 
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daylight hours were further divided between the two habitats based on full day-time budget 
observations.  
Energy intake was estimated from food intake observations, where a total of 19 observations 
estimated a mean intake of 28 grains min-1, or 1680 grains hr-1. I obtained an estimate of the 
wheat grain weight from the Western Australian Department of Primary Industries and 
Regional Development website, where the mean weight of different varieties is outlined as 35 
mg, 40 mg, 45 mg and 50 mg (Government of Western Australia 2017). I used the mean of 
these values – 42.5 g – to calculate the average intake of grams of wheat in brolgas per hour:  
Hourly intake in grams = Number of grains hr-1 x average weight of wheat kernel in 
milligrams 
Finally, I used the caloric value for cereal seeds of 18.2 kJ g-1 (Cummins and Wuycheck 
1971) and 77.7% assimilation efficiency (Castro et al. 1989) to calculate expected daily intake 
rates for brolgas: 
 Daily intake (grams) = (DEE total (kJ g-1)/0.777)/18.2 (kJ g-1) 
 Same values have been used to calculate intake rates of common cranes (G. grus) (Alonso 
and Alonso 1992). 
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 Results 
Microclimate conditions 
Brolgas were exposed to mostly warm and sunny weather conditions during the study. 
Following expected daily patterns, temperature and solar radiation were higher in the middle 
of the day than in the morning, whereas humidity decreased throughout the day (Fig. 3). 
Although wind speed was on average low in the morning and higher later in the day, it was 
highly variable (Figure 6-3). Mean air temperature was 20.3 °C (range = 4.6 °C–32.4 °C), 
relative humidity 58% (range = 15.5%–100%), solar radiation 369.4 W/m2 (range = 8.5 
W/m2–794.9 W/m2) and wind 6.5 m/s (range = 0.0 m/s–22.8 m/s).  
 
 
Figure 6-3. Average weather conditions during the study. Weather conditions during the 
study, collected with a WeatherHawk weather station, half day periods (13 days), including 
mean air temperature (°C), relative humidity (%), wind speed (m/s) and solar radiation 
(W/m2). Horizontal bars denote ± standard error, and horizontal axis is time since sunrise 
(hrs).  
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Wind speed varied most within each day, compared with air temperature, humidity and solar 
radiation (Figure 6-4). Air temperature varied approximately 10 °C and humidity by 40% 
between days (Figure 6-4). Humidity reached 100% on some days, but the corresponding air 
temperature at these times (7 °C to 13 °C) was low.  
 
 
Figure 6-4. Weather conditions during the study for individual days. Weather conditions 
during the study, collected with a WeatherHawk weather station, half day periods (13 days), 
including mean air temperature (°C), relative humidity (%), wind speed (m/s) and solar 
radiation (W/m2). 
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Mean temperature of the water was most stable, and highest first thing in the morning and 
coolest soon after sunrise, compared with the mean temperature of the other habitats (Figure 
6-5). The mean water temperature of 19.5 °C (range = 17 °C –24.5 °C) was 5.3 °C cooler than 
mean temperature in the shade 24 °C (range = 14.5 °C–31 °C) and 11.4°C–15.1 °C cooler 
than mean temperatures in the foraging field (paddock). The mean temperatures in the 
paddock were 34.6 °C (range = 12.5 °C–45 °C) 10 cm from the ground and 30.9 °C (range = 
15.5 °C–37.5 °C) at the height of the brolgas’ upper leg.  
 
Figure 6-5. Temperature of habitats used by brolgas in this study measured using iButtons at 
brolga lower leg height, 10cm above ground (“below”) and upper leg height (“above”). 
Paddock refers to open foraging fields, water refers to wetlands used as roosts and shade was 
measured in a treed shelterbelt adjacent to the wetland roost. Data shown represents 
temperatures measured on the first day of the study (24/01/2012) – patterns were similar on 
other days of the study.  
 
 Habitat use and behavior 
Brolgas spent the first 2.5–3.5 hours after sunrise foraging in open fields before moving to 
wetland habitat (Figure 6-6). Overall, brolgas spent the most time foraging or preening. The 
proportion of brolgas foraging declined approximately two- to three-fold 2.5 hours after 
sunrise—from an average of 50%–55% to 15%–25%, for the half-hourly intervals. This 
reduction in foraging behaviour corresponded with an increase in preening behaviour, with a 
larger proportion of individuals preening in wetland habitat (average of 25%–45%) compared 
Chapter 6: Influence of thermodynamic constraints on daily movement decisions and habitat use of brolgas, Antigone 
rubicunda 
 
155 
with foraging in field habitat (average 5%–10%). Proportion of the flock walking also 
reduced once the birds had moved to a wetland. Brolgas spent slightly more time alert and 
resting in wetland habitat than in foraging fields. There was no strong pattern with other 
behaviours and habitat. Foraging brolgas did not show any clear signs of thermoregulatory 
behaviour such as panting or drooping of wings. I only observed panting in two birds in flight, 
while they were moving between a foraging field and a wetland.  
 
 
Figure 6-6. Habitat use and behaviour of brolgas within 4.5 hours of sunrise. 
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 Statistical models 
Air temperature had the greatest effect on the core temperature of the heated brolga mount 
(Figure 6-7). On average, for each 1 °C increase in air temperature, the temperature of the 
brolga mount increased by 1.73 °C (mean of b1 = 1.73, 95% CI:[1.17, 1.50], range = 4.54–
32.48, n = 600). Wind had a very small negative effect on the brolga mount temperature 
(mean of b3 = -0.19, 95% CI:[-0.37, -0.01], range = 0.00, 22.87, n = 600). Solar radiation had 
no effect on the core temperature (mean of b2 = 0.00, 95% CI:[-0.00, 0.01], range = 12–824, n 
= 600).  
 
Figure 6-7. The response of the heated brolga mount’s temperature to ambient air 
temperature. The black dots are the data collected during the study, the black line is the mean 
predicted by the random mixed-effects model and the grey shaded areas are the 95% 
confidence intervals.  
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There was a small positive effect of the integrated heat stress on the probability of departure 
of brolgas (mean of b1 = 0.01, 95% CI:[0.01–0.02], range = 0.00–902.38) and a negative 
effect of vapour pressure (mean of b2 = –0.01, 95% CI:[–0.08 to –0.03]), suggesting brolgas 
were departing due to other factors than heat stress and that detecting the effect of these 
factors requires more data. The second model incorporating hours since sunrise revealed a 
strong effect of time (mean of b3 = 4.55, 95% CI:[2.31–7.59). The mean effect of the integral 
and vapour pressure did not change in this model (mean of b1 = 0.01, 95% CI:[0.01–0.02]; 
mean of b2 = –0.00, 95% CI:[–0.01 to –0.00]). The model combining all three factors 
(integral, vapour pressure and time) had the lowest AIC score (69.42) compared with the 
model with time as the only factor (AIC = 114.51) and the model with integral and vapour 
pressure (AIC = 87.25), indicating the best candidate model was the one incorporating all 
three factors (Table 6-5). Brolgas departed foraging fields 2.5–3.5 hours after sunrise and 
there was no difference in the departure times between the two years; brolgas left 2.5–3.5 
hours after sunrise in 2012 and 3–3.5 hours after sunrise in 2013. However, given the model 
with the integral, vapour pressure and time had the lowest AIC score suggests that weather 
had some influence on timing of departure.  
 
Table 6-5. AIC values of the three models to predict brolga departure from foraging areas to 
wetland roosts.  
Model Change in AICc Akaike weight 
Integral + vapour pressure + time 0.00 1.00 (0.99985) 
Integral + vapour pressure 17.83 0.00 (1.41e–04) 
Time 45.09 0.00 (1.62e-10) 
 
 Mechanistic model – base model and thermoregulatory option simulations 
The simulated brolgas, using the base model parameters, were heat stressed on one of the 13 
days (24/1/12), as evidenced by the modelled metabolic rate dropping below 32.8 W and the 
body temperature increasing above 40.7 °C. Matching the simulation results with the 
behaviour of the wild birds showed that brolgas were departing foraging fields for wetlands 
after allowing their core temperature to rise, which occurred approximately 1.5 hours after all 
Chapter 6: Influence of thermodynamic constraints on daily movement decisions and habitat use of brolgas, Antigone 
rubicunda 
 158 
brolgas had moved to a wetland (Figure 6-8 a). On the remainder of the days during the study, 
the brolgas were not predicted to be heat stressed when they departed foraging fields (Figure 
6-8 b).  
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Figure 6-8. Modelled metabolic rate and body temperature  of brolgas, using the base model 
parameters (see Table 4) for day 1 (a) and day 4 (b). In the left hand column, the solid black 
line depicts the minimum metabolic rate with 5% error (32.8 W), targeted by NicheMapperTM 
the purple dotted line is the modelled metabolic rate using the base model parameters, the 
dashed pink line is the metabolic rate with no thermoregulatory options (not allowing panting 
or varying body temperature) and the dashed black line with panting as a thermoregulatory 
option (not allowing varying body temperature). The dashed pink line and the dashed black 
line follow each other closely in this scenario, as the modelled options result in a similar 
response (i.e. panting has little influence on the predicted metabolic rate). In the right hand 
column, the solid line represents the estimated body temperature of brolgas (40.7 °C), the 
purple dotted line is the modelled body temperature and the orange line is the proportion of 
brolgas remaining in a foraging field. Results are shown for day 1 (24/1/12) (a), when brolgas 
were predicted to be heat stressed, and from day 4 (27/1/12) (b), which is representative of the 
remainder of the days where brolgas were predicted not to be heat stressed. 
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 Sensitivity analyses 
Sensitivity analyses indicated the model results were most sensitive to the activity multiplier 
and brolgas were predicted to be heat stressed earlier when using the maximum instead of the 
average activity multiplier (Figure 6-9). Simulating maximum and minimum feather 
reflectivity had minimal influence on the modelled metabolic rate or body temperature and the 
body size had a slight influence on both (Figure 6-9).  
 
 
Chapter 6: Influence of thermodynamic constraints on daily movement decisions and habitat use of brolgas, Antigone 
rubicunda 
 
161 
 
Figure 6-9. Modelled metabolic rate (left column) and body temperature (right column) of 
brolgas using (a) the minimum and maximum activity multipliers (Table 6-3), (b) the 
minimum and maximum feather reflectivity (Table 6-4) and (c) the minimum (6.0 kg) and 
maximum (8.9 kg) weights of wild brolgas (Table 6-4). The purple dotted line is the modelled 
response using the maximum values, the pink dashed line is the modelled response using the 
minimum values for each parameter and the orange line is the proportion of brolgas remaining 
in a foraging field. In the left hand column in the top solid black line in the depicts the 
minimum metabolic rate with 5% error for the maximum activity multiplier (4.8) in (a) and 
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maximum BMR (17.7) in (c), the bottom solid grey line depicts the minimum metabolic rate 
with 5% error for the minimum activity multiplier (1.7) in (a) and minimum BMR (13.2) in 
(c). In (b) the solid black line depicts the minimum metabolic rate with 5% error (32.8W). In 
the right hand column, the solid line represents the estimated body temperature of brolgas 
(40.7 ºC). Simulation results are shown for day 1 (24/1/12), when brolgas were predicted to 
be heat stressed. 
 
 Simulations 
Simulated brolgas became heat stressed at temperatures of 26 °C to 36 °C, at wind speeds of 
1–3 m/s and solar radiation of 100 W/m2, 402 W/m2 and 788 W/m2 (Table 6-6, Figure 6-10) 
for the entire range of humidity from 0% to 100%. Low wind speed and high solar radiation 
resulted in the lowest threshold of air temperature for heat stress, whereas humidity had little 
overall effect. Increase of core temperature in the simulated brolgas was triggered at lower 
temperatures than an increase in metabolic rate.  
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Table 6-6. Results of simulations ran for temperature range of -5 °C to 45 °C and humidity 
range of 0% to 100%, at different wind speeds and solar radiation values. These weather 
conditions resulted in metabolic costs and an increase in body temperature of the simulated 
cranes.  
  
Air temperature resulting in simulated brolgas not able to maintain body temperature 
without increasing BMR, after thermoregulatory options are exhausted  
Wind (m/s) Solar 0 W/m2 Solar 100 W/m2 Solar 402 W/m2 Solar 788 W/m2 
0.1 23–25       
7 37–39       
23 41       
1 31–32 30–31 28–29 26–27 
2 33–35 33–34 31–32 30 
3 35–36 34–36 33–34 32 
  Air temperature resulting in an increase of body temperature  
1  27–28 25–26 22–23 
2  30–31 28–29 26–27 
3  31–32 30–31 28–29 
 
Figure 6-10. Modelled metabolic rate (a) and body temperature (b) of brolgas for 2 m/s wind 
and solar radiation of 402 W/m2 (average of the solar radiation conditions during the study) 
for a range of humidity values 0%–100%. The model outputs the metabolic rate for a range of 
humidity values 0%–100%. The model outputs the metabolic rate for maintaining body 
temperature of the animal. The point where the metabolic rate falls, or body temperature rises, 
is where the animal cannot maintain its body temperature after thermoregulatory options are 
exhausted.  
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For most days during this study, the weather conditions were outside of these values (Table 
6-7). On day one (24/1/12), weather conditions resulted in simulated brolgas increasing their 
body temperature before the wild brolgas departed foraging fields – weather conditions at 
departure were closest to the simulated conditions at the average (402 W/m2) solar radiation 
levels (Table 6-6, Table 6-7). On this day, when no brolgas were left in foraging fields, the air 
temperature was 28.4 ˚C, wind speed was 2.34 m/s, and the solar radiation was 487.9 W/m2. 
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Table 6-7. Weather conditions at times brolgas departed foraging fields. The weather 
conditions are averaged for the 10-minute period prior to the time stated in the ‘Date and 
Time’ column. The first proportion of brolgas in foraging fields for each day is the first 
observation within that 30-minute block when brolgas departed from foraging fields. The 
second observation is the first 30-minute observation block where there were no brolgas left 
in the foraging field. 
Date and Time Air temperature 
(˚C) 
Humidity 
(%) 
Solar radiation 
(W/m2) 
Wind 
(m/s) 
Proportion of 
brolgas in foraging 
field 
24/01/12 8:42 25.1 35.2 311.5 3.4 92 
24/01/12 9:42 28.4 25.1 487.9 2.3 0 
25/01/12 9:02 18.7 80.4 172.2 6.8 97 
25/01/12 10:42 21.7 57.9 625.1 9.0 2 
26/01/12 9:02 16.2 72.2 350.5 10.2 11 
26/01/12 9:32 17.2 64.7 468.2 10.9 0 
27/01/12 9:32 18.0 72.3 303.2 7.7 12 
27/01/12 10:02 20.0 60.7 583.9 6.6 0 
28/01/12 9:02 25.3 52.6 359.6 5.1 12 
28/01/12 9:52 26.6 47.0 275.5 4.3 0 
29/01/12 9:02 25.4 61.0 344.1 8.7 8 
29/01/12 9:42 26.9 50.3 458.2 7.7 0 
4/02/12 9:02 21.7 44.8 339.7 4.1 15 
4/02/12 9:32 25.0 33.0 440.2 1.8 0 
7/02/12 10:02 15.7 60.5 466.1 9.1 8 
7/02/12 10:32 16.3 50.3 605.0 9.3 0 
5/04/13 10:39 13.3 72.5 360.7 2.3 13 
5/04/13 11:29 16.3 58.6 471.1 2.8 0 
6/04/13 9:49 19.6 48.4 146.7 10.5 98 
6/04/13 11:19 24.0 35.0 443.7 11.9 0 
7/04/13 10:09 21.6 38.0 179.6 9.2 91 
7/04/13 12:29 24.4 30.1 560.3 10.6 0 
8/04/13 8:30 13.3 97.3 118.6 1.3 94 
8/04/13 10:30 16.7 66.9 150.5 6.5 0 
9/04/13 10:29 16.4 73.8 152.2 5.0 0 
 
 Daily energetic requirements 
The resting metabolic rate was calculated as 1347 kJ day-1 for brolgas, using the average 
weight of 7.5 kg of captured wild birds. The daily energetic expenditure was calculated as: 
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DEEtotal = (DEEp)(Pp) + (DEEw)(Pw) + (DEEn)(Pn) 
DEE total = (2.2 x 1347 kJ-1)*(0.33) + (2.0 x 1347 kJ-1)*(0.16) + (1.0 x 1347 kJ-1)*(0.5) 
DEE total = 977.9 + 431.0 + 673.5 
DEE total = 2082.4 kJ-1  
Hourly intake of grains in grams was calculated to be 72 g and the required energy intake for 
7.5 kg brolgas was calculated as 147 g day-1. Thus, brolgas would be able to fulfil their total 
daily energetic requirements within two hours of foraging. I found that brolgas foraged 
between 2.5 and 3.5 hours, suggesting that they were able to fulfil their daily energetic 
requirements within a morning bout of foraging. 
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 Discussion  
Expectations that thermoregulatory constraints drive daily movements of brolgas between 
habitats were largely not met, in part due to mild conditions during the study. Weather had 
only a small effect on the probability of departure from foraging fields to wetlands and the 
NicheMapperTM model predicted heat stress in brolgas only on the first day. Model 
simulations suggest that brolgas foraging in the open are tolerant of temperatures of 25 °C to 
36 °C, across a range of humidity and wind speed conditions (Table 6-6) at solar radiation 
conditions expected while foraging (≤ 402 W/m2, Table 6-6, Table 6-7). Heat stress (as 
evidenced by increase in body temperature) was generally predicted to occur at air 
temperatures of 30 °C or above and only occurred below this temperature at high solar 
radiation values (>402 W/m2) and low wind speeds (<3 m/s). Humidity appeared to have little 
effect, and although it reached 100% on some days, the corresponding air temperature at these 
times (7 °C to 13 °C) was never above the estimated brolga body temperature (41 °C), 
meaning they were able to regulate their temperature without increasing their body 
temperature or incurring metabolic costs, and without having to move to a more thermally 
favourable wetland habitat. Humidity would mainly be expected to be have an effect if birds 
were heat stressed and relying on evaporative cooling, so this result is not surprising. Time 
spent foraging most likely influenced movements from foraging fields to wetlands during this 
study.  
The first day of study was the hottest, and the only day when moving from foraging fields to 
wetlands was likely to be driven by thermoregulatory constraints. Although I did not observe 
panting (except in two individuals flying to a wetland) or wing spreading or drooping, which 
indicate heat stress in birds (Smit et al. 2016), the NicheMapper™ model predicted an 
increase in the core temperature. Weather conditions at the time when no brolgas were in 
foraging fields (air temperature 28.4 ˚C, solar radiation 487.9 W/m2, wind speed 2.34 m/s) 
matched the NicheMapperTM predicted weather conditions for increase in core temperature 
(28-29 ˚C, solar radiation 402 W/m2,  wind speed 2 m/s), indicating brolgas were heat stressed 
and most likely increasing their core temperature just prior to moving from foraging fields to 
wetlands. The predicted increase in core temperature occurred prior to wild birds departing 
foraging fields, whereas the metabolic costs were incurred on simulated brolgas after wild 
brolgas departed foraging fields. This suggests that when exposed to hot conditions, brolgas 
first increase their core temperature in favour of panting and second, move before incurring 
metabolic costs. Other crane species, including the similarly sized red-crowned crane, G. 
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japonensis, can increase their core temperature by 2-3.5 °C before the onset of panting 
(Prange et al. 1985). Although an increase in body temperature generally results in metabolic 
costs, a number of species including the budgerigar (Melopsittacus undulatus) can increase 
their body temperature up to 4 °C within the thermoneutral zone without metabolic costs 
(Weathers and Schoenbaechler 1976). Many species adapted to hot environments increase 
their body temperature, particularly when deprived of water (Schmidt-Nielsen et al. 1957, 
Tieleman et al. 2002, Krockenberger et al. 2012). For large birds, however, water savings may 
only occur when hyperthermia lasts for short periods (Tieleman and Williams 1999). Several 
large species such as ostriches (Struthio camelus) remain normothermic (100 kg) and emus 
(Dromaius novaehollandiae) (40 kg) and houbara bustards (Chlamydotis undulata) (1-1.5 kg) 
increase their body temperature only slightly (0.4°C to 0.9°C) when exposed to high 
temperatures for several hours (Crawford and Schmidt-Nielsen 1967, Maloney and Dawson 
1998, Tieleman and Williams 2002). Brolgas departed foraging fields within half an hour of 
NicheMapper™’s predicted increase in core temperature. This study’s results suggest that 
brolgas may be able to withstand short hyperthermic periods and thus save water. Additional 
studies measuring water costs of brolgas at different temperatures could determine if brolgas 
increase in core temperature and whether short hyperthermic periods are a water saving 
strategy for this species. Furthermore, increasing core temperature in favour of evaporative 
cooling through panting may allow brolgas to forage longer. 
When heat stressed and unable to tolerate further increase in ambient temperatures, brolgas 
may be moving to a wetland to rapidly bring down their body temperature. The wetland 
temperature was 11–15 °C cooler than temperature of the foraging fields, which would 
provide habitat for rapid heat loss from legs. Although I had no direct evidence to support this 
idea, existing literature suggests that standing in water can reduce body temperature in birds. 
Water has a higher conductivity than air (Gates 1980) and heat loss from birds’ legs to water 
can be four times greater than to air (Steen and Steen 1965). Immersing legs in water can 
quickly bring down the body temperature, as has been shown in wood storks (Mycteria 
americana). Spraying wood stork legs with water immediately lowered leg temperature and 
brought down the body temperature within minutes while individuals were exposed to high 
ambient temperatures (46.5-50.5 °C) (Kahl Jr 1963). Given that birds’ legs are important for 
thermoregulation, and high percentage of metabolic heat can be dissipated from legs (Steen 
and Steen 1965, Kilgore Jr and Schmidt-Nielsen 1975), moving to a wetland and wading in 
water may be important thermoregulatory behaviours for brolgas.  
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Apart from the first observation day, however, the daily movements of brolgas from foraging 
fields to wetlands could not be attributed to heat stress in our study. This indicates that 
brolgas experienced weather conditions that allowed them to regulate core temperature and 
maintain heat balance without having to move to a different habitat and without metabolic or 
water costs. The ambient temperature during our study was below 30 °C most of the time, and 
solar loads were not ‘extremely high’, which likely explains these results. If brolgas can 
increase their body temperature by 1–2 °C, they may be able to withstand ambient 
temperatures up to approximately 30 °C before having to move. The NicheMapper™ 
simulation results supported this interpretation—body temperature increased at air 
temperatures below 30 °C only in high solar radiation and low wind conditions, when solar 
radiation was above 402 W/m2 at wind speeds of 1–3 m/s (Table 6-7). Below about 30 °C, 
physiological mechanisms such as dilation of blood vessels, and loss of heat particularly from 
the legs, and piloerection are likely to be sufficient physiological mechanisms for brolgas to 
maintain body temperature within the thermoneutral zone. 
Plumage characteristics, effect of wind on heat loads and foraging behaviour could possibly 
explain brolgas’ tolerance to high ambient temperatures. Brolgas had surprisingly low 
reflectivity of feathers (0.32 dorsal/0.33 ventral) with approximately 70% of radiation 
absorption, given the birds are exposed to direct solar radiation throughout the day. These 
values are also lower than some other waterbird species exposed to the sun, such as the 
whooping crane (0.62) (Fitzpatrick et al. 2015), American roseate spoonbill (Ajaia ajaja) 
(0.455) and the white swan (0.686) (Gates 1980); values for sun high in the sky). However, 
the radiant heat load reaching the skin may be more significant in the overall heat load 
experienced by the animal. The emu, which occurs in arid, open and exposed habitats also has 
low reflectance of plumage (0.132–0.245) and thus a high absorption of radiation load 
(Maloney and Dawson 1995). The species is able to remain active in hot conditions due to its 
plumage characteristics, effect of wind on heat loads, and foraging behaviour. Under 
experimental conditions, reflectance was even lower (0.09–0.13) indicating plumage 
absorptance of about 90%. However, the heat load from incident radiation reaching the skin 
was much lower – less than 10% (Maloney and Dawson 1995). Additionally, wind speed 
affected conductance and heat load of emu plumage – at wind speeds of >4 m/s thermal 
conductance increased, and at >6 m/s percent heat load from incident radiation decreased 
exponentially (Maloney and Dawson 1995). In my study, the NicheMapperTM predicted an 
increase in core temperature and metabolic rate at lower temperatures when wind was less 
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than 3 m/s. Heat loads reaching the skin of brolgas have not been measured, but if they are 
similar to those of emus, plumage characteristics could explain brolgas’ wide tolerance to heat 
exposure. By constantly moving while foraging, emus can further increase conductive heat 
loss and decrease radiant load (Maloney and Dawson 1995). Similarly, brolgas walk while 
foraging (this study, pers. obs.), which may contribute to their tolerance of high ambient 
temperatures and direct solar exposure in most weather conditions.   
Tolerance to hot weather conditions can allow animals to forage for longer. Brolgas may thus 
be able to forage for as long as they need, to fulfil energetic requirements when not thermally 
constrained. In this study, time was the strongest predictor of daily movements between 
foraging fields and wetlands. Brolgas left within a 64-minute window, 2.5–3.5 hours from 
sunrise. This raises the question of why they may be cued to time and whether this might be 
innate behaviour, related to how much food can be consumed within a particular time. This in 
turn could be related to the birds’ crop or gizzard size (e.g. Van Gils et al. 2005). Our 
calculations indicate that brolgas can more than meet their daily energetic requirements within 
2.5–3.5 hours of foraging time. Foraging time may thus be limited only in the most extreme 
hot conditions (Table 6-6, Figure 6-10). On days when brolgas are not thermally constrained, 
moving to a wetland to roost could simply be about being in a safe place to digest food.  
 Conclusion  
Our methodological approach of using two models to predict behavioural responses of brolgas 
provided insight into drivers of the birds’ daily movements. The statistical model in our study 
suggested that temperature had a small effect on probability of departure from foraging fields 
to wetlands and weather was not a reliable predictor of departure time, though more data 
across a wider range of weather conditions may indicate a stronger effect of temperature. 
Time was the strongest predictor and our calculations demonstrated that brolgas could fulfil 
their daily energetic requirements in a 2-hour morning foraging bout. Under certain weather 
conditions, the reasons for departure may therefore  involve a trade off between foraging and 
thermoregulation, which warrants further investigation. The main shortcoming of the 
statistical model is that it doesn’t incorporate physiological parameters, like the 
NicheMapperTM model does. The NicheMapperTM model was able to provide a mechanistic 
explanation based on the brolgas’ physiological and behavioural response to the weather 
conditions and provide further insight into when birds experience heat stress and when they 
need to move in order to avoid or minimise physiological costs.  
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Brolgas’ tolerance to the range of weather conditions experienced during the study, and the 
conditions predicted by the NicheMapperTM model to result in heat stress, could be expected 
given the species’ Australia-wide distribution. As well as occurring in south-eastern Australia, 
brolgas’ distribution extends throughout the northern Australian tropics, where temperature 
and humidity regularly exceed those in southern Australia. The NicheMapperTM model results 
suggest that daily movement behaviour of brolgas may be driven by thermoregulatory 
constraints under extreme heat and low wind conditions and by time needed to meet daily 
energetic requirements on cooler days. Thus, the use of wetland habitat in the middle of the 
day is likely to have two main purposes – as thermal refugia used to bring core temperature 
down rapidly when brolgas are heat stressed or to provide a safe place from predators to 
digest food. Cranes are generally wary and prone to human disturbance – hooded crane (Grus 
monacha) for example, takes flight when disturbed in foraging fields (Luo et al. 2012), and 
many other crane species roost away from humans (Meine and Archibald 1996). Similarly, 
perceived threat of predation or disturbance — such as vehicles, people on foot or wedge-
tailed eagles (Aquila audax) — can cause brolgas to fly to wetland roosts, which indicates 
they feel safer in a wetland than in a foraging field (I. Veltheim pers. obs.). Hot days, above 
30 °C, particularly with low wind conditions, are likely to result in a daily energetic deficit in 
brolgas if they can only forage for less than 2 hours. However, the amount of time required to 
fulfil daily energetic requirements may vary across a given non-breeding season, depending 
on the density of available grain in the foraging fields. In any case, the availability of 
wetlands is important. Thermoregulation could become challenging during drought periods 
when fewer wetlands are available, if wading in a wetland is important in bringing core 
temperature down on extreme hot days.  
Most studies of thermoregulatory behaviour in hot conditions have been undertaken on arid 
zone woodland birds (Cunningham et al. 2015, Martin et al. 2015, Whitfield et al. 2015, Smit 
et al. 2016). Wetland birds, particularly in temperate zones have received little attention. 
Given the predictions of future climate scenarios, the number of extreme hot days has been 
predicted to increase in addition to an increase in average summer temperatures (Allen et al. 
2018). Thus, the future availability of wetlands may be reduced. This in turn may impact 
waterbirds, which may use wetlands to regulate their body temperatures. Understanding the 
daily drivers of wetland bird movements, and the physiological reasons behind their habitat 
choice, has important over-arching implications for waterbird population management. 
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 Introduction 
Movement studies are crucial in understanding habitat use, movement routes and ecological 
requirements of animals. Studies, such as the one presented in this thesis, are therefore 
essential for conservation planning. This thesis presents new knowledge of brolga movement 
patterns, behaviour, habitat use and ecology at multiple spatial and temporal scales. It has thus 
resolved some of the gaps in knowledge on brolga ecology and behaviour, identified in the 
thesis introduction (Chapter 1). 
The research aim was to understand movements of brolgas at multiple spatial and temporal 
scales. Furthermore, this study also addressed an objective to inform wind farm planning and 
conservation, using this new knowledge on brolga movement patterns across their south-west 
Victorian range (Section 7.4, Section 7.7 in Chapter 7). This synthesis and discussion chapter 
outlines how I have achieved the thesis aims and objectives, and contributed new knowledge 
on movement behaviour and ecology of brolga – a mobile wetland bird. I first synthesise the 
thesis findings (Section 7.1) to demonstrate how I addressed the broader thesis aim and the 
chapter objectives outlined in Chapter 1: Thesis introduction.  
The thesis findings contribute to an increased understanding of Australian waterbird ecology 
and movements in general, inform conservation of birds to mitigate wind farm impacts, and 
contribute more broadly to the emerging field of movement ecology. I discuss the wider 
implications and contribution to knowledge of this thesis under these three broad themes, 
introduced in the thesis introduction (Chapter 1). These themes tie the chapters together 
across the thesis: 
• Movements and ecology of Australian waterbirds (Section 7.3)  
• Conservation planning for bird and wind farm conflict (Section 7.4) 
• Movement ecology – the why, how, when and where of animal movements (Section 
7.5) 
Finally, I discuss future research directions and outline management recommendations arising 
from the study (Section 7.6, Section 7.7). The management recommendations suggest how to 
apply the research results at different spatial scales, ranging from the farm, to local and state 
scales to achieve conservation goals for the south-west Victorian brolga population across its 
range. 
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 Movements, behaviour and ecology of the brolga at multiple temporal 
and spatial scales 
Overall, the results from my thesis data chapters have contributed new knowledge on brolga 
movements, behaviour and ecology. The thesis aim was achieved with studies into seasonal 
movements (Chapter 3) and distributions (Chapter 4) of brolgas at a landscape scale, breeding 
home range movements (Chapter 5), and daily movements at non-breeding sites (Chapter 6). 
The thesis thus more broadly increased understanding of brolga movement behaviour at 
multiple temporal and spatial scales. It is the first study of its kind to provide comprehensive, 
landscape scale movement and habitat use information on brolgas of all age classes (chicks, 
juveniles and adults).  
Movement studies require capture of study animals. Welfare considerations are paramount in 
animal movement studies, to avoid deaths and injuries that could impact on study animals. 
Safe capture and tagging methods are also important to ensure that results reflect natural 
behaviour. I developed a safe and efficient method to capture adult and juvenile brolgas using 
taxidermy decoys, noose lines and call playback (Chapter 2), essential for undertaking the 
movement study and to address my thesis aim. Call playback had not been used on cranes 
before. Active pursuit to capture chicks at 6-9 weeks of age also proved to be a highly 
effective method, and has successfully been used to capture prefledged crane chicks 
(McMillen 1988, Hereford et al. 2010, Krapu et al. 2011, Månsson et al. 2013, Pearse et al. 
2015). The findings from Chapter 2 add to literature on crane capture methods and animal 
welfare considerations for movement studies, and are likely to help safely capture cranes in 
future studies.  
GPS tracking of 19 brolgas, yielded 18 864 GPS locations collected during the day and night 
(morning, midday, afternoon, evening), and provided new insights into previously unknown 
landscape scale movements of adult, juvenile and chick brolgas, at breeding and non-breeding 
areas across the species’ core south-east Australian range. This thesis has increased 
knowledge of movement behaviour, spatial requirements and habitat use of pre-fledged chicks 
at breeding sites (Chapter 5) and juveniles and adults across the annual cycle (Chapter 3). It 
has also increased the understanding of ecological drivers of daily movements and habitat use 
(Chapter 6) and landscape scale habitat suitability (Chapter 4). Therefore, the thesis as a 
whole contributes to new knowledge to further our understanding of movements, behaviour 
and ecology of the brolga at multiple spatial and temporal scales (Figure 7-1).  
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Figure 7-1. A schematic showing how the thesis chapters link together within a conceptual 
framework of brolga movements at multiple spatial and temporal scales. 
 
 Daily movements and habitat use at a non-breeding site 
Ecophysiological drivers of crane movements are poorly known. This thesis presents results 
on one of a few studies exploring ecological and physiological drivers, and timing, of crane 
movements between foraging and roosting habitat in detail. Time since sunrise had the 
strongest effect on daily movements of brolgas between roosting and foraging habitats, and 
weather had little effect on these movements (Chapter 6). Brolgas tolerated a range of weather 
conditions while foraging, and were not exposed to high solar radiation or heat loads during 
most of the study. Heat stress was only predicted to occur on one of the 13 days of 
observations. Daily movements between the two habitats during my study were most likely 
driven by the amount of food brolgas can consume within a given time. When weather 
conditions are not extreme, the internal energy requirements appeared to be a strong driver of 
daily movements between foraging and roosting areas, with brolgas moving to roost after 2.5–
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3.5 hours of foraging, which appears to be sufficient foraging bout to fulfil daily energetic 
requirements (Chapter 6). Crop or gizzard size may determine when brolgas need to move 
(e.g. (Van Gils et al. 2005), to digest food.  
NicheMapperTM model simulations indicated that foraging time may be reduced, and daily 
energetic requirements not met, in more extreme weather conditions than experienced during 
this study. Heat stress in brolgas was predicted to occur at air temperatures below 30 °C only 
in high solar radiation and low wind conditions, when solar radiation was above 402 W/m2 at 
wind speeds of 1–3 m/s. The model predicted an increase in core temperature before brolgas 
moved to wetlands, a strategy that may increase time available for foraging. Wading in water 
may be important for thermoregulation, similar to whooping cranes (Fitzpatrick et al. 2015), 
and may provide an opportunity to rapidly bring down body temperature. If brolgas increase 
their body temperature, and wade in water to bring their temperature back down, wetlands are 
likely to be important thermal refugia in extreme weather conditions. 
 Breeding home range and habitat use  
Movements within breeding territories were much more restricted compared with movements 
at non-breeding areas. Pre-fledged brolgas moved 442 m on average between wetland night 
roosts and day foraging areas (Chapter 5). Ninety-five (95%) percent of movements were 
within 1.4 km of night roosts (Chapter 5). Differences in breeding and non-breeding 
movements reflect the reduced movement ability of pre-fledged chicks compared with adults 
and juveniles, though this study showed chicks were more mobile and moved further 
compared with a previous study in south-west Victoria (Venosta et al. 2011). Venosta et al. 
(2011) found 95% of pre-fledged chick movements were within 0.5 km of nests. The home 
range sizes (41–53 ha) reported by Venosta et al. (2011), estimated using field-based 
sightings, were much smaller than home ranges of the GPS-tracked chicks in my study (51–
521 ha) (Chapter 5). My results were comparable to other telemetry studies on pre-fledged 
crane chick home ranges (36–600 ha) (McMillen 1988, Hereford et al. 2010, Månsson et al. 
2013). The discrepancies with the Venosta et al. (2011) study likely reflect the limitations of 
purely field-based observational data for home range estimation.  
Pre-fledged brolgas used multiple wetlands within their home ranges (Chapter 5), which is an 
important finding to consider for breeding habitat management. Majority of the breeding 
home ranges (78%) contained more than one wetland and all chicks survived to fledging. 
Other crane species with chicks, including sandhill and red-crowned cranes, also use multiple 
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wetlands within their breeding home ranges to access food or roost sites (Kitagawa 1982, 
Johnsgard 1983). Pairs walk their chicks away from a nest site to avoid predators or when 
conditions are dry (Kitagawa 1982, Johnsgard 1983, McMillen 1988). However, moving long 
distances can make chicks more vulnerable to predation (Johnsgard 1983, McMillen 1988). 
The presence of at least two wetlands within home ranges, and proximity of other wetlands to 
nest or roost sites may therefore be important for breeding success (wetlands within 400–900 
m of each other, based on mean distances moved daily and between night roost wetlands, 
Chapter 5, Appendix 8). 
 Non-breeding season movements 
Non-breeding season movements were 3.7 km on average, between December and May 
(Chapter 3, Figure 3-2). Overall, most movements between subsequent GPS location fixes 
(94%) were within 5 km (Chapter 3), which is comparable to greater sandhill crane daily 
movements from roosts (within 5 km; Ivey et al. 2015). Home ranges of 3.2-4.8 km radius 
have been observed in other cranes (Johnsgard 1983) and a handful of field-based sightings 
report brolgas moving up to 5.5 km from roost (Herring 2001, King 2008). During the non-
breeding season, some individuals flew longer distances between breeding non-breeding 
areas, indicating that brolgas undertake some dispersive movements at this time of their 
annual lifecycle (Chapter 3). 
 Seasonal movements between breeding and non-breeding areas 
I clarified uncertainty on the species’ movement strategies (identified in Chapter 1), and 
showed that brolgas appear to have a flexible movement strategy, which incorporates 
dispersive, seasonal, resident and migratory movements (Chapter 3). GPS tracking revealed 
two distinct seasonal movement patterns, with movements generally occurring in May–June 
to breeding areas, and December–January to non-breeding areas. This timing concurs with 
known timing of brolga’s seasonal movements (Arnol et al. 1984, Herring 2001).  
The south-west Victorian brolga population appears to be partly migratory, as migratory and 
resident strategies were adopted by different individuals. Some individuals adopted a resident 
strategy, staying at breeding sites during non-breeding season or moving about 20 km on 
average between breeding and non-breeding areas, whereas others moved 100 km on average 
(Chapter 3), exhibiting movements akin to migration (as defined by Dingle and Drake 2007, 
and Chan 2001). Juveniles were highly dispersive and mobile across the landscape throughout 
the breeding season (June–November) and their timing of movements was more variable than 
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those of adults (Chapter 3). The differences in movement distances depended on the non-
breeding area used by the individuals. Movement strategies were most likely driven by 
proximity and density of breeding and non-breeding wetlands to each other, though brolgas 
may also adopt a resident strategy and stay near breeding sites if habitat remains suitable 
(Arnol et al. 1984; Chapter 5 this study). Resident strategy is likely to be adopted in areas 
with greater density of resource patches (Grovenburg et al. 2011, Shaw and Couzin 2013a), 
and this may explain the differences in brolga movement strategies in different parts of the 
species’ south-west Victorian range.  
Seasonal movement patterns of brolgas between breeding and non-breeding areas are in great 
contrast to some similarly sized crane species elsewhere in the world, which migrate 400–
5500 km (Pennycuick et al. 1979, Kanai et al. 2002, Fronczak et al. 2017, Pearse et al. 2018). 
However, similar to brolgas, some crane species, such as the wattled, crowned and sarus 
cranes, are non-migratory while others such as the blue crane (Anthropoides paradiseus) are 
partially migratory (Meine and Archibald 1996). Differences between distances species move 
likely relates to the proximity of breeding and non-breeding areas and seasonal changes 
experienced in the breeding areas. Northern hemisphere migratory cranes need to move when 
breeding habitats become unsuitable in winter. Most crane species are obligate migrants, 
which cannot survive over winter at breeding sites due to subzero temperatures and lack of 
suitable food. Bird species breeding in the southern hemisphere inhabit areas with milder 
winters and have less need to migrate long distances between breeding and non-breeding 
areas (Chan 2001). Local, shorter distance and seasonal movements are more characteristic of 
cranes inhabiting and breeding in lower latitudes (Meine and Archibald 1996).  
 Distribution of brolgas in south-west Victoria 
GPS tracking of brolgas identified a distribution that is confined to south-west Victoria 
(Chapter 3) – the known core range of Victorian brolga population (Arnol et al. 1984, White 
1987). All tracked individuals remained within south-west Victoria supporting the notion that 
this population is distinct from the northern Victorian and northern Australian brolga 
populations (Arnol et al. 1984, White 1987, Herring 2001, DuGuesclin 2003). Within south-
west Victoria, GPS tracked brolgas used the majority (70%) of the known non-breeding areas 
(Chapter 3, White 1987, Sheldon 2004). Tracking 19 brolgas thus revealed a great amount of 
new information about movements and distribution of brolgas in Victoria, but did not cover 
all of their Victorian range.  
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The findings of this thesis, however, suggest that brolgas further east and north of my study 
area are resident and likely to exhibit short-distance movements (~20 km) between breeding 
and non-breeding areas. Indeed, northern Victorian brolgas are thought to be resident and 
unlikely to frequently move over 20 km between breeding and non-breeding areas (Herring 
2001). The results of this thesis also suggest that longer distance flights of 100–150 km to 
breeding areas near the South Australian border are only undertaken by individuals that use 
the Willaura and Penshurst non-breeding areas.  
My results suggest that brolgas across south-eastern Australia, and possibly even in northern 
Australia, consist of discrete flocks that move locally, or regionally, and have restricted 
ranges. Most dispersive, or ranging, movements between non-breeding or breeding areas are 
likely to be undertaken by juveniles (Chapter 3), similarly to other species of cranes such as 
the common crane. Two-year old juvenile common cranes follow the migration routes of their 
parents or take a completely different route, moving 103-400 km from their parents’ routes 
(Alonso et al. 2008). Any range expansion, changes in distribution, or emigration from south-
west Victoria, is likely to be due to dispersing juveniles. 
The movement behaviour and changes in distribution of brolgas in south-west Victoria 
(Chapter 3) was also reflected in the dynamic species distribution model (Chapter 4). The 
model predicted seasonal distribution and occupancy of brolgas well, and was thus useful for 
predicting monthly shifting distribution within and between years (Chapter 4). Reduction in 
the predicted area of modelled suitable habitat across south-east Australia (Chapter 4) 
coincided with seasonal movements of brolgas in autumn (May–June) and spring/summer 
(November-December) (Chapter 3). Additionally, GPS tracked brolgas moved further with 
decreasing predicted habitat suitability (Chapter 4). The contraction of suitable habitat was 
not as consistent across years in spring/summer compared with autumn, which may reflect the 
observed variation in timing and frequency of tracked brolga movements in spring/summer 
(Chapter 3). Dynamic SDMs may be better at predicting habitat suitability, and species 
distributions, when species are not moving across the landscape (Fink et al. 2010). Therefore, 
the dynamic SDM for brolgas (Chapter 4) may better predict suitable habitat and distributions 
when individuals are moving across the landscape less frequently, and when their actual 
distributions are stable (during the non-breeding season, in December–May) (Chapter 3).  
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 Brolga – a mobile Australian waterbird with flexible movement 
behaviours 
 Contribution to knowledge on Australian waterbirds 
My thesis contributes to the broader understanding of why, how, when and where Australian 
waterbirds move by providing new information on the movements, ecology and habitat use of 
one of Australia’s iconic waterbirds, the brolga, which has a continent-wide distribution. In 
doing so, the research increases the amount of information available on one of the 17 
Australian species of Gruiformes – one of the least studied group of Australian waterbirds, 
and for which the current level of ecological information is poor (Kingsford and Norman 
2002). This thesis has addressed three of the ten aspects of waterbird ecology, reviewed by 
Kingsford and Norman (2002): habitats (Chapter 5), movements (Chapter 3, Chapter 5 and 
Chapter 6) and distributions (Chapter 3 and Chapter 4). Using biogeographic variables, such 
as temperature and climate, to investigate waterbird distributions is also a research gap 
(Kingsford and Norman 2002), which I addressed in Chapter 4, using short-term weather 
variables (derived from temperature and rainfall) to investigate monthly distributions of the 
brolga.  
 Habitats 
Brolgas used multiple freshwater wetlands for roosting and foraging within their breeding 
home ranges (Chapter 5). Contrary to suggestions that non-wetland habitat may be important 
in breeding site selection (Harding 2001, Herring 2005) I found no evidence for habitat 
selection beyond the wetlands, within 50% UD home range (Chapter 5). This suggests that 
individual wetland characteristics drive breeding site selection. Brolgas also use multiple 
wetlands during the non-breeding season (King 2008). At non-breeding areas brolgas forage 
on grain in cropping or grazing fields and use a range of wetland types for roosting, including 
freshwater and saline wetlands, farm dams, stock troughs and creek lines (Chapter 2, Chapter 
6, I. Veltheim pers. obs., Sheldon 2005, King 2008).  
Brolgas’ use of different wetland types is congruent with current general understanding of 
Australian waterbird habitat use (Kingsford and Norman 2002). The continent’s variable 
weather patterns and wetland availability are likely to have given rise to the evolution of 
multiple movement strategies and flexible waterbird movement behaviour, demonstrated by 
arid duck species (Roshier et al. 2008c, McEvoy et al. 2015), banded stilts (Pedler et al. 2018) 
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and the brolga (Chapter 3, this study). The availability of multiple wetlands, of different types 
and depths, within breeding and non-breeding areas is important for brolgas and numerous 
other waterbirds, particularly in dynamic landscapes where the availability of wetland habitat 
can change dramatically between months and years, depending on rainfall (Kingsford and 
Norman 2002, McEvoy et al. 2015, Pedler et al. 2018).  
 Movements and distributions 
Brolga movement patterns were comparable with other Australian waterbirds. Movement 
patterns of brolgas varied greatly between individuals (Chapter 3, Chapter 5), similarly to 
other Australian waterbird species that have been tracked across temperate, arid and tropical 
regions (Kingsford and Norman 2002, Roshier et al. 2006, Traill et al. 2010, McEvoy et al. 
2015, Pedler et al. 2018). Furthermore, brolga movement behaviour was most comparable to 
tropical magpie goose movement patterns. Movements of brolgas (Chapter 3) and magpie 
geese (Traill et al. 2010) were more predictable, seasonally driven, geographically restricted, 
and distances shorter (up to approximately 100 km in both species) compared with 
movements of arid and colonially nesting waterbird species, which can exceed 1000 km and 
are undertaken in response to unpredictable weather events  (Kingsford and Norman 2002, 
Roshier et al. 2008b, McEvoy et al. 2015, Pedler et al. 2018). Some generalisations between 
tropical and temperate waterbird species movement behaviour could thus be drawn, as 
suggested by (Kingsford and Norman 2002).  
Interestingly, brolgas in south-west Victoria were partially migratory (Chapter 3), similarly to 
40% of Australian non-aquatic landbirds (Chan 2001). It is possible that partial migration is 
also more prevalent in Australian temperate and tropical waterbirds, given similarities in 
movement behaviour of brolgas and magpie geese (Chapter 3, Traill et al. 2010). This could 
particularly be true in areas where inter-and intra-annual weather conditions may render some, 
but not all, breeding areas suitable throughout the year, reducing the need to move to non-
breeding areas for some individuals. It appears some brolgas, in some years, remain resident 
at breeding sites while others move from breeding sites as they dry out and become unsuitable 
for roosting or foraging (Chapter 5, Arnol et al. 1984). This thesis has clearly demonstrated 
that brolgas adopt a wide range of movement patterns and partial migration exists within a 
small geographic area (Chapter 3, Chapter 5), indicating that the species has a flexible 
movement strategy and can adapt to variability in habitat and environmental conditions. 
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 Conservation planning to reduce brolga and wind farm conflict 
With plans for significant numbers of wind farms operating within south-western Victoria, 
there are major planning issues around land use change and brolga conservation, where 
turbines pose a potential collision and disturbance risk. Prior to this study, information on 
brolga movement patterns was lacking, making it challenging to protect the population from 
potential wind farm impacts. Existing guidelines to assess, avoid, mitigate and offset wind 
farm impacts on brolgas call for a zero net impact on the Victorian brolga population (DSE 
2011). Zero net impact should be achieved with turbine-free buffers to avoid collision and 
disturbance effects, and offsetting for predicted mortalities (DSE 2011). Turbine-free buffers 
at both breeding sites and non-breeding areas should be included in wind farm designs (DSE 
2011). Offsetting recommendations include protecting and enhancing breeding sites and 
marking powerlines to reduce powerline collisions (DSE 2011). Movement studies 
undertaken in the wind farm pre-operation and planning stages, such as those presented in this 
thesis (Chapter 3, Chapter 5), can be used to reduce conflict between wind farms and species 
at risk of collision and disturbance. Such studies can inform siting of wind farms and turbines 
to avoid high use habitats and movement routes to minimise impact (e.g. Watson et al. 2014, 
Mojica et al. 2016, Pearse et al. 2015, Pearse et al. 2016).  
Studies investigating wind farm risk for cranes are rare. Only one published landscape scale 
tracking study on cranes has evaluated the risk of wind farms to cranes at wintering (non-
breeding) areas (Pearse et al. 2016). Another GPS tracking study investigated the intensity of 
whooping crane use of stopover sites along their migratory corridor, which can be used to 
evaluate habitat conservation plans developed for the Great Plains wind energy projects 
(Pearse et al. 2015). Two other field observational studies have investigated behaviour and 
habitat use and collisions of sandhill cranes with turbines at a wind farm (Navarrete 2011, 
Navarrete and Griffis-Kyle 2014). Though studies using GPS tracking and movement 
modelling to address potential wind farm impacts on cranes are lacking, multiple studies on 
raptors have been undertaken (Nygård et al. 2010, May et al. 2013, Hedfors 2014, Watson et 
al. 2014, Mojica et al. 2016). Brownian bridge movement models (BBMMs) have been used 
to define golden eagle utilisation distributions to recommend buffer sizes, and resource 
selection functions have been used to inform habitat management and turbine placement 
(Watson et al. 2014). GPS tracking has also been used to estimate BBMM utilisation 
distributions and habitat selection of the white-tailed eagle to understand seasonal variations 
in displacement at a wind farm, and to make habitat protection recommendations (May et al. 
Chapter 7: Synthesis and Discussion 
 
183 
2013). Similarly, results of the breeding home range study in this thesis (Chapter 5) can be 
used to inform turbine free buffer sizes, which can be incorporated into wind farm designs in 
south-west Victoria. The home range and habitat selection findings will also be useful when 
designing habitat management and conservation plans for offsets and breeding territory 
enhancements.  
Dynamic BBMMs have also been used to assess overlap of bald eagle utilisation distributions, 
and eagle collision risk, with wind turbines during migration (Mojica et al. 2016). Potential 
risk of wind farms on sandhill cranes has also been assessed using GPS locations and resource 
selection during the non-breeding season (Pearse et al. 2016). I did not investigate utilisation 
distributions, or resource selection, of brolgas during migration or non-breeding season in this 
thesis. Nonetheless, the migratory movements presented in Chapter 3 provide an indication of 
movement corridors to avoid when siting wind farms in Victoria. Additionally, the 
approximate distances brolgas moved at non-breeding sites (up to ~5 km) can guide non-
breeding site buffer designs, though further research in this area is required to refine spatial 
requirements during this part of the lifecycle.  
In some cases and for some species, tracking may not be feasible, particularly across the 
entire range, lifecycle (breeding, non-breeding, migration) and age classes of a species. GPS 
tracking is expensive and most studies have limited sample sizes and geographic extent. 
Species distribution modelling provides opportunities for understanding habitat suitability and 
probability of species’ occurrence at large scales and can overcome some of the limitations of 
GPS tracking. Species distribution modelling has been used to identify areas of high 
suitability and low conflict with wind farms for migrating whooping cranes (Belaire et al. 
2014) and to evaluate cumulative effects of wind farms on skylarks at multiple scales (Bastos 
et al. 2016). Dynamic species distribution models, such as the one I developed for the brolga 
(Chapter 4) could provide opportunities for assessing potential overlap of suitable habitat and 
wind farms in Victoria. The model predicted seasonal occupancy well and this method could 
be particularly useful for a range of mobile species with shifting distributions at risk of wind 
farm-related collision and disturbance.  
Many wind farm developments are assessed individually with little consideration for 
potentially cumulative impacts or assessing impacts across a species’ entire range or lifecycle. 
Additionally, studies most often consider impacts at only one part of a species’ lifecycle – 
breeding, non-breeding or migration – and rarely cover the entire range or lifecycle of a 
species. The benefit of a broader-scale approach, taken in this thesis, is a more comprehensive 
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understanding of a species’ movements that may expose them to wind farm risks across the 
landscape. Knowledge of home range sizes at breeding and non-breeding sites and movement 
patterns between them can be used as a landscape scale planning tool to protect species at risk 
at all lifecycle stages across their range.  
This study demonstrates the utility of a multi-lifecycle stage, multi-site and multi-scale 
approach to identify movements of a threatened waterbird for applied conservation to avoid 
wind farm impacts. A similar approach, using tracking and species distribution modelling, 
could be employed in other situations where multiple wind farms are being developed across 
the breeding and non-breeding range of a species at risk of impacts. The research presented in 
this thesis has generated new knowledge on brolga movements that can be used to reduce 
wind farm impacts throughout the species’ lifecycle (chicks, juveniles, adults; breeding and 
non-breeding). The information is pertinent to managing impacts on brolgas both at the scale 
of a single wind farm and across their core south-west Victorian range. 
 Movement ecology of brolgas 
This thesis has increased understanding of brolga movement ecology, as it addressed some of 
the four questions central to movement ecology research: the why, how, when and where, and 
explored some of the likely causes, consequences and mechanisms of animal movement 
(Nathan et al. 2008). Each chapter can thus be incorporated into Nathan et al. (2008) 
conceptual movement ecology framework, which demonstrates the thesis’ contribution to 
knowledge about brolgas, but also more widely to demonstrate the thesis’ broader relevance 
within this emerging discipline (Figure 7-2). A small number of movement ecology studies 
have explicitly placed their work within the Nathan et al. (2008) framework. The framework 
can be used to contextualise brolga movement ecology and for generating further hypotheses 
(Figure 7-2). The framework also helps illustrate the links between potential mechanisms 
producing the brolga movement paths. This thesis explored some of these mechanisms and 
acknowledges a number of other mechanisms that were outside of the current study’s scope, 
which are explored in more detail in section ‘Future research directions’. 
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Figure 7-2. Relationship of this study’s findings to the Nathan et al. (2008) movement 
ecology framework. This figure schematic also identifies potential future research areas that 
can fit within the framework. 
 
This thesis links within the motion capacity component of the movement ecology framework 
and thus address the question: how to move? (Figure 7-2) (Chapter 3, Chapter 5). The thesis 
presents the resulting movement path from main modes of movement: flying and walking 
(Chapter 3, Chapter 5). Movement paths of brolgas may differ depending on the motion 
capacity of individuals during particular lifecycle stages (Chapter 3 and Chapter 5). Adults 
and juveniles can fly, walk and run and flying enables them to move distances of up to about 
100 km between habitats (Chapter 3). In contrast, unfledged chicks cannot fly, which 
constrains movements of families at breeding sites (95% of chick movements were within 1.4 
km of the roosting wetland, Chapter 5). 
The location of resources and their proximity to each other in the environment (‘External 
factors’, Figure 7-2), such as breeding and non-breeding areas (Chapter 3), roosting wetlands 
and foraging areas within home ranges (Chapter 5, Chapter 6) is likely to influence the 
observed movement paths and distances moved. Other external factors such as artificial 
landscape features may also influence movement paths. Brolgas avoided buildings and 
watercourses at breeding sites (Chapter 5) and fences may restrict movement of chicks, 
separating chicks from their parents (Herring 2005).  
External factors 
biotic and abiotic
• habitat suitability (Chapter 4)
• location of resources (Chapter 5)
• landscape features (Chapter 5)
• weather (Chapter 4 & Chapter 6)
• predation
• disturbance
• interactions with conspecifics/other 
species
Internal factors 
Why move
• heat balance (Chapter 6)
• energy balance (Chapter 6)
• water balance
• lifecycle phase
• age
• hormones
Motion capacity
How to move
• fly (Chapter 3)
• walk (Chapter 5)
• swim
• run
Navigation capacity
When and where to move
• memory
• socially facilitated learning
• genetics
• natal site
• sensory information
Movement path
• Chapter 3
• Chapter 5
of trinucleotide codons. Lifetime tracks
may consist of movement phases of dif-
ferent frequencies, which might form
higher-level cassettes that can be identi-
fied as movement phenomena, which
are perhaps analogous to supergenes or
even entire chromosomes. For example,
a newly hatched Danish bird initially
pursues food (foraging) and experience
(learning excursions) within its natal
habitat, departs to wintering grounds in
Ghana (seasonal migration), pursues
food (foraging) and further experience
(learning excursions), and later returns
(seasonal migration) to establish a
breeding territory in Sweden (dispersal).
Comprehending the functional hierarchy
underlying a lifetime track necessitates
investigation of movement mechanisms
and patterns across multiple spatiotem-
poral scales (24, 25).
Fourth, movement data must be
placed into its pr per environmental
context. The spatiotemporal distribution
of environmental signals (e.g., odor)
affecting moving individuals can be
quantified in fine detail across the life-
time activity zone of microorganisms
(26). Yet, it is rarely possible to map the
enviro ment l features of an equiva-
lently sized activity zone for larger free-
ranging organisms. This challenge can
be addressed under special circum-
stances, for instance by recording abun-
dance of trees and browsing marks along
elk footprints in snow (24). At larger
spatial scales, GIS can create ecologi-
cally and environmentally detailed land-
scape repres ntations from remotely
sensed data and merge these with data
collected by other means at scales rang-
ing from meters to hundreds of kilome-
ters (e.g., ref. 27) to the whole globe.
Models of oceanic or atmospheric dy-
namics can be used to relate, for exam-
ple, f light trajectories of seeds (21) and
vultures (28) to atmospheric conditions,
although efforts are still needed to
match the spatial and temporal scales by
which flying organisms sense, and re-
spond to, the environmental conditions
they encounter en route (29).
Conceptual Framew rk for Movement
Ecology
A coherent framework for movement
ecology should be conceptualized from
the standpoint of movement itself. It
should allow us to explore the causes,
mechanisms, and patterns of movement,
and should facilitate the understanding
of the consequences of movement for
the ecology and evolution of individuals,
populations, and communities. Given
data of sufficient spatiotemporal resolu-
tion, the framework should facilitate
identifying the fundamental mechanisms
producing the movement path, encom-
passing the entire range of scales from a
single step and stop through movement
phases to the lifetime track (Fig. 1). We
thus characterize a focal individual using
three components: an internal state, a
motion capacity, and a navigation capac-
ity. A fourth component, external fac-
tors, represents all aspects of the abiotic
and biotic environment influencing
movement (Fig. 2). Consequently, move-
ment paths result from dynamic inter-
play of the four basic components, al-
though, as illustrated below (this
section), for particular movement types,
not all are necessary.
The internal state accounts for the
physiological and, where appropriate,
the psychological state of the focal indi-
vidual, driving the organism to fulfill
one or more goals; hence, it addresses
the question ‘‘why move?’’ It spans both
proximate and ultimate evolutionary
payoffs from moving, which might be
difficult to tell apart. Yet, some specific
activities like searching for food, escap-
ing predation, following adults, or
searching for a mate might indicate the
proximate payoffs and, in turn, might
suggest general (ultimate) goals of gain-
ing energy, seeking safety, learning, and
reproducing. The relative importance of
different goals is expected to vary over
an organism’s lifetime and over much
shorter periods, and an organism may
pursue several goals simultaneously.
Thus, the internal state consists of a
multidimensional vector of many states.
An individual’s motion capacity ac-
counts for its ability to move in various
ways or odes, reflecting its abilities to
perform self-propelled (motile) locomo-
tion or externally vectored transport.
The motion capacity stems from biome-
chanical properties enabling birds to fly,
gazelles to run, fish to swim, spiders to
balloon, bacteria to glide over solid sur-
faces, maple samaras to ride on air ed-
dies, and coconuts to float on ocean
currents. The organism may employ sev-
eral operational modes; for example,
many birds fly, walk, and swim. In gen-
eral, the set of motion machineries is
fixed throughout the individual’s move-
ment path of plant seeds and other
Movement
path
U
Motion
capacity
Ω
How  to move?
Navigation
capacity
Φ
Where to move?
Internal 
state
W
Why move?
External
factors
R
The focal individual The environment
fN (navigation process)
fM (motion process)
fU (movement propagation process)
fW (internal state dynamics)
fR (external factors dynamics)
Fig. 2. A general conceptual framework for movement ecology, composed of three basic components
(yellow background) related to the focal individual (internal state, motion capacity, and navigation
capacity) and a fourth basic component (turquoise background) referring to external factors affecting its
movement. Relationships among components related to the processes by which they affect each other,
with arrows indicating the direction of impact. The resultingmovement path (defined in Fig. 1) feeds back
to the internal and external components. Glossary: Internal state, the multidimensional state (e.g.,
physiological and neurological) of the focal individual that affects its motivation and readiness to move;
Motion capacity, the setof traits (e.g., biomechanical ormorphologicalmachineries) that enables the focal
individual to execute or facilitate movement; Navigation capacity, the set of traits (e.g., cognitive or
sensory machineries to obtain and use information) that enables the focal individual to orient its
movement in space and/or time; External factors, the set of biotic and abiotic environmental factors that
affect the movement of the focal individual; Motion process, the realized motion capacity given the
impact of the current location, internal state, and external factors on the fundamental motion capacity
of the focal individual; Navigation process, the realized navigation capacity given the impact of the
current location, internal state, and external factors on the fundamental navigation capacity of the focal
individual; Movement propagation process, the realized movement produced by the motion process and
(optionally affected by the navigation process).
19054 ! www.pnas.org"cgi"doi"10.1073"pnas.0800375105 Nathan et al.
Chapter 7: Synthesis and Discussion 
 186 
The internal physiological state of brolgas influences their daily movement decisions and is 
driven by external factors (weather) and internal factors (heat and energy balance) (Chapter 
6). Brolgas were predicted to be heat stressed only in extreme weather conditions, when 
temperature is 22–31 °C, wind 1-3 m/s and solar radiation 100–788 W/m2. These internal and 
external factors were important in understanding daily movement behaviour of brolgas. 
Temperature was also a strong external driver of brolga habitat suitability across the species’ 
south-east Australian range (Chapter 4). Brolgas moved further when habitat suitability was 
low (Chapter 4), suggesting that temperature influences resources used by brolgas and may 
directly or indirectly also drive their movement decisions. 
Although this thesis investigated and described where (the habitat), when (annual or daily 
timing), how (walking or flying) and why (ecophysiological constraints) brolgas move, it did 
not investigate the mechanisms driving the ‘Navigation capacity’ – the third main component 
of the movement ecology framework (Fig. 7-1). Behavioural observations (Chapter 2, Chapter 
6) suggest sensory information may influence daily movement behaviour. Brolgas are vocal 
when departing a roost and arriving in foraging areas and possibly vocalise to attract 
conspecifics to join the flock. Indeed I used their calls successfully to attract them to traps 
(Chapter 2). Natal site, location of breeding territories and socially facilitated learning could 
also influence movement patterns of brolgas (Chapter 3), as it does in other crane species 
(Alonso et al. 2008, Mueller et al. 2013).  
Brolgas and other cranes are social and move in flocks at non-breeding areas. Movement 
paths may therefore result from learning through social facilitation (e.g. Mueller et al. 2013), 
which may explain the longer distance dispersal of some of the GPS-tracked juveniles from 
their natal sites (Chapter 3). Brolgas repeatedly returned to the same locations at breeding 
sites (Chapter 5) and at non-breeding sites (Chapter 3, Chapter 6). At non-breeding sites 
brolgas used the same roost and foraging area on consecutive days (Chapter 6). This 
behaviour strongly suggests influence of memory on movement decisions – and likely 
determines where brolgas move to and which habitats they use. Memory is thought to drive 
movements, habitat use and selection of many migrating bird species (Pravosudov et al. 2006, 
Mettke-Hofmann 2017).  
Other external influences on brolga movements could be disturbance and interaction with 
conspecifics or other species (Végvári et al. 2011, Luo et al. 2012, Li et al. 2015). Disturbance 
from vehicles, presumably detected visually or through sound, triggered movements of 
brolgas from foraging areas to roosts or resulted in a complete dispersal from a disturbed 
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roost (observations made during Chapter 6 data collection). Similarly, some chicks appeared 
to switch night roost sites in response to being captured (Chapter 5) indicating disturbance or 
perceived predation is likely to influence movement decisions.   
By investigating movement paths of brolgas, and external and internal factors that may 
influence paths, this study has increased our mechanistic understanding of daily movement 
behaviour and ecology of brolgas. The findings can help understand behaviour of other cranes 
and other waterbirds with similar behaviour and ecological requirements. The thesis also adds 
to the growing body of literature on movement ecology, linking animal behaviour with the 
environment (Chapter 4, Chapter 5 and Chapter 6).  
 Future research directions 
Each of my thesis chapters opens up new avenues for further work, which can be investigated 
within the existing movement ecology framework and complement a more comprehensive 
understanding of brolga movement ecology and conservation requirements. This section 
provides recommendations for future research directions arising from the thesis’ results.  
 Spatial memory and influence of wetland and food availability on brolga movement 
patterns 
Although this thesis has characterised movement patterns and identified resident and 
migratory strategies within the south-west Victorian core range of brolgas (Chapter 3), the 
factors driving these differences were not investigated. Further work on the influence of natal 
site, spatial memory and wetland density around non-breeding areas could help understand 
mechanisms resulting in resident or migratory strategies. Brolgas repeatedly returned to 
previously used breeding and non-breeding areas and individual wetlands (Chapter 3, Chapter 
5) suggesting that spatial memory drives movements and habitat selection. Individuals 
adopting a resident strategy, compared with those adopting a migratory strategy, used non-
breeding and breeding areas where wetland density was high. The role of spatial memory and 
wetland density on influencing movement strategies could be investigated in the future within 
the movement ecology framework (‘Navigation capacity’, ‘External factors’, Figure 7-2).  
Dynamically changing wetland and food availability, rainfall and temperature are likely to 
influence brolga movement patterns, timing of movements and habitat use at breeding and 
non-breeding sites. Understanding how brolgas respond to changes in wetland and food 
availability in the landscape, and to weather variables at larger temporal scales, would provide 
Chapter 7: Synthesis and Discussion 
 188 
further insights to internal and external factors driving brolga movements and habitat use. 
Given the species’ continent-wide distribution, brolga also provides an ideal species to test 
differences in movement behaviour between the tropical, arid and temperate regions of 
Australia, in areas where the predictability of rainfall and wetland availability varies from 
lower to higher latitudes. My thesis findings provided a basis for further continent-wide 
exploration of these aspects of brolga movement behaviour and habitat use.  
 Dynamic species distribution modelling of waterbirds and their wetland habitats 
Although distributions for most groups, except the Gruiformes, is well known, there is an 
overall poor understanding of how dynamic changes in wetland availability influence 
waterbird movements and distributions. The influence of biogeographic variables in driving 
distributions is a gap in knowledge (Kingsford and Norman 2002). In addition, distribution, 
extent and temporal variability of wetlands is poorly known (Kingsford and Norman 2002). 
This study focused on predicting dynamically shifting distributions of brolgas using 
temperature and rainfall variables. The model did not explicitly capture movements at the 
scale they occurred (days to weeks).  
Future work could investigate if adding wetlands as a variable captures movements at shorter 
time scales. Dynamic species distribution modelling could also be used to investigate changes 
in wetland habitat availability and waterbird species distributions in response to wetland and 
weather variables. Dynamic species distribution models can be useful for identifying refugia 
and important habitats during times of poor habitat suitability throughout a species’ range 
(Chapter 4). This approach could, therefore, help conservation planning and prioritisation, and 
provides exciting avenues for further research applicable to mobile waterbirds. Modelling 
approach using short-term weather and wetland variables could help rapidly generate 
knowledge on a wide range of Australian water bird distributions, across the entire continent, 
and has been used to understand migration of birds in northern America (Fink et al. 2010) and 
distributions of Australia’s arid passerines (Runge et al. 2015b).  
 Adult home ranges and chick survival at breeding territories 
This thesis focused on tracking pre-fledged chicks at breeding territories and although brolga 
families move as a group, adults can fly and the home ranges in this study potentially 
underestimate the total breeding season home range size. Future studies should therefore 
investigate breeding home ranges of adults during nest building, incubation and chick rearing. 
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Such studies should deploy GPS transmitters on breeding adults because field-based 
observations alone are likely to underestimate home range size, as discussed in Chapter 5. 
Fledging success of brolga chicks in this study was high (100%) (Chapter 5). In contrast, 
other studies have found low breeding success (Myers 2001, Herring 2005, Venosta et al. 
2011) due to poor chick survival. Survival of older chicks may be enhanced due to their 
ability to walk to other wetlands near the nest if the nesting wetland dries out, or if food 
resources in the nesting wetland are depleted. Lower mobility of younger chicks can make 
them more vulnerable to mortality from starvation and predation, if the nesting wetland dries 
out and the chick cannot move to another wetland. Further studies should focus on 
investigating the causes of chick mortality and movement capability, from hatching to six 
weeks age. Such work could inform breeding site management to enhance brolga breeding 
success.  
 Investigating optimality and trade-offs between foraging and thermoregulation 
Calculating the volume of brolga gizzards could help confirm whether gizzard size constrains 
foraging time and drives daily movements from foraging to roosting areas. Further food 
intake experiments could also identify the amount of time brolgas need to fill their gizzards, 
given different food densities. Furthermore, an experimental approach could be taken to 
further understand the trade-off between energy and thermoregulatory constraints on brolgas’ 
daily movements. Field experiments could involve food supplementation of a known quantity 
at a non-breeding site. This could involve manipulating the amount of food available (e.g. 
lower and higher than estimated daily energy requirements) on hot days when brolgas’ food 
intake is most likely to be constrained by heat stress. Collecting time budget and weather data, 
and further modelling using NicheMapperTM, (as in Chapter 6) could be used to identify 
allocation of activities and predicted movement responses of brolgas. On supplemented days, 
brolgas are likely to fill their gizzard and energy requirements more quickly, and move to 
wetland roosts sooner than on un-supplemented days. Such responses have been observed in 
hoopoe-larks (Alaemon alaudipes) (Tieleman and Williams 2002). The experiment could be 
easily replicated across multiple known non-breeding sites. Additionally, similar experiments 
repeated on captive birds could incorporate the effects of water deprivation on movement and 
behavioural responses.  
The role of heat loss from legs, and wading in water on thermoregulation could also be 
investigated in the future. Leg temperatures in foraging areas and in wetlands could be 
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measured using thermal cameras. Cloacal temperatures of captive birds could confirm 
whether brolgas indeed increase their core temperature in preference to panting, to allow 
longer foraging times in extreme weather conditions. 
 Wind farm impacts on brolgas 
This thesis focused on increasing knowledge of brolga movement patterns and some of the 
mechanisms and external factors that influence them. It provides a foundation for further 
studies on the ecology and wind farm impacts on brolgas. The thesis presents findings for the 
brolgas’ core south-west Victorian range, which can be used in the planning and pre-operation 
phase for many of the proposed wind farms in the region. Specifically, the tracking 
information can help develop a constraints map – a spatial planning tool – for south-west 
Victoria for avoiding impacts of wind farms on brolgas at important sites across the species’ 
lifecycle. Such a state-wide planning tool and a constraints map could be developed using a 
dynamic Brownian Bridge Movement Model, which can identify core activity areas of 
brolgas across south-west Victoria. For areas within the brolgas’ range, but not covered by 
tracked individuals, species distribution models could be used to understand habitat suitability 
and likely occupancy. The dynamic species distribution models developed in this thesis 
(Chapter 4), models built using brolga GPS tracks (as in Micheli-Campbell 2013, Reynolds et 
al. 2017) or resource selection functions, provide further opportunities to identify suitable 
breeding and non-breeding habitats across the brolga’s range, not covered by the GPS tracked 
brolgas. Existing and proposed wind farm development envelopes, and associated 
infrastructure such as powerlines, could be overlaid on constraints maps to understand and 
quantify potential brolga–wind farm interactions as well as potential collision and disturbance 
risk (similarly to Mojica et al. 2016, Pearse et al. 2016).  
This thesis provides information for turbine free buffer designs to manage potential wind farm 
impacts at breeding sites (Chapter 5). However, it was beyond the scope of this study to 
estimate home ranges at non-breeding sites; although the data collected for this thesis 
provides opportunities for such analyses. Therefore, further work should use these data to 
estimate adult and juvenile home range size at multiple non-breeding areas in south-west 
Victoria, to inform turbine free buffer designs during this part of the brolga lifecycle. 
Furthermore, as the tracking results cover most known non-breeding sites in south-west 
Victoria, there is an opportunity to set up a before-after-control-impact (BACI) study for 
understanding impacts of wind farms on brolga movement patterns across the species’ south-
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west Victorian range. The BACI approach is rare in wind farm impact studies (e.g. Dahl et al. 
2012), and is highly recommended and necessary for understanding wind farm impacts on 
wildlife.  
Finally, the thesis does not present data on flight heights of brolgas, which is essential for 
estimating turbine collision risk of birds. Majority of the GPS locations recorded brolgas on 
the ground, and some transmitters did not log altitude. When altitude was recorded, the 
accuracy was too poor to determine whether brolgas were flying at rotor swept area height. 
Future GPS tracking studies on the species should aim to understand the frequency and height 
of brolga flights, which could estimate wind farm collision risk.  
 Conservation of the Victorian brolga population – management 
recommendations 
Brolga is one of the 15 species of crane in the world. Majority of the world’s crane species are 
threatened, and in decline (IUCN 2018). Similarly, the south-east Australian brolga 
population is vulnerable to extinction (Bransbury 1991, Bennett et al. 1998, Stanger et al. 
1998, DuGuesclin 2003), although the northern brolga population is numerous and stable 
(Meine and Archibald 1996). Given that the majority of the south-east Australian brolga 
population occurs in south-west Victoria, and on private land, the Victorian government, non-
government management and nature conservation agencies, species experts and scientists 
have a responsibility to work together and with private landholders, to ensure the species’ 
long-term survival. Management and protection of habitat needs to occur at all the life stages 
(breeding, migration, non-breeding) across south-west Victoria and South Australia.  
The recovery of the whooping crane is an example of successful conservation partnerships 
and cooperation across international and state borders to enhance the recovery and 
management of this endangered species at breeding, migration and non-breeding areas of the 
species (Canadian Wildlife Service and U.S. Fish and Wildlife Service 2005, Cision 2018). A 
recovery plan for whooping crane has been prepared under the United States of America and 
Canadian legislation (Endangered Species Act 1973, Canada Wildlife Act 1974 and Canadian 
Species at Risk Act 2003), which outlines management and research priorities for actions 
(Canadian Wildlife Service and U.S. Fish and Wildlife Service 2007). Much research on 
whooping cranes has been undertaken to understand the species’ breeding biology, migratory 
behaviour, wintering (non-breeding) ecology, habitat requirements, location of important 
habitats, threats and population dynamics (Canadian Wildlife Service and U.S. Fish and 
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Wildlife Service 2007). This research has been critical in understanding whooping crane 
ecology, for identifying population declines, and in developing the subsequent recovery and 
research actions for the species.  
Instrumental to the whooping crane recovery has also been the role of citizens, sports hunters 
and landholders in wetland protection, as much of the migratory stopover habitat occurs on 
private land (85%-96%) (Canadian Wildlife Service and U.S. Fish and Wildlife Service 
2007). Equally important has been the cooperation of governments across different 
jurisdictions, conservation organisations and scientists to achieve recover plan actions 
(Canadian Wildlife Service and U.S. Fish and Wildlife Service 2007). Species and habitat 
protection, enhancement of breeding, migration and wintering habitat, and research into 
whooping crane ecology has been achieved through legislation. Habitat has also been 
protected within conservation reserves, Ramsar Wetland of International Importance sites and 
Important Bird Areas. Further conservation measures have involved funding for wetland 
conservation from sports hunters through Duck Stamps, provision of educational material to 
hunters, identifying and protecting critical habitat (defined as essential to the species 
conservation) and investigating opportunities for landholder stewardship agreements.  
The whooping crane international recovery plan also outlines the growing number of wind 
turbines within the migratory corridor as a threat, and calls for management and research. Due 
to the unknown risk turbines and new powerlines pose to mortality, the recovery plan also 
recommends wind farm not be constructed within the whooping crane corridor until further 
research is undertaken (Canadian Wildlife Service and U.S. Fish and Wildlife Service 2007). 
To this end, recent research using GPS transmitters has identified whooping crane migratory 
corridor stopover site use and deviations from the main corridor (Pearse et al. 2015), 
demonstrating the utility of such research in informing threatened species conservation within 
wind farm planning context. This research provides a tool to evaluate habitat conservation 
plans developed as part of wind farm projects (Pearse et al. 2015).  
The current situation with brolga conservation and wind farm planning in south-west Victoria 
is comparable to that of the whooping crane in Canada and U.S.. Both species are threatened, 
move through habitats where wind farm projects are planned across the landscape, and much 
of the wetland habitat critical to the species’ survival occurs on private land. Therefore, 
lessons can be learned from whooping crane conservation and management, and similar 
approaches can be implemented for managing the brolga population in Victoria.  
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Based on the findings of this thesis (Chapter 5), wetland conservation and management 
should incorporate multiple wetlands at breeding territories. Brolgas also use multiple 
wetlands at non-breeding areas (King 2008), highlighting the importance of protecting and 
managing wetland complexes across the species’ lifecycle and their south-west Victorian 
range. The current approaches to protect breeding wetlands focuses on protecting single 
wetlands, which most often includes fencing a known breeding wetland. This management 
action ignores the barrier that fencing may cause to movement of unfledged chicks (e.g. 
Herring 2005). The dynamic nature of wetland availability and the evidence from my and 
King (2008) study show that a new approach should be taken to protect and manage brolga 
wetland habitat. Conservation measures need to target protection of multiple wetlands at both 
breeding and non-breeding sites.  
The south-west Victorian brolga population management should be undertaken at a landscape 
scale, given the connectivity between breeding and non-breeding areas demonstrated by the 
GPS tracking (Chapter 3). Some 81–84% of brolga habitat (freshwater wetlands) in Victoria 
occurs on private land (Corrick 1982, Papas and Moloney 2012). Brolga conservation in 
Victoria therefore requires cooperation at multiple levels of governance and collaboration 
between landholders and management agencies across the state, similarly to the successful 
recovery program implemented for whooping cranes (Canadian Wildlife Service and U.S. 
Fish and Wildlife Service 2005). To ensure long-term persistence of the Victorian brolga 
population, habitat management should be implemented across multiple spatial scales – from 
single farm, local council, regional catchment management authority to a state-wide, 
government scale. Legislation and policy instruments can be applied at all these levels. Such 
measures have been successful in whooping crane population management and recovery 
(Canadian Wildlife Service and U.S. Fish and Wildlife Service 2007). 
Existing programs run by non-government organisations (such as Greening Australia, local 
Landcare groups and Trust for Nature), can assist landholders in protecting and managing 
brolga wetlands at the farm scale. On-going funding programs to protect, enhance and create 
wetland habitat across Victoria should be encouraged. The findings from this study, 
particularly recommendations for breeding site management (Chapter 5), should be 
incorporated into existing and future habitat conservation programs. Knowledge transfer in 
the form of community field days and workshops including presentations on this thesis’ 
findings is paramount. Wetlands for private land conservation programs can be identified 
using the information presented in this thesis (Chapter 3, Chapter 5) and existing BirdLife 
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Australia Atlas (Blakers et al. 1984, Barrett et al. 2003) and Victorian Biodiversity Atlas data. 
Grants to landholders could be used to enhance and restore wetlands around known breeding 
areas, and legislated covenants or property purchases could be used to protect some wetlands 
as covenants protect habitat in perpetuity on private land. Covenants to achieve best outcomes 
for brolga habitat protection should be carefully designed to include multiple wetlands, 
wherever possible, and allow modifications to make the wetlands suitable for brolgas 
(including allowance for blocking of drains to restore wetland hydrology). Recent changes to 
Victoria’s native vegetation clearing laws allow offsetting of native vegetation losses, for 
general habitat units, for any ecological vegetation class, as long as it is within the same 
Catchment Management Authority or municipality as the native vegetation removal (DELWP 
2018). This could provide opportunities to protect brolga habitat (seasonally herbaceous 
wetlands) on private land, provided there is landowner willingness and interest to do so. 
Preparation of brolga habitat management plans for south-west Victorian Catchment 
Management Authorities and booklets for private landowners could assist implement this 
thesis’ findings for on-ground brolga habitat management actions. 
At the local government scale, habitats and movement corridors identified with GPS-tracking 
in this thesis should be incorporated into council planning schemes under the Planning and 
Environment Act 1987. Local governments councils in Victoria have incorporated an 
Environmental Significance Overlay for the threatened red-tailed black cockatoo 
(Calyptorhynchus banksii graptogyne) habitat (Glenelg Shire Council and West Wimmera 
Shire Council) and koala, Phascolarctos cinereus, habitat (Ballarat City Council). These 
planning instruments require permit applications for any works, development or land use 
change that may affect important habitats of the threatened red-tailed black-cockatoo and 
koala habitat in south-west Victoria. My thesis provides information that can guide equivalent 
planning scheme changes for brolgas. 
At the state-wide scale, this thesis’ findings should be incorporated into an updated version of 
the “Interim guidelines for the assessment, avoidance, mitigation and offsetting of potential 
wind farm impacts on the Victorian brolga population 2011” (DSE 2011). This should be 
done as a matter of urgency, so the updated policy documented with the latest findings on 
brolga movements and habitat use can be applied in wind farm planning decisions and permit 
approvals. It is recommended that the Brolga Scientific Panel reconvene to revise and update 
the guidelines in 2019. The findings of this thesis can be used to revise breeding home range 
buffers and inform breeding site offset design. Further work on home ranges at non-breeding 
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areas can inform revised non-breeding site buffer sizes (see Section 7.6.5. Movement 
corridors identified in this thesis, and buffers added around them, should also be incorporated 
into the guidelines. Currently the guidelines (DSE 2011) recommend that buffers should be 
turbine free. Given brolgas propensity to collide with powerlines (DuGuesclin 2003, Herring 
2005), the revised guidelines should include provisions for excluding powerlines as well as 
turbines within breeding, non-breeding and migration corridor buffers. Further consideration 
also needs to be given to brolga habitat management plans. Wind farm proponents in Victoria 
are currently required to develop brolga habitat management plans to offset and compensate 
modelled wind farm mortality. These habitat plans should be reviewed and evaluated using 
this thesis’ findings and recommendations. Any wetland restoration and management 
activities undertaken to offset modelled mortality (as recommended in DSE 2011) requires 
careful monitoring and research, as the success of such actions in enhancing breeding success 
is unknown. The brolga Action Statement (DuGuesclin 2003) prepared under the Victorian 
Flora and Fauna Guarantee Act 1988, its conservation objectives and management actions, 
should also be reviewed in the light of the results presented in this thesis.   
The brolga population in south-west Victoria needs to be managed as a whole population 
across the region. The biggest challenge for brolga conservation is that most of its habitat 
occurs on private land and the species’ conservation relies on protecting wetlands on private 
property. The population will thus also need to be managed at the farm scale with willing and 
interested landowners. Conservation actions for successful management of the Victorian 
brolga population requires a multi-organisational and multi-policy approach across different 
levels of management agencies in close collaboration with private landowners and wind farm 
companies and their ecological consultants throughout the species’ range.  
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Appendix 1. Publication arising from this research. 
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Appendix 2. Brolga occurrence records (a) (n = 5701) and background records (b) (n = 
164391 records of 179 bird species) used for Maxent. Bird species used for background points 
are the same as in Reside et al. 2010. The BirdLife Australia Atlas contains records of surveys 
conducted between 1977 and 1981 (Blakers et al.1984), between 1998 and 2002 (Barrett et al. 
2003), and pre-1977 records (Blakers et al. 1984). The Victorian Biodiversity Atlas contains 
records submitted by the public (such as incidental sightings), collected by consultants 
undertaking brolga surveys, yearly count data undertaken by DEWLP. The records are vetted 
by DEWLP prior to acceptance into the database. These atlases incorporate the largest dataset 
on brolgas, representative of the area where brolgas occur in south-eastern Australia. 
a)  
 
 
b)  
Common name Scientific name 
Apostlebird Struthidea cinerea 
Australian Bustard Ardeotis australis 
Australian King-Parrot Alisterus scapularis 
Australian Magpie Cracticus tibicen 
Australian Raven Corvus coronoides 
Azure Kingfisher Ceyx azureus 
Bar-breasted Honeyeater Ramsayornis fasciatus 
Banded Honeyeater Cissomela pectoralis 
Bar-shouldered Dove Geopelia humeralis 
Black Honeyeater Sugomel niger 
Black-backed Butcherbird Cracticus mentalis 
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Common name Scientific name 
Black-eared Cuckoo Chalcites osculans 
Black-faced Cuckoo-shrike Coracina novaehollandiae 
Blue-faced Honeyeater Entomyzon cyanotis 
Black-faced Monarch Monarcha melanopsis 
Black-faced Woodswallow Artamus cinereus 
Black-shouldered Kite Elanus axillaris 
Black-tailed Treecreeper Climacteris melanura 
Black-throated Finch Poephila cincta 
Blue-winged Kookaburra Dacelo leachii 
Brown-backed Honeyeater Ramsayornis modestus 
Brown Honeyeater Lichmera indistincta 
Brown Quail Coturnix ypsilophora 
Brown Songlark Cincloramphus cruralis 
Brown Treecreeper Climacteris picumnus 
Brush Cuckoo Cacomantis variolosus 
Budgerigar Melopsittacus undulatus 
Buff-rumped Thornbill Acanthiza reguloides 
Bush Stone-curlew Burhinus grallarius 
Channel-billed Cuckoo Scythrops novaehollandiae 
Chestnut-breasted Mannikin Lonchura castaneothorax 
Chestnut-rumped Thornbill Acanthiza uropygialis 
Cicadabird Coracina tenuirostris 
Cockatiel Nymphicus hollandicus 
Common Bronzewing Phaps chalcoptera 
Eastern Koel Eudynamys orientalis 
Crested Bellbird Oreoica gutturalis 
Crested Pigeon Ocyphaps lophotes 
Crimson Finch Neochmia phaeton 
Crimson Rosella Platycercus elegans 
Diamond Dove Geopelia cuneata 
Diamond Firetail Stagonopleura guttata 
Double-barred Finch Taeniopygia bichenovii 
Dollarbird Eurystomus orientalis 
Dusky Honeyeater Myzomela obscura 
Dusky Woodswallow Artamus cyanopterus 
Emu Dromaius novaehollandiae 
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Common name Scientific name 
Fairy Gerygone Gerygone palpebrosa 
Fairy Martin Petrochelidon ariel 
Fan-tailed Cuckoo Cacomantis flabelliformis 
Australasian Figbird Sphecotheres vieilloti 
Double-eyed Fig-Parrot Cyclopsitta diophthalma 
Flock Bronzewing Phaps histrionica 
Forest Kingfisher Todiramphus macleayii 
Fuscous Honeyeater Lichenostomus fuscus 
Galah Eolophus roseicapillus 
Gibberbird Ashbyia lovensis 
Golden-shouldered Parrot Psephotus chrysopterygius 
Gouldian Finch Erythrura gouldiae 
Graceful Honeyeater Meliphaga gracilis 
Grey-crowned Babbler Pomatostomus temporalis 
Great Bowerbird Ptilonorhynchus nuchalis 
Grey Butcherbird Cracticus torquatus 
Grey Fantail Rhipidura fuliginosa 
Grey Shrike-thrush Colluricincla harmonica 
Grey-fronted Honeyeater Lichenostomus plumulus 
Ground Cuckoo-shrike Coracina maxima 
Helmeted Friarbird Philemon buceroides 
Hooded Robin Melanodryas cucullata 
Horsfield's Bronze-Cuckoo Chalcites basalis 
Jacky Winter Microeca fascinans 
Laughing Kookaburra Dacelo novaeguineae 
Leaden Flycatcher Myiagra rubecula 
Lemon-bellied Flycatcher Microeca flavigaster 
Little Bronze-Cuckoo Chalcites minutillus 
Little Button-quail Turnix velox 
Little Corella Cacatua sanguinea 
Little Friarbird Philemon citreogularis 
Little Kingfisher Ceyx pusilla 
Little Lorikeet Glossopsitta pusilla 
Little Woodswallow Artamus minor 
Long-billed Corella Cacatua tenuirostris 
Long-tailed Finch Poephila acuticauda 
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Common name Scientific name 
Magpie-lark Grallina cyanoleuca 
Masked Woodswallow Artamus personatus 
Mistletoebird Dicaeum hirundinaceum 
Mulga Parrot Psephotus varius 
Noisy Friarbird Philemon corniculatus 
Noisy Miner Manorina melanocephala 
Northern Fantail Rhipidura rufiventris 
Northern Rosella Platycercus venustus 
Northern Scrub-robin Drymodes superciliaris 
Olive-backed Oriole Oriolus sagittatus 
Oriental Cuckoo Cuculus optatus 
Pale-headed Rosella Platycercus adscitus 
Painted Button-quail Turnix varius 
Painted Finch Emblema pictum 
Painted Honeyeater Grantiella picta 
Pallid Cuckoo Cacomantis pallidus 
Palm Cockatoo Probosciger aterrimus 
Peaceful Dove Geopelia striata 
Pictorella Mannikin Heteromunia pectoralis 
Pied Butcherbird Cracticus nigrogularis 
Pied Currawong Strepera graculina 
Plum-headed Finch Neochmia modesta 
Purple-crowned Fairy-wren Malurus coronatus 
Rainbow Bee-eater Merops ornatus 
Rainbow Lorikeet Trichoglossus haematodus 
Red-backed Button-quail Turnix maculosa 
Red-backed Fairy-wren Malurus melanocephalus 
Red-backed Kingfisher Todiramphus pyrrhopygius 
Red-browed Finch Neochmia temporalis 
Red-browed Pardalote Pardalotus rubricatus 
Red-capped Robin Petroica goodenovii 
Red-chested Button-quail Turnix pyrrhothorax 
Red-cheeked Parrot Geoffroyus geoffroyi 
Red-headed Honeyeater Myzomela erythrocephala 
Red-rumped Parrot Psephotus haematonotus 
Restless Flycatcher Myiagra inquieta 
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Common name Scientific name 
Red-tailed Black-Cockatoo Calyptorhynchus banksii 
Red-winged Parrot Aprosmictus erythropterus 
Australasian Pipit Anthus novaeseelandiae 
Rufous-banded Honeyeater Conopophila albogularis 
Rufous Songlark Cincloramphus mathewsi 
Rufous Whistler Pachycephala rufiventris 
Rufous-throated Honeyeater Conopophila rufogularis 
Sacred Kingfisher Todiramphus sanctus 
Satin Flycatcher Myiagra cyanoleuca 
Scarlet Honeyeater Myzomela sanguinolenta 
Scaly-breasted Lorikeet Trichoglossus chlorolepidotus 
Shining Bronze-Cuckoo Chalcites lucidus 
Silver-crowned Friarbird Philemon argenticeps 
Silvereye Zosterops lateralis 
Singing Honeyeater Lichenostomus virescens 
Spangled Drongo Dicrurus bracteatus 
Spiny-cheeked Honeyeater Acanthagenys rufogularis 
Spotted Bowerbird Ptilonorhynchus maculatus 
Spotted Pardalote Pardalotus punctatus 
Squatter Pigeon Geophaps scripta 
Star Finch Neochmia ruficauda 
Striped Honeyeater Plectorhyncha lanceolata 
Striated Pardalote Pardalotus striatus 
Stubble Quail Coturnix pectoralis 
Sulphur-crested Cockatoo Cacatua galerita 
Swamp Harrier Circus approximans 
Tawny-breasted Honeyeater Xanthotis flaviventer 
Torresian Crow Corvus orru 
Tree Martin Petrochelidon nigricans 
Variegated Fairy-wren Malurus lamberti 
Varied Lorikeet Psitteuteles versicolor 
Varied Sittella Daphoenositta chrysoptera 
Varied Triller Lalage leucomela 
Weebill Smicrornis brevirostris 
Welcome Swallow Hirundo neoxena 
Western Gerygone Gerygone fusca 
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Common name Scientific name 
White-backed Swallow Cheramoeca leucosterna 
White-bellied Cuckoo-shrike Coracina papuensis 
White-breasted Woodswallow Artamus leucorynchus 
White-browed Woodswallow Artamus superciliosus 
White-eared Honeyeater Lichenostomus leucotis 
White-gaped Honeyeater Lichenostomus unicolor 
White-plumed Honeyeater Lichenostomus penicillatus 
White-streaked Honeyeater Trichodere cockerelli 
White-throated Gerygone Gerygone olivacea 
White-throated Honeyeater Melithreptus albogularis 
White-throated Needletail Hirundapus caudacutus 
White-throated Treecreeper Cormobates leucophaea 
White-winged Chough Corcorax melanorhamphos 
White-winged Fairy-wren Malurus leucopterus 
White-winged Triller Lalage tricolor 
Willie Wagtail Rhipidura leucophrys 
Yellow-faced Honeyeater Lichenostomus chrysops 
Yellow Honeyeater Lichenostomus flavus 
Yellow Oriole Oriolus flavocinctus 
Yellow Thornbill Acanthiza nana 
Yellow-rumped Thornbill Acanthiza chrysorrhoa 
Yellow-spotted Honeyeater Meliphaga notata 
Yellow-throated Miner Manorina flavigula 
Zebra Finch Taeniopygia guttata 
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Appendix 3. Maxent response curves for the Australia-wide model, showing the bimodal 
distribution for the 12-monthly variables, which are indicative of the south-eastern and 
northern Australia populations respectively. After running the model for whole of Australia, 
we limited our analysis for south-eastern Australia only. We took this approach because the 
response curves of the Australia-wide model resulted in a bimodal distribution of logistic 
output for some model predictors (Appendix S2), and the projected models for southern and 
northern Australian monthly brolga distributions expanded and contracted out of sync with 
each other. Therefore, we used only the south-eastern Australia brolga and background point 
data (limited to 1atitude −32.25 to −43.9 and longitude 135.25 and 152.65) to better 
understand this population, without interference from the northern brolga data influencing the 
SDM. Evidence suggests that these populations operate independently of each other: they 
breed at different times of the year (Marchant & Higgins, 1993; Herring, 2001); northern 
brolgas are smaller than their southern counterparts (Marchant & Higgins, 1993), which may 
relate to different niche requirements and environmental tolerance; and movements between 
the populations are unlikely (Arnol et al. 1984; White 1987; DuGuesclin 2003). 
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Appendix 4. Details of GPS data for the 14 brolgas used to extract habitat suitability values 
(a) and total number of brolgas and GPS fixes for each month (b). Nineteen GPS transmitters 
acquired four fixes per day (8:00 or 9:30, 12:00, 16:00 and 23:00) and four acquired 13 fixes 
per day (every 1.5 hours between 5:00 and 20:00, at 23:00, and 2:00). The average GPS 
acquisition rate was 64% and location accuracy between <25 m and 100m, with 82% within 
<25–50m (A = adult, J = juvenile and C = chick) 
a) 
 
PTT ID Age at 
capture 
Capture 
location 
(nearest town) 
Capture date Months of GPS data 
used to test dynamic 
SDM 
91412 A Willaura 12/4/2010 Apr 2010–Apr 2011 
91415 J Willaura 17/04/2010 Apr 2010–Jul 2010 
91408 J Penshurst 20/06/2010 Jun 2010–Jan 2011 
76388 C Skipton 19/11/2010 Aug 2011–Aug 2012 
76436 C Skipton 19/11/2010 Aug 2011–Aug 2012 
76389 C Casterton 21/11/2010 Jun 2011–Aug 2012 
76434 C Skipton 22/11/2010 Jul 2011–Aug 2012 
76438 C Skipton 9/01/2011 Sep 2010–May 2012 
76449 C Skipton 26/01/2011 Jul 2011–Aug 2012 
76700 C Skipton 26/01/2011 Aug 2011–Aug 2012 
76827 C Skipton 26/01/2011 Aug 2011–Aug 2012 
76435_2 J Penshurst 20/05/2011 May 2011–Aug 2012 
91409 A Willaura 20/06/2011 Jun 2011–Nov 2011 
91413 J Willaura 12/06/2011 Jun 2011–Sep 2011 
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b)  
   ID 
Month 
Total 
individual
s per 
month 
Total 
GPS 
fixes 
per 
mont
h 
9141
2 
9141
5 
9140
8 
7638
8 
7643
6 
7638
9 
7643
4 
7643
8 
7644
9 
7670
0 
7682
7 
76435_
2 
9140
9 
9141
3 
Apr 2010 2 87 54 33                         
May 
2010 2 136 76 60                         
Jun 2010 3 136 20 75 41                       
Jul 2010 3 161 7 54 100                       
Aug 2010 2 73 0   73                       
Sep 2010 2 188 69   119                       
Oct 2010 2 132 52   80                       
Nov 2010 2 105 52   53                       
Dec 2010 2 83 81   2                       
Jan 2011 2 184 103   81                       
Feb 2011 1 106 106                           
Mar 2011 1 52 52                           
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   ID 
Month 
Total 
individual
s per 
month 
Total 
GPS 
fixes 
per 
mont
h 
9141
2 
9141
5 
9140
8 
7638
8 
7643
6 
7638
9 
7643
4 
7643
8 
7644
9 
7670
0 
7682
7 
76435_
2 
9140
9 
9141
3 
Apr 2011 1 51 51                           
May 
2011 2 54 26                     28     
Jun 2011 4 309           92           93 68 56 
Jul 2011 6 574           93 70   98     95 112 106 
Aug 2011 10 932       93 86 86 94   96 99 91 86 93 108 
Sep 2011 11 942       83 78 79 87 90 87 85 80 87 84 102 
Oct 2011 10 902       99 83 94 95 89 86 84 82 85 105   
Nov 2011 10 663       76 63 74 68 69 75 79 69 76 14   
Dec 2011 9 768       96 66 86 96 60 100 84 84 96     
Jan 2012 9 819       110 91 81 101 69 92 93 85 97     
Feb 2012 9 740       81 74 82 91 67 90 79 89 87     
Mar 2012 9 747       90 81 84 87 64 85 80 82 94     
Apr 2012 9 640       75 64 55 78 44 74 87 80 83     
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   ID 
Month 
Total 
individual
s per 
month 
Total 
GPS 
fixes 
per 
mont
h 
9141
2 
9141
5 
9140
8 
7638
8 
7643
6 
7638
9 
7643
4 
7643
8 
7644
9 
7670
0 
7682
7 
76435_
2 
9140
9 
9141
3 
May 
2012 9 619       82 78 27 50 43 90 85 81 83     
Jun 2012 8 657       99 86 65 67   77 87 85 91     
Jul 2012 8 709       87 80 97 79   86 93 94 93     
Aug 2012 8 515       63 59 67 72   60 65 61 68     
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Appendix 5. Map of Australia, with a) polygon used to extract habitat suitability values for 
south-eastern Australia and b) showing the bioregion clip inside the polygon (black is 
unsuitable habitat) and c) the minimum convex polygon drawn around tracks of 14 non-
breeding brolgas. 
a) 
 
b) 
 
c) 
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Appendix 6. We used minimum convex polygon (MCP) rather than a more frequently used 
approach (i.e. kernel density estimate (KDE) method) for defining area available to the GPS-
tracked brolgas because: a) Comparison of KDEref 95% and MCP, with brolga GPS data 
collected during this study showed that the KDEref 95% consists of two separate polygons, 
excluding some areas used by brolgas; b) The 99% KDEref contour better represents the area 
used by brolgas than the 95% KDEref. Although the shape of the 99% KDEref  utilization 
distribution is different to the MCP, the total estimated area is very similar. However, some 
GPS data is still excluded by the 99% KDEref   utilisation distribution; c) The KDEref 99% 
excludes some database occurrence records, which are incorporated within the MCP area, 
indicating that overall the MCP is a better method in this situation.  
a) 
 
b) 
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b) 
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Appendix 7. Comparison of brolga breeding records from databases (BirdLife Australia Atlas 
(Blakers et al. 1984; Barrett et al. 2003) and the Victorian Biodiversity Atlas (Department of 
Environment, Land, Water and Planning)), showing a close match in the location and 
distribution of a) these breeding records, and b) GPS locations of brolgas tracked during this 
study, within the MCP used to define area available to the GPS tracked individuals. 
a) 
 
b) 
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Appendix 8. Wetland use by brolga chicks a) use of multiple wetlands within most (82%) of the home ranges, b) size of wetlands used by 
breeding brolgas prior to chick fledging in south-west Victoria. Most frequently used wetlands were within less than 10 ha, comparable to other 
studies’ findings in south-west Victoria (White 1987; Myers 2001; Sheldon 2005).  
a) 
ID 
Number of 
wetlands 
within 95% 
UD 
Number of wetlands 
availabe within 1370 m 
night roost MCP buffer 
Number of 
night roost 
wetlands 
used within 
95% UD 
Mean distance between night roosting locations 
(meters) 
Total 
number of 
wetlands 
used within 
95% UD 
Minimum 
distance to 
nearest 
wetland 
within MCP 
Buffer  
76387_1 11 28 4 167 (sd: 136, se: 30, range, 13–396) 6 215 
76388 3 4 2 59 (sd: 173, se: 31, range: 0–1016) 2 581 
76389 2 1 1 29 (sd: 31, se: 11, range: 0–70) 1 915 
76434 3 11 3 211 (sd: 411, se: 79, range: 0–1405) 3 920 
76436 3 5 2 52 (sd: 161, se: 26.2, range: 0–1010) 2 581 
76437_2 3 7 1 25 (sd: 20, se: 4, range: 0–70) 3 492 
76438 2 5 1 48 (sd: 52, se: 13, range: 0–87) 2 736 
76449 7 
16 (1 unknown status in 
band) 
4 223 (sd: 376, se: 94, range: 0–1233) 7 331 
76700 16 67 2 906 (sd: 1333, se: 421, range: 0–2860) 2 518 
76827 13 45 2 336 (sd: 857, se: 271, range: 0–2773) 2 518 
76862 1 2 1 108 (sd: 182, se: 50, range: 0–519) 1 1068 
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Appendix 9. Results of different home range estimates for brolgas. Smoothing parameter values are provided for the BBMM (sig 1 and sig 2) 
and KDE methods (h). 
 
BBMM 
adehabitatHR          ID             
error (sig2) = 
50.6 76387_1 76388 76389 76434 76436 76437_2 76438 76449 76700 76827 76862 
sig1 1.78 1.46 1.07 2.25 1.86 4.39 1.0 1.68 2.43 1.88 2.45 
50 29 26 11 54 38 98 8 29 55 27 44 
90 114 94 56 204 144 374 50 191 307 162 154 
95 156 125 75 265 194 523 70 263 423 242 211 
99 258 191 118 409 324 911 118 403 703 422 370 
            
KDE adhoc                       
 76387_1 76388 76389 76434 76436 76437_2 76438 76449 76700 76827 76862 
href multiplier 1.0 0.7 1.0 1.0 0.8 0.6 1.0 1.0 0.5 0.9 1.0 
h 127.5 104.5 105.0 190.9 129.0 122.5 68.4 202.6 214.2 347.8 136.9 
50 25 24 9 58 31 34 5 38 51 89 36 
90 91 81 52 190 102 113 20 195 229 413 115 
95 124 105 71 241 132 146 29 275 300 542 141 
99 190 154 107 342 192 215 48 435 437 799 193 
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KDE ref                       
 76387_1 76388 76389 76434 76436 76437_2 76438 76449 76700 76827 76862 
h 127.5 149.3 105.0 190.9 161.3 204.1 68.4 202.6 428.4 386.4 136.9 
50 25 36 9 58 42 62 5 38 157 107 36 
90 91 114 52 190 129 186 20 195 607 485 115 
95 124 145 71 241 165 237 29 275 768 630 141 
99 190 212 107 342 240 370 48 435 1107 926 193 
            
KDE lscv                       
 76387_1 76388 76389 76434 76436 76437_2 76438 76449 76700 76827 76862 
h 17.4 failed 20.0 failed failed failed 27.4 failed 46.7 59.7 19.9 
50 4 - 1 - - - 3 - 9 10 5 
90 14 - 6 - - - 9 - 30 36 18 
95 18 - 7 - - - 12 - 38 47 23 
99 26 - 11 - - - 18 - 56 71 32 
            
MCP                       
 76387_1 76388 76389 76434 76436 76437_2 76438 76449 76700 76827 76862 
                        
100 
118.3324
923 
90.90129
143 
43.65896
512 
131.577
737 
96.54419
744 
140.3102
736 
27.03290
959 
195.0969
433 
77.45863
887 
87.77987
051 
76.73152
566 
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Appendix 10. The proportion of each habitat type within 95% UD brolga chick home ranges (“USED”) and available within 1370 m radius of 
night roost MCPs.  
USED         ID             
Habitat type 76387_1 76388 76389 76434 76436 76437_2 76438 76449 76700 76827 76862 
Cropping (non-rocky) 0.00 21.47 0.00 11.34 22.90 0.00 76.20 30.11 0.00 0.00 5.43 
Building/dwellings 0.00 0.00 0.06 0.11 0.00 1.11 0.00 0.00 0.00 0.00 0.00 
Unknown (cropping/hay/pasture) 0.00 5.52 0.00 1.61 5.10 0.00 0.00 0.00 0.00 0.00 0.00 
Pasture/stock (non-rocky) 0.00 0.00 68.52 20.42 0.00 12.44 0.00 35.25 0.00 0.00 54.57 
Creek/river 0.00 0.00 0.00 0.00 0.00 1.20 0.00 0.00 0.43 0.01 0.00 
Remnant native woodland 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Plantation 0.00 0.00 19.76 0.00 0.00 1.13 0.00 0.00 0.46 0.41 0.00 
Fodder crop (including silage and 
hay) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Major road (bitumen) 0.00 1.88 1.99 0.00 1.85 1.87 0.00 1.75 0.00 0.00 2.02 
Unknown/undefined (paddocks 
next to dwelings, internal roads, 
riparian areas) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Secondary roads (not bitumen) 0.00 0.00 4.95 0.12 0.00 0.00 2.75 0.00 0.00 0.00 0.00 
Wind farm infrastructure 0.00 0.00 0.00 0.00 0.00 1.28 0.00 0.00 0.00 0.00 0.00 
Rocky knoll grazing 100.00 54.12 0.00 52.99 52.24 58.04 0.00 17.95 6.03 1.76 2.07 
Rocky knoll cropping 0.00 5.17 0.00 0.00 5.28 0.00 0.00 0.00 86.28 86.28 4.48 
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AVAILABLE                       
Habitat type 76387_1 76388 76389 76434 76436 76437_2 76438 76449 76700 76827 76862 
Cropping (non-rocky) 0.60 39.59 2.38 24.40 39.59 0.00 75.46 30.65 0.00 0.00 23.25 
Building/dwellings 0.00 2.84 0.97 1.03 2.84 0.99 1.06 1.75 0.87 0.87 1.71 
Unknown (cropping/hay/pasture) 0.00 7.88 0.00 1.73 7.88 0.00 0.00 0.00 0.00 0.00 0.00 
Pasture/stock (non-rocky) 3.67 0.95 73.12 11.76 0.95 23.95 9.99 25.66 0.00 0.00 32.52 
Creek/river 0.00 0.47 0.00 0.00 0.47 2.17 0.77 0.21 1.03 1.03 0.00 
Remnant native woodland 0.00 0.00 3.38 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Plantation 0.00 0.00 17.32 0.00 0.00 5.62 0.00 0.00 0.00 0.00 0.00 
Fodder crop (including silage and 
hay) 0.00 0.00 0.00 0.00 0.00 0.00 11.41 0.00 0.00 0.00 0.00 
Major road (bitumen) 0.00 3.11 1.05 0.63 3.11 1.96 0.00 1.47 2.29 2.29 1.70 
Unknown/undefined (paddocks 
next to dwelings, internal roads, 
riparian areas) 0.00 0.36 0.00 0.00 0.36 0.00 0.00 1.67 0.00 0.00 0.00 
Secondary roads (not bitumen) 0.00 0.00 1.78 0.59 0.00 0.00 1.32 0.00 0.37 0.37 0.00 
Wind farm infrastructure 0.00 0.00 0.00 0.00 0.00 1.17 0.00 0.00 0.00 0.00 0.00 
Rocky knoll grazing 95.73 35.60 0.00 59.86 35.60 64.14 0.00 38.59 16.64 16.64 40.82 
Rocky knoll cropping 0.00 9.20 0.00 0.00 9.20 0.00 0.00 0.00 78.81 78.81 0.00 
 
 
