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Abstract: This paper proposes a new solution for autonomous decision-making in 
the RAT selection process in multi-service multi-access network scenarios. It is 
based on exploiting the time dimension in the RAT selection, so that, based on the 
current mobile terminal and network context and its future evolution, terminals can 
choose the appropriate initiation time to start a given transmission, waiting for the 
arrival to the coverage area of the most suitable RAT. The proposed strategy is 
claimed to have applicability for non-real time services without stringent deadline 
constraints (e.g. e-mails, downloading MP3 files, etc.). The algorithm is evaluated 
through simulations in different scenarios, revealing that it provides remarkable 
capacity increases, while at the same time ensuring that non real time transmissions 
do not exceed specific delay bounds. 
Keywords: RAT selection, autonomic decision-making, JRRM. 
1. Introduction  
As new emerging technologies enter the wireless arena, operators and manufacturers are 
faced with the challenging task of jointly managing, as efficiently as possible, the pool of 
resources offered by several Radio Access Technologies (RATs) covering the same area. 
Each of these RATs, in turn, may provide different Quality-of-Service (QoS) levels for 
each of the supported services, thus adding a higher complexity to the problem of allocating 
a particular service to the RAT that is best-suited to support it. This network heterogeneity 
has indeed received a huge attention in the recent years [1][2]. The set of mechanisms 
devoted to the efficient and utmost use of radio resources is typically denoted as Radio 
Resource Management (RRM), term that has been conveniently redefined to Joint RRM 
(JRRM) in order to capture the necessity of managing the total amount of resources offered 
by the different RATs in a coordinated way rather than considering each RAT as a stand-
alone entity. Benefits of JRRM have been assessed in a number of papers, see e.g. [3]-[6]. 
 Traditionally, (J)RRM functions in wireless networks have been mainly centralized. 
This can be justified because a central network node may have a more complete picture of 
the radio access status than a particular node, so that decisions can be made with more 
inputs. However, a centralized (J)RRM implementation has some drawbacks in terms of 
increased signalling load or transfer delay of the (J)RRM algorithm inputs to the central 
node. This prevents an efficient implementation of short-term (J)RRM functions such as 
packet scheduling and explains why wireless cellular technology evolution (e.g. HSDPA) 
exhibits the trend towards implementing (J)RRM functions on the radio access network 
edge nodes (e.g. base stations). Indeed, there is a clear trend towards decentralized and 
autonomous (J)RRM functions in the mobile devices. This approach has claimed to be 
inefficient in the past because of the limited information available at the mobile device side 
(e.g. the mobile device does not know what is the cell load). Nevertheless, this can be 
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overcome if the network is able to provide some information or guidelines to the mobile 
device assisting its decisions. Then, while a mobile-assisted centralized decision making 
process requires the inputs from many mobile devices to a single node, the network-assisted 
decentralized decision making process requires the input from a single node to the mobile 
devices, which can be significantly more efficient from a signalling point of view. 
 Some approaches to decentralized (J)RRM solutions can be found in the literature. In 
[7] a decentralized RAT selection scheme is presented for CDMA/TDMA networks. The 
mobile device takes the decision on which RAT to connect based on its own path loss 
measurements and the information broadcast through radio enabler IEEE P1900.4, in terms 
of a certain maximum path loss. In [8] the role of the Cognitive Pilot Channel (CPC) as 
support to JRRM is stressed, enabling the implementation of a decentralized fuzzy neural 
JRRM. Game theoretic approaches have also been considered in [9]. 
 This paper proposes and evaluates a novel solution for autonomous JRRM, which is 
claimed to bring substantial gains in the overall system performance. The proposed 
approach is inspired on the Infostation concept, which has been proposed and analyzed in 
several papers in the literature [10]-[12]. An Infostation is seen as a small cell providing a 
high bandwidth radio link for data services, usually overlaying with other low bit-rate 
networks. While in the formulation of the concept back in late 90s the Infostation was seen 
as a specific technology to be deployed, this paper exploits the fact that the evolution of the 
wireless arena has brought a heterogeneous network scenario, where some of the 
technologies are capturing the capabilities envisaged for Infostations. For example, WiFi 
offers high bit rate with reduced coverage in a scenario where UMTS R99 offers lower data 
rates for extended coverage and mobility conditions. In this context, the strategy developed 
in this paper will let the mobile terminal take decisions, with some support from the 
network side, about the suitability to establish a data connection with one or another of the 
available RATs in a given heterogeneous scenario.    
 The rest of the paper is structured as follows. Section 2 presents the description of the 
proposed autonomous JRRM algorithm as part of a more general framework on how to 
exploit the time dimension in different functions. The simulation model and the scenarios in 
which algorithm performance is evaluated are presented in Section 3, while the obtained 
results are discussed in Section 4. Finally conclusions are summarised in Section 5. 
2. Autonomous JRRM Algorithm 
The considered scenario involves a number of RATs, offering diverse characteristics in 
terms of achievable bit rate and coverage area. Usually, a RAT selection algorithm is in 
charge of deciding “what” RAT to choose for a given call/session. In turn, the decision 
about “when” to set-up the connection is given for granted, since the connection is typically 
established on the selected RAT right after the service has been requested. In this sense, one 
of the main contributions of the proposed JRRM algorithm is that it performs a RAT 
selection strategy intending to exploit the flexibility of services without stringent delay 
requirements, so that the “when” dimension is questioned and the algorithm may decide to 
wait for a later time to activate the requested service. Therefore, the autonomous decision 
making process executed at the mobile terminal introduces an additional dimension in the 
decision making process by deciding the most appropriate instant to start data transmission 
(i.e. the Initiation Transmission Time, ITT) based on the current context information (i.e. 
the RATs and operators available) and the estimated future evolution of this context 
information.  
 A practical applicability example could be the following one: a user activates a certain 
non-real time (NRT) service (e.g. sending a number of e-mails, downloading a MP3 file, 
etc.) in a position where only a cellular system that offers a relatively low bit rate is 
available. By analyzing context information, the terminal may estimate that, after some 
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time, it may reach the coverage area of a high bit rate RAT belonging to a different operator 
offering a cheaper price. Then, the decision process analyzes the different conditions and 
requirements (e.g. available bit rates in each technology, reliability in the context evolution 
prediction, estimated time until arriving to high bit rate RAT coverage area, etc.) in order to 
decide whether it is more convenient to start the transmission in the current position or to 
wait for a later time, with the expectation to reach the coverage area of the high bit rate 
RAT. In this case, the user could benefit from lower cost by deferring the transmission 
while meeting the QoS expectation (e.g. the user does not mind if the e-mails are kept in the 
outcome e-mail box for some time). Besides, in case that both RATs belong to the same 
operator, the operator itself could also benefit from this decision if lower interference is 
caused and, consequently, capacity is increased. 
2.1 General Framework for the Inclusion of ITT in JRRM Functions 
Assuming that the RAT selection algorithm is executed at instant t0 and that there exists a 
maximum deadline Te for the delivery of the information (note that, typically, for the type of 
NRT applications using this strategy the maximum deadline Te will be relatively large, even 
several minutes), the decision taken by the algorithm should be based on the evolution of the 
context information in the interval [t0,Te]. This includes, on the one hand, the RATs available 
and the corresponding achievable bit rates, which in turn depend on the mobile position, 
speed and direction, and on the other hand the amount of information to be sent. 
 In general, when the algorithm is executed at t0, the predictability on available operators, 
RATs and cells at a future time t1 may be difficult, particularly if t1 >> t0. Therefore, 
predictions performed at t0 as for the context estimated in t1 should only consider a 
macroscopic view of the scenario. This means that it is probably sufficient to have a 
knowledge of which operators and RATs there will be available in a given region (i.e. the 
macroscopic view) while the details in terms of the specific cells and even intra-cell 
positions (i.e. the microscopic view) will only be considered once the terminal is close 
enough to the desired RAT. In this way, it is assumed that the context information follows a 
layered structure as depicted in Figure 1. In the following, a description of the proposed 
algorithm is given focusing only on the macroscopic layer, so that only the RAT and 
operator are selected. 
Macroscopic
Microscopic
Operator layer
RAT layer
Cell layer
Intra-cell layer
 
Figure 1: Layered Contextual Information 
2.2 Algorithm Inputs 
According to the aforementioned framework, it is considered that the terminal takes RAT 
selection decisions based on inputs obtained from the user and application, from its own 
location information and from the network, as detailed in the following:  
 User and application related inputs: 
• User preference for operator i (Φi): This would be mainly related to how the user values 
the trade-off between price and QoS offered by the i-th operator. 
• User preference for RAT j (ξj): Again, this would be related with the trade-off between 
price and QoS offered by a certain technology, although in this case also other 
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considerations could be included (e.g. battery life when connected to one RAT or the 
other, etc.) 
• Maximum deadline Te to deliver the information: Notice that, assuming non real time 
services (e.g. sending emails, downloading MP3 files, etc.) this deadline could take 
relatively high values. 
• Buffer size (L): It is the total amount of data to be transmitted by the application at a 
given time (e.g. the set of emails to send, the file to download, etc.). 
 Location-based inputs: 
• Distance to reach RAT j (Dj): It is the distance between the current position of the 
mobile terminal and the coverage area of a given target RAT j.  
• Coverage area of RAT j (Rj): It is the expected distance in which the terminal, following 
the current trajectory, will have coverage of RAT j.  
• Mobile speed (v) and direction 
 Network-related input:  
• Achievable bit rate in RAT j (Rb,j): It is an estimation of the bit rate that the mobile 
terminal can obtain when transmitting in RAT j. 
 From the above inputs, the terminal can compute the following metrics, which will be 
used in the feasibility conditions described in the next subsection: 
• Time needed to reach the coverage area of RAT j: τj=Dj/v 
• Transit time in the coverage area of RAT j:  εj=Rj/v 
• Time needed to transmit all the data in RAT j: δj=L/Rb,j  
 In addition, operator and RAT preferences (Φi,ξj) can be combined into a preference 
metric for operator i and RAT j built as a function Pij=f(Φi,ξj). 
2.3 Feasibility Conditions 
Assuming that the algorithm is evaluated at time t0, the feasibility conditions to ensure that 
the data will be delivered before the deadline Te can be summarized as: 
• Condition i): This condition assesses if the total time to transmit the data is expected to 
fulfill the deadline, and is formulated as: 
 [ ]0 0 0( ) ( )j j et t T tα τ δ⎡ ⎤+ ≤ −⎣ ⎦        (1) 
where the time τj+δj represents the total time to deliver the data if the terminal waits for 
reaching the coverage area of RAT j, Te-t0 is the remaining time and α is a parameter of the 
algorithm.  
• Condition ii): This condition assesses if, once arrived to the RAT j coverage area, the 
transit time εj is expected to be enough to transmit all the data there.  
 0 0( ) ( )j jt tε β δ≥ ×         (2) 
where β is a parameter of the algorithm.  
2.4 Algorithm Procedure 
Based on the above inputs and feasibility conditions, the proposed procedure to decide the 
time in which the transmission should start is shown in Figure 2. Once a given NRT service 
needs to be started, the first step consists in building the preference list of RAT/operator 
combinations in accordance with the previously defined preference metric Pij. Then, the 
combination with the highest preference is selected. At this point of time, in case the selected 
RAT/operator is already available, transmission is started without waiting any more. On the 
contrary, if the RAT is not yet available, feasibility conditions 1 and 2 are checked to see if 
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the selected RAT can be reached in a reasonable amount of time without compromising the 
maximum deadline. If one of the two conditions does not hold, then the next combination in 
order of preference is selected and the conditions are checked again. In turn, if both 
conditions hold, it means that it is worth to wait for the arrival to the coverage area of the 
selected RAT and therefore transmission is postponed. In this case, the algorithm simply 
checks again the two conditions periodically every ∆T, in order to account for possible 
context variations (e.g. changes in mobile direction, etc.). In this respect, even if the 
transmission has already started in a given RAT/operator, depending on these context 
variations, it could be possible to decide to stop it in order to resume it after some time in 
another more convenient RAT. 
Build preference list of RAT/operator combinations with
corresponding preference metric: Pij(Φi,ξj)
Choose RAT/operator combination with highest preference
RAT/operator available
Cond i) holds
Wait ∆T
Choose next combination in 
order of preference.
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Figure 2: Algorithm procedure 
3. Scenarios for Performance Evaluation 
3.1 Scenario 1: Main Road 
This scenario assumes a main road with 10 base stations equally distributed with separation 
1 km and the terminals moving at a constant speed. All base stations support RAT1 being 
UMTS Release 99 (R99) and, in addition, central base station also supports RAT2 being 
HSUPA (High Speed Uplink Packet Access) in a different carrier than R99. A single 
operator is assumed. Note that this scenario allows a very accurate prediction of the 
trajectories and the instants when the terminals will enter the coverage area of the desired 
RATs, and consequently performance here can be regarded as an upper bound of the 
performance that can be obtained in other situations. 
 Two types of users are considered:  
• Non Real Time (NRT) users: They try to deliver files with size L bytes in uplink 
direction with maximum deadline 300s. After successful delivery they randomly start a 
new transmission after an average time of 100s. They move with speed 50 km/h 
following the straight road in one of the two directions, randomly chosen at the 
beginning. When they are connected to UMTS R99 they get a maximum bit rate of 384 
kb/s while when they are connected to HSUPA they get a maximum bit rate of 5.44 
Mb/s. Note that, depending on load and propagation conditions, instantaneous bit rate 
can be lower. The preference metric of the proposed algorithm is such that, for these 
users RAT2 (i.e. HSUPA) is preferred. 
• Real Time (RT) users: They generate conversational calls with average call duration 3 
min and average interarrival time 3 min. A total of 100 users are scattered through the 
scenario and move randomly at 3 km/h. They are only connected to RAT1 (UMTS R99) 
getting a constant bit rate of 64 kb/s in both uplink and downlink. 
Copyright © 2009 The authors www.ICT-MobileSummit.eu/2009 Page 6 of 8 
 The maximum transmitted power by the mobile terminals is 21 dBm, assuming perfect 
power control, and the thermal noise power at the base station is -106 dBm. Propagation loss 
at distance d is given by Lp (dB)=128.1+37.6log d(km). Furthermore, algorithm parameters 
are α=β=1, ∆T=1s. On the other hand, it is assumed that terminals are able to acquire a full 
knowledge of the available bit rates in each RAT. 
3.2 – Scenario 2: suburban area 
This scenario assumes a hexagonal layout with 2 km separation between base stations. 11 
omnidirectional base stations are deployed in a rectangular area of 6 x 4.6 km2. Like in the 
previous case, all the base stations support UMTS R99 as RAT1 and, in addition, the central 
cell also supports HSUPA as RAT2 in a separate carrier. The same types of RT and NRT 
users as in scenario 1 are considered. However, the mobility model for NRT users is now a 
random walk model, in which they follow straight trajectories and, after every km, the 
direction is randomly changed in an angle uniformly distributed between -θº and θº. Mobile 
speed is also 50 km/h. Transmitted powers, propagation models and algorithm parameters 
are the same as in scenario 1. Note that, as a difference from previous scenario, in this case 
trajectories cannot be accurately predicted, so the purpose here is to study the robustness of 
the algorithm with respect to this inaccurate knowledge of the context information. 
4. Results 
The proposed RAT selection algorithm is compared against a reference algorithm that 
assumes NRT users initiate the transmission of the file at generation time in the best RAT 
available at the moment. Then, if during transmission they reach the coverage area of RAT2, 
they switch to this RAT.  
 Figure 3(a) plots the Cumulative Distribution Function (CDF) of the delay in the case of 
transmitting files of L=2 MByte and with 100 NRT users in scenario 1. The effect of the 
algorithm is to increase the transmission delay due to the instants in which the transmission 
is postponed waiting for the coverage area of RAT2. However, the CDF also shows that the 
algorithm is able to take the appropriate decisions so that the maximum delay of 300s to 
deliver the information is not exceeded. In particular, the percentage of file transmissions 
exceeding the deadline of 300s is very small, around 1% with the proposed algorithm.  
 From the point of view of RT users, Figure 3(b) plots the total aggregated throughput of 
RT users in scenario 1 for the two algorithms. It can be observed that a very significant 
throughput increase is achieved thanks to the proposed algorithm, and this increases when 
increasing the number of NRT users in the scenario (e.g. up to 150% of improvement for 
the case with 100 NRT users). The reason for this throughput improvement is the fact that, 
with the proposed algorithm, NRT users are postponing their transmissions while transiting 
through the coverage area of RAT1 (UMTS R99). As a result, on the one hand they are not 
generating interference, which turns into a reduction in the packet error rate and, on the 
other hand, NRT users are not consuming resources from the RAT1 cells, and thus more 
RT users can be connected to them.   
 The impact of the file size L transmitted by NRT users is plot in Figure 4(a) in terms of 
RT throughput improvement achieved by the algorithm in scenario 1. A significant increase 
is observed, being particularly high for high values of L such as 5 MByte (up to 300% for 
the case of 100 NRT users). The reason is that, when increasing L for a given number of 
NRT users, the total load from these users increases, so that by postponing their 
transmissions more room is left for RT users in RAT1. In turn, Figure 4(b) compares the 
throughput increase in scenarios 1 and 2 (with θ=10º) for the case L= 2 MByte. The 
throughput improvements are smaller in scenario 2 because, with the random mobility 
model the algorithm decides in many situations to start the transmission in RAT1 since 
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RAT2 is not in the expected trajectory. However, since decisions are reconsidered every 
∆T=1s, the algorithm can react to changes in trajectory and this ensures that it can still 
provide a significant gain up to 50%. 
 Figure 5 plots the performance in scenario 2 for different values of the angle θ in which 
direction is changed and with L=2 MBytes. A similar trend as in the scenario 1 is observed, 
namely the proposed algorithm increases the delay with respect to the reference algorithm 
but it increases the RT throughput. However, note that the effect of θ is negligible and 
performance almost no varies. The reason is the reactivity of the algorithm to modify 
decisions when the trajectory has changed, so that, regardless of θ, what really finally 
matters is the number of users in the scenario that are approaching at a given time the 
coverage area of RAT2. This reveals the robustness of the algorithm in front of random 
variations in the trajectories.  
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Figure 3: (a) CDF of the total delay for NRT users and (b) total network throughput of RT users 
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Figure 4: (a) Network throughput improvement with the proposed algorithm for different file sizes L in 
scenario 1, (b) Comparison between scenario 1 and scenario 2  
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Figure 5: Performance in scenario 2 as a function of the angle θ in terms of (a) Average delay of NRT users 
and (b) Network throughput of RT users  
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5. Conclusions 
This paper has proposed a novel solution for autonomous RAT selection in multi-service 
multi-access scenarios. It is based on the exploitation of the time dimension in the RAT 
selection process, so that, according to the current context (i.e. RATs and operators 
available) and its future evolution, the decision making can choose to postpone a 
transmission until reaching the coverage area of a more suitable RAT. This strategy is 
claimed to have applicability for NRT services without stringent deadline constraints (e.g. 
sending a number of emails, downloading MP3 files, etc.). The algorithm has been 
formulated in terms of the required inputs and the feasibility conditions to meet specific 
delay deadlines, while accounting for the RAT availability at the different positions.  
 The algorithm has been evaluated through simulations in different scenarios, with 
different levels of predictability in the mobile trajectories. It has been shown that the 
algorithm can significantly reduce the interference in some RATs, with the corresponding 
important capacity increase for RT users, while ensuring the NRT data is delivered within 
the desired delay bounds. Furthermore, it has also been shown that the algorithm is robust 
in front of errors in the predictability of the trajectories followed by the terminals.  
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