Abstract-Effective radio frequency spectrum sharing methods are crucial for sustaining growth and development in mobile wireless services. In this paper, we consider a real-world scenario involving spectrum sharing between mobile wireless and meteorological satellite services as motivation for examining the general problem of efficient resource scheduling in a shared spectrum environment. We formulate an optimization framework for maximizing network utility subject to stochastic interference protection constraints. We design and propose a novel solution inspired by analysis of the optimization problem, where the primary contribution is an efficient power allocation algorithm to manage interference between systems. Using theory and simulations, we show that our algorithm significantly outperforms alternative approaches by well approximating the optimal solution with low enough complexity for practical, real-time application to large networks.
I. INTRODUCTION

R
APID increase in the quantity and capability of consumer mobile wireless devices has accelerated the growing demand for radio frequency spectrum. In recent years, national and international regulators have taken steps to identify new spectrum for use by mobile wireless services such as cellular and Wi-Fi [1] , [2] . Though growth in demand for mobile wireless has been particularly acute, myriad other systems and services already make use of spectrum in the frequency ranges that could be useful for mobile wireless.
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Digital Object Identifier 10.1109/TWC. 2016.2618376 vices already in the band, where deployment of new LTE networks must not cause harmful interference to fixed METSAT earth station locations [4] . LTE operators will need to demonstrate that they can meet the protection criteria of the METSAT receivers as defined in a joint working group [5] , and should be motivated to reconsider aspects of their system design in the context of how to best make use of spectrum in a shared environment subject to interference constraints. In this paper, we consider this specific scenario and formulate an optimization framework for power control and time-frequency resource scheduling on the LTE uplink with the interference protection constraint. We design and propose a novel algorithm inspired by analysis of the optimization problem. Using theory and simulations, we show that our algorithm significantly outperforms alternative approaches, well approximates the optimal solution, and is of sufficiently low complexity for practical implementation in large networks.
The remainder of the paper is organized as follows. Section II discusses relevant work. Section III describes the system model, including details of the real-world LTE and METSAT sharing scenario in III-A and formulation of the resource scheduling problem in III-B. Section IV studies interference-constrained power allocation as a key subproblem, considering convex analysis in IV-A, our proposed algorithm in IV-B, and a simulation study of this sub-problem in IV-C. V describes how the power allocation sub-problem is implemented to accomplish efficient shared spectrum resource scheduling. Simulation results are provided in Section VI, where the physical layer performance is considered in VI-A, and a detailed packet-level simulation is provided in Section VI-B. Finally, conclusions and goals for future work are discussed in Section VII.
For notation in this paper, we use capitalization to denote arrays, indexing elements of arrays by subscripts. We use lower case for scalar values where subscripts are used to distinguish similar variables. Similarly, superscripts are used to distinguish arrays that are similar in nature. We will use calligraphic font to denote sets and bold face to denote random variables.
II. RELATED WORK LTE resource allocation is studied extensively in the literature [6] . Typically, resource allocation is broken into subproblems, favoring low complexity to satisfy millisecond LTE time scales. Scheduling frequency resources for the LTE uplink is a combinatorial optimization problem that can be impractical to solve optimally. References [7] - [9] propose several heuristic algorithms for frequency resource scheduling which trade between performance and complexity. References [10] - [12] examine power control mechanisms within LTE, considering performance trades between throughput, self-interference, and energy efficiency. Because LTE generally has exclusive access to the spectrum bands they operate in, a mechanism to preclude interference to another system is not a part of these and other works on LTE resource allocation. Adapted algorithms are needed to enable effective LTE-METSAT sharing for the scenario in [5] .
The literature often addresses interference avoidance under the topic of cognitive radio. References [13] and [14] derive results for cognitive radios subject to interference constraints, but only for a single cognitive radio transmitter. This does not lend insight into how resources should be allocated across multiple transmitters within the LTE network. The effect of aggregate interference due to multiple transmitters is included in [15] - [21] , and resource allocation algorithms are developed, but all of these works assume that perfect channel state information is available. We argue that this assumption is not valid for the LTE-METSAT setting because the networks are to operate autonomously and the large number of nodes makes accurate measurement and reporting of complete channel state information impractical. Instead, we consider that only partial channel state information, e.g., the mean and variance, is available for interference channel gains, resulting in uncertainty for the interference impact of any particular LTE resource allocation.
References [22] and [23] address uncertainty by incorporating margins or ellipsoid uncertainty regions into the deterministic formulation. If we assume a stochastic model for the instantaneous channel gain, then it is not obvious how the margins or dimensions of the ellipsoid should be chosen to satisfy user requirements. Reference [22] suggests iteratively solving a sequence of deterministic problems to identify suitable margins for a given stochastic model, but this increases complexity without providing any guarantee that the resulting solution is optimal.
Reference [24] offers another robust approach where a maximum expected channel gain is computed from all distributions within a specified Kullback-Leibler divergence from a reference, and a fixed number of users are assumed to operate with this worst-case channel gain. These parameters may be tuned to adjust the robustness of the model. While this approach does allow for treatment of a stochastic model of uncertainty, it is not straightforward to relate the tuning parameters to a guarantee on user requirements, nor is it clear how the tuning parameters should be adjusted to respond to dynamics in the sharing scenario.
Probabilistic aggregate interference resulting from uncertain channel state information can be modeled directly as in [25] - [29] . These works offer formulations and closed form approximations to the probability density function of the aggregate interference for given parameters of a network. References [30] and [31] each apply the model in [29] to treat a power and frequency resource optimization problem subject to a probabilistic constraint on user outage. This stochastic constraint offers a direct, intuitive relationship to user quality of service requirements. The problem formulations are suitable to address the LTE-METSAT problem, but both solutions rely on the application of existing numerical solvers. Reference [30] acknowledges scalability of their numerical search method as a potential issue for practical sharing scenarios involving large networks.
In this paper, we leverage the power control capabilities of LTE, and formulate an optimization framework consistent with [30] to address the power allocation portion of the optimization problem, treating incomplete channel state information with stochastic interference constraints. We design an efficient algorithm that can be implemented in practice to approximate the optimal solution. We employ a frequency domain scheduling algorithm as a sub-routine in our approach, where many of the algorithms in the literature may be applied with suitable modifications. To the best of our knowledge, this is the first work that proposes a multi-cell power and frequency resource scheduling algorithm that includes the aggregate interference constraint, directly treats stochastic uncertainty in the channel state, and is low enough in complexity for practical implementation.
III. SYSTEM MODEL A. LTE and METSAT Sharing Scenario
Per [5] , 1695-1710 MHz is used by METSATs for downlinking data, i.e., transmitting from the satellite to an earth station receiver at a fixed site. In a shared spectrum scenario, the service with priority status is commonly referred to as "primary" while the service that is subject to the interference constraint is "secondary." For this paper, we consider the deployment of secondary LTE networks in regions around primary METSAT sites.
The LTE network will make use of the band for uplinks, i.e., transmission from the user equipment (UE) to the base station (BS). We assume the number and locations of the BSs and the UEs in the network operating around the METSAT site are known. Consistent with LTE, we consider that each BS schedules associated UEs in time-frequency resource blocks (RBs) which are units of 180 kHz bandwidth by 0.5 ms. Each BS may assign each RB to only one UE, which is necessary in practice to limit interference within the LTE network. RBs assigned to any single UE in a 0.5 ms time slot must be contiguous in frequency due to the use of single-carrier frequency division multiple access for LTE uplinks [32] . In addition to time-frequency scheduling, we will include LTE power control in the optimization, which allows UE transmit power levels to be varied by the BS over a large range, typically −40 to +23 dBm in 1 dBm increments. We assume that complete channel state information for the link between any given UE and its associated BS is available to the LTE network since this is routinely measured at the BS. However, only partial channel state for the UE interference to the METSAT receiver is available in the form of an estimated mean and variance for a known distribution, where this estimation can be accomplished with typical models or measurements [33] .
An illustration of the LTE-METSAT spectrum sharing scenario is provided in Figure 1 , showing the intended transmission path between the meteorological satellite and its earth station receiver, the LTE uplinks to be scheduled, and the aggregate interference resulting from these LTE uplinks. Transmission to the satellite from the earth station takes place in another frequency band and is not considered. Further, the satellite transmission has been shown to have a negligible interference effect on the BS receivers [34] . Thus we can focus the problem on the aggregate interference at the METSAT receiver and require that interference power be below some threshold, i.e.,
where W is the set of RBs in any given time interval that overlap the protected bandwidth, n ue is the total number of UEs in the network,
+ is a vector of transmit power per RB of the UEs,
is the mean channel gain between the i th UE and the primary METSAT receiver in the j th RB, n rb is the number of RBs in the network, Z i j is the excess gain due to fading, and t is the threshold on maximum aggregate interference at the METSAT receiver. See Table I for a list of notations used in this paper and numeric values used during simulation. Note that P i does not vary by RB because power control within an LTE network is on the total UE transmit power, not on a per RB basis [12] . We assume the LTE network cannot measure Z i j , but can estimate the first and second moments of Z denoted by M and respectively. The network can also estimate G p i j based on the location of the UEs and the METSAT receiver, and a suitable propagation loss model. We can consider the effects of fading using appropriate statistical models. With such an approach, we can only guarantee that the constraint will be satisfied probabilistically, i.e.,
where ρ t is a probabilistic threshold, i.e., a very small percentage of time that the primary METSAT operator can tolerate t being exceeded. While such a probability threshold is not [5] , it is a typical and often necessary criterion for spectrum sharing [35] .
B. The Resource Allocation Problem
The problem of scheduling n rb RBs for N ue b UEs associated with the bth BS to maximize their utility is considered in [7] , where the authors show that this problem is MAX SNPhard [37] . Let An assignment of contiguous RBs for the kth UE can be completely specified by A kb and T kb . Note that if T kb = 0, the UE does not receive an RB assignment and the value of A kb is arbitrary. We can define U (A kb , T kb ), a utility function for any assignment to UE k at a given time interval. With these definitions, we formulate the RB scheduling optimization problem for the bth BS as
where constraint (3e) prevents any nonempty RB assignments from overlapping. Problem (3) is sometimes referred to as the frequency domain scheduling problem. There are various works in the literature such as [9] that propose algorithms to compute approximate solutions.
For the LTE-METSAT setting, we modify (3) to account for interference protection. Let I j be the aggregate interference at the METSAT receiver in the j th RB, defined by
where n bs is the number of BSs in the network. The k, b and j subscripts denote the UE index, the associated BS, and the RB index respectively. Note that the additional subscripts reindex the previously defined variables, e.g., P i and P kb each refer to elements of P, but not necessarily the same element. We will use both indexing approaches for ease of notation depending on the context. X kj b is an indicator function taking on a one value when A kb ≤ j < A kb + T kb and a zero value otherwise. Obviously, the number of UEs in the network is related to the number of UEs per BS as n ue = n bs b=1 N ue b . With instantaneous channel gain to the BS of G s i , the maximum transmit power of the i th UE in an LTE network is given as
where
is a hardware limitation on UE transmit power and the second term in the minimization describes standard LTE power control to limit power consumption and intranetwork interference. Specifically, p 0 is a nominal received power level, 0 < α ≤ 1 is a path loss compensation factor, and i captures compensation for modulation and UE specific power correction. See the 3GPP standard for details on LTE power control [36] . Consider the following aggregate interference constrained resource scheduling optimization problem:
where in (5a) we have made the dependence of the utility function on the UE transmit power explicit. Note that constraints (5b) through (5e) are nearly identical to the constraints in Problem (3). The constraints in (5f) limit the transmit power of any single UE to a feasible range, and (5g) imposes interference protection. By incorporating LTE power control as a constraint in this formulation we can maintain consistency with the LTE standard. We can view Problem (5) as containing multiple instances of the individual BS scheduling problem in (3), where all of the instances are coupled by the aggregate interference protection constraint in (5g). Given that Problem (3) is hard enough that it is only treated via approximation in practice, we are motivated to also consider approximate approaches for Problem (5).
IV. INTERFERENCE LIMITED POWER ALLOCATION
We first consider a sub-problem that will be of use in addressing Problem (5). Suppose we are given the UEs that are to operate in the METSAT band and are only concerned with determining the power allocation that maximizes the throughput of these UEs. Neither the UE associations with BSs nor the specific RBs are significant in this sub-problem and we drop the corresponding subscripts. This sub-problem can be formulated similarly to (5) as
where U (P) implies that the utility function is only a function of the power allocation. The other parameters are the same as in (5) . In this section we focus on deriving efficient solutions to Problem (6) and will show in Section V how such a solution can be applied to (5) .
A. Convex Analysis
When Problem (6) is convex, existing convex optimization analysis techniques and solvers may be applied. In this Subsection we will use convex analysis to gain insight into Problem (6) and develop candidate solutions.
Stating the power allocation sub-problem as a convex problem. In general we cannot assume convexity of Problem (6) . To allow use of convex analysis techniques, we investigate specific utility functions and aggregate interference probability models which produce a convex instance as well as consider reasonable convex restrictions.
Any concave function can be used as a utility function, including sum-rate and proportional fairness. For the remainder of this paper we will focus on the sum-rate utility, i.e.,
where η is the thermal noise at the base station receiver. The choice of sum-rate is intended to aggressively utilize the constrained spectrum resources. Fairness will be addressed under the context of the broader scheduling problem in Section V. Note we have assumed in (7) that interference between UEs in the LTE network is negligible due to frequency assignment constraints imposed outside the scope of this power allocation sub-problem. The constraints on RB assignments in (5) and cellular frequency reuse strategies are each examples of frequency assignment techniques which will limit the interference among UEs. Next generation technologies such as massive-MIMO and multi-user detection also imply that such an approximation will be reasonable for cellular networks beyond LTE [38] . In Section VI-B we conduct simulations that include intra-LTE interference and verify that this approximation is reasonable. For Problem (6) to be convex, the constraints must describe a convex set, i.e., the complementary cumulative distribution function (CCDF) for the aggregate interference, agg , must be convex with respect to the power allocation P. There are many aggregate interference models in the literature, where we have cited several in Section II. Although some have been demonstrated to be suited for convex optimization in this context (e.g., [30] ), an arbitrary model should not be assumed to produce a convex constraint.
When the CCDF of agg is not convex, we can consider a convex restriction. Suppose that the elements of Z in Problem (6) are uncorrelated and that their mean and variance, denoted M i and 2 i respectively, can be estimated. The mean and variance of the aggregate interference agg , which we denote as m(P) and σ 2 (P) respectively, can be readily computed for any power assignment P, i.e., m(P) =
Theorem 1: Given the mean and variance of uncorrelated Z i 's in Problem (6), if U (P) is concave in P, then Problem (8) is a convex and compact restriction of Problem (6).
Proof: Consider Pr{ agg ≥ t } ≤ ρ t . Subtracting m(P) from both sides of the inequality in the probability statement we have
when λ > 0 for random variable x with mean μ and variance v 2 . Substituting agg for x in Cantelli's inequality
and with a little algebra, the former are seen to be equivalent to the constraints in Problem (8) . Therefore Problem (8) is a restriction of Problem (6) .
We will now show that the constraints in Problem (8) describe a convex and compact set. Note that the first constraint describes a sub-level set. Define h : R n ue 2 such that if h(P) is a convex function then the sub-level set is a convex set. The entries of the Hessian matrix for h(P) are straightforward to compute, i.e.,
and thus the Hessian of h(P) is symmetric and nonnegative for the domain 0 ≤ P i ≤ S i . Then h(P) is convex in the domain. Since the remaining constraints are linear in P, the constraints in Problem (8) describe a convex set. With the assumption that U (P) is concave in P, Problem (8) offers a convex and compact restriction to Problem (6).
A solution to Problem (8), P , if it exists, offers a feasible solution to Problem (6) without needing an explicit form for the stochastic interference constraint. If P * is the optimal solution to Problem (6) then we know U (P ) ≤ U (P * ). Though Cantelli's inequality is sharp, we do not claim here that this approximation is necessarily tight. Problem (8) ensures that convex analysis approaches and results are generally applicable to the power allocation sub-problem posed in (6), but use of an explicit convex aggregate interference model will be preferred when possible. While convexity allows the application of existing solvers, we will see that such solvers do not necessarily offer the efficiency required to support LTE resource scheduling. KKT-based power allocation. When an instance of Problem (6) can be stated as a convex problem, the KarushKuhn-Tucker (KKT) conditions are necessary and sufficient for optimality. Suppose we have a convex instance of (6), i.e., with concave utility function and convex CCDF of agg . The Lagrangian can be written
where 1 ∈ R n ue + , 2 ∈ R n ue + , and μ ∈ R + are multipliers. Let ∇ denote the gradient with respect to the power vector P. The first-order condition for optimality is therefore
For any UE, using standard Lagrange multiplier techniques, we can show that the optimal solution must satisfy
In general, it is not straightforward to analytically compute an optimal solution from (11) . However, it is intuitive that D i (P * ), the ratio of change in the utility to change in the interference, should be equal for {i ; 0 < P * i < S i } such that transferring power from one UE to another cannot improve the objective. To develop an iterative algorithm for (11), first, we define the optimality gap as
where c(P * ) = 0 for optimal P * and c(P) > 0 for suboptimal P. Define V ∈ R n ue such that
Denote the gradient of the interference constraint Pr{ agg ≥ t } with , and let denote the Hessian. We will now offer a useful lemma for formulating an iterative algorithm.
Lemma 1: Let P k be a sub-optimal power assignment and let V k+1 be a vector of the form in (13) . There exists δ + > 0 and δ − > 0 that satisfy
while P k not within tolerance of the KKT conditions do 3:
Also let Pr { agg ≥ t } and U (P) be monotonically nondecreasing in P. Then a new power assignment P k+1 = P k + V k+1 will yield a strict improvement over P k in terms of the distance from optimality, i.e., c(P k+1 ) < c(P k ).
Proof: For ease of notation, we will prove the result when there is a unique maximum i = arg max k; P k <S k D k (P) and minimum j = arg min k; P k >0 D k (P). The proof of the general case is similar. The strict convexity of Pr{ agg ≥ t } implies that is positive definite. Since the principal minors of a positive definite matrix are positive, we know ii j j > ( i j ) 2 , which ensures the existence of δ + and δ − that satisfy (14) . If the maximum D i (P k ) reduces faster in the direction of V k+1 than the minimum,
where ∇ V denotes a directional derivative, then there is a P k+1 in the neighborhood of P k that offers a strict improvement in the optimality gap. With a little algebra, we can show that this requirement is equivalent to
where we denote the Hessian of the utility function with U . Since the utility is assumed to be strictly concave, U ii and U j j are negative.
, and j can be seen to be positive by the assumed monotonicity of the interference constraint and utility. We also know ii δ + > i j δ − and j j δ − ≥ i j δ + by the conditions given in (14) . With these observations, the right-hand side in (15) can be seen to be strictly positive, while the left-hand side is strictly negative. Thus (15) holds and P k+1 yields a strict decrease in the optimality gap.
Note the assumption of monotonicity holds for the assumed sum-rate utility function, and naturally holds for any realistic interference CCDF, i.e., increasing the transmit power of a UE should not decrease the probability of interference to a PU. Lemma 1 provides the basis for our iterative algorithm. Algorithm 1 gives pseudo-code for this KKT-based power allocation (KPA) approach where power assignments are iteratively updated to close the optimality gap. can be thought of as the step size, analogous to a steepest descent algorithm. If δ k → 0 too quickly, the small step size may yield slower convergence. If δ k → 0 too slowly, step sizes may be too large, overshooting P * and also leading to slow convergence. We show typical convergence for our implementation via simulation in Section IV-C, e.g., Figure 5 , where we find that KPA is relatively fast compared to an existing convex solver, but perhaps not fast enough for LTE scheduling. The deterministic problem. Examining the deterministic version of Problem (6) offers some insight in approaching the probabilistic form. We formally write the deterministic problem as
When U (P) is the sum-rate as in (7), Problem (16) nearly takes the canonical form of a problem with a waterfilling solution, and it is straightforward to show, e.g., by the KKT conditions, that the optimal power allocation satisfies
where the first term of the minimization in (17) is the classic water-filling solution with μ a multiplier such that 1/μ establishes the water-level with respect to interference power. The second term in the minimization is a result of the transmit power limit S i on individual UEs. Define the gain ratio of the i th UE as
This gain ratio is a particularly relevant characteristic for making power assignments since UEs with larger will tend to receive larger power assignments. 
Proof: The restrictive interference constraint in (17) 
In the METSAT-LTE sharing case, where the secondary network will be deployed in a large region around the primary, there should be many UEs with G p i G s i , i.e., that have much higher channel gain to their associated BS than to the primary due to exponential path loss. Then i will be large and, if the interference constraint is restrictive, the optimal power allocation will produce an interference level approximately equal to 1/μ for these UEs (even though their transmit power allocations may be quite different).
B. Equal Interference Power Allocation
We now develop an approximate power allocation motivated by two observations. First, from the deterministic problem, view this as an interference allocation problem where UEs with high gain ratio, , defined in (19), should receive higher allocations, and many UEs with high should tend to cause similar amounts of interference to the primary. Second, a large number of transmitting UEs with relatively equal contributions to the aggregate interference level at the primary receiver will have an averaging effect and tend to reduce the probability that the aggregate interference will deviate far from its mean value. Thus the LTE network can operate in a way that causes a higher mean aggregate interference level and still satisfies the protection criteria, effectively allowing more total transmit power within the LTE network.
With these observations in mind, consider a variation on Problem (6) where we are given n UEs which are to be granted non-zero and equal interference power assignments. If we ignore for the moment the upper limit on the UE transmit power, S, it is clear that an equal interference level ω that yields a tight interference constraint also maximizes the utility of these n UEs. Deriving a closed-form expression γ : Z + → R + to compute ω is straightforward. For instance, with the convex restriction in (8) and a little algebra, we find 
., n}, γ (n) follows directly from the definitions in [29] , i.e., 10 log 10 γ f w (n) = 10 log 10 ( t ) + 5 ln 10 ln
In both cases, the equal interference level can be explicitly computed from γ (n), and the corresponding power assignments follow directly. For the best selection of UEs to receive nonzero power assignments, we conjecture, based on our r best ← r new 10:
P best ← P new 11:
n ← n + 1 12: end if 13: end while 14: return P best stated observations, that making power assignments according to γ (n) will closely approximate an optimal solution to Problem (6) . Further, we know the UEs with the highest gain ratios should receive the nonzero power assignments. By computing γ (n) for n = {1, 2, ..., n ue } we have the basis for a specific power allocation strategy which we will refer to as the equal interference power allocation (EIPA) algorithm. First sort the UEs by . Then search for the number of highest gain ratio UEs n * that should receive a nonzero power allocation such that the power assignments computed from γ (n * ) will maximize the utility over all other n = n * . The pseudo-code for the algorithm implemented in this specific case is provided as Algorithm 2. Here P best is the size n ue array of resulting power assignments corresponding to the best achieved utility.
Theorem 3: Algorithm 2 runs in O(n 2 ue ) operations for γ (n) computed as in (20) or (21), and any utility function U (P) that can be computed in O(n) operations.
Proof:
Computing γ (n) for the convex restriction approach requires O(n) operations per (20) . For an i.i.d. lognormal shadowing model, only O(1) operations are needed to compute γ (n) per (21) . For each iteration of the while loop in Algorithm 2 we thus have O(n) operations to compute γ (n) at step 4 and also O(n) operations for computation of the utility in step 7. All other steps in the while loop can be seen to take O(1) or O(n) operations. Since the while loop will require O(n ue ) iterations, and n ≤ n ue , the algorithm offers a run-time of O(n 2 ue ). We can further improve the run-time by not searching all possible values of n. For example, we can apply a binary search approach, first computing γ (n ue /2) and γ (1 + n ue /2) and use a comparison of the two to determine whether to continue the search on the upper or lower values of n. In this way we can reduce the running time to O(n ue log n ue ).
C. Numeric Analysis
We will now compare the performance of different power allocation approaches. For the purposes of this numeric analysis, we assume a sum-rate utility function and a two-ray model for the mean path loss with log-normal shadowing. We use [29] to model the distribution of the aggregate interference, corresponding to the use of (21) to compute the equal interference level in EIPA. Since [30] showed that this distribution is suited for convex optimization, we do not need to formulate a convex restriction as in Problem (8) , and instead apply our convex analysis based methods directly. In addition to EIPA and KPA, the power allocation approaches described in the previous subsection, we compute and compare results with an interior-point method convex optimization solver corresponding to the approach in [30] and [31] .
A wide variety of network deployments were studied. To illustrate typical results, Figure 2 plots the optimal power allocation as computed via the interior-point method solver for a simple network with three BSs, each having 40 associated UEs. The BSs are located at 10, 15 and 20 km from the METSAT receiver, and each UE is randomly located within a 3.5 km radius around its associated BS. Each mark on the plot indicates the optimal operating point for one UE, where the markers distinguish the UE associations with the three BSs. Note that neither the distance nor the channel gain are fully correlated with the optimal power assignment. Perhaps more informative, Figure 3 examines the same three BS network considered in Figure 2 in the context of the UE gain ratios. We observe a very clear relationship between the gain ratio and the interference power at the METSAT receiver resulting from the optimal power allocation. Our earlier observation that UEs with the highest gain ratios should tend to receive high and nearly equal interference contributions is seen to hold. Noting that the typical minimum UE transmit power for LTE is approximately -40 dBm, we also confirm that UEs with the lowest gain ratios should be allocated zero (or practically zero) power.
In Figure 4 we plot the same optimal power assignments from Figure 3 along with power assignments from the KPA and EIPA algorithms. Note that for the UEs with lower gain ratios no markers are shown for EIPA or KPA because each of these algorithms sets these UE power assignments to zero (−∞ for this dB-scale plot). Observe that KPA and the optimal solution identified by the interior-point solver offer nearly the same solution. The only difference in the plots is in the low gain ratio regime where the interior-point method forces the power allocations of these UEs towards zero, but KPA sets them to zero exactly. We will see that the difference in performance for this discrepancy in low gain ratio power assignments is negligible and that KPA and the interior-point method identify approximately the same solution. Regarding EIPA, we observe that the approximation is close for UEs with the lowest and highest gain ratios, but note some deviation from the optimal for UEs with mid-range gain ratios.
In Figure 5 , we compare the performance of the various power allocation methods in terms of both achieved sumrate as well as required computation time (on a PC with a quad-core 2.2 GHz clock speed processor) for four different networks each with three BSs and varying number of total UEs. Results are given as the mean of ten different realizations of UE random placement around the BSs and of the random shadowing. We see that the achieved utility of KPA and the optimal solutions of the interior point solver are nearly identical. EIPA is also seen in Figure 5a to come very close to the optimal in terms of utility, where the difference is less than 2% in all cases. From Figure 5b , computing the optimal via the interior-point method leads to rapid growth in computation time with increasing network size. While KPA performs better in this regard, as is evident in Figure 5c , it is still well beyond the 1 ms scale of an LTE scheduler. On the other hand, the EIPA algorithm completed on the order of a millisecond or less for all networks considered and is not visible in Figure 5 due to the scale of the plots. By closely approximating the optimal in terms of utility, and being of relatively low complexity, EIPA appears to offer the best combined performance of the methods considered and we expect will be the best option for most practical scenarios.
Note that in the power allocation sub-problem we have only considered an interference constraint for a single primary receiver. In practice, we may have multiple primary receivers, requiring that the power allocation satisfies multiple interference constraints. Adding interference constraints to (6) will not change the convexity of the problem, but the additional complexity prevents us from applying the results in this section directly.
Instead, consider applying EIPA to subsets of UEs. We group, or "cluster," UEs by their nearest primary receiver and then solve the power allocation problem for each of these clusters. Typically, we can subtract a small amount from each of these cluster assignments to ensure all of the interference constraints are satisfied. In Figure 6 we plot a network topology with four primary receivers and show the achieved secondary LTE network sum-rate resulting from the optimal approach and the clustered EIPA approach. Figure 6b plots the sum-rate for four cases where, in each case, different primary receivers in the topology shown in Figure 6a are considered. In the first case, only the primary at the center of the topology is considered, corresponding to a single primary user scenario. In the second case, the eastern-most primary receiver is also considered in the power allocation. In the third case, the northwestern receiver is also included, and in the fourth case, all primary receivers are accounted for in the power assignment. Observe that the clustered EIPA approach achieves a sum-rate performance close to that of the optimal, indicating the suitability of applying EIPA to the multiple primary receiver case with this straightforward extension.
V. INTERFERENCE CONSTRAINED RESOURCE SCHEDULING A. EIPA Scheduling
We can view a solution to Problem (6) as the maximum allowable UE transmit power in the METSAT band.
This solution can be used to replace the interference constraint in Problem (5) with an upper limit on P i that ensures the interference constraint will be satisfied. More formally, let
+ be the maximizing power assignments from Problem (6) for the UEs on the bth base station. We can replace the interference constraint (5g) with the following,
By replacing the interference constraint, we can decouple Problem (5) into separate problems for each base station. The decoupled problem is similar to the typical base station frequency domain scheduling problem, i.e., problem (3). With relatively straightforward modifications to treat the addition of constraint (22), the decoupled problem can be solved with existing LTE frequency domain scheduling approaches in the literature, i.e., to assign resource blocks to each UE subject to the constraints in (3) and with standard LTE power control as in (4) .
In our specific implementation we run EIPA to find an approximate solution to Problem (6) . Then, we implement a modified version of [9, Algorithm 3] as the frequency domain scheduler, which sorts all possible RB to UE assignments by their utility, and then makes assignments from the highest value to lowest, skipping those that would violate the contiguous RB constraint. In our modified version, for each UE, we adjust the utility functions of any potential assignments in the protected band(s) according to the limiting power returned by EIPA. For example, we set the utility to zero for UEs assigned zero power by EIPA. Use of the EIPA algorithm to satisfy the interference constraints is the novel part of this approach since the modifications to existing frequency domain LTE uplink schedulers can be relatively straightforward. However, several implementation considerations have the potential to degrade performance.
B. Practical Considerations 1) Implementation:
The EIPA algorithm must be hosted at a central node in the network capable of interfacing with all BSs in the vicinity of the METSAT site, such as the Mobility Management Entity in the LTE architecture. The BSs must be modified to account for inputs from EIPA in their frequency domain scheduling algorithm and to report the relevant channel gain information of the UEs. This channel gain information is already measured by the BS in current LTE networks and does not introduce any additional overhead on the spectrum resources of the network.
2) Information Exchange: The interface between the BSs and the central node must be capable of handling the data reported from and to EIPA. The EIPA output consists of a simple array of integer transmit power indices while each BS must return an array of channel state information for associated UEs, both for the desired links and the interference paths. We anticipate a tradeoff between performance and backhaul demand depending on how often this information is updated and the precision of the data. Further, we can envision variations on EIPA where some information can be approximated rather than communicated between the nodes, e.g., if EIPA approximates G p based on the known BS positions rather than receiving estimates from the BS directly. This will reduce the backhaul demand but will aslo reduce the secondary network utility due to the increased uncertainty in our stochastic model.
3) Delays in the Network: It is not necessary to run EIPA at each scheduling time slot, but instead, EIPA should be run often enough to account for the temporal correlation of the channel state information. The coherence time [39] for pedestrian users at this frequency is on the order of 100 ms, while fast vehicular users may have a coherence time of just a few milliseconds. EIPA was demonstrated to run on a PC for a network of 1,000 UEs within 1 ms. This would be sufficient to accommodate changes due to UE mobility, but the delay in the interface between EIPA and the relevant BSs could be a limiting constraint. For example, a delay on the order of tens of milliseconds would be sufficient for pedestrian users, but would not be sufficient to address small-scale fading effects for vehicular users. In this case, a moving average of the channel state information could be passed to EIPA such that power allocation is based on large-scale shadowing and mean path loss rather than small-scale fading. The increased uncertainty in UE channel state information due to large delays can be absorbed into our stochastic interference model by increasing 2 , reducing potential secondary utility.
4) The Frequency Domain Scheduler:
The performance of EIPA may depend on the choice of frequency domain scheduler. Consider our chosen frequency domain scheduler from [9] . By selection of a proportional-fair utility, fairness can be maintained by this scheduler. In this case, it is apparent that using EIPA to modify the utility functions is a straightforward way to enforce the interference constraint and still allow the scheduler to manage utility and fairness. On the other hand, simpler scheduling approaches, such as those that do not maintain RB specific utility functions, may be more difficult to integrate with EIPA, limiting potential performance.
VI. SIMULATION RESULTS
A. EIPA Network Capacity Simulation Results
We study the performance of EIPA scheduling in the LTE-METSAT scenario via simulation, using Shannon's formula for link rates to determine the capacity of the network. We consider a single METSAT earth station receiver with a 1.33 MHz bandwidth. Consistent with [5] , we consider a protection zone of radius 50 km and t = −121 dBm as the aggregate interference power threshold. A probability threshold is not specified in [5] . We assume ρ t = 0.5% for this parameter, expecting that the METSAT operator will only tolerate exceedance of the aggreggate interference power threshold a small fraction of the time.
We consider a 5 MHz LTE network overlapping the bandwidth of the METSAT downlink with parameter selection as in [5] . BSs are placed within the protection zone, either randomly or as specified otherwise. UEs are located randomly within a 3.5 km radius circle around each BS. The METSAT downlink is assumed to operate at the center of the 5 MHz LTE network bandwidth and the protection criteria is active for the duration of the simulations. A proportional fair scheduler is used with target recieved power per RB of p 0 = −90 dBm and path loss correction factor α = 0.8. We implement a modified frequency domain scheduler from [9, Algorithm 3] that accounts for the interference limited utility functions as necessary for use with the EIPA algorithm. UEs are assumed to have backlogged buffers with best effort traffic. Table I in Section III identifies other parameter values used in the simulation. Most parameter values align closely with those identified in [5] . For simplicity, we ignore the effects of adjacent channel interference and use a two-ray propagation model for the mean channel gains. This should not affect the relative performance of the scheduling algorithms.
1) EIPA Scheduling Comparison to Optimal RB Assignment Scheduling:
Here we compare the performance of EIPA scheduling as described in Section V with that of the optimal solution to Problem (5) . Identifying the optimal solution to Problem (5) is not trivial. It is a mixed integer programming problem with a very large variable space. We look to smallscale network deployment scenarios over which a global search for the optimal RB assignment is feasible. Specifically, consider two secondary LTE BSs, each with five associated UEs, managing just two contiguous RBs in the network, with one of the two subject to the interference protection constraint.
We examine five trials with random locations for the BSs and UEs. Figure 7 plots the performance of EIPA scheduling in comparison with the optimal and with a simple approach of having the entire LTE network not use, i.e., block, RBs that overlap the METSAT frequencies. Figures 7b and 7c show the topologies of the networks for trials 1 and 3. We observe that EIPA scheduling achieves a throughput to within 99% of the optimal for trials 2, 4 and 5, 96% of the optimal for trial 3, and 88% for trial 1. We also observe that EIPA can achieve up to about twice the throughput of that achieved with the RB blocking strategy.
In trials 2, 4 and 5, the EIPA scheduling achieves nearly the same throughput as the optimal resource allocation. We found that EIPA yields the same RB scheduling decision as the optimal in these trials, suggesting that the power limits provided by EIPA to the frequency domain scheduler are sufficient for mitigating degradation due to the decoupling of these two sub-problems. The BSs are located at a distance from the primary receiver of 10 and 30 km in trial 2, 10 and 10 km in trial 4, and 15 and 18 km in trial 5. Comparison of these trials demonstrates the dependency of the results on the distances of the BSs from the primary receiver. To examine this behavior more directly, consider Figure 8 which plots the throughput of the three strategies for decreasing distances to the primary receiver. In this case, all other aspects of the simulation, such as UE distances to their associated BS and fading realizations are held fixed. The throughput gain relative to RB blocking is decreased for networks closer to the primary receiver as this results in stricter limits on transmit powers in the protected bands. Frequency selective fading also can have a significant effect. In trial 3, all five UEs connected to the BS furthest from the primary receiver happen to have deep fades on the protected RB, limiting the utility of the protected band to this particular network. In trial 3, we also see that EIPA scheduling doesn't achieve the same throughput as the optimal strategy.
In this case, the RB assignment from the suboptimal frequency domain scheduler slightly deviated from the optimal.
In trial 1, we see the greatest discrepancy between the optimal strategy and EIPA. This is a consequence of ignoring BS associations and the number of RBs in the EIPA algorithm. Specifically, EIPA determined that all of the UEs associated with the furthest BS should be permitted in the protected band, and all the UEs associated with the closest BS should not be permitted in accordance with their gain ratios. The difficulty here is that all five of the UEs that are permitted in the band are associated with the same BS, and thus only one of them can be scheduled on the one protected RB during any scheduling interval. This issue may be automatically mitigated to an extent with large-scale scenarios where the number of UEs and RBs are both greater such that there is more flexibility in the scheduling.
The EIPA algorithm can also be improved to address this issue directly by keeping count of how many UEs have been admitted from each BS during the EIPA iterations. Suppose at some iteration a BS already has k UEs admitted by EIPA and can only schedule up to l UEs on protected RBs at any given time slot. At the next iteration where another UE on this BS is considered, if k < l, then EIPA proceeds as normal, but if k ≥ l, the UE should be automatically admitted without updating ω, the equal interference power level. This gives the base station additional scheduling flexibility without impacting the assignments of other admitted UEs. With this modification, we conjecture that for large-scale networks, the typical performance of EIPA will more closely approach the optimal, perhaps on par with the results observed in trials 2 through 5 (within 96% to 99% of the optimal).
The performance of EIPA scheduling also depends on the LTE network power control parameters p 0 and α. If these parameters are set to allow UEs to operate at higher transmit power levels, more throughput can be achieved, particularly in the bands not subject to the aggregate interference constraint. As Figure 9 shows, increasing p 0 from the nominal value of −90 dBm increases the absolute throughput for all algorithms, but the throughput gain relative to RB blocking decreases. We note here however that to conserve the battery life of UEs and limit interference between neighboring cells in the network, LTE operators do minimize UE transmit powers via power control e.g., by keeping p 0 small, and p 0 = −90 dBm was agreed to in [5] .
2) EIPA Resource Scheduling for Large-Scale LTE-METSAT Scenario: Now consider large-scale LTE networks with hundreds of active UEs within the protection zone. There are 25 RBs in the 5 MHz network and we assume the middle 9 overlap with the METSAT band, i.e., 36% of the RBs are subject to the interference constraint. With the size of the networks, it is no longer feasible to identify the optimal RB assignment, but we continue to consider the RB blocking approach for performance comparison.
Ten BSs are included in the LTE network, and 100 UEs are associated with each BS. Figure 10 plots the achieved throughput for five random trials. We see little variation between trials, with EIPA nearly achieving a 35% gain in all cases, on par with the number of protected RBs. The simple explanation for this lack of variation is that these networks are so large, they all have numerous UEs that can benefit from operating in the protected bands. To further highlight this, Figure 11 plots cases where all aspects of the network are fixed except for the number of active UEs per BS. As the number of UEs increases, it is increasingly likely that there are UEs in the network which can put the protected RBs to good use. 
B. Packet-Level Simulation Results
Examining EIPA scheduling in the context of idealized capacity of the secondary LTE network may not reveal some potential complications. In this subsection, we make use of Riverbed Modeler 1 (also known as OPNET), a commercial simulation tool with built-in libraries to model the full protocol stack of an LTE network and verify the utility of EIPA. In this way we can account for the frame structure of the network, varying traffic demands, interaction with other protocols such as TCP and UDP internet protocols, and delays within the network.
First, consider a single BS with 20 connected UEs. Except where otherwise noted, we assume for the UE to base station uplink, a free-space mean path loss model, exponential distributions for UE uplink traffic inter-arrival times and file sizes, a 100 ms delay on EIPA power limit updates, 10 dB standard deviation log-normal shadowing , and all other parameters as in Section VI-A. We also assume that the upper 9 RBs overlap the METSAT band.
In Figure 12 , for TCP traffic with mean inter-arrival time of 120 seconds and mean file size of 20 Mbits, we plot a 100 second moving average of the uplink throughput for a cell at 10 km, 20km and 40 km from the primary receiver. We also include in the plot, for reference, a baseline throughput for a cell that does not include power limit constraints from EIPA, and the RB blocking case where no protected RBs are used. Note that with both the baseline and RB blocking cases, the distance of the cell to the primary is not relevant to the results. We see that better EIPA performance is achievable for cells a greater distance from the primary receiver since the interference constraints are less restrictive. Figure 13 plots the utilization of the uplink resource blocks by the LTE network for the 20 km EIPA cell along with the baseline and RB blocking cases, showing that EIPA scheduling allows the BS to make use of the protected RBs. There are a few factors that reduce the performance of EIPA in Figure 12 . First, the frequency domain scheduler included in the simulator does not consider RB specific utility functions in the assignment decisions. When the scheduler reaches the interference protected RBs, the next UE with nonzero EIPA allocation in the queue is assigned, even if the utility of that assignment is minimal. In some cases, resulting assignments were not sufficient for a UE to send a packet of meaningful length. Further, the limited number of modulation and coding schemes supported introduces a performance gap compared with Shannon's formula for the capacity. Despite the limitations with this implementation, EIPA offers significant improvement in achieved utility.
The nominal traffic load considered is enough to backlog the cell, even in the unconstrained baseline case. Consider a cell 20 km from the primary receiver where the mean file length of the UE traffic is 4 Mbits and the inter-arrival time is 60 seconds. In the RB blocking case, this load is still large enough to saturate the network. However, the baseline and EIPA cells are able to service the load by leveraging the protected bands to deliver higher peak rates than the RB blocking cell. This is illustrated by Figure 14 where we plot the 50 second moving-average delay between the arrival of a file at the UE and receipt of the file at the BS. Note the small increase in delay for EIPA relative to the baseline case as compared with the RB blocking case, where the delay grows rapidly. We consider a bursty traffic load in Figure 15 , where we plot throughput for a case with 40 Mbit mean file size and a 240 second mean inter-arrival time. We also increase the delay in the EIPA updates to 10 seconds as well as add random mobility to the UEs with a ground speed of 80 km per hour. Even in this relatively extreme case, EIPA offers significant improvement over the simple RB blocking approach. Despite the somewhat degraded performance due to the practical limitations of the LTE network, we find that EIPA is relatively robust to variations in traffic arrival, delays in the network, and mobility for this single cell scenario.
Finally, consider a METSAT receiver in Miami, Florida as a real world example. Per [4] , LTE networks within 51 km of this site will be required to coordinate with the METSAT operator. We model 19 LTE base stations at the actual locations of the macro-cells of a major U.S. cellular operator. See Figure 16 for a map of this topology. We randomly placed 40 UEs around each base station and modeled them with an 8 Mbit, 30 second traffic load.
We found that the interference between multiple cells coupled with TCP led to poor network performance and limited opportunity for improvement with EIPA. To avoid the challenges involved in configuring a wireless network for good TCP performance in the presence of multiple active interfering links [40] , we instead model the traffic with UDP. Figure 17 plots the throughput of the secondary network for the baseline, RB blocking, and EIPA cases. We see that EIPA is able to offer about 85% of the throughput of the unconstrained baseline case, demonstrating the effectiveness of the approach. We might have anticipated poorer performance based on the limitations observed in the single cell scenario, but as with our study of the network capacity in Section VI-A, the increased number of UEs in this large scale scenario presented more opportunities to make effective use of the interference constrained RBs.
VII. CONCLUSION
We have proposed EIPA, a novel power allocation algorithm suitable for LTE uplink resource scheduling in shared spectrum bands that are subject to aggregate interference protection constraints. Algorithms of this kind are needed to allow networks to make efficient use of spectrum in shared environments. We described how EIPA scheduling can be implemented within a practical LTE network, and demonstrated its efficiency in the context of a real-world LTE-METSAT spectrum sharing scenario. Specifically, we showed that EIPA closely approaches the performance of optimal scheduling, but with low enough complexity that it can be executed in a timescale suitable for LTE scheduling. With an established LTE packet-level simulator, we verified the effectiveness of EIPA as well as identified limitations and dependencies on the LTE implementation. While we thoroughly examined EIPA in the context of an LTE network, this approach is applicable to secondary network resource scheduling in general.
