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a b s t r a c t
A graph is polar if the vertex set can be partitioned into A and B in such a way that the
subgraph induced by A is a complete multipartite graph and the subgraph induced by B is a
disjoint union of cliques. Polar graphs are a common generalization of bipartite, cobipartite,
and split graphs. However, recognizing polar graphs is an NP-complete problem in general.
This led to the study of the polarity of special classes of graphs such as cographs and
chordal graphs, cf. Ekim et al. (2008) [7,5]. In this paper, we study the polarity of line
graphs and call a graph line-polar if its line graph is polar. We characterize line-polar
bipartite graphs in terms of forbidden subgraphs. This answers a question raised in the
fist reference mentioned above. Our characterization has already been used to develop a
linear time algorithm for recognizing line-polar bipartite graphs, cf. Ekim (submitted for
publication) [6].
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We follow the standard terminology and notation from [14] and consider only simple graphs (i.e., containing no loops
or multiple edges). In particular, we use Pk and Ck to denote the path and cycle with k vertices respectively. The degree of a
vertex x in a graph is denoted by d(x).
A graph G is polar if the vertex set can be partition into A and B in such away that the subgraph induced by A is a complete
multipartite graph and the subgraph induced by B is a disjoint union of cliques; we shall refer to the partition (A, B) as a
polar partition of G. Clearly, every induced subgraph of a polar graph is polar. If (A, B) is a polar partition of G, then (B, A) is
a polar partition of the complement G of G. Thus the polarity is closed under taking induced subgraphs and complements.
The concept of polar graphs was introduced in [13] as a common generalization of several classes of graphs. Every
bipartite graph is polar and every bipartition is a polar partition. Split graphs form another subclass of polar graphs. These
are the graphs which admit polar partitions (A, B)where A induces a clique and B induces an independent set, cf. [9].
Call a graph Pk-free if it does not contain Pk as an induced subgraph. A split graph may be viewed as that which admits a
vertex partition (A, B) such that the subgraph induced by A is P2-free and the subgraph induced by B is P2-free. A graph is
P3-free if and only if it is a complete multipartite graph, and is P3-free if and only if it is a disjoint union of cliques. Thus polar
graphs are precisely thosewhich admit partitions (A, B) such that A and B induce respectively P3-free and P3-free subgraphs.
Foldes and Hammer [9] proved that a graph is split if and only if it does not contain 2K2, C4 or C5 as an induced subgraph.
Consequently, testing whether a given graph is split can be done in polynomial time, cf. [11]. This has been generalized by
Melnikov and Kozhich [12], who proved that for any fixed α < ∞ and β < ∞, it can be determined in polynomial time
whether a graph has a polar partition (A, B) such that each independent set in the subgraph induced by A has at most α
vertices and each clique in the subgraph induced by B has at most β vertices. Despite these positive results, it is proved by
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Chernyak and Chernyak [2] that in general, to determine whether a graph is polar is NP-complete. In fact they proved that
for any α ≥ 2 it is NP-complete to determine whether a graph admits a polar partition (A, B) such that each independent
set in the complete multipartite graph induced by A has at most α vertices.
Research on the polarity has been shifted to special classes of graphs recently. Feder et al. [8] proved that for any fixed
a < ∞ and b < ∞ one can decide in polynomial time whether a perfect graph has a polar partition (A, B) where the
subgraph induced by A has at most a partite sets and the subgraph induced by B has at most b cliques. Ekim et al. [7]
characterized polar cograph (i.e., P4-free, cf. [3]). In fact, they showed that there are only four minimal cographs which are
not polar. Polar chordal graphs and polar permutation graphs have been studied in [5] and [4] respectively. Graphs which
admit some special polar-type partitions are studied in [1,10].
Given a graph G = (V , E), the line graph L(G) of G has the vertex set E and two vertices are adjacent in L(G) if and only if
the corresponding edges are adjacent in G. The study of the polarity among the line graphs of bipartite graphs was proposed
by Ekim et al. [7]. In this paper, we give a forbidden subgraph characterization of polar line graphs of bipartite graphs (see
Theorem 4.15). Our characterization has already been used to develop a linear time algorithm for recognizing line-polar
bipartite graphs, cf. [6].
Every line graph is claw-free, i.e., does not contain K1,3 as an induced subgraph. An independent set in the line graph L(G)
corresponds to a matching in G. When G is bipartite, L(G) is (K4 − e)-free (where (K4 − e) is K4 less an edge) and a clique in
L(G) corresponds to a star in G.
When the line graph L(G) of a graph G is polar, we call G line-polar and call a polar partition of L(G) a line-polar partition
of G. In many cases, G has a line-polar partition (A, B) such that A is a matching in G. If this is the case, then we call G line-
monopolar and (A, B) a line-monopolar partition of L(G). We note that this definition is consistent with the one given in [5]
(but different from that in [7]). In this paper we also characterize all line-monopolar bipartite graphs (see Theorem 2.5).
For any subgraph H of G, L(H) is an induced subgraph of L(G). It follows that if G is line-polar (resp. line-monopolar) then
so is H . If every proper subgraph of G is line-polar but G is not, then G is called a minimal obstruction. Our characterization
of line-polar bipartite graphs demonstrates all minimal obstructions.
A graph which contains no cycle is a forest. A connected forest is a tree. A caterpillar is a tree that consists of a path
and a number of leaves (i.e., vertices of degree one) adjacent to some vertices in the path. When all edges in a caterpillar
are incident with a fixed vertex, the caterpillar is a star. Caterpillars play an important role in our study of the structure
of line-polar bipartite graphs. A pi is the caterpillar consisting of a path v1v2v3v4 and two leaves v5, v6 adjacent to v2, v3
respectively. The edge v2v3 is called the center edge of the pi . A pi+ is the caterpillar consisting of a path v1v2v3v4v5 and
three leaves v6, v7, v8 adjacent to v2, v3, v4 respectively (see Fig. 1(i)).
Let G = (V , E) be a graph and S ⊆ V . We use G − S to denote the graph obtained from G by deleting all vertices in S.
In the case, when S = {v}, we write G − v instead of G − {v}. For simplicity, we shall use S to denote the subgraph of G
induced by S, i.e., G − (V \ S). Similarly, for a subset T of the edge set of G, we use T to denote the subgraph of G induced
by T , i.e., having edge set T and vertex set consisting of all end vertices of the edges in T . For instance, when we say T is a
disjoint union of stars in G, it means T consists of edges in a set of vertex disjoint stars. In general, the subgraph induced by
T is not necessarily an induced subgraph of G.
Throughout the paper, when we say G contains H , it means that H is a (not necessarily induced) subgraph of G. To
emphasize the case when H is an induced subgraph of G, we say that G contains H as an induced subgraph.
The paper is organized as follows. In Section 2, we prove several propositions useful in the paper. Due to a technical
reason, we postpone the proof of Proposition 2.4. In Section 3, we focus on forests and characterize line-polar forests in
terms of minimal obstructions. In Section 4, we shift our attention to bipartite graphs which contain cycles and derive all
minimal obstructions containing cycles. It follows from our characterization that every minimal obstruction contains at
most three cycles and if it contains three cycles then the three cycles are pairwise intersecting. Finally, in Section 5, we give
a proof of Proposition 2.4.
2. Preliminaries
From now on, whenever G is used, it is for a bipartite graph.
Proposition 2.1. Suppose that (A, B) is a line-polar partition of G. Then A is either a matching, or a star, or a P4, or a C4, and B
is a disjoint union of stars (i.e., contains no P4) in G.
Proof. By definition, A is a complete multipartite graph and B is a disjoint union of cliques in L(G). Note that each vertex of
L(G) corresponds to an edge of G. By our convention, A and B are subgraphs of G induced by the edges of A and the edges of B
respectively. Since a clique of L(G) corresponds to a star in G, B is just a disjoint union of stars in G. When A is an independent
set of L(G), A is a matching in G and when A is a clique of L(G), A is a star in G. If A is neither an independent set nor a clique
of L(G), then the multipartite graph A (viewed as a subgraph of G) has at least two partite sets, one of which has at least two
vertices. By the remarks above, L(G) is (K4− e)-free and claw-free and hence A has exactly two partite sets, neither of which
contains three or more vertices. Consequently, A is either a P3 or a C4 in L(G). Therefore A is either a P4 or a C4 in G. 
It follows from Proposition 2.1 that a line-polar graph which contains an induced cycle of length ≥ 6 must be line-
monopolar.
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Fig. 1. Minimal line-polar bipartite graphs which are not line-monopolar.
Proposition 2.2. Suppose that (A, B) is a line-monopolar partition of G. For every pi in G, A contains the center edge of the pi .
For every C4 in G, A contains a pair of non-adjacent edges in the C4.
Proof. By Proposition 2.1, B does not contain three edges forming a P4 in G. So of the four edges in any C4 at least two are
in A. Since A is a matching in G, it contains some pair of non-adjacent edges of the C4. Suppose that a pi consists of a path
v1v2v3v4 and two vertices v5, v6 adjacent to v2, v3 respectively. Again since A is a matching in G, at least one of v1v2, v2v5
is not in A and hence in B. Similarly, at least one of v3v4, v3v6 is in B. Hence B cannot contain v2v3 (the center edge of the pi ),
as otherwise B contains a P4. Therefore Amust contain v2v3. 
Proposition 2.3. If G contains any graph in Fig. 1 as a subgraph, then G is not line-monopolar.
Proof. Each graph in Fig. 1 contains either two pi ’s, or two C4’s, or a pi and a C4. But there is no matching which contains the
center edge of each pi as well as a pair of non-adjacent edges of each C4. By Proposition 2.2, G is not line-monopolar. 
Let Q : v1v2 . . . vk be either a path or a trail in G. We call Q well-formed in G if the following is satisfied:
• for every odd i, either d(vi) ≥ 3 or d(vi+2) ≥ 3.
We call Q strictly well-formed in G if the following two conditions are satisfied:
• d(v1) ∈ {3, 4} and, for every odd i ≥ 3, d(vi) ∈ {2, 3} and either d(vi) = 3 or d(vi+2) = 3 and, moreover, if d(vi) = 3
then either d(vi−2) = 2 or d(vi+2) = 2;
• for every even i < k, d(vi) = 2.
For example, in Fig. 4(v), v1v2 . . . v13 is well-formed and v3v4 . . . v11 is strictly well-formed. We emphasize that d(v)
above is the degree of v in G. The vertices in Q may not be all distinct, but since Q is either a path or trail, vi 6= vi+2 for
all i ≤ k − 2 and hence d(vi+1) ≥ 2. It follows also from definition that every strictly well-formed path (resp. trail) is a
well-formed path (resp. trail).
Well-formed trails are a common structure inminimal obstructions. The numbering of the vertices in a well-formed trail
is important. When speaking of a well-formed trail, we have to specify the vertices v1, v2, . . . , vk along the trail and we call
vivi+1 an odd edge (resp. even edge) if i is odd (resp. even).
We introduce a class of graphs, which we denoted by E . Each graph in E is either a caterpillar or a unicyclic graph
(i.e., containing exactly one cycle) and has a specified edge. When it is a caterpillar, it consists of a path: v1v2v3 . . . vk
where k ≥ 4 is even and some leaves such that there are two leaves v′2, v′3 adjacent respectively to v2, v3 and the subpath
v3v4 . . . vk is a strictly well-formed path. When it is a unicyclic graph, it contains a C4, v0v1v2v3v0, attached by a caterpillar.
The caterpillar consists of a strictly well-formed path v3v4 . . . vk where k ≥ 4 is even. In both cases, vk−1vk is the specified
edge. All graphs in E with k ≤ 8 are depicted in Fig. 2, where e is the specified edge.
Each graphH in E is line-monopolar, but it does not have a line-monopolar partition (A, B)with A containing the specified
edge e.
Proposition 2.4. Let G be a line-polar bipartite graph which does not contain a cycle of length ≥ 6 or any graph in Fig. 1 as a
subgraph. Then G is line-monopolar. Moreover, for any edge e of G, G has a line-monopolar partition (A, B) with e ∈ A, unless it
contains a graph in E with e being the specified edge.
Due to a technical reason we postpone the proof of Proposition 2.4 in Section 5. Combining Propositions 2.3 and 2.4, we
obtain the following characterization of line-monopolar bipartite graphs.
Theorem 2.5. A bipartite graph is line-monopolar if and only if it is line-polar and does not contain any graph in Fig. 1 as a
subgraph. 
Another consequence of Proposition 2.4 is the following characterization of disconnected minimal obstructions.
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Fig. 2. Some of the graphs in E .
Proposition 2.6. Let F be a minimal obstruction. If F is not connected, then F is a disjoint union of a graph in Fig. 1 and a P4.
Proof. Let S1, S2, . . . , Sr be the components of F . Since F is not connected, r ≥ 2. The minimality of F implies Si is line-polar
for each i = 1, 2, . . . , r . Since F is not line-polar, there exist two components, say S1, S2, such that S1 is not line-monopolar
and S2 contains a P4. By Proposition 2.4, S1 contains a graph in Fig. 1 as a subgraph. The minimality of F now implies that
r = 2, S1 is a graph in Fig. 1 and S2 is the P4. 
Wemake some more observations on well-formed trails which are useful in the rest of the paper.
Proposition 2.7. Suppose that (A, B) is a line-monopolar partition of G and that Q : v1v2 . . . vk is a well-formed trail in G. If A
contains v2v3, then A contains all even edges of Q .
Proof. Suppose to the contrary thatA does not contain all even edges ofQ . Let i be the least even number such that vivi+1 6∈ A
(i.e., vivi+1 ∈ B). Since v2v3 ∈ A, i ≥ 4. The choice of i implies that vi−2vi−1 ∈ A. Since A is a matching, it contains at most
one edge incident with any vertex. In particular, vi−1vi is not in A and hence in B. Thus B contains path vi−1vivi+1. But B does
not contain a P4, which implies d(vi−1) = 2 and d(vi+1) ≤ 2. This contradicts the assumption that Q is well-formed. 
Proposition 2.8. Let P : v1v2 . . . vk (k ≥ 7) be a well-formed induced path in G. Suppose that either there are two vertices
v′2, v
′
3 6∈ V (P) adjacent respectively to v2, v3 where v′3 is not adjacent to v5, or there is a vertex v′0 6∈ V (P) adjacent to both v1
and v3. Then every line-polar partition (A, B) of G is line-monopolar and moreover A contains vivi+1 for all even i ≥ 4.
Proof. Suppose that A is not a matching in G. In view of Proposition 2.1, A is either a star (with at least two edges), or a P4,
or a C4. Since P is well-formed, either d(v5) ≥ 3 or d(v7) ≥ 3. Let Q1 be a P4 consisting of v5v6, v6v7 and an edge incident
with either v5 or with v7 but not in P . Let Q2 be either v1v2v3v′3 or v1v2v3v
′
0, depending on the assumption. Clearly Q1 and
Q2 are edge disjoint. Since B contains no P4, A contains at least one edge, say e, in Q1 and at least one edge, say f , in Q2. If A











0v7. In any case, we see that B contains either v4v5v6v7
or v′0v1v2v3, a contradiction. Hence v3v4 is in B. Again, since B contains no P4, A must contain at least one of v1v2, v2v3,
at least one of v2v3, v4v5, and at least one of v4v5, v5v6. But this is impossible. Therefore, A is a matching, i.e., (A, B) is a
line-monopolar partition of G.
If there are two vertices v′2, v
′
3 adjacent respectively to v2, v3, then A contains v2v3 according to Proposition 2.2. Hence,
by Proposition 2.7, A contains all even edges of P . If there is a v′0 adjacent to both v1 and v3, then A contains a pair of non-
adjacent edges in the four-cycle v′0v1v2v3v
′
0. Either v2v3 or v
′
0v3 is in A. When v2v3 ∈ A, A contains all even edges of P as
above. When v′0v3 ∈ A, v′0v3 is an even edge in v1v′0v3v4 . . . vk which is well-formed. Again, by Proposition 2.7, A contains
vivi+1 for all even i ≥ 4. 
Proposition 2.9. Let Q : u1u2 . . . uk be a trail in G. Suppose that d(u1) ≥ 3 and Q does not contain consecutive vertices of
degree≥ 3. If Q is not well-formed, then there exists an odd j such that d(uj−1) = d(uj) = 2 and d(uj+2) ≤ 2.
Proof. Since Q is not well-formed, there exists an odd j such that d(uj) ≤ 2 and d(uj+2) ≤ 2. Assume that j is chosen to be
as small as possible. Since d(u1) ≥ 3, j ≥ 3. The minimality of j implies that d(uj−2) ≥ 3. Since there are no consecutive
vertices of degree≥ 3, d(uj−1) = 2. Clearly, d(uj) ≥ 2. Therefore, we have d(uj−1) = d(uj) = 2 and d(uj+2) ≤ 2. 
Proposition 2.10. Let P : u1u2 . . . uk be an induced path in G. Suppose that d(uj−1) = d(uj) = 2 and d(uj+2) ≤ 2 for some
j ≥ 3. If G− {uj−1uj} has a line-monopolar partition (A, B) such that uj−2uj−1 6∈ A, then G is line-monopolar.
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Fig. 3. The graphs in F3 .
Proof. If A does not contain ujuj+1, then a line-monopolar partition (A′, B′) of G can be obtained by letting A′ = A∪{uj−1uj}.
On the other hand, if A contains ujuj+1, then a line-monopolar partition (A′′, B′′) of G can be obtained by letting A′′ =
(A− {ujuj+1}) ∪ {uj−1uj} or A′′ = (A− {ujuj+1}) ∪ {uj−1uj, uj+1uj+2}, depending on whether or not A contains uj+2uj+3. 
Proposition 2.11. Let P : u1u2 . . . uk be an induced path in G such that d(u1) ∈ {3, 4}. If P is well-formed in G, then P is strictly
well-formed in a subgraph of G.
Proof. We apply the following procedure recursively: For each even i, delete all edges incident with ui but not in P . So in the
resulting graph d(ui) = 2 for each even i. If d(ui), d(ui+2), d(ui+4) ≥ 3 for some odd i, then delete all edges but one incident
with ui and not in P , delete all edges incident with ui+2 and not in P , and delete all edges but one incident with ui+4 and not
in P . So in the resulting graph d(ui) = 3, d(ui+2) = 2, and d(ui+4) = 3. Since P is an induced path, deleting an edge incident
with ui and not in P does not change the degree of uj for all j 6= i. It is easy to see that when the procedure is complete we
obtain a subgraph of G in which P is strictly well-formed. 
3. Forests
In this section, we focus on forests and characterize all line-polar forests.
Let F3 consist of the seven graphs in Fig. 3.
Lemma 3.1. No graph in F3 is line-polar.
Proof. By Proposition 2.6, Fig. 3(i) is not line-polar. As the proofs for the remaining graphs are similar, we only show that
Fig. 3(ii) is not line-polar. Suppose to the contrary that Fig. 3(ii) has a line-polar partition (A, B). Since Fig. 3(ii) contains a
pi+, it is not line-monopolar by Proposition 2.3. Thus, by Proposition 2.1, A is either a star or a P4. Since B contains no P4, A
must contain an edge from each P4 in the graph. Among the four edges incident with v6, at least three are in A as any two
of them are in a P4. So A is a star centered at v6. Therefore A does not contain any edge in the P4 : v1v2v3v10, which means
that B contains a P4, a contradiction. 
We next define a family of trees, denoted by F4. Each graph in F4 is a caterpillar, consisting of a path P : v1v2 . . . vk
where k ≥ 7 is odd and leaves adjacent to some vertices in the path. There are two leaves v′2, v′3 adjacent to v2, v3
respectively (and so v1, v2, v3, v4, v′2, v
′




k−1 adjacent to vk−2, vk−1 respectively
(and so vk−3, vk−2, vk−1, vk, v′k−2, v
′
k−1 also induce a pi ). The subpath v3v4 . . . vk−2 is a strictly well-formed path. (Note that
vk−3vk−4 . . . v3 is also a strictly well-formed path.) There are no other vertices or edges. All such graphs with k ≤ 13 are
depicted in Fig. 4.
Lemma 3.2. No graph in F4 is line-polar.
Proof. Let H be a graph inF4 as defined above. Suppose that (A, B) is a line-polar partition of H . Observe that P : v1v2 . . . vk
is well-formed in H and satisfies the conditions described in Proposition 2.8. Hence A is a matching which contains all even
edges in P . In particular, vk−1vk is in A. On the other hand, vk−3, vk−2, vk−1, vk, v′k−2, v
′
k−1 induce a pi whose center edge
J. Huang, B. Xu / Discrete Applied Mathematics 158 (2010) 666–680 671
Fig. 4. Some of the graphs in F4 .
vk−2vk−1 must be in A, according to Proposition 2.2. Thus A contains adjacent edges vk−2vk−1 and vk−1vk, contradicting that
A is a matching. 
Theorem 3.3. Let G be a forest. If G does not contain any graph in F3 ∪ F4, then G is line-polar.
Proof. Let T1, T2, . . . , Tr be the components of G. Suppose first that G contains a pi+ and without loss of generality assume
that api+ is contained in T1. Since G does not contain Fig. 3(i) as a subgraph, each Ti (i ≥ 2) is a star. It suffices to show that T1
is line-polar. Let v1, v2, v3, v4, v5, v6, v7, v8 be the vertices of a pi+ contained in T1 where v1v2v3v4v5 is a path and v6, v7, v8
are adjacent to v2, v3, v4 respectively. Assume that this pi+ is chosen so that a path containing either of v1, v5, v6, v8 in
T1 − {v2, v4} is as long as possible. By symmetry we may assume that a longest such path contains v1 and the length of the
path is `.
Consider first the case when ` = 0. Let v3u1u2 . . . us be a longest path that begins at v3 and does not contain either v2 or
v4. We may assume u1 = v7. For each i ≥ 2, ui is not in the pi+. Since G does not contain Fig. 3(i), s ≤ 4. Suppose that s ≤ 3.
Let A consist of all edges incident with v3 and B = E(T1) − A. We claim that (A, B) is a line-polar partition of T1. Note first
that each component of T1 − A which contains some vertex of the pi+ must contain v2, v4 or v7. The choice of the pi+ and
the assumption ` = 0 ensure that the components of T1 − A containing v2 and v4 are stars. They also ensure that d(v7) = 2
when s = 3. Thus the component of T1 − A containing v7 is a star centered either at v7 or at u2. Finally, the choice of the
pi+ and the assumption that G does not contain Fig. 3(i) ensure that all components of T1 − A not containing any vertex of
the pi+ are stars. Hence (A, B) is a line-polar partition of T1. Suppose that s = 4. We show that a line-polar partition (A, B)
of T1 may be defined by letting A = {v2v3, v3u1, u1u2}. Indeed, each component of T1 − A contains one of v2, v3, u1, u2. The
choice of the pi+ and the assumption ` = 0 ensure that the components of T1−A containing v2 and u1 respectively are stars.
Together with the assumption that G does not contain Fig. 3(i), they also ensure that the components of T1 − A containing
v3 and u2 respectively are stars.
Consider now the case ` ≥ 1. Let A = {v1v2, v2v3, v3v4} when d(v3) ≥ 4 and otherwise A = {v1v2, v2v3, v3v7}. Then
each component of T1−A contains one of v1, v2, v4, v7. SinceG does not contain Fig. 3(vi) or (vii), the components containing
v1 and v4 respectively are stars. Since G does not contain Fig. 3(ii) or (v), the component involving v2 is a star. Finally, since
G does not contain Fig. 3(iii) or (iv), the component involving v7 is a star.
Suppose that G does not contain a pi+. We prove by induction on the number of vertices that G is in fact line-monopolar.
Thus wemay assume that G is connected as otherwise we deal with each component of G. Clearly, G is line-monopolar when
it has only one vertex. So assume that G has at least two vertices and that it is true for all trees with fewer vertices than G.
Suppose that G does not contain a pi . Let x be a vertex with the maximum degree and let y1, y2, . . . , ys be the neighbours
of x. It follows from the assumption and the choice of x that d(yi) ≤ 2 for each i. Since G does not contain any graph in
Fig. 1 or in E , by Proposition 2.4 and the inductive hypothesis, the component of G − x containing yi has line-monopolar
partition (Ai, Bi) such that Ai contains the edge incident with yi for each i. With A = ∪si=1 Ai and B = E(G) − A, (A, B) is a
line-monopolar partition of G.
Suppose that G contains a pi . Let xy be the center edge of a pi and let z1, z2, . . . , zt be the neighbours of x or of y not
including x or y. Denote by Sj the component of G − {x, y} containing zj. Since there is no pi+ in G, zj is of degree at most
two in G and hence at most one in Sj. Since G does not contain any graph in F4 as a subgraph, Sj does not contain any graph
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Fig. 5. The graphs in F5 .
in E with specified edge being the one incident with zj. By Proposition 2.4 and the inductive hypothesis, Sj admits a line-
monopolar partition (Aj, Bj) such that Aj contains the edge incident with zj. Let A = ∪tj=1 Aj ∪ {xy} and B = E(G)− A. Then
(A, B) is a line-monopolar partition of G. 
Corollary 3.4. Let G be a forest. Then G is line-polar if and only if G does not contain any graph in F3 ∪ F4 as a subgraph. 
4. Bipartite graphs with cycles
In this section, we consider bipartite graphs which contain cycles and identify all minimal obstructions among them.We
shall look at unicyclic graphs first, followed by graphs with at least two cycles. As we shall see, every minimal obstruction
contains at most three cycles.
Let F5 denote the thirteen graphs listed in Fig. 5.
Lemma 4.1. No graph in F5 is line-polar.
Proof. Each graph in F5 has a unique cycle; it is a C4. If (A, B) is a line-polar partition of a graph in F5, then Amust contain
at least two edges in the C4. But it is impossible to select such an A so that B is a disjoint union of stars in the graph. 
Next we define an infinite family, denoted by F6, of unicyclic graphs. Each graph consists of a C4, v0v1v2v3v0, and a
caterpillar attached to the C4. The caterpillar has a path v3v4 . . . vk where k ≥ 7 is odd, and two leaves v′k−2 and v′k−1
adjacent to vk−2 and vk−1 respectively, and the subpath v3v4 . . . vk−2 is strictly well-formed. The graph has no other vertices
or edges. Fig. 6 lists all such graphs for k ≤ 11.
Lemma 4.2. No graph in F6 is line-polar.
Proof. Let H be a graph in F6 as defined above. Suppose that (A, B) is a line-polar partition of H . Note that v1v2 . . . vk is a
well-formed path in H that satisfies the conditions of Proposition 2.8. Hence A induces a matching in G and contains all even
edges of the path, and in particular, the edge vk−1vk. On the other hand, vk−3, vk−2, vk−1, vk, v′k−2, v
′
k−1 induce a pi whose
center edge vk−2vk−1 is contained in A by Proposition 2.2. This is a contradiction as vk−2vk−1 and vk−1vk are adjacent edges
in G. 
Lemma 4.3. Suppose that F is a minimal obstruction. If F has a unique cycle that is a C4, then F ∈ F5 ∪ F6.
Proof. If F is disconnected, then, by Proposition 2.6, F is either Fig. 5(xii) or (xiii). So assume that F is connected.
Let u1u2u3u4u1 be the C4 contained in F . For i = 1, 2, 3, 4, let libe the length of a longest path which contains ui in
F − {u1u2, u2u3, u3u4, u4u1} and let vi be the vertex next to ui in such a path when li ≥ 1. Suppose that li ≥ 1 for each
i = 1, 2, 3, 4. Since F does not contain Fig. 5(i), (iv) or (v) as a proper subgraph, li ≤ 2 and when li = 2, d(ui) = 3 for each
i. With A = {u1u2, u2u3, u3u4, u4u1} and B = E(F) − A, we see that (A, B) is a line-polar partition of F . This contradicts the
assumption that F is not line-polar. So li = 0 for some i and without loss of generality assume l4 = 0.
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Suppose that li ≥ 1 for each i = 1, 2, 3. If either l1 ≥ 3 or l3 ≥ 3, then F is Fig. 5(i). If l2 ≥ 4, then F is Fig. 5(iii). So
assume l1 ≤ 2, l3 ≤ 2 and l2 ≤ 3. If li ≥ 2 and d(ui) ≥ 4 for any i = 1, 2, 3, then F is either Fig. 5(iv) or (v). Hence we may
further assume that d(ui) = 3 when li ≥ 2 for each i = 1, 2, 3. If l2 ≤ 2, then a line-polar partition (A, B) of F can be defined
by letting A = {u1u2, u2u3, u3u4, u4u1}, a contradiction. Thus l2 = 3. If l1 = 1, then a line-polar partition (A, B) of F can be
defined by letting A = {u2v2, u2u3, u3u4}. Similarly, if l3 = 1, then a line-polar partition (A, B) of F can be defined by letting
A = {u1u4, u1u2, u2v2}. Both contradict the assumption that F is not line-polar. So l1 = l3 = 2 = l2 − 1 and F is Fig. 5(ii).
Suppose that at least one of l1, l2, l3 is equal to 0.Without loss of generality assume l1 ≥ 1 and thus either l2 = 0 or l3 = 0
(or both). Let F1, F2, . . . , Fs be the components of F −{u1, u2, u3, u4}. Note that each Fj contains a unique vertex, xj, adjacent
to one of u1, u2, u3. Suppose that the degree of xj is atmost two in F (and thus atmost one in Fj) for each j. Since F is aminimal
obstruction, F does not contain any graph in F3 ∪ F6 as a proper subgraph. It follows that Fj does not contain any graph in
Fig. 1 as a subgraph for each j. Suppose that Fj does not contain any graph in E with specified edge being the one incident
with xj for each j. By Proposition 2.4 each Fj has a line-monopolar partition (Aj, Bj) such that Aj contains the edge incident
with xj (if there is one) in Fj. Then a line-polar partition (A, B) of F can be defined by letting A = (∪sj=1 Aj) ∪ {u1u2, u3u4}.
This contradicts the assumption that F is not line-polar. Hence some Fj contains a graph in E with the specified edge being
the edge incident with xj and F is a graph in F6. So suppose that some xj is of degree at least three in F and without loss of
generality assume that u1 is one of the neighbours of this xj. Since F does not contain Fig. 5(xi) as a proper subgraph, we
must have l1 = 2.
We consider first the case when l2 ≥ 1 and l3 = 0. If d(u1) ≥ 4, then F is Fig. 5(vii). Note that F does not contain
Fig. 5(xiii) as a proper subgraph. So if d(u2) = 3, then a line-polar partition (A, B) of F may be defined by letting
A = {u1u4, u1u2, u2v2}, a contradiction. Thus d(u2) ≥ 4. If l2 ≤ 1, then a line-polar partition (A, B) of F may be defined
by letting A = {u1u4, u1u2, u2u3, u3u4}, a contradiction. Therefore l2 ≥ 2 and F is Fig. 5(vi).
Assume now that l2 = 0 and l3 ≥ 1. If l3 = 1, then a line-polar partition (A, B) of F may be defined by letting A consist of
all edges incident with u1, a contradiction. So l3 ≥ 2. If l3 ≥ 3, then F is Fig. 5(viii). So l3 = 2. If d(u1) = d(u3) = 3, then a
line-polar partition (A, B) of F may be defined by letting A = {u1u2, u2u3, u3u4, u4u1}. Hence either d(u1) ≥ 4 or d(u3) ≥ 4
and F is either Fig. 5(x) or (ix).
Finally, assume that l2 = l3 = 0. Since F does not contain Fig. 5(xiii) as a proper subgraph, l1 ≤ 3. If l1 = 3 and d(v1) = 2
or l1 = 2, then a line-polar partition (A, B) of F may be defined by letting A consist all edges incident with u1, a contradiction.
So l1 ≥ 3 and d(v1) ≥ 3 and in this case F is Fig. 5(xi). 
We now introduce another family, denoted byF7, of unicyclic graphs. A graph inF7 is either one of Fig. 7(i)–(iii) or made
of a caterpillar attached to the cycle of the graph. The caterpillar has a path v1v2 . . . va and the cycle is vava+1 . . . va+bva
where a ≥ 3 and b ≥ 5 are both odd. The degree of v2 and v3 are three and the path v3v4 . . . vava+1 . . . va+b is strictly
well-formed.
Lemma 4.4. No graph in F7 is line-polar.
Proof. Let H be a graph in F7. Suppose that (A, B) is a line-polar partition of H . Since H contains an induced cycle of length
≥ 6, A is a matching in H . Thus, by Proposition 2.3, H cannot be Fig. 7(i) or (ii) as both contain a pi+. If H is Fig. 7(iii), then
A contains the two center edges of the two pi ’s. Since each of the remaining edges is adjacent to one of the two center
edges, B contains all the remaining edges. But the remaining edges induce a subgraph containing a P4, a contradiction. So
H cannot be any of Fig. 7(i)–(iii). From the definition above, H contains the well-formed path P : v1v2 . . . vava+1 . . . va+b,
which satisfies the conditions of Proposition 2.8. Hence A is a matching and contains all even edges of P . In particular, A
contains va−1va and va+b−2va+b−1. Thus A cannot contain any of va+b−1va+b, va+bva, vava+1, which means that B contains a
P4, a contradiction. 
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Lemma 4.5. Let F be a connected minimal obstruction. Suppose that F is not one of Fig. 7(i), (ii) or (iii) but contains an induced
cycle C of length ≥ 6 with the property that each vertex not in C is adjacent to at most one vertex in C. Then no edge of C is the
center edge of a pi .
Proof. Let C = u1u2 . . . uau1 where a ≥ 6. First we show that C does not contain three consecutive vertices of degree≥ 3.
Suppose that this is not the case. By relabeling the vertices of C if necessary, assume that u1, u2, u3 are of degree≥ 3. Since
C is an induced cycle, for each i = 1, 2, 3, ui has a neighbour u′i not in C . The vertices u′1, u′2, u′3 are distinct because each
vertex not in C is adjacent to at most one vertex in C . Then F is Fig. 7(i) when a = 6, and contains Fig. 3(vi) as a proper
subgraph when a ≥ 8. Both contradict our assumption.
Suppose that some edge in C is the center edge of a pi . Without loss of generality that u2u3 is such an edge. Let u′2, u
′
3,
adjacent to u2, u3 respectively, form a pi with u1u2u3u4. As above, u′2 and u
′
3 are not in C . Suppose that there is another edge
in C which is also the center edge of a pi . Choose such an edge ukuk+1 so that k > 2 is as small as possible. Since C contains
no three consecutive vertices of degree≥ 3 and F is not Fig. 7(iii), 5 ≤ k ≤ a−1 and a ≥ 8. Denote by u′k, u′k+1 neighbours of






k+1 are all distinct.
If k = 5 or k = a−1, then F contains Fig. 4(i) as a proper subgraph, a contradiction. If k = 6, then theminimality of F ensures
that F − {u4u5} has a polar partition (A, B). It is easy to see that A has to be a matching in F and thus contains both u2u3 and
u6u7 by Proposition 2.2. Thus a line-polar partition (A′, B′) of F may be defined by letting A′ = A ∪ {u4u5}. This contradicts
the assumption that F is not line-polar. A similar argument applies when k = a− 2. So 7 ≤ k ≤ a− 3. Since C is an induced
cycle, P : u3u4 . . . uk is an induced path in F . If P is not well-formed, then, by Propositions 2.9 and 2.10, F is line-polar, which
is a contradiction. So P is well-formed and hence strictly well-formed in a subgraph of F by Proposition 2.11. This means
that F contains a graph in F4 as a proper subgraph, which is a contradiction. So u2u3 is the only center edge of any pi .
If d(ua−1) = 2, then the path u3u4 . . . uau1u2 is not well-formed. On the other hand, if d(ua−1) ≥ 3, then d(ua−2) =
d(ua) = 2 as u2u3 is the only center edge of any pi . Thus u2u1uaua−1 . . . u3 is not well-formed. Assume that u3u4 . . . uau1u2
is not well-formed. (A similar discussion applies when u2u1uaua−1 . . . u3 is not well-formed.) If a ≥ 8, then it follows from
Propositions 2.9 and 2.10 that F is line-polar, a contradiction. So assume a = 6. We have d(u1) = d(u4) = d(u5) = 2. Since
F does not contain api+, each neighbour of u2 (resp. u3) not in C is of degree≤ 2. Since F cannot contain any graph in Fig. 4(i)
as a proper subgraph, each neighbour of u6 not in C is of degree≤ 2. It is now easy to see that F does not contain any graph
in Fig. 1 as a subgraph. Hence F − {u4u5} has a line-monopolar partition (A, B) such that A does not contain u3u4. Again by
Propositions 2.9 and 2.10, F is line-polar, a contradiction. 
Lemma 4.6. Let F be a connected minimal obstruction which contains a pi . Suppose that F contains a cycle of length≥ 6 but no
two cycles share two or more vertices. Then F is unicyclic and in fact one of the graphs in F7.
Proof. First we show that F does not contain a pi+. Let C = u1u2 . . . uau1 be any cycle of length≥ 6 in F . Since no two cycles
share two or more vertices, C is an induced cycle and each vertex not in C is adjacent to at most one vertex in C . Suppose
to the contrary that F contains a pi+. Let v1, v2, . . . , v8 be the vertices in a pi+ where v1v2 . . . v5 is a path and v6, v7, v8
are adjacent to v2, v3, v4 respectively. If v3 is not in C , then F contains as a proper subgraph either Fig. 3(i), (vi) or (vii), a
contradiction to the minimality of F . So v3 is in C . By Lemma 4.5, neither v2 nor v4 is in C and we see that F contains Fig. 3(i)
as a proper subgraph, a contradiction.
Choose a cycle and a pi such that the distance between them is the minimum. Let the chosen pi consist of path v1v2v3v4
and two vertices v′2, v
′
3 adjacent to v2, v3 respectively and let the chosen cycle be vava+1 . . . va+bva. Assume that the path
v3 . . . va is the shortest path between them. Suppose that the cycle is a C4, i.e., b = 4. Consider the path P ′ : v3 . . . va. If P ′
is well-formed, then F contains a graph of F6 as a proper subgraph. On the other hand, if P ′ is not well-formed, then F is
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line-polar according to Propositions 2.9 and 2.10. Both contradict the assumption that F is a minimal obstruction. So b ≥ 6.
Consider now the path P ′′ : v3 . . . vava+1 . . . va+b. Again by Propositions 2.9–2.11 and the assumption that F is a minimal
obstruction, P ′′ must be strictly well-formed. Therefore F is a graph in F7. 
Lemma 4.7. Suppose that F is a minimal obstruction. If F is unicyclic and the cycle C in F is of length≥ 6, then F is in F7.
Proof. By Proposition 2.6 and the assumption that F contains a cycle of length≥ 6, F is connected. Suppose that F does not
contain a pi . Let w be a vertex in C of degree ≥ 3. Such a vertex must exist, as otherwise F is the cycle C which is clearly
line-polar, a contradiction. Let z1, z2, . . . , zs be the neighbours of w where z1 and z2 are in C . Consider F − w which is a
forest. Let Sj be the component of F − w containing zj for j = 1, 2, . . . , s. All the components are distinct, except S1 = S2.
By the minimality of F , each Sj is line-polar. Since F does not contain a pi , Sj does not contain pi (and hence no pi+) and
has zj as a vertex of degree one. By Proposition 2.4, Sj has a line-monopolar partition (Aj, Bj) such that Aj contains the edge
incident with zj. If A2 also contains the edge incident with z1 in S1 = S2, let A = ∪sj=2 Aj and B = E(F) − A; otherwise let
A = ∪sj=2 Aj ∪ {wz1} and B = E(F)− A. Then (A, B) is a line-polar partition of F , a contradiction. Therefore F must contain a
pi and by Lemma 4.6 it is in F7. 
We next shift our attention to bipartite graphs containing two or more cycles. Let F8 be the family of bipartite graphs
defined as follows. Each graph inF8 has exactly two vertex disjoint cycles u1u2 . . . uau1 and v1v2 . . . vbv1 connected by a path
w1w2 . . . wc where u1 = w1,wc = v1, and c ≥ 3 is odd. The trail u1u2 . . . uaw1w2 . . . wcv2v3 . . . vbv1 is strictly well-formed.
Fig. 8 depicts some graphs in F8.
Lemma 4.8. No graph in F8 is line-polar.
Proof. Let H be a graph in F8 as defined above. Suppose that (A, B) is a line-polar partition of H . Consider the path
P : u3u2u1w2w3 . . . wc−1v1v2v3. If a = b = 4, then P is well-formed and satisfies the assumptions in Proposition 2.8.
Hence A is a matching and contains all even edges in the path and in particular, wc−1v1 ∈ A. Since A is a matching, A does
not contain any of v1v2 and v1v4 and does not contain both of v2v3 and v3v4. Hence B contains both v1v2, v1v4 and at least
one of v2v3, v3v4, which induce a P4, a contradiction. So either a ≥ 6 or b ≥ 6 and hence Amust be a matching.
Suppose thatw2w3 ∈ A. The trail Q1 : w1w2 . . . wc−1v1v2 . . . vbv1 is well-formed. By Proposition 2.7, A contains all even
edges ofQ1. Since bothwc−1v1 and vbv1 are even edges ofQ1,A contains both. But this contradicts the fact thatA is amatching.
Suppose now that w2w3 6∈ A. We claim that w1w2 ∈ A. Indeed, if w1w2 6∈ A, then w1w2, w2w3 and one of uau1, u1u2 are
contained in B inducing a P4. The trail Q2 : w3w2w1u2u3 . . . ua is well-formed. By Proposition 2.7, A contains all even edges
of Q2 and in particular, uaw1 ∈ A. Thus A contains both uaw1 andw1w2, a contradiction to that A is a matching. 
LetF9 be defined as follows. Each graph inF9 is either one of Fig. 9(i) and (ii), or contains exactly two cycles u1u2 . . . ua and
v1v2 . . . vb, where u1 = v1 is the only vertex shared by the two cycles, such that b ≥ 6 and both u1u2 . . . ua and v1v2 . . . vb
are strictly well-formed.
Lemma 4.9. No graph in F9 is line-polar.
Proof. It is easy to see that neither Fig. 9(i) nor (ii) is line-polar. So letH be a graph ofF9 which is not Fig. 9(i) or (ii). Suppose
that (A, B) is a line-polar partition of H . Since H contains an induced cycle of length≥ 6, A is a matching in H . Observe that
Q1 : v1v2v3 . . . vbu1u2 . . . uau1 is a well-formed trail in H . If A contains v2v3, then, by Proposition 2.7, A contains all even
edges of Q1. In particular, A contains both u1u2 and uau1, a contradiction to the fact that A is a matching. Suppose v2v3 6∈ A.
Then A contains at most one of u1u2, u1ua, v1v2 and thus must contain v1v2. Since Q2 : v3v2v1u2u3 . . . uav1 is also a well-
formed trail, by Proposition 2.7, A contains all even edges of Q2 and in particular, uav1 ∈ A. Hence A contains both v1v2 and
uav1, a contradiction. 
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Lemma 4.10. Let F be a connected minimal obstruction. Suppose that F contains at least two cycles and any two cycles share at
most one vertex. Then F does not contain a pi .
Proof. Suppose to the contrary that F contains a pi . It follows from Lemma 4.6 that no cycle in F is of length ≥ 6. Let
C ′ = u1u2u3u4u1 and C ′′ = v1v2v3v4v1 be two cycles at the minimum distance. Assume without loss of generality that
P : w1w2 . . . wc is a shortest path connecting C ′ and C ′′ wherew1 = u1 andwc = v1.
When c = 1, d(u2) = d(u4) = d(v2) = d(v4) = 2 (or else F contains Fig. 5(xi) as a proper subgraph, a contradiction to
the minimality of F ). Since F is not line-polar, the graph obtained from F by deleting all edges incident with u1 must contain
a P4. Then F contains Fig. 9(i) or (ii) as a proper subgraph, a contradiction to the minimality of F . Similarly, when c = 2, F
contains Fig. 5(xi) as a proper subgraph. When c = 3 or 5, F contains a graph in F8 as a proper subgraph. Assume c = 4. If
d(w2) ≥ 3 or d(w3) ≥ 3, then F contains Fig. 5(xi) as a proper subgraph. If d(w2) = d(w3) = 2, then F − {w2w3} has a line-
polar partition (A, B) by the minimality of F . It is easy to see that A is a matching and hence A cannot contain bothw1w2 and
w3w4 by Proposition 2.4. Then a line-polar partition (A′, B′) of F can be obtained by letting A′ = A∪{w2w3}. This contradicts
the assumption that F is not line-polar. Finally, assume c ≥ 6. Since F does not contain Fig. 5(xi), d(w2) = d(wc−1) = 2. If P
contains consecutive vertices of degree≥ 3, then F contains as a proper subgraph a graph in F6, a contradiction. So P does
not contain consecutive vertices of degree≥ 3. It follows from Propositions 2.10, 2.9 and 2.11 that P is strictly well-formed
in a subgraph of F . This means that F contains a graph in F8 as a proper subgraph, a contradiction. 
Lemma 4.11. Let F be aminimal obstruction. If F contains at least two cycles in F but no two of them share a vertex, then F ∈ F8.
Proof. Since F contains two vertex disjoint cycles, F is not a disjoint union of a graph in Fig. 1 and a P4. So by Proposition 2.6,
F is connected.
Let C ′ : u1u2 . . . uau1 and C ′′ : v1v2 . . . vb be two cycles in G. Let P : w1w2 . . . wc where w1 = u1 and wc = v1 be
the shortest path connecting the two cycles. Consider the trail Q : u1u2 . . . u1w1w2 . . . wcv2v3 . . . vbv1. By Lemma 4.10, F
does not contain a pi . It follows from Propositions 2.10, 2.9 and 2.11 and the assumption that F is not line-polar, Q is strictly
well-formed in a subgraph of F . Thus F contains a graph inF8 as a subgraph. The minimality of F implies that F is inF8. 
Lemma 4.12. Let F be a minimal obstruction. If F contains two cycles sharing a vertex but no two cycles share more than one
vertex, then F ∈ F9.
Proof. If F is disconnected, then F is a disjoint union of a graph in Fig. 1 and a P4 by Proposition 2.6. The only graph in Fig. 1
that have two cycles have exactly one vertex in common is Fig. 1(iv) and hence F is Fig. 9(i). So assume that F is connected.
Letu1u2 . . . uau1 andv1v2 . . . vbv1 be two cycleswhereu1 = v1 is the only vertex sharedby them. Suppose that a = b = 4.
If F is not Fig. 9(ii), then each neighbour of u3 (resp. v3) other than u2, u4 (resp. v2, v4) is of degree 1. Since F does not contain
Fig. 5(xi) as a proper subgraph, d(u2) = d(u4) = d(v2) = d(v4) = 2. Since F does not contain Fig. 9(i) as a proper subgraph,
no path of length ≥ 4 leading out from u1. Thus a line-polar partition of F can be defined by letting A consists of all edges
incident with u1, a contradiction. Hence F is Fig. 9(ii).
Suppose that b ≥ 6. By Lemma 4.10, F contains no pi . Consider u1u2 . . . ua and v1v2v3 . . . vb. It follows from
Propositions 2.9, 2.10 and 2.11 and the assumption that F is not line-polar, the two paths are both strictly well-formed
in a subgraph of F . Thus F contains a graph in F9 as a subgraph. The minimality ensures that F is in F9. 
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Let F10 be the family of bipartite graphs defined as follows. Each graph in F10 is either one of Fig. 10(i)–(vii) or has three
paths u1u2 . . . ua, v1v2 . . . vb, andw1w2 . . . wc , where a, b ≥ 3 and c ≥ 5 are all odd, joining the two vertices u1 = v1 = w1
and ua = vb = wc forming the exactly three cycles in the graph. Each of the three paths is strictly well-formed. No other
vertices or edges are contained in the graph. Fig. 10 depicts some of the graphs of F10.
Lemma 4.13. No graph in F10 is line-polar.
Proof. Let H be a graph in F10. It is routine to verify that none of Fig. 10(i)–(vii) is line-polar. So assume that H is not one of
Fig. 10(i)–(vii).
Suppose to the contrary that (A, B) is a line-polar partition of H . Since H contains an induced cycle of length ≥ 6
(e.g., v1v2 . . . vbwc−1wc−2 . . . w1), A is a matching. The trail Q1 : w1w2w3 . . . wcvc−1vc−2 . . . v1u2u3 . . . ua is well-formed.
If w2w3 ∈ A, then A contains all even edges of Q1 by Proposition 2.7. In particular, A contains wc−1wc and ua−1ua, a
contradiction to the fact that A is a matching. On the other hand, if A does not contain w2w3, then it contains w1w2 as
otherwise B contains a P4 (either u2w1w2w3 or v2w1w2w3), a contradiction. The trail Q2 : w3w2w1v2 . . . vbua−1ua−2 . . . u1
is well-formed. By Proposition 2.7, A contains all even edges ofQ2 and in particular, u2u1 ∈ A. Thus A contains adjacent edges
u2u1 andw1w2, a contradiction. 
Lemma 4.14. Let F be a minimal obstruction. Suppose that F contains at least three cycles. Then F ∈ F10.
Proof. If F is disconnected, then, by Proposition 2.6, F is Fig. 10(i). So assume that F is connected.
In view of Lemmas 4.11 and 4.12, F must contain two cycles in F sharing two or more vertices. It follows that some
two vertices are joined by three or more internally disjoint paths. Let P : u1u2 . . . ua, Q : v1v2 . . . vb, and R : w1w2 . . . wc
(a, b, c ≥ 2) be three internally disjoint paths joining u1 = v1 = w1 and ua = vb = wc . Choose such three paths so that
a + b + c is as small as possible. Denote by S the subgraph induced by V (P) ∪ V (Q ) ∪ V (R). The minimality of a + b + c
implies that E(S) = E(P)∪ E(Q )∪ E(R), i.e., S consists of exactly three (pairwise intersecting) cycles in F . Note also that the
parities of a, b, c are the same because F is bipartite.
Suppose that b = 2.We show that a = c = 4 and F is either Fig. 10(v), or (vi), or (vii). Clearly, a, c ≥ 4. Suppose that a = 4
and c ≥ 6. Since F does not contain Fig. 5(i) as a proper subgraph, d(u2) = d(u3) = 2. By the minimality of F , F −{u2u3} has
a line-polar partition (A, B). Since F contains an induced cycle of length ≥ 6, A is a matching. Since u1u4 is the center edge
of a pi , A contains u1u4 by Proposition 2.2. Thus a line-polar partition (A′, B′) of F can be defined by letting A′ = A∪ {u2u3}, a
contradiction. Suppose that a, c ≥ 6. Note that the two cycles u1u2 . . . uau1 andw1w2 . . . wcw1 are both induced. The choice
of a + b + c implies that no two vertices in any of the two cycles have a common neighbour not in the cycle. Consider the
cycle C : u1u2 . . . uau1. Since F does not contain Fig. 3(i) or (vi) as a proper subgraph, there cannot be three consecutive
vertices of degree ≥ 3 in C . Notice also that u1ua is the center edge of a pi . If C contains another edge which is the center
edge of api , then an earlier argument shows that either F contains a graph fromF4 as a proper subgraph or F has a line-polar
partition. Both contradict the hypothesis. Hence, we must have a = c = 4. When d(u2) = d(u3) = d(w2) = d(w3) = 2,
consider F −{u2u3}which has a line-polar partition (A, B) by theminimality of F . If A is a matching, then A contains a pair of
non-adjacent edges of the four-cyclew1w2w3w4w1. In this case, a line-polar partition (A′, B′) of F can be defined by letting
A′ = A∪ {u2u3}, a contradiction. It is easy to see that A cannot be a star. If A is a P4 or a C4, then a line-polar partition (A′, B′)
of F can be defined by letting A′ = {u2u3, w1w2, w3w4}, a contradiction. So at least one of u2, u3, w2, w3 has degree greater
than two. By symmetry we may assume that d(u2) ≥ 3. If d(u1) = d(u4) = 3 and d(w2) = 2, then either a line-polar
partition of F can be defined by letting A = {u3u4, u1u2, u1w2} or else F contains Fig. 5(xi) as a proper subgraph, which
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contradicts the assumption. Hence either d(u1) ≥ 4, or d(u4) ≥ 4, or d(w2) ≥ 3. If d(u1) ≥ 4, then F is Fig. 10(vi). Note that
if u4 and u2 have a common neighbour other than u1 and u3, then F contains Fig. 10(ii) as a proper subgraph, a contradiction
to the minimality of F . Thus if d(u4) ≥ 4 then F is Fig. 10(vii). Note also if w2 and u2 have a common neighbour other than
u1, then F contains Fig. 10(viii) as a proper subgraph, a contradiction. Thus if d(w2) ≥ 3 then F is Fig. 10(v).
Suppose next that a = b = c = 3. Let lu (resp. lv, lw) be the length of a longest path in F − {u1, u3} starting at u2
(resp. v2, w2). Let lt (resp. ls) be the length of a longest path in F − {u2, v2, w2} starting at u1 (resp. u3). Suppose that
one of lu, lv, lw is at least one. If one of lt , ls is at least one, then F is Fig. 10(ii). So assume lt = ls = 0. Since F does not
contain Fig. 5(ii) as a proper subgraph, one of lu, lv, lw (say lu) is at most one. We claim that either lv or lw is at least three,
in which case F is Fig. 10(iii). Indeed, if lv ≤ 2 and lw ≤ 2, then a line-polar partition (A, B) of F can be defined by letting
A = {u1v2, v2u3, u3w2, w2u1}, a contradiction. Thus we may assume lu = lv = lw = 0. Since F does not contain Fig. 10(i) as
a proper subgraph, F − {u1, u2, u3, v2, w2} does not contain a path of length≥ 3. Since F is not line-polar, lt ≥ 2 and ls ≥ 2,
as otherwise a line-polar partition (A, B) of F can be defined by letting A consisting of all edges incident with u3 or u1. Hence
F is Fig. 10(iv).
Suppose that a = b = 3 and c ≥ 5. When c = 5, F is Fig. 10(viii). So assume c ≥ 7. We claim that no consecutive
vertices in R are of degree≥ 3. First, note that d(w2) = d(wc−1) = 2 as otherwise F contains Fig. 5(xi) as a proper subgraph,
a contradiction. Suppose that there are consecutive vertices of degree ≥ 3 in R. Let k be the smallest index such that both
wk and wk+1 are of degree ≥ 3. Then 3 ≤ k ≤ c − 3. If k = 3 or 5, then F contains Fig. 6(i) or (ii) as a proper subgraph, a
contradiction. If k = 4, then the minimality of F ensures that F − w2w3 has a line-monopolar partition (A, B). Note that A
must contain bothw1w2 andw3w4. Thus (A, B∪{w2w3}) is a line-polar partition of F , a contradiction. Hence k ≥ 5. Consider
the pathW : w1w2 . . . wk. EitherW is well-formed and F contains a graph inF6 as a proper subgraph by Proposition 2.11 or
W is not well-formed and F is line-polar by Propositions 2.9 and 2.10. Both contradict our assumption. Hence no consecutive
vertices in R are of degree ≥ 3. In view of Propositions 2.9–2.11, we conclude that R is strictly well-formed and that F is in
F10.
Suppose now that a, b, c ≥ 3 and at least two of a, b, c are greater than or equal to five.Without loss of generality assume
b, c ≥ 5. Let C and C ′ denote respectively the cycles induced by V (P) ∪ V (Q ) and V (P) ∪ V (R). Both C and C ′ satisfy the
assumption in Lemma 4.5 and hence no consecutive vertices in C or in C ′ are of degree ≥ 3. This implies in particular that
no consecutive vertices in any of P,Q , R are of degree ≥ 3. If one of P,Q , R is not well-formed, then by Propositions 2.9
and 2.10 F is line-polar, a contradiction. So P,Q , R are all well-formed and therefore F ∈ F10 by Proposition 2.11 and the
minimality of F . 
Theorem 4.15. A bipartite graph G is line-polar if and only if it does not contain any graph in ∪10i=3 Fi as a subgraph.
Proof. By Lemmas 3.1, 3.2, 4.1, 4.2, 4.4, 4.8, 4.9 and 4.13, no graph in ∪10i=3 Fi is line-polar. So if G contains any graph in
∪10i=3 Fi as a subgraph, then G is not line-polar. Conversely, if G is not line-polar, then G contains a minimal obstruction F .
Combining Theorem 3.3 and Lemmas 4.3, 4.7, 4.11, 4.12 and 4.14, we see that F ∈ ∪10i=3 Fi. 
5. One last proof
This section is reserved for the following:
Proof of Proposition 2.4. Weprove the two statements simultaneously by induction on the number of vertices ofG. Clearly,
the statements are truewhenG has one or two vertices. Assume thatG has at least three vertices and that the two statements
are true for all graphs with fewer vertices than G. If G is not connected, then the inductive hypothesis applied to the
components of G shows that the two statements are true for G. So assume that G is also connected.
Denote e = xy (see Proposition 2.4). Let S1, S2, . . . , Sr be the components of G − {x, y}. Consider first the case when
some of the components contain a neighbour of x as well as a neighbour of y. Relabeling the components if necessary we
may assume that S1, S2, . . . , Sa are the components which contain both neighbours of x and y. Suppose that S1 contains
at least two neighbours of x. Since G does not contain an induced cycle of length ≥ 6 or Fig. 1(v), there exists a path
w1w2w3w4 in S1 such that w1, w3 are neighbours of x and w4 is a neighbour of y. Since G does not contain Fig. 1(iii) or
(v), d(y) = d(w1) = d(w2) = d(w4) = 2. Let S ′1, S ′2, . . . , S ′s be the components of S1−w3. Since G does not contain Fig. 1(iii)
or (iv), each S ′i contains exactly one neighbour ofw3 whose degree is at most two in G. By the inductive hypothesis, each S
′
i
is line-monopolar and has a line-monopolar partition (A′i, B
′
i) such that A
′
i contains the edge e
′
i (if exists) incident with the
(only) neighbour of w3, or else it contains a graph in Fig. 2 with e′i being the specified edge. The graph together with the
C4 = xw1w2w3x form a graph in F6 ∪F8, a contradiction to the assumption that G is line-polar. Note that y is of degree two
and adjacent to x and w4 and so it has no neighbour in Si for i ≥ 2. Since G does not contain Fig. 1(iv) or (iii), each Si with
i ≥ 2 contains exactly one neighbour of x of degree at most two. The same argument (as for S ′i ) implies that each Si with
i ≥ 2 has a line-monopolar partition (Ai, Bi) such that Ai contains the edge (if exists) incident with the (only) neighbour of
x. Let A = (∪ri=2 Ai) ∪ (∪sj=1 A′j) ∪ {w1w2, xw3, yw4}. Then (A, B) is a line-monopolar partition of G. (Note that in this case G
contains a structure in Fig. 2 with e being specified.) So we may assume that each Si with 1 ≤ i ≤ a contains exactly one
neighbour of x and exactly one neighbour of y.
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For each i = 1, 2, . . . , a, let xi, yi be the neighbours of x, y respectively contained in Si. SinceGdoes not contain an induced
cycle of length≥ 6, xi and yi are adjacent. Each Si with i > a has a line-monopolar partition (Ai, Bi) such that Ai contains the
edge (if exists) incidentwith the neighbour of x or of y.When a ≥ 2, xi and yi are the only vertices in Si for each i = 1, 2, . . . , a
(otherwise G contains either a cycle of length ≥ 6 or Fig. 1(ii) as a proper subgraph, contradicting the assumption). A line-
monopolar partition (A, B) of G can be defined by letting A = (∪ri=a+1 Ai) ∪ {xy, x1y1, x2y2, . . . , xaya}. Suppose that a = 1.
If some component of S1 − {x1, y1} contains a neighbour of x1 and a neighbour of y1, then we apply the same argument as
above to show that G has a line-monopolar partition (A, B)where A contains xy. Otherwise each component of S1 − {x1, y1}
contains exactly one neighbours of x1 or of y1. In this case, each component of G−{x, y, x1, y1} has exactly one of neighbours
of x, y, x1, y1, and has a line-monopolar partition (A′, B′) such that A′ contains the edge incident with the neighbour. Adding
edges xy, x1y1 to the A set, we obtain a line-monopolar partition (A, B) of G. Hence we may assume that no component of
G− {x, y} contains both neighbours of x and of y.
Suppose that S1 contains two neighbours of x. Thus S1 must contain a path z1z2z3 where z1, z3 are neighbours of x. (Note
that G contains a graph in Fig. 2 with e being the specified edge.) Since G does not contain Fig. 1(ii), at least two of z1, z2, z3
are of degree two. So all components of S1 − {z1, z2, z3} (if there is any) contain neighbours of zi for a fixed i = 1, 2 or 3.
Moreover, since G does not contain Fig. 1(iii) or (iv), y is of degree at most two in G and each component of S1 − {z1, z2, z3}
contains exactly one neighbour of this zi. Hence each component ofG−{x, z1, z2, z3} contains exactly one of the neighbours of
x, y, z1, z2, z3. Let S ′1, S
′
2, . . . , S
′
s be the components. Then each S
′




i) such that A
′
i contains
the edge incident with the neighbour of x, y, z1, z2 or z3. Then a line-monopolar partition (A, B) of G can be defined by letting
A = (∪si=1 A′i)∪{xz1, z2z3}. So assume that Si contains exactly one neighbour of x or exactly one neighbour of y (but not both)
for each i = 1, 2, . . . , r .
Denote by ui the neighbour of x or of y in Si for each i = 1, 2, . . . , r . First consider the case when r = 1. Without loss
of generality assume u1 is a neighbour of x. If there is a C4 containing u1, then by the inductive hypothesis G − y has a
line-monopolar partition (A, B). It is easy to see that (A ∪ {xy}, B) is a line-monopolar partition of G. Suppose that there
is no C4 containing u1. Let x = v0, v1, . . . , vt be the neighbours of u1. When t = 0, G is the path u1xy and G has a line-
monopolar partition (A, B)with xy ∈ A. Suppose that t = 1. If G−{x, y} has a line-monopolar partition (A, B)with u1v1 ∈ A,
then (A ∪ {xy}, B ∪ {xu1}) is a line-monopolar partition of G. So assume that G − {x, y} does not have a line-monopolar
partition (A, B) with u1v1 ∈ A. By the inductive hypothesis, G − {x, y} contains as a subgraph a graph in Fig. 2 with u1v1
being the specified edge. Note that d(v1) = 2 or else G contains a graph in Fig. 2 as a subgraph with xy being the specified
edge, contradicting the assumption. Thus G− {x, y, u1} has a line-monopolar partition (A, B) such that A contains the edge
incident with v1. Hence (A∪{xy}, B∪{xu1, u1v1}) is a line-monopolar partition of G. Suppose that t ≥ 2. If d(vi) ≥ 3 for any
i = 1, 2, . . . t , then by the inductive hypothesis G− y has a line-monopolar partition (A, B). Observe that A contains u1vi as
it is the center edge of a pi . It is easy to see that (A∪{xy}, B) is a line-monopolar partition of G. So d(vi) ≤ 2 for all i. Let Di be
the subgraph of G−u1 containing vi. If Di has a line-monopolar partition (Ai, Bi) such that Ai contains the edge incident with
vi (if it exists) for each i, then G has a line-monopolar partition (A, B)with A = ∪ti=0 Ai. Otherwise, some Di does not have a
line-monopolar partition (Ai, Bi) such that Ai contains the edge incident with vi. But this can happen for at most one such
i as otherwise G contains a graph from F4 ∪ F6 ∪ F8 as a subgraph, a contradiction to the assumption that G is line-polar.
Without loss of generality, assume that D1 is the only one which does not have a line-monopolar partition (A1, B1) such that
A1 contains the edge incident with v1. Enlarge D1 to D′1 by including the edge u1v1. Then D
′
1 has a line-monopolar partition
(A1, B1) such that A1 contains u1v1. For each i 6= 1, Di has a line-monopolar partition (Ai, Bi) such that Ai contains the edge
incident with vi (if it exists). Hence a line-monopolar partition (A, B) of G can be defined by letting A = ∪ti=0 Ai.
It remains to consider the case when r ≥ 2. Without loss of generality assume that u1, . . . , uk are neighbours of x
contained in S1, . . . , Sk respectively and uk+1, . . . , ur are neighbours of y contained in Sk+1, . . . , Sr respectively. Suppose
that k = r . If d(ui) ≥ 3 for some i, then this i is unique with the property, as otherwise G contains Fig. 1(i), contradicting
the assumption. Assume without loss of generality that d(u1) ≥ 3 and d(ui) ≤ 2 for all i ≥ 2. By the inductive hypothesis,
G − y − ∪ri=2 Si has a line-monopolar partition (A1, B1) such that A1 contains xu1. For each i ≥ 2, Si has a line-monopolar
partition (Ai, Bi) such that Ai contains the edge incident with ui (if it exists). Hence a line-monopolar partition of G can be
defined by letting A = ∪ri=1 Ai. So assume that d(ui) ≤ 2 for each i = 1, 2, . . . , r . If each Si has a line-monopolar partition
(Ai, Bi) such that Ai contains the edge incident with ui (if it exists), then a line-monopolar partition (A, B) of G can be defined
by letting A = ∪ri=1 Ai. Otherwise there exists an i such that Si contains a graph in Fig. 2 as a subgraph with specified edge
being the one incident with ui. Observe that this i is unique, as otherwise G would contain as a subgraph a graph from
F4 ∪ F6 ∪ F8, which contradicts the assumption that G is line-polar. Again without loss of generality assume this unique
subscript i is equal to 1. By inductive hypothesis, G−y−∪ri=2 Si has a line-monopolar partition (A1, B1) such that A1 contains
xu1. For each i ≥ 2, Si has a line-monopolar partition (Ai, Bi) such that Ai contains the edge incident with ui (if it exists).
Hence a line-monopolar partition of G can be defined by letting A = ∪ri=1 Ai. A similar discussion applies when k = 0. So
we may assume that 1 ≤ k < r . If G − ∪ri=k+1 Si and G − ∪ki=1 Si have respectively line-monopolar partitions (A′, B′) and
(A′′, B′′) such that A′ contains xy and A′′ contains xy, then (A′ ∪ A′′, B′ ∪ B′′) is a line-monopolar partition of G. Otherwise
either G − ∪ri=k+1 Si or G − ∪ki=1 Si contains a graph in Fig. 2 with xy being the specified edge. Note that it cannot be both
as otherwise G would contain as a subgraph a graph from F4 ∪ F6 ∪ F8, a contradiction. By symmetry, assume that it is
G − ∪ri=k+1 Si. Then d(y) = 2. Let z be the other neighbour of y. Then (G − ∪ri=k+1 Si) ∪ z has a line-monopolar partition
(A′, B′) such that A′ contains yz, and G − ∪ki=1 Si − x has a line-monopolar partition (A′′, B′′) such that A′′ contains yz. It is
easy to see now that (A′ ∪ A′′, B′ ∪ B′′) is a line-monopolar partition of G. 
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