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Introduction générale
D’une manière générale, le problème d’observation et d’estimation des variables d’état d’un
système dynamique est un problème fondamental qui est rencontré dans beaucoup de domaines
en sciences physiques et de l’ingénieur. En Automatique, ce problème constitue une étape cruciale
pour la synthèse des méthodologies de commande et de diagnostic à base de modèles. En eﬀet,
l’aptitude à surveiller le comportement d’un processus et de ses unités fonctionnelles, et la mise
en place des stratégies d’accommodation et de reconﬁguration sont devenues des préoccupations
majeures dans la conception des systèmes réactifs.
Historiquement, les premiers observateurs dédiés à l’estimation de l’état des systèmes linéaires
ont été développés par Luenberger [72] dans un cadre déterministe et par Kalman dans un cadre
stochastique [59]. Depuis, leur essor a été considérable au sein de la communauté Automatique. Ils
ont fait l’objet de nombreuses études dans la littérature et ont été largement utilisés et répandus
dans beaucoup d’applications. Il est bien établi que le ﬁltre de Kalman fournit des estimations
optimales, au sens du minimum de variance, sous certaines hypothèses statistiques en termes de
distribution du bruit d’observation et du bruit d’état [60]. Plus récemment, des estimateurs dont le
principe de fonctionnement est proche de celui du ﬁltre de Kalman ont été également développés
dans un cadre H∞ ou H2 généralisé (voir par exemple [4]).
Le problème d’estimation d’état devient plus délicat lorsque l’on s’intéresse aux dynamiques
non linéaires où l’hypothèse de linéarité doit être abandonnée. Dans ce cas, une solution optimale
peut être établie dans un contexte Bayésien où certaines techniques de résolution globale ont été
établies [5]. Les méthodes globales sont lourdes à mettre en œuvre et les approches locales ont
été largement préférées pour des applications pratiques. La plus répandue est le ﬁltre de Kalman
étendu qui se base sur des linéarisations autour de points de fonctionnement et applique le même
mécanisme que le ﬁltre de Kalman linéaire. D’autres solutions locales sont basées sur le Filtre
de Kalman Non-Parfumé (Unscented Kalman Filter, [119]) ou encore le ﬁltrage de type « Divi-
ded Diﬀerence » [93]. Cependant, le fait d’utiliser une approximation qui transforme le problème
d’estimation non linéaire de départ, pose la question de la gestion de cette approximation par les
équations de ﬁltrage en fonction des paramètres libres de l’algorithme (initialisations, etc. . .). De
façon générale, il est très diﬃcile d’établir et d’analyser les conditions de convergence.
Dans beaucoup de situations, l’hypothèse portant sur les distributions statistiques des pertur-
bations ne peut pas être satisfaite. Dans ce cas, le fait de considérer les matrices de variances-
covariances des bruits d’observation et d’état comme des matrices de pondération (ou de réglage
de haut niveau) qui conditionnent la qualité des estimations obtenues, est un problème délicat pour
lequel il n’existe pas de solutions générales satisfaisantes.
Une approche alternative consiste à considérer les perturbations bornées et à chercher à carac-
tériser à chaque instant, d’une manière garantie, toutes les valeurs du vecteur d’état compatibles
avec les mesures et avec les bornes d’erreurs supposées connues a priori. Les premiers travaux dans
le domaine de l’estimation d’état dans un contexte à erreurs inconnues mais bornées remontent
à la ﬁn des années 1960 [104]. L’idée de base repose sur la propagation d’incertitudes considérées
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comme appartenant à des domaines bornés, aﬁn de fournir des enveloppes englobant les valeurs
possibles des variables que l’on cherche à estimer. Depuis, l’estimation d’état dans un contexte à
erreurs bornées a été largement traitée pour des modèles linéaires [104, 32, 76, 33, 95] où l’ensemble
des solutions compatibles avec les mesures et avec les bornes d’erreur est un polyèdre convexe qui
peut être déterminé lorsque la dimension du vecteur d’état est faible. En pratique, la caractérisation
exacte est un problème complexe et coûteux en quantité de calculs. C’est la raison pour laquelle des
approximations extérieures utilisant des formes géométriques simples, par exemple des ellipsoïdes
ou des zonotopes, sont utilisées [42, 15, 21, 22, 32, 33, 76, 95, 2, 14]. Lorsque le modèle utilisé est
non linéaire à temps continu, ces dernières méthodes ne sont pas toujours faciles à utiliser. D’autres
techniques basées principalement sur l’analyse par intervalles ont été alors développées [97, 118, 62].
Dans ce cadre, on distingue principalement deux méthodes pour l’estimation d’état. La première
[57, 97] est basée sur le mécanisme de prédiction/correction similaire au ﬁltre de Kalman. La pré-
diction consiste à déterminer le domaine admissible de l’état à l’instant tj+1 ayant un encadrement
à tj en eﬀectuant une résolution numérique garantie d’une équation diﬀérentielle ordinaire (EDO)
[91]. Lors de la phase de correction, l’ensemble prédit est contracté en supprimant un ensemble de
valeurs du vecteur d’état incohérentes avec les mesures prélevées à l’instant tj+1. Cette méthode
peut s’appliquer pour une large classe de systèmes non linéaires. La deuxième approche [49, 16, 83]
est basée sur une structure en boucle fermée où le gain de l’observateur est choisi aﬁn d’imposer
une dynamique coopérative pour l’erreur d’observation [49]. Dans ce cas, des bornes inférieures et
supérieures du domaine d’état peuvent être déterminées tout en maîtrisant le conservatisme dû
à l’analyse par intervalles. Cependant, dans le cas de larges incertitudes sur les entrées et/ou les
paramètres et notamment dans le cas de dynamiques rapides et oscillantes, le traitement eﬃcace
de classes complètement génériques de systèmes dynamiques non linéaires devient diﬃcile par les
techniques ensemblistes actuelles.
Les travaux présentés dans ce manuscrit se situent dans un contexte à erreur inconnue mais
bornée. Une part importante du travail porte sur l’extension des classes de systèmes Linéaires à
Paramètres Variants (LPV) et Linéaires à Temps Variants (LTV) pour lesquels des observateurs
intervalles peuvent être obtenus avec les preuves de stabilité associées et où la propriété d’inclusion
des trajectoires de dynamiques non linéaires est assurée. Cette alternative garde toute sa pertinence
dès lors que le pessimisme introduit par la transformation du modèle non linéaire initial peut être
compensée par un meilleur compromis entre temps de calcul et propagation des incertitudes bor-
nées.
La motivation principale qui a guidé nos travaux a été l’application de ces observateurs à la
détection de défauts pour des systèmes non linéaires à incertitudes bornées continus (systèmes
NL-IB). Pour ce faire, des dynamiques LTI, LPV et LTV sont considérées graduellement pour dé-
boucher ensuite sur des classes de systèmes non linéaires pour lesquels des techniques de synthèse
d’observateurs intervalles continus sont proposées. En se basant sur ce qui a été développé pour des
systèmes LTI, une première contribution porte sur la synthèse des observateurs intervalles pour une
classe de systèmes LPV basée sur un changement de variables variants dans le temps. Ce change-
ment de variables permet de résoudre la diﬃculté d’imposer une dynamique non négative à l’erreur
d’observation. Une extension aux systèmes variant dans le temps a été ensuite considérée et une
approche originale pour la synthèse d’observateurs intervalles continus dédiés aux systèmes LTV
est proposée. Cette nouvelle méthode générique ne nécessite pas d’hypothèse supplémentaire par
rapport aux observateurs classiques. En se basant sur les observateurs intervalles obtenus pour les
systèmes LPV et LTV, des méthodes ensemblistes pour la surveillance des systèmes non linéaires
à incertitudes bornées continus sont proposées, en s’appuyant sur une transformation des modèles
non linéaires en modèles LPV à incertitudes bornées.
Le manuscrit est structuré de la manière suivante :
Dans le chapitre 1, nous rappelons des résultats de quelques travaux sur les observateurs
12
intervalles classiques qui se basent sur la théorie des systèmes monotones, tout en donnant les
déﬁnitions de base. La construction de ces observateurs intervalles pose la condition de la coopéra-
tivité de l’erreur d’observation qui doit être assurée par le choix du gain d’observateur. Néanmoins,
cette condition est très restrictive et diﬃcile à satisfaire dans la base de départ tout en assurant la
stabilité de l’observateur.
Pour relaxer ces contraintes, un changement de coordonnées peut être utilisé pour remplir la condi-
tion. Nous présentons ensuite des travaux développés récemment sur les observateurs intervalles
pour des systèmes LTI et basés sur des changements de coordonnées invariant et variant dans le
temps.
Dans le chapitre 2, nous rappelons d’abord les méthodes de Taylor par intervalles ainsi que les
méthodes de construction des systèmes englobants pour la caractérisation d’ensembles atteignables
pour une classe générale de systèmes non linéaires. Ensuite, nous développons une technique d’at-
teignabilité [112] à base de changement de variables variant dans le temps et dédiée aux systèmes
LPV, tout en se basant sur les développements présentés dans le premier chapitre pour le cas LTI.
Une comparaison entre l’approche proposée et la technique d’atteignabilité existante à base de
systèmes englobants et intégration numérique garantie [100] est également menée. Des simulations
numériques montrant l’eﬃcacité de l’approche à base de changement de coordonnées seront ensuite
présentées.
Dans la deuxième partie du chapitre 2, l’approche proposée pour le calcul de l’ensemble atteignable
est exploitée pour la construction d’observateurs intervalles pour des systèmes LPV [115]. Deux cas
seront étudiés : le cas où le vecteur d’ordonnancement (scheduling) est inconnu mais borné et le
cas où le vecteur d’ordonnancement est mesuré. Nous illustrons l’observateur intervalle développé
à travers un exemple numérique.
Le chapitre 3 est consacré au cas des systèmes LTV. Nous rappelons tout d’abord quelques
travaux récemment développés [36, 37] pour la construction d’observateurs intervalles pour des
systèmes variant dans le temps. Ces travaux présentent quelques limitations telles que l’abscence
de méthodes génériques et systématiques pour le calcul du gain de l’observateur et du changement
de coordonnées permettant d’assurer la coopérativité de l’erreur d’observation. Pour contourner
cette limitation, nous développons dans la seconde partie de ce chapitre une approche originale
[114] pour la construction d’observateurs intervalles pour des systèmes LTV. Cette approche ne
nécessite aucune hypothèse supplémentaire par rapport aux observateurs classiques. L’idée est de
construire un changement de coordonnées permettant de transformer une matrice variant dans le
temps en une matrice Metzler. La méthodologie pour l’implémentation de l’observateur proposé
sera détaillée. Pour illustrer les performances de cette nouvelle approche, nous considérons le même
exemple que celui présenté dans [37].
Dans le chapitre 4, on s’intéresse à l’application de méthodes ensemblistes développées dans les
chapitres précédents pour la détection de défauts des systèmes non linéaires à incertitudes bornées
continus. Dans la première partie de ce chapitre, nous proposons des techniques ensemblistes aﬁn
d’englober les trajectoires d’un modèle dynamique non linéaire à incertitudes bornées par un modèle
LPV garantissant l’inclusion des trajectoires sur un certain domaine de validité préalablement ﬁxé.
La classe de modèles LPV à incertitudes bornées retenue permet la mise en oeuvre directe d’un
observateur intervalle développé dans le chapitre 2 et dont découle la synthèse d’un test ensembliste
permettant la détection d’incohérences par rapport au modèle NL initial. Nous illustrons ensuite
cette méthodologie de détection par des simulations eﬀectuées sur la base d’un modèle non linéaire
décrivant la dynamique de vol longitudinale d’un avion civil.
Enﬁn, dans le chapitre 5, nous proposons une démarche diﬀérente pour le traitement des
bruits de mesure par rapport au traitement classique dans un contexte à erreurs bornées. En eﬀet,
le fait de supposer le bruit de mesure simplement borné à chaque instant par un intervalle peut
s’avérer contraignant pour des applications pratiques en détection. Cela implique de choisir des
bornes suﬃsamment larges qui détériorent la sensibilité aux défauts.
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La méthodologie retenue [28, 113] combine une approche à base de données permettant de ca-
ractériser non seulement l’imprécision, mais aussi la variabilité de signaux bruités à l’intérieur
des bornes, et une approche à base de modèle basée sur un prédicteur intervalle. Nous illustrons
cette technique à travers un système aéronautique : la détection de défauts de type grippage et
embarquement des surfaces de contrôle d’un avion civil sera ainsi étudiée.
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Chapitre 1
Observateurs intervalles
1.1 Introduction
Dans un contexte à erreurs bornées, plusieurs méthodes ont été développées pour l’estima-
tion d’état des systèmes dynamiques linéaires où l’ensemble des solutions est approximé par
des formes géométriques simples telles que des ellipsoïdes, des parallélotopes ou des zonotopes
[32, 76, 95, 70, 21, 22, 45, 2]. Même si certaines de ces méthodes réalisent un compromis intéres-
sant entre le temps de calcul et la précision, la stabilité des bornes calculées reste généralement
diﬃcile à prouver sous la seule hypothèse d’un modèle initial stable. De même, les observateurs
intervalles nécessitent souvent des hypothèses supplémentaires pour prouver la stabilité des bornes
obtenues. Ces hypothèses sont basées sur des conditions de coopérativité qui sont étroitement liées
à la notion de monotonie [49]. Dans ce cadre, des structures d’observateurs intervalles, basées sur
des observateurs classiques de type Luenberger, ont été développées [48, 49, 16, 83, 98]. Dans la
section 1.2 de ce chapitre, nous présentons l’approche décrite dans [49]. Cette approche utilise
deux observateurs ponctuels basés sur une structure de Luenberger et permet d’estimer des bornes
minorante et majorante pour le vecteur d’état, obtenues par la propagation des incertitudes. Néan-
moins, comme nous l’avons mentionné, cette technique, développée pour une classe particulière
de systèmes partiellement linéaires avec un terme non linéaire, requiert une hypothèse forte. En
eﬀet, il faut choisir un gain d’observateur intervalle tout en assurant la coopérativité [111] de l’er-
reur d’observation qui est très restrictive. Et ce n’est que récemment, notamment dans les travaux
[78, 79], que la stabilité de systèmes englobants a pu être assurée directement, sans hypothèse de
monotonie complémentaire, à partir de la seule stabilité de la dynamique LTI continue considérée.
Fondamentalement, il s’agit de construire un changement de variable assurant la monotonie dans
une nouvelle base.
Dans la section 1.3, nous présentons un observateur intervalle décrit dans [96] pour les systèmes
LTI basés sur un changement de coordonnées invariant dans le temps. Ensuite, un observateur
intervalle pour des dynamiques LTI par changement de coordonnées variant dans le temps [27, 25,
99] sera présenté dans la section 1.4. Cette dernière technique fera l’objet d’une extension au cas
de systèmes LPV dans le chapitre suivant.
1.2 Observateurs intervalles classiques
Dans un contexte à incertitudes bornées, les propriétés de monotonie jouent un rôle impor-
tant et permettent, lorsqu’elles sont vériﬁées, d’obtenir explicitement la dynamique des bornes
qu’il suﬃt alors d’intégrer pour obtenir des enveloppes sur les états ou les sorties du système.
Il est alors possible de propager dynamiquement des incertitudes, et de traiter notamment le cas
où leurs tailles sont importantes, aﬁn d’obtenir des seuils robustes dans un contexte de surveillance.
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Dans la suite de cette section, nous commençons par déﬁnir les notions de monotonie et de
coopérativité. Ces notions sont importantes pour la construction des observateurs intervalles qui
permettent d’encadrer les variables inconnues, tout en assurant des propriétés de convergence
relatives aux bornes calculées. Ensuite, nous présenterons une approche utilisant deux observateurs
ponctuels basés sur une structure de Luenberger et permettant d’estimer des bornes minorante et
majorante pour le vecteur d’état.
1.2.1 Déﬁnitions
Systèmes monotones
Les systèmes monotones sont basés sur la théorie des équations diﬀérentielles ayant des solutions
qui respectent, sur un domaine de déﬁnition, la relation d’ordre ≥ (ou ≤) déﬁnie par rapport aux
conditions initiales [111, 53]. Soit un système décrit par :
x˙ = f(x), (1.1)
et x(t, x0), x(t, ξ0) deux trajectoires solutions de (1.1) partant des conditions initiales x0 et ξ0. Le
système (1.1) est dit monotone si :
x0 ≤ ξ0 ⇒ x(t, x0) ≤ x(t, ξ0), ∀t ≥ t0.
Notons ici que la relation d’ordre ≤ entre deux vecteurs doit être interprétée élément par élément.
Déﬁnition 1 Une matrice A = {aij} ∈ Rn×n est dite Metzler si aij ≥ 0, ∀i ̸= j.
Lorsque la jacobienne ∂f∂x de la fonction f déﬁnie dans (1.1) est Metzler (i.e.
∂fi
∂xj
≥ 0, i ̸= j),
le système (1.1) est dit coopératif. Les systèmes coopératifs représentent une classe importante de
systèmes monotones et leurs propriétés sont utilisées pour la construction d’observateurs intervalles,
même pour des systèmes non coopératifs. Une propriété intéressante pour cette classe de systèmes
est donnée par le théorème 2.
Théorème 2 [49] Soit un système coopératif décrit par :{
x˙(t) = Ax(t) + λ(t)
x(0) = x0
(1.2)
où A est une matrice Metzler et λ(t) ≥ 0. Si x0 ≥ 0 alors x(t) ≥ 0 pour tout t ≥ 0.
1.2.2 Observateurs intervalles basés sur la théorie des systèmes mono-
tones
Pour bien expliquer les étapes de la construction d’un observateur intervalle, nous présentons
le cas des systèmes linéaires à une injection de sortie près pour lesquels un observateur intervalle
peut être synthétisé [49] en se basant sur la théorie des systèmes monotones [111]. Le choix du gain
de l’observateur se fait tout en assurant la coopérativité et la stabilité de l’erreur d’observation.
Soit un système partiellement linéaire, avec un terme non linéaire traduisant l’injection de la
sortie, décrit par : {
x˙ = Ax(t) + φ (y(t), θ, u(t))
y = Cx(t) (1.3)
avec A ∈ Rn×n, C ∈ Rp×n et φ : Rp+m+q −→ Rn, x ∈ D ⊆ Rn et θ ∈ [θ, θ] ⊆ Rq.
D’après [49, 16], la construction d’un observateur intervalle pour (1.3) nécessite trois hypo-
thèses :
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Hypothèse 3 La paire (A,C) est détectable.
Hypothèse 4 Il existe un gain L tel que la matrice (A− LC) soit Metzler.
Hypothèse 5 Il existe deux fonctions φ et φ et un réel positif M < +∞ tels que :
φ (y(t), θm, θM , u(t)) ≤ φ (y(t), θ, u(t)) ≤ φ (y(t), θm, θM , u(t))
||φ (y(t), θm, θM , u(t))− φ (y(t), θm, θM , u(t)) || ≤M
∀(x, u, θ) ∈ D × U × [θ, θ]
(1.4)
Remarque 6 Les fonctions φ et φ ne comportent pas d’incertitude paramétrique et sont construites
en étudiant les propriétés de monotonie de φ par rapport au vecteur de paramètres θ. Lorsque φ
conserve la même monotonie sur tout le domaine [θ, θ], les valeurs θm et θM utilisées dans (1.4)
correspondent aux bornes θ et θ.
Un observateur intervalle a été proposé dans [49] pour (1.3). Les bornes inférieure et supé-
rieure sont calculées à l’aide de deux observateurs basés sur une structure de Luenberger. Leurs
dynamiques sont décrites par :
x˙ = Ax+ φ(y, θm, θM , u) + L (y − Cx)
x˙ = Ax+ φ(y, θm, θM , u) + L (y − Cx)
x(t0) ≤ x(t0) ≤ x(t0)
. (1.5)
On note respectivement par e(t) = x(t) − x(t) et e(t) = x(t) − x(t) les erreurs d’observation infé-
rieure et supérieure.
Le système dynamique (1.5) est dit englobant (de manière garantie) si e(t) ≥ 0, e(t) ≥ 0, ∀t ≥ t0.
Ce dernier décrit la structure d’un observateur intervalle.
Positivité de l’erreur d’observation e(t) = x(t)− x(t)
La dynamique de l’erreur d’observation inférieure est décrite par :
e˙(t) = (A− LC) e(t) + b(t) (1.6)
avec b(t) = φ(y(t), θ, u(t))− φ(y(t), θm, θM , u(t)) ≥ 0.
D’après l’hypothèse 4, le gain d’observation L est choisi tel que (A − LC) soit Metzler. D’un
autre côté, nous avons b(t) ≥ 0, ∀t ≥ t0 et par construction nous avons e(t0) = x(t0) − x(t0) ≥ 0.
D’après le théorème 2, e(t) ≥ 0, ∀t ≥ t0, ce qui implique la relation d’ordre x(t) ≥ x(t), ∀t ≥ t0.
La même démarche peut être faite pour l’erreur supérieure e(t) = x(t) − x(t), ainsi que pour
l’erreur totale E(t) = x(t) − x(t). L’idée présentée dans [103, 49] est la suivante : s’il existe un
gain L tel que la matrice (A−LC) soit Metzler (la matrice A n’étant pas nécessairement Metzler)
et si nous connsaissons a priori un domaine de l’état intial vériﬁant x(t0) ∈ [x(t0), x(t0)], alors le
système décrit par (1.5) est un observateur intervalle pour le système (1.3). De plus, la convergence
de (1.5) vers un pavé connu a priori est assurée par le théorème 7 [49].
Théorème 7 Soit un système décrit par (1.3), tel que :
– il existe un gain L tel que la matrice (A− LC) soit Metzler ;
– la matrice (A− LC) est inversible et son inverse est stable ;
– w
(
[φ(y(t), θm, θM , u), φ(y(t), θm, θM , u)]
) ≤ B.
Alors l’erreur totale e(t)−e(t) converge asymptotiquement vers une valeur inférieure (terme
à terme) à emax = −(A− LC)−1B.
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Notons que cette approche repose sur une hypothèse concernant l’injection de sortie φ. En
eﬀet, on suppose qu’il est possible de construire deux fonctions φ et φ encadrant le terme φ. Cette
construction est aisée lorsque la fonction φ est monotone par rapport à ses arguments. Dans le cas
contraire, cette tâche devient plus complexe et un pessimisme peut être introduit via un couplage
entre φ et φ dû à la présence simultanée de θm et θM dans ces deux fonctions.
D’autre part, l’hypothèse 4 est nécessaire pour construire (1.5) (déterminer un gain L tel que
la matrice A− LC soit Metzler). Néanmoins, il n’est pas toujours possible de déterminer un gain
assurant la coopérativité de l’erreur d’observation dans la base initiale. Aﬁn de relaxer cette limi-
tation, un changement de coordonnées a été proposé dans [78, 79]. Il a été démontré qu’un système
LTI peut être transformé sous une forme coopérative en utilisant un changement de coordonnées
basé sur une représentation de Jordan.
Dans le paragraphe suivant, nous présentons des résultats [96] qui se basent sur le changement
de coordonnées invariant dans le temps pour la construction d’observateurs intervalles pour des
systèmes LTI, même dans le cas de valeurs propres complexes.
1.3 Observateurs intervalles pour des systèmes LTI par chan-
gement de coordonnées invariant dans le temps
Dans cette section, nous présentons une technique récente [96] pour la construction d’obser-
vateurs intervalles pour des systèmes LTI. Cette approche utilise le principe d’un changement de
coordonnées pour satisfaire la condition de Metzler. Pour ce faire, une matrice de passage invariant
dans le temps est construite. Cette matrice est déterminée grâce à la résolution d’une équation de
Sylvester 1, comme nous le verrons dans la suite.
Considérons tout d’abord un système décrit par :{
x˙ = Ax+Bu
y = Cx (1.7)
Etant donné qu’il n’est pas toujours possible de déterminer un gain L tel que A − LC soit
stable et Metzler, l’objectif est de déterminer une matrice de transformation non singulière P telle
que, dans une nouvelle base z = Px, le système :{
z˙ = PAP−1z + PBu
y = CP−1z (1.8)
possède un observateur
˙ˆz = PAP−1zˆ + PBu+ PL(y − CP−1zˆ)
= Rzˆ + PBu+ PLy, (1.9)
où R = PAP−1 − PLCP−1 est une matrice stable et Metzler.
Etant donné que la matrice P est non singulière, nous avons :
PA−RP = QC, Q = PL. (1.10)
L’équation (1.10) est une équation de Sylvester dont l’inconnue est la matrice de transformation
P [8]. Si les matrices A et R ne possèdent aucune valeur propre commune, alors l’équation de
1. L’équation de Sylvester a une forme générale décrite par : AX+XB = C où A ∈ Rn×n, B ∈ Rm×m,
C ∈ Rn×m et X ∈ Rn×m est la matrice inconnue à déterminer.
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Sylvester possède une solution unique pour tout Q.
Nous trouvons dans la littérature diﬀérentes méthodes pour résoudre l’équation (1.10). Les plus
connues, basées sur une approche dite directe, utilisent d’abord une transformation sous la forme
de Schur puis la résolution s’eﬀectue par un processus de rétro-substitution [12, 41, 43].
Le lemme 1 [96] présente une procédure simple pour calculer les matrices L et P .
Lemme 1 [96] Soient une matrice (A − LC) et une matrice Metzler R ayant les mêmes valeurs
propres pour un gain L. S’il existe deux vecteurs e1 et e2 tels que les paires (A−LC, e1) et (R, e2)
sont observables, alors
P = O−12 O1 et Q = PL
satisfont (1.10) où
O1 =
 e1...
e1(A− LC)n−1
 ; O2 =
 e2...
e2R
n−1
 .
Preuve. Etant donné que les paires (A− LC, e1) et (R, e2) sont observables, les matrices O1 et O2
sont non singulières. En outre, les transformations O1(A− LC)O−11 et O2RO−12 transforment les
matrices A− LC et R sous leurs formes canoniques observables. On a alors :
O1(A− LC)O−11 = O2RO−12 .
En remplaçant la matrice R par son expression P (A−LC)P−1 et, par identiﬁcation, nous obtenons
l’égalité P = O−12 O1. 
Une procédure simple pour choisir R peut être proposée pour le cas de valeurs propres réelles
(non nécessairement simples). Par exemple, si la paire (A,C) est observable, nous pouvons déter-
miner un gain L tel que (A−LC) possède des valeurs propres réelles. On choisit alors une matrice
R sous une forme triangulaire inférieure avec les valeurs propres de (A−LC) sur la diagonale et des
éléments non négatifs en dehors de cette diagonale. Les conditions du lemme 1 sont donc satisfaites.
Après avoir ﬁxé un gain L assurant la stabilité de la matrice A−LC, le lemme 1 nous permet de
calculer une matrice de passage P assurant la coopérativité de système dans la nouvelle base. Les
conditions de stabilité et de Metzler sont donc satisfaites et nous avons la possibilité de construire
un observateur intervalle.
1.4 Observateurs intervalles pour des systèmes LTI par chan-
gement de coordonnées variant dans le temps
Dans la section précédente, nous avons vu qu’un changement de coordonnées invariant dans le
temps a été proposé pour relaxer certaines limitations liées à la satisfaction simultanée des condi-
tions de stabilité et de coopérativité, et permettre ainsi de synthétiser un observateur intervalle
pour les systèmes LTI. Dans [78, 79], ce problème a été aussi résolu en utilisant un changement
de coordonnées variant dans le temps pour la synthèse de prédicteurs/observateurs. Dans cette
section, un changement de coordonnées variant dans le temps est proposé pour la construction
d’un observateur intervalle pour des systèmes LTI.
Le problème est formulé dans le paragraphe 1.4.1. Après la décomposition de Jordan de la
matrice d’état (paragraphe 1.4.2), un changement de coordonnées variant dans le temps, permettant
de transformer le système LTI original sous une forme telle que la propriété de monotonie soit
assurée dans la nouvelle base est présenté dans le paragraphe 1.4.3. Puis, des déﬁnitions et notations
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relatives à l’utilisation d’intervalles complexes sous forme centrée sont données dans le paragraphe
1.4.4. Elles seront utilisées dans le paragraphe 1.4.5 pour la synthèse d’un observateur intervalle [99].
Le travail présenté dans cette section étend les résultats de [27] et s’appuie sur [25]. Le changement
de coordonnées présenté dans la suite est exprimé à partir d’une décomposition de Jordan exprimée
dans le corps des nombres complexes, ce qui conduit à des notations permettant de décomposer
les dynamiques tant non oscillantes qu’oscillantes sous la forme de seules dynamiques du premier
ordre.
1.4.1 Formulation du problème
On considère un système linéaire décrit par :
x˙(t) = Ax(t) + ϕ(t) (1.11)
où A ∈ Rn×n ⊂ Cn×n, ϕ(t) ∈ Rn et x(t) ∈ Rn. Le système (1.11) est supposé stable au sens de
Hurwitz. Autrement dit, les valeurs propres de la matrice d’état A sont supposées à partie réelle
strictement négative.
Il faut noter que, à la condition qu’un système LTI est détectable, il est toujours possible de
construire un observateur (par exemple celui de Luenberger) ayant la forme de (1.11) et satisfaisant
la condition sur A qui va dépendre, dans ce cas, du gain de l’observateur (il faut choisir ce gain tel
que la matrice A soit stable). Par la suite, la construction de l’observateur intervalle est basé sur
un tel observateur mis sous la forme (1.11).
On suppose que l’état initial est borné (1.12) et que le terme d’entrée ϕ(t), supposé continu,
est englobé par un zonotope [23] variant dans le temps (1.13).
x(0) ∈ [x(0), x(0)] (1.12)
ϕ(t) = u(t) + Z(t)s(t),
∀t ∈ R+, s(t) ∈ [−1, 1]p (1.13)
L’entrée u(t) ∈ Rn est connue et Z(t) ∈ Rn×p est une matrice bornée connue.
Dans la suite, on va s’intéresser à la construction d’un observateur intervalle pour le modèle
(1.11), en déterminant deux dynamiques associées au centre et au rayon d’un intervalle permettant
de déduire des bornes supérieure (x(t)) et inférieure (x(t)) du vecteur d’état x(t). Pour ce faire,
et comme première étape, nous allons procéder à la décomposition de Jordan de la matrice d’état
décrite dans le paragraphe suivant.
1.4.2 Décomposition de Jordan de la matrice d’état
Étant donné que toute matrice carrée (réelle ou complexe) peut être exprimée sous une forme
canonique de Jordan, il existe V et J tels que :
A = V −1JV (1.14)
J = diag(ξ + iω) + η, ξ ∈ Rn, ω ∈ Rn, η ∈ Nn (1.15)
où V ∈ Cn×n est inversible, ξ (resp. ω) est le vecteur qui contient la partie réelle (resp. imaginaire)
des valeurs propres de A. Par conséquent, la matrice A est Hurwitz ssi ξ < 0. diag(. . . ) a comme
sortie une matrice carrée diagonale dont les éléments diagonaux sont ceux du vecteur d’entrée pris
dans le même ordre et η est une matrice nilpotente de dimenion n dont les éléments non nuls sont
tous placés sur la première sur-diagonale. De plus, la décomposition de Jordan de A est telle que les
éléments non nuls de η sont tous positifs et égaux à 1. Par conséquent, η appartient à l’ensemble Nn
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des matrices nilpotentes de dimension n déﬁni par (4.35) où δa,b est l’opérateur delta de Kronecker
(δa,b = 1 si a = b, sinon δa,b = 0) :
Nn = {η | ∀(i, j) ∈ {1, . . . , n}2, ηij ∈ {0} ∪ {δi,j−1}}. (1.16)
En se basant sur cette décomposition, un changement de coordonnées variant dans le temps
est proposé dans le paragraphe suivant.
1.4.3 Changement de variables variant dans le temps
Une nouvelle expression d’un changement de variables variant dans le temps et assurant la
monotonie de (1.11) dans la nouvelle base est donnée par le théorème suivant :
Théorème 8 [27]
En se basant sur la décomposition de Jordan de la matrice A dans le corps des nombres com-
plexes C (1.14)-(1.15), le système (1.11) peut être réécrit sous la forme (1.18) en utilisant le
changement de variables variant dans le temps (1.17), où z(t) ∈ Cn :
z(t) = diag(e−iωt)V x(t), (1.17)
z˙(t) = (diag(ξ) + η)z(t) + ψ(t), avec ψ(t) = diag(e−iωt)V ϕ(t) (1.18)
où e(... ) est la fonction exponentielle élément par élément.
Preuve. La dérivée de (1.17) par rapport au temps donne :
z˙(t) = diag(−iω)diag(e−iωt)V x(t) + diag(e−iωt)V x˙(t).
En remplaçant x˙(t) par Ax(t) + ϕ(t) et la matrice A par son expression donnée par (1.14)-(1.15),
z˙(t) = −diag(iω)diag(e−iωt)V x(t) + diag(e−iωt)(diag(ξ + iω) + η)V x(t) + diag(e−iωt)V ϕ(t).
Une simpliﬁcation peut être obtenue en remplaçant diag(ξ+iω) par diag(ξ)+diag(iω) et diag(e−iωt)diag(iω)
par diag(iω)diag(e−iωt), ce qui conduit à z˙(t) = diag(e−iωt)(diag(ξ)
+η)V x(t) + diag(e−iωt)V ϕ(t).
Comme diag(e−iωt)(diag(ξ) + η) = (diag(ξ) + η)diag(e−iωt) du fait de la structure diago-
nale par blocs correspondant aux blocs de Jordan, on a z˙(t) = (diag(ξ) + η)diag(e−iωt)V x(t) +
diag(e−iωt)V ϕ(t). En remplaçant diag(e−iωt)V x(t) par z(t) (équation (1.17)), la dynamique (1.18)
est obtenue. 
D’après le théorème 8 et le changement de coordonnées (1.17), n’importe quel système LTI
peut être transformé sous la forme (1.18) dont la propriété de monotonie est assurée.
Nous remarquons que la matrice d’état du système obtenu après transformation reste inva-
riant dans le temps tandis que les entrées varient explicitement dans le temps. De plus, les parties
réelles des valeurs propres de A (matrice d’état du système LTI original) représentent les pôles ξ
du système transformé, ce qui montre la préservation de la propriété de stabilité (ξ < 0) par le
changement de coordonnées proposé.
Avant de passer à la construction d’un observateur intervalle pour le système (1.18), quelques
notions sur une représentation particulière des intervalles complexes ainsi qu’un rappel sur les
formes centrées seront présentés dans le paragraphe suivant [25].
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1.4.4 Intervalles complexes et formes centrées
L’arithmétique des intervalles réels [84] a été étendue aux intervalles complexes dans diﬀérents
travaux [94, 19]. Dans ce qui suit, nous allons considérer la représentation rectangulaire où un
intervalle complexe est déﬁni par deux intervalles réels représentant respectivement la partie réelle
et la partie imaginaire. Pour manipuler les formes centrées, un certain nombre de notations et
d’opérateurs sont introduits.
Soit une relation d’ordre • ∈ {=, <,>} déﬁnie sur le corps C des nombres complexes par :
∀(a, b) ∈ C× C, a • b⇔ (aR • bR) ∧ (aI • bI).
La même déﬁnition peut s’appliquer pour • ∈ {≤,≥}.
Notons par aR ∈ R et aI ∈ R respectivement les parties réelle et imaginaire de a ∈ C (de même
pour b). Cette notation est utilisée pour faire référence à la partie réelle et imaginaire d’un scalaire
dans C ainsi que pour les éléments d’un vecteur ou d’une matrice complexe.
L’intervalle complexe [a, b] est déﬁni par [a, b] = [aR, bR] + i[aI , bI ] si a ≤ b. Les intervalles
[aR, bR] = [a, b]R et [aI , bI ] = [a, b]I sont alors des intervalles réels.
Pour utiliser la forme centrée, on déﬁnit l’opérateur ± : C× C+ → IC comme suit :
c± r = [c− r, c+ r] où r ≥ 0 (1.19)
où C+ = {r ∈ C, r ≥ 0} déﬁnit l’ensemble des nombres complexes positifs et IC est l’ensemble
des intervalles complexes. c (resp. r) est le centre (resp. rayon) de l’intervalle complexe c ± r. La
relation d’ordre utilisée assure que r ≥ 0⇔ c− r ≤ c+ r et c± r est alors déﬁni ∀r ∈ C+. De plus,
[a, b] = (b+ a)/2± (b− a)/2 si a ≤ b. La restriction de ± aux nombres réels (± : R×R+ → IR, où
IR est l’ensemble des intervalles réels) est déﬁnie comme dans (1.19). D’où (c± r)R = cR ± rR et
(c± r)I = cI ± rI .
Pour calculer l’image a(c ± r), deux opérateurs sur les nombres complexes scalaires, cabs et
ctimes sont déﬁnis par :
cabs : |a| = |aR|+ i|aI |,
ctimes : a ⋄ b = |a||b|+ 2|aI ||bI |.
cabs désigne un opérateur de valeur absolue diﬀérent du module noté ∥a∥ dans la suite. Il est
également important de souligner que ctimes, noté ⋄, n’est pas le produit usuel. L’extension de
cabs à des vecteurs et des matrices est obtenue par l’extension élément par élément du cas scalaire
et l’image linéaire d’une matrice intervalle complexe peut s’obtenir comme indiqué dans le théorème
suivant.
Théorème 9 ∀(M,C,R) ∈ Cn×p × Cp×q × (C+)p×q,
M(C ±R) = (MC)± (M ⋄R) ∈ ICn×q (1.20)
où M ⋄R = |M |R+ 2|M I |RI ∈ (C+)n×q
La preuve du théorème 9 ainsi qu’un certain nombre de détails sur les opérateurs cabs et ctimes
sont donnés dans [27].
Corollaire 1 Somme de vecteurs intervalles : (c1 ± r1) + (c2 ± r2) = (c1 + c2)± (r1 + r2).
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1.4.5 Observateur intervalle
L’objectif est de synthétiser un observateur intervalle pour un système LTI dont la dynamique
est décrite par l’équation (1.11). Lorsque ce système est monotone, il est aisé de calculer des bornes
(x(t) = xc(t) − xr(t) et x(t) = xc(t) + xr(t) où xc et xr désignent respectivement le centre et le
rayon de l’intervalle xc±xr = [x, x]) englobant toutes les trajectoires possibles de x(t). Néanmoins,
les systèmes décrits par (1.11) sont rarement monotones.
En se basant sur la décomposition de Jordan de la matrice A, nous utilisons un changement
de variable variant dans le temps, z(t) = diag(e−iωt)V x(t) (1.17), assurant la monotonie de (1.11)
dans la nouvelle base. Dans ce cas, un observateur intervalle pour le système LTI décrit par (1.11)
peut être établi comme indiqué par le théorème 10.
Théorème 10 Un observateur intervalle pour le système LTI décrit par x˙(t) = Ax(t)+ϕ(t) (1.11)
où A est décomposée comme dans (1.14)-(1.15)(Jordan) et avec :
A1 : x(0) ∈ xc(0)± xr(0) (xr(0) ≥ 0),
A2 : A ∈ Cn×n est stable au sens de Hurwitz, autrement dit, ξ < 0,
A3 : Z(t) ∈ Rn×p bornée, u(t) ∈ Rn,
A4 : u(t), Z(t) et s(t) sont continus par rapport à t,
A5 : ∀t ∈ R+, s(t) ∈ [−1,+1]p ⊂ Rp,
A6 : zc(0) = V xc(0), zr(0) = V ⋄ xr(0),
est décrit, dans la nouvelle base et sous la forme centrée, par les dynamiques (1.21)-(1.22) où
zc(t) ∈ Cn et zr(t) ∈ Cn. Il satisfait (1.23).
z˙c(t) = (diag(ξ) + η)zc(t) + diag(e−iωt)V u(t) (1.21)
z˙r(t) = (diag(ξ) + η)zr(t) + |diag(e−iωt)V Z(t)|1 (1.22)
∀t ∈ R+, zr(t) ≥ 0 ∧ z(t) ∈ zc(t)± zr(t) ⊂ Cn. (1.23)
Dans la base d’origine, les bornes englobant toutes les trajectoires possibles de x(t) sont déﬁnies
sous la forme centrée (1.24)-(1.25) et satisfont (1.26) :
xc(t) = V −1diag(eiωt)zc(t) (1.24)
xr(t) = (V −1diag(eiωt)) ⋄ zr(t) (1.25)
∀t ∈ R+, x(t) ∈ xc,R(t)± xr,R(t) ⊂ Rn. (1.26)

Rappelons que e(... ) est la fonction exponentielle élément par élément. |...| indique l’opérateur
cabs. 1 est un vecteur colonne dont les éléments sont égaux à 1. diag(. . . ) a comme sortie une
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matrice carrée diagonale dont les éléments diagonaux coïncident avec les éléments du vecteur d’en-
trée, dans le même ordre. Les notations en exposant c et r désignent respectivement le centre et le
rayon de l’intervalle correspondant.
Preuve. [25]
La preuve du théorème 10 s’appuie sur le théorème 8 qui permet de transformer le système de
départ (1.11) sous la forme (1.18) dans la nouvelle base et donner les expressions de ψc(t) et ψr(t)
telles que ψ(t) ∈ ψc(t)±ψr(t). Ensuite, en utilisant la nouvelle expression de (1.11), les expressions
de (ψc(t), ψr(t)), et en se basant sur le théorème 5 dans [25], la structure de l’observateur donné
par le théorème 10, sa stabilité ainsi que les propriétés d’inclusion sont justiﬁées.
• Dynamique du système dans la nouvelle base :
En utilisant le changement de coordonnées z(t) = diag(e−iωt)V x(t) basé sur la décomposition
de Jordan de la matrice d’état A, le théorème 8, déjà prouvé dans le paragraphe 1.4.3 donne l’ex-
pression du système (1.11) dans la nouvelle base z(t) (1.18) où ψ(t) = diag(e−iωt)V ϕ(t) et ϕ(t) est
déﬁnie par l’équation (1.13).
• Expressions de ψc(t) et ψr(t) :
D’après (1.18), ψ(t) ∈ diag(e−iωt)V (u(t)+Z(t)(0±1 )), ce qui implique ψ(t) ∈ diag(e−iωt)V u(t)+
diag(e−iωt)V Z(t)(0± 1 ).
En se basant sur le théorème 9, l’expression précédente peut être exprimée sous la forme
ψ(t) ∈ ψc(t)± ψr(t) avec ψc(t) = diag(e−iωt)V u(t) et ψr(t) = |diag(e−iωt)V Z(t)|1 .
• Nous vériﬁons les hypothèses suivantes :
Aˆ1 : z˙(t) = (diag(ξ) + η)z(t) + ψ(t),
Aˆ2 : z(t) ∈ Cn, zr(0) ≥ 0, z(0) ∈ zc(0)± zr(0),
Aˆ3 : ξ < 0,
Aˆ4 : ψc(t) ∈ Cn et ψr(t) ∈ Cn sont continus,
Aˆ5 : ψr(t) ≥ 0 et ψ(t) ∈ ψc(t)± ψr(t),
Aˆ6 : obsc et obsr sont deux systèmes de dynamiques complexes
respectivement définis comme dans (1.27) et (1.28) :
z˙c(t) = (diag(ξ) + η)zc(t) + ψc(t) (1.27)
z˙r(t) = (diag(ξ) + η)zr(t) + ψr(t) (1.28)
Le théorème 5 dans [25] montre que obs = (obsc, obsr) est un observateur intervalle stable pour
le système déﬁni dans Aˆ1, et vériﬁe la propriété d’inclusion (1.23). Pour revenir à la base d’ori-
gine (x(t)), il suﬃt d’utiliser l’inversion 2 du changement de coordonnées variant dans le temps :
x(t) = V −1diag(eiωt)z(t). Ainsi, le théorème 10 est prouvé. 
Il faut noter que la stabilité de l’observateur intervalle obtenu est déduite directement de la
stabilité du système (1.11). En eﬀet, lorsque (1.11) est stable, alors la matrice (diag(ξ) + η) est
Hurwitz (ξ < 0). On peut donc conclure que la dynamique du centre (1.21)/(1.27) (resp. du rayon
2. Notons que cette inversion du changement de variable variant dans le temps ne requiert pas une
inversion matricielle à chaque instant puisque V −1 peut être pré-calculée et la charge de calcul liée à
la multiplication par diag(eiωt) est très faible (simple multiplication de chaque colonne de V −1 par un
scalaire).
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(1.22)/(1.28)) est stable.
Ayant la forme (1.11), le théorème 10 donne la structure de l’observateur intervalle ((1.21)-
(1.22), (1.24)-(1.25)) permettant de calculer des bornes englobant les valeurs possibles de l’état.
1.5 Conclusion
Dans ce chapitre, nous nous sommes intéressés au cas de systèmes LTI. Tout d’abord, nous
avons rappelé quelques résultats de la littérature portant sur les observateurs intervalles classiques
et basés sur la théorie des systèmes monotones. Cette approche a été appliquée à une certaine classe
de systèmes partiellement linéaires. Nous avons montré que la construction de tels observateurs est
conditionnée par la coopérativité de l’erreur d’observation. Les travaux visant à lever cette limita-
tion sont généralement basés sur un changement de coordonnées qui permet d’assurer la propriété
de monotonie dans la nouvelle base. Nous avons présenté quelques résultats utilisant un changement
de coordonnées invariant dans le temps pour la construction des observateurs intervalles destinés
au cas des systèmes LTI. Nous avons présenté également un changement de coordonnées variant
dans le temps permettant la synthèse d’un observateur intervalle sans hypothèse supplémentaire
par rapport à celle requise dans le cas classique (paire (A,C) détectable) pour assurer la stabilité
des dynamiques décrivant l’évolution temporelle des bornes sur les états.
Dans le chapitre suivant, nous allons nous appuyer sur ces derniers résultats pour étendre la
construction des observateurs intervalles à une classe de systèmes LPV.
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Chapitre 2
Calcul d’atteignabilité et synthèse
d’observateurs intervalles pour des
systèmes LPV
2.1 Introduction
Dans le chapitre précédent, nous avons présenté quelques techniques pour la construction d’ob-
servateurs intervalles pour des systèmes LTI. Parmi ces techniques, nous trouvons celle basée sur
un changement de coordonnées variant dans le temps. Dans ce chapitre, nous allons étendre cette
dernière à des systèmes linéaires à paramètres variants dont les matrices des équations d’état sont
des fonctions d’un vecteur d’ordonnancement. En premier lieu, nous traiterons le problème de l’at-
teignabilité, ensuite celui de l’observation pour cette classe de systèmes.
Le calcul d’atteignabilité revient à caractériser les ensembles englobant toutes les trajectoires
du vecteur d’état d’un système dynamique incertain. Ils sont générés à partir des conditions initiales
supposées incertaines et appartenant à un domaine connu. Ces ensembles atteignables peuvent être
utilisés dans diﬀérents domaines de l’automatique comme la commande robuste [74, 38], l’estima-
tion [57, 97, 63, 23] ou le diagnostic [73, 71].
Dans la litérature, diﬀérentes techniques ensemblistes d’atteignabilité ont été développées. On
trouve par exemple celles basées sur des sur-approximations de l’espace d’état atteignable par des
formes géométriques telles que des polytopes [6], des zonotopes [45, 22, 26] ou des ellipsoïdes [18].
Le choix de ces formes dépend de la nature du modèle, i.e. linéaire ou non linéaire, à incertitudes
multiplicatives ou additives, à temps continu ou discret. Dans le cas général de dynamiques non li-
néaires continues, le solveur VNODE-LP 1 [87] peut être utilisé pour calculer l’ensemble atteignable.
Ce solveur utilise des développements de Taylor par intervalles et la méthode Hermite Obreschkoﬀ
intervalle [91]. Dans le cas où la taille des incertitudes sur l’état initial et les incertitudes paramé-
triques est large, ces techniques d’intégration numérique présentent souvent un certain pessimisme
lors du calcul de l’ensemble atteignable. Une alternative possible est d’utiliser l’approche fondée sur
la construction de systèmes englobants [100]. Cette méthode cherche à déterminer des trajectoires
inférieure et supérieure de l’ensemble des vecteurs d’états admissibles. Elle repose sur le théorème
d’existence de Müller [85, 64, 110] et la théorie des systèmes monotones [101]. La combinaison
de la méthode de construction de systèmes englobants et les techniques numériques garanties de
résolution d’équations diﬀérentielles incertaines a fait l’objet de travaux récents [39] visant à carac-
tériser les ensembles atteignables pour une classe générale de systèmes non linéaires. Cette dernière
technique sera présentée dans la première section de ce chapitre.
1. A Validated Solver for Initial Value Problems for Ordinary Diﬀerential Equations
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Une autre approche a été également proposée dans [105] où une connaissance physique a priori
est associée à des inégalités diﬀérentielles pour réduire la taille des enveloppes calculées. D’autres
méthodes permettant le calcul des ensembles atteignables en utilisant les équations de Hamilton
Jacobi-Isaacs (HJI) ont été également développées dans [44, 82].
Dans la deuxième section de ce chapitre, nous développons une technique d’atteignabilité dé-
diée aux systèmes LPV [112] en se basant sur un changement de variables variant dans le temps
permettant d’assurer les propriétés de monotonie dans la nouvelle base. Cette technique se base
sur les développements décrits dans le premier chapitre pour le cas LTI. L’approche proposée peut
être utilisée pour le calcul des ensembles atteignables de systèmes non linéaires après leur trans-
formation sous la forme LPV. Quelques techniques usuelles de transformation ou d’approximation
de systèmes non linéaires sous forme LPV sont présentées dans l’annexe A. D’autres méthodes ga-
ranties pour la transformation quasi-LPV/LPV d’un système non linéaire seront détaillées dans le
chapitre 4. Une comparaison entre la méthode d’atteignabilité proposée et la technique d’atteigna-
bilité existante à base de systèmes englobants et intégration numérique garantie [39] est présentée
dans la section 2.4. Cette technique est ensuite exploitée pour la construction d’observateurs inter-
valles. A ce stade, il convient de noter également qu’il existe dans la littérature quelques techniques
pour l’estimation d’état destinées aux systèmes LPV telles que, par exemple, celle basée sur un
schéma d’interpolation pour le cas discret [30] ou encore l’estimation par intervalle en appliquant
des techniques à base de modes glissants d’ordres supérieurs (Higher Order Sliding Modes : HOSM)
[34]. Un observateur intervalle a également été proposé dans [98] pour des systèmes non linéaires
en utilisant une représentation quasi-LPV. Cet observateur est composé de deux observateurs infé-
rieur et supérieur basés sur une structure de Luenberger. Il nécessite deux hypothèses fortes. Tout
d’abord, le domaine de l’état doit être petit et connu a priori. Ensuite, il s’agit de déterminer des
gains tels que les matrices d’état des dynamiques inférieure et supérieure de l’observateur intervalle
soient coopératives. Cette dernière technique sera présentée dans le paragraphe 2.5.1 comme une
première approche pour la construction des observateurs intervalles pour des systèmes LPV. Aﬁn
de relaxer cette limitation, une nouvelle méthode faisant l’objet de [115] sera développée dans le
paragraphe 2.5.2. Elle se base sur le calcul d’ensembles atteignables dédiés à une classe de systèmes
LPV. Cette technique sera développée dans la section 2.3. Ainsi, la construction de l’observateur
intervalle s’appuie sur un changement de coordonnées variant dans le temps, ce qui permet de
relaxer dans une large mesure l’hypothèse restrictive de coopérativité.
2.2 Atteignabilité à base de systèmes englobants et intégra-
tion numérique garantie
Commençons par présenter la déﬁnition d’un ensemble atteignable pour des systèmes dyna-
miques incertains sur un horizon de temps ﬁni.
Déﬁnition 11 [Ensemble atteignable]
On considère un système décrit par :{
x˙(t) = f(x(t), θ(t)),
x(t0) ∈ X0, (2.1)
où x(t) ∈ Rn est le vecteur d’état et θ(t) ∈ Θ ⊆ Rq est le vecteur des paramètres incertains. L’état
initial est supposé appartenir à un domaine connu X0.
Le calcul d’atteignabilité consiste à caractériser l’ensemble ℜ([t0, tf ];X0) de toutes les trajec-
toires possibles du vecteur d’état générées à partir des conditions initiales supposées incertaines et
bornées par X0.
27
ℜ([t0, tf ];X0) = {x(t), t0 ≤ t ≤ tf |(x˙(t) = f(x(t), θ(t)))
∧(x(t0) = x(0) ∈ X0) ∧ (θ(t) ∈ Θ)}. (2.2)

Dans la suite de cette section, nous présentons tout d’abord l’approche utilisant des techniques
numériques garanties de résolution d’équations diﬀérentielles incertaines pour la caractérisation
de l’ensemble atteignable du système (2.1). Ensuite, une autre approche obtenue en associant ces
techniques aux méthodes de construction de systèmes englobants sera présentée.
Il est toujours possible de déﬁnir un vecteur d’état étendu (xT (t), θT (t))T . Dans la suite de
cette section et sans perte de généralité, nous allons considérer le système décrit par :{
x˙(t) = f(x(t), t)
x(t0) ∈ X(t0) , (2.3)
où x(t) peut être un vecteur d’état étendu.
Pour le calcul de l’ensemble atteignable d’un système non linéaire (2.3), la première approche
présentée dans cette section est basée sur l’arithmétique des intervalles.
2.2.1 Analyse par intervalles
Un intervalle [x] = [x, x] est un ensemble fermé et borné de nombres réels [84, 58]. L’ensemble
des intervalles de R est noté IR. Les opérations arithmétiques sont étendues aux intervalles réels.
Soient [x] ∈ IR et [y] ∈ IR, les opérations élémentaires sur les intervalles sont déﬁnies par :
[x] + [y] = [x+ y, x+ y], (2.4)
[x]− [y] = [x− y, x− y], (2.5)
[x].[y] = [min(xy, xy, xy, xy),max(xy, xy, xy, xy)], (2.6)
[x]/[y] =
{
[x]×
[
1
y ,
1
y
]
, si 0 /∈ [y],
]−∞,∞[, si 0 ∈ [y].
(2.7)
Par ailleurs, les fonctions sur R sont également étendues aux intervalles. Soit f([x]) l’évaluation
de f sur l’intervalle (ou vecteur d’intervalles) [x], une fonction d’inclusion de f, notée [f], satisfait :
f([x]) ⊆ [f]([x]), ∀[x] ∈ IR. (2.8)
2.2.2 Méthodes de Taylor par intervalles
La technique présentée dans ce paragraphe est basée sur une intégration numérique garantie de
l’équation d’état incertaine (2.3) entre les instants successifs tj et tj+1 décrivant deux pas de cal-
culs successifs. L’idée est de calculer un pavé [xj+1] contenant le domaine atteignable exact X+j+1 à
tj+1 connaissant l’encadrement [xj ] de Xj à tj . Cette phase se déroule généralement en deux étapes.
– Existence et Unicité : la première consiste à vériﬁer l’existence et l’unicité de la solution
pour chaque condition initiale xj ∈ [xj ]. Si elles sont prouvées, un pas d’intégration et un
encadrement a priori [x˜j ] vériﬁant :
x(t) ∈ [x˜j ], ∀t ∈ [tj , tj+1], (2.9)
sont calculés [29, 88, 91].
Les méthodes d’intégration numérique garantie d’Equations Diﬀérentielles Ordinaires (EDO)
se basent sur le théorème du point ﬁxe et l’opérateur de Picard-Lindelöf. Il est démontré [91]
que si un pavé [x˜j ] vériﬁe l’inclusion :
[xj ] + [0, h]f([x˜j ], u) ⊆ [x˜j ], (2.10)
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avec h = tj+1− tj > 0, alors l’équation diﬀérentielle (2.3) possède une solution unique à tout
instant t ∈ [tj , tj+1] et pour toute condition initiale xj ∈ [xj ]. De plus, il est facile de démon-
trer que le pavé [x˜j ] est un encadrement extérieur de l’ensemble des trajectoires de l’état du
système sur l’horizon temporel [tj , tj+1]. Cependant, choisir simplement [xj ] + [0, h]f([xj ])
comme expression pour calculer [x˜j ] comme dans [84] ne permet généralement pas de satis-
faire la condition (2.10) et une méthode itérative [91, 90] consistant à eﬀectuer une inﬂation
de [x˜j ] jusqu’à ce qu’il vériﬁe l’inclusion (2.10) est utilisée pour garantir l’inclusion de toutes
les trajectoires.
– Contraction : la seconde phase permet de calculer un pavé [xj+1] ⊆ [x˜j ] contenant la
solution à l’instant tj+1 pour toute condition initiale xj ∈ [xj ]. Ceci revient à contracter le
pavé [x˜j ].
Cette étape est généralement réalisée à l’aide d’un développement de Taylor, ou de contrac-
teurs à point ﬁxe [51]. Le pavé [xj+1] calculé d’une manière garantie avec le développement
de Taylor par intervalle est donné par :
[xj+1] = [xj ] +
k−1∑
i=1
hif [i]([xj ]) + hkf [k]([x˜j ]), (2.11)
où les f [i] représentent les coeﬃcients de Taylor calculés à l’aide de l’expression récursive
suivante : {
f [1] = f
f [i] = 1i
∂f [i−1]
∂x f
. (2.12)
L’encadrement a priori [x˜j ] est utilisé aﬁn d’évaluer l’erreur de troncature du développe-
ment de Taylor à l’ordre k − 1. Ce dernier terme étant proportionnel à 1/k!, le pessimisme
induit peut être contrôlé en choisissant k grand. Par ailleurs, on démontre (voir par exemple
[29, 91, 89, 90]) que le pavé [xj+1] contient d’une manière garantie la solution de l’équation
d’état à l’instant tj+1 pour tout état initial x(tj) ∈ [x(tj)].
Le pessimisme introduit par le développement de Taylor (2.11) peut être évalué en calculant
la taille w du pavé [xj+1]. On obtient alors :
w ([xj+1]) = w ([xj ]) +
k−1∑
i=1
hiw
(
f [i]([xj ])
)
+ hkw
(
f [k]([x˜j ])
)
. (2.13)
Comme la taille d’un pavé est toujours positive, on a alors w ([xj+1]) ≥ w([xj ]). Ainsi, le
schéma numérique (2.11) est numériquement instable et diverge au bout de quelques pas.
Pour réduire le phénomène de conservatisme qui en résulte (dû aux eﬀets d’enveloppement
et de dépendance), les coeﬃcients de Taylor sont évalués à l’aide d’une fonction d’inclusion
centrée. Par ailleurs, des techniques de pré-conditionnement basées par exemple sur une
décomposition QR ou une forme parallépipédique [91] permettent de limiter l’eﬀet d’enve-
loppement.
Remarque 12 Dans [91], une méthode d’intégration numérique garantie d’équations diﬀéren-
tielles incertaines basée sur les polynômes de Hermite-Obreschkoﬀ est proposée. Il s’avère que
les schémas d’intégration intervalle basés sur ce polynôme sont plus robustes que ceux utilisant
un développement en série de Taylor et oﬀrent de meilleures précisions. Des implémentations des
techniques de Taylor et de Hermite-Obreschkoﬀ sont disponibles dans le solveur VNODE-LP 2.
Dans le paragraphe suivant, ces techniques numériques garanties de résolution d’équations
diﬀérentielles incertaines sont associées aux méthodes de construction de systèmes englobants pour
la caractérisation d’ensembles atteignables pour une classe générale de systèmes non linéaires.
2. http ://www.cas.mcmaster.ca/ nedialk/vnodelp/
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2.2.3 Systèmes englobants et intégration numérique garantie : Métho-
dologie et algorithme de construction
Dans cette partie, nous présentons une méthode de calcul d’atteignabilité continue non linéaire
basée sur des méthodes de Taylor par intervalles, et plus précisément sur la méthode Hermite-
Obreschkoﬀ intervalle telle qu’implémentée dans le logiciel open source VNODE-LP [87], ainsi que
sur l’approche par systèmes englobants [100, 101].
L’idée principale consiste à étudier la monotonie d’une fonction algébrique et utiliser les bornes
des variables pour calculer l’image d’un intervalle par cette fonction. En d’autres termes, si une
fonction de plusieurs variables g(., ., α, ., .) est croissante par rapport à α sur un domaine [α], alors
g(., ., α, ., .) ≤ g(., ., [α], ., .) ≤ g(., ., α, ., .), et idem en inversant les bornes si la fonction est décrois-
sante. L’algorithme ci-dessous utilise cette règle pour construire les systèmes englobants.
• Algorithme de construction des systèmes englobants [100] :
A chaque point tj de de la grille temporelle t0 < t1 < ... < tj < ... < tN .
1. Evaluer la matrice Jacobienne J([xj ]) de la fonction d’évolution du système dynamique, sur
l’horizon temporel [tj , tj+1] ;
2. Si les éléments non-diagonaux de la matrice intervalle J([xj ]) sont de signe constant,
3. Alors
3.a Construire les systèmes englobants permettant de calculer les solutions minimale et
maximale ;
3.b Simuler les systèmes englobants avec VNODE-LP et calculer la solution a priori [x˜j ],
valable sur tout l’horizon temporel [tj , tj+1], en utilisant les deux solutions a priori des
systèmes englobants ;
3.c Ré-évaluer la matrice Jacobienne J([x˜j ]) sur tout le domaine de la solution a priori,
c’est-à-dire sur la boîte contenant la trajectoire {x(t), t ∈ [tj , tj+1]} ⊆ [x˜j ] ;
3.d Si un des signes des intervalles éléments non-diagonaux de J([x˜j ]) n’est pas consistant
avec les signes évalués à la ligne 2,
Alors eﬀacer le résultat et passer à la ligne 4.a ; FinSi
4. Sinon
4.a Intégrer le système diﬀérentiel intervalle original ;
5. FinSi
2.3 Atteignabilité à base de changement de variables variant
dans le temps
Lorsque le système dynamique est monotone, le calcul du domaine atteignable se fait d’une
manière eﬃcace et avec une maîtrise du pessimisme. Dans cette section, nous allons présenter une
technique basée sur un changement de coordonnées [112] et relaxant les propriétés de monotonie
pour le calcul de l’ensemble atteignable de systèmes LPV à incertitudes bornées. La technique pré-
sentée dans le paragraphe 1.4 est étendue au cas des systèmes LPV. Dans la suite de ce chapitre,
nous verrons comment exploiter ces résultats pour traiter le problème d’observation intervalle dédié
au cas des systèmes LPV.
Avant de détailler cette technique, commençons par déﬁnir les représentations LPV et quasi-
LPV (q-LPV).
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2.3.1 Déﬁnitions usuelles
Déﬁnition 13 [Systèmes linéaires à paramètres variants (LPV)]
Une représentation d’état d’un système linéaire à paramètres variants est donnée par :{
x˙(t) = A(ρ(t)) x(t) +B(ρ(t)) u(t)
y(t) = C(ρ(t)) x(t) +D(ρ(t)) u(t) (2.14)
où x ∈ Rn est le vecteur d’état, u ∈ Rm est le vecteur d’entrée et y ∈ Rs est le vecteur de sortie.
ρ représente le vecteur de paramètres d’ordonnancement du système (ne dépendant pas explici-
tement de l’état). Ce vecteur est constitué de variables exogènes au système (visant à capter les
non-linéarités). 
Les systèmes LPV diﬀèrent des systèmes LTI (linéaires invariants dans le temps) du fait que
les matrices A, B, C et D dépendent de divers paramètres décrivant une évolution temporelle
implicite. Si l’on ﬁxe ces paramètres, on retrouve une représentation LTI.
Déﬁnition 14 [Systèmes quasi-LPV]
Le système (2.14) est dit quasi-LPV si certaines variables du vecteur d’ordonnancement dé-
pendent explicitement d’une partie du vecteur d’état. Le vecteur d’état peut alors se décomposer
comme :
x(t) = [zx(t)T wx(t)T ]T (2.15)
et
ρ(t) = [zx(t)T p(t)T ]T (2.16)
où p(t) représente les paramètres d’ordonnancement indépendants de l’état x(t). Le modèle
quasi-LPV est alors donné comme suit :
 z˙x(t) = A11(ρ(t)) zx(t) +A12(ρ(t)) wx(t) +B1(ρ(t)) u(t)w˙x(t) = A21(ρ(t)) zx(t) +A22(ρ(t)) wx(t) +B2(ρ(t)) u(t)
y(t) = C1(ρ(t)) zx(t) + C2(ρ(t)) wx(t) +D(ρ(t)) u(t)
(2.17)

Nous rencontrons dans la littérature deux techniques principales de construction de modèles
LPV et q-LPV. La première consiste à construire un ensemble de modèles Linaires à Temps Inva-
riant (LTI) obtenus autour de points d’équilibre ou de points de fonctionnement. Ces modèles LTI
sont ensuite interpolés à l’aide de fonctions d’interpolation aﬁn de reproduire une approximation
du système non linéaire. La seconde technique utilise des transformations permettant de suivre les
non linéarités en choisissant convenablement des variables d’état mesurables en tant que vecteur
d’ordonnancement (voir annexe A).
Dans cette section, nous allons nous intéresser à la construction de techniques d’atteignabilité
pour des systèmes LPV en supposant que la transformation a déjà été eﬀectuée.
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2.3.2 Formulation du problème
Supposons 3 que le système (2.1) peut être transformé sous une forme LPV avec perturbations
additives décrite par :

x˙(t) = A(ρ(t))x(t) +B(ρ(t))u(t) + E(t)d(t),
y(t) = C(t)x(t) +D(t)u(t) + F (t)w(t),
x(0) ∈ [x(0), x(0)],
∀t, d(t) ∈ [−1,+1]p, w(t) ∈ [−1,+1]r,
∀t, ρ(t) ∈ [−1,+1]q,
(2.18)
où x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rs, ρ(t) ∈ Rq, d(t) ∈ Rp, et w(t) ∈ Rr représentent respectivement
le vecteur d’état, le vecteur d’entrée, le vecteur de sortie, le vecteur d’ordonnancement, les per-
turbations additives et le bruit de mesure. Les perturbations, le vecteur d’ordonnancement ainsi
que l’état initial sont supposés inconnus mais bornés avec des bornes connues (d(t) ∈ [−1,+1]p,
ρ(t) ∈ [−1,+1]q, x(0) ∈ [x(0), x(0)] ). u(t) et E(t) sont supposés connus et bornés. Une décompo-
sition des deux matrices A et B est donnée comme suit :
A(ρ(t)) = A0 +Σqi=1Ai ρi(t) ∈ Rn×n,
B(ρ(t)) = B0 +Σqi=1Bi ρi(t) ∈ Rn×m.
(2.19)
Les matrices Ai et Bi (i = 1, . . . , q) sont constantes et connues. ρi(t), (i = 1, . . . , q), sont les élé-
ments du vecteur des variables d’ordonnancement.
Dans la suite, on va s’intéresser à la caractérisation des états atteignables pour le système
(2.18) en déterminant deux dynamiques associées au centre et au rayon d’un intervalle permettant
de déduire des bornes supérieure (x(t)) et inférieure (x(t)) du vecteur d’état x(t). La méthode de
calcul proposée est basée sur la dynamique centrale du système (A0) d’où la décomposition des
matrices comme le montre l’expression (2.19).
2.3.3 Calcul d’atteignabilité
Dans ce paragraphe, une transformation du modèle LPV (2.18) en utilisant la décomposition
(2.19) est tout d’abord donnée. Ensuite, en se basant sur la décomposition de Jordan de A0, un
changement de coordonnées variant dans le temps assurant le caractère Metzler de la matrice d’état
dans la nouvelle base est utilisé pour calculer l’ensemble atteignable donné par le théorème 15 déﬁ-
nissant les bornes supérieure et inférieure englobant toutes les trajectoires possibles de l’état. Enﬁn,
une condition suﬃsante assurant la non divergence des bornes résultant des dynamiques du centre
et du rayon est présentée.
Réécriture du modèle LPV et ensemble atteignable
En se basant sur les expressions de (2.18) et (2.19) et aﬁn d’englober les incertitudes (ρi(t) et
d(t)) dans un domaine variant dans le temps, le système (2.18) est réécrit comme suit :
x˙(t) = A0x(t) + ϕ(t, x(t)), (2.20)
avec
ϕ(t, x(t)) = B0u(t) + E(t)d(t) + (Σqi=1Aix(t)ρi(t)) + (Σ
q
i=1Biu(t)ρi(t)). (2.21)
3. Nous reviendrons sur ce point dans le chapitre 4.
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En utilisant la décomposition de Jordan 4 de la matrice A0 telle qu’introduite au paragraphe
1.4.2 et rappelée par (2.22)-(2.23), un changement de coordonnées (2.24) variant dans le temps
est utilisé pour relaxer l’hypothèse restrictive liée à la monotonie et pouvoir calculer l’ensemble
atteignable de (2.18).
A0 = V −1JV (2.22)
J = diag(ξ + iω) + η, ξ ∈ Rn, ω ∈ Rn, η ∈ Nn (2.23)
où V ∈ Cn×n est inversible, ξ (resp. ω) est le vecteur contenant les parties réelles (resp. imaginaires)
des valeurs propres de A0. Par conséquent, A0 est Hurwitz stable si et seulement si ξ < 0. Tous les
éléments non nuls du terme nilpotent η sont soit nuls, soit égaux à 1.
Soit :
z(t) = Ω(t)V x(t), Ω(t) = diag(e−iωt) (2.24)
Ce changement de variables a été utilisé dans le premier chapitre pour la construction d’un
observateur intervalle pour des systèmes LTI. Dans la suite, on l’applique à la dynamique centrale
du système (2.18) décrite par A0 pour traiter le problème d’atteignabilité de systèmes LPV.
Sous certaines hypothèses (A1-A4) et en se basant sur le changement de variables (2.24), la
procédure d’atteignabilité est donnée par le théorème 15.
Théorème 15 [112]
Etant données les quatre hypothèses suivantes :
A1 : x(0) ∈ xc(0)± xr(0) ⊂ Rn, zc(0) = V xc(0), zr(0) = V ⋄ xr(0), xr(0) ≥ 0, zr(0) ≥ 0,
A2 : A0 ∈ Rn×n est stable au sens de Hurwitz(ξ < 0),
A3 : u(t), E(t), d(t) ∈ [−1,+1]p, w(t) ∈ [−1,+1]r et ρ(t) ∈ [−1, 1]q sont continues
A4 : u(t) et E(t) sont connus et bornés, xc(0) et xr(0) sont connus.
Sous validité des hypothèses A1−A4, les dynamiques des bornes englobant toutes les trajectoires
possibles de l’état du système décrit par (2.20)-(2.21) sont données dans la nouvelle base après
changement de variables (z(t)) sous la forme centrée (2.25) :
z˙c(t) = gc(t, zc(t)) = (diag(ξ) + η)zc(t) + Ω(t)B0u(t),
z˙r(t) = gr(t, zc(t), zr(t)) = (diag(ξ) + η)zr(t) + |Ω(t)E˜(t, zc(t), zr(t))|1+ ε1,
(2.25)
où ε > 0 est un scalaire choisi arbitrairement petit.
La propriété d’inclusion (2.26) est satisfaite dans la nouvelle base (z(t)) :
∀t ∈ R+, z(t) ∈ (zc(t)± zr(t)) = [z(t), z(t)]. (2.26)
L’ensemble atteignable de l’état pour le système (2.20) est exprimé dans la base d’origine (x(t)),
sous une forme centrée, comme suit :
xc(t) = Ω−1(t)zc(t), xr(t) = Ω−1(t) ⋄ zr(t), (2.27)
4. L’hypothèse présentée dans [112] selon laquelle A0 devrait être diagonalisable est ainsi levée. Dans
ce manuscrit, nous traitons le cas général (forme de Jordan) et nous pouvons revenir à la diagonalisation
de la matrice comme dans [112] en considérant η = 0.
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où la propriété d’inclusion (2.28) est satisfaite :
∀t ∈ R+, x(t) ∈ (xc(t)± xr(t)) = [x(t), x(t)]. (2.28)
L’ensemble atteignable de la sortie est donné par (2.29), tout en satisfaisant la propriété d’in-
clusion (2.30). {
yc(t) = C(t)Ω−1(t)zc(t) +D(t)u(t),
yr(t) = (C(t)Ω−1(t)) ⋄ zr(t) + |F (t)|1, (2.29)
∀t ∈ R+, y(t) ∈ (yc(t)± yr(t)) = [y(t), y(t)]. (2.30)

Les matrices Ω(t) et E˜(t, zc(t), zr(t)) sont déﬁnies comme suit :
Ω(t) = diag(e−iωt)V, Ω−1(t) = V −1diag(eiωt),
E˜(t, zc(t), zr(t)) = [E(t)| . . . Aixc(t) +Biu(t)
. . . | . . . AiΞ(t) . . .],
Ξ(t) = Ω−1(t)∆(zr(t)),
avec ∆(zr(t)) = [diag(zr,R(t)), i · diag(zr,I(t))] ∈ Cn×2n.
(2.31)
Rappelons que [., .] représente l’opérateur de concaténation horizontale, e(.) est la fonction expo-
nentielle élément par élément, | . . . | désigne l’opérateur cabs, 1 est un vecteur colonne dont les
éléments sont égaux à 1, diag(. . .) a comme sortie une matrice carrée diagonale dont les éléments
sont ceux du vecteur d’entrée dans le même ordre, les notations c, r désignent respectivement le
centre et le rayon de l’intervalle correspondant et zr,R(t) (resp. zr,I(t)) désigne la partie réelle de
zr(t) (resp. la partie imaginaire de zr(t)).
En se basant sur le changement de coordonnées (2.24), le théorème 15 donne les ensembles at-
teignables de l’état et de la sortie comme indiqué respectivement par les équations (2.27) et (2.29).
Preuve du théorème 15
Pour prouver le théorème 15, une transformation de la dynamique (2.20) dans la nouvelle base
(z(t)) sous la forme z˙(t) = f1(t, z(t)) = (diag(ξ) + η)z(t) + ψ(t), avec ψ(t) = Ω(t)ϕ(t), est tout
d’abord détaillée. Ensuite, en se basant sur les expressions des deux dynamiques (z˙c et z˙r), nous
montrons la positivité des erreurs d’observation associées respectivement aux bornes supérieures
et inférieures : e(t) = zc(t) + zr(t) − z(t), e(t) = z(t) − zc(t) + zr(t). Cette positivité assure la
propriété d’inclusion (z(t) ∈ zc(t)± zr(t), ∀t > 0).
Tout d’abord, nous introduisons deux lemmes qui seront utilisés dans la preuve. Le premier sert
à montrer la continuité de z(t), zc(t) et zr(t), et le second établit des inégalités aﬁn de minorer les
dynamiques d’erreurs associées aux bornes par un terme positif. De plus, une proposition présentée
dans [24] sera donnée et utilisée pour compléter la preuve.
Lemme 2 Considérons l’équation diﬀérentielle Df1 et les deux équations données par (2.25). f1,
gc et gr sont continues par rapport au temps t et respectivement lipschitziennes par rapport à z(t),
zc(t) et zr(t).
Df1 : z˙(t) = f1(t, z(t)) =
(diag(ξ) + η)z(t) + Ω(t)(B0u(t) + E(t)d(t) + (Σqi=1AiΩ−1(t)z(t)ρi(t)) + (Σ
q
i=1Biu(t)ρi(t)))
En appliquant le théorème de Cauchy-Lipschitz, les solutions de Df1 et (2.25) sont alors uniques
et continues par rapport au temps t pour des conditions initiales données.
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
Preuve. [Lemme 2]
L’expression gr(t, zc(t), zr(t)) = (diag(ξ) + η)zr(t) + (|Ω(t)E˜(t, zc(t), zr(t))| + ε)1 peut être
décomposée comme suit :
gr(t, zc(t), zr(t)) = (diag(ξ) + η)zr(t) + |Ω(t)[E(t)| . . . (Aixc(t) +Biu(t)) . . .]|1
+
∑q
i=1 |Ω(t)AiΩ−1(t)diag(zr,R(t))|1 +
∑q
i=1 |Ω(t)AiΩ−1(t)i · diag(zr,I(t))|1 + ε1 .
Le terme (diag(ξ) + η)zr(t) est linéaire par rapport à zr(t), il est donc Lipschitz par rapport à
zr(t). En outre, les matrices Ω(t) et Ω−1(t) sont bornées et l’opérateur cabs préserve le caractère
Lipschitz : ∀(a1, a2) ∈ R2, ||a2|−|a1|| ≤ |a2−a1|. Ceci justiﬁe le caractère Lipschitz de gr par rapport
à zr. De même, nous prouvons que f1 et gc sont lipschitziennes respectivement par rapport à z
et zc. En se basant sur la propriété de continuité de chacune des fonctions f1, gr et gc et leurs
propriété de Lipschitz, les solutions z(t), zc(t) et zr(t) de Df1 et (2.25) sont uniques et continues
par rapport au temps t, en tenant compte des conditions initiales données par A1 et en appliquant
le théorème de Cauchy-Lipschitz. 
Lemme 3 Soit Z ∈ Cn×r, s(t) ∈ [−1, 1]r ∀t > 0, alors −|Z|1 ≤ Zs ≤ |Z|1. 
Preuve. on a s(t) ∈ [−1, 1]r, donc on peut écrire que −1 ≤ s ≤ 1 où 1 est un vecteur colonne
de dimension r dont tous les éléments sont égaux à 1. Or −|Z| ≤ Z ≤ |Z| où |.| est l’opérateur
cabs. Alors on a min(−|Z|1 , |Z|1 ) ≤ Zs ≤ max(|Z|1 ,−|Z|1 ), ce qui donne −|Z|1 ≤ Zs ≤ |Z|1 .

Proposition 16 [24] Soient z : R+ → Cn, zc : R+ → Cn et zr : R+ → (C+)n trois fonctions
continues (par rapport au temps t). Si ∀t ∈ R+, z(t) ∈ zc(t) ± zr(t) avec zr(t) > 0, alors il existe
une fonction continue et bornée σ : R+ → [−1,+1]2n satisfaisant (2.32) où l’opérateur ∆(. . .) est
déﬁni par (2.33) :
∀t ∈ R+, z(t) = zc(t) + ∆(zr(t))σ(t) (2.32)
∀v ∈ Cn, ∆(v) = [diag(vR), i.diag(vI)] ∈ Cn×2n (2.33)

• Les dynamiques du système dans la nouvelle base :
En utilisant le changement de coordonnées z(t) = Ω(t)x(t) et en se basant sur le théorème 8
présenté dans le premier chapitre (page 21), l’équation d’état décrite par (2.20) est similaire à Df1
dans le lemme 2 :
z˙(t) = f1(t, z(t)) = (diag(ξ) + η)z(t) + Ω(t)ϕ(t, z(t)), (2.34)
avec ϕ(t, z(t)) = B0u(t) + E(t)d(t) + (Σqi=1AiΩ−1(t)z(t)ρi(t)) + (Σ
q
i=1Biu(t)ρi(t)).
• Les dynamiques de l’erreur d’observation :
Le but ici est de montrer que les termes d’erreurs e(t) et e(t) sont positifs ∀t > 0, pour prouver
la propriété d’inclusion (2.26). La méthodologie présentée est similaire à celle utilisée dans [75].
Considérons la dynamique de l’erreur d’observation de la borne supérieure :
e˙(t) = z˙c(t) + z˙r(t)− z˙(t). (2.35)
En utilisant (2.25) et (2.34), la dynamique (2.35) peut être réécrite comme suit :
e˙(t) = (diag(ξ) + η)e(t) + |Ω(t)E(t)|1 +∑qi=1(|Ω(t)AiΩ−1(t)zc(t) + Ω(t)Biu(t)|1
+|Ω(t)AiΩ−1(t)∆(zr(t))|1 )−
∑q
i=1(Ω(t)AiΩ−1(t)z(t) + Ω(t)Biu(t))ρi(t)
−Ω(t)E(t)d(t) + ε1 .
(2.36)
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D’après le lemme 2, les fonctions z, zc et zr sont continues. Par ailleurs, l’état initial vériﬁe z(0) ∈
zc(0)±zr(0). Supposons maintenant qu’il existe un instant t0 tel que ∀t ∈ [0, t0[, z(t) ∈ zc(t)±zr(t),
avec zr(t) > 0. En appliquant la proposition 16 (proposition 4 dans [24]) pour t ∈ [0, t0[, il existe
une fonction continue σ : [0, t0[→ [−1, 1]2n telle que :
z(t) = zc(t) + ∆(zr(t))σ(t). (2.37)
Remplaçons z(t) par son expression (2.37) dans (2.36), la dynamique de l’erreur d’observation peut
être réécrite comme suit :
e˙(t) = (diag(ξ) + η)e(t) +
∑q
i=1(|Ω(t)AiΩ−1(t)zc(t) + Ω(t)Biu(t)|1 + |Ω(t)AiΩ−1(t)
∆(zr(t))|1 )−∑qi=1(Ω(t)AiΩ−1(t)zc(t) + Ω(t)Biu(t))ρi(t)−∑qi=1(Ω(t)AiΩ−1(t)
∆(zr(t))σ(t)ρi(t)) + |Ω(t)E(t)|1 − Ω(t)E(t)d(t) + ε1 .
(2.38)
En utilisant l’hypothèse A3 où ρi(t) ∈ [−1, 1], d(t) ∈ [−1, 1]p et σ(t)ρi(t) ∈ [−1, 1]2n et en se basant
sur le lemme 3, les inégalités suivantes sont obtenues :
−∑qi=1 |Ω(t)AiΩ−1(t)zc(t) + Ω(t)Biu(t)|1
≤∑qi=1(Ω(t)AiΩ−1(t)zc(t) + Ω(t)Biu(t))ρi(t)
≤∑qi=1 |Ω(t)AiΩ−1(t)zc(t) + Ω(t)Biu(t)|1 , (2.39)
−∑qi=1 |Ω(t)AiΩ−1(t)∆(zr(t))|1
≤∑qi=1(Ω(t)AiΩ−1(t)∆(zr(t))σ(t)ρi(t))
≤∑qi=1 |Ω(t)AiΩ−1(t)∆(zr(t))|1 , (2.40)
−|Ω(t)E(t)|1 ≤ Ω(t)E(t)d(t) ≤ |Ω(t)E(t)|1 . (2.41)
En se basant sur l’expression de la dynamique de l’erreur (2.38), en utilisant les inégalités
(2.39)-(2.41) qui sont satisfaites ∀t ∈ [0, t0[, et comme (diag(ξ) + η) est Metzler (i.e. tous les élé-
ments non diagonaux sont non négatifs), la positivité de la dynamique de l’erreur est alors établie
jusqu’à l’instant t0 : ∀t ∈ [0, t0[, e(t) > 0.
Supposons qu’à l’instant t0 au moins un élément scalaire ek du vecteur d’erreur e est nul. Sa
dynamique est décrite par :
e˙k(t0) = (diag(ξ) + η)ek(t0) + [
∑q
i=1(|Ω(t)AiΩ−1(t)zc(t) + Ω(t)Biu(t)|1
+|Ω(t)AiΩ−1(t)∆(zr(t))|1 )]k − [
∑q
i=1(Ω(t)AiΩ−1(t)zc(t) + Ω(t)Biu(t))ρi(t)]k
−[∑qi=1(Ω(t)AiΩ−1(t)∆(zr(t))σ(t)ρi(t))]k + |Ω(t)E(t)|k1 − [Ω(t)E(t)d(t)]k + εk1 . (2.42)
En utilisant les relations (2.39), (2.40), (2.41) et ek(t0) = 0 ainsi que la positivité stricte de εk,
on obtient e˙k(t0) > 0.
Par conséquent, pour des raisons de continuité, ∃t1 > t0, e(t) > 0, ∀t ∈ [0, t1]. Le même rai-
sonnement peut être appliqué à e(t). Nous prouvons ainsi que les termes d’erreurs e et e resteront
toujours positifs autour de chaque instant où ils pourraient éventuellement s’annuler. Nous avons
alors, ∀t > 0, e(t) > 0 et e(t) > 0 et nous pouvons déduire que la dynamique dans (2.25) vériﬁe la
propriété d’inclusion (2.26) et inclut toutes les trajectoires du système déﬁni par (2.34).
En se basant sur le changement de coordonnées (2.24), on aura x(t) = Ω−1(t)z(t). Étant donné
que z(t) ∈ (zc(t) ± zr(t)), on peut écrire x(t) ∈ Ω−1(t)(zc(t) ± zr(t)). En utilisant le théorème 9
donné dans le premier chapitre (page 22), on obtient x(t) ∈ (Ω−1(t)zc(t) ± Ω−1(t) ⋄ zr(t)). D’où,
xc(t) = Ω−1(t)zc(t) et xr(t) = Ω−1(t) ⋄ zr(t). Ce qui justiﬁe les expressions des bornes englobant
toutes les trajectoires possibles de l’état dans la base d’origine et sous la forme centrée (2.27).
En se basant sur les équations données par (2.25), l’ensemble atteignable de la sortie (2.29) peut
être obtenu. En eﬀet, (2.29) résulte de l’équation de sortie du système (2.18), x(t) = Ω−1(t)z(t),
z(t) ∈ zc(t) ± zr(t) et w(t) ∈ 0 ± 1 . Les équations de (2.29) peuvent alors être déduites de
y(t) ∈ C(t)Ω−1(t)(zc(t)± zr(t)) +D(t)u(t) + F (t)(0± 1 ) et le théorème 9. Ainsi, le théorème 15
est prouvé. 
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Stabilité des bornes
Une condition suﬃsante assurant la non divergence des bornes, données précédemment sous la
forme centrée dans la nouvelle base (zc(t), zr(t)) et englobant toutes les trajectoires possibles de
l’état, est donnée par le théorème 17.
Théorème 17 Etant donnée la formulation du problème énoncée au paragraphe 2.3.2 et les équa-
tions données par (2.25), on déﬁnit une matrice S telle que S =
∑q
i=1 ∥V AiV −1∥
∈ (R+)n×n où ∥ . . . ∥ désigne l’opérateur module appliqué élément par élément à une matrice com-
plexe. Si ξ < 0 (c-à-d A0 est Hurwitz stable) et si la matrice Metzler [(diag(ξ)+η+S), S; S, (diag(ξ)+
η+S)] est Hurwitz stable, alors la borne supérieure (resp. inférieure), c’est à dire z(t) = zc(t)+zr(t)
(resp. z(t) = zc(t)−zr(t)) restent bornées supérieurement (resp. inférieurement) par une constante
lorsque t→∞.
Remarque 18 En l’absence d’incertitudes multiplicatives dans la matrice d’état A(ρ(t)) (c-à-d
Ai = 0, ∀ i = 1, . . . , q), on obtient S = 0 et la condition donnée par le théorème 17 se réduit à
ξ < 0. La stabilité des bornes englobant toutes les trajectoires possibles de l’état se déduit directement
de la stabilité de A0, ce qui correspond au cas du paragraphe 1.4.5 du premier chapitre (stabilité
du prédicteur intervalle pour les systèmes LTI).
La preuve du théorème 17 est similaire à celle du théorème 8 dans [24], en utilisant diag(ξ)+ η
(décomposition de Jordan) au lieu de diag(ξ) (diagonalization). Il faut noter que la stabilité des
bornes supérieure et inférieure de l’état du système (x(t), x(t)) et des sorties (y(t), y(t)), est liée à
celle de zc(t) et zr(t).
Pour conclure, les bornes supérieure et inférieure (x(t), x(t)) déﬁnissant l’ensemble atteignable
de l’état, ainsi que les bornes supérieure et inférieure (y(t), y(t)) déﬁnissant l’ensemble atteignable
de la sortie du système, données dans le théorème 15, sont stables si la condition suﬃsante présen-
tée par le théorème 17 est vériﬁée.
Dans la section 2.3, nous avons présenté une nouvelle approche basée sur un changement de
coordonnées variant dans le temps pour le calcul de l’ensemble atteignable dédié à une classe de
systèmes LPV. Cette approche peut être exploitée pour traiter le cas non linéaire après transfor-
mation sous forme LPV. Une comparaison va être établie dans la suite avec des techniques à base
de systèmes englobants et intégration numérique garantie pour montrer l’eﬃcacité de la méthode
proposée.
2.4 Exemple numérique
Dans la section 2.2, une approche basée sur les méthodes de Taylor par intervalles et une autre
obtenue en lui associant les méthodes de construction de systèmes englobants ont été présentées.
Cette dernière technique est développée pour une classe générale de systèmes non linéaires. Dans
la section 2.3, nous avons développé une méthode à base de changement de variables pour le
calcul de l’ensemble atteignable dédiée aux systèmes linéaires à paramètres variants et qui peut
être appliquée aux systèmes non linéaires après transformation sous une forme LPV. Dans cette
section, nous allons appliquer les méthodes que nous avons présentées à un modèle du système
repressilator (réseau oscillatoire de régulateurs de transcription à N gènes) modiﬁé [40, 35], décrit
par le système d’équations diﬀérentielles non linéaires suivant :{
m˙i = −mi + bpi + α(t)1+pn
i−1
+ α0i (t)
p˙i = −ν(t)mi − µ(t)pi
(2.43)
avec i = 1, 2, ..., N , n = 2 et p0 = pN . On suppose que les paramètres variables α(t), ν(t), µ(t) et
αi(t), ainsi que les conditions initiales sont bornées par des bornes connues :
α ≤ α(t) ≤ α, ν ≤ ν(t) ≤ ν, µ ≤ µ(t) ≤ µ, α0i ≤ α0i (t) ≤ α0i . (2.44)
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Les bornes sont regroupées dans la table 2.1. Les résultats de simulation entre t = 0 et t = 10 min,
avec b = −0.5 et N = 12, seront présentés dans la suite.
bornes α ν µ α0i m1(t0) m2(t0) m3(t0) p1(t0) p2(t0) p3(t0)
inf. 0.5 1.9 1.9 25 35 30 40 27 25 32
sup. 1.5 2.1 2.1 35 45 40 50 37 35 42
Table 2.1 – Bornes des variables incertaines
2.4.1 Approche à base de systèmes englobants et d’intégration numé-
rique garantie
La ﬁgure 2.1 illustre les résultats de simulation avec b = −0.5 et N = 12 gènes.
Dans ce cas, le système est non monotone et VNODE-LP est plus eﬃcace que les systèmes
englobants car il réalise une gestion eﬃcace du phénomène d’enveloppement par l’utilisation d’une
forme centrée et de deux changements de coordonnées [87]. Inversement, il faut noter que les
systèmes englobants sont généralement plus eﬃcaces que VNODE-LP lorsque le système montre
des propriétés de monotonie.
2.4.2 Changement de base variant dans le temps
Pour b = −0.5, le système (2.43) n’est pas monotone. Nous allons alors chercher à eﬀectuer un
changement de coordonnées permettant à ce système d’être monotone dans la nouvelle base. Pour
utiliser le changement de coordonnées (2.24), le système (2.43) est réécrit comme suit :
x˙i = A0xi + ϕ
(
xi, xi−1, α(t), α0i (t), δν(t), δµ(t)
)
, (2.45)
avec i = 1, 2, ..., N , xi = (mi, pi)T , δν = δµ ∈ [−0.1, 0.1], ϕ
(
xi, xi−1, α(t), α0i (t), δν(t), δµ(t)
)
=
(A1.δν(t) +A2.δµ(t))xi + ( α(t)1+pn
i−1
+ α0i (t), 0)T et
A0 =
( −1 b
2 −2
)
, A1 =
(
0 0
1 0
)
, A2 =
(
0 0
0 1
)
.
La matrice A0 est diagonalisable et possède deux valeurs propores complexes (−1.5+0.866i et
−1.5− 0.866i). Elle peut être exprimée comme suit :
A0 = V −1diag(ξ + iω)V
Avec V =
(
1.2910i 0.559 + 0.3227i
1.2910i 0.559− 0.3227i
)
, ξ = (ξ1, ξ2)T = (−1.5, −1.5)T et ω = (ω1, ω2)T =
(0.866, −0.866).
Le changement de coordonnées est donné par Ω(t) = diag(e−iωt)V . Les résultats de simulation
sont illustrés dans la ﬁgure 2.1.
2.4.3 Analyse
Étant donné que b < 0, le système (2.43) n’est pas monotone. La technique proposée, basée sur
le changement de coordonnées variant dans le temps donne des bornes convergeant vers un domaine
plus petit que ceux obtenus à l’aide de l’approche à base des systèmes englobants (voir Figure 2.1).
Ceci peut être expliqué par le fait que la dynamique du système n’est pas modiﬁée après un chan-
gement de coordonnées et que la sur-approximation introduite par les termes non linéaires a été
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Figure 2.1 – Résultats de simulation : a) VNODE-LP : cyan. b) Systèmes englobants
+ VNODE-LP : (Borne supérieure : vert, borne inférieure : rouge). c) Atteignabilité en
utilisant le changement de coordonnées : bleu.
contrôlée. En outre, les conditions du théorème 17 sont satisfaites. Ainsi, les dynamiques du centre
et du rayon données par l’équation (2.25) sont stables. La stabilité de ces dynamiques est illustrée
par la ﬁgure 2.1. Il faut également noter que la propriété d’inclusion des trajectoires du système
dans l’ensemble atteignable est satisfaite par l’approche proposée ainsi que par les autres techniques.
La méthode proposée donne des résultats similaires à ceux obtenus par intégration numérique
garantie. Ainsi, les techniques de changement de base sont adaptées au cas des systèmes non mo-
notones et oscillants. Elles présentent également l’avantage d’une faible complexité algorithmique
ce qui leur permet d’être de bonnes candidates pour une implantation en ligne.
Cette technique d’atteignabilité à base de changement de coordonnées peut être exploitée pour
la construction d’observateurs intervalles pour des systèmes LPV incertains.
2.5 Observateurs intervalles
Il est souvent possible de décrire avec une assez bonne précision des dynamiques non linéaires
par des modèles Linéaires à Paramètres Variants (LPV). L’avantage de cette description est de
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pouvoir utiliser les techniques linéaires pour la synthèse alors qu’il est diﬃcile d’aborder directe-
ment les systèmes non linéaires non monotones tout en préservant un temps de calcul raisonnable.
Les modèles LPV appartiennent à une classe générale de systèmes linéaires variant dans le
temps. Comme nous l’avons mentionné dans le paragraphe 2.3.1, ils peuvent être déﬁnis comme
étant des systèmes linéaires dont les matrices des équations d’état dépendent d’un vecteur de
paramètres variant dans le temps, appelé vecteur d’ordonnancement. Souvent, le vecteur d’ordon-
nancement est supposé mesurable ou fonction d’un ensemble de grandeurs directement mesurables.
Lorsque ce dernier dépend d’une partie du vecteur d’état, le système est dit quasi Linéaire à Para-
mètres Variants (q-LPV).
Il existe dans la littérature diﬀérents travaux consacrés à la synthèse d’observateurs classiques
(ponctuels) pour les systèmes LPV [11, 10]. Lorsque le vecteur d’ordonnancement n’est pas dispo-
nible à la mesure, les techniques classiques deviennent inadaptées, d’où l’intérêt des observateurs
intervalles. Néanmoins, peu de travaux ont abordé ce champ d’investigation.
Dans cette section, des observateurs intervalles pour des systèmes q-LPV/LPV seront présen-
tés. Tout d’abord, nous allons rappeler quelques résultats des travaux obtenus dans [98] où une
représentation q-LPV a été utilisée pour la construction d’un observateur pour les systèmes non
linéaires. Cet observateur est composé de deux observateurs inférieur et supérieur basés sur une
structure de Luenberger. Nous allons voir que deux hypothèses fortes sont nécessaires pour la
construction de cet observateur. Aﬁn de relaxer la limitation de cette approche, nous avons déve-
loppé une nouvelle méthode faisant l’objet de [115] et présentée dans le paragraphe 2.5.2. Cette
technique se base sur un changement de coordonnées variant dans le temps pour assurer la pro-
priété de monotonie du système étudié dans la nouvelle base. Elle est développée tout en exploitant
les résultats de la section 2.3 obtenus lors du calcul de l’ensemble atteignable pour des systèmes
LPV.
2.5.1 Observateurs intervalles pour des systèmes LPV ou q-LPV : pre-
mière approche
Dans [117, 98], un observateur intervalle a été proposé en utilisant une linéarisation q-LPV inter-
valle. Étant donné que la trajectoire du système original (non linéaire) est encadrée par l’ensemble
des trajectoires linéaires du modèle q-LPV, l’idée consiste à utiliser l’approximation intervalle :{
x˙(t) = A(ρ(t))x(t) +B(ρ(t))u(t)
y(t) = C(ρ(t))x(t) +D(ρ(t))u(t) . (2.46)
où le vecteur d’ordonnancement ρ évolue dans un domaine compact de support connu qui peut être
sur-approximé par un pavé [ρ]. Dans la suite de ce paragraphe, on notera par M et M les bornes
inférieure et supérieure d’une matrice M , où M peut être l’une des matrices A, B, C ou D.
Structure de l’observateur intervalle
L’observateur intervalle proposé dans [117, 98] est composé de deux observateurs inférieur et
supérieur basés sur une structure de Luenberger. Ils sont décrits par :{
x˙(t) = Ax(t) +Bu(t) + L(y(t)− y(t))
y(t) = Cx(t) +Du(t) , (2.47){
x˙(t) = Ax(t) +Bu(t) + L(y(t)− y(t))
y(t) = Cx(t) +Du(t) . (2.48)
Les gains L et L ne sont pas forcément identiques et sont choisis en fonction des bornes des matrices
A, B, C et D. En supposant que le bruit de mesure soit borné par ϵ, le domaine admissible de la
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sortie est :
[y(t)] = [ym(t)− ϵ, ym(t) + ϵ], (2.49)
où ym(t) est le vecteur de mesure à l’instant t. En utilisant l’expression (2.49) pour tenir compte
des incertitudes sur les mesures, l’observateur intervalle (2.47)-(2.48) peut se réécrire sous la forme :{
x˙(t) = (A− LC)x(t) + (B − LD)u(t) + L(ym(t)− ϵ)
y(t) = Cx(t) +Du(t) , (2.50){
x˙(t) =
(
A− LC)x(t) + (B − LD)u(t) + L(ym(t) + ϵ)
y(t) = Cx(t) +Du(t) , (2.51)
L’observateur intervalle (2.50)-(2.51) fournit des bornes inférieure et supérieure du vecteur
d’état x du système (2.46) si l’inégalité : x(t) ≤ x(t) ≤ x(t), ∀t ≥ t0 est toujours vraie.
En étudiant l’erreur d’observation inférieure e = x− x, on démontre dans [117, 98] que :
e˙(t) = (A− LC) e(t) + λ(t), (2.52)
avec 
λ(t) =
(
∆A − L∆C
)
x(t) +
(
∆B − L∆D
)
u(t)− Lϵ
A(ρ(t)) = A+∆A
B(ρ(t)) = B +∆B
C(ρ(t)) = C +∆C
D(ρ(t)) = D +∆D
.
De même, l’erreur d’observation supérieure est décrite par :
e˙(t) =
(
A− LC) e(t) + λ(t), (2.53)
avec 
λ(t) =
(
∆A − L∆C
)
x(t) +
(
∆B − L∆D
)
u(t) + Lϵ
A(ρ(t)) = A−∆A
B(ρ(t)) = B −∆B
C(ρ(t)) = C −∆C
D(ρ(t)) = D −∆D
.
D’après le théorème 2 présenté dans le premier chapitre (page 16), si on arrive à calculer des gains
d’observation L et L tels que :
– les matrices (A− LC) et (A− LC) soient Metzler ;
– les signaux λ et λ soient positifs.
Alors les erreurs d’observation e et e restent non négatives ∀t ≥ t0.
Convergence
La stabilité asymptotique de l’observateur intervalle est assurée si les trajectoires inférieure et
supérieure de (2.50) et (2.51) convergent vers un domaine de largeur ﬁnie contenant l’ensemble des
trajectoires admissibles de (2.46). L’étude de la stabilité de l’observateur est donc équivalente à
l’étude de la stabilité de l’erreur totale :
e(t) = e(t)− e(t) = x(t)− x(t). (2.54)
On note respectivement par xc(t) et xr(t) le centre et le rayon de l’intervalle estimant le domaine
des états possibles à l’instant t : {
xc(t) = x(t)+x(t)2
xr(t) = x(t)−x(t)2 =
e(t)−e(t)
2
. (2.55)
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Par souci de simplicité, on considère le même gain pour les bornes inférieure et supérieure (i.e.
L = L = L). En utilisant les équations de la dynamique de l’observateur intervalle (2.50)-(2.51),
on démontre dans [98] que si le gain L est choisi tel que la matrice :
Ae =
(
2 (mid[A]− L mid[C]) (w[A]− L w[C])
(w[A]− L w[C]) 2 (mid[A]− L mid[C])
)
soit stable et Metzler, alors l’erreur totale e converge asymptotiquement vers une boule de centre
xcmax et de rayon xrmax. Si Ae est inversible, cette boule est déﬁnie par :(
xcmax
xrmax
)
= A−1e Λe
où Λe est un vecteur d’éléments positifs bornant (terme à terme) le vecteur :(
mid[B]− L mid[D]
w[B]− L w[D]
)
u(t) +
(
L y(t)
2L ϵ
)
.
Les fonctions w(.) et mid(.) retournent respectivement la largeur (diamètre) et le centre (milieu)
d’un pavé.
L’approche proposée dans cette section permet d’assurer la stabilité et la convergence de l’ob-
servateur intervalle en choisissant judicieusement les gains d’observation. Cette technique permet
de concevoir deux observateurs minorant et majorant englobant toutes les trajectoires possible de
l’état d’un système LPV et ayant une structure de Luenberger. Ils peuvent être utilisés pour l’ob-
servation d’un système non linéaire après une procédure de transformation (voir annexe A). Les
gains L1 et L2 doivent assurer la positivité de l’erreur d’observation. L’avantage de cette approche
réside dans l’utilisation de techniques linéaires permettant d’assurer la stabilité de l’observateur
intervalle. Néanmoins, deux hypothèses fortes sont nécessaires. D’abord, le domaine de l’état doit
être petit et connu a priori. Ensuite, on doit être capable de déterminer deux gains L1 et L2 tels
que les matrices (A−L1C)T et (A−L2C)T soient Metzler. Il s’avère que cette dernière condition
est très restrictive. Nous avons donc cherché à la relaxer.
2.5.2 Observateurs intervalles pour une classe de systèmes LPV à base
de changement de variables variant dans le temps
Aﬁn de lever le caractère restrictif des hypothèses sur lesquelles s’appuie la première approche
décrite au paragraphe 2.5.1, nous avons développé une technique basée sur un changement de
variables variant dans le temps [115]. Ce travail s’inscrit dans la continuité du travail sur l’attei-
gnabilité des systèmes LPV en présence de perturbations additives décrit dans la section 2.3.
Formulation du problème
Considérons le système LPV suivant :

x˙(t) = A(ρ(t))x(t) +B(ρ(t))u(t) + E(t)d(t)
y(t) = Cx(t) + Fw(t)
x(0) ∈ [x(0), x(0)]
∀t, d(t) ∈ [−1,+1]p, w(t) ∈ [−1,+1]r
∀t, ρ(t) ∈ [−1,+1]q
(2.56)
où x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rs, ρ(t) ∈ Rq, d(t) ∈ Rp, et w(t) ∈ Rr représentent respectivement
le vecteur d’état, le vecteur d’entrée, le vecteur de sortie, le vecteur des variables d’ordonnancement,
les perturbations additives et le bruit de mesure. Les perturbations et l’état initial sont supposés
inconnus mais bornés avec des bornes connues (d(t) ∈ [−1,+1]p, x(0) ∈ [x(0), x(0)] ). u(t) et E(t)
sont connues et bornées. La formulation de l’observateur intervalle proposé pour le système (2.56)
est obtenue en considérant la même structuration des matrices A et B que dans (2.19) :
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A(ρ(t)) = A0 +Σqi=1Ai ρi(t) ∈ Rn×n, B(ρ(t)) = B0 +Σqi=1Bi ρi(t) ∈ Rn×m.
Comme nous l’avons mentionné, les matrices Ai et Bi (i = 1, . . . , q) sont constantes et connues
et les ρi(t), i = 1, . . . , q, sont les éléments du vecteur d’ordonnancement. A0 peut être stable ou
instable. Un gain d’observateur assurant la stabilité de (A0 − LC) est introduit. Il faut noter que
nous allons présenter dans ce manuscrit le cas général utilisant la forme de Jordan (comme pré-
cédemment pour l’atteignabilité). Dans [115], nous avions utilisé une diagonalisation dans C, ce
qui rendait nécessaire l’hypothèse qu’un gain d’observateur L assurant la C-diagonalisabilité de
la matrice (A0 − LC) existe. Notons que le cas où (L = 0) correspond à un prédicteur intervalle
résolvant un problème d’atteignabilité.
2.5.3 Changement de coordonnées variant dans le temps
Tout d’abord, une transformation du modèle LPV (2.56) sera établie en utilisant la décompo-
sition de deux matrices A et B et en introduisant un gain d’observateur. Ensuite, en se basant sur
la décomposition de Jordan de la matrice d’état obtenue, un changement de variables variant dans
le temps permettant d’obtenir la monotonie du système (2.56) dans la nouvelle base sera proposé
pour la construction d’un observateur intervalle.
En se basant sur (2.56) et la décomposition de deux matrices A et B comme dans (2.19), le
système (2.56) peut être réécrit comme suit :{
x˙(t) = A0x(t) +B0u(t) + E(t)d(t) + (Σqi=1Aix(t)ρi(t)) + (Σ
q
i=1Biu(t)ρi(t))
y(t) = Cx(t) + Fw(t) (2.57)
Sans perte de généralité, en supposant que la paire (A0, C) soit détectable, il est possible de calculer
un gain L tel que (A0−LC) soit stable au sens de Hurwitz. Le système (2.57) peut se réécrire sous
la forme :
x˙(t) = (A0 − LC)x(t) +B0u(t) + E(t)d(t)− LFw(t) + Ly(t) + (Σqi=1Aix(t)ρi(t))
+(Σqi=1Biu(t)ρi(t))
(2.58)
En introduisant les notations A˜0 = (A0 − LC), B˜0 = [B0, L] , U˜(t) =
[
u(t)
y(t)
]
, E˘(t) =
[E(t), −LF ] et d˘(t) =
[
d(t)
w(t)
]
∈ [−1, 1]p+r, le système (2.58) devient :
x˙(t) = A˜0x(t) + ϕ(t, x(t)) (2.59)
avec ϕ(t, x(t)) = B˜0U˜(t) + E˘(t)d˘(t) + (Σqi=1Aix(t)ρi(t)) + (Σ
q
i=1Biu(t)ρi(t)) (2.60)
La décomposition de Jordan de la matrice A˜0 est donnée comme suit :
A˜0 = V −1 (diag(ξ + iω) + η) V,
où V ∈ Cn×n, ξ ∈ Rn, ω ∈ Rn (2.61)
η est une matrice nilpotante, ξ et ω représentent respectivement le vecteur contenant les parties
réelles et les parties imaginaires des valeurs propres de A˜0. La matrice A˜0 est stable au sens
de Hurwitz ssi ξ < 0. Le changement de coordonnées variant dans le temps (2.62) permet alors
d’assurer la monotonie de (2.59) dans la nouvelle base, aﬁn de pouvoir construire l’observateur
intervalle en question.
z(t) = Ω(t)x(t), Ω(t) = diag(e−iωt)V (2.62)
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En utilisant le changement de coordonnées (2.62) et en se basant sur le théorème 8 (page 21),
le système (2.59) peut se réécrire sous la forme (2.63), avec ψ(t) = Ω(t)ϕ(t, z(t)) et ϕ(t, z(t)) =
B˜0U˜(t) + E˘(t)d˘(t) + (Σqi=1AiΩ−1(t)z(t)ρi(t))
+ (Σqi=1Biu(t)ρi(t)).
z˙(t) = (diag(ξ) + η)z(t) + ψ(t) (2.63)
Dans la suite, pour la construction d’un observateur intervalle pour le système (2.56) mis
sous la forme (2.59) dans la base d’origine et sous la forme (2.63) dans la nouvelle base (z(t)),
deux cas seront traités : le cas où le vecteur d’ordonnancement est connu et le cas où le vecteur
d’ordonnancement est inconnu mais borné.
2.5.4 Vecteur d’ordonnancement connu
Dans ce paragraphe, un observateur intervalle basé sur le changement de variables (2.62) est
développé, en supposant que le vecteur d’ordonnancement ρ(t) est connu. De plus, les composantes
ρi(t) interviennent linéairement dans la matrice d’état comme on peut le voir dans l’équation (2.64).
La dynamique sur laquelle va se baser l’observateur intervalle n’est plus une dynamique LTI.
z˙(t) = (diag(ξ) + η +Σqi=1Ω(t)Aiρi(t)Ω−1(t))z(t) + Ω(t)(B˜0U˜(t)
+E˘(t)d˘(t) + Σqi=1Biu(t)ρi(t))
(2.64)
Transformation du modèle LPV
En utilisant le changement de coordonnées (2.62), le système (2.59) peut se transformer sous
la forme (2.65) :
z˙(t) = (diag(ξ) + η)z(t) + ψ(t) (2.65)
avec ψ(t) = Ω(t)(Σqi=1Aiρi(t))Ω−1(t)zc(t) + Ω(t)(B˜0 + [Σ
q
i=1Biρi(t), 0])U˜(t) + Ω(t)Eˆ(t, zr(t))dˆ(t).
Les expressions de Eˆ(t, zr(t)) et de dˆ(t) sont données dans la preuve ci-dessous.
Preuve. [de (2.65)]
Partons de l’équation (2.63) et notons par βi l’inﬂuence de la ième composante ρi(t) du vecteur
d’ordonnancement, avec i = 1, · · · , q, i.e. βi(t) = Aix(t)ρi(t) dans la base d’origine. βi(t) est
donné par βi(t) = Γi(t)z(t)ρi(t) dans la nouvelle base (z(t)), où Γi(t) = AiΩ−1(t). En utilisant
la proposition 16 (page 35), l’expression de βi(t) peut être réécrite sous la forme (2.66) où σ(t) ∈
[−1, 1]2n.
βi(t) = Γi(t)zc(t)ρi(t) + Γi(t)∆(zr(t))σ(t)ρi(t) (2.66)
Le système (2.63) est alors décrit par :
z˙(t) = (diag(ξ) + η)z(t) + Ω(t)(B˜0U˜(t) + E˜(t)d˜(t)) (2.67)
avec E˜(t)d˜(t) = E˘(t)d˘(t) + Σqi=1(Γi(t)zc(t) +Biu(t))ρi(t) + Γi(t)∆(zr(t))σ(t)ρi(t) (2.68)
En se basant sur le changement de coordonnées (2.62), on obtient zc(t) = Ω(t)xc(t) (la preuve est
dans [27]) et Γi(t)zc(t) = Aixc(t). Alors, en remplaçant Γi(t)zc(t) par Aixc(t) dans (2.68), (2.67)
peut être réécrite sous la forme :
z˙(t) = (diag(ξ) + η)z(t) + Ω(t)(B˜0U˜(t) + Σqi=1(Aixc(t) +Biu(t))ρi(t) + Eˆ(t)dˆ(t)) (2.69)
avec Eˆ(t)dˆ(t) = E˘(t)d˘(t) +AiΞ(t)σ(t)ρi(t) et Ξ(t) = Ω−1(t)∆(zr(t)) (2.70)
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Pour faire apparaître l’inﬂuence de composantes mesurées ρi(t) dans la matrice d’état et justiﬁer
la forme de (2.65), l’équation (2.69) peut être réécrite comme suit :
z˙(t) = (diag(ξ) + η)z(t) + Ω(t)(Σqi=1Aiρi(t))Ω−1(t)zc(t)
+Ω(t)(B˜0 + [Σqi=1Biρi(t), 0])U˜(t) + Ω(t)Eˆ(t, zr(t))dˆ(t)
(2.71)
où Eˆ(t, zr(t)) = [E˘(t)| . . . Aiρi(t)Ξ(t) . . .] (2.72)
dˆ(t) = [d˘(t); σ(t)] ∈ [−1, 1]p+r+2n (2.73)
Ainsi, l’expression (2.71) peut se mettre sous la forme (2.65) où les expressions de Eˆ(t, zr(t)) et de
dˆ(t) sont données respectivement par (2.72) et (2.73). 
Structure de l’observateur intervalle
La structure de l’observateur intervalle pour un système LPV décrit par (2.56) est donné par
le théorème suivant.
Théorème 19 [115]
Étant donné un système décrit par (2.59)-(2.60) avec :
A1 : x(0) ∈ xc(0)± xr(0) ⊂ Rn, zc(0) = V xc(0), zr(0) = V ⋄ xr(0), xr(0) ≥ 0, zr(0) ≥ 0,
A2 : u(t), E(t), d(t) ∈ [−1,+1]p, w(t) ∈ [−1,+1]r et ρ(t) ∈ [−1, 1]q sont continus,
A3 : u(t) et E(t) sont connus et bornés, xc(0) et xr(0) sont connus.
Le système 
z˙c(t) = (diag(ξ) + η +Ω(t)(Σqi=1Aiρi(t))Ω−1(t))zc(t)
+Ω(t)(B˜0 + [Σqi=1Biρi(t), 0])U˜(t)
z˙r(t) = (diag(ξ) + η)zr(t) + |Ω(t)Eˆ(t, zr(t))|1
(2.74)
est un observateur intervalle pour (2.59)-(2.60) décrit par les dynamiques du centre (zc(t)) et du
rayon (zr(t)) d’un intervalle bornant les états dans la nouvelle base (z(t)) avec :
Ω(t) = diag(e−iωt)V, Ω−1(t) = V −1diag(eiωt)
Eˆ(t, zr(t)) = [E˘(t)| . . . Aiρi(t)Ξ(t) . . .]
Ξ(t) = Ω−1(t)∆(zr(t))
(2.75)
L’observateur intervalle satisfait la propriété d’inclusion des états aussi bien dans la nouvelle base
(z(t)) (2.76) que dans la base de départ (x(t)) (2.77) :
∀t ∈ R+, zr(t) ≥ 0 ∧ z(t) ∈ zc(t)± zr(t) ⊂ Cn (2.76)
∀t ∈ R+, xr(t) ≥ 0 ∧ x(t) ∈ xc(t)± xr(t) ⊂ Cn (2.77)
xc(t) = Ω−1(t)zc(t), xr(t) = Ω−1(t) ⋄ zr(t). (2.78)

En se basant sur le changement des coordonnées (2.62), le théorème 19 donne la structure de l’ob-
servateur intervalle pour le système (2.59)-(2.60). Cet observateur fait bien intervenir les mesures
étant donné que U˜(t) = [u(t); y(t)] dans (2.74). La notation " ;" indique une concaténation verticale.
Preuve.
45
Pour prouver le théorème 19, on va utiliser la transformation de (2.59) dans la base (z(t))
représentée par (2.65) pour donner les expressions de ψc(t) et ψr(t) telles que ψ(t) ∈ ψc(t)±ψr(t)
où ψ(t) = Ω(t)ϕ(t). Ensuite, en utilisant la nouvelle forme de (2.65), les expressions obtenues pour
(ψc(t), ψr(t)), et en se basant sur un raisonnement analogue à celui développé dans la preuve
du théorème 15 au paragraphe 2.3.3 (page 33), la structure de l’observateur proposé ainsi que la
propriété d’inclusion sont justiﬁées.
• Expressions de ψc(t) et ψr(t) :
En utilisant (2.65) et dˆ(t) ∈ [−1,+1]p+r+2n, on obtient :
ψ(t) ∈ Ω(t)(Σqi=1Aiρi(t))Ω−1(t)zc(t) + Ω(t)(B˜0 + [Σqi=1Biρi(t), 0])U˜(t) + Ω(t)Eˆ(t, zr(t))(0± 1 ).
En se basant sur le théorème 9 (page 22), l’expression précédente peut être exprimée par : ψ(t) ∈
ψc(t)± ψr(t) avec
ψc(t) = Ω(t)(Σqi=1Aiρi(t))Ω−1(t)zc(t) + Ω(t)(B˜0 + [Σ
q
i=1Biρi(t), 0])U˜(t),
ψr(t) = |Ω(t)Eˆ(t, zr(t))|1 .
• Vériﬁons les hypothèses suivantes :
A1 : z˙(t) = (diag(ξ) + η)z(t) + ψ(t),
A2 : z(t) ∈ Cn, zr(0) ≥ 0, z(0) ∈ zc(0)± zr(0),
A3 : ψc(t) ∈ Cn et ψr(t) ∈ Cn sont continues,
A4 : ψr(t) ≥ 0 et ψ(t) ∈ ψc(t)± ψr(t),
A5 : obsc et obsr sont deux dynamiques respectivement définies par (2.79) et (2.80) :
z˙c(t) = (diag(ξ) + η)zc(t) + ψc(t) (2.79)
z˙r(t) = (diag(ξ) + η)zr(t) + ψr(t) (2.80)
En se basant sur un raisonnement analogue à celui développé dans la preuve du théorème 15 au
paragraphe 2.3.3 (page 33), on montre que obs = (obsc, obsr) est un observateur intervalle pour le
système déﬁni dans A1 vériﬁant la propriété d’inclusion (2.76). D’où la preuve du théorème 19. 
Stabilité de l’observateur intervalle
Même si la propriété d’inclusion (2.76) assure que les trajectoires de l’état restent dans les
bornes calculées, la stabilité de l’observateur ne peut pas être directement déduite de la stabi-
lité de A˜0. D’une part, la dynamique du centre (zc(t)) dépend de Σqi=1Aiρi(t) où ρi(t) sont des
variables variant dans le temps. D’autre part, la dynamqiue du rayon zr(t) dépend de Eˆ(t) i.e.
Eˆ(t) = Eˆ(t, zr(t)). La stabilité de l’observateur intervalle obtenu dépend de la stabilité des dyna-
miques données par (2.74). Par la suite, nous allons donner une condition assurant la stabilité de
la dynamique du centre zc(t) et une condition suﬃsante de non divergence de la dynamique du
rayon zr(t).
La condition assurant la stabilité de la dynamique du centre zc(t) est établie dans la base
d’origine. Par conséquent, une transformation de (2.74) dans la base d’origine x(t) est d’abord
présentée dans le corollaire 2.
Corollaire 2 La dynamique du centre de l’observateur intervalle dans la base d’origine (x(t)) est
décrite par (2.81) :
x˙c(t) = (A0 − LC +Σqi=1Aiρi(t))xc(t) + (B˜0 + [Σqi=1Biρi(t), 0])U˜(t) (2.81)

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Preuve. L’expression (2.81) est justiﬁée en utilisant le changement de coordonnées variant dans
le temps z(t) = Ω(t)x(t). En eﬀet, on a zc(t) = Ω(t)xc(t) ce qui implique z˙c(t) = diag(−iω)Ω(t)xc(t)+
Ω(t)x˙c(t). Remplaçons z˙c(t) par son expression dans la première équation de (2.74), on obtient :
diag(−iω)Ω(t)xc(t) + Ω(t)x˙c(t) =
(diag(ξ) + η +Ω(t)(Σqi=1Aiρi(t))Ω−1(t))Ω(t)xc(t) + Ω(t)(B˜0 + [Σ
q
i=1Biρi(t), 0]))U˜(t).
Ensuite, en multipliant chaque côté de l’équation par Ω−1(t) et en remplaçant diag(iω)+diag(ξ)+η
par diag(ξ + iω) + η, on obtient :
x˙c(t) = Ω−1(t)(diag(ξ + iω) + η)Ω(t)xc(t) + (Σqi=1Aiρi(t))xc(t) + (B˜0 + [Σ
q
i=1Biρi(t), 0]))U˜(t).
Finalement, en utilisant (2.61), la dernière expression devient :
x˙c(t) = A˜0xc(t) + (Σqi=1Aiρi(t))xc(t) + (B˜0 + [Σ
q
i=1Biρi(t), 0]))U˜(t)
La dynamique (2.81) est alors obtenue. 
• Stabilité de la dynamique du centre xc(t) :
La dynamique de l’erreur liée à (2.81) est stable si e˙(t) = (A0−LC+Σqi=1Aiρi(t))e(t) est stable,
où e(t) = x(t)− xc(t) désigne l’erreur d’observation. Dans ce travail, la stabilité de la dynamique
du centre de l’observateur résulte de la stabiliité de :
x˙(t) = (A0 − LC +Σqi=1Aiρi(t))x(t) (2.82)
Soit la fonction de Lyapunov déﬁnie par V (x(t)) = xT (t)Px(t). Cette fonction quadratique garantit
la stabilité de (2.82) s’il existe une matrice P = PT ≻ 0 telle que :
(A0 +Σqi=1Aiρi(t)− LC)TP + P (A0 +Σqi=1Aiρi(t)− LC) ≺ 0 (2.83)
où ≺ 0 indique une matrice déﬁnie négative. Soit X = PL (d’où XT = LTP ). L’équation (2.83)
devient :
AT (t)P + PA(t)− CTXT −XC ≺ 0 (2.84)
avec A(t) = A0+Σqi=1Aiρi(t). La forme aﬃne de la matrice (A0+Σ
q
i=1Aiρi(t)) peut être exprimée
sous une forme polytopique en utilisant le lemme 4.
Lemme 4 les deux énoncés suivants sont équivalents :
S1 : ∃ρ(t) ∈ [−1, 1]q, A(t) = A0 +Σqi=1Aiρi(t)
S2 : ∃α(t) ∈ (R+)N , A(t) = ΣNj=1αj(t)Aˆj , ΣNi=1αj(t) = 1
où Aˆ = {A0 +Σqi=1Aiηi, η ∈ {−1, 1}q}, N = 2q et Aˆj désigne le jème élément de Aˆ, j = 1, . . . , N .

Le lemme 4 donne un résultat d’équivalence entre la représentation aﬃne d’une matrice intervalle
incertaine (S1) et la forme polytopique (S2). La preuve de ce lemme est obtenue directement de la
relation entre ρ(t) et α(t) qui résulte de la transformation polytopique convexe obtenue en prenant
les éléments scalaires de ρ(t) comme variables de prémisse [19].
En utilisant le lemme 4, l’inéqualité (2.84) est réécrite comme suit :
ΣNj=1αj(t)(AˆTj P + PAˆj − CTXT −XC) ≺ 0 (2.85)
AˆTj P + PAˆj − CTXT −XC ≺ 0, ∀j = 1, . . . , N (2.86)
Comme αj(t) > 0 pour j = 1, . . . , N , si (2.86) est vériﬁée pour j = 1, . . . , N , alors (2.85) est
également vraie.
Une condition assurant la stabilité de la dynamique du centre de l’observateur intervalle pro-
posé est donnée par la proposition suivante.
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Proposition 20 Un système dynamique décrit par la première équation de (2.74) (équivalente à
(2.81)) est stable s’il existe une matrice P = PT ≻ 0 symétrique déﬁnie positive et une matrice
X telle que AˆTj P + PAˆj − CTXT −XC ≺ 0, ∀j = 1, . . . , N , où Aˆj est déﬁnie conformément au
lemme 4 et L = P−1X. 
• Non divergence de la dynamique du rayon zr(t) :
Une condition suﬃsante assurant la non divergence de la dynamique du rayon (zr(t)) de l’ob-
servateur proposé est donnée par la proposition 21.
Proposition 21 Soit S = Σqi=1∥V AiV −1∥ ∈ (R+)n×n avec ρ(t) ∈ [−1, 1]q et ∥.∥ désignant le
module appliqué élément par élément à une matrice complexe. Si ξ < 0 (stabilité de A˜0) et si la
matrice Metzler [(diag(ξ) + η + S), S; S, (diag(ξ) + η + S)] est stable au sens de Hurwitz, alors
∀t, 0 ≤ zr(t) ≤ z¯r(t) et z¯r(t) possède une dynamique stable. 
La preuve de cette proposition est similaire à la preuve du théorème 8 dans [24]. Il suﬃt de rem-
placer diag(ξ) par (diag(ξ) + η) étant donné que dans ce travail la décomposition de Jordan est
utilisée au lieu de la diagonalisation.
Pour conclure, l’observateur intervalle donné par le théorème 19 est stable si les propositions
20 et 21 sont satisfaites.
2.5.5 Vecteur d’ordonnancement inconnu mais borné
Dans ce paragraphe, un observateur intervalle basé sur le changement de variables (2.62) est
développé, en considérant le vecteur d’ordonnancement ρ(t) non mesuré mais borné. Dans ce cas,
les composantes ρi(t) n’interviennent plus dans la matrice d’état comme dans le cas précédent,
mais ces variables seront injectées dans l’entrée du système comme le montre l’équation (2.87). La
dynamique sur laquelle va se baser l’observateur intervalle est invariante dans le temps.
z˙(t) = (diag(ξ) + η)z(t) + Ω(t)(B˜0U˜(t) + E˘(t)d˘(t) + Σqi=1Biu(t)ρi(t)
+Σqi=1Aix(t)ρi(t))
(2.87)
Transformation du modèle LPV
En utilisant le changement de coordonnées (2.62), le système (2.59) peut se transformer sous
la forme (2.88).
z˙(t) = (diag(ξ) + η)z(t) + ψ(t) (2.88)
avec ψ(t) = Ω(t)B˜0U˜(t) +Ω(t)Eˆ(t, zr(t), zc(t))dˆ(t) et les expressions de Eˆ(t, zr(t), zc(t)) et de dˆ(t)
sont données par :
Eˆ(t, zr(t), zc(t)) = [E˘(t)| . . . AiΩ−1(t)zc(t) +Biu(t) . . . | . . . AiΞ(t) . . .] (2.89)
dˆ(t) = [d˘(t); ρ(t); σ(t)ρ(t)] (2.90)
Éléments de preuve. La preuve justiﬁant la réécriture de (2.59) sous la forme (2.88)-(2.90) est
similaire à celle justiﬁant la réécriture de (2.59) sous la forme (2.65), sauf que, dans ce cas, il faut
injecter Ω(t)(Σqi=1Aix(t)ρi(t)) = Ω(t)(Σ
q
i=1AiΩ−1z(t)ρi(t)) dans le terme d’entrée.
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Structure de l’observateur intervalle
La structure de l’observateur intervalle pour un système LPV décrit par (2.56), est donnée par
le théorème 22.
Théorème 22 [115]
Étant donné un système décrit par (2.59)-(2.60) avec :
A1 : x(0) ∈ xc(0)± xr(0) ⊂ Rn, zc(0) = V xc(0), zr(0) = V ⋄ xr(0), xr(0) ≥ 0, zr(0) ≥ 0,
A2 : u(t), E(t), d(t) ∈ [−1,+1]p, w(t) ∈ [−1,+1]r et ρ(t) ∈ [−1, 1]q sont continus,
A3 : u(t) et E(t) sont connus et bornés, xc(0) et xr(0) sont connus.
Le système 
z˙c(t) = (diag(ξ) + η)zc(t) + Ω(t)B˜0U˜(t)
z˙r(t) = (diag(ξ) + η)zr(t) + |Ω(t)Eˆ(t, zr(t), zc(t))|1
(2.91)
est un observateur intervalle pour (2.59)-(2.60) décrit par les dynamiques du centre (zc(t)) et du
rayon (zr(t)) de l’intervalle bornant les états dans la base (z(t)) avec :
Ω(t) = diag(e−iωt)V, Ω−1(t) = V −1diag(eiωt)
Eˆ(t, zr(t), zc(t)) = [E˘(t)| . . . AiΩ−1(t)zc(t) +Biu(t) . . . | . . . AiΞ(t) . . .]
Ξ(t) = Ω−1(t)∆(zr(t))
(2.92)
L’observateur intervalle satisfait une propriété d’inclusion des états qui s’exprime aussi bien dans
la base (z(t)) (2.93) que dans la base (x(t)) (2.94) :
∀t ∈ R+, zr(t) ≥ 0 ∧ z(t) ∈ zc(t)± zr(t) ⊂ Cn (2.93)
∀t ∈ R+, xr(t) ≥ 0 ∧ x(t) ∈ xc(t)± xr(t) ⊂ Cn (2.94)
xc(t) = Ω−1(t)zc(t), xr(t) = Ω−1(t) ⋄ zr(t). (2.95)

En se basant sur le changement des coordonnées (2.62), le théorème 22 donne la structure de l’ob-
servateur intervalle pour le système (2.59)-(2.60), dans le cas où le vecteur d’ordonnancement est
inconnu mais borné.
Éléments de preuve. La preuve du théorème 22 est similaire à celle du théorème 19 (page 45)
avec ψc(t) = Ω(t)B˜0U˜(t) et ψr(t) = |Ω(t)Eˆ(t, zr(t), zc(t))|1 où Eˆ(t, zr(t), zc(t)) est donné par
(2.89).
Stabilité de l’observateur intervalle
En examinant les dynamiques de l’observateur intervalle (2.91) obtenu dans le cas où le vecteur
d’ordonnancement est non mesuré, on constate que la stabilité de la dynamique du centre (première
équation de (2.91)) est obtenue directement de la stabilité du système (ξ < 0), ce qui n’est pas le
cas pour la dynamique du rayon. Ainsi, comme précédemment (paragraphe 2.5.4), la proposition
21 doit être satisfaite pour assurer la stabilité de la dynamique de l’observateur intervalle. En eﬀet,
cette dernière ne repose pas sur la connaissance de ρ et continue donc à s’appliquer dans le cas où
le vecteur d’ordonnancement et inconnu mais borné.
Nous avons proposé une nouvelle technique pour la construction d’un observateur intervalle
pour une classe de systèmes LPV. Cette méthode est basée sur un changement de coordonnées
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variant dans le temps permettant d’assurer la propriété de monotonie dans la nouvelle base pour
relaxer la condition restrictive souvent rencontrée lors de la construction des observateurs inter-
valles. Nous avons traité le cas où le vecteur d’ordonnancement est connu et le cas où le vecteur
d’ordonnancement n’est pas connu exactement mais simplement borné. Dans le paragraphe suivant,
en se plaçant dans le cas où ρ est connu, l’observateur intervalle développé sera illustré à travers
un exemple numérique.
2.5.6 Exemple numérique
Pour illustrer la méthode proposée pour la construction de l’observateur intervalle dédié aux
systèmes LPV, nous considérons un système LPV en présence de perturbations additives décrit
par (2.96). {
x˙(t) = A(ρ(t))x(t) +B(ρ(t))u(t) + E(t)d(t)
y(t) = Cx(t) (2.96)
x(t) ∈ R2 est l’état, u(t) est l’entrée (u(t) = 1), d(t) ∈ [−1,+1]2 est la perturbation, E(t) =
[0.2, 0; 0, 0.5] ∈ R2×2, B(ρ(t)) = B0 = [0.1; 0.1] ∈ R2×1, C = [0, 1] ∈ R1×2. Pour les simulations,
A(ρ(t)) est choisie telle que :
A(ρ(t)) =
[ −0.632− 0.16sin(t) 0.1cos(3t)
−0.14cos(2t) 0.06sin(t)
]
= A0 +Σ3i=1Aiρi(t)
où ρ(t) = [ρ1(t); ρ2(t); ρ3(t)] = [sin(t); cos(3t); cos(2t)],A0 = [−0.632, 0; 0, 0],A1 = [−0.16, 0; 0, 0.06],
A2 = [0, 0.1; 0, 0] et A3 = [0, 0; −0.14, 0]. Étant donné que A0 est instable, le gain d’observateur
L = [0; 4.368] est introduit tout en satisfaisant les propositions 20 et 21. Le système (2.96) est simi-
laire à (2.59) où A˜0 = [−0.632, 0; 0,−4.368], B˜0 = [0.1, 0; 0.1, 4.368], U˜(t) = [1; y(t)], E˘(t) = E(t)
(F = 0) et d˘(t) = d(t). Pour les simulations, on a pris xc(0) = [1.4; 0.05] et xr(0) = [1.4; 1.45].
En introduisant le gain L vériﬁant les conditions de la proposition 20, la matrice A˜0 obtenue
est stable. Toutes les hypothèses du théorème 19 sont valides et les résultats de simulation entre
t = 0 et t = 50 s (avec un pas h = 0.001) de l’observateur intervalle sont donnés par la ﬁgure 2.2
pour les deux états x1(t) et x2(t).
Étant donné que les propositions 20 et 21 sont satisfaites, les dynamiques des bornes de l’ob-
servateur intervalle sont alors stables. Comme l’illustre la ﬁgure 2.2, la propriété d’inclusion est
bien vériﬁée : x1(t) ∈ [x1, x1] et x2(t) ∈ [x2, x2].
2.6 Conclusion
Dans ce chapitre nous avons rappelé tout d’abord les méthodes de Taylor par intervalles et un
couplage avec des systèmes englobants pour la caractérisation d’ensembles atteignables pour une
classe générale de systèmes non linéaires. Ensuite, nous avons présenté une technique d’atteignabi-
lité pour des systèmes linéaires à paramètres variants. La relaxation des conditions de monotonie
est obtenue au travers d’un changement de coordonnées variant dans le temps. Une comparaison
entre la technique proposée et l’approche à base de systèmes englobants combinée avec des tech-
niques d’intégration numérique garantie a été réalisée. Les simulations montrent que l’approche à
base de changement de coordonnées semble produire des résultats moins pessimistes.
Cette technique de calcul d’atteignabilité a été étendue à la construction d’observateurs inter-
valles pour des systèmes LPV. Après avoir présenté quelques résultats existants pour la construction
d’observateurs intervalles pour cette classe de systèmes, nous avons proposé une nouvelle technique
permettant de relaxer les conditions de coopérativité qui s’avèrent restrictives pour des applications
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Figure 2.2 – Résultats de simulation pour un système LPV
réelles. Deux cas ont été étudiés : le cas où le vecteur d’ordonnancement est mesuré et le cas où
le vecteur d’ordonnancement est inconnu. Le chapitre suivant présente une extension au cas des
systèmes linéaires variants dans le temps (LTV).
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Chapitre 3
Observateurs intervalles pour des
systèmes LTV
3.1 Introduction
Nous avons montré dans les chapitres précédents que la synthèse d’observateurs intervalles est
souvent confrontée au problème de construction d’une dynamique non négative pour l’erreur d’ob-
servation. Pour des dynamiques LTI, nous avons présenté dans le chapitre 1 des solutions basées
sur des changements de coordonnées invariants et variants dans le temps. Ces techniques ont été
ensuite étendues au cas des systèmes LPV dans le chapitre 2. Nous avons proposé une approche
qui a permis de relaxer des hypothèses restrictives liées à la non négativité de l’erreur d’observa-
tion pour cette classe. Un changement de variable variant dans le temps a alors été construit en
s’appuyant sur une dynamique LTI centrale [115].
Dans ce chapitre, nous allons étendre ces résultats aux systèmes Linéaires Variants dans le
Temps (LTV). Nous allons d’abord rappeler une approche visant à étendre les résultats de la sec-
tion 1.3 aux systèmes LTV. Elle repose sur la transformation d’une matrice intervalle quelconque en
une matrice intervalle Metzler [37, 36]. Cette technique peut également s’appliquer à des systèmes
LPV avec un vecteur d’ordonnancement mesurable. La limitation principale de cette approche est
que la matrice d’état D(t) = A(t) − Lobs(t)C(t), où Lobs(t) est le gain de l’observateur, doit ap-
partenir à un domaine de faible amplitude. De plus, on ne dispose pas de méthodes génériques et
systématiques pour le calcul de Lobs(t) et du changement de coordonnées permettant de rendre la
matrice D(t) Metzler. Aﬁn de contourner cette limitation, nous proposerons ensuite une approche
originale pour la construction d’observateurs intervalles dédiés aux systèmes LTV [114]. Un change-
ment de coordonnées permettant de transformer une matrice variant dans le temps en une matrice
Metzler sera alors construit. L’implémentation de l’observateur proposé sera également discutée.
Pour illustrer les performances de cette nouvelle approche, nous allons établir dans la dernière
section une comparaison avec les résultats obtenus en appliquant les méthodes présentées dans [37]
et [115].
3.2 Changements de coordonnées invariant dans le temps
pour des systèmes LTV
Dans cette section, certains résultats pour la construction d’un observateur intervalle pour les
systèmes LTV sont rappelés [37].
52
3.2.1 Notations
Dans la suite de la section 3.2, nous noterons par :
• |x| la norme euclidienne d’un vecteur x ∈ Rn ;
• ||u||[t0,t1] la norme L∞ d’un signal localement essentiellement borné u : R+ → R (R+ = {τ ∈
R : τ ≥ 0}), déﬁnie par :
||u||[t0,t1] = ess sup{|u(t)|, t ∈ [t0, t1]}.
Pour t1 = +∞, nous utiliserons simplement la notation ||u|| ;
• 1, k la séquence d’entiers 1, . . . , k ;
• In et En respectivement la matrice identité et la matrice dont tous les éléments sont égaux
à 1, de dimension n× n ;
• ||A||max = maxi=1,n,j=1,n |Ai,j | ;
• M ≻ 0 (resp. M ≺ 0) indique que la matrice M est déﬁnie positive (resp. déﬁnie négative).
Lemme 5 Soit un vecteur x ∈ Rn borné par x et x (i.e x ≤ x ≤ x), et A ∈ Rm×n une matrice
constante, alors :
A+x−A−x ≤ Ax ≤ A+x−A−x, (3.1)
où A+ = max{0, A} et A− = max{0,−A}. 
Preuve. La preuve est donnée dans [36, 37].
3.2.2 Synthèse de l’observateur
Considérons un système décrit par :
x˙ = A(t, y, u)x+ f(t, x, u, θ), (3.2)
y = C(t, u)x,
où x ∈ Rn, u ∈ Rm et y ∈ Rs sont respectivement l’état, l’entrée et la sortie du système
(3.2). θ ∈ Θ ⊂ Rq est un vecteur de signaux inconnus (y compris des paramètres incertains),
l’ensemble compact Θ est connu, A : Rs+m+1 → Rn×n, C : Rm+1 → Rs×n et la fonction
f : Rn+m+q+1 → Rn×m varient dans le temps.
Pour faciliter l’analyse qui suit, supposons que les signaux u(t) et y(t) sont disponibles. À noter
que le vecteur de sortie y(t) ne peut être disponible que via un système d’instrumentation et de
mesure qui introduit un bruit.
Les hypothèses suivantes, similaires à celles utilisées pour des systèmes invariants dans le temps,
sont nécessaires pour la construction d’un observateur intervalle.
Hypothèse 23 L’état x, l’entrée u et la sortie y sont bornés, i.e. ||x|| ≤ X, ||u|| ≤ U et ||y|| ≤ Y
pour des constantes X > 0, U > 0, Y > 0 données.
Hypothèse 24 Il est possible de construire deux fonctions, majorante f : R2n+m+1 → Rn et
minorante f : R2n+m+1 → Rn, pour la fonction f pour tout t ≥ 0, x ≤ x ≤ x pour x, x ∈ Rn,
||u|| ≤ U et θ ∈ Θ telles que f(t, x, x, u) ≤ f(t, x, u, θ) ≤ f(t, x, x, u).
Hypothèse 25 Il existe des fonctions matricielles Lobs : Rs+m+1 → Rn×s, M1 : R+ → Rn×n,
M1(·) =M1(·)T ≻ 0 telles que pour tout t ≥ 0 et ||u|| ≤ U , ||y|| ≤ Y :
m1In ≼M1(t) ≼ m2In, m1,m2 > 0;
M˙1(t) +D(t, y, u)TM1(t) +M1(t)D(t, y, u) +M1(t)2 +M2 ≼ 0,
D(t, y, u) = A(t, y, u)− Lobs(t, y, u)C(t, u), M2 =MT2 ≻ 0.
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Le gain d’observation Lobs a été introduit dans l’hypothèse 25 pour assurer la stabilité de la
matrice D(t, y, u).
Notons que lorsque la matrice D est Metzler, un observateur intervalle peut être construit en
se basant sur les travaux [16, 83, 98] :
x˙ = A(t, y, u)x+ f(t, x, x, u) + Lobs(t, y, u)[y − C(t, u)x]
x˙ = A(t, y, u)x+ f(t, x, x, u) + Lobs(t, y, u)[y − C(t, u)x]
. (3.3)
Théorème 26 [37] On suppose que les hypothèses 23, 24 et 25 sont vériﬁées, que la matrice
D(t, y, u) est Metzler pour tout t ≥ 0, ||u|| ≤ U , ||y|| ≤ Y et que l’une des conditions suivantes est
satisfaite :
1. |f(t, x, x, u)| < +∞, |f(t, x, x, u)| < +∞ pour tout t ≥ 0, ||u|| ≤ U et tout x ∈ Rn, x ∈ Rn ;
2. pour tout t ≥ 0, θ ∈ Θ et tout x ∈ Rn, x ∈ Rn
|f(t, x, u, θ)− f(t, x, x, u)|2 + |f(t, x, x, u)− f(t, x, u, θ)|2 ≤ β|x− x|2 + β|x− x|2 + α
pour α ∈ R+, β ∈ R+, et
βIn −M2 +R ≼ 0, R = RT ≻ 0.
Alors les variables x(t) et x(t) dans (3.3) restent bornées pour tout t > 0 et
x(t) ≤ x(t) ≤ x(t),
en partant des conditions initiales x(0) ≤ x(0) ≤ x(0).
Preuve. Le lecteur peut se référer à [36, 37] pour la preuve.
Le théorème 26 suppose que la matrice D est Metzler. Les autres hypothèses sont classiques
dans la théorie des observateurs ponctuels, à savoir la bornitude de l’état et de l’entrée, l’exis-
tence d’un majorant et d’un minorant pour la fonction f , l’existence d’un gain d’observation Lobs
assurant la stabilité de la matrice D(.) avec une matrice de Lyapunov M1 (hypothèse 25), et la
condition de Lipschitz ou la bornitude de f , f .
Le cas d’une matrice D constante correspond aux résultats de la section 1.3 où un changement
de base statique S tel que S−1DS est stable et Metzler a été construit. Dans cette section, nous
nous intéressons uniquement à des matrices D(t, y, u) variant dans le temps.
Lorsqu’il est possible de déterminer un gain Lobs tel que la matrice D(t, y, u) soit Metzler,
l’observateur (3.3) permet d’estimer le domaine des états possibles. Dans la suite, nous supposerons
qu’il n’existe pas de gain Lobs, tel que la matrice D(t, y, u) soit Metzler et stable.
Lemme 6 [37] Soit Z ∈ Ξ ⊂ Rn×n une matrice variable avec Ξ = {Z ∈ Rn×n : Za −∆ ≤ Z ≤
Za +∆} pour deux matrices ZTa = Za ∈ Rn×n et ∆ ∈ Rn×n+ . Si, pour une constante µ ∈ R et une
matrice diagonale Υ ∈ Rn×n, la matrice Metzler R = µEn −Υ possède les mêmes valeurs propres
que Za, alors il existe une matrice orthogonale S ∈ Rn×n telle que toutes les matrices STZS avec
Z ∈ Ξ soient Metzler, à condition que µ > n||∆||max. 
Preuve. Le lecteur peut se référer à [37] pour une preuve détaillée.
Dans la suite, nous allons supposer que toutes les conditions du lemme 6 sont vériﬁées.
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Hypothèse 27 Soit D(t, y, u) ∈ Ξ pour tout t ≥ 0, ||u|| ≤ U et ||y|| ≤ Y , où Ξ = {D ∈ Rn×n :
Da −∆ ≤ D ≤ Da +∆} avec DTa = Da ∈ Rn×n et ∆ ∈ Rn×n+ . Pour une constante µ > n||∆||max
et une matrice diagonale Υ ∈ Rn×n, la matrice Metzler R = µEn − Υ possède les mêmes valeurs
propres que Da.
Cette hypothèse implique l’existence d’une matrice orthogonale S ∈ Rn×n telle que STD(t, y, u)S
soit Metzler pour tout D(t, y, u) ∈ Ξ. Soit le changement de base z = STx. Alors, le système (3.2)
peut se réécrire sous la nouvelle forme :
z˙ = STA(t, y, u)Sz + ϕ(t, z, u, θ),
où ϕ(t, z, u, θ) = ST f(t, Sz, u, θ). A l’aide de (3.1), on obtient pour x = Sz :
x ≤ x ≤ x, (3.4)
x = S+z − S−z, x = S+z − S−z, (3.5)
où z ≤ z ≤ z est l’encadrement de z. Sous l’hypothèse 24 et en substituant x et x, on obtient :
ϕ(t, z, z, u) = S+Tf(t, x, x, u)− S−Tf(t, x, x, u) ≤
ϕ(t, z, u, θ) ≤ S+Tf(t, x, x, u)− S−Tf(t, x, x, u) = ϕ(t, z, z, u).
Dans les nouvelles coordonnées, une structure d’observateur intervalle pour (3.2) est donnée par :
z˙ = STA(t, y, u)Sz + ϕ(t, z, z, u) + STLobs(t, y, u)[y − C(t, u)Sz]
z˙ = STA(t, y, u)Sz + ϕ(t, z, z, u) + STLobs(t, y, u)[y − C(t, u)Sz]
. (3.6)
En utilisant le changement de base z = STx, l’hypothèse du caractère Metzler de la matrice D,
utilisée dans le théorème 26, est maintenant relaxée.
Théorème 28 [37] On suppose que les hypothèses 23, 24, 25, 27 sont valides et que l’une des
conditions suivantes est vériﬁée :
1. |f(t, x, x, u)| < +∞ et |f(t, x, x, u)| < +∞ pour tout t ≥ 0, ||u|| ≤ U et tout x ∈ Rn, x ∈ Rn ;
2. pour tout t ≥ 0, ||x|| ≤ X, ||u|| ≤ U , θ ∈ Θ et tout z ∈ Rn, z ∈ Rn
|ϕ(t, z, u, θ)− ϕ(t, z, z, u)|2 + |ϕ(t, z, z, u)− ϕ(t, z, u, θ)|2 ≤
β|z − z|2 + β|z − z|2 + α
où α ∈ R+, β ∈ R+, et
βIn − STM2S +R ≼ 0, R = RT ≻ 0.
Alors les variables x(t) et x(t) dans (3.2), (3.4), (3.5) sont bornées pour tout t > 0 et
x(t) ≤ x(t) ≤ x(t),
pour x(0) ≤ x(0) ≤ x(0). 
Preuve. La preuve est donnée dans [37, 36].
Ce théorème présente un observateur intervalle satisfaisant la propriété d’inclusion des états
x(t) pour des systèmes LTV, sans exiger explicitement le caractère Metzler de la matriceD. D’après
l’hypothèse 25, seule la stabilité est nécessaire et un changement de coordonnées permet d’assurer
la non négativité de l’erreur d’observation.
Une procédure itérative pour la construction de l’observateur consiste à déterminer d’abord un
gain Lobs assurant la stabilité de l’erreur puis à calculer Da et ∆ permettant de garantir l’existence
de la matrice de passage S en satisfaisant l’hypothèse 27. Ces matrices sont alors utilisées dans les
équations de l’observateur (3.6).
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3.3 Changements de coordonnées variant dans le temps pour
des systèmes LTV
Nous avons vu dans la section précédente que sous réserve de validité des hypothèses 25 et 27,
le théorème 28 permet de construire un observateur intervalle pour des systèmes variant dans le
temps. Néanmoins, on ne dispose pas de méthodes génériques et systématiques pour le calcul du
gain Lobs et du changement de coordonnées, déﬁni par la matrice S et permettant de rendre la
matrice D(t) Metzler. De plus, la matrice D(t) = A(t) − LobsC(t) est supposée appartenir à un
domaine de faible amplitude.
Dans cette section et aﬁn de contourner cette limitation, nous allons proposer une approche
originale basée sur un changement de coordonnées permettant de transformer une matrice variant
dans le temps en une matrice Metzler, pour construire un observateur intervalle dédié aux systèmes
LTV.
3.3.1 Formulation du problème
On considère un système LTV décrit par :
x˙(t) = A(t)x(t) + f(t)
y(t) = C(t)x(t) + φ(t)
x(0) ∈ [x(0), x(0)]
∀t, f(t) ∈ [f(t), f(t)] ⊂ Rn, φ(t) ∈ [φ(t), φ(t)] ⊂ Rs
(3.7)
où x(t) ∈ Rn, y(t) ∈ Rs, f(t) ∈ Rn et φ(t) ∈ Rs représentent respectivement l’état, la sortie, une
entrée inconnue mais bornée et un bruit de mesure borné.
Les techniques conventionnelles pour les systèmes LPV ([9], [3]) peuvent être utilisées pour
calculer un gain Lobs(t) satisfaisant l’hypothèse 25 et assurant la stabilité de la matrice D(t) =
A(t)−Lobs(t)C(t) dans (3.7). Le système (3.7) peut être réécrit en introduisant le gain d’observa-
tion : {
x˙(t) = D(t)x(t) + ϕ˜(t)
y(t) = C(t)x(t) + φ(t) (3.8)
où D(t) = A(t)− Lobs(t)C(t) et ϕ˜(t) = f(t)− Lobs(t)φ(t) + Lobs(t)y(t).
Dans la suite de cette section, nous allons proposer une nouvelle approche constructive basée
sur un changement de coordonnées variant dans le temps permettant de rendre la matrice D(t)
Metzler dans la nouvelle base aﬁn de construire un observateur intervalle pour le système LTV
décrit par (3.7).
3.3.2 Procédure de transformation de matrices variant dans le temps en
matrices Metzler
Dans ce paragraphe, nous allons montrer que toute matrice variant dans le temps peut être
transformée en une matrice Metzler via un changement de coordonnées variant dans le temps.
Cette méthode de transformation, basée sur les travaux [122, 123], sera utilisée par la suite pour
construire un observateur intervalle pour (3.7). Pour alléger la présentation, nous n’allons pas
donner les preuves des théorèmes relatifs à cette section. Le lecteur peut se référer aux références
fournies. Dans la suite, une procédure constructive transformant la matrice D(t) en une matrice
Metzler Γ(t) est donnée. Deux étapes successives sont nécessaires :
– un premier changement de coordonnées donné par le théorème 34 permet de transformer la
matrice D(t) = A(t)− LobsC(t) en une matrice compagnon notée C˜(t) ;
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– un second changement de coordonnées donné par le théorème 35 transforme C˜(t) en une
matrice Metzler Γ(t).
La description des principales étapes de la procédure requiert les lemmes et les déﬁnitions
suivantes.
Lemme 7 [122, 124] Deux matrices A1(t) ∈ Rn×n et A2(t) ∈ Rn×n sont dites D-similaires s’il
existe une matrice Σ(t) ∈ Rn×n telle que det(Σ(t)) ≡ constant ̸= 0 et
A2(t) = Σ−1(t)[A1(t)Σ(t)− Σ˙(t)]. (3.9)
Toute matrice A1(t) peut se transformer en A2(t) à l’aide d’un changement de coordonnées déﬁni
par (3.9) si tr(A1(t)) = tr(A2(t)). det(.) et tr(.) désignent respectivement le déterminant et la trace
d’une matrice carrée. 
Preuve. Le lecteur peut se référer à [122] pour la preuve.
Déﬁnition 29 Une matrice Cˆ(t) ∈ Rn×n est sous une forme canonique compagnon si elle s’écrit
sous la forme :
Cˆ(t) =

0 1 0 · · · 0
... . . . . . . . . .
...
... . . . . . . 0
0 · · · · · · 0 1
−β1(t) −β2(t) · · · · · · −βn(t)
 ,
= Comp ([−β1(t),−β2(t), . . . ,−βn(t)]) .
(3.10)
Déﬁnition 30 (Déﬁnition 5.4 dans [122]) Une matrice Q(t) ∈ Rn×n est dite Quasi-Compagnon
s’il existe une matrice compagnon Cˆ(t) ∈ Rn×n et une fonction scalaire ξ(t) telles que Q(t) =
Cˆ(t)− ξ(t)I.
La première étape consiste à transformer la matrice D(t) en une matrice compagnon C˜(t).
Cette transformation est assurée au travers de deux transformations successives, à savoir la trans-
formation de D(t) en une matrice quasi-compagnon Q(t) et la transformation de Q(t) en C˜(t). Par
conséquent, la transformation (3.9) est tout d’abord établie entre les matrices D(t) et Q(t). Elle
est donnée par le lemme 8.
Déﬁnition 31 Soient une matrice D(t) ∈ Rn×n et un vecteur b(t) ∈ Rn. L’opérateur ℘D(t) et
l’orbite de la paire (℘D(t), b(t)), notée orb(℘D(t), b(t)), sont déﬁnis par (3.11) où [. . . | . . .] représente
l’opérateur de concaténation horizontale.
℘D(t) = D(t)− Iδ avec δ = d/dt,
orb(℘D(t), b(t)) = [b(t)|℘D(t){b(t)}|℘D(t)℘D(t){b(t)}|
· · · |℘n−1D(t){b(t)}].
(3.11)
Lemme 8 Soit K(t) = orb(℘D(t), b(t)) où b(t) ∈ Rn est un vecteur tel que
det(K(t)) = ρ(t) ̸= 0 (3.12)
et soit en le nème vecteur colonne de la matrice identité I d’ordre n et Cˆ(t) = Comp ([−β1(t),−β2(t), . . . ,−βn(t)]).
Alors D(t) peut se transformer sous une forme quasi-compagnon Q(t) déﬁnie par :
Q(t) = L−10 (t)(D(t)L0(t)− L˙0(t)) = Cˆ(t)− ξ(t)I (3.13)
où
L0(t) = ρ−1/n(t)K(t)H−1(β(t)), (3.14)
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β(t) = [β1(t), β2(t), . . . , βn(t)], (3.15)
H(β(t)) = orb(℘Cˆ(t), en), (3.16)
ξ(t) = − 1
n
ρ˙(t)ρ−1(t), (3.17)
et les fonctions β1, . . . , βn sont données par la proposition 32. 
Preuve. La preuve de ce lemme découle de la déﬁnition 30 et de la preuve des parties (i)-(iii)
du théorème 5.4 dans [122].
Sous l’hypothèse (3.12), le lemme 8 assure l’existence d’un changement de coordonnées trans-
formant toute matrice D(t) sous une forme quasi-compagnon par le biais d’une matrice de passage
L0(t). Le vecteur b peut être choisi constant ou variant dans le temps et l’expression de L0(t) est
déduite en utilisant les valeurs de β(t) données par la proposition 32.
Proposition 32 (D’après le théorème 5.4 dans [122]) Les fonctions scalaires βi(t) dans Cˆ(t) et
L0(t) sont calculées en résolvant l’équation (3.18), où ℘nCˆ{en} est l’opérateur ℘Cˆ déﬁni dans (3.11)
et appliqué n fois à en.
H(β(t))K−1(t)[D(t)K(t)− K˙(t)]en = ℘nCˆ{en}. (3.18)

Le lemme 8 assure l’existence d’un premier changement de coordonnées transformant la ma-
trice D(t) en une matrice quasi-compagnon Q(t).
À présent, nous allons nous intéresser à la transformation de Q(t) en une matrice compagnon
C˜. Cette transformation est assurée par la proposition 33.
Proposition 33 (D’après le théorème 5.3 dans [122]) La matrice quasi-compagnon Q(t) peut se
transformer en une matrice compagnon C˜(t) donnée par :
C˜(t) = R−1n (ξ(t))[Q(t)Rn(ξ(t))− R˙n(ξ(t))]
= Comp ([−αn,1(t),−αn,2(t), . . . ,−αn,n(t)]) . (3.19)
où
Rn(ξ(t)) =
[
R−1n−1(ξ(t)) 0n−1,1
−γn−1R−1n−1(ξ(t)) 1
]
∈ Rn×n, (3.20)
avec 
R−11 = [1]
∀n ≥ 2, γn−1 = [γn−1,1| γn−1,2| · · · | γn−1,n−1]
où γn−1,k = γ˙n−2,k − ξ(t)γn−2,k+
γn−2,k−1 pour k = 1, . . . , n− 1
avec γj,0 = 0, γj,j+1 = 1 pour j = 0, . . . , n− 1
(3.21)
et 0n−1,1 un vecteur avec tous ses éléments nuls. 
Ainsi, la transformation de la matriceD(t) en C˜(t) est assurée par le théorème 34 avecR(ξ(t)) =
Rn(ξ(t)).
Théorème 34 La matrice de passage assurant la transformation de D(t) en C˜(t) est donnée par :
L(t) = L0(t)R(ξ(t)), (3.22)
et l’expression de la matrice compagnon C˜(t) est donnée par :
C˜(t) = L−1(t)(D(t)L(t)− L˙(t)) (3.23)

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À présent, nous allons nous intéresser à la transformation de C˜(t) en une matrice Metzler Γ(t)
qui s’écrit sous la forme :
Γ(t) =

λ1(t) 1 · · · 0
0 λ2(t)
. . . ...
... . . . . . . 1
0 · · · 0 λn(t)
 , (3.24)
où les λi(t) sont appelées les D-valeurs propres essentielles 1 (ED-eigenvalues). Les éléments αn,i(t)
de la matrice C˜(t) peuvent être calculés de manière récursive en utilisant les λi(t) (i = 1, · · · , n)
par la relation (3.25), avec αk,0 = 0 et αk,k+1 = 1 pour 0 ≤ k ≤ n− 1 [122, 123, 124].
αn,j(t) = α˙n−1,j(t)− λn(t)αn−1,j(t) + αn−1,j−1(t)
pour j = 1, . . . , n. (3.25)
A titre d’exemple, nous donnons les expressions générales de αn,i(t) en fonction de λi(t) pour
n = 1 et n = 2 :
n = 1 α1(t) = α1,1(t) = −λ1(t)
n = 2 α2(t) = [α2,1(t) α2,2(t)]
j = 1 α2,1(t) = −λ˙1(t) + λ1(t)λ2(t)
j = 2 α2,2(t) = −(λ1(t) + λ2(t)).
(3.26)
La matrice de passage assurant la similitude entre C˜(t) et Γ(t) est donnée par le théorème 35.
Théorème 35 (Théorème 4.1 dans [122]) Toute matrice compagnon C˜(t) peut être transformée
en une matrice Metzler Γ(t) (3.24) en utilisant le changement de variables donné par :
Γ(t) = (P (t)C˜(t) + P˙ (t))P−1(t) (3.27)
où la matrice de passage P (t) est construite d’une manière récursive par :
P1 = [1]
...
Pn(t) =
[
Pn−1(t) 0n−1,1
αn−1(t) 1
]
∈ Rn×n
(3.28)
Le j-ème élément αn−1,j(t) dans le vecteur ligne αn−1(t) est déﬁni dans (3.25) par une fonction
explicite de λ1(t), λ2(t), . . . , λn−1(t) et de leurs dérivées. 
Proposition 36 La transformation de D(t) en une matrice Metzler Γ(t) (3.24) est assurée par
les deux matrices de passage L(t) et P (t), données respectivement par (3.22) et (3.28), à travers
la relation suivante :
Γ(t) = T (t)
(
D(t)T−1(t)− d(T−1(t))/dt)
où T (t) = P (t)L−1(t). (3.29)

Preuve. La preuve de la proposition 36 est une conséquence directe des théorèmes 34 et 35
déﬁnissant respectivement le changement de variables donné par (3.23), (3.27).
Nous avons vu que toute matrice D(t) variant dans le temps peut être transformée en une
matrice Metzler Γ(t) par un changement de coordonnées variant dans le temps résultant d’une
procédure constructive. Cette transformation, qui est résumée par la proposition 36, est utilisée
dans la sous-section suivante aﬁn de construire un observateur intervalle pour le système (3.8).
1. Voir la déﬁnition 3.1 dans [122]
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3.3.3 Structure de l’observateur intervalle
L’objectif de ce paragraphe est de construire un observateur intervalle pour le système (3.7). Le
choix du gain Lobs(t) stabilisant la boucle D(t) = A(t)−Lobs(t)C(t) peut être fait en se basant sur
la littérature des systèmes LPV. Néanmoins, il est rare d’obtenir une matrice D(t) Metzler. Dans
un tel cas, nous proposons d’introduire un changement de coordonnées en utilisant les théorèmes
34, 35 et la proposition 36. Ce changement de variables, déﬁni par z(t) = T (t)x(t) avec T (t) =
P (t)L−1(t), est appliqué au système (3.8) pour assurer la coopérativité de l’erreur d’observation.
La structure de l’observateur intervalle est introduite dans le théorème 38. Partant d’un domaine
[x(0), x(0)] pour l’état initial x0, un domaine [z(0), z(0)] incluant z(0) est calculé comme suit :
z(0) = T+(0)x(0) − T−(0)x(0) et z(0) = T+(0)x(0) − T−(0)x(0). En outre, l’hypothèse 37 est
nécessaire pour la conception de l’observateur intervalle proposé. Cette hypothèse est classique
dans le cas des observateurs.
Hypothèse 37 Supposons que f(t) ∈ [f(t), f(t)], φ(t) ∈ [φ(t), φ(t)], ∥y(t)∥ ≤ Y ∀t ≥ t0, où la
constante Y > 0 est connue et f(t), f(t), φ(t), φ(t) sont bornées. De plus, ∃ M3 ∈ R+ tel que
∀ t ≥ t0, ∥T (t)∥ ≤M3, ∥T−1(t)∥ ≤M3.
Théorème 38 Soient un système décrit par (3.7) et T une matrice construite comme dans la sec-
tion 3.3.2. Supposons que les hypothèses 25 et 37 sont satisfaites (Notons que l’hypothèse restrictive
27 n’est plus nécessaire). Alors, le système (3.30) est un observateur intervalle pour (3.8) dans la
base (z(t)) tout en satisfaisant la propriété d’inclusion (3.31).{
z˙(t) = Γ(t)z(t) + ϕ
obs
(t) + Ψobs(t) + Tobs(t)y(t)
z˙(t) = Γ(t)z(t) + ϕobs(t) + Ψobs(t) + Tobs(t)y(t)
(3.30)
z(t) ≤ T (t)x(t) ≤ z(t), ∀t ≥ t0, (3.31)
où ϕ
obs
(t) = T+(t)f(t) − T−(t)f(t), Tobs(t) = T (t)Lobs(t), Ψobs(t) = T−obs(t)φ(t) − T+obs(t)φ(t),
ϕobs(t) = T+(t)f(t) − T−(t)f(t), Ψobs(t) = T−obs(t)φ(t) − T+obs(t)φ(t). Γ(t) est déﬁnie dans (3.24)
et (3.29) et les matrices de passage L(t) et P (t) sont respectivement données par (3.22) et (3.28).

Preuve. En utilisant le changement de coordonnées z(t) = T (t)x(t) avec T (t) = P (t)L−1(t),
nous obtenons z˙(t) = T˙ (t)x(t) + T (t)x˙(t)). Etant donné que x(t) = T−1(t)z(t), x˙(t) = D(t)x(t) +
ϕ˜(t), dT−1(t)/dt = −T−1(t)T˙ (t)T−1(t) et T˙ T−1(t) = −T (t)dT−1(t)/dt, l’équation d’état dans la
nouvelle base s’écrit sous la forme :
z˙(t) = Γ(t)z(t) + T (t)ϕ˜(t) (3.32)
où Γ(t) = T (t)D(t)T−1(t)− T (t)dT−1(t)/dt.
Notons par zˆ(t) = z(t)− z(t) l’erreur supérieure décrite par :
˙˜z(t) = Γ(t)z(t) + ϕobs(t) + Ψobs(t) + Tobs(t)y(t)
− Γ(t)z(t)− T (t)ϕ˜(t) (3.33)
Par construction, le terme ϕobs(t)+Ψobs(t)+Tobs(t)y(t)−T (t)ϕ˜(t) est non négatif et la matrice
Γ(t) est Metzler. En utilisant le théorème 2 (page 16), la borne supérieure de l’erreur d’observation
vériﬁe z˜(t) ≥ 0, ∀t ≥ t0 à condition que z˜(t0) ≥ 0. Ainsi, nous pouvons conclure que z(t) ≥
z(t), ∀t ≥ t0. La même démarche peut être utilisée pour prouver que z(t) ≥ z(t), ∀t ≥ t0. Par
conséquent, nous avons :
z(t) ≤ z(t) ≤ z(t) ∀t ≥ t0.
Pour étudier la stabilité de l’observateur intervalle proposé, il est à noter que les deux équations dans
(3.30) sont découplées. Ainsi, la stabilité de chaque variable z et z peut être étudiée séparément.
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Considérons la variable z (la même démarche peut être appliquée à z) dont la dynamique peut être
réécrite comme suit :
z˙ = Γ(t)z + d(t),
d(t) = ϕobs(t) + Ψobs(t) + Tobs(t)y(t).
D’après les hypothèses 25 et 37, il existe une constante δ > 0 telle que |d(t)| ≤ δ pour tout
t ≥ 0. Déﬁnissons la matrice Ξ(t) = [T−1(t)]TM1(t)T−1(t). Cette matrice est bornée si T−1 et
M1 le sont aussi. Alors, ξ1I ≼ Ξ(t) ≼ ξ2I pour ξ1, ξ2 > 0. Considérons la fonction de Lyapunov
W (t, z) = zTΞ(t)z dont la dérivée peut s’écrire sous la forme (après un développement et une
simpliﬁcation de W˙ en introduisant l’expression d(T−1)/dt = DT−1 − T−1Γ obtenue par (3.29)) :
W˙ = zTΥ(t)z + 2zTΞ(t)d(t),
avec
Υ(t) = [T−1(t)]T {M˙1(t) + DT (t)M1(t) +M1(t)D(t)}T−1(t). En se basant sur l’hypothèse 25, il
existe une matrice constante symétrique déﬁnie positive Θ telle que Υ(t) ≼ −Θ. Alors,
W˙ ≤ −zTΘz + 2zTΞ(t)d(t).
Puisque Θ est symétrique, Θ = Θ0.5Θ0.5 et
2zTΞ(t)d = 2zTΘ0.5
√
2√
2
Θ−0.5Ξ(t)d
≤ 0.5zTΘz + 2dTΞT (t)Θ−1Ξ(t)d.
Par conséquent,
W˙ ≤ −0.5zTΘz + 2dTΞT (t)Θ−1Ξ(t)d
≤ −0.5λmin(Θ)ξ−12 W +
2
λmin(Θ)
ξ22δ
2
.
La bornitude de W implique alors celle de z.
Corollaire 3 Sous les hypothèses du théorème 38, les bornes supérieure et inférieure de l’état x(t)
dans la base de départ sont données par (3.34) et la propriété d’inclusion (3.35) est vériﬁée :
{
x(t) = (T−1(t))+z(t)− (T−1(t))−z(t)
x(t) = (T−1(t))+z(t)− (T−1(t))−z(t) (3.34)
x(t) ≤ x(t) ≤ x(t), ∀t ≥ t0 (3.35)

Preuve. En utilisant le changement de coordonnées z(t) = T (t)x(t), nous avons x(t) =
T−1(t)z(t). En eﬀet, il a été prouvé dans [109] que det(P (t)) = 1 ̸= 0, det(L(t)) = (−1)n−1 ̸= 0 et
la matrice T (t) est alors inversible. En appliquant le lemme 5 au terme x(t) = T−1(t)z(t) et en se
basant sur l’inégalité (3.31), nous concluons à la validité des relations (3.34) et (3.35).
Il faut noter que si la dimension du vecteur d’état x n’est pas trop élevée, il est possible
de calculer les paramètres αi, βi et λi en résolvant les équations diﬀérentielles ordinaires (3.18)
et (3.25). Les théorèmes 34-35 et la proposition 36 oﬀrent alors la possibilité de construire des
changements de coordonnées permettant de transformer toute matrice variant dans le temps en
une matrice Metzler par le biais de laquelle il est possible de construire un obervateur intervalle
sans exiger aucune hypothèse supplémentaire par rapport aux observateurs classiques. Ce résultat
[114] représente une avancée importante par rapport aux travaux récents [37]. Lorsque la dimension
de x est élevée, il est alors nécessaire d’utiliser des solveurs et l’expression de T peut devenir assez
complexe.
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3.3.4 Mise en oeuvre
Le choix d’un vecteur b satisfaisant la condition (3.12) représente l’une des étapes importantes
dans la construction du changement de coordonnées variant dans le temps décrit dans le para-
graphe 3.3.2. Ce vecteur peut être choisi constant ou variant dans le temps. Pour simpliﬁer la mise
en oeuvre pratique, b peut être choisi constant. Nous proposons dans la suite de ce paragraphe une
démarche simple permettant de calculer b constant.
Soit une fonction scalaire ρ(t) = det(orb(℘D(t), b)) = ρ(D(t), b) et un vecteur θ(t) représentant
les paramètres inconnus de D(t) i.e. D(t) = D(θ(t)) où θ(t) ∈ [θ, θ] et les bornes θ, θ sont
supposées connues. La condition ρ(t) = ρ(θ(t), b) ̸= 0 peut être exprimée sous la forme ρ(θ(t), b) >
0 ∨ ρ(θ(t), b) < 0. En tenant compte des bornes supérieure θ et inférieure θ de θ(t), cette condition
peut être réécrite comme suit :
ρ(θ, θ, b) > 0 ∨ ρ(θ, θ, b) < 0 (3.36)
où ρ et ρ sont respectivement les bornes supérieure et inférieure de ρ(t). La caractérisation de
l’ensemble de toutes les valeurs de b satisfaisant (3.36) peut s’eﬀectuer d’une manière garantie en
utilisant des outils issus de l’analyse par intervalles et de la propagation de contraintes comme
SIVIA (Set Inversion Via Interval Analysis) [58]. Dans le cas où n = 2 :
D(θ(t)) =
[
d11(θ(t)) d12(θ(t))
d21(θ(t)) d22(θ(t))
]
, b = [b1, b2]T ρ(θ(t), b) = det(orb(℘D(t), b(t))) = d21(θ(t))b12+
(d22(θ(t)) − d11(θ(t)))b1b2 − d12(θ(t))b22. Le solveur RealPaver [50] a été utilisé dans cet exemple
pour résoudre les contraintes non linéaires (3.37).
ρ(θ(t), b) = d21b12 + (d22 − d11)b1b2 − d12b22 > 0
∨ ρ(θ(t), b) = d21b12 + (d22 − d11)b1b2 − d12b22 < 0
(3.37)
où dij = dij(θ) et dij = dij(θ) pour i, j = {1, 2}. Notons qu’une démarche similaire permet d’obtenir
b dans le cas où n > 2.
3.4 Exemple numérique
Pour illustrer les performances de l’approche proposée et faire la comparaison avec les résultats
obtenus en appliquant la méthode donnée dans la section 3.2, nous allons considérer l’exemple
présenté dans [37]. Le système LTV est décrit par :
x˙ = A(t)x+ f(t), y = x2,
A(t) =
[ −0.632− 0.8 sin(t) 0.5 cos(3t)
−0.7 cos(2t) 0.3 sin(t)
]
,[ −0.1
−0.4
]
= f ≤ f(t) ≤ f =
[
0.3
0.6
]
.
(3.38)
Le système (3.38) est simulé avec une entrée inconnue mais bornée f(t) = [0.1+0.2sin(0.5t), 0.1+
0.5cos(1.5t)]T. Néanmoins, pour l’observateur intervalle, seules les bornes f et f sont supposées
connues. Le système (3.38) n’est ni stable ni coopératif. En utilisant le gain Lobs = [0, 4.368]T, la
matrice D(t) = A(t)− LobsC devient stable.
3.4.1 Méthode présentée dans [37]
L’hypothèse 23 est satisfaite sur une durée ﬁnie. Pour Lobs = [0, 4.368]T, la matrice D(t) =
A(t) − LobsC permet d’assurer les conditions de l’hypothèse 25 avec 0.01I2 ≤ M1(t) ≤ I2 et
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M2 = 0.1I2. Enﬁn, l’hypothèse 27 est vériﬁée pour :
Da =
[ −0.632 0
0 −4.368
]
, ∆ =
[
0.8 0.8
0.8 0.8
]
,
R =
[ −2 1.8
1.8 −3
]
, S =
[
0.796 −0.605
0.605 0.796
]
.
Ainsi, toutes les conditions du théorème 28 sont valides. Les résultats de simulation sont présentés
sur la ﬁgure 3.1. La largeur du domaine du vecteur d’état dépend de l’incertitude sur l’entrée
incertaine b(t).
Figure 3.1 – Résultats de simulation : bornes obtenues à l’aide de l’observateur intervalle
pour systèmes LTV décrit dans la section 3.2 [37]
3.4.2 Méthode proposée
En introduisant le gain d’observation Lobs = [0, 4.368]T, la matrice D(t) devient stable. Les
théorèmes 34-35 et la proposition 36 sont alors utilisés aﬁn de transformer la matrice D(t) en une
matrice Metzler Γ(t).
Commençons d’abord par calculer la matrice de passage (3.22). On cherche un vecteur b =
[b1, b2]T satisfaisant (3.12). L’orbite de (℘D(t), b) est donnée par :
orb(℘D(t), b) = K(t) =
[
b1 d11b1 + d12b2
b2 d21b1 + d22b2
]
, (3.39)
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où d11 = −0.632 − 0.8θ1(t), d12 = 0.5θ2(t), d21 = −0.7θ3(t) et d22 = −4.368 + 0.3θ1(t), avec
[θ1(t), θ2(t), θ3(t)]T = θ(t) = [sin(t), cos(3t), cos(2t)]T . θ = [−1, −1, −1] et θ = [1, 1, 1].
La contrainte utilisée pour déterminer b est ρ(θ(t), b) = d21b12+(d22−d11)b1b2−d12b22 > 0. Elle
est équivalente à ρ(θ, θ, b) = −0.7b21−4.836b1b2−0.5b22 > 0. L’ensemble des valeurs admissibles de b,
déterminé par Realpaver, est tracé sur la ﬁgure 3.2. Nous avons alors sélectionné b = [−0.2133 1]T ,
ce qui satisfait la condition (3.12).
D’après (3.39), nous obtenons :
K(t) =
[ −0.2133 12 cos(3t) + 0.1706 sin(t) + 0.1348
1 0.1493 cos(2t) + 0.3 sin(t)− 4.368
]
. (3.40)
En se basant sur les expressions de Cˆ(t) et e2 (3.41), les matrices H(t) et H−1(t) sont données par
(3.42).
Cˆ(t) =
[
0 1
−β1(t) −β2(t)
]
, e2 =
[
0
1
]
. (3.41)
H(t) =
[
0 1
1 −β2(t)
]
, H−1(t) =
[
β2(t) 1
1 0
]
. (3.42)
En utilisant (3.40), ξ(t), déﬁnie dans (3.17), est obtenue. Les fonctions β1(t) et β2(t) sont détermi-
nées en réécrivant l’équation (3.18) sous la forme :[
E1(t)
E2(t, β2(t))
]
=
[ −β2(t)
β22(t)− β1(t) + β˙2(t)
]
,
= H(t)K−1(t)(D(t)K(t)− K˙(t))e2.
(3.43)
La résolution de (3.43) permet alors d’obtenir :
β2(t) = −E1(t),
β1(t) = β22(t) + β˙2(t)− E2(t, β2(t)). (3.44)
Ainsi, en se basant sur (3.40), (3.42), (3.44) et en évaluant (3.14), l’expression de L0(t) est
obtenue, et d’après (3.21) nous avons
R2(ξ(t)) =
[
R−11 0
−γ1R−11 1
]
=
[
1 0
ξ(t) 1
]
.
En utilisant L0(t) et R(ξ(t)), la matrice de passage permettant de transformer D(t) en C˜(t) est
alors calculée par (3.22). Ensuite, la matrice compagnon C˜(t) est déterminée à l’aide de la relation
(3.23) ce qui permet d’obtenir les expressions de α1(t) et α2(t).
Enﬁn, la matrice de passage P (t) assurant la transformation de C˜(t) en une matrice Metzler
Γ(t) est calculée comme suit :
P (t) =
[
1 0
α1(t) 1
]
où α1(t) = α1,1(t) = −λ1(t) (en utilisant la relation (3.25) avec n = j = 1).
En utilisant l’équation (3.26) pour n = 2, nous avons λ˙1(t) = −α2,1(t) + λ1(t)λ2(t). Etant
donné que λ2(t) = −λ1(t) − α2,2(t) il vient λ˙1(t) = −λ21(t) − α2,2(t)λ1(t) − α2,1(t). La valeur de
λ1(t) est obtenue en eﬀectuant une intégration numérique de cette dernière équation diﬀérentielle,
ce qui permet aussi d’évaluer la matrice P (t). Notons ici que λ2(t) est calculée en utilisant l’ex-
pression λ2(t) = −λ1(t)− α2,2(t) permettant ainsi de déduire la matrice Γ(t).
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Rappelons que le système considéré est instable. Ainsi, la méthode proposée est évaluée dans
un cas défavorable. Les simulations ont montré que la matrice de passage T (t) reste bornée pour
tout t ≥ 0. Les résultats entre t = 0 et t = 20 de l’observateur intervalle proposé dans la section
3.3 sont illustrés par la ﬁgure 3.3 pour les états x1(t) et x2(t). Sur la même ﬁgure, nous avons
également tracé les bornes du vecteur d’état estimées à l’aide de l’observateur proposé dans [115].
Figure 3.2 – Domaine des valeurs admissibles de b
Les résultats des simulations montrent que les trois observateurs permettent de déterminer
des bornes garanties pour le vecteur d’état. Néanmoins, l’observateur présenté dans la section 3.3
génère de meilleurs résultats en ce qui concerne la largeur des domaines estimés.
3.5 Conclusion
Dans ce chapitre, nous nous sommes intéressés au problème de synthèse d’observateurs in-
tervalles pour des systèmes linéaires variants dans le temps. Nous avons d’abord présenté des
techniques récentes qui ont permis de relaxer les conditions de coopérativité en utilisant des chan-
gements de coordonnées. Nous nous sommes intéressés en particulier à l’approche développée dans
[37] où la construction du gain d’observation et de la matrice de passage est eﬀectuée d’une manière
itérative.
Dans la deuxième partie de ce chapitre, nous avons présenté une contribution méthodolo-
gique qui consiste à déterminer un changement de base variant dans le temps transformant A(t)−
Lobs(t)C(t) en une matrice Metzler. L’avantage de cette technique est que les calculs du gain Lobs
et de la matrice de passage, pour lesquels on dispose d’une méthode de construction, sont indépen-
dants. Ainsi, des techniques classiques pour des systèmes LPV peuvent être utilisées pour calculer
le gain Lobs assurant la stabilité de A(t)− Lobs(t)C(t).
Dans les chapitres suivants, nous verrons comment les techniques de synthèse d’observateurs
intervalles que nous avons développées permettent d’aborder le cas de systèmes non linéaires et
peuvent être utilisées pour la mise en place de tests ensemblistes destinés à la surveillance des
systèmes non linéaires à incertitudes bornées continus.
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Figure 3.3 – Résultats de simulations : ((a) : bornes estimées à l’aide de la méthode
originale présentée dans la section 3.3 [114], (b) : résultats issus de la méthode [115])
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Chapitre 4
Application de méthodes
ensemblistes pour la détection de
défauts des systèmes non linéaires
(NL) à incertitudes bornées
continus
4.1 Introduction
De façon générale, le diagnostic à base de modèle fait appel à la redondance analytique, c’est-
à-dire à l’exploitation de relations entre les grandeurs mesurées et estimées. Les termes "défaut",
"panne" ou "défaillance" sont souvent utilisés pour faire référence à tout phénomène anormal af-
fectant le comportement du système surveillé, qui peut être d’origine externe (lié à l’environne-
ment dans lequel le système évolue) ou interne (lié à la modiﬁcation des caractéristiques d’une
ou plusieurs composantes du système). La littérature sur ce sujet est abondante et de nombreuses
méthodes de diagnostic ont été proposées depuis presque quatre décennies. Une revue de celles-ci
peut être obtenue via par exemple les ouvrages [13], [20], [31], et les articles de synthèse récents
[54], [55]. Depuis les premiers ﬁltres détecteurs publiés au début des années soixante-dix, ce champ
scientiﬁque a fait l’objet de beaucoup de développements en termes de synthèse des ﬁltres de diag-
nostic, intégrant des spéciﬁcations de performance et des contraintes de robustesse, et également
en termes de modèles utilisés pour la synthèse. Par exemple, pour les systèmes aéronautiques, le
lecteur intéressé pourra se référer à [125]. L’article de synthèse [17] propose une revue des tech-
niques de diagnostic pour les systèmes non linéaires.
L’objet de ce chapitre est d’étudier l’application des observateurs intervalles au problème de
détection de défauts des systèmes non linéaires à incertitudes bornées (NL-IB). Ici, le terme défaut,
ou anomalie de comportement, correspond à une incohérence de fonctionnement qui pourrait être
constatée dans le comportement du système. Comme nous le verrons, la procédure de détection est
basée sur l’invalidation du modèle de bon fonctionnement. La présence des non linéarités conduit
souvent à une complexité des techniques de détection et il n’existe pas d’approche uniﬁée pour
traiter le cas des systèmes non linéaires comme dans le cas linéaire [17]. La première étape de
l’approche employée ici consiste d’abord à transformer le modèle non linéaire en un modèle LPV
dans un contexte ensembliste, aﬁn d’utiliser les techniques de synthèse d’observateurs intervalles
décrites dans les chapitres précédents pour cette classe de modèles. L’objectif poursuivi est que
le pessimisme issu de la transformation du modèle non linaire de départ puisse être compensée
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par un meilleur compromis entre le temps de calcul et la propagation des incertitudes bornées,
tout en assurant des propriétés de stabilité aux observateurs ensemblistes obtenus. Comme nous
l’avons déjà mentionné au chapitre 2, il existe diﬀérentes approches pour représenter un système
non linéaire par une forme LPV. Les techniques classiques pour réaliser cette transformation sont
rappelées dans l’annexe A. La plupart de ces techniques sont basées sur des approximations qui
conduisent par conséquent à une perte d’informations.
Dans ce chapitre, nous commençons par rappeler une technique de transformation garantie qui
consiste à étendre la méthode de la Jacobienne en utilisant l’arithmétique des intervalles [117].
Ensuite, nous proposons une méthodologie permettant la transformation d’une classe générale de
modèles non linéaires à incertitudes bornées (NL-IB) en modèles linéaires à paramètres variants et
incertitudes bornées (LPV-IB). L’inclusion de toutes les trajectoires spéciﬁées par le modèle NL-
IB à l’aide du modèle LPV-IB est garantie sur un domaine de validité préalablement ﬁxé. Cette
méthode est inspirée de la transformation polytopique en utilisant des formes aﬃnes centrées.
En utilisant cette dernière approche, la classe de modèles LPV retenue permet la mise en oeuvre
directe de l’observateur intervalle que nous avons développé au deuxième chapitre dans la section
2.5.5. Dans la deuxième partie de ce chapitre, en se basant sur cet observateur, nous développons
un test ensembliste permettant la détection d’incohérences par rapport au modèle NL-IB initial.
Cette méthodologie de détection de défauts est ensuite illustrée à l’aide d’un modèle non linéaire
représentant la dynamique longitudinale d’un avion.
4.2 Approximations q-LPV/LPV garanties d’un modèle non
linéaire
4.2.1 Approximations q-LPV garanties : Méthode de la Jacobienne
La méthode de la Jacobienne présentée dans l’annexe A est relativement simple à mettre en
œuvre. Néanmoins, le modèle q-LPV obtenu ne représente qu’une approximation du comportement
du modèle non linéaire. Cette approximation peut être une source de fausses alarmes lors de la
mise en œuvre des procédures de surveillance. Pour éviter ce problème de perte d’informations,
cette technique peut être rendue garantie en appliquant des outils ensemblistes [98].
Dans ce paragraphe, nous rappelons une technique qui consiste à élaborer une méthodologie
permettant de transformer un modèle non linéaire en un modèle q-LPV à incertitudes bornées. De
plus, la trajectoire du modèle non linéaire est encadrée avec certitude par l’ensemble des trajectoires
admissibles du modèle q-LPV. Cette approche est basée sur une linéarisation garantie autour d’un
domaine de fonctionnement et non pas autour d’un point d’équilibre. L’approximation q-LPV
proposée est réalisée à l’aide de l’analyse par intervalles [84, 51]. Pour illustrer cette technique,
nous allons commencer par le cas des systèmes autonomes et ensuite nous présenterons le cas des
systèmes non autonomes.
Systèmes non linéaires autonomes
Soit un système non linéaire autonome décrit par :
x˙ = f(x), (4.1)
avec f : Rn −→ Rn, une fonction diﬀérentiable, et x ∈ [x], où [x] est un domaine englobant l’en-
semble des états possibles. Etant donné un tel domaine supposé initialement connu, on cherche à
caractériser l’évolution temporelle des trajectoires possibles issues de ce domaine. Dans ce para-
graphe, une linéarisation garantie du modèle non linéaire (4.1) est eﬀectuée. L’approche présentée
est basée sur la fonction d’inclusion moyenne reposant sur le théorème des accroissements ﬁnis.
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Déﬁnition 39 La fonction intervalle
[fc]([x]) , f(xc) + [Jf ]([x])([x]− xc) (4.2)
est une fonction d’inclusion centrée de f appelée aussi fonction d’inclusion moyenne où xc ∈ [x]
est souvent choisi comme étant le centre de l’intervalle [x].
On trouve dans la littérature des fonctions d’inclusions centrées plus précises que (4.2) décrites
par [51] :
[f ]([x]) , f(xc) + [g]([x]− xc), (4.3)
où [g] est une fonction d’inclusion pour une fonction g qui n’est pas nécessairement la Jacobienne
de f . Pour plus de détails, le lecteur peut se référer à [66, 92, 51].
En utilisant la fonction d’inclusion moyenne de f , on a :
f(x) ∈ f(xc) + [Jfx ]([x])(x− xc), ∀x ∈ [x],
où [Jfx ] est la fonction d’inclusion de la Jacobienne de f déﬁnie par Jfx =
∂f(x)
∂x et xc ∈ [x]. Ainsi,
pour tout x ∈ [x], il existe une matrice A ∈ [Jf ] telle que :
f(x)− f(xc) = A(xˆ)(x− xc), xˆ ∈ [x].
En posant le changement de variable ξ = x− xc, on obtient :{
ξ˙ = A(xˆ)ξ
A(xˆ) ∈ [Jfx ], ∀x ∈ [x], ξ ∈ [x]− xc (4.4)
x˙c = f(xc) (4.5)
Etant donné que A ∈ [Jfx ], ∀x ∈ [x], alors d’après le principe fondamental de l’analyse par
intervalles, le modèle (4.4) est une linéarisation garantie de (4.1) autour de xc.
Systèmes non linéaires non autonomes
Soit un système non linéaire non autonome décrit par :
x˙(t) = f(x(t), u(t)), (4.6)
avec f : Rn × Rm −→ Rn, une fonction diﬀérentiable, et x ∈ [x], u ∈ [u]. On note ρ(t) =
(xT (t), uT (t))T . La linéarisation garantie de (4.6) est obtenue en utilisant la fonction d’inclusion
moyenne de f [117] :
f(ρ) ∈ f(xc, uc) + [Jfx ]([ρ])(x− xc) + [Jfu ](ρ])(u− uc),
où [Jfx ] et [Jfu ] sont les fonctions d’inclusion des Jacobiennes déﬁnies par :
Jfx = ∂f∂x , Jfu =
∂f
∂u .
Ainsi, pour tout ρ ∈ [ρ] = [x]× [u], il existe des matrices A ∈ [Jfx ] et B ∈ [Jfu ], telles qu’en posant
les changements de variables ξ(t) = x(t)− xc et µ(t) = u(t)− uc, on obtient :{
ξ˙(t) = A(ρ(t))ξ(t) +B(ρ(t))µ(t)
ρ(t) ∈ [ρ] . (4.7)
x˙c = f(xc, uc) (4.8)
Le modèle (4.7) est une linéarisation garantie de (4.6) sur le domaine [x]× [u]. Cette approche
est une extension de la méthode de la Jacobienne aux intervalles. Elle présente l’avantage d’être
garantie, mais en introduisant des incertitudes paramétriques pour inclure l’inﬂuence des non li-
néarités.
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4.2.2 Transformation garantie d’un modèle NL-IB en modèle LPV-IB
par variables de prémisses et fonctions d’inclusion aﬃnes
Dans le paragraphe précédent, nous avons rappelé une méthodologie de transformation basée
sur une linéarisation garantie autour d’un domaine de fonctionnement. Cette technique rend la
méthode de la Jacobienne garantie tout en appliquant des outils ensemblistes. Dans ce paragraphe,
une méthodologie générique de transformation d’un modèle dynamique non linéaire à incertitudes
bornées (NL-IB) en un modèle dynamique linéaire à paramètres variants avec incertitudes bor-
nées (LPV-IB) est proposée. L’introduction de variables de prémisses (de manière assez analogue
aux techniques de transformations polytopiques [65]) et la mise en oeuvre de fonctions d’inclusion
aﬃnes ont pour objet la réduction du pessimisme par une prise en compte des dépendances para-
métriques tout au long du processus de transformation NL-IB vers LPV-IB. Cette transformation
vise à fournir un modèle LPV-IB à la fois compatible avec les techniques de synthèse d’observateurs
intervalles développées dans les chapitres 2 et 3 et garantissant l’inclusion des trajectoires spéciﬁées
par le modèle NL-IB initial. Dans un contexte de détection de défauts, cette garantie d’inclusion
permet d’éviter 1 les fausses alarmes. Elle est obtenue en raisonnant sur un domaine de validité
spéciﬁé de manière explicite.
Considérons le modèle dynamique non linéaire NL-IB suivant :
NL-IB :
{
x˙(t) = f(x(t), u(t), d(t)),
y(t) = Cx(t) + Fw(t), (4.9)
où ∀t, x(t) ∈ Rnx , u(t) ∈ Rnu , y(t) ∈ Rny , d(t) ∈ Dd = [−1,+1]nd et w(t) ∈ Dw = [−1,+1]nw
désignent respectivement le vecteur d’état, le vecteur d’entrée, le vecteur de sortie, le vecteur des
perturbations inconnues mais bornées, et un vecteur décrivant un bruit de mesure borné. L’état
initial appartient à un domaine supposé connu et inclus dans un domaine de validité Dx = Dcx±Drx
(= [Dx,Dx] en fonction des bornes inférieures et supérieures) : x(0) ∈ xc(0)±xr(0) ⊂ Dx, où ± est
un opérateur permettant de décrire un intervalle sous forme centrée 2. f est une fonction (champ
de vecteur) continue non linéaire assurant l’existence d’une unique trajectoire solution du modèle
NL-IB (4.9) pour chacun des scénarios possibles parmi l’ensemble de ceux spéciﬁés.
L’objectif de ce paragraphe consiste à transformer le modèle NL-IB (4.9) en un modèle LPV-IB
de la forme (4.10)-(4.13) de telle sorte que la propriété d’inclusion (4.14) reste satisfaite sur tout
le domaine de validité spéciﬁé :
LPV-IB :
{
x˙(t) = A(ρ(t))x(t) +B(ρ(t))u(t) + E(t)v(t) + κ(t),
y(t) = Cx(t) + Fw(t), (4.10)
∀t, ρ(t) ∈ Dρ = [−1,+1]nρ , v(t) ∈ Dv = [−1,+1]nv , (4.11)
A(ρ(t)) = A0 +
∑nρ
l=1Alρl(t) ∈ Rnx×nx , (4.12)
B(ρ(t)) = B0 +
∑nρ
l=1Blρl(t) ∈ Rnx×nu , (4.13)
∀t, ∀(x, d) ∈ Dx ×Dd, ∃(ρ, v) ∈ Dρ ×Dv, . . .
f(x, u, d) = A(ρ)x+B(ρ)u+ Ev + κ. (4.14)
LPV-IB (4.10) est un modèle qLPV (quasi-LPV) dans la mesure où ρ(t) peut éventuellement dé-
pendre de x(t). Les matrices Al, Bl (l = 0, . . . , nρ), E(t) et le vecteur κ(t) doivent être connus à
chaque instant t et constituent le résultat de la transformation de modèle NL vers LPV recher-
chée. E(t) et κ(t) peuvent s’exprimer en fonction de u(t) qui est connu à l’instant t. Le choix de
structurer A(ρ(t)) et B(ρ(t)) sous une forme aﬃne par rapport aux éléments ρi(t) ∈ R du vecteur
d’ordonnancement ρ(t) ∈ Rnρ est motivé par le fait que cette classe de modèle se prête bien à
1. sous réserve de validité du modèle NL-IB initial.
2. c± r , [c− r; c+ r], pour tout r ≥ 0.
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la synthèse d’observateurs intervalles comme cela sera précisé dans le paragraphe 4.3.1. Aﬁn de
simpliﬁer les notations, les dépendances vis-à-vis du temps t pourront être omises par la suite,
comme cela est déjà le cas dans (4.14).
La transformation d’un modèle NL-IB (4.9) en un modèle LPV-IB de la forme (4.10)-(4.13) de
telle sorte que la propriété d’inclusion (4.14) soit satisfaite n’est pas unique. Il est toutefois possible
de structurer la démarche de transformation de modèles conformément à la méthodologie suivante.
Réécriture du modèle NL-IB :
Le champ de vecteur caractérisant la dynamique non linéaire du modèle NL-IB est tout d’abord
réécrite sous la forme (4.15) où ς ∈ Dς ⊂ Rnς avec nς = nx + nd :
f(x, u, d) = A(ς)x+ B(ς)u+R(ς, u), ς = (x, d) ∈ Dx ×Dd, (4.15)
Deux types de variables de prémisse sont introduites aﬁn de structurer la démarche d’inclusion des
termes non linéaires :
• Prémisses p(ς) ∈ Rnp non linéaires en ς et destinées à la construction de fonctions d’inclusion
englobant A(ς) et B(ς) :
A(ς) = A˜(p(ς)) = A˜0 +
∑np
i=1 A˜ipi(ς), (4.16)
B(ς) = B˜(p(ς)) = B˜0 +
∑np
i=1 B˜ipi(ς). (4.17)
• Prémisses q(ς, u) ∈ Rnq non linéaires en (ς, u) et destinées à la construction d’une fonction
d’inclusion englobant R(ς, u) :
R(ς, u) = R˜(q(ς, u), u) = R˜0(u) +
nq∑
i=1
R˜i(u)qi(ς, u). (4.18)
Remarque : La réécriture (4.15)-(4.18) peut éventuellement s’appuyer sur une ou plusieurs
étapes intermédiaires où f(ς, u) est réécrite sous la forme f(ς, p(ς), u, q(ς, u)) puis sous la forme
f˜(ς˜ , u) avec ς˜ = (x, d˜) ∈ Dx×Dd˜, et ce, en utilisant des fonctions d’inclusions des variables prémisses
analogues à celles décrites au paragraphe suivant. Cette approche itérative permet de guider les
choix liés à l’extraction des termes linéaires tout en préservant les propriétés d’inclusion sur un
certain domaine de validité.
Fonctions d’inclusion des non-linéarités sur un domaine de validité et préser-
vant les dépendances aﬃnes :
Pour chacune des variables prémisses pi(ς) ∈ R, i = 1, . . . , np introduites lors de la réécriture
du modèle non linéaire initial (4.15), une fonction d’inclusion structurée en trois termes principaux
(C : constant, L : linéaires, R : reste) est recherchée :
pi(ς) = pCi (Dς) + pLi (Dς)ς + pRi (Dς)ϱpi , ϱpi ∈ [−1,+1]. (4.19)
Plus précisément, pCi (.), pLi (.) et pRi (.) sont choisies de telle sorte que la propriété d’inclusion (4.20)
soit satisfaite 3 :
ς ∈ Dς ⇒ pi(ς) ∈ pi(Dς). (4.20)
Une décomposition des termes linéaires donne :
pLi (Dς)ς =
nς∑
j=1
pLij(Dς)ςj . (4.21)
3. lorsque l’on pose DDς , Dς .
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De plus,
ςj = Dcςj +Drςjϱςj , ϱςj ∈ [−1,+1], (4.22)
puisque, par hypothèse (plus précisément, en supposant que l’on reste à l’intérieur du domaine de
validité ﬁxé initialement), ς ∈ Dς = Dcς ±Drς . Ainsi, la fonction d’inclusion de la variable prémisse
déﬁnie par pi(ς) sur le domaine Dς peut se réécrire sous la forme :
pi(ς) =
pCi (Dς) + nς∑
j=1
pLij(Dς)Dcςj

︸ ︷︷ ︸
=pi0(Dς)
+
 nς∑
j=1
pLij(Dς)Drςjϱςj
+ pRi (Dς)ϱpi , (4.23)
qui est aﬃne en les ϱςj ∈ [−1,+1] pour j = 1, . . . , nς , et les ϱpi ∈ [−1,+1] pour i = 1, . . . , np.
Autrement dit,
ς ∈ Dς ⇒ pi(ς) = pi0(Dς) +
∑nρ
l=1 pil(Dς)ρl, (4.24)
ρ = [. . . , ϱςj , . . . | . . . , ϱpi , . . .]T ∈ Dρ = [−1,+1]nρ , nρ = nς + np, (4.25)
où les coeﬃcients pil(Dς) se déduisent directement par identiﬁcation avec (4.23).
Un raisonnement anologue à celui suivi pour les pi(ς) conduit pour les qi(ς, u), i = 1, . . . , nq, à
une fonction d’inclusion de la forme (4.26) et satisfaisant (4.27) :
qi(ς, u) = qCi (Dς , u) + qLi (Dς , u)ς + qRi (Dς , u)ϱqi , ϱqi ∈ [−1,+1], (4.26)
(ς ∈ Dς) ⇒ qi(ς, u) ∈ qi(Dς , u), (4.27)
où qLi (Dς , u)ς =
∑nς
j=1 q
L
ij(Dς , u)ςj conduit à une réécriture des qi(ς, u), d’abord en fonction des
ςj ∈ Dςj , puis en fonction des ϱςj ∈ [−1,+1]. Par analogie à (4.24)-(4.25), il vient :
(ς ∈ Dς) ⇒ qi(ς, u) = qi0(Dς , u) +
∑nv
l=1 qil(Dς , u)vl, (4.28)
v = [. . . , ϱςj , . . . | . . . , ϱqi , . . .]T ∈ Dv = [−1,+1]nv , nv = nς + nq, (4.29)
où les coeﬃcients qil(Dς , u) s’expriment en fonction de grandeurs connues à l’instant t.
Substitution des termes non linéaires par les fonctions d’inclusion :
En reportant dans (4.16) (resp. (4.17)) les expressions des pi(ς) obtenues dans (4.24), on obtient
(4.30) (resp. 4.31) :
A(ς) = A˜(p(ς)) =
(
A˜0 +
np∑
i=1
A˜ipi0(Dς)
)
︸ ︷︷ ︸
=A0
+
∑nρ
l=1
(
np∑
i=1
A˜ipil(Dς)
)
︸ ︷︷ ︸
=Al
ρl, (4.30)
B(ς) = B˜(p(ς)) =
(
B˜0 +
np∑
i=1
B˜ipi0(Dς)
)
︸ ︷︷ ︸
=B0
+
∑nρ
l=1
(
np∑
i=1
B˜ipil(Dς)
)
︸ ︷︷ ︸
=Bl
ρl, (4.31)
De même, en reportant dans (4.18) les expressions des qi(ς, u) obtenues dans (4.28), on obtient
(4.32) :
R(ς, u) = R˜(q(ς, u), u) =
(
R˜0(u) +
nq∑
i=1
R˜i(u)qi0(Dς , u)
)
︸ ︷︷ ︸
=κ
+
nv∑
l=1
(
nq∑
i=1
R˜i(u)qil(Dς , u)
)
vl︸ ︷︷ ︸
=Ev
. (4.32)
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En reportant (4.30)-(4.32) dans l’équation (4.15) correspondant à la réécriture initiale du mo-
dèle non linéaire NL-IB, on obtient un modèle parfaitement cohérent avec la forme LPV-IB recher-
chée (4.10)-(4.13). De plus, les fonctions d’inclusion utilisées pour englober les variables prémisses
étant valides sur Dς = Dx × Dd (4.15) aussi bien pour les pi(ς) (4.20) que les qi(ς, u) (4.27), la
propriété d’inclusion des trajectoires (4.14) est bien satisfaite par la méthodologie de transforma-
tion de modèle proposée. Elle est en eﬀet une conséquence directe de (4.24)-(4.25), d’une part, de
(4.28)-(4.29), d’autre part.
La méthodologie de transformation NL-IB vers LPV-IB que nous venons de proposer montre
comment les trajectoires d’un modèle dynamique non linéaire à incertitudes bornées peuvent être
englobées par un modèle linéaire à paramètres variants et incertitudes bornées, avec une garantie
d’inclusion des trajectoires sur un certain domaine de validité. De plus, une expression explicite des
termes caractérisant la dynamique LPV-IB a été obtenue (4.30)-(4.32). Ces derniers se déduisent
directement à partir de fonctions d’inclusions élémentaires servant à englober les variables prémisses
retenues pour mener à bien la tranformation de modèles NL-IB vers LPV-IB. Cette méthodologie
sera utilisée dans la suite comme une première étape dans la méthodologie pour la détection de
défauts des systèmes NL-IB.
4.3 Méthodologie ensembliste pour la détection de défauts
Aﬁn de synthétiser des tests ensemblistes pour la détection de défauts aﬀectant des systèmes
non linéaires à incertitudes bornées continus, nous proposons une méthodologie générique, orga-
nisée en trois étapes. Elle consiste à passer par l’intermédiaire d’une représentation LPV pour
laquelle les techniques de synthèse d’observateurs intervalles et les résultats en terme de conver-
gence développés dans les chapitres 2 et 3 peuvent être appliqués, plutôt que de traiter directement
les non linéarités ce qui peut conduire dans le cas général à des techniques relativement coûteuses
en temps de calcul. La première étape de la méthodologie consiste alors à transformer le modèle
NL continu en un modèle dynamique LPV, tout en préservant l’inclusion des trajectoires non li-
néaires spéciﬁées. Cette transformation est assurée en appliquant la méthodologie proposée dans
le paragraphe 4.2.2. Ensuite, dans une deuxième étape, un observateur intervalle pour le système
LPV obtenu sera construit à partir de résultats établis au chapitre 2. Enﬁn, en s’appuyant sur les
enveloppes calculées en ligne à partir de cet observateur intervalle, des tests ensemblistes destinés
à la détection de défauts seront proposés dans une troisième étape.
Après la transformation du modèle non linéaire déjà étudiée et présentée au paragraphe 4.2.2,
nous allons détailler les deux étapes suivantes : l’observateur intervalle pour la classe du modèle ob-
tenu, d’une part, et la procédure de détection de défauts en s’appuyant sur les enveloppes calculées,
d’autre part.
4.3.1 Observateur intervalle pour modèle LPV à incertitudes bornées
Après avoir transformé le modèle non linéaire de départ (4.9) en un modèle LPV tel que (4.10),
l’objet de ce paragraphe est de proposer un observateur intervalle pour cette classe de modèles.
L’obtention de cet observateur intervalle découle des calculs d’atteignabilité dans la section 2.3
et de la construction d’observateurs intervalles pour des systèmes LPV, conformément aux para-
graphes 2.5.2, 2.5.3 et 2.5.5 du deuxième chapitre.
Comme dans la sous-section 2.5.5, le vecteur des paramètres d’ordonnancement est supposé in-
connu mais appartient à un domaine borné. Cela permet d’obtenir des enveloppes sur les états/sorties
garantissant l’inclusion des trajectoires du modèle non linéaire NL-IB initial sur l’ensemble du do-
maine de validité retenu pour exprimer la transformation de modèle NL-IB vers LPV-IB. Autrement
dit, les paramètres d’ordonnancement bornés et les entrées bornées permettent d’assurer conjoin-
tement la robustesse non seulement vis-à-vis des incertitudes décrites dans le modèle NL-IB initial,
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mais aussi celles liées à l’inclusion des non-linéarités induite par la transformation de modèles.
Une approche permettant de construire un observateur intervalle pour un modèle dynamique
de la forme LPV-IB décrite par (4.10)-(4.13) consiste à s’appuyer sur un changement de variable
variant dans le temps assurant des propriétés de positivité des erreurs d’observation dans la nouvelle
base. (A0, C) est supposée détectable. Un gain d’observateur L et la matrice d’état A˘0 = A0−LC
sont alors introduits. La décomposition de Jordan de A˘0 ∈ Rnx×nx donnée par (4.33)-(4.34) permet
d’exprimer un changement de variable variant dans le temps servant à construire un observateur
intervalle comme cela sera précisé dans le théorème 40.
A˘0 = V −1JV, V ∈ Cnx×nx , (4.33)
J = diag(ξ + iω) + η, ξ ∈ Rnx , ω ∈ Rnx , η ∈ Nnx , (4.34)
Nnx = {η | ∀(i, j) ∈ {1, . . . , nx}2, ηij ∈ {0} ∪ {δi,j−1}}, (4.35)
ξ (resp. ω) est le vecteur contenant les parties réelles (resp. imaginaires) de A˘0. Par conséquent, A˘0
est Hurwitz ssi ξ < 0. V est inversible et η est une matrice carrée nilpotente dont tous les éléments
non nuls sont égaux à 1 (donc positifs) et situés sur la première sur-diagonale, conformément à
(4.35) où δa,b est l’opérateur de Kronecker (δa,b = 1 si a = b, et δa,b = 0 sinon).
En utilisant les notations des intervalles complexes sous forme centrée introduites dans la sous-
section 1.4.4 du premier chapitre, un observateur intervalle pour un modèle dynamique LPV-IB
(4.10)-(4.13) rappelé ci-après est alors donné par le théorème 40 :
LPV-IB :
{
x˙(t) = A(ρ(t))x(t) +B(ρ(t))u(t) + E(t)v(t) + κ(t),
y(t) = Cx(t) + Fw(t), (4.36)
∀t, ρ(t) ∈ Dρ = [−1,+1]nρ , v(t) ∈ Dv = [−1,+1]nv , (4.37)
A(ρ(t)) = A0 +
∑nρ
l=1Alρl(t) ∈ Rnx×nx , (4.38)
B(ρ(t)) = B0 +
∑nρ
l=1Blρl(t) ∈ Rnx×nu , (4.39)
Théorème 40 Etant donné un système modélisé sous la forme LPV-IB (4.10)-(4.13) avec :
A1 : x(0) ∈ xc(0)± xr(0) ⊂ Rnx où xr(0) ≥ 0,
A2 : A˘0 = A0 − LC = V −1JV (décomposition de Jordan : (4.33)-(4.34)),
A3 : u(t), ρ(t), E(t), v(t) et κ(t) sont continus par rapport à t,
A4 : zc(0) = V xc(0), zr(0) = V ⋄ xr(0).
Alors, 
z˙c(t) = (diag(ξ) + η)zc(t) + Ω(t)(B0u(t) + Ly(t) + κ(t)),
z˙r(t) = (diag(ξ) + η)zr(t) + |Ω(t)E˜(t, zc(t), zr(t))|1,
(4.40)
est un observateur intervalle pour (4.10)-(4.13) décrit par les dynamiques du centre zc(t) et du
rayon zr(t) de l’intervalle bornant les états z(t) = Ω(t)x(t) dans la nouvelle base avec :
Ω(t) = diag(e−iωt)V, Ω−1(t) = V −1diag(eiωt), (4.41)
E˜(t, zc(t), zr(t)) = [E(t)| − LF | . . . AiΩ−1(t)zc(t) +Biu(t) . . . | . . . AiΞ(t) . . .], (4.42)
Ξ(t) = Ω−1(t)∆(zr(t)), (4.43)
∀υ ∈ Cn, ∆(υ) = [diag(υR), i · diag(υI)] ∈ Cn×2n. (4.44)
L’observateur intervalle satisfait la propriété d’inclusion des états aussi bien dans la nouvelle base
(4.46) que dans la base de départ (4.47) :
xc(t) = Ω−1(t)zc(t), xr(t) = Ω−1(t) ⋄ zr(t), (4.45)
∀t ∈ R+, z(t) ∈ zc(t)± zr(t), (4.46)
∀t ∈ R+, x(t) ∈ xc(t)± xr(t). (4.47)
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Les enveloppes englobant la sortie y(t) et calculées par (4.48) en se basant sur les dynamiques
données par (4.40) satisfont la propriété d’inclusion (4.50) : y
c(t) = C(t)Ω−1(t)zc(t),
yr(t) = (C(t)Ω−1(t)) ⋄ zr(t) + |F (t)|1,
(4.48)
(4.49)
∀t ∈ R+, y(t) ∈ yc(t)± yr(t) = [y(t), y(t)]. (4.50)

Notations : rappelons que e(·) est la fonction exponentielle élément par élément, diag(·) a comme
sortie une matrice carrée diagonale dont les éléments sont les éléments du vecteur d’entrée dans
le même ordre, et les notations c, r désignent respectivement le centre et le rayon de l’intervalle
correspondant.
Éléments de preuve. La preuve du théorème 40 est similaire à celle du théorème 22 avec
ψc(t) = Ω(t)(B0u(t) + Ly(t) + κ(t)) et ψr(t) = |Ω(t)E˜(t, zr(t), zc(t))|1 où E˜(t, zr(t), zc(t)) est
donné par (4.42). Le lecteur peut également se référer à [112] pour la preuve. Le principe est ana-
logue tout en tenant compte du gain d’observation L, et donc des mesures disponibles, pour recaler
les états estimés.
L’algorithme proposé par le théorème 40 fournit un encadrement (bornes inférieures et supé-
rieures) englobant toutes les trajectoires possibles de l’état ainsi que de la sortie. Une condition
suﬃsante décrite par la proposition 41 assure la non divergence des enveloppes calculées dans le
contexte d’entrées bornées.
Proposition 41 Sous les hypothèses du théorème 40 et en considérant des entrées bornées, soit
S =
∑nρ
i=1 ∥V AiV −1∥ ∈ (R+)nx×nx où ∥.∥ désigne le module appliqué élément par élément à
une matrice complexe. Si ξ < 0 (i.e. A˘0 stable au sens de Hurwitz) et si la matrice Metzler
[(diag(ξ) + η + S), S; S, (diag(ξ) + η + S)] est stable au sens de Hurwitz, alors ∀t, 0 ≤ zr(t) ≤
z¯r(t) <∞ où z¯r(t) suit une dynamique stable.
La preuve de la proposition 41 est similaire à celle de la proposition 21 (page 48).
L’observateur par intervalles basé sur un changement de variable variant dans le temps proposé
dans ce paragraphe (théorème 40 et proposition 41) permet d’englober l’ensemble des trajectoires
possibles pour les sorties d’un modèle LPV-IB tel que (4.10)-(4.13). Il en résulte une méthode
algorithmique constructive (ici, simple intégration numérique) permettant de calculer des bornes
sur y(t) satisfaisant la propriété d’inclusion (4.50). Cela permet désormais de formaliser la troisième
étape de la méthodologie pour la détection de défauts.
4.3.2 Détection de défauts
La procédure de détection de défauts proposée est fondée sur une invalidation du modèle de bon
fonctionnement du système étudié, en s’appuyant sur les mesures disponibles y. Le bon fonctionne-
ment à l’instant t est formalisé par OK(t). La démarche d’invalidation se traduit par un test Ty(t)
de non-appartenance de y(t) aux enveloppes calculées (yc(t)± yr(t)) en se basant sur l’observateur
intervalle décrit précédemment (paragraphe 4.3.1) et, notamment, sur la propriété d’inclusion des
sorties (4.50) qui reste vraie sur tout le domaine de validité du modèle LPV-IB. La formalisation
de la détection de défauts et son interprétation logique dans le cadre de la méthodologie proposée
sont l’objet de ce paragraphe.
75
Sous l’hypothèse (4.51), la modélisation du bon fonctionnement du système est donnée par
(4.53) où les dépendances des signaux vis-à-vis du temps sont omises pour simpliﬁer les notations :
x(0) ∈ xc(0)± xr(0) ⊂ Dx, (4.51)
(4.52)
(∀t,OK(t)) ⇒ D∈x ∧ D∈d ∧ D∈w ∧ ENL, (4.53)
où D∈x ≡ (x ∈ Dx) déﬁnit une notation susceptible d’être généralisée à d’autres signaux que x,
et où ENL signiﬁe que l’équation d’état SNL et l’équation de mesure MNL du modèle non linéaire
NL-IB (4.9) sont satisfaites : ENL ≡ SNL ∧MNL. Des notations analogues sont introduites pour
le modèle LPV-IB (4.10) : ELPV ≡ SLPV ∧MLPV. La propriété d’inclusion (4.14) satisfaite par la
transformation de modèle NL-IB vers LPV-IB permet d’écrire :
D∈x ∧ D∈d ∧ SNL ⇒ D∈ρ ∧ D∈v ∧ SLPV. (4.54)
Et comme les équations de mesures sont identiques entre les modèles NL-IB et LPV-IB, MNL ≡
MLPV, (4.55) se déduit de (4.54) :
D∈x ∧ D∈d ∧ D∈w ∧ ENL ⇒ D∈ρ ∧ D∈v ∧ D∈w ∧ ELPV. (4.55)
Alors que (4.53) exprimait le bon fonctionnement du système à l’aide du modèle non linéaire NL-
IB, (4.55) permet désormais de relier le bon fonctionnement du système au modèle LPV-IB. En
eﬀet, (4.53) et (4.55) donnent :
(∀t,OK(t)) ⇒ D∈ρ ∧ D∈v ∧ D∈w ∧ ELPV. (4.56)
De plus, l’observateur intervalle appliqué au modèle LPV-IB comme indiqué dans le théorème 40
satisfait une propriété d’inclusion des sorties (4.50) qui, sous l’hypothèse (4.51) satisfaisant de fait
A1 (cf énoncé du théorème 40), permet d’écrire (4.57) :
D∈ρ ∧ D∈v ∧ D∈w ∧ ELPV ⇒ y ∈ yc ± yr. (4.57)
Comme indiqué dans l’introduction de ce paragraphe, le test Ty(t) utilisé pour la détection des
défauts est déﬁni par (4.58). Ty(t) est calculable en ligne grâce à l’observateur intervalle (théo-
rème 40) fournissant les enveloppes sur les états et les sorties :
Ty(t) ≡ y(t) ̸∈ (yc(t)± yr(t)). (4.58)
Ainsi, en combinant (4.56), (4.57) et (4.58), il vient :
(∀t,OK(t)) ⇒ (∀t,¬Ty(t)), (4.59)
soit encore, en contrapposant,
(∃td, Ty(td)) ⇒ (∃tf ,¬OK(tf )), (4.60)
où tf et td peuvent être interprétés respectivement comme l’instant d’apparition du défaut et l’ins-
tant de détection.
Remarque 42 En complément de l’indicateur de détection Ty(t), l’indicateur Vx(t) déﬁni par
Vx(t) ≡ (xc(t) ± xr(t)) ⊂ Dx est lui aussi calculable en ligne. Il donne une indication sur le fait
que l’enveloppe englobant l’ensemble des états possibles du système reste bien à l’intérieur du do-
maine de validité choisi pour la transformation NL-IB vers LPV-IB.
La méthodologie que nous venons de proposer permet bien d’obtenir une invalidation du bon
fonctionnement d’un système initialement décrit par un modèle non linéaire NL-IB sur un certain
domaine de validité, et ce, par l’intermédiaire d’un observateur intervalle appliqué à un modèle
LPV-IB.
76
4.4 Exemple d’illustration
Dans cette section, nous allons illustrer la méthodologie ensembliste proposée à l’aide d’un
modèle non linéaire caractérisant la dynamique longitudinale d’un avion civil. Ce modèle non
linéaire d’ordre 5 (n = 5) est extrait de [120]. Il s’exprime ainsi :

α˙ = c1q + c2cos(α−θ)Vtas − c3(c4 + c5α+ c6Vtas)Vtas − c3Vtas(c7 + c8Vtas − c9V 2tas)δe
− c10cosα+sinαc11Vtas τ
q˙ = −c12qVtas + c13(c14 − c15α+ c16α2 − c17Vtas)V 2tas + c13V 2tas(−c18 − c19Vtas+
c20V
2
tas)δe − c21V 2tasσ + c22τ
V˙tas = c23sin(α− θ)− c3(c24 + c25α+ c26α2 + c27Vtas)V 2tas + cosα−c10sinαc11 τ
θ˙ = q
h˙e = −sin(α− θ)Vtas
(4.61)
où α est l’angle d’attaque, q est la vitesse angulaire de tangage, Vtas est la vitesse de l’avion par
rapport à l’air, θ est l’angle de tangage et he est l’altitude (voir Figure 4.1). τ , σ et δe désignent
respectivement la poussée, la déviation angulaire du stabilisateur et la déviation angulaire de
l’élévateur. Les coeﬃcients ci, (i = 1, . . . , 27) sont des coeﬃcients aérodynamiques [120] dont les
valeurs numériques utilisées pour les simulations sont données dans la table 4.1.
Table 4.1 – Valeurs numériques des coeﬃcients ci, i = 1, . . . , 27.
c1 = 0.989186 c2 = 9.7851 c3 = 0.000502483 c4 = 0.00615
c5 = 5.15 c6 = 0.00121 c7 = 0.00321 c8 = 0.0000426
c9 = 1.44× 10−7 c10 = 0.0436 c11 = 75000 c12 = 0.00239997
c13 = 0.0000277133 c14 = 0.12 c15 = 1.46 c16 = 2.39
c17 = 0.00032 c18 = 0.0176 c19 = 0.000116 c20 = 4.35× 10−7
c21 = 0.0000786336 c22 = 1.53275× 10−7 c23 = 9.7851 c24 = 0.00992
c25 = 0.0348 c26 = 3.27 c27 = 0.0000445
(4.61) correspond à l’équation d’état du modèle NL-IB (4.9) en posant :
x = [α, q, Vtas, θ, he]T ∈ R5, u = [τ, σ, δe]T ∈ R3. (4.62)
Aﬁn d’évaluer spéciﬁquement l’inﬂuence des approximations des non linéarités sur les enve-
loppes obtenues ultérieurement en vue de la détection, le modèle (4.61) n’est pas perturbé par un
terme borné d comme dans (4.9). Dans toute cette partie, on aura donc ς = x. Le domaine de validité
utilisé pour la transformation NL-IB vers LPV-IB est donné par Dx = Dα×Dq×DVtas ×Dθ×Dhe
avec :
Dα = [−0.04, 0.08] (rad);Dq = [−0.1, 0.08] (rad/s);DVtas = [150, 300] (m/s);
Dθ = [−0.401, 0.401] (rad);Dhe = [3000, 12000] (m). (4.63)
Dans la suite de cette partie, nous reprenons les étapes de la méthodologie générique de dé-
tection de défauts à base d’un modèle NL-IB, données respectivement dans les paragraphes 4.2.2,
4.3.1 et 4.3.2, pour les appliquer au modèle de la dynamique de vol longitudinale que nous venons
de décrire.
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Figure 4.1 – Illustration des composantes du vecteur d’état x ∈ R5 (4.62) décrivant la
dynamique longitudinale de l’avion.
Réécriture du modèle NL-IB
La réécriture du modèle NL-IB conformément à (4.15)-(4.18) est donnée ci-après (4.64)-(4.68).
La stratégie de réécriture retenue repose sur l’introduction de termes correspondant à une approxi-
mation linéaire de certains termes non linéaires, comme indiqué dans (4.64),
cos(α−θ)
Vtas
= λ1Vtas + ( cos(α−θ)Vtas − λ1Vtas),
V 2tas = λ2Vtas + (V 2tas − λ2Vtas),
V 3tas = λ3Vtas + (V 3tas − λ3Vtas),
(4.64)
avec λ1 = −2.2222×10−4, λ2 = 450, λ3 = 157500. Ces valeurs numériques ont été choisies respecti-
vement égales aux coeﬃcients qui seront associés aux termes linéaires dans les fonctions d’inclusion
de q6(x) = cos(α−θ)Vtas , q2(x) = V
2
tas, et q5(x) = V 3tas (4.83).
De la stratégie de réécriture exprimée par (4.64) découlent les expressions formelles de A(x)
(4.65), B(x) (4.66) et R(x) (4.67)-(4.68), conformément à (4.15).
A(x) =

−c3c5Vtas c1 c2cos(α− θ)λ1 − c3(c4 + c6λ2) 0 0
−c13c15V 2tas −c12Vtas c13c14λ2 + c13c16α2λ2 − c13c17λ3 0 0
−c3c25V 2tas + c23sinc(α− θ) 0 −c3c24λ2 − c3c26α2λ2 − c3c27λ3 −c23sinc(α− θ) 0
0 1 0 0 0
−sinc(α− θ)Vtas 0 0 sinc(α− θ)Vtas 0

(4.65)
B(x) =

−c10cosα+sinα
c11Vtas
0 −c3Vtas(c7 + c8Vtas − c9V 2tas)
c22 −c21V 2tas c13V 2tas(−c18 − c19Vtas + c20V 2tas)
cosα−c10sinα
c11
0 0
0 0 0
0 0 0
 (4.66)
R(x) =

R1(x) +R2(x)
R3(x)
R4(x)
0
0
 (4.67)
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R1(x) = c2( cos(α−θ)Vtas − λ1Vtas)
R2(x) = −c3c6(V 2tas − λ2Vtas)
R3(x) = c13c14(V 2tas − λ2Vtas) + c13c16α2(V 2tas − λ2Vtas)− c13c17(V 3tas − λ3Vtas)
R4(x) = −c3c24(V 2tas − λ2Vtas)− c3c26α2(V 2tas − λ2Vtas)− c3c27(V 3tas − λ3Vtas)
(4.68)
Remarque 43 Le modèle (4.61) étant aﬃne en les entrées de commande u (4.62), le terme de
reste R(x) s’exprime indépendamment de u.
• L’introduction des variables de prémisse p(x) ∈ R12 conduit à particulariser les expressions
génériques de A(x) = A˜(p(x)) (4.16) et de B(x) = B˜(p(x)) (4.17) sous la forme (4.69)-(4.81) :
A˜0 =

0 c1 −c3(c4 + c6λ2) 0 0
0 0 c13c14λ2 − c13c17λ3 0 0
0 0 −c3c24λ2 − c3c27λ3 0 0
0 1 0 0 0
0 0 0 0 0
 , B˜0 =

0 0 0
c22 0 0
0 0 0
0 0 0
0 0 0
 (4.69)
p1(x) = Vtas, A˜1 =

−c3c5 0 0 0 0
0 −c12 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , B˜1 =

0 0 −c3c7
0 0 0
0 0 0
0 0 0
0 0 0
 (4.70)
p2(x) = V 2tas, A˜2 =

0 0 0 0 0
−c13c15 0 0 0 0
−c3c25 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , B˜2 =

0 0 −c3c8
0 −c12 −c13c18
0 0 0
0 0 0
0 0 0
 (4.71)
p3(x) = cos(α− θ), A˜3 =

0 0 c2λ1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , B˜3 = 05×3 (4.72)
p4(x) = α2, A˜4 =

0 0 0 0 0
0 0 c13c16λ2 0 0
0 0 −c3c26λ2 0 0
0 0 0 0 0
0 0 0 0 0
 , B˜4 = 05×3 (4.73)
p5(x) = sinc(α− θ), A˜5 =

0 0 0 0 0
0 0 0 0 0
c23 0 0 −c23 0
0 0 0 0 0
0 0 0 0 0
 , B˜5 = 05×3 (4.74)
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p6(x) = sinc(α− θ)Vtas, A˜6 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−1 0 0 1 0
 , B˜6 = 05×3 (4.75)
p7(x) = sin(α), A˜7 = 05×3, B˜7 =

0 0 0
0 0 0
−c10
c11
0 0
0 0 0
0 0 0
 (4.76)
p8(x) = cos(α), A˜8 = 05×3, B˜8 =

0 0 0
0 0 0
1
c11
0 0
0 0 0
0 0 0
 (4.77)
p9(x) = V 3tas, A˜9 = 05×3, B˜9 =

0 0 c3c9
0 0 −c13c19
0 0 0
0 0 0
0 0 0
 (4.78)
p10(x) = V 4tas, A˜10 = 05×3, B˜10 =

0 0 0
0 0 c13c20
0 0 0
0 0 0
0 0 0
 (4.79)
p11(x) = cosαVtas , A˜11 = 05×3, B˜11 =

−c10
c11
0 0
0 0 0
0 0 0
0 0 0
0 0 0
 (4.80)
p12(x) = sinαVtas , A˜12 = 05×3, B˜12 =

1
c11
0 0
0 0 0
0 0 0
0 0 0
0 0 0
 (4.81)
.
• L’introduction des variables de prémisse q(x) ∈ R6 conduit à particulariser l’expression
générique du terme de reste R(x) = R˜(q(x)) (4.18) sous la forme (4.82)-(4.83) :
R˜0 = 05×1 (4.82)
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q1(x) = Vtas, R˜1 =

−c2λ1 + c3c6λ2
−c13c14λ2 + c13c17λ3
c3c24λ2 + c3c27λ3
0
0
 , q2(x) = V 2tas, R˜2 =

−c3c6
c13c14
−c3c24
0
0

q3(x) = α2V 2tas, R˜3 =

0
c13c16
−c3c26
0
0
 , q4(x) = α2Vtas, R˜4 =

0
−c13c16λ2
c3c26λ2
0
0

q5(x) = V 3tas, R˜5 =

0
−c13c17
−c3c27
0
0
 , q6(x) = cos(α−θ)Vtas , R˜6 =

c2
0
0
0
0

(4.83)
Fonctions d’inclusion des non-linéarités sur un domaine de validité et préser-
vant les dépendances aﬃnes
En se basant sur les domaines de validité donnés dans (4.63), les valeurs numériques de fonctions
d’inclusion élémentaires obtenues selon une approche illustrée par la Figure 4.2 (pour V 2tas et 1Vtas )
sont données dans la Table 4.2. Ces fonctions d’inclusion préservant des dépendances aﬃnes servent
de base pour caractériser les fonctions d’inclusion de la forme (4.19) (resp. (4.26)) pour les variables
de prémisses de p(x) (4.70)-(4.81) (resp. de q(x) (4.83)) reportées dans la Table 4.3 (resp. Table 4.4).
Table 4.2 – Fonctions d’inclusion de non linéarités élémentaires sur Dx
cos(α) = 0.9984 + 0.0016ϱ
cos(α− θ) = 0.9110 + 0.0245ϱ
sin(α) = 0.99α+ 0.01ϱα
sin(θ) = 0.99θ + 0.01ϱθ
1
Vtas
= −2.2222× 10−4Vtas + 2.8595× 10−4ϱ+ 0.0097
V 2tas = 450Vtas + 3.3088× 103ϱ− 4.8309× 104
V 3tas = 157500Vtas + 1.9797× 106ϱ− 2.2230× 107
V 4tas = 50625000Vtas + 9.4206× 109ϱ− 8.0296× 109
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Figure 4.2 – Approximation de V 2tas et 1Vtas . Bleu : caractéristique de la non linéarité surDVtas . Rouge : domaine couvert par la fonction d’inclusion déﬁnie sur DVtas .
Table 4.3 – Fonctions d’inclusion des pi(x), i = 1, . . . , 12.
pi(x) pCi (Dx) pLi (Dx)x pRi (Dx)ϱpi
p1(x) 0 Vtas 0
p2(x) −4.8309× 104 450Vtas 3.3088× 103ϱp2
p3(x) 0.911 0 0.0245ϱp3
p4(x) 0.0032 0 0.0032ϱp4
p5(x) 0.99 0 0.01ϱp5
p6(x) 0 0 300ϱp6
p7(x) 0.0198 0 0.0602ϱp7
p8(x) 0.9984 0 0.0016ϱp8
p9(x) −2.2230× 107 157500Vtas 1.9797× 106ϱp9
p10(x) −8.0296× 109 50625000Vtas 9.4206× 109ϱp10
p11(x) −0.0402 0 −0.0165ϱp11
p12(x) −7.9794× 10−4 0 −0.0037ϱp12
Substitution des termes non linéaires par les fonctions d’inclusion
L’étape de substitution des termes non linéaires par les fonctions d’inclusion décrite par la
méthodologie suivie (4.30)-(4.32) permet d’expliciter un modèle LPV-IB de la forme (4.10)-(4.13).
Ce modèle caractérisé par les matrices A0 et B0 (4.84), Ai et Bi pour i = 1 . . . 12 (4.85)-(4.96),
ainsi que κ et E (4.97) satisfait la propriété (4.14) exprimant l’inclusion des trajectoires du modèle
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Table 4.4 – Fonctions d’inclusion des qi, i = 1, . . . , 6.
qi(x) qCi (Dx) qLi (Dx)x qRi (Dx)ϱqi
q1(x) = p1(x) 0 Vtas 0
q2(x) = p2(x) −4.8309× 104 450Vtas 3.3088× 103ϱq2
q3(x) 169.4112 0 406.5888ϱq3
q4(x) 0.72 0 1.2ϱq4
q5(x) = p9(x) −2.2230× 107 157500Vtas 1.9797× 106ϱq5
q6(x) 0.0367 0 0.0163ϱq6
non linéaire initial (4.61) sur le domaine de validité Dx.
A0 =

−0.5823 0.9892 −0.002258 0 0
−2.142 −0.54 0.0001951 0 0
8.762 0 −0.008131 −9.687 0
0 1.0 0 0 0
0 0 0 0 0
 , B0 =

1.273 · 10−8 0 −0.0005405
1.533 · 10−7 −127.1 −0.02776
1.33 · 10−5 0 0
0 0 0
0 0 0
 ,
(4.84)
A1 =

−0.1941 0 0 0 0
0 −0.18 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , B1 =

0 0 −0.000121
0 0 0
0 0 0
0 0 0
0 0 0
 , (4.85)
A2 =

0 0 0 0 0
−1.499 0 0 0 0
−0.648 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , B2 =

0 0 −0.0007933
0 −88.94 −0.01808
0 0 0
0 0 0
0 0 0
 , (4.86)
A3 =

0 0 −5.327 · 10−5 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , B3 = 05×3, (4.87)
A4 =

0 0 0 0 0
0 0 9.538 · 10−5 0 0
0 0 −0.002366 0 0
0 0 0 0 0
0 0 0 0 0
 , B4 = 05×3, (4.88)
A5 =

0 0 0 0 0
0 0 0 0 0
0.09785 0 0 −0.09785 0
0 0 0 0 0
0 0 0 0 0
 , B5 = 05×3, (4.89)
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A6 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−300.0 0 0 300.0 0
 , B6 = 05×3, (4.90)
A7 = 05×5, B7 =

0 0 0
0 0 0
−3.5 · 10−8 0 0
0 0 0
0 0 0
 , (4.91)
A8 = 05×5, B8 =

0 0 0
0 0 0
2.133 · 10−8 0 0
0 0 0
0 0 0
 , (4.92)
A9 = 05×5, B9 =

0 0 0.000998
0 0 −0.04434
0 0 0
0 0 0
0 0 0
 , (4.93)
A10 = 05×5, B10 =

0 0 0
0 0 0.1593
0 0 0
0 0 0
0 0 0
 , (4.94)
A11 = 05×5, B11 =

9.592 · 10−9 0 0
0 0 0
0 0 0
0 0 0
0 0 0
 , (4.95)
A12 = 05×5, B12 =

−4.933 · 10−8 0 0
0 0 0
0 0 0
0 0 0
0 0 0
 , (4.96)
κ =

0.8777
0.02625
0.9919
0
0
 , E =

0.1836 −0.02253 0 0 0 0.1595
−0.007483 0.1232 0.02693 −0.03577 −0.1223 0
0.4324 −0.1847 −0.6681 0.8873 −0.3084 0
0 0 0 0 0 0
0 0 0 0 0 0
 .
(4.97)
Observateur intervalle appliqué au modèle LPV-IB
Le modèle LPV-IB décrit par (4.84)-(4.97) a la forme requise (4.10)-(4.13) pour mettre en
oeuvre l’observateur intervalle décrit dans la partie 4.3.1 et, plus particulièrement, dans le théo-
rème 40. En se plaçant tout d’abord dans le cas où C = I5 et F = 0.01 · diag(Drx), on introduit un
gain d’observation L (4.98) tel que la matrice A˘0 = A0−LC ait ses pôles stables ﬁxés à des valeurs
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désirées (placement de pôle) tout en satisfaisant la condition suﬃsante énoncée dans la proposi-
tion 41 et garantissant la non divergence des bornes sous entrées bornées. Un premier réglage de
L donne :
L =

91.42 0.9892 −0.002258 0 0
−2.142 99.36 0.0001951 0 0
8.762 0 7.992 −9.687 0
0 1.0 0 14.0 0
0 0 0 0 17.0
 . (4.98)
Après un calcul hors ligne de la décomposition de Jordan de A˘0 (4.33)-(4.34), l’intégration
numérique explicite des équations d’état (4.40) de l’observateur intervalle basé sur le changement
de variable 4 (4.41) permet le calcul de l’enveloppe yc ± yr = [y, y] (4.48) englobant les sorties y à
chaque instant (4.50).
Détection de défauts
La détection de défaut s’appuie sur les propriétés d’inclusion de l’ensemble des scénarios spé-
ciﬁés satisfaites par l’observateur intervalle, en particulier, l’inclusion des sorties mesurées (4.50).
Conformément au raisonnement logique que nous avons développé dans la partie 4.3.2, le calcul
en ligne du test Ty(t) (4.58) rappelé dans (4.99) permet la détection d’incohérences (4.60) par
rapport au modèle de bon fonctionnement décrit par le modèle non linéaire de la dynamique de
vol longitudinale (4.61) sur le domaine de validité Dx (4.100) :
Ty(t) ≡ y(t) ̸∈ (yc(t)± yr(t)), (4.99)
(∃td, Ty(td)) ⇒ (∃tf ,OK(tf )). (4.100)
4.5 Résultats de simulation
Ce paragraphe présente quelques résultats de simulation pour illustrer la méthodologie. Tout
d’abord, la réponse en boucle ouverte de la dynamique longitudinale est illustrée sur la Figure 4.4.
Les résultats sont obtenus en simulant le système dynamique non linéaire donné par (4.61) avec
un vecteur d’état initial x(0) = [0.0162; 0; 230; 0.0162; 7000]. Le vecteur d’entrée u = [τ, σ, δe]T
(4.62) est choisi tel que la poussée et la déviation angulaire du stabilisateur soient constantes
(τ = 50000 N , σ = 0.7◦), alors que la déviation angulaire de l’élévateur δe passe de 0◦ à −2◦ à
l’instant t = 25 s, puis passe à 2◦ à t = 50 s et revient à 0◦ à l’instant t = 75 s (Figure 4.3). Ce
scénario sert de référence pour l’évaluation de la détection de défauts.
Les résultats de la simulation entre t = 0 et t = 200 s de l’observateur intervalle permettant
d’évaluer les enveloppes sur les états et les sorties sont donnés sur la Figure 4.5. Dans le cas d’un
bon fonctionnement, la propriété d’inclusion de la sortie du modèle non linéaire reste vériﬁée en
présence d’un bruit de mesure w(t) dont chaque composante est uniformément répartie entre −1
et +1. L’indicateur Vx(t) ≡ (xc(t) ± xr(t)) ⊂ Dx reste à 1 (vrai) pendant toute la simulation
tendant ainsi à conﬁrmer que l’on reste bien à l’intérieur du domaine de validité Dx. Toutes les
composantes Tyi(t) ∈ {0, 1}, i = 1, . . . , 5, du test de détection de défaut Ty(t) restent quant à elles
inactivées du fait de l’absence de défaut dans ce scénario de référence (Figure 4.6).
La suite de cette partie illustre les résultats obtenus dans le cas de défauts modélisés sous la
forme d’entrées additives en échelons d’amplitudes exprimées en pourcentage de la valeur maximale
des entrées (τ, σ, δe). Dans ce travail sur la détection, on se limite à l’étude de défauts simples aﬁn
4. Le changement de variable variant dans le temps (4.41) ne requiert aucune inversion matricielle en
ligne puisque V −1 peut être pré-calculée hors ligne.
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Figure 4.3 – Entrées du scénario de référence (sans défaut) pour le modèle longitudinal.
de faciliter l’interprétation des résultats.
Tout d’abord, les résultats des simulations et de la détection en réponse à un défaut en échelon
sur τ (poussée des réacteurs) d’une amplitude de 10% sont donnés sur les ﬁgures 4.7 et 4.8. Le
défaut est détecté sur trois (α, θ et he) des cinq mesures disponibles dans ce scenario (C = I5), mais
avec des retards à la détection diﬀérents dont le premier est égal à 18.56 s. Les ﬁgures montrent
une proximité de la limite de sensibilité pour ce défaut.
Table 4.5 – Sensibilité de la détection aux défauts (échelons à tdéfaut = 150s)
τ σ δe
Amplitude de défaut (en %) 10% 4% 3%
Instant de détection (en s) 168.56 152.31 152.31
Ensuite, pour chacun de défauts, le tableau 4.5 donne des résultats de sensibilité de la détection.
Le gain d’observation L satisfait la condition suﬃsante décrite dans la proposition 41 et assurant
la non divergence des bornes. De plus, pour chacun des trois scénarios reportés dans le tableau 4.5,
V (t) reste vrai tout au long des simulations, ce qui donne une indication sur le fait que l’état du
système soit bien resté dans le domaine de validité Dx, au moins jusqu’à l’apparition d’un défaut.
Les résultats de la détection de défauts sur le modèle de la dynamique de vol longitudinale montrent
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Figure 4.4 – Réponse de la dynamique de vol longitudinale décrite par le modèle non
linéaire (4.61) au scénario correspondant aux entrées de référence (sans défaut).
une meilleure sensibilité aux défauts aﬀectant la position des surfaces de contrôles (stabilisateurs
et élévateurs) qu’à un défaut sur la poussée des réacteurs. Ce dernier est certes bien détecté, mais
avec un retard à la détection plus important que pour les autres défauts considérés.
Pour terminer, notons que dans cet exemple les performances en détection (taux de non dé-
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Figure 4.5 – Cas sans défaut. Vert (trait continu) : sortie du modèle non linéaire bruité.
Bleu (trait discontinu) : bornes inférieures et supérieures calculées par l’observateur inter-
valle.
tections et de fausses alarmes ainsi que le retard à la détection) n’ont pas été confrontées aux
spéciﬁcations d’un cahier des charges. Il s’agit uniquement de mettre en évidence les diﬀérentes
étapes de la méthodologie de détection dans le cas où l’on dispose d’un modèle non linéaire dans
lequel interviennent plusieurs paramètres physiques. Une étude plus poussée sera nécessaire pour
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Figure 4.6 – Cas sans défaut. Tests de détection ensembliste Tyi(t) ∈ {0, 1}, i = 1, . . . , 5.
inclure un modèle de performance du système de commande et pour eﬀectuer des tests en sélec-
tionnant plusieurs scénarios de vol aﬁn de conclure sur la robustesse et les performances de ce
schéma.
4.6 Conclusion
Dans ce chapitre, nous avons proposé une méthodologie de synthèse de tests ensemblistes pour
la détection de défauts des systèmes non linéaires à incertitudes bornées. Partant du constat que
l’état de l’art actuel ne permet de prouver des propriétés de convergence des enveloppes calculées
que pour des classes relativement restreintes de systèmes dynamiques non linéaires, l’approche
que nous avons présentée consiste à passer par l’intermédiaire d’un modèle LPV à incertitudes
bornées pour la synthèse d’observateurs intervalles dédiés à la détection de défauts. Nous avons
donc proposé une méthode de tranformation garantie d’un modèle non linéaire en modèle LPV.
Ensuite, en se basant sur cette approche ainsi que sur les observateurs intervalles développés dans
le chapitre 2 dédiés aux systèmes LPV, nous avons abouti à la méthodologie générique proposée
pour la détection des défauts des systèmes NL-IB.
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Figure 4.7 – Cas d’un défaut de 10% sur la poussée τ à t = 150s. Vert (trait continu) : sor-
tie du modèle non linéaire bruité. Bleu (trait discontinu) : bornes inférieures et supérieures
calculées par l’observateur intervalle.
Le pari sur lequel repose cette méthodologie est que le pessimisme introduit par l’approximation
LPV à incertitudes bornées (LPV-IB) de dynamiques non linéaires (avec garantie d’inclusion sur
un certain domaine de validité) puisse être compensé par une meilleure maîtrise de la propagation
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Figure 4.8 – Cas d’un défaut de 10% sur la poussée τ à t = 150s. Tests de détection
ensembliste Ty(t) ∈ {0, 1}5. Zoom relatif à T4(t) en bas à gauche.
des incertitudes et/ou des temps de simulation par rapport à un traitement direct de dynamiques
non linéaires NL-IB très générales. De ce point de vue, les résultats obtenus sur un modèle non
linéaire décrivant la dynamique longitudinale d’un avion sont encourageants. Les temps de calculs
en ligne se résument à l’intégration numérique des équations d’état explicites de l’observateur in-
tervalle appliqué au modèle LPV-IB.
Notons que le bruit de mesure peut avoir un impact signiﬁcatif sur la détection en termes
de sensibilité aux défauts et de délais de détection. Dans ce chapitre, nous avons développé une
méthodologie ensembliste garantissant une robustesse vis-à-vis des perturbations aussi longtemps
que les hypothèses sur les bornes du bruit de mesure et des incertitudes restent valides, et ce, tout
en conservant une certaine sensibilité aux défauts. Pour une amélioration du compromis entre la
sensibilité aux défauts et la robustesse vis-à-vis du bruit et des perturbations, une autre approche,
dans un contexte d’erreurs bornées, est proposée dans le chapitre suivant.
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Chapitre 5
Application à la détection des
positions anormales des surfaces
de contrôle d’un avion civil
5.1 Introduction
Dans le chapitre précédent, nous avons proposé une technique générique de synthèse de tests
ensemblistes, à base d’observateurs intervalles, pour la détection de défauts pour des systèmes
non linéaires à incertitudes bornées. Cette technique garantit la robustesse de la détection aussi
longtemps que les hypothèses sur les bornes des incertitudes restent valides. En contrepartie, cette
robustesse se traduit souvent par une faible sensibilité aux défauts que l’on cherche à détecter.
Cette situation est souvent problématique dans beaucoup d’applications où le compromis perfor-
mance/robustesse en détection doit être géré selon les spéciﬁcations d’un cahier des charges.
Le fait de considérer que le bruit est simplement borné à chaque instant et encadré par un
intervalle, conduit naturellement à imposer des bornes suﬃsamment larges pour éviter des fausses
alarmes, et ceci au détriment de la sensibilité aux défauts. L’objet de ce chapitre est de proposer une
solution pour une meilleure gestion des contraintes de robustesse et de sensibilité. La méthodologie
développée est appliquée à la détection des pannes de type embarquement et blocage des gouvernes
dans le système de commandes de vol d’un avion civil. La détection précoce et robuste de pannes
d’amplitudes de plus en plus faibles permet d’alléger la structure de l’avion et donc d’améliorer
son empreinte environnementale, c’est-à-dire moins de consommation de carburant, moins de rejet
des particules nocives dans l’atmosphère et moins de bruit [125].
Dans la suite, nous allons d’abord présenter l’application et le problème de détection associée
avant de développer la méthodologie. Les simulations sont eﬀectuées à l’aide d’un jeu de données
prélevé sur un benchmark proposé par Airbus dans le cadre du projet européen ADDSAFE 1.
5.2 Problématique
5.2.1 Embarquement et blocage dans le système de commandes de vol
Ces pannes surviennent dans la chaîne d’asservissement en position des gouvernes entre le
calculateur de commandes de vol et les surfaces de contrôle, y compris ces deux éléments (Voir
1. http ://addsafe.deimos-space.com/
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Figure 5.1 – Schéma simpliﬁé de la chaîne d’asservissement de la surface de contrôle.
la ﬁgure 5.1). Notre étude sera principalement centrée sur la détection de pannes aﬀectant les
gouvernes de profondeur. On appelle embarquement un mouvement non commandé de la gouverne
qui peut entraîner celle-ci jusqu’à sa butée aérodynamique ou mécanique si le phénomène n’est
pas détecté à temps. En cas d’embarquement, la position de la gouverne augmente, se stabilise
au moment de la détection de la panne pendant un certain temps (reconﬁguration du système) et
revient ultérieurement à sa position commandée grâce à l’actionneur adjacent. Diﬀérents éléments
sont susceptibles de générer ce type de pannes : générateur du courant émis vers la servovalve, panne
du capteur de position qui pourrait entraîner, suite à l’asservissement, un déplacement non-désiré
de la gouverne, panne de la servovalve, rupture d’une pièce mécanique, etc. On appelle grippage de
gouverne, ou "jamming", la situation d’une gouverne qui reste ﬁgée à sa position courante. Dans
ce cas, il est important de préciser la diﬃculté de détecter une gouverne bloquée autour de 0◦. Les
approches existantes permettent la détection des surfaces bloquées à une amplitude supérieure à
un certain seuil. Le lecteur peut se référer à [125] pour plus de précisions.
5.2.2 Besoin d’amélioration
L’embarquement et le blocage d’une gouverne, en fonction du point de vol, peuvent avoir des
conséquences sur le guidage de l’avion, sur le dimensionnement de sa structure ainsi que sur ses per-
formances. Par exemple, une anomalie de type embarquement a pour eﬀet d’engendrer des charges
importantes sur la structure de l’aéronef. Il peut être donc nécessaire de détecter cette anomalie
très rapidement, c’est-à-dire avant que la position de la gouverne ne soit trop importante. En eﬀet,
l’avion est conçu pour absorber une certaine enveloppe de charge (dimensionnée hors panne) et il
faut garantir, grâce à des surveillances adaptées, la préservation de cette enveloppe. Si cela ne peut
pas être garanti, il faut renforcer la structure de l’avion, c’est-à-dire l’alourdir, au détriment de sa
consommation et de son impact environnemental [46, 47].
Plusieurs études ont été réalisées récemment pour apporter des solutions à base de modèles
à ce problème [125]. Les travaux présentés dans ce chapitre s’inscrivent dans la continuité de ces
études, mais en adoptant une approche ensembliste.
5.3 Modélisation physique
La gouverne de profondeur intérieure se déplace par le biais d’un actionneur hydraulique. Le
modèle non-linéaire de l’actionneur est obtenu en tenant compte de son comportement physique, i.e.
la vitesse de la tige du vérin est une fonction de la pression hydraulique appliquée sur l’actionneur
et des forces exercées sur la gouverne.
À partir des lois de base de la physique, le modèle non-linéaire de la gouverne de profondeur
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est obtenu ([125, 46]). Il est décrit par :{
x˙(t) = γ(u(t), x(t))(u(t)− x(t)),
y(t) = x(t) + δ(t), (5.1)
γ(u(t), x(t)) = KciK
√
S∆P (t)− Faero(t)
S∆Pref +Ka(t)(KciK(u(t)− x(t)))2 (5.2)
où x représente la position de la tige de l’actionneur (qui peut être convertie en une position estimée
de la surface de contrôle), y est la mesure, δ est l’erreur de sortie, ∆P (t) est la diﬀérence de pression
hydraulique disponible sur l’actionneur, Faero(t) est la force aérodynamique subie par la gouverne.
Selon la surface de contrôle, Faero est une fonction de plusieurs paramètres de vol comme le nombre
de Mach, la pression dynamique, la conﬁguration aérodynamique, etc. . . . Ka(t) est le coeﬃcient
d’amortissement de l’actionneur. S est la section du vérin. ∆Pref est la diﬀérence de pression de
référence correspondant à la vitesse maximale de la tige. u(t), signal de commande, est l’ordre de
position issu des lois de pilotage. K est le gain de régulation de la servocommande (voir ﬁgure 5.1)
et Kci est une fonction permettant la conversion du courant de commande en vitesse.
Notons ici que plusieurs termes ﬁgurant dans (5.2) varient dans le temps et ne sont pas exac-
tement connus, mais peuvent être estimés en utilisant la mesure de certains paramètres de vol. En
particulier, Faero peut être estimée en se basant sur des mesures disponibles des paramètres de vol
ϕ = [Pd, α, π, Mach] où Pd est la pression dynamique, α est l’angle d’attaque, π est la vitesse
de tangage et Mach est le nombre de Mach. Dans ce travail, une régression linéaire, comme dans
[52], a été utilisée pour estimer le vecteur de paramètres θ ∈ R4 fournissant un modèle de Faero à
chaque instant d’échantillonnage k donné comme suit :
Fˆaero(ϕk) = Pd,k(θ0 + θ1αk + θ2αkπk/Machk + θ3yk) (5.3)
5.4 Discrétisation et représentation LPV du modèle
La méthodologie de détection de défauts que nous présentons dans la suite de ce chapitre est
basée sur une représentation LPV à temps discret de (5.1) sous la forme (5.4) :{ xk+1 = gkxk + (1− gk)hkuk, x0 ∈ (xc0 ± xr0),
yk = xk + ηk,
(5.4)
gk ∈ (gck ± grk), hk ∈ (hck ± hrk), ηk ∈ (0± ηrk) (5.5)
où uk ∈ R est l’entrée du système, xk ∈ R est l’état, yk ∈ R est la mesure et ηk ∈ R représente un
bruit supposé borné. ± est un opérateur qui retourne un intervalle à partir de son centre et de son
rayon, i.e. c± r = [c− r, c+ r]. Les exposants c et r désignent respectivement le centre et le rayon
d’un intervalle sous forme centrée.
Les valeurs exactes de gk et hk ne sont pas accessibles à chaque instant mais elles appartiennent
à des intervalles (5.5) variant dans le temps. Notons que le modèle (5.4) peut être dérivé de (5.1)-
(5.2), en se basant sur l’estimation de la force aérodynamique (5.3), en remplaçant x par y dans
(5.2) et en utilisant un schéma d’Euler avec une faible valeur de T (période d’échantillonnage).
Nous pouvons donc écrire que gck = 1 − T γˆ(uk, yk, ϕk, θ) et nous limiter à hck = 1 dans l’appli-
cation étudiée. (grk, hrk) sont réglés de telle sorte que tous les phénomènes non modélisés soient
bien englobés par (xck ± xrk). L’expression empirique de grk est grk = min(κ1 + κ2|uk − xck|, κ3) où
κ = [κ1, κ2, κ3] > 0 est un vecteur dont les composantes sont des constantes positives.
Dans l’équation d’état de (5.4), nous distinguons gk et hk, qui pourraient servir à ajuster respec-
tivement la constante de temps et le gain statique utilisés pour la modélisation du système. Cette
distinction garde toute son importance dans notre cas d’étude. En eﬀet, une grande incertitude sur
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gk peut aﬀecter de manière signiﬁcative le résidu utilisé pour la détection de défauts pendant le
régime transitoire, tout en préservant une très bonne précision pendant le régime permanent dans
le cas où hk reste bien connu. Une propagation adéquate des incertitudes bornées doit permettre
de tenir compte et de caractériser explicitement ces phénomènes.
Contrairement à x0, gk et hk, on ne dispose pas de bornes a priori ηrk pour le bruit de mesure
ηk. La caractérisation des bornes du bruit de mesure est eﬀectuée à l’aide d’une approche à base
de données que nous allons présenter dans la suite.
5.5 Approche proposée
La méthodologie de détection de défauts proposée s’inscrit dans un contexte à erreurs bornées
et comporte :
i) une technique de caractérisation explicite de la variabilité du bruit de mesure (i.e. compor-
tement aléatoire du bruit) ;
ii) un générateur de résidu intervalle à base de méthodes ensemblistes caractérisant l’imprécision
du signal de sortie ;
iii) une technqiue de décision pour la détection de défauts aﬀectant la surface de contrôle d’un
avion (gouverne de profondeur).
Dans la suite, nous allons détailler tout d’abord une caractérisation explicite du bruit basée
sur des données. Ensuite, une méthode à base de modèle utilisant un prédicteur intervalle est
développée. Enﬁn, nous proposerons une procédure de détection de défauts combinant ces deux
techniques.
5.5.1 Évaluation à base de données de l’imprécision et de la variabilité
Caractérisation du bruit
Les approches ensemblistes sont généralement bien adaptées pour représenter des incertitudes
résultant d’un manque de connaissance sur un système donné. Elles oﬀrent un certain nombre d’ou-
tils pour la propagation garantie des incertitudes. Néanmoins, lorsqu’il s’agit d’un environnement
bruité, le calcul des bornes englobant tous les cas possibles d’un signal bruité peut laisser penser que
le concepteur doit choisir entre la préservation de la robustesse des enveloppes au prix d’une faible
sensibilité de la décision ou tolérer des décisions susceptibles d’être aﬀectées par des valeurs aber-
rantes. Ce dernier constat est en contradiction avec la notion de garantie motivant le paradigme des
approches à erreurs bornées. Aﬁn d’assurer un bon compromis entre la sensibilité et la robustesse 2,
l’intérêt de bien distinguer deux formes d’incertitudes a été mis en évidence dans diﬀérents travaux.
Ainsi [7] distingue en particulier les notions de variabilité et d’imprécision. Alors que la variabi-
lité reﬂète un comportement naturellement aléatoire dans un processus physique, l’imprécision est
l’incertitude induite par un manque de connaissance ou d’information. Comme indiqué dans [7],
la variabilité est une forme d’incertitude généralement bien décrite dans un contexte stochastique.
La question de l’étude de la variabilité dans un contexte à erreurs bornées reste néanmoins posée,
et ce constat a motivé l’approche proposée.
Avant de passer à la formalisation de la variabilité, considérons tout d’abord une variable V
déﬁnie sur un domaine borné DV = V c ± V r ⊂ R. Supposons que la valeur imprécise de V appar-
tienne à l’intervalle V c±V r. La quantité V r/V r, pour V r ̸= 0, représente une mesure d’imprécision
(i.e. une mesure du manque de connaissance sur la valeur précise de V ). Si V r = 0, alors V r = 0
2. Dans un contexte de détection de défauts : sensibilité aux défauts et robustesse vis-à-vis des pertur-
bations.
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et cette valeur est interprétée comme une précision complète (100%) et une imprécision nulle.
Contrairement à l’imprécision qui est très liée aux bornes d’une grandeur, la variabilité apparaît
comme une notion liée à la manière dont une variable bornée varie entre ses bornes. Par conséquent,
la variabilité se réfère à plusieurs réalisations de cette grandeur. Lorsque les réalisations considérées
sont obtenues à des instants distincts, la variabilité porte sur le signal correspondant. Avant de
formaliser un certain nombre de déﬁnitions, un exemple simple est d’abord présenté aﬁn de mettre
en évidence la notion de variabilité dans un contexte à erreurs bornées.
Exemple 44 Considérons un signal u = (uk)k∈N où uk est une variable décrivant le signal u à
l’instant k. u˜k désigne alors la valeur de la variable uk, c’est-à-dire la valeur prise par le signal
u à l’instant k. Supposons que le signal u est borné entre −1 et +1, i.e. u˜k ∈ [−1,+1], ∀k ∈ N.
Par conséquent, l’imprécision sur la valeur u˜k est la même pour tous les instants k étant donné
que tous les rayons des intervalles sont égaux à 1. Considérons maintenant un signal y résultant
du ﬁltrage de u en utilisant un ﬁltre discret du premier ordre, Fa, avec un gain statique unitaire et
un pôle a (0 < a < 1) : yk+1 = ayk + (1− a)uk, y0 ∈ [−1,+1]. Selon la variabilité de u, diﬀérents
niveaux de précision peuvent être déduits sur les valeurs prises par y. Ainsi, si aucune information
n’est disponible sur la variabilité de u, la meilleure précision (plus petite imprécision) qui peut être
déduite sur yk est 1. Ceci s’explique par le fait que [−1,+1] = a[−1,+1] + (1 − a)[−1,+1] est le
plus petit intervalle englobant toutes les valeurs possibles de y. Cependant, pour que yk atteigne la
borne +1 (resp. −1), les valeurs de u doivent impérativement rester constantes au cours du temps
et égales à leur valeur maximale (resp. minimale) 1 (resp. −1). Or, ceci ne peut pas être assuré
si le signal est bruité. Dans ce cas, la notion de variabilité doit être introduite pour représenter le
fait que u˜k ne peut pas être ﬁxée tout le temps à sa valeur maximale (resp. minimale). En fonction
de la variabilité de u, de meilleurs niveaux de précision que 1 peuvent être déduits sur les valeurs
prises par y.
Dans la suite, nous allons proposer une caractérisation de la variabilité des signaux discrets
u = (uk)k∈K∗⊂Z basée sur des moyennes glissantes uk/q sur des fenêtres temporelles de largeur q.
L’ensemble K∗ n’est pas forcément borné (e.g. K∗ = Z).
Nous supposons ici que la caractérisation a lieu à l’instant k = 0. Dans ce contexte, k < 0
fait référence aux données disponibles à partir des expériences passées, et les instants futurs k ≥ 0
renvoient au futur du signal u. Une caractérisation théorique de la variabilité du signal u peut alors
être déﬁnie comme étant une fonction λ∗u : N 7→ R, q → λ∗u(q) où λ∗u(q) est donné par :
λ∗u(q) = max
k∈K∗
|uk/q|, uk/q = 1
q
k∑
τ=k−q+1
uτ , (5.6)
La variabilité est ainsi obtenue à l’aide d’une relation entre les variables uk. Une conséquence
immédiate de cette déﬁnition est : ∀k ∈ Z, ∀q ∈ N, uk/q ∈ 0 ± λ∗u(q). Lorsque q = 1, les bornes
d’erreur classiques sont obtenues (0 ± λ∗u(1)). D’après (5.6), ∀q, λ∗u(q) ≤ λ∗u(1), ce qui signiﬁe que
la moyenne peut aider à réduire l’imprécision.
Comme tout le futur de u n’est pas disponible, une caractérisation pratique de la variabilité
de u peut être déﬁnie par : λu : Q 7→ R, q → λu(q) où Q = {1, . . . , q} ⊂ N et λu(q) est donnée par
(5.7) :
λu(q) = max
k∈K⊂(K∗∩Z−)
ς|uk/q|, (5.7)
∀q ∈ Q, λ∗u(q) ≤ λu(q), (5.8)
ς est un facteur (> 1) assurant la validité pratique de l’hypothèse (5.8) et K indique les échantillons
(k ∈ Z−) disponibles du signal u. (5.8) correspond à une hypothèse de stationnarité signiﬁant que
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la caractérisation de la variabilité du signal u obtenue à partir des données disponibles (passées)
permet de déduire une information pertinente dans le futur. On peut alors constater un lien très
fort avec le contexte stochastique. D’un point de vue pratique, l’hypothèse (5.8) est bien satisfaite
pour les signaux stationnaires bruités (i.e. ayant un comportement aléatoire) indépendamment de
la façon dont leur densité de probabilité est distribuée. Ce point motive l’évaluation d’un seuil sur
le résultat du ﬁltrage du signal bruité u caractérisé par (5.7)-(5.8).
En ce qui concerne la caractérisation pratique de la variabilité, le stockage de {λu(q), q ∈
{1, . . . , q}} sur une large fenêtre q peut nécessiter un espace mémoire non négligeable pour cer-
taines applications embarquées. Néanmoins, une régression donnant des paramètres (α, β, γ) tels
que λu(q) < αqγ + β peut être utilisée pour réduire considérablement les besoins en mémoire tout
en préservant des calculs simples en ligne.
Notons que la fonction λu caractérisant la variabilité n’est pas une mesure de variabilité, mais
la première peut être utilisée pour déﬁnir la seconde, comme l’explique la remarque suivante.
Remarque 45 Une mesure de variabilité utilisant la caractérisation à partir des données peut
être déﬁnie par υ(u) = 1ζ(2)−1
∑
q∈Q
(
1− λu(q)λu(1)
)
1
q2 où ζ(2) =
∑∞
q=1
1
q2 =
π2
6 (série de Riemann) et
Q = N\{0}. Le choix d’une telle mesure n’est pas unique : il est motivé par des valeurs normalisées
entre 0 et 1. La mesure de variabilité exprime l’ampleur de la diminution du maximum des valeurs
moyennes obtenues lorsque la longueur de l’horizon temporel utilisé augmente.
Une caractérisation facilement réalisable de signaux bruités en se basant sur des moyennes
glissantes vient d’être proposée dans le cadre d’une approche guidée par les données. La prise en
compte de la variabilité dans un contexte à erreurs bornées permet alors d’augmenter la précision
des valeurs prédites.
Filtrage du bruit et évaluation d’un seuil
Le ﬁltrage d’un signal bruité u est considéré dans ce paragraphe. En se basant sur la caractéri-
sation pratique de la variabilité, λu, l’évaluation d’un seuil robuste englobant la grandeur ﬁltrée est
proposée. Tout en préservant la couverture complète procurée par les techniques à erreurs bornées,
nous allons montrer que la prise en compte de la variabilité permet une amélioration remarquable
de la précision lorsque υ(u) > 0.
Proposition 46 (Évaluation du seuil avec un ﬁltrage du premier ordre) Soient un signal
scalaire réel u = (uk)k∈N caractérisé par λu(q), q ∈ Q = {1, . . . , q}, q ∈ N, et un nombre r ∈ Q
d’échantillons passés représentant l’historique utilisé pour l’évaluation du seuil. On considère un
ﬁltre discret du premier ordre, Fa, décrit par (5.9)-(5.10) où, ∀k ≥ r, xk−r ∈ (0 ± µk−r) ⊂ R,
0 < a < 1, b ≥ 0, c ≥ 0 :
xk = axk−1 + buk, (5.9)
yk = cxk, (5.10)
Alors, ∀k ≥ r, |yk| ≤ τk,r, où le seuil τk,r = τ(λu, r, µk−r, a, b, c) est donné par :
τk,r = carµk−r + cbr(ar−1)λu(r) + cb
r−1∑
q=1
q(aq−1 − aq)λu(q) (5.11)

Preuve. En développant r fois la récurrence (5.9), on obtient :
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xk = arxk−r + b( ar−1uk−r+1 + ar−2uk−r+2 + . . .+ a1uk−1 + a0uk ).
xk est ensuite réécrit de manière à mettre en évidence les sommes cumulées des échantillons d’en-
trée :
xk = arxk−r + b( ar−1(uk−r+1 + . . .+ uk) + (ar−2 − ar−1)(uk−r+2 + . . .+ uk) + . . .
+(a1 − a2)(uk−1 + uk) + (a0 − a1)uk ) ,
xk = arxk−r+b( r(ar−1)uk/r+(r−1)(ar−2−ar−1)uk/(r−1)+ . . .+2(a1−a2)uk/2+1(a0−a1)uk/1 ).
À partir de l’équation (5.10), nous avons yk = carxk−r+cbr(ar−1)uk/r+cb
∑r−1
q=1 q(aq−1 − aq)uk/q.
Etant donné que 0 < a < 1, alors ∀q ≥ 1, (aq−1 − aq) > 0. Par ailleurs, b ≥ 0, c ≥ 0, et en se
basant sur (5.6)-(5.8), la caractérisation λu(q) assure que ∀q ∈ Q, ∀k ≥ q, |uk/q| ≤ λu(q) (ou, de
manière équivalente, uk/q ∈ 0 ± λu(q)). |.| désigne l’opérateur de valeur absolue. Ainsi, grâce aux
propriétés élémentaires de l’arithmétique par intervalles, on a : yk ∈ 0±(carµk−r+cbr(ar−1)λu(r)+
cb
∑r−1
q=1 q(aq−1 − aq)λu(q)). 
Nous allons maintenant montrer comment la proposition 46 peut être utilisée aﬁn de construire
des résidus robustes dans un contexte de détection de défauts. Pour garder les notations utilisées
dans la proposition 46, le signal associé à un résidu est noté u = (uk)k∈N, et sa variabilité est
caractérisée par λu(q), q ∈ Q = {1, . . . , q}, q ∈ N.
Aﬁn d’améliorer la procédure de décision pour la détection de défauts dans le cadre de réa-
lisations bruitées, les résidus sont généralement ﬁltrés avant de les comparer à un seuil. Ainsi, le
résidu u est ﬁltré par un ﬁltre discret du premier ordre, Fa, avec un gain statique unitaire (obtenu
par exemple avec b = (1 − a), c = 1) et un pôle discret a (0 < a < 1). Un tel ﬁltre peut être
représenté par une représentation d’état par les équations (5.9)-(5.10). Ensuite, un seuil robuste
τ englobant y de manière garantie, sous réserve de validité de la caractérisation de u, est donné
comme un corollaire de la proposition 46 :
Corollaire 4 On suppose que les hypothèses de la proposition 46 sont valides. Soit u un résidu,
avec une caractérisation λu(q), q ∈ Q = {1, . . . , q}, q ∈ N, b = (1 − a), c = 1 (ﬁltre avec un gain
statique unitaire), r = min(k, q) et, ∀k ∈ N, µk−r = λu(1). Alors, un seuil τ permettant d’englober
de manière garantie y est donné par :
∀k < q, |yk| ≤ τk, avec τk = τk,k|µk−r=λu(1) (5.12)
∀k ≥ q, |yk| ≤ τk, avec τk = τk,q|µk−q=λu(1) = constant (5.13)

Preuve. La preuve du corollaire 4 est basée sur le fait qu’un ﬁltre du premier ordre à variables
réelles ne présente pas de dépassement. Par conséquent, si la condition initiale se trouve dans la
plage des valeurs d’entrée (comme avec µk−r = λu(1)), la sortie va nécessairement rester dans cette
même plage. Etant donné que c = 1, l’état xk du ﬁltre et la sortie ﬁltrée yk sont les mêmes dans ce
corollaire. Par conséquent, sous l’hypothèse µ0 = λu(1) (il suﬃt de choisir x0 = u0), l’application
de la proposition 46 implique le résultat indiqué dans le corollaire 4. 
Notons que τ varie pendant une courte durée de q échantillons (pour k < q). Ensuite, ∀k ≥ q,
τk = τ est une valeur constante (5.13) qui peut être facilement pré-calculée hors ligne à l’aide de
la caractérisation λu du résidu u. Lorsque b = 1− a et c = 1 :
τ = aqλu(1) + (1− a)
(
q(aq−1)λu(q) +
q−1∑
q=1
q(aq−1 − aq)λu(q)
)
(5.14)
98
La pertinence du seuil proposé est illustrée dans la ﬁgure 5.2 où une distribution normale, ainsi
qu’une distribution uniforme, d’un signal bruité u sont considérées. Les ﬁgures du haut illustrent
la distribution des valeurs du signal. Les ﬁgures au milieu correspondent à la caractérisation λu(q)
obtenue en se basant sur les moyennes glissantes. Les ﬁgures du bas correspondent au signal d’en-
trée u non ﬁltré (bleu) et au signal ﬁltré y (rouge) obtenu avec a = 0.9. Comme le montrent les
ﬁgures du bas, le seuil robuste permet d’améliorer la sensibilité quelle que soit la distribution des
valeurs du signal d’entrée. A noter que la mesure de variabilité est υ(u) ≈ 0.46 dans le cas de la
distribution normale et υ(u) ≈ 0.13 dans le cas uniforme. La faible variabilité de la distribution
uniforme est visible sur la ﬁgure 5.2 : alors que λu(q) suit λu(1)/
√
(q) dans le cas normal (la ligne
rouge dans les ﬁgures du milieu), la diminution des valeurs maximales prises par les moyennes
glissantes est moins importante dans le cas uniforme.
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Figure 5.2 – Caractérisation du signal, ﬁltrage et évaluation d’un seuil : application à un
signal de bruit distribué normalement (à gauche) et uniformément (à droite).
Pour récapituler, une approche systématique à base de données pour le calcul de seuils en
utilisant une caractérisation explicite de signaux bruités a été proposée sans hypothèse a priori
sur la distribution de la densité de probabilité des échantillons. Même si une part importante de
l’information sur cette distribution se trouve dans la caractérisation λu, l’intérêt de la procédure
proposée repose sur un lien direct entre la caractérisation du signal et l’évaluation du seuil, tout en
assurant une robustesse garantie sous des hypothèses de stationnarité (5.8) explicitement spéciﬁées
et qui restent facilement interprétables en terme de moyennes glissantes.
Remarque 47 Lorsque v(u) = 0 (signal sans variabilité), τ = λu(1) car ∀q, λu(q) = λu(1), alors
que v(u) > 0 (signal avec une variabilité explicite) conduit à τ < λu(1) grâce aux bornes réduites
sur les moyennes glissantes lorsque q augmente. Ainsi, la prise en compte de la variabilité améliore
le compromis entre la sensibilité aux défauts et la robustesse par rapport au bruit.
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5.5.2 Prédicteur intervalle à base de modèle
Diﬀérents travaux ont proposé des prédicteurs intervalles pour des systèmes linéaires [79, 102,
25, 80]. Par ailleurs, les observateurs intervalles des systèmes LPV peuvent également être utilisés
pour la prédiction [49, 96]. Dans ce paragraphe, un prédicteur intervalle pour le modèle (5.4)-(5.5)
est présenté. L’application qui sera étudiée dans la suite (gouverne de profondeur) nous conduit à
mettre l’accent sur un modèle du premier ordre basé sur une connaissance a priori du comportement
dynamique du système.
Proposition 48 (Prédicteur intervalle) Le système dynamique décrit par (5.15)-(5.16) est un
prédicteur intervalle pour (5.4)-(5.5) satisfaisant l’inclusion garantie (5.17). La condition (5.18)
assure à la fois la stabilité des dynamiques du centre (5.15) et du rayon (5.16).
xck+1 = gckxck + (1− gck)hckuk (5.15)
xrk+1 = (|gck|+ grk)xrk + grk|xck − hckuk|+ (|1− gck|+ grk)hrkuk (5.16)
∀k ∈ N, xk ∈ xck ± xrk (5.17)
|gck|+ grk < 1 (5.18)

Rappelons que la condition (5.18) se ramène au cas LTI lorsque gck est constant (i.e. gck = gc)
et grk = 0. De fortes analogies existent avec la condition de stabilité donnée dans [99] pour des
systèmes multi-dimensionnels continus. Néanmoins, dans la suite, nous allons conidérer le cas de
systèmes variant dans le temps.
Avant de développer la preuve de la proposition 48, nous allons commencer par présenter le
lemme 9.
Lemme 9 ∀(w, s) ∈ Rn × [−1,+1]n, ∃σ ∈ [−1,+1], wT s = |w|1σ, où |.| est l’opérateur valeur
absolue élément par élément et 1 est un vecteur colonne de dimension appropriée dont les éléments
sont égaux à 1. 
Preuve. [Preuve du lemme 9]
s = −sign(w) et s = +sign(w) donnent les valeurs extrêmes atteignables par wT s ∈ R. 
Preuve. [Preuve de la proposition 48]
Soit gk ∈ [−1,+1] une variable normalisée bornée liée à gk ∈ gck± grk de sorte que la contrainte
gk = gck + grkgk soit toujours satisfaite. Des notations similaires sont utilisées pour chaque variable
bornée, (hk = hck + hrkhk , etc).
Supposons que xk = xck + xrkxk , ce qui est vrai à l’instant k = 0. xk+1 = gkxk + (1− gk)hkuk peut
être réécrit sous la forme :
xk+1 = (gck + grkgk )(xck + xrkxk ) + (1− gck − grkgk ))(hck + hrkhk )uk.
Après des réarrangements simples, nous avons :
xk+1 =
(gckxck + (1− gck)hckuk)+gckxrkxk +grkxckgk +grkxrkgk xk +(1−gck)hrkukhk −grkhckukgk −grkhrkukgk hk .
Une factorisation par rapport aux variables incertaines donne :
xk+1 = (gckxck + (1− gck)hckuk) + ((gckxrk)xk + (grkxck − grkhckuk)gk + (grkxrk)gk xk + (1−
gck)hrkukhk − (grkhrkuk)gk hk ).
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Figure 5.3 – Résidu rk basé sur la fonction zone morte dz obtenue avec xck ± xrk.
L’application du lemme 9 avec wk = [(gckxrk), grk(xck − hckuk), (grkxrk), (1 − gck)hrkuk,−(grkhrkuk)]T et
sk = [xk , gk , (gk xk ), hk , (gk hk )]T implique que xk+1 = xck+1 + xrk+1σk où xck+1 et xrk+1 = |wk|1
sont respectivement donnés par (5.15) et (5.16). σk ∈ [−1,+1] assure la propriété d’inclusion (5.17)
à l’instant k + 1.
Par ailleurs, on remarque que la propriété (5.16) reste vraie grâce à la positivité de tous les rayons
et, aussi, que xrk+1 ≥ 0 étant donné que |wk|1 ≥ 0.
Pour garantir la stabilité du prédicteur, il suﬃt d’assurer |gck| + grk < 1. En eﬀet, grk ≥ 0. Cette
condition implique |gck| < 1, ce qui assure d’abord la stabilité de la dynamique du centre (5.15). De
plus, si l’entrée uk est bornée, xck est également borné et la même propriété découle pour le terme
d’entrée de la dynamique du rayon (5.16). En considérant xˇrk+1 = (|gck| + grk)xˇrk et en choisissant
Vk = (xˇrk)2 comme fonction de Lyapunov, on obtient : ∆Vk = Vk+1 −Vk = ((|gck|+ grk)2 − 1)(xˇrk)2.
Alors ∆Vk < 0 lorsque xˇrk ̸= 0 et ∆Vk = 0 lorsque xˇrk = 0, ce qui termine la preuve. 
L’intérêt de la proposition 48 provient du fait qu’elle présente des solutions pour le cas d’un
modèle LPV dont les dynamiques des centres et des rayons varient dans le temps et sont soumises
à des bruits bornés. Cette proposition assure :
i) une inclusion garantie,
ii) une condition de stabilité facile à vériﬁer pour les dynamiques du centre et du rayon,
iii) une structure simple et bien adaptée pour une implémentation eﬃcace en temps réel.
5.5.3 Méthodologie de détection de défauts
La méthodologie de détection de défauts proposée dans cette section combine l’approche à base
de modèle développée dans le paragraphe 5.5.2 et la méthode à base de données présentée dans le
paragraphe 5.5.1. Leur interaction est étudiée ici.
Tout d’abord, en se basant sur le modèle de connaissance (5.4), le prédicteur de la proposi-
tion 48 permet de déterminer une prédiction intervalle xck ± xrk de l’état xk, qui s’appuie sur une
caractérisation explicite de l’inﬂuence des imprécisions sur les dynamiques du système (manque de
connaissance spéciﬁée par grk, hrk).
Ensuite, en se basant sur les bornes résultantes (xk = xck − xrk, xk = xck + xrk) et compte tenu
de l’équation de mesure dans (5.4), un résidu rk peut être déﬁni par :
rk = dz(yk, xck ± xrk) =
yk − xk si yk > xk,
yk − xk si yk < xk,
0 sinon,
(5.19)
L’expression de (5.19) montre que ∀yk ∈ xck ± xrk, rk = 0. rk est nul dès lors qu’une valeur
mesurée yk appartient à son intervalle de prédiction xck ± xrk basé sur un modèle sans bruit.
Par ailleurs, ∀yk ̸∈ xck ± xrk, rk ̸= 0, et la valeur de rk est liée à la distance entre yk et la borne
la plus proche de xck ± xrk. Par conséquent, le résidu proposé, basé sur la fonction "zone morte" (dz
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pour deadzone), évalue la part de la mesure yk qui ne peut pas être expliquée par la prédiction
intervalle résultant du modèle d’état (5.4)-(5.5).
Notons que le résidu est exprimé sous la forme rk = r(yk, xck±xrk) (avec r = dz) ; il est diﬀérent
des formes ponctuelles classiques, souvent données par ρk = ρ(yk, xck) (= yk −xck). Ceci est illustré
par la ﬁgure 5.3 où r (resp. ρ) apparaît avec une ligne continue (resp. ligne pointillée). Il faut aussi
noter que (xrk = 0)⇒ (rk = yk−xck = ρk) est satisfaite, ce qui met l’accent sur le fait que le résidu
calculé en utilisant des prédictions intervalles généralise la notion classique de résidu.
Soit une mesure et une estimation de la grandeur mesurée associée, donnée par un intervalle,
un résidu quantiﬁant l’incompatibilité entre elles est ainsi exprimé par rk. Sous l’hypothèse de
validité du modèle sans défaut (5.4), la seule cause d’incohérence (rk ̸= 0) est due à l’erreur de
sortie incertaine ηk = yk − xk (xk n’est pas exactement connue : xk ∈ xck ± xrk). Notons qu’à cette
étape, ηk n’est pas encore considéré comme du "bruit", mais simplement comme une "erreur de
sortie". En eﬀet, dans un contexte expérimental, une distinction claire ne peut pas être établie a
priori entre ce qui doit être considéré comme un signal et ce qui doit être considéré comme du
bruit à l’intérieur d’une seule et même réalité observée, à savoir la mesure.
Dans la méthodologie ensembliste proposée, les bornes (grk et hrk pour le modèle (5.5)) sont
considérées comme un moyen pour modéliser la frontière entre ce qui est considéré comme du bruit
et ce qui est considéré comme un signal dans la mesure. Cela permet de caractériser le com-
portement aléatoire du bruit grâce à une approche basée sur les données et, en même temps, de
spéciﬁer toute une plage de comportements dynamiques possibles (non aléatoires) traitée par une
approche ensembliste garantie à base de modèle. De cette manière, il devient possible d’englober
dans xck ± xrk l’inﬂuence des phénomènes physiques qui sont à la fois non aléatoires et dont la mo-
délisation précise n’est pas pertinente pour l’application considérée, tout en traitant eﬃcacement
le bruit dans rk = dz(yk, xck ± xrk) qui reste inexpliqué par xck ± xrk. Ceci est particulièrement utile
pour, conjointement,
i) maintenir une décision robuste pendant des transitoires importants dus à l’excitation de l’entrée
en présence de dynamiques incertaines (grk),
ii) préserver la capacité à prendre des décisions à la fois robustes et sensibles malgré la présence
du bruit lorsque xrk est très faible (comme, par exemple, en régime permanent lorsque hck = 1 et
hrk = 0).
Enﬁn, puisque le résidu rk = dz(yk, xck ± xrk) est inﬂuencé uniquement par le bruit de mesure,
la caractérisation du bruit et le seuillage de ce dernier après ﬁltrage décrits au paragraphe 5.5.1
sont directement applicables et permettent d’obtenir une détection de défauts à la fois sensible
et robuste, même en présence d’un bruit de mesure présentant une grande variabilité. De plus, la
méthodologie proposée ne nécessite pas une nouvelle caractérisation basée sur les données pour
recalculer le seuil de détection quand il est simplement décidé de modiﬁer le pôle du ﬁltre. En
eﬀet, une fois que la caractérisation pratique de la variabilité λr de rk est évaluée hors ligne, en se
basant sur des données d’apprentissage, et une fois que le seuil τ (5.14) est évalué en conséquence,
l’implémentation en ligne de la méthodologie de détection ne nécessite qu’un ﬁltrage de premier
ordre du résidu rk, (i.e. εk = Fa(rk) où a désigne le pôle du ﬁltre (0 <a <1)), et la comparaison
de εk à τ . En d’autres termes, ∀k ≥ q, si le test de détection φ = (|Fa(rk)| > τ) est activé alors un
défaut est détecté à l’instant k.
La méthode de détection de défauts proposée peut être résumée sous une forme algorithmique
tout en distinguant bien le réglage hors ligne du modèle de bon fonctionnement (sans défaut), en
se basant sur des données utilisées pour l’apprentissage, et la détection de défaut en ligne.
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Algorithme hors ligne : Modélisation du comportement sans défaut (à partir de données)
• Entrée : Signaux (u, y, ϕ,...) à partir des données du scénario DL utilisé pour
l’apprentissage, T , q, ς, a0, θ0, κ0.
• Sortie : λr, τ , a, θ, κ.
1. Initialisation : a = a0, θ = θ0, κ = κ0,
2. Calculer le résidu r en utilisant un scénario sans défaut DL avec une excitation d’entrée
importante, (similaire à l’algorithme en ligne sans les étapes 2.5 et 2.6),
3. Caractériser et sauvegarder la variabilité de r (λr) :
∀q ∈ Q = {1, . . . , q}, λr(q) = maxk∈K ς|rk/q|, où rk/q = 1q
∑k
m=k−q+1 rm,
4. Mesurer la variabilité de r :
υ(r) = 1ζ(2)−1
∑
q∈Q
(
1− λr(q)λr(1)
)
1
q2 où ζ(2) =
π2
6
5. Eﬀectuer un nombre ﬁni d’itérations en partant de l’étape 2 aﬁn de maximiser υ(r)
en mettant à jour κ (réglage de grk et hrk),
6. Calculer le seuil robuste τ :
τ = aqλr(1) + (1− a)
(
q(aq−1)λr(q) +
∑q−1
q=1 q(aq−1 − aq)λr(q)
)
,
7. Calculer le signal de test de détection φ en utilisant un scénario DL défaillant,
8. Faire un nombre ﬁni d’itérations en partant de l’étape 6 pour régler le pôle du ﬁltre a
(compromis entre une détection rapide et la sensibilité aux défauts en présence du bruit)
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Algorithme en ligne : Détection de défauts
• Entrée : Signaux (u, y, ϕ) jusqu’à l’instant d’échantillonnage k, T , q, a, τ , θ, κ.
• Sortie : Signal φ (test de détection) jusqu’à l’instant d’échantillonnage k.
1. Initialisation : xc0, xr0,
2. Boucle principale. Itération à l’instant d’échantillonnage k ≥ 0 :
2.1. Mesurer uk, yk, ϕk
2.2. Calculer gck ± grk et hck ± hrk. Pour la gouverne de profondeur :
grk = 1− T γˆ(uk, yk, ϕk, θ), hck = 1,
grk = min(κ1 + κ2|uk − xck|, κ3), hrk = 0,
2.3. Mettre à jour le prédicteur intervalle xck ± xrk :
xck+1 = gckxck + (1− gck)hckuk,
xrk+1 = (|gck|+ grk)xrk + grk|xck − hckuk|+ (|1− gck|+ grk)hrkuk,
2.4. Calculer le résidu rk comme dans (5.19) :
rk = dz(yk, xck ± xrk),
2.5. Mettre à jour le ﬁltrage de rk par Fa avec le pôle a :
εk = aεk−1 + (1− a)rk,
2.6. Évaluer le test de détection (valide ∀k ≥ q) :
φk = (|εk| > τ).
5.6 Résultats de simulation
Dans ce paragraphe, des résultats de simulation obtenus pour deux scénarios (en augmentant
et en diminuant l’excitation d’entrée) et illustrant la méthodologie décrite dans la partie précédente
sont présentés. Le premier scénario DL, avec une excitation importante, est utilisé pour l’appren-
tissage (i.e. réglage de grk, hrk, caractérisation des signaux, etc...) alors que le deuxième scénario
DV , avec une amplitude réduite de l’excitation d’entrée, est utilisé pour valider la méthodologie de
détection proposée.
Tout d’abord, le modèle à temps continu (5.1) est discrétisé :
gck = (1− γˆ(uk, yk, ϕk, θ)T ), hck = 1, (5.20)
où T = 10 ms est la période d’échantillonnage.
La dynamique du centre (5.15) du prédicteur intervalle résultant de la proposition 48 correspond
à l’approximation échantillonnée du modèle simpliﬁé déduit de (5.1)-(5.2). grk et hrk sont réglés
de telle sorte que tous les phénomènes non modélisés soient bien englobés par xck ± xrk : grk =
min(κ1 + κ2|uk − xck|, κ3) où κ = [κ1, κ2, κ3] > 0 est un vecteur de constantes positives assurant
que la condition de stabilité (5.18) est satisfaite dans le domaine de fonctionnement considéré. En
se basant sur un scénario, DL, avec une excitation d’entrée importante, le réglage de grk permet
104
d’avoir une augmentation signiﬁcative de la variabilité υ(r) = 0.32 du résidu rk = dz(yk, xck ± xrk)
par rapport à celle du résidu classique, ρk = yk − xck (υ(ρ) = 0.027) ; voir ﬁgure 5.4. La ﬁgure 5.5
illustre la caractérisation pratique de la variabilité du résidu rk (tracé à gauche) et, uniquement à
des ﬁns de comparaison, celle du résidu classique (tracé droite). L’évolution dynamique des seuils
τk (selon le pôle a utilisé) est également présentée par le tracé du milieu. Suite aux résultats du
paragraphe 5.5.1, ces seuils assurent une robustesse garantie à tout signal dont la caractérisation
de la variabilité est inférieure à λr. En outre, il convient de noter que, dans le cas où a = 0,
τk correspond au seuil déduit à partir de l’approche classique utilisée dans le contexte à erreurs
bornées (τk = λr(1)). Il est alors clair que la prise en compte de la variabilité permet d’avoir une
caractérisation λr(q) < λr(1), ce qui conduit à un seuil plus petit et plus précis améliorant la
sensibilité aux défauts tout en restant robuste vis-à-vis du bruit, d’où l’intérêt de la caractérisation
du bruit proposée.
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Figure 5.5 – Scénario DL (sans défaut) : caractérisation pratique de la variabilité du
résidu r (λr) (gauche), seuils τk (milieu), caractérisation pratique de la variabilité du
résidu classique ρ (λρ(q)) (droite).
En se basant sur la caractérisation de la variabilité de rk, un seuil τ (5.14) est ﬁxé pour εk qui
résulte du ﬁltrage de rk par un ﬁltre discret du premier ordre, Fa, avec un pôle a (0 < a < 1) et
un gain statique unitaire. Fa est donc de la forme (5.9) avec b = (1 − a), c = 1, et le calcul de
seuil résulte directement de la proposition 46 en prenant rk comme entrée et εk comme sortie. Un
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Figure 5.6 – Scénario DL : Position de surface mesurée yk (vert), bornes issues du pré-
dicteur intervalle associé xck ± xrk (rouge), et ordre du pilote uk (bleu).
défaut est ensuite détecté dès l’apparition d’une incohérence, i.e. au premier échantillon k tel que
|εk| > τ .
Notons qu’une dynamique lente du ﬁltre (a → 1) est utile pour améliorer la sensibilité à une
évolution lente des comportements anormaux ayant une amplitude signiﬁcativement plus faible que
l’amplitude du bruit. Néanmoins, un retard à la détection peut avoir lieu dans le cas de défauts
brusques étant donné que la sortie du ﬁltre εk nécessite plus de temps pour suivre l’entrée rk.
Dans la suite, deux jeux de données (DL et DV) sont étudiés. Le premier scénario DL, relatif
à une excitation importante, fait apparaitre une enveloppe large lors du régime transitoire ; voir
ﬁgure 5.7. Les bornes obtenues à l’aide du prédicteur intervalle sont calculées de telle sorte que
tous les phénomènes non modélisés soient bien englobés et que l’enveloppe comprenne toutes les
incertitudes. Dans le cas du modèle sans défaut (voir ﬁgure 5.6), la seule cause de sortie des enve-
loppes déduites du seul prédicteur intervalle est alors la présence du bruit, mais cela ne signiﬁe pas
pour autant qu’un défaut soit détecté (l’incohérence dont il est question ici ne tient pas compte
du seuillage sur le résidu ﬁltré). Les simulations montrent que le scénario sans défaut n’entraîne
aucune fausse alarme malgré la présence de bruit.
Pour une première validation de la méthodologie de détection de défauts, deux situations anor-
males ont été envisagées pour le scénario à forte excitation :
•DL1 : Embarquement 5◦/s at t = 15s,
•DL2 : Grippage à t = 14.5s.
La ﬁgure 5.8 illustre les résultats de détection de défauts. Comme cela est représenté par les
deux premières lignes du tableau 5.1, pour les deux situations anormales, une détection rapide est
assurée même si le pôle lent du ﬁltre (a = 0.99) a tendance à retarder la décision.
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Figure 5.7 – Scénario DL : Zoom de la ﬁgure 5.6 pendant le régime transitoire.
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Figure 5.8 – Scénario DL avec deux situations anormales : DL1 Embarquement (gauche),
DL2 Grippage (droite). En haut : Position de surface mesurée yk (vert), bornes issues du
prédicteur intervalle xck ± xrk (rouge) et ordre du pilote uk (bleu). En bas : résidus ﬁltrés
avec a = 0.9, i.e. résidu classique ρk ﬁltré (rouge) et résidu rk basé sur la fonction zone
morte ﬁltré (noir).
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Figure 5.9 – Scénario DV : Position de surface mesurée yk (vert), bornes du prédicteur
intervalle xck ± xrk (rouge) et ordre du pilote uk (bleu). Tracé du bas : xrk montre une
précision réduite de la prédiction intervalle pendant les régimes transitoires.
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Figure 5.10 – Scénario DV : Zoom du tracé en haut de la ﬁgure 5.9 durant le régime
transitoire (gauche), et pendant le régime permanent (droite).
Un second jeu de données DV est utilisé pour une autre validation de la méthodologie proposée.
Ce deuxième scénario DV se caractérise par une amplitude réduite de l’excitation d’entrée (impli-
quant une position de la surface de contrôle plus faible que celle de DL) et par un fonctionnement
proche de l’état d’équilibre. L’amplitude du bruit de mesure aléatoire est alors la principale diﬃ-
culté pour obtenir une bonne sensibilité aux défauts. (voir les ﬁgures 5.9).
En se basant sur la caractérisation du bruit du cas DL, le scénario sans défaut DV est pris
comme référence pour la validation. Tout d’abord, la caractérisation du bruit obtenue à partir de
DL assure l’absence de fausses alarmes en considérant les résidus ﬁltrés a ∈ {0.6, 0.8, 0.9, 0.95, 0.99}.
Ensuite, à partir du scénario DV , trois situations anormales ont été considérées :
•DV1 : Embarquement −5◦/s à t = 50s (embarquement lent),
•DV2 : Grippage à t = 14.5s,
•DV3 : Grippage à t = 66s.
Les résultats de la détection de défauts sont présentés sur la ﬁgure 5.11 et dans le tableau 5.1.
Dans le scénario DV1 (en haut de la ﬁgure 5.11), le résidu s’écarte brusquement de zéro entraînant
une détection rapide. Une situation similaire peut être observée dans DV2 (tracés du milieu dans
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la ﬁgure 5.11). Dans les deux cas (embarquement et grippage), une détection rapide est assurée
comme le montre le tableau 5.1.
La situation anormale DV3 correspond à un grippage à l’instant t = 66s alors que la boucle
d’asservissement fonctionne à peu près au voisinage de l’état d’équilibre. Comme la position change
très lentement, il devient logiquement plus diﬃcile de détecter rapidement le défaut (grippage), en
particulier en présence du bruit. Dans ce cas, le ﬁltrage du résidu est très important pour obtenir
une détection rapide. La cinquième ligne du tableau 5.1 met en évidence le compromis dans le
choix de la dynamique du ﬁltre (a = 0.9 ou 0.95 représentent un bon réglage).
En comparant le tracé en bas à droite de la ﬁgure 5.11 avec les temps de détection correspondant
du tableau 5.1 (cinquième ligne), l’intérêt de prendre en compte la notion de variabilité des si-
gnaux dans un contexte à erreurs bornées apparaît clairement : le compromis entre la sensibilité
aux défauts et la robustesse au bruit de mesure est en eﬀet amélioré de manière très signiﬁcative
par rapport à des bornes classiques. Cet intérêt apparaît aussi clairement dans la ﬁgure 5.12. En
eﬀet, cette dernière montre que, sans ﬁltrage du résidu et sans caractérisation de sa variabilité,
le défaut grippage à t = 66 s pourrait n’être détecté que plusieurs secondes après son apparition,
alors qu’il est détecté en moins d’une seconde (détection à t = 66.94 s) en utilisant le résidu ﬁltré
basé sur la fonction zone morte et avec un pôle a = 0.95.
Une comparaison des résultats obtenus avec ceux résultant d’une autre approche ensembliste
est l’objet de ce paragraphe : dans [106], une méthode de reconstruction de l’entrée fondée sur des
relations de parité, un diﬀérentiateur numérique et des techniques de satisfaction de contraintes est
développée dans un contexte à erreurs bornées. Des domaines de valeurs d’entrée cohérentes avec
les mesures sont calculés et, en s’appuyant sur des tests de cohérence, cette approche est également
appliquée à la détection de positions anormales pour une surface de contrôle d’un avion. Dans [106],
où des bornes classiques du bruit de mesure sont considérées, le délai de détection dans le cas d’un
défaut d’embarquement à 5◦/s (resp. d’un grippage se produisant lors d’un comportement transi-
toire) est de l’ordre de 0.32s (resp. 0.06s). Ceci est à comparer avec les délais de détection de l’ordre
de 0, 05s (resp. 0.06s) obtenus avec les scénarios de validation DV1 (resp. DV2) et mentionnés dans
la deuxième colonne (a = 0.8) de la table 5.1. On peut noter que ces délais de détection sont peu
inﬂuencés par le pôle a du ﬁltre utilisé pour la décision (sauf si a devient très lent : a > 0.95), et ce,
parce que les mesures bruitées ne sont pas un véritable obstacle pour la détection de défaut dans le
cas de DV1 (resp. DV2). Cependant, dans d’autres cas tels qu’un grippage se produisant dans une
situation proche d’un régime permanent comme avec DV3, le bruit de mesure devient le principal
obstacle pour améliorer la sensibilité aux défauts : dans de tels cas, alors qu’aucun défaut n’est
détecté dans [106] pour de faibles angles de la surface de contrôle (typiquement, en dessous de 2◦),
la méthodologie de détection de défaut proposée dans ce chapitre est toujours capable de détec-
ter les défauts dans un délai raisonnable, notamment grâce à un réglage approprié (par exemple,
a = 0.95) du ﬁltre appliqué à la composante bruitée du signal mesuré. De plus, l’amélioration de
la sensibilité aux défauts est obtenue à moindre coût du point de vue des calculs en ligne.
Cette première étude s’avère encourageante : les résultats obtenus suggèrent en eﬀet que la
méthodologie ensembliste proposée pourrait servir à détecter des défauts de grippage et d’embar-
quement des surfaces de contrôle d’un avion avec de bonnes performances.
5.7 Conclusion
Dans ce chapitre, nous avons proposé une méthodologie ensembliste combinant des approches
à base de données et à base de modèles. Cette stratégie a été appliquée à la détection de défauts
(de type embarquement et grippage) d’une surface de contrôle d’un avion civil. L’un des objectifs
était de mieux caractériser les signaux bruités dans un contexte à erreurs bornées. Ceci a permis
d’améliorer le compromis entre la sensibilité aux défauts et la robustesse vis-à-vis du bruit et
des perturbations. Un résidu utilisant la sortie d’un prédicteur intervalle et basé sur une fonction
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Figure 5.11 – Scénario DV avec trois situations anormales, de haut en bas : DV1, DV2,
DV3. Gauche : vue large. Droite : zoom autour des instants d’apparition et de détection des
défauts. Pour tous les tracés : position de surface mesurée yk (vert), bornes du prédicteur
intervalle xck ± xrk (rouge) et ordre du pilote uk (bleu).
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Figure 5.12 – Scénario DV3 (grippage à t = 66 s) : résidu rk basé sur la fonction zone
morte avant (rouge) et après ﬁltrage (noir) avec Fa où a = 0.95. Seuil τ (bleu). Indicateur
de détection de défaut |Fa(r)| > τ (en bas à droite dans le tracé à gauche). Tracé à droite :
zoom du tracé à gauche illustrant l’amélioration de sensibilité par rapport au cas classique.
"zone morte" évalue le comportement qui ne peut être expliqué par le modèle ensembliste. Cette
approche permet de calculer des seuils pour les signaux bruités sans avoir besoin d’hypothèses sur
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Table 5.1 – Temps de détection (s) par rapport au pôle du ﬁltre.
pôle du ﬁltre : a = 0.6 0.8 0.9 0.95 0.99
DL1 : Run t = 15s (5◦/s) 15.05 15.05 15.06 15.07 15.14
DL2 : Jam t = 14.5s 14.59 14.59 14.61 14.64 14.82
DV1 : Run t = 50s (−5◦/s) 50.05 50.05 50.06 50.06 50.13
DV2 : Jam t = 14.5s 14.55 14.56 14.57 14.58 14.65
DV3 : Jam t = 66s (∗) 68.46 68.14 67.35 66.94 67.71
les densités de probabilité et tout en prenant en compte des incertitudes paramétriques avec des
bornes variables dans le temps.
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Conclusion générale et
perspectives
Dans ce manuscrit, nous nous sommes intéressés aux problèmes d’observation, d’estimation et
de détection de défauts des systèmes dynamiques continus dans un contexte ensembliste.
Nous avons considéré graduellement des dynamiques LTI, LPV et LTV pour déboucher enﬁn
sur des classes de systèmes non linéaires. Dans ce dernier cas, nous avons proposé une inclusion
des trajectoires non linéaires spéciﬁées à l’aide d’un observateur intervalle basé sur une dynamique
LPV à erreur bornées. Cette approche permet la synthèse de tests ensemblistes pour la détection
de défauts et permet de bénéﬁcier des avancées eﬀectuées dans le cas LPV tout en préservant une
faible quantité de calculs.
Le premier chapitre nous a permis de rappeler les résultats de quelques travaux sur la synthèse
d’observateurs intervalles pour des systèmes LTI. Des solutions ont été présentées pour la relaxa-
tion des contraintes liées à la construction d’un observateur intervalle. Elles consistent à utiliser
un changement de coordonnées invariant ou variant dans le temps en fonction de l’approche retenue.
Dans le chapitre 2, nous avons développé une nouvelle technique d’atteignabilité pour des sys-
tèmes linéaires à paramètres variant dans le temps tout en se basant sur ce qui a été développé pour
le cas des systèmes LTI. Dans l’objectif de relaxer les conditions de monotonie, une solution basée
sur un changement de coordonnées variant dans le temps a été proposée. Et l’approche développée
pour le calcul d’enveloppes correspondant à des ensembles atteignables a également été exploi-
tée pour la construction d’observateurs intervalles dédiés au cas LPV. Nous avons ainsi présenté
une nouvelle technique permettant de relaxer les conditions de coopérativité qui peuvent s’avérer
restrictives lorsqu’appliquées à un modèle n’ayant fait l’objet d’aucune transformation (ex : chan-
gement de coordonnées) et/ou lors du réglage du gain d’un observateur. Deux cas ont été étudiés :
le cas où le vecteur d’ordonnancement est mesuré et le cas où le vecteur d’ordonnancement est
inconnu.
Dans le troisième chapitre, nous avons étendu les résultats obtenus aux systèmes linéaires va-
riant dans le temps. Tout d’abord, nous avons rappelé des résultats de quelques travaux récemment
développés pour la construction d’observateurs intervalle pour des systèmes LTV. Ces travaux pré-
sentent quelques limitations telles que l’abscence de méthodes génériques et systématiques pour le
calcul du gain de l’observateur et du changement de coordonnées permettant d’assurer la coopéra-
tivité de l’erreur d’observation. Nous avons proposé alors une approche originale pour contourner
cette limitation. Notre méthode pour la construction d’observateurs intervalles pour des systèmes
LTV ne nécessite aucune hypothèse supplémentaire par rapport aux observateurs classiques. L’idée
est de construire un changement de coordonnées permettant de transformer une matrice variant
dans le temps en une matrice Metzler. Les calculs de cette matrice de passage et du gain d’obser-
vateur sont indépendants.
L’application des observateurs intervalles développés dans ce manuscrit au problème de dé-
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tection de défauts des systèmes non linéaires à incertitudes bornées a fait l’objet du chapitre 4.
Nous avons proposé alors une méthode ensembliste pour la détection de défauts des systèmes non
linéaires, en passant par la transformation des modèles non linéaires en modèles LPV à incertitudes
bornées. Une méthodologie assurant cette transformation est tout d’abord proposée. L’inclusion de
toutes les trajectoires spéciﬁées par le modèle NL-IB à l’aide du modèle LPV-IB est garantie sur
un domaine de validité préalablement ﬁxé. Cette méthode repose sur l’introduction de variables
de prémisses (comme lors d’une transformation polytopique) et sur l’utilisation de formes aﬃnes
centrées. La classe de modèles LPV retenue permet la mise en oeuvre directe de l’observateur in-
tervalle que nous avons développé au deuxième chapitre. En se basant sur cet observateur, nous
avons proposé un test ensembliste permettant la détection d’incohérences par rapport au modèle
non linéaire initial. Cette méthodologie de détection a été illustrée sur un modèle non linéaire
représentant la dynamique longitudinale d’un avion.
Toujours dans un contexte à erreurs bornées, et pour améliorer le compromis entre la sensibi-
lité aux défauts et la robustesse au bruit de mesure présentant un caractère aléatoire, nous avons
proposé dans le chapitre 5 une méthodologie basée sur une caractérisation à base de données expéri-
mentales de la variabilité de certains signaux bruités, ce qui permet de capturer plus d’information
que de simples bornes sur le bruit à chaque instant. Un résidu construit à partir d’une zone morte
déﬁnie par un intervalle variant dans le temps permet également la mise en oeuvre d’une stratégie
de détection à deux étages traitant respectivement le "signal" et le "bruit" au sein des mesures.
Cette méthodologie a été appliquée pour la détection de défauts de position (embarquement et
grippage) relatifs à une surface de contrôle d’un avion.
Les travaux présentés dans ce mémoire font apparaître un certain nombre de perspectives pour
des développements ultérieurs.
Une direction concerne la transformation garantie d’un modèle NL en modèle LPV proposée
dans le quatrième chapitre. En eﬀet, d’autres choix de réécriture du modèle non linéaire de départ
permettraient sans doute d’améliorer encore la précision des enveloppes obtenues par l’observa-
teur intervalle dédié au systèmes LPV issu de la transformation. Une meilleure sensibilité aux
défauts pourrait ainsi être obtenue. De même, l’inﬂuence du réglage du gain d’observation L sur
les performances de la détection, que l’on constate en simulation, mériterait également d’être mieux
formalisée dans le cadre de la méthodologie ensembliste proposée, aﬁn d’améliorer les techniques
de synthèse de tests ensemblistes pour la détection de défauts des systèmes NL. Une autre idée
serait de construire une procédure de diagnostic complète en se basant sur les tests de cohérence
développés et en proposant des solutions pour la localisation de défauts en construisant un banc
d’observateurs intervalle.
Une autre piste à explorer serait l’extension de la méthodologie ensembliste proposée dans
le chapitre 5 pour la détection de défauts dans un environnement bruité, à des systèmes multi-
dimensionnels. Au plan applicatif, bien que les premiers résultats en simulation soient encoura-
geants, il faudrait aller plus loin et étudier les capacités des techniques proposées en termes de
sensibilité et robustesse, sur des scénarios réalistes, les comparer avec des approches plus clas-
siques, et tirer les premières conclusions quant à l’applicabilité des techniques proposées.
Enﬁn, il serait intéressant de réutiliser les observateurs intervalles proposés, d’une part, pour
le pronostic des systèmes non linéaires incertains, et d’autre part, pour la détection et le pronostic
de défauts susceptibles d’aﬀecter des systèmes dynamiques hybrides en présence d’incertitudes
bornées.
113
Annexes
114
Annexe A
Transformation de systèmes non
linéaires en systèmes LPV :
principales approches classiques
A.1 Linéarisation Jacobienne
La linéarisation Jacobienne est une méthode de transformation d’un système non linéaire en un
système LPV ou quasi-LPV. Cette technique permet d’obtenir un modèle linéarisé localement au-
tour d’un nombre de points de fonctionnement ou d’équilibre. Ainsi, le modèle global qui représente
le système non linéaire est obtenu par interpolation entre les diﬀérents points de fonctionnement
(ou d’équilibre) sélectionnés. Cette méthode est basée sur un développement de Taylor du premier
ordre.
Considérons le système non linéaire suivant [116] :
{
x˙(t) = f(x(t), u(t))
y(t) = g(x(t), u(t)) (A.1)
où x ∈ Rn, u ∈ Rm, y ∈ Rs sont respectivement le vecteur d’état, le vecteur d’entrée et le vec-
teur de sortie. f et g sont deux fonctions diﬀérentiables, non linéaires. La linéarisation du système
(A.1) autour d’un point d’équilibre βi = (xi, ui), i = 1..N , où N est le nombre de points d’équilibre
utilisés, est obtenue en appliquant un développement de Taylor du premier ordre.
L’état et la sortie du système linéarisé issu de (A.1) sont approximés comme suit :
{
x˙(t) ≈ Ai(x− xi) +Bi(u− ui)
y(t) ≈ Ci(x− xi) +Di(u− ui) + g(xi, ui) (A.2)
avec
Ai = ∂f∂x (βi), Bi =
∂f
∂u (βi)
Ci = ∂g∂x (βi), Di =
∂g
∂u (βi)
(A.3)
Le modèle (A.2) peut être vu comme un modèle local invariant dans le temps (LTI). Le modèle
LPV est obtenu en interpolant les N modèles locaux obtenus suite à la linéarisation expliquée
précédemment.
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Soit un ensemble de fonctions d’interpolation normalisées :
µi : P −→ [0, 1] où P = X
⊗
U est le produit cartésien des états X et des entrées U avec∑N
i=1 µi(β) = 1 ∀β ∈ P et µi(βi) = 1 ∀i = 1, . . . , N .
Le modèle LPV ainsi obtenu est déﬁni par :
{
˙˜x(t) =
∑N
i=1 µi(β)Aix˜(t) +
∑N
i=1 µi(β)Biu(t)− γx(β)
y˜(t) =
∑N
i=1 µi(β)Cix˜(t) +
∑N
i=1 µi(β)Diu(t)− γy(β)
(A.4)
où x˜(t) et y˜(t) sont l’approximation de x(t) et y(t) et les termes γx(β) et γy(β) sont donnés comme
suit :
γx(β) =
N∑
i=1
µi(β)(Aixi +Biui), (A.5)
γy(β) =
N∑
i=1
µi(β)(Cixi +Diui − g(βi)). (A.6)
Il est clair que pour β(t) = βi le système global LPV est équivalent au système LTI (A.2). Il
faut noter aussi que si les points autour desquels on eﬀectue la linéarisation Jacobienne ne sont pas
des points d’équilibre, le terme f(pi) ne sera plus nul et il apparait alors dans l’équation (A.5).
Nous venons de présenter une technique de linéarisation pour une classe générale de systèmes
non linéaires. Nous allons maintenant restreindre cette approche à une classe particulière pour
obtenir un modèle quasi-LPV.
On considère un système non linéaire décrit par :

z˙x(t) = f1(zx(t), wx(t), u(t), p(t)) = A11(ρ(t)) zx(t) +A12(ρ(t)) wx(t)
+B1(ρ(t)) u(t) + E1(ρ(t)) p(t)
w˙x(t) = f2(zx(t), wx(t), u(t), p(t)) = A21(ρ(t)) zx(t) +A22(ρ(t)) wx(t)
+B2(ρ(t)) u(t) + E2(ρ(t)) p(t)
(A.7)
où le vecteur d’état est déﬁni par x(t) = [zx(t)T wx(t)T ]T , le vecteur d’entrée par u(t) et le
vecteur d’ordonnancement est donné par ρ(t) = [zx(t)T p(t)T ]T , où p(t) représente le vecteur formé
par les paramètres qui ne dépendent pas de l’état.
L’objectif est de linéariser le système (A.7) par rapport à un point d’équilibre xeq. Au voisinage
de ce point nous avons :
x = xeq + δx (A.8)
x˙ = x˙eq + δ˙x (A.9)
or, dans notre cas, x(t) = [zx(t)T wx(t)T ]T , ce qui implique x˙(t) = [z˙Tx (t) w˙Tx (t)]T = [(z˙xeq(t) +
δ˙zx)T (w˙xeq(t) + δ˙wx)T ]T .
On a donc z˙(t) = z˙xeq(t) + δ˙zx = f1(zxeq, wxeq, ueq, peq) + δ˙zx
Or, f1(zxeq, wxeq, ueq, peq) = 0 ((zxeq, wxeq, ueq, peq) étant un point d’équilibre) d’où z˙x(t) = δ˙zx .
De même, w˙x(t) = w˙xeq(t) + δ˙wx = f2(zxeq, wxeq, ueq, peq) + δ˙wx
avec f2(zxeq, wxeq, ueq, peq) = 0, d’où w˙x(t) = δ˙wx .
En utilisant un développement de Taylor du premier ordre, δ˙zx et δ˙wx peuvent être exprimées
comme suit :
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[
δ˙zx
δ˙wx
]
≈
[
∆zxf1 ∆wxf1
∆zxf2 ∆wxf2
]
eq
[
δzx
δwx
]
+
[
∆uf1
∆uf2
]
eq
δu +
[
∆pf1
∆pf2
]
eq
δp (A.10)
avec∆χfi = ∂fi∂χ pour i=1,2 et χ = zx, wx, u, p. De plus, [M(χ)]eq =M(χeq) =M(zxeq, wxeq, ueq, peq).
Le modèle linéarisé autour du point d’équilibre (zxeq, wxeq, ueq, peq) peut s’écrire sous la forme :
[
δ˙zx
δ˙wx
]
≈
[
a11 a12
a21 a22
]
eq
[
δzx
δwx
]
+
[
b1
b2
]
eq
δu +
[
e1
e2
]
eq
δp (A.11)
où
a11 =
∂A11
∂zx
zx +A11 +
∂A12
∂zx
wx +
∂B1
∂zx
u+ ∂E1
∂zx
p (A.12)
a12 = A12 (A.13)
a21 =
∂A21
∂zx
zx +A21 +
∂A22
∂zx
wx +
∂B2
∂zx
u+ ∂E2
∂zx
p (A.14)
a22 = A22 (A.15)
b1 = B1 (A.16)
b2 = B2 (A.17)
e1 =
∂A11
∂p
zx +
∂A12
∂p
wx +
∂B1
∂p
u+ ∂E1
∂p
p+ E1 (A.18)
e2 =
∂A21
∂p
zx +
∂A22
∂p
wx +
∂B2
∂p
u+ ∂E2
∂p
p+ E2 (A.19)
Ce modèle représente le modèle Jacobien obtenu suite à une linéarisation du système (A.7),
autour d’un seul point d’équilibre.
Pour obtenir le système quasi-LPV global, il suﬃt d’évaluer le modèle (A.11) aux diﬀérents
points d’équilibre puis interpoler ces modèles locaux avec l’une des méthodes d’interpolation dé-
taillées dans la partie (A.2).
Il est également possible d’eﬀectuer des linéarisations autour de points de fonctionnement
(zx0 , wx0 , u0, p0) en utilisant la même démarche mais en rajoutant les termes f1(zx0 , wx0 , u0, p0) et
f2(zx0 , wx0 , u0, p0) qui ne sont plus nuls.
Avantages/Inconvénients de la méthode
Cette méthode simple est souvent utilisée. Mais elle reste toujours une approximation du fait de
l’utilisation du développement de Taylor au premier ordre. Une approximation adéquate requiert
l’hypothèse de variation lente des signaux. Or cette hypothèse n’est pas toujours réalisable. En
eﬀet, les variations de x(t), u(t) et ρ(t) ne sont pas toujours suﬃsamment lentes.
De plus, pour obtenir un modèle LPV ou quasi-LPV global, il faut un certain nombre de
modèles locaux obtenus en diﬀérents points de fonctionnement dont le choix ainsi que le nombre
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ne peuvent pas être ﬁxés a priori, ce qui inﬂue sur l’approximation obtenue. En eﬀet, le choix des
points d’équilibre ou de fonctionnement se fait selon l’importance des non linéarités du système
étudié.
A.2 Fonctions d’interpolation
Pour obtenir un modèle LPV ou quasi-LPV à l’aide de la méthode de linéarisation jacobienne,
il suﬃt d’interpoler les diﬀérents modèles locaux. Le modèle global est alors la somme des modèles
locaux évalués en diﬀérents points d’équilibre ou de fonctionnement et pondérés par des fonctions
d’activation. Dans cette partie, on va mettre en évidence les fonctions d’interpolation (appelées
aussi fonctions de pondération ou d’activation) permettant de pondérer la contribution de chacun
des modèles linéaires.
Ces fonctions sont déterminées par l’intermédiaire d’un terme appelé "résidu". Ce dernier est
déﬁni comme la diﬀérence entre la sortie du système non linéaire étudié et celle du modèle linéarisé
obtenu. Il reﬂète le degré de ressemblance entre les deux modèles. En eﬀet, si ce résidu est proche
de zéro, alors on peut dire que le modèle local linéarisé obtenu suit bien le comportement du modèle
global. Par la suite, six méthodes d’obtention des fonctions de validation vont être présentées. Tout
au long de cette partie, on note µi la fonction d’interpolation où (i = 1, . . . , N) et N désigne le
nombre des modèles locaux linéarisés. Les fonctions d’interpolation sont choisies telles que :{
µi ∈ [0, 1] i = 1, . . . , N∑N
i=1 µi = 1
(A.20)
A.2.1 Méthode des résidus normalisés
Cette méthode a été proposée dans [69, 81, 68]. Elle est déﬁnie, dans le cas discret par :
µi(k) =
1− r′i(k)
N
(A.21)
où
r
′
i(k) =
ri(k)∑N
j=0 rj(k)
(A.22)
avec
ri(k) = |y(k)− yi(k)| (A.23)
y et yi sont respectivement la sortie du modèle global et celle du ième modèle local. ri est le
résidu associé au ième modèle linéarisé et r′i est le résidu normalisé.
Cette méthode induit une moindre sensibilité à chacun des modèles locaux dans son principe
de pondération. Ainsi, plus le nombre de modèles locaux est important, plus la conﬁance attribuée
au modèle auquel on associe la fonction de pondération est faible. Par exemple, si N = 15 et si
le résidu ri(k) = 0, la fonction de validation ne vaut que µi = 0.06 ce qui néglige la contribution
de ce modèle bien que son comportement soit presque le même que celui du système d’origine
(ri(k) = 0). Cette approche est très sensible au bruit.
A.2.2 Méthode des résidus renforcés
Aﬁn d’éviter la limitation de la méthode précédente, une idée de renforcement de la fonction
de validation est introduite dans [69, 81]. La fonction de pondération du ième modèle est donnée
par l’expression suivante :
µi(k) = 1− r′i(k) (A.24)
118
où r′i(k) est donné par (A.22). On déﬁnit la fonction de validation renforcée comme suit :
µrenfi (k) = µi(k)
N∏
j=0,j ̸=i
(1− µj(k)) (A.25)
Pour garder la propriété de convexité (
∑N
i=1 µi = 1), on établit l’expression normalisée suivante :
µrenfni (k) =
µrenfi (k)∑N
j=0 µ
renf
j (k)
(A.26)
Cette méthode est peu sensible au bruit.
A.2.3 Méthode par pondération exponentielle
L’expression de la fonction de validation de cette technique est donnée par [126] :
µi(k) =
exp (− 12rTi (k)R−1ri(k))∑N
j=0 exp (− 12rTj (k)R−1rj(k))
(A.27)
où R est la matrice de covariance du bruit de mesure, ”T” désigne la transposée et ri(k) est le
résidu donné par (A.23). L’avantage de cette méthode est son insensibilité au bruit.
A.2.4 Méthode de l’exponentielle renforcée
Les fonctions de validation renforcée µrenfni et normalisée µ
renf
ni sont déﬁnies par :
µrenfi (k) = µ
′
i(k)
N∏
j=0,j ̸=i
(1− µ′j(k)) (A.28)
µrenfni (k) =
µrenfi (k)∑N
j=0 µ
renf
j (k)
(A.29)
où
µ
′
i(k) = exp (−
1
2r
T
i (k)R−1ri(k)) (A.30)
Cette approche rend également la fonction de validation insensible au bruit.
A.2.5 Méthode basée sur une fonction coût
Cette technique est basée sur une fonction coût déﬁnie dans [86] par :
J(ri(k)) = α(ri(k))2 + β
k−1∑
ν=0
exp(−λ(k − ν))((ri(ν))2) (A.31)
où ri(k) est donné par (A.23) et α, β et λ sont des constantes positives à ﬁxer. Aﬁn de calculer
cette fonction, exprimée en temps discret, un compromis doit être établi entre la mesure numéro
k pondérée par α et les mesures passées ν pondérées par β exp(−λ(k − ν))), où λ est un facteur
d’oubli. Ces trois paramètres jouent un rôle important lors de la validation des modèles. La fonction
d’activation est obtenue après une normalisation de la fonction coût :
µi(J(ri(k))) =
1
J(ri(k))∑N
j=1
1
J(rj(k))
(A.32)
Si µi(J(ri(k))) est proche de 1, alors le ième modèle a un comportement proche de celui du
système non linéaire. A l’inverse, si sa valeur est presque nulle, le ième modèle est négligé.
119
A.2.6 Méthode basée sur une distribution de probabilité
La fonction de validité des modèles linéaires peut être déﬁnie à partir des probabilités établies
sur la base des résidus. Celle-ci permet de donner un poids à la contribution de chaque modèle
linéaire lors de la reconstruction du modèle non linéaire.
Selon [1], le résidu est utilisé pour calculer la densité de probabilité sous l’hypothèse qu’il
suit une loi de distribution gaussienne autour d’un point de fonctionnement ou d’équilibre. La
distribution de probabilité peut être déﬁnie par :
Pi(k) =
exp(−0.5ri(k)(θi(k))−1(ri(k))T )√
(2Π)det(θi(k))
(A.33)
où ri(k) est le résidu déﬁni par l’expression (A.23), ”det” est le déterminant de la matrice θi(k)
déﬁnie par :
θi(k) = CiQi(k)CTi +Ri(k) (A.34)
où Ci est la matrice de sortie du ième modèle, Qi(k) et Ri(k) sont respectivement la matrice
de covariance de l’erreur d’état et la matrice de covariance du bruit de mesure à l’instant k.
La fonction de validation est déﬁnie par :
µi(ri(k + 1)) =
Pi(k)µi(ri(k))∑N
j=1 Pj(k)µj(rj(k))
(A.35)
L’expression normalisée de (A.35) permet à la fonction de pondération de conserver une propriété
de convexité.
A.3 Transformation d’état
Cette technique a été introduite par Shamma et Cloutier [107]. Elle a été développée pour une
classe spéciﬁque de systèmes non linéaires décrits par :
x˙(t) = f(ρ(t)) +A(ρ(t))x(t) +B(ρ(t))u(t) (A.36)
où x(t) = [zTx (t) wTx (t)]T est le vecteur d’état, zx(t) ∈ Rnzx représente les variables d’or-
donnancement et wx(t) ∈ Rnwx représente les variables de non ordonnancement (x ∈ Rn, n =
nzx + nwx). u(t) ∈ Rm est le vecteur d’entrée, y(t) ∈ Rs est le vecteur de sortie, f(ρ(t)) =[
K1(ρ(t)) K2(ρ(t))
]T est une fonction non linéaire, A(ρ(t)) = [ A11(ρ(t)) A12(ρ(t))
A21(ρ(t)) A22(ρ(t))
]
la ma-
trice d’état, B(ρ(t)) =
[
B1(ρ(t))
B2(ρ(t))
]
la matrice d’entrée, et ρ(t) = [zx(t)T p(t)T ]T est le vecteur des
paramètres d’ordonnancement où p(t) représente des variables indépendantes de l’état.
Le système décrit par l’équation (A.36) peut être transformé en un modèle quasi-LPV dont les
matrices sont des fonctions des variables d’ordonnancement ρ(t).
Supposons qu’il existe des fonctions continues diﬀérentiables wxeq(ρ(t)) et ueq(ρ(t)) qui déﬁ-
nissent les trajectoires d’équilibre et telles que, pour tout ρ(t) :
[
0
0
]
=
[
K1(ρ(t))
K2(ρ(t))
]
+A(ρ(t))
[
zx(t)
wxeq(ρ(t))
]
+B(ρ(t))ueq(ρ(t)) (A.37)
Il faut noter que l’équation (A.37) est valable sous l’hypothèse que le vecteur d’ordonnancement
ρ varie lentement au cours du temps [107].
En soustrayant (A.36) et (A.37), on obtient :
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[
z˙x(t)
w˙x(t)
]
=
[
0
0
]
+
[
0 A12(ρ(t))
0 A22(ρ(t))
] [
zx(t)
wx(t)− wxeq(ρ(t))
]
+
[
B1(ρ(t))
B2(ρ(t))
]
(u(t)− ueq(ρ(t))) (A.38)
Comme wxeq(ρ(t)) et ueq(ρ(t)) sont supposées diﬀérentiables, on peut donc écrire :
w˙xeq(ρ(t)) =
dwxeq(ρ(t))
dt
= ∂wxeq(ρ(t))
∂ρ(t) ρ˙(t) (A.39)
u˙eq(ρ(t)) =
dueq(ρ(t))
dt
= ∂ueq(ρ(t))
∂ρ(t) ρ˙(t) (A.40)
où ρ(t) = [zx(t)T p(t)T ]T , ce qui conduit à réécrire l’équation (A.39) comme suit :
w˙xeq(ρ(t)) =
∂wxeq
∂zx(t)
z˙x(t) +
∂wxeq
∂p(t) p˙(t) (A.41)
D’après l’équation (A.38), on a :
z˙x(t) = A12(ρ(t))zx(t) +B1(ρ(t))(u(t)− ueq(ρ(t))) (A.42)
En remplaçant l’expression (A.42) dans (A.41), il vient :
w˙xeq(ρ(t)) =
∂wxeq
∂zx(t)
A12(ρ(t))zx(t) +
∂wxeq
∂zx(t)
B1(ρ(t))(u(t)− ueq(ρ(t)))
+∂wxeq
∂p(t) p˙(t) (A.43)
Aﬁn d’obtenir une représentation dont le vecteur d’état est formé par zx(t) et wx(t)−wxeq(t),
la soustraction entre la deuxième ligne de l’équation (A.38) et (A.43) donne :
[
z˙x(t)
w˙x(t)− w˙xeq(ρ(t))
]
=
[
0 A12(ρ(t))
0 A22(ρ(t))− ∂wxeq∂zx(t)A12(ρ(t))
][
zx(t)
wx(t)− wxeq(ρ(t))
]
+
[
B1(ρ(t))
B2(ρ(t))− ∂wxeq∂zx(t)B1(ρ(t))
]
(u(t)− ueq(ρ(t))) +
[
0
−∂wxeq∂p(t)
]
p˙(t) (A.44)
En posant w˜x(t) = wx(t) − wxeq(ρ(t)) et u˜(t) = u(t) − ueq(ρ(t)), le modèle (A.44) se réécrit
sous la forme suivante :
[
z˙x(t)
˙˜wx(t)
]
=
[
0 A12(ρ(t))
0 A22(ρ(t))− ∂wxeq∂zx(t)A12(ρ(t))
][
zx(t)
w˜x(t)
]
+
[
B1(ρ(t))
B2(ρ(t))− ∂wxeq∂zx(t)B1(ρ(t))
]
u˜(t) +
[
0
−∂wxeq∂p(t)
]
p˙(t) (A.45)
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L’équation (A.45) représente le modèle quasi-LPV généré via une transformation exacte. On
peut constater que ce n’est pas exactement une représentation d’état d’un système linéaire à para-
mètres variants à cause de la présence du dernier terme. Néanmoins, on peut considérer le terme[
0
−∂wxeq∂p(t)
]
p˙(t) comme une entrée supplémentaire ou une perturbation qu’il s’agira de borner
pour préserver l’inclusion des trajectoires.
Dans le cas où ρ(t) = zx(t), on obtient une transformation exacte du système quasi-LPV donnée
par :
[
z˙x(t)
˙˜wx(t)
]
=
[
0 A12(ρ(t))
0 A22(ρ(t))− ∂wxeq∂zx(t)A12(ρ(t))
][
zx(t)
w˜x(t)
]
+
[
B1(ρ(t))
B2(ρ(t))− ∂wxeq∂zx(t)B1(ρ(t))
]
u˜(t) (A.46)
Pour obtenir le modèle quasi-LPV global qui représente le système non linéaire, il suﬃt d’éva-
luer le système (A.45) obtenu en diﬀérents points d’équilibre puis faire l’interpolation entre les
diﬀérents modèles qui en sont issus en utilisant l’une des méthodes présentée au paragraphe (A.2).
Avantages/Inconvénients de la méthode
L’obtention d’un modèle quasi-LPV exact (dans le sens où il ne fait pas appel à une approxi-
mation de Taylor), est un avantage de ce type d’approche.
Rappelons que cette technique a été proposée pour des applications aéronautiques où les mo-
dèles possèdent souvent des trajectoires d’équilibre caractérisées par des fonctions continues dif-
férentiables wxeq et ueq. L’existence de telles trajectoires n’est pas toujours assurée dans d’autres
applications.
A.4 Fonction de substitution
Cette technique est utilisée pour la même classe de systèmes non linéaires que celle utilisée
dans le paragraphe précédent et dont la représentation d’état s’exprime sous la forme suivante :
[
z˙x(t)
w˙x(t)
]
= A(ρ(t))
[
zx(t)
wx(t)
]
+B(ρ(t))u(t) +K(ρ(t)) (A.47)
A(ρ(t)) =
[
Azx(ρ(t)) Awx(ρ(t))
]
=
[
A11(ρ(t)) A12(ρ(t))
A21(ρ(t)) A22(ρ(t))
]
Pour simpliﬁer les notations et sans perte de généralité, on suppose dans la suite que le
vecteur des paramètres d’ordonnancement est égal à la première composante du vecteur d’état,
ρ(t) = zx(t) ∈ Rnzx . L’approche par fonction de substitution repose sur la substitution d’une
fonction F appelée fonction de décomposition par des termes permettant de réécrire le modèle en
modiﬁant la matrice d’état (matrice dont les éléments sont des fonctions des paramètres d’ordon-
nancement) pour tenir compte de la contribution de F qui dépend, entre autre, des non-linéarités
décrites par K(ρ(t)). Cette contribution de F devient ainsi partie intégrante des dynamiques li-
néaires variant dans le temps décrites par le modèle qLPV résultant de cette approche. La fonction
de décomposition F est formée de l’ensemble des termes du système non linéaire qui ne sont pas à
la fois :
122
• . . . aﬃnes en les entrées u et les états wx (i.e. états ne faisant pas partie des paramètres d’ordon-
nancement),
• . . . fonction du seul vecteur d’ordonnancemment après un changement de variable par rapport
au point d’équilibre choisi pour appliquer la méthode.
La décomposition de la fonction F permettant d’obtenir un modèle qLPV à partir du modèle
non linéaire (A.47) repose sur trois étapes caractéristiques des approches par fonction de substitu-
tion :
a) Choix d’un point d’équilibre et réécriture du modèle autour de ce point d’équilibre. Le cas d’un
unique point d’équilibre est considéré dans ce document. Une extension de l’approche par fonction
de substitution permettant de tenir compte d’un ensemble de points d’équilibres est proposée dans
[108],
b) Choix d’une grille de points couvrant le domaine d’étude Z considéré pour les paramètres d’or-
donnancement zx(t) ∈ Z. Les points de la grille peuvent être choisis sous la forme d’alignements
parallèles aux axes de la base dans laquelle s’exprime le vecteur d’ordonnancement zx(t) ∈ Rnzx .
Les card(G) points de la grille seront notés zxg , g ∈ G où g représente un multi-index tel que
g = (g1, . . . , gnzx ) ∈ G et G ⊂ Nnzx ,
c) La décomposition de la fonction F déduite de l’étape a) s’exprime alors comme un problème
d’optimisation en dimension ﬁnie (lié au choix d’une grille ﬁnie de points) visant à assurer la
meilleure régularité possible des éléments de la matrice d’état du modèle qLPV ﬁnal (tout en pré-
servant des propriétés de stabillité locale dans le cas de l’approche décrite dans [108]).
En premier lieu, un point d’équilibre (zxeq, wxeq, ueq) est choisi et les fonctions d’écart suivantes
sont déﬁnies par rapport à ce point d’équilibre :
τzx(t) = zx(t)− zxeq (A.48)
τwx(t) = wx(t)− wxeq (A.49)
τu(t) = u(t)− ueq (A.50)
Au point d’équilibre, l’équation d’état (A.47) donne :[
0
0
]
= A(zxeq)
[
zxeq
wxeq
]
+B(zxeq)ueq +K(zxeq) (A.51)
Dans la suite de cette partie, les dépendances des grandeurs vis-à-vis du temps ne sont plus
mentionnées explicitement aﬁn de simpliﬁer les notations. Par diﬀérence entre (A.47) et (A.51), le
modèle est alors réécrit pour faire apparaître une fonction de décomposition F :[
τ˙zx
τ˙wx
]
= Awx(zx)τwx +B(zx)τu + F (τzx , zxeq, wxeq, ueq) (A.52)
F (τzx , zxeq, wxeq, ueq) = Azx(zx)τzx + (A(zx)−A(zxeq))
[
zxeq
wxeq
]
. . .
+(B(zx)−B(zxeq))ueq + (K(z)−K(zxeq)) (A.53)
Dans (A.53), zx = zxeq+ τzx (d’après (A.48)). Par conséquent, étant donné le point d’équilibre
(constant) considéré (zxeq, wxeq, ueq), la fonction F peut être vue de manière équivalente aussi
bien comme une fonction de τz que de zx : par abus de notation, on notera ainsi indiﬀéremment
F (τzx , zxeq, wxeq, ueq) = F (τzx) = F (zx) = F (τzx , zx). L’objectif de l’approche par fonction de
substitution repose essentiellement sur une décomposition de F faisant ressortir une linéarité en
τzx ∈ Rnzx avec comme "paramètres" des fonctions du paramètre d’ordonnancement regroupées
dans la matrice E(zx) :
F (τzx , zx) = E(zx)τzx (A.54)
L’intérêt d’une telle décomposition est la suivante : en substituant (A.54) à F dans (A.52),
la contribution du terme non-linéaire K(ρ(t)) dans le modèle initial (A.47) peut être modélisée
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uniquement par des termes modiﬁant la matrice d’état initiale et donc devenir partie intégrante
de la dynamique linéaire variant dans le temps du modèle qLPV ﬁnal :[
τ˙zx
τ˙wx
]
=
[
Azx(zx) + E(zx) Awx(zx)
] [ τzx
τwx
]
+B(zx)τu (A.55)
La décomposition de F donnée par (A.54) n’est pas unique : il existe en eﬀet une inﬁnité de
matrices E(z) solutions de (A.54) puisqu’une telle décomposition correspond à un problème sous-
déterminé. On peut d’ailleurs noter l’existence d’une décomposition exacte (déﬁnie hors du point
d’équilibre : zx ̸= zxeq ou, de manière équivalente, ||τzx || ̸= 0) donnée par :
E˜(zx) = F (zx)(τTzxτzx)
−1τTzx (A.56)
Le problème de la décomposition de F étant sous-déterminé, il apparaît judicieux de tenir compte
de critères complémentaires pour choisir E(zx). Ainsi, il est préférable que les éléments de E(zx)
soient des fonctions régulières et bien déﬁnies pour éviter des discontinuités dans le modèle qLPV
ﬁnal et faciliter ainsi la synthèse de lois de commande ou d’observateurs. On peut également cher-
cher à choisir E(zx) de telle sorte que le modèle qLPV ﬁnal présente une propriété de stabilité
locale cohérente avec la stabilité du modèle non-linéaire initial. Dans les deux cas, un paramétrage
de E(zx) est tout d’abord obtenu pour chacun des points de la grille zxg , g ∈ G. En s’appuyant
sur un tel paramétrage permettant de ramener le choix de E(zx) à un problème de dimension
ﬁnie, diﬀérents types d’algorithmes d’optimisation peuvent être mis en oeuvre pour optimiser des
critères de régularité [77] et/ou de stabilité [108] sous diﬀérents types de contraintes liées à la
formulation du problème : LP (Programmes Linéaires : égalité/inégalité linéaires), LMI (Inégalités
Matricielles Linéaires) voire BMI (Inégalités Matricielles Bilinéaires). Dans ce dernier cas (BMI),
la non-convexité n’induisant que des solutions locales, des relaxations sous la forme de LMI sont
généralement privilégiées.
En chaque point de la grille zxg , g ∈ G, la décomposition de F correspondant à (A.54) s’écrit :
F (zxg ) = E(zxg )τzxg ∈ Rn, τzxg = zxg − zxeq ∈ Rnzx (A.57)
où n = nzx + nwx . L’égalité correspondant à la ie`me ligne (i = 1, . . . n) de la décomposition de
F prise en zxg , Fi(zxg ) = Ei,∗(zxg )τzxg peut être vue comme un système linéaire à une équation
(scalaire) en l’inconnue Ei,∗(zxg )T ∈ Rnzx :
τTzxgEi,∗(zxg )
T = Fi(zxg ) ∈ R (A.58)
Ei,∗(zxg )T = E˜i,∗(zxg )T +N (τTzxg )ϕi (A.59)
L’ensemble des solutions du système linéaire (A.58) est paramétré par ϕi ∈ Rnzx−1. E˜i,∗(zxg )T
correspond à une solution particulière au sens des moindres carrés dont on peut noter le lien avec la
solution exacte (A.56) qui est souligné par les notations utilisées. N (τTzxg ) ∈ Rnzx×(nzx−1) désigne
une matrice formée par les vecteurs d’une base (orthonormale) du noyau de τTzxg qui peut être
obtenue par une décomposition en valeurs singulières. En regroupant le paramétrage des solutions
correspondant aux n égalités (i = 1, . . . n) de F (zxg ) = E(zxg )τzxg , il vient :
E(zxg )T = E˜(zxg )T +N (τTzxg )ϕ (A.60)
où ϕ ∈ R(nzx−1)×n désigne une matrice permettant de paramétrer l’ensemble des solutions E(zxg )
pour la décomposition de F au point zxg de la grille utilisée. Le modèle qLPV ﬁnal au point zxg
s’exprime donc sous la forme :[
τ˙zx
τ˙wx
]
= Af (zxg , ϕ)
[
τzx
τwx
]
+B(zx)τu (A.61)
Af (zxg , ϕ) =
[
Azx(zxg ) + E˜(zxg ) + ϕTN (τTzxg )T Awx(zxg )
]
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Même si Af (zxg , 0) correspond à une solution particulière, cette dernière ne permet générale-
ment pas d’assurer une certaine régularité aux éléments de la matrice lorsque l’on se déplace dans
l’espace des paramètres d’ordonnancement. Il est cependant important de remarquer que Af (zxg , ϕ)
est linéaire en ϕ. Cette propriété est utilisée pour construire une ou plusieurs optimisations visant
à choisir ϕ de façon à minimiser une approximation des dérivées premières et/ou secondes en zg
des éléments Af,i,j(zx, ϕ) de Af (zx, ϕ). Ces approximations des dérivées s’eﬀectuent généralement
en considérant des diﬀérences ﬁnies basées sur les points de la grille. Par exemple, en considérant
trois points de la grille zxg− , zxg , zxg+ , alignés dans la direction des zxk croissants (zxk ∈ R,
k ∈ {1, . . . , nzx} ⊂ N), une approximation de la dérivée seconde de Af,i,j(zx, ϕ) en zx = zxg dans
cette direction est donnée par la formule d’interpolation par diﬀérences ﬁnies de Newton :
∂2Af,i,j(zxg , ϕ)
∂z2xk
≃
Af,i,j(zxg+ ,ϕ)−Af,i,j(zxg ,ϕ)
zxg+−zxg
− Af,i,j(zxg ,ϕ)−Af,i,j(zxg− ,ϕ)zxg−zxg−
zg+ − zg−
(A.62)
Les deux termes de la diﬀérence au numérateur de (A.62) correspondent chacun à une approxima-
tion (à gauche et à droite) de la dérivée première de Af,i,j(zx, ϕ) en zxg . De plus, la linéarité de
Af (zxg , ϕ) en ϕ (idem pour zxg− et zxg+ ) entraîne la linéarité par rapport à ϕ des approximations
des dérivées premières et secondes des Af,i,j(zx, ϕ) en zx = zxg obtenues par des diﬀérences ﬁnies
telles que (A.62). Il devient dès lors possible de construire une ou plusieurs optimisations visant à
calculer ϕ minimisant diﬀérents critères de variation des Af,i,j(zx, ϕ) autour de zx = zxg .
Notons que la stabilité locale correspondant au modèle qLPV ﬁnal pris en un point zxg de la
grille peut s’exprimer sous la forme de l’inégalité matricielle suivante où P désigne une matrice
symétrique déﬁnie positive (P ≻ 0) :
Af (zxg , ϕ)TP + PAf (zxg , ϕ) ≺ 0 (A.63)
La contrainte (A.63) est une LMI dans le cas où ϕ est ﬁxé par ailleurs et une BMI dans le cas
où ϕ et P devraient être optimisés conjointement. Les formulations des problèmes d’optimisation
permettant de déterminer ϕ sont nombreuses. La prise en compte des critères de régularité des
éléments de Af (zx, ϕ) peut donner lieu à des optimisations successives comme dans [77]. La prise
en compte conjointe de propriétés de régularité des éléments Af (zx, ϕ) et de stabilité locale est
quant à elle introduite dans [108] où l’optimisation sous contraintes de type BMI est relaxée par
l’utilisation du critère de Routh-Hurwitz sur le polynôme caractérisque de Af (zxg , ϕ).
L’approche par fonction de substitution qui vient d’être présentée permet de construire un
modèle qLPV ﬁnal ayant la forme donnée en (A.55) par interpolation entre les matrices des re-
présentations d’état obtenues aux diﬀérents points de la grille considérée. Diﬀérentes techniques
d’interpolation sont alors enviseageables.
Dans le cas particulier d’une grille régulière et alignée permettant de couvrir un domaine
d’étude Z, pour toute valeur du vecteur d’ordonnancement zx ∈ Z, il existe une plus petite 1 boîte
alignée (ou vecteur d’intervalles) box(zx) = [zx, zx] ⊂ Rnzx contenant zx (∀zx ∈ Z, zx ∈ box(zx))
et telle que les 2nzx sommets de box(zx) soient des points de la grille considérée (i.e. {zxg , g ∈ G}).
zx ∈ Rnzx et zx ∈ Rnzx ) désignent respectivement les bornes inférieure et supérieure de box(zx) qui
correspond à une cellule élémentaire autour zx délimitée par les points de la grille. On introduit
la notation σ ∈ {−,+}nzx aﬁn de représenter individuellement par zσx chacun des nzx sommets de
box(zx). Plus précisément, zσx ∈ Rnzx est déﬁni tel que ∀i ∈ {1, . . . , nzx}, (zσx )i = zxi si σi = −, et
(zσx )i = zxi si σi = +. Etant donnée une fonction f quelconque de zx dont l’évaluation est connue
pour tous les sommets de box(zx) (i.e. ∀σ ∈ {−,+}nzx , f(zσx ) connu), une approximation fˆ de f
1. au sens de l’inclusion.
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par une interpolation linéaire suivant chacun des nzx axes est donnée par :
fˆ(zx) =
∑
σ∈{−,+}nzx
(∏nzx
i=1
1+σiλi(zx)
2
)
f(zσx )
λ(zx) =
2zx−zx−zx
zx−zx ∈ [−1,+1]nzx
Remarque : Lorsque nzx = 1, on a : fˆ(zx) =
(
1−λ(zx)
2
)
f(zx) +
(
1+λ(zx)
2
)
f(zx).
Aﬁn de garantir l’inclusion de l’ensemble des trajectoires du modèle initial, il est nécessaire
d’augmenter le modèle qLPV ﬁnal à l’aide de termes incertains permettant d’englober l’eﬀet des
approximations induites par la transformation de modèle issue de l’approche par fonction de substi-
tution. En eﬀet, bien que satisfaite en chacun des points de la grille, l’égalité (A.54) correspondant
à la décomposition de F n’est qu’une approximation partout ailleurs du fait que l’interpolation
entre les points ne représente pas de manière exacte la fonction non-linéaire initiale. Un modèle
qLPV dont les trajectoires possibles englobent celles du modèle initial peut donc être écrit sous la
forme : [
τ˙zx
τ˙wx
]
=
[
Azx(zx) + Eˆ(zx) + ∆ Awx(zx)
] [ τzx
τwx
]
+B(zx)τu (A.64)
∆ ∈ [∆(zx),∆(zx)] ⊂ Rn×nzx (A.65)
∆(= ∆(t)) correspond à un terme incertain variant dans le temps dont seules les bornes inférieures,
∆(zx), et supérieures, ∆(zx), sont supposées connues. Aﬁn d’englober les trajectoires du modèle
initial et compte-tenu de la décomposition de la fonction F sous la forme (A.54), ces bornes doivent
satisfaire la propriété suivante :
∀zx ∈ Z, ∃∆ ∈ [∆(zx),∆(zx)], F (zx) = (Eˆ(zx) + ∆)τzx (A.66)
Comme F (zxeq) = 0 d’après (A.53), un développement de Taylor de F autour du point d’équilibre
permet d’écrire :
F (zx) ∈ (∇zxF (zxeq + [0, 1]τzx))τzx (A.67)
F (zx) ∈ Eˆ(zx)τzx + (∇zxF (zxeq + [0, 1]τzx)− Eˆ(zx))τzx (A.68)
Or, ∀zx ∈ Z, zx appartient à une boîte délimitée par des points de la grille : zx ∈ box(zx) = [zx, zx].
En posant la relation (A.69) qui peut être évaluée hors ligne pour chaque boîte élémentaire associée
à la grille en utilisant l’arithmétique par intervalles,
[∆(zx),∆(zx)] = ∇zxF (zxeq + [0, 1](box(zx)− zxeq))− Eˆ(zx) (A.69)
la propriété d’inclusion (A.66) est vériﬁée. Dans (A.69), ∇zxF = ∂F/∂zx. Un modèle qLPV aug-
menté d’incertitudes paramétriques explicites ayant la forme (A.64)-(A.65) est ainsi obtenu. L’ajout
de termes d’incertitudes bornées aux modèles qLPV usuels issus d’une approche par fonction de
substitution (cas où ∆ = 0 dans (A.64)) permet de ramener le calcul d’enveloppes incluant les
trajectoires du modèle initial à un calcul d’atteignabilité sur une dynamique linéaire en présence
d’incertitudes paramétriques qui s’expriment en fonction du vecteur d’ordonnancement.
A.5 Transformation polytopique convexe
Ce paragraphe présente une procédure systématique de transformation d’un système non li-
néaire en une forme LPV appelée transformation polytopique convexe.
On considère le modèle suivant :
{
x˙(t) = f(x(t), u(t))
y(t) = g(x(t), u(t)) (A.70)
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où les non linéarités sont exprimées par les fonctions f et g.
La première étape de cette méthode consiste à réécrire le modèle non linéaire (A.70) en un
modèle quasi-LPV décrit par :
[
x˙(t)
y(t)
]
=
[
A(ρ(x(t), u(t))) B(ρ(x(t), u(t)))
C(ρ(x(t), u(t))) D(ρ(x(t), u(t)))
] [
x(t)
u(t)
]
(A.71)
où A(ρ(x(t), u(t))) ∈ Rn×n,B(ρ(x(t), u(t))) ∈ Rn×m, C(ρ(x(t), u(t))) ∈ Rs×n et D(ρ(x(t)
, u(t))) ∈ Rs×m sont des matrices dépendant d’une manière non linéaire de l’état et de l’entrée.
En eﬀet, ρ(x(t), u(t)) est une fonction de composantes non linéaires de l’état et des entrées. Il faut
noter que dans la réécriture du système non linéaire sous la forme (A.71), le vecteur des paramètres
ρ(x(t), u(t)) peut être diﬀérent pour chaque matrice A, B, C ou D de la forme quasi-LPV. Par
exemple, pour la matrice d’état il peut être une fonction non linéaire de l’état seulement tandis
que pour la matrice de sortie, il peut s’exprimer en fonction de l’état et de l’entrée. Au-delà de cet
exemple, de manière générale, on écrit ρ en fonction de x(t) et u(t).
Maintenant, à partir de la forme q-LPV issue du système (A.70), on déﬁnit un ensemble réunis-
sant les composantes non linéaires issues des matricesA(ρ(x(t), u(t))),B(ρ(x(t), u(t))), C(ρ(x(t), u(t)))
et D(ρ(x(t), u(t))). Cet ensemble est appelé ensemble des variables de prémisse. Il est représenté
comme suit [65] :
Vz = {z1(ρ(x, u)), . . . , zk(ρ(x, u))} (A.72)
où k ≤ (n+s)(n+m) est la dimension de l’ensemble Vz des variables de prémisse z1(ρ(x, u)), . . . , zk(ρ(x, u))
représentant les non linéarités identiﬁées à partir de la forme q-LPV (A.71).
En pratique, les modèles sont souvent structurés de telle sorte que certains termes non linéaires
se retrouvent à l’identique dans l’expression de plusieurs éléments des matrices de la représenta-
tion d’état (A.71) qui sert de support à la transformation polytopique. Combiné au fait que les
éléments de ces matrices sont rarement tous non linéaires, cela permet généralement de réduire
signiﬁcativement le nombre de variables prémisses par rapport à (n+ s)(n+m).
En général, un nombre important de formes quasi-LPV peuvent être associées au système non
linéaire initial ; chaque forme est associée à un ensemble particulier de variables de prémisse. Choisir
une forme quasi-LPV est équivalent à choisir un ensemble de variables de prémisse le plus adapté
par rapport à l’objectif de l’étude (analyse de stabilité, synthèse d’observateur, etc.).
Dans une deuxième étape, on applique la transformation polytopique convexe à chaque variable
de prémisse zj(ρ(x, u))(j = 1, . . . , k), en utilisant le Lemme suivant [65]
Lemme 10 Soit h : D ⊂ Rn × Rm −→ R une fonction continue et bornée. Alors il existe deux
fonctions λi (i ∈ {+,−})
λi : D −→ [0, 1]
(x(t), u(t)) 7−→ λi(x(t), u(t)) (A.73)
avec λ+(x(t), u(t)) + λ−(x(t), u(t)) = 1 telles que :
h(x(t), u(t)) = λ+(x(t), u(t)).h+ + λ−(x(t), u(t)).h− (A.74)
Etant données les bornes h+ ≥ max(x,u)∈D(h(x, u)) et h− ≤ min(x,u)∈D(h(x, u)), les fonctions λ+
et λ− sont déﬁnies par :
λ+(x(t), u(t)) = h(x(t),u(t))−h−h+−h−
λ−(x(t), u(t)) = h+−h(x(t),u(t))h+−h−
(A.75)
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Notons que cette décomposition n’est pas unique. En appliquant ce Lemme aux variables de
prémisse choisies, on obtient :
zj(ρ(x, u)) = λj,+(zj(ρ(x, u)))zj,+ + λj,−(zj(ρ(x, u)))zj,− (A.76)
où les scalaires zj,+ et zj,− sont déﬁnis comme dans (A.77), pour (j = 1, · · · , k) :
zj,+ ≥ max(x,u)∈D(zj(ρ(x, u)))
zj,− ≤ min(x,u)∈D(zj(ρ(x, u))) (A.77)
avec
λj,+(zj(ρ(x, u))) = (zj(ρ(x,u)))−zj,−zj,+−zj,−
λj,−(zj(ρ(x, u))) = zj,+−(zj(ρ(x,u)))zj,+−zj,−
(A.78)
Les scalaires zj,+ et zj,− sont des bornes supposées connues. En eﬀet, les variables de prémisse
sont en fonction de l’état et/ou de la commande. Or, l’entrée est connue et l’état est inconnu mais
on suppose que son min et son max peuvent être minorés (respectivement majorés) d’une manière
explicite pour décrire le domaine d’étude considéré.
En utilisant les variables de prémisse, on déﬁnit r = 2p sous modèles quasi-LPV, avec des
matrices d’état, d’entrée et de sortie données par :
Ai = A0 +
p∑
j=1
(zj,σj
i
.Aj) (A.79)
Bi = B0 +
p∑
j=1
(zj,σj
i
.Bj) (A.80)
Ci = C0 +
p∑
j=1
(zj,σj
i
.Cj) (A.81)
Di = D0 +
p∑
j=1
(zj,σj
i
.Dj) (A.82)
où la matrice A0 (resp. B0, C0 et D0) correspond aux éventuels termes constants qui peuvent
intervenir dans la matrice Ai (resp. Bi, Ci et Di). Pour les matrices Aj (resp. Bj , Cj et Dj),
l’élément correspondant à zj(ρ(x, u)) est ﬁxé à 1 et les éléments restants sont ﬁxés à zéro. σji est
un indice à valeurs dans {+,−} correspondant à la sémantique suivante : borne supérieure pour
+, borne inférieure pour −. σji représente l’indice de la j e`me position dans le p-uplet σi qui code
les bornes des variables de prémisse.
On a réussi à exprimer les matrices Ai (respectivement Bi, Ci et Di) (pour i = 1, · · · , r) en
utilisant les matrices sommets Aj du polytope déﬁni par les bornes des variables de prémisse (de
l’équation (A.79) jusqu’à (A.82))
Ainsi, on peut écrire le modèle quasi-LPV global sous la forme d’une combinaison convexe de
r sous modèles :
x˙(t) =
∑r
i=1(µi(x(t), u(t))[Aix(t) +Biu(t)])
y(t) =
∑r
i=1(µi(x(t), u(t))[Cix(t) +Diu(t)])
(A.83)
où les µi représentent les fonctions d’interpolation entre les diﬀérents modèles. Elles sont déﬁnies
comme suit :
µi(x(t), u(t)) = Πpj=1λj,σj
i
(zj(ρ(x, u))) (A.84)
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D’après l’équation (A.84), on peut remarquer que les fonctions de pondération captent les non
linéarités du système. Il faut noter aussi que ces fonctions respectent les propriétés de convexité :
r∑
i=1
µi(z) = 1 (A.85)
Avantages/Inconvénients de la méthode
Dans cette approche, on peut garder une garantie d’inclusion des trajectoires du système de
départ, contrairement à d’autres méthodes. De plus, le choix de diﬀérents points de fonctionnement
n’est plus nécessaire ce qui est un avantage de cette méthode. Par contre, selon les variables de
prémisse choisies, on obtient diﬀérentes représentations. Ce choix n’est pas systématique et peut
inﬂuer signiﬁcativement sur la structure du modèle ﬁnalement obtenu, que ce soit en terme de
complexité (combinatoire sur les sommets) ou de conservatisme dès lors que les variables prémisses
sont considérées comme incertaines et que la seule information sur chacune de ces dernières est
donnée par l’appartenance à un intervalle.
A.6 Techniques de linéarisation par diﬀéomorphisme
Dans les sections précédentes, nous avons présenté des méthodes de transformation et d’ap-
proximation de systèmes non linéaires en systèmes LPV ou quasi-LPV. Ces techniques permettent
de simpliﬁer la structure du modèle mais en introduisant un conservatisme. Dans cette section,
nous allons présenter une technique de linéarisation exacte basée sur un changement de base non
linéaire via un diﬀéomorphisme [56, 61].
A.6.1 Déﬁnitions
Déﬁnition 49 (Diﬀéomorphisme) Un changement de coordonnées z = T (x) est appelé diﬀéo-
morphisme dans un domaine D s’il possède les propriétés suivantes :
– T (x) est inversible, c’est à dire qu’il existe une fonction T−1(z) telle que T−1(z) = x, ∀
z ∈ T (D) ;
– T (x) et T−1(z) sont continûment diﬀérentiables, c’est-à-dire toutes leurs dérivées partielles
sont continues.
Déﬁnition 50 (Dérivée de Lie) Soient f un champ de vecteurs sur D ⊆ Rn et h une fonction
régulière dans D. La dérivée de Lie de h dans la direction f , notée Lfh, est déﬁnie par :
Lfh(x) = ∂h∂xf(x) (A.86)
Les dérivées de Lie successives de h dans la même direction du champ de vecteurs f sont données
par la relation récursive :
Lkfh(x) = LfL
k−1
f h(x) =
∂(Lk−1
f
h)
∂x f(x)
avec L0fh(x) = h(x).
Déﬁnition 51 (Degré relatif) Soit un système non linéaire décrit par :
{
x˙ = f(x) + g(x)u
y = h(x) (A.87)
où f , g et h sont des fonctions régulières dans un domaine D ⊂ Rn. Le système (A.87) possède un
degré relatif r, 1 ≤ r ≤ n, sur un domaine D0 ⊂ D si :{
LgL
i−1
f h(x) = 0, i = 1, 2, . . . , r − 1, ∀x ∈ D0
LgL
r−1
f h(x) ̸= 0
. (A.88)
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Déﬁnition 52 Considérons le système décrit par (A.87), la matrice Q déﬁnie par :
Q(x) =

dh(x)
dLfh(x)
...
dLn−1f h(x)
 (A.89)
est appelée matrice d’observabilité de (A.87), où dh est le gradient de h. Le système (A.87) est dit
localement observable au point x ∈ D si la matrice Q possède un rang n à ce point.
A.6.2 Linéarisation partielle par diﬀéomorphisme
Considérons un système non linéaire décrit par (A.87). D’après [56], si le système (A.87) est
localement observable, les vecteurs lignes dh, dLfh, . . . , dLn−1f h sont linéairement indépendants et
les vecteurs h(x), Lfh(x), . . . Ln−1f h(x) représentent une nouvelle base pour ce système au voisinage
de x. Cette base est déﬁnie par : 
Ψ1(x) = h(x)
Ψ2(x) = Lfh(x)
...
Ψn(x) = Ln−1f h(x)
(A.90)
Le diﬀémorphisme local Ψ(x) = (ϱ1, ϱ2, . . . , ϱn)T = (Ψ1(x),Ψ2(x), . . . ,Ψn(x))T transforme le sys-
tème (A.87) en : {
ϱ˙ = Aϱ+B (a(ϱ) + b(ϱ)u)
y = Cϱ , (A.91)
avec
A =
(
Ar 0(r−1)×(n−r)
0(n−r+1)×r 0(n−r+1)×(n−r)
)
où
Ar =

0 1 . . . 0
0 0 . . .
...
...
... . . . 1
 ∈ Rr−1×r
et
B =

0
...
0
B1
 ∈ Rn
C =
(
1 0 . . . 0
) ∈ Rn.
Le vecteur B1 contient (n − r + 1) éléments. Par ailleurs, notons que lorsque le degré relatif du
système (A.87) est n, alors les fonctions a, b et B1 sont scalaires. Pour plus de détails sur cette
transformation, le lecteur peut se référer par exemple à [56].
Le modèle (A.91) est une représentation linéaire partielle exacte du modèle non linéaire (A.87).
Par ailleurs, sous certaines conditions, il est possible de déterminer un diﬀémorphisme permettant
de transformer le modèle non linéaire (A.87) en un modèle linéaire à une injection de sortie près
[67, 121]. Ce dernier peut alors être considéré complètement linéaire étant donné que la non linéarité
résiduelle ne dépend que de grandeurs mesurées.
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Titre : Détection de défauts des systèmes non linéaires à incertitudes bornées continus
Résumé : La surveillance des systèmes industriels et/ou embarqués constitue une préoccupation
majeure en raison de l’accroissement de leur complexité et des exigences sur le respect des proﬁls
de mission. La détection d’anomalies tient une place centrale dans ce contexte. Fondamentalement,
les procédures de détection à base de modèles consistent à comparer le fonctionnement réel du
système avec un fonctionnement de référence établi à l’aide d’un modèle sans défaut. Cependant,
les systèmes à surveiller présentent souvent des dynamiques non linéaires et diﬃciles à caracté-
riser de manière exacte. L’approche retenue dans cette thèse consiste à englober leur inﬂuence
par des incertitudes bornées. La propagation de ces incertitudes permet l’évaluation de seuils de
décision visant à assurer le meilleur compromis possible entre sensibilité aux défauts et robustesse
aux perturbations tout en préservant une complexité algorithmique raisonnable. Pour cela, une
part importante du travail porte sur l’extension des classes de modèles dynamiques à incertitudes
bornées pour lesquels des observateurs intervalles peuvent être obtenus avec les preuves d’inclu-
sion et de stabilité associées. En s’appuyant sur des changements de coordonnées variant dans le
temps, des dynamiques LTI, LPV et LTV sont considérées graduellement pour déboucher sur des
classes de dynamiques Non Linéaires à Incertitudes Bornées continues (NL-IB). Une transformation
des modèles NL-IB en modèles LPV-IB a été utilisée. Une première étude sur les non-linéarités
d’une dynamique de vol longitudinal est présentée. Un axe de travail complémentaire porte sur
une caractérisation explicite de la variabilité (comportement aléatoire) du bruit de mesure dans
un contexte à erreurs bornées. En combinant cette approche à base de données avec celle à base
de modèle utilisant un prédicteur intervalle, une méthode prometteuse permettant la détection de
défauts relatifs à la position d’une surface de contrôle d’un avion est proposée. Une étude porte
notamment sur la détection du blocage et de l’embarquement d’une gouverne de profondeur.
Mots clés : Détection de défauts, observateurs intervalles, modèles dynamiques à incertitudes
bornées (dyn. LTI, LTV, LPV, non linéaires), robustesse, bruit de mesure, surface de contrôle d’un
avion.
Title : Fault detection of nonlinear continuous systems with bounded uncertainties
Abstract : The monitoring of industrial and/or embedded systems is a major concern according
to their increasing complexity and requirements to respect the mission proﬁles. Detection of ano-
malies plays a key role in this context. Fundamentally, model-based detection procedures consist in
comparing the true operation of the system with a reference established using a fault-free model.
However, the monitored systems often feature nonlinear dynamics which are diﬃcult to be exactly
characterized. The approach considered in this thesis is to enclose their inﬂuence through bounded
uncertainties. The propagation of these uncertainties allows the evaluation of thresholds aiming
at ensuring a good trade-oﬀ between sensitivity to faults and robustness with respect to distur-
bances while maintaining a reasonable computational complexity. To that purpose, an important
part of the work adresses the extension of classes of dynamic models with bounded uncertainties
so that interval observers can be obtained with the related inclusion and stability proofs. Based on
a time-varying change of coordinates, LTI, LPV and LTV dynamics are gradually considered to
ﬁnally deal with some classes classes of nonlinear continuous dynamics with bounded uncertainties.
A transformation of such nonlinear models into LPV models with bounded uncertainties has been
used. A ﬁrst study on nonlinearities involved in longitudinal ﬂight dynamics is presented. A com-
plementary work deals with an explicit characterization of measurement noise variability (random
behavior of noise within measurement) in a bounded error context. Combining this data-driven
approach with a model-driven one using an interval predictor, a promising method for the detec-
tion of faults related to the position of aircraft control surfaces is proposed. In this context, special
attention has been paid to the detection of runaway and jamming of an elevator.
Keywords : fault detection, interval observers, dynamic models with bounded uncertainties (LTI,
LTV, LPV and nonlinear dynamics), robustness, measurement noise, aircraft control surfaces.
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