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Chapter 1
Introduction
1.1 Wireless Communication
Wireless communication has brought a revolution in the world. There has
been tremendous technological advancement in wireless networks in the
past two or three decades. In the beginning of this new millennium we are
having a new world which is the world of telecommunication. Telecom-
munication includes all the communication of computer networks, public
telephone networks, radio networks, television networks and internet.
Most of the communication networks used today are wireless in nature.
Wireless means transferring the signals without wires using radio waves,
infra red etc. In wireless networks there is unlimited mobility; we can
access the network services from almost anywhere. In wired networks we
have the restriction of using the services in fixed area. The demand of
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wireless is increasing very fast as everybody wants to use the broadband
services anywhere and anytime. The standardization of these wireless
networks is also very important.
Wireless systems have evolved from simple network designs with low
data rate and reliability to much intricate designs supporting very high
data rate and reliability. This transition has been possible because of
technological advancements in the hardware and the desire for high data
rate wireless applications.
One of the most popular types of wireless networks is cellular networks.
In cellular networks we divide the whole network into smaller cells and
by this we can have more users in the network with better mobility and
Quality of Service (QoS). Cellar networks are divided into different gen-
erations. First generation (1G) cellular networks were introduced around
1980s. The first system was introduced in Japan. The first cellular net-
work in Europe was built in Scandinavia in 1981 and it was known as
Nordic Mobile Telephone (NMT). It uses the 450 MHz frequency band.
This NMT system was also used in other parts of Europe as well. In
America, Advance Mobile Phone System (AMPS) was used. The simi-
larity between these two systems was that they were both analog.
Second generation (2G) for cellular networks started in early 1990s. The
first system was introduced in Europe as Global System for Mobile Com-
munication (GSM). It was a digital system and nowadays it is used in
more than two hundred countries with around 2.5 billion users. The pur-
pose of this system was to have same system all over the world. GSM
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uses a frequency band of 900 MHz and 1800 MHz. GSM has many ser-
vices like Short Messaging Services (SMS), Caller Identification, roam-
ing etc. Enchantments were made in GSM when General Packet radio
Service (GPRS) and Enhanced Data rates for GSM Evolution (EDGE)
were introduced. These two systems increased the data rate in GSM. In
America, CDMAone was used as a 2G technology.
Although 2G networks focused on delivering speech services, the explo-
sion of internet connections in the home, along with increasing avail-
ability of broadband connections has created a considerable demand for
wireless data services. Moreover, bandwidth intensive or high-speed ap-
plications, such as media streaming offered by YouTube and other media
sharing sites, are expected to drive huge demands on wireless networks
resources, as they become available in mobile devices. Once the growth
in social networks, such as Facebook and MySpace, is extended to wire-
less networks, the multimedia sharing experience enters the next level of
anytime and anywhere access to ones community.
In the third generation (3G) cellular networks, Universal Mobile Telecom-
munication System (UMTS) was introduced. UMTS has higher data
rates as compared to GSM while it enables more services like video con-
ferencing, wireless television and wireless broadband as well. It has been
designed to achieve the goal of global coverage. In America, CDMA 2000
was used as a 3G cellular technology. CDMA operators are upgrading
their networks to 1x EV-DO (1x evolution data optimized).
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In last months the demand of broadband services is growing exponentially
in the last years.
Many mobile operators using GSM (global system for mobile communi-
cation) are deploying UMTS (Universal Mobile Telephone System) and
HSDPA (High Speed Download Packet Access). HSDPA is the downlink
interface defined in the Third-generation Partnership Project (3GPP)
and is capable of providing a peak user data rate of 14.4 Mbps in a
5MHz channel. The uplink interface defined by 3GPP is HSUPA (high-
speed upload packet access) that supports peak data rates up to 5.8Mbps.
HSDPA and HSUPA are defined together as HSPA.
1.2 Fourth Generation Cellular Networks
In parallel, other development groups within the 802 family of the Insti-
tute of Electrical and Electronics Engineers (IEEE) standards promote
nomadic broadband wireless data access that have led to the the pop-
ular Wireless Local Area Networks (WLANs), 802.11b/g, and the fixed
Worldwide Interoperability for Microwave Access (WiMAX) in [1] [1].
Along the path to Fourth Generation (4G) systems, even higher spectral
efficiency is sought to achieve a data rate within the order of 100 Mbit/s
in mobile outdoor scenarios, and 1 Gbit/s in nomadic scenarios.
The new requirements for high-speed data and seamless connectivity
and smooth handoff across heterogeneous networks are the driving force
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behind research into wireless networks. Thus, several techniques that
enhance the spectral efficiency of systems and allow for an increased
throughput with the same spectrum have received considerable attention
from the research community. A fundamental feature of wireless fading
channels is the dynamic random variation of the channels strengths.
In fact, multipath and mobile environments introduce fading and uncer-
tainty in the channel, which complicates any efforts to deliver high-speed
data connections. The effect of simply increasing the transmit power
or of using an additional bandwidth may not be the solution to achieve
a robust broadband system . Figure 2.7 represents the evolution of
standards in terms of data rate and user mobility.
The fourth generation (4G) of cellular networks is currently under devel-
opment and hopefully it will be available in 2012. It will be having more
efficient spectral resources and other services as well.
WiMAX or Wireless Man is a 4G technology but some organizations
refer it as a 3G technology. WiMAX is in implementation phase and it
is the hottest wireless technology nowadays. WiMAX will be providing
wireless internet anywhere and anytime.
The Institute of Electrical and Electronic Engineers (IEEE) formed a
group in 1998 called 802.16. The aim of this group was develop a standard
for the Wireless Metropolitan Area Network . From the first standard
approved in December 2001 until now, several standards and amend-
6
Figure 1.1. Evolution of global standard
ments has been developed. It is important to know that 802.16 is only a
collection of standards that includes a wide range of variations.
The definition of the 4G systems has not yet been agreed upon and still
awaits standardization and the release of spectrum, whereas evolutions
of 3G systems are expected to be competitive for several years to come.
Therefore, advanced physical layer techniques are required to reduce the
effect of fading in both the transmitter and receiver, without excessively
increasing the systems complexity and cost.
In recent years, several spectral efficient techniques have received con-
7
siderable interest and support from both the research community and
industry.
1.3 Mobile Broadband WIMAX
There are several wired technologies that provide us a high-speed broad-
band access such as Digital Subscriber Line (DSL) over twisted-pair
telephone or cable over fiber optics. The main problem of these wired
access technologies is the difficulty and high cost of installation and
maintenance, especially in remote and rural areas.
In the last years, Internet has developed from being only an academic
tool to having hundreds of millions of users around the world. Besides,
the demand of a high-speed connection has caused a huge development
of the broadband technologies.
As Broadband Access, wireless mobile services have grown considerably
in the last years, from 11 millions of subscribers worldwide in 1990 to
more than 2 billion in 2005.
This increase is due to the use of laptops, mobiles and PDAs. The
main reason for the development of WiMAX (World Interoperability
Microwave Access) is the demand of higher data rates not only for faster
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downloading but also for the use of new applications like voice over
Internet Protocol (VoIP), video streaming, multimedia conferencing,
and interactive gaming.
Two very different families of WiMAX systems exist and should be
treated separately: Fixed and Mobile WiMAX.
There are two different network topologies in fixed broadband wireless.
The first is point-to-point applications, including interbuilding commu-
nications within a campus and microwave backhaul. The other is point-
to-multipoint, usually based in a base station mounted in a tower or in
a building that communicates with the subscriber.
For consumers and small business broadband, the main usage of WiMAX
in the near future is broadband services like high-speed Internet access,
telephony over IP (VoIP) and a host of other Internet applications.
WiMAX presents some advantages over wired technologies like lower de-
ployment costs, lower operational costs for the maintenance, faster real-
ization and independence of the incumbents carriers.
There are two types of deployment models, one of them requires the in-
stallation of an outdoor antenna at the costumers building and the other
one requires a all-in-one radio modem installed indoors.
Using outdoor antenna improves the coverage and performance of the
system; however it requires a truck-roll with a trained professional so it
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implies a higher cost in developed countries but in developing countries
turns to be cheaper.
The other use of Fixed WiMAX is a solution for competitive T1, frac-
tional T1 and higher-speed services for the business market. It will be
successful due to the fact that not all the buildings have access to fiber
and in business exists a demand of symmetrical T1 services that cable
and DSL cannot reach.
Let’s consider then the usage as backhaul for Wi-Fi hotspots. They are
widely deployed in public areas in developed countries. The traditional
solution is using wired broadband connections to connect the hotspots
back to a network point. In this case, WiMAX can be a cheaper and
faster alternative for WiFi backhaul and it can also be used for 3G back-
haul. WiMAX could be very successful in developing countries where a
wired network is not installed. WiMAX will be a cheaper alternative to
extend broadband access over the country.
In a context where the users get familiarized with the use of high-speed
broadband services, they will demand same services in nomadic or mobile
situations.
The first step is adding nomadic capabilities to fixed broadband connec-
tion, thus users can get connection moving within the service area with
pedestrian-speed. In the market, the cellular spectrum operating licenses
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are limited and very expensive so WiMAX could be a good opportunity
to offer mobility services for some operators of fixed lines that do not offer
mobile services. For supporting various types of media traffic, WiMAX
Media Access Control (MAC) is designed from the ground up to support
different types of traffic such as real time, constant bit rate, and variable
bit rate traffic patterns.
Other advantages are the flexible bandwidth and multiple levels of Qual-
ity of Services (QoS) that may allow the use of WiMAX for entertainment
applications. Some examples of these applications could be interactive
gaming, IP-TV and streaming audio services for MP3 players. The main
drawback is that the IEEE 802.16 standard only specifies an air interface
so the core network has to be deployed.
• Cellular Backhaul: IEEE 802.16 wireless technology can be an
excellent choice for back haul for commercial enterprises such as
hotspots as well as point-to-point back haul applications due to its
robust bandwidth and long range.
• Residential Broadband: Practical limitations like long distance and
lack off return channel prohibit many potential broadband cus-
tomers reaching DSL and cable technologies. IEEE 802.16 can fill
the gaps in cable and DSL coverage.
• Underserved areas: In many rural areas, especially in developing
countries, there is no existence of wired infrastructure. IEEE 802.16
11
Figure 1.2. WIMAX example distribution.
can be a better solution to provide communication services to those
areas using fixed CPE and high gained antenna.
• Always Best Connected: As IEEE 802.16e supports mobility , so
the mobile user in the business areas can access high speed services
through their IEEE 802.16/WiMAX enabled handheld devices like
PDA, Pocket PC and smart phone.
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1.4 Thesis Contribution
Motivated by the need to provide a greater level of adaptation to vari-
ations of wireless channels, this thesis proposes to provide an advanced
model for physical layer signal processing, modulation, and coding and
design MAC and joint MAC/PHY protocols for substantially enhanc-
ing data rate and reliability of wireless packet networks. Finally it is
proposed a novel Adaptive Modulation and Coding based Goodput op-
timization
13
Chapter 2
Bic-OFDM transmission
system for 802.16m
2.1 Introduction
The recent standardization bodies of WiMAX (Worldwide Interoperabil-
ity for Microwave Access) and 3GPP/LTE (Long Term Evolution) con-
sider radio technology such as multicarrier (MC) modulation and multi-
ple antenna based access scheme as the corner stone to support flexible
and reliable high speed packet data traffic. In particular, MCmodulation,
in the form of Orthogonal Frequency Division Multiplexing (OFDM), ef-
ficiently uses the available spectrum and is very robust to typical mo-
bile radio multi-path environments. Moreover, OFDM makes feasible to
exploit channel state information at the transmitter side to adapt link
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resources, and thus, adaptive bit-interleaved coded modulation (BICM),
space-time-frequency (STF) precoding and scheduling come in the field
of vision [6].
In order to further increase the system robustness against the trouble
arising from the wireless propagation channels, an efficient modulation
scheme has to be combined, however, with a powerful and efficient chan-
nel coding technique. This is the case of BICM, which was first proposed
in 1992 by Zehavi as a pragmatic coding scheme for bandwidth-efficient
communications [23] and, later, theoretically characterized by Caire, Tar-
icco and Biglieri in [24]. BICM technique is based on the insertion of a
bit-interleaver between the channel encoder and the modulator in order
to increase the diversity order. In next sections,channel characterization,
transmitter and receiver model are explained.
2.2 Multipath Channel characterization
One of the main topics in a wireless communications system is the chan-
nel; and there are some factors to be considered. It is required to study
all these factors of the channel to decide the amount of power necessary
or the suitable modulation for a successful communication.
The radio frequency spectrum is a small part of the electromagnetic spec-
trum, covering the range from 3 Hz to 300 GHz.
A certain type of electromagnetic waves, called the radio waves, are gen-
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erated by transmitters and received by antennas. The radio spectrum is
the home of communication technologies, such as mobile phone, due to
its excellent ability to carry coded information (signals). Depending on
the frequency range, the radio spectrum is divided into frequency bands
and sub-bands assigned for different usages.
It is crucial to have a harmonized spectrum for all regions and countries
to have a suitable worldwide development for the mobile systems.
In November 2007, ITU designed the ones used by the International
Mobile Telecommunications [3]:
• 450-470 MHz band frequencies to be used by IMT technologies.
• 698-862 MHz band in Region 2 and nine countries of Region 3.
• 790-862 MHz band in Regions 1 and 3.
• 2.3-2.4 GHz band frequencies to be used by IMT technologies.
• 3.4-3.6 GHz band (C Band): it is no global allocation, but accepted
by many countries.
Regions and its respective countries are listed in [4].
Path loss is the reduction of density or attenuation in an electromagnetic
wave as it propagates through the space. It includes the propagation
losses (effects caused by the expansion of the wave in the free space),
absorption losses (when signal penetrates different not transparent me-
dia), diffraction losses (when the signal is obstructed by some object
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in its way), connection losses and others phenomena. Path loss is also
influenced by environment (urban or rural), terrain relief, propagation
medium, distance between transmitter and receptor and also the height
of the antennas. The free-space path loss formula or Friis formula is:
Pr = Pt
λ2GtGr
(4pid)2
where Pr and Pt are the received and transmitted power respectively, λ is
the wavelength, Gt and Gr are the gains of the transmitter and receiver
antennas and d is the distance between them. It is more usual to use
this formula in decibels units:
PL = 32.45 + 20 log(d[Km]) + 20 log(f(MHz))−Gr −Gt
However, the terrestrial propagation environment is not free space so
other factors have to be considered due to the reflections that create
interference.
In wireless communications path loss can be represented by the path loss
exponent n, whose valor is usually between 2 (free space) and 4 (lossy
environments or flat-earth model) and a constant C measured in a fixed
distance.
PL = 10n log(d) + C
There are many other factors than can degrade the signal strength, for
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example trees or buildings located between the transmitter and the re-
ceiver. Modeling all the locations and objects in the environment is
impossible so the method consists in introducing a random effect called
shadowing or scale-fading. Although shadowing can sometimes be bene-
ficial, usually it modifies considerably the system performance because it
requires a several dB margin to be built into the system. The empirical
path loss with shadowing is:
Pr = PtP0χ
(
d0
d
)α
where α is the path loss exponent, P0 is the measured path loss at a
reference distance of d0 and χ is a sample of shadowing process which is
modeled as a lognormal random variable χ = 10
x
10 where x ∼ N(0, σ2s)
and N(0, σ2s) is a Gaussian distribution with mean 0 and variance σ
2
s .This
standard deviation is formulated in dB and its usual values are in the
range 6-12 dB. The other tremendous effect that degraded wireless com-
munication quality is the so called fading. Fading is caused by the recep-
tion of multiple versions of the same signal due to reflections in the path
that are referred to as multipath. In the receiver several signals with dif-
ferent attenuation, phase and delay arrive. The interference caused can
be constructive or destructive depending on the phase difference of the
arriving signals. This effect can be dramatic even if only moving a very
short distance the transmitter or the receiver. Fading is a very relevant
effect in urban areas with high population density and indoors.
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The characterization of a radio-mobile channel can be given by some
parameters. Number of paths N(t) at instant t, the amplitude αn(t), the
delay τn(t) and phase φn(t) of n-th path (these are independent random
processes). The channel is modeled as a time-variant linear system:
c(t, τ) =
N(t)∑
n=0
αn(t)e
−jφn(t)δ(τ − τn(t))
where τ represents l’intervals between the applied impulse and the obser-
vation instant t An important parameter which have to take into account
is delay spread:
Tm = max
n
|τn − τ¯ |
The delay spread Tm measures the amount of time that elapses between
the first arriving path and the last arriving path. In the frequency do-
main the measurement unit is the coherence bandwidth (Bc = 1/Tm),
which measures the minimum separation in frequency after which two
signals will experience uncorrelated fading. Flat fading channels (Bc <
B, orTm ¿ T ), withB the signal band, occur when the coherence band-
width is larger than the original of the signals. All frequency components
will have the same magnitude of fading.
Frequency-selective fading channel (Bc > B) is defined when the coher-
ence bandwidth is smaller than the original of the signal, so the frequency
components will experience different magnitudes of fading.
When a user or some of the reflectors in the path are moving and this
user’s velocity causes a shift in the frequency of the signal, is called the
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Doppler effect spread. Depending on the Doppler shift there are two
kinds of fading; fast and slow fading. Doppler spread fd, gave by the
following formula, depends on the carrier frequency fc, speed of the light
c and the maximum speed between the transmitter and the receiverv:
fd =
vfc
c
This measurement unit in the frequency domain is the coherence time
(Tc = 1/fd) which is a measure of the minimum time required for the
magnitude change of the channel to become uncorrelated from its previ-
ous value. It has to be compared with the symbol time.
The terms slow and fast fading refer to the rate at which the magnitude
and phase change imposed by the channel on the signal changes.
Fast fading (fd À 1, or, Tc ≤ T ) consists of fast variations of the am-
plitude, phase and a Doppler shift while the transmitter or receiver is
moving or the environment is changing. This fading is produced every
fraction of wavelength (λ) of motion.
Slow fading (fd ≤ 1, or, Tc À T ) consists of the small changes in the
amplitude of the signal caused by the motion of a transmitter or receiver
when they are moving a distance of more than ten times the wavelength.
A generalized formulation of transmitted and received signal (without
noise addiction) is given by:
s(t) = <(r(t)ej2pif )
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r (t) = Re

N(t)∑
n=1
αn (t)u (t− τn (t)) ej(2pifc(t−τn(t))+φDn )

= Re

N(t)∑
n=1
αn (t) e
−jφn(t)u (t− τn (t))
 e−j2pifct

The phase shift related to every path due to relative delay and Doppler
effect is:
φn (t) = 2pifcτn (t)− φDn
In all thesis work, it’s considered packet transmission. Hence is proper
to use slow fading frequency selective channel, described by:
r (t) = Re
{
a(t)s (t) ej2pifct
}
in which a(t) is a zero mean gaussian process with independent real
and imaginary parts, with spectral density dependent on v, as suggested
by Clarke using central limit theorem, with high number of N different
path. We assume that a(t) is constant is symbol interval or during packet
transmission time so:
r (t) = Re
{
as (t) ej2pifct
}
where a is complex coefficient, constant for 1 packet:
a = ρejφ = e−j2pifcτ
N∑
n=1
an
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Figure 2.1. Tapped delay line channel
If a = ρe−jφ andφ is an uniform random variable in [0, 2pi], ρ for our sce-
nario can be studied statistically with probability functions like Rayleigh:
p(ρ) =
ρ
σ2
exp
(−ρ2
2σ2
)
In simulation environment, the channel model used is block-fading, fre-
quency selective time-varying. The so called ”tapped-delay line model”
is expressed by the following formula, where is used the base band ex-
pression :
r (t) =
N−1∑
n=0
ans (t− nT )
Figure 2.1 represents the scheme of a Tapped delay line channel with
input the transmitted signal s(t) ad output the received signal
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Generally for radio-mobile scenario analysis, the variances σ2n
∆
=
E
{|an|2} of distortion coefficients an of power-delay profiles are fixed,
considering delays of N multipath channel independents. The profiles
are standardized and referred to typical scenario such as Typical Urban
(TU), Hilly Terrain (HT), Rural Area (RA), etc. This is sufficient in
case which slow fading is represented, on the contrary would be modeling
variances as random variables and not as deterministic values.
In broadband fading, frequency-selective fading causes dispersion in time
or intersymbol interference (ISI), meaning that one symbol interferes with
the following symbol.
Equalization is a technique for mitigate those drawbacks. The first
type is linear equalization which consists of running the received signal
through a filter that models the inverse of the channel. The other one is
the nonlinear equalization that uses previous symbol decisions made by
the receiver to cancel their subsequent interference.
The other technique,widely implemented nowadays is modulation OFDM
(Orthogonal Frequency-Division Multiplexing),which is the best method
to overcome ISI and it is based on the multicarrier concept. It consists
of rather than sending a single signal with data rate R and bandwidth
B, sending L signals with data rate R/L and bandwidth B/L. OFDM
will be explained in the next section.
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2.3 OFDM
Orthogonal frequency division multiplexing is a multicarrier technique
[5], which splits the system bandwidth into orthogonal subchannels 2.2,
each of which occupies only a narrow bandwidth and a separate subcar-
rier is assigned to each. Since the bandwidth of a single subchannel is
generally smaller than the radio channels coherence bandwidth, it can be
treated as a flat fading channel.
A unique stream with sampling rate 1/T , is splitted in N parallel sub-
carriers with signaling interval Ts = NT . The orthogonality requires
that the sub-carrier spacing is ∆f = k/(NT ) Hertz, where NT seconds
is the useful symbol duration (the receiver side window size), and k is
a positive integer, typically equal to 1. Therefore, with N sub-carriers,
the total passband bandwidth will beB ≈ N · ∆f(Hz). In the typical
modulation scheme 2.3
the output signal x(t) is expressed as:
x (t) =
+∞∑
m=−∞
N−1∑
k=0
c
(m)
k p (t−mTs) ej2pifkt
with c
(m)
k ∈ {0, 1}
p (t) =
 1→ for 0 ≤ t ≤ Ts0→ else
E
{∣∣∣c(m)k ∣∣∣2} = 1
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Figure 2.2. OFDM subchannels.
The optimal demodulator consists in base band conversion and matched
filter for each subcarriers 2.4
z
(0)
k =
1
Ts
Ts∫
0
r (t)e−j2pifktd
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Figure 2.3. OFDM modulation scheme.
If we use the orthogonality condition ∆f = k/(NT ) the OFDM signal is
x (t) =
+∞∑
m=−∞
N−1∑
k=0
c
(m)
k p (t−mTs) ej2pikt/Ts
The orthogonality also allows high spectral efficiency, with a total symbol
rate near the Nyquist rate. Almost the whole available frequency band
can be utilized. OFDM generally has a nearly ’white’ spectrum 2.5,
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Figure 2.4. OFDM demodulation scheme.
giving it benign electromagnetic interference properties with respect to
other co-channel users.
A technique to control aliasing effects is the usage of virtual subcarriers
Nv, where the transmitted symbols are all 0 . The signal band now is not
1/T , but (N −Nv)/NT ), so the lateral lobes do not interfere with center
band region of spectrum. The OFDM signal Power Spectral Density
(PSD) is:
Sx (f) =
N−1−Nv∑
k=0
S (f − k/Ts)
An efficient implementation of OFDM system include IFFT and FFT
blocks. It’s immediate to demonstrate because the sampled version of
x(t) signal, x(nT ) or x[n] with 0 ≤ n ≤ N − 1, considering only the first
symbol, is:
x [n] =
1√
N
N−1∑
k=0
c
(0)
k e
j2pikn/N
and the received sampled version is:
z
(0)
k =
1√
N
N−1∑
n=0
r [n] e−j2pikn/N
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Figure 2.5. OFDM Power Spectral Density.
During the guard interval Tg, where Tg ≥ Th and Th the duration if chan-
nel impulsive response, a Cyclic Prefix (CP) is sent and usually the CP
has the same length as the guard interval.
The CP consists of the end of the symbol placed in the beginning of new
symbol, as can be seen in 2.6 The task of the CP is to settle the echoes
form multipath propagation before the actual data ca be processed.There
are also other benefits while using the CP. For example, inter-block inter-
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Figure 2.6. Cyclic Prefix description.
ference (hence, the interference between symbols n and n+2) is preventer
and the channel seems circular.
In addiction, low-complexity frequency domain equalization is allowed.
A negative aspect with the use of CP is the extra overhead needed and
therefore the bandwith efficiency is affected. However, the channel band-
with can be used in an efficient way for data transmission since the
OFDM; spectrum fades fast outside the actual window containing the
carriers.
It is also important to keep the CP length defined by the Base Station
(BS) during initialization, since the change of it would force all other
Mobile Station (MS) to resynchronized. So, we obtain at the input of
channel a pseudo-periodic signal un Ts period, of wich Fourier coefficient
are , for
0 ≤ t ≤ Ts
,
x (t) =
N−1∑
k=0
c
(0)
k e
j2pikt/Ts
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Xk = c
(0)
k
with
k = 0, 1, ..., N − 1
, and also the decision varialbel out of FFT block, without termal noise
z
(0)
k = Yk = c
(0)
k H
(
k
Ts
)
ej2pikε/N
in which εTs is synchronism error. The max of this error is the maximum
error tolerable.
2.4 SISO Bit Interleaved Coded OFDM
Bit-Interleaved Coded Modulation (BICM) has become a topic of signif-
icant research efforts in recent years. This interest has lead to the devel-
opment of novel, practical, and robust transmission techniques through
a number of papers on various topics and techniques related to BICM.
The use of a bit-interleaver has a crucial role in this system. Zehavi (cit)
has demonstrated that in a Rayleigh fading channel, there are better
performances in a coded-modulation system. He preposed BICM as a
pragmatic coding scheme for spectrally efficient modulations. Theoret-
ical approach is given by Caire et al (cit). They suggested that system
essentilly behaves as a memoryless binary input-output symmetric chan-
nel (BIOS) under the assumption of ideal interleaver.
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2.4.1 Radio link control MAC and PHY
The BIC-OFDM system preserves mostly the originary OFDM architec-
ture with a bit-interleaver between the coder and modulator. A frame
OFDM is called packet of data. A packet defined as the fundamental
piece of information to be communicated over the radio interface.
It is expected that, in the future, transport of Internet protocol (IP)
packets will dominate the traffic in the wireless systems. Thus, a packet
tipically corresponds to an IP packet. However, a packet could also cor-
respond to other kinds of information to be communicated over the radio
interface (e.g. Layer 3 control signaling). As proposed in [6], we assume a
one-to-one mapping of packets to retransmission units of the RLC proto-
col (RLC-PDU). Each RLC-PDU is characterized by a sequence number,
the corresponding payload and the cyclic redundancy check (CRC).
RLC-PDU of Nb ”information bits” (actually including also RLC-PDU
overhead) is transmitted through L consecutive OFDM symbols, denoted
in the sequel as frame.
2.4.2 System Design
The information bits are first encoded using a convolutional code with
rate R and free distance dfree and then randomly interleaved. The total
number of coded binary symbols that are generated by encoding the
RLC-PDU is thus Nc
∆
= Nb/R. Code diversity gain depends only on
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Hamming distance. The bit-level interleaver randomly maps the generic
coded binary symbol bk into one of the label bits carried by the symbols
of the OFDM subcarriers according to the notation shown below
bk → cΠ(k) (2.1)
where Π(k)
∆
= {lk, nk, ik} is the interleaver operation that maps the index
k of the coded binary symbol into a set of four coordinates: lk denotes
the position of the OFDM block within the frame, nk denotes the posi-
tion of the subcarrier within the OFDM spectrum, and ik denotes the
position of the binary coded symbol within the label of the modulation
symbol allocated into such subchannel. The interleaver is assumed to
be fully random so that the probability of mapping the generic coded
binary symbol bk (taken out of the available Nc) into the ith label bit, of
the symbol transmitted on the subchannel n, into the lth OFDM block,
denoted as cl,n,i, with l = 1, . . . , L, n = 1, . . . , N , and i = 1, . . . ,m
n, is
Pr {bk → cl,n,i} ∆= 1
Nc
, (2.2)
where mn denotes the number of bits transmitted on the subchannel n.
The interleaved bits are then Gray mapped into QAM symbols.
The M (n)-QAM signal set used in the subcarrier n is defined as χ(n)
∆
={
ξ(n), · · · , ξ(n)
M(n)
}
with M (n)
∆
= 2m
(n)
Gray mapping plays a key role in
BICM theory. The definition of Gray labeling begins from supposing ξ
as signal set with minimum Euclidean distance dmin. A binary map
µ : {0, 1}m → χ
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Figure 2.7. BIC-OFDM system.
is a Gray labeling for χ if, for all i = 1, . . . ,m, and b ∈ {0, 1}, each x ∈ χib
has at most one z ∈ χib at distance dmin An example is 2.8:
The symbols are suitably normalized such that
ξ¯2
∆
=
∑M(n)
ν=1
∣∣ξ(n)v ∣∣2 /M (n) = 1
The generic QAM data-bearing symbol x
(n)
l , belonging to the set
χ(n) is sent on the nth subcarrier during the lth OFDM block, and
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Figure 2.8. 16 QAM constellation with Gray mapping
E
x
(n)
l
{∣∣∣x(n)l ∣∣∣2} = ξ¯2 = 1. We consider uniform bit-loading, so every
subcarriers have same number of bit. The average transmit power al-
located to the generic nth subcarrier is P (n)
∆
= p(n)S where p(n) is a
normalized power coefficient 0 ≤ p(n) ≤ 1 so that the constraint on the
average transmit power per subcarrier is expressed by
P¯
∆
=
∑N
n=1 P
(n)
N
≤ S
where S is the maximum value of the average power which can be allo-
cated to every subcarrier. By replacing the definition of P(n), we obtain
also the following constraint on the normalized power
∑N
n=1
p(n) ≤ N
The data-bearing QAM symbols are frequency mapped into the N avail-
able subcarriers using an Inverse Discrete Fourier Transform (IDFT) unit,
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which provides one sample every Ts seconds. A conventional CP, whose
length is Ncp samples, is inserted at the beginning of each IDFT output
block to maintain the subcarriers orthogonal with each others and avoid
interference between successive symbols. The resulting OFDM signal ex-
periences a frequency selective fading channel and channel stationarity
during the whole packet duration, like said previously. At the receiver
side, the samples are collected into blocks of size N +Ncp. After CP re-
moval, they are transformed by a DFT unit of size N and demodulated.
Let us focus now on the transmission of the coded binary symbol bk.
According to the notations outlined above, the binary coded symbol is
included into the label of the QAM symbol x
(nk)
lk
∈ χ(n). The expression
of the sample relevant to the nkth subcarrier in the lkth OFDM block at
the output of the DFT unit of the receiver is
z
(nk)
lk
= A(nk)x
(nk)
lk
+ w
(nk)
lk
A(nk) =
√
P (nk)H(nk) =
√
p(nk)SH(nk)
while H(nk) is the complex-valued channel gain experienced on the
nkth subcarrier, and w
(nk)
lk
is a zero-mean unit-variance (i.e. σ2n
∆
=
E
{∣∣∣w(nk)lk ∣∣∣2}) complex-valued Gaussian random variable (RV) represent-
ing the channel noise contribution on the nkth subcarrier. If A
(nk) is per-
fectly known at the receiver (perfect CSI), bit per bit soft bit metrics are
computed knowing z
(n)
l , and a Maximum likelihood decoding in Viterbi
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decoder is done. The optimum metric is (cit)
λ(i,n) (znl , b) = log
∑
x˜∈χ(i,b)b
p
(
znl
∣∣x(n) = x˜, A(n))
where χ
(i,b)
b is a subset of χ
(n) with label b ∈ {0, 1} with i − th position
of bit in label for n− th subcarrier. An example of subsets is in 2.9:
Figure 2.9. subset 16 QAM example
When there are high Signal-to-Noise Ratio (SNR), we could substitute
the above expression with
λ(i,n) (znl , b) = max
x˜∈χ(i,b)b
log p
(
znl
∣∣x(n) = x˜, A(n))
where the dominant term is sum is the nearest symbol according to Eu-
clidean distance. The metrics come to deinterleaver, before being used by
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Viterbi Decoder, which does the ML decisions, and gives the estimation
of real transmitted information sequence
b = argmin
b∈C
NC∑
k=1
λ(ik,nk)
(
z
(nk)
lk
, bk
)
where b is a code sequence ofNc dimension. The univocal correspondence
between data and code sequence is possible if the start and final state of
convolutional coder are known(i.e. zero). An example of convolutional
encoder is 2.10, and is the used one for simulation made in thesis work.
It’s correspond a non-systematic, not feedforward,dfree = 10, R = 1/2
Figure 2.10. Convolutional Encoder
with 6 shift register, 64 state, and code generator
g1 = 1338 = 1011011
g2 = 1718 = 1111001
Adaptivity in modern and future systems is a corner stone. For example a
flexible system adapts itself changing the coding rate since is a convenient
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solution. However it’s not practical having different convolutional coder
parallel in a transmission system. So a smart solution is the so called
puncturing. The assumption made is also very simple. After the coder,
only a subset of coded bits are transmitted, therefore the code rate is
increased and the decoder structure is the same as before.
If short-memory codes are used, with Rc = 1/2, good performances are
achieved, as proved in literature [7]. According to 802.16e, punctured
code is expressed by perforation matrix,
Code Rate Puncturing Matrix dfree
1/2 P ==
[
1
1
]
10
2/3 P ==
[
1 1
1 0
]
6
3/4 P ==
[
1 1 0
1 0 1
]
5
5/6 P ==
[
1 1 0 1 0
1 0 1 0 1
]
4
Table 2.1. Puncturing Matrices.
where values 0, 1 stand for suppressed bit or not, and the raw elements
are the puncturing mask applied in CC output. In decoder the punctured
bits are taken into account inserting dummy bit equal to zero in received
packet in position corresponding to zeros in perforation matrix. The de-
coding is made starting from mother code where punctured symbol code
metrics are discharged instead being added to best path sum. The ad-
vantage between BIC-OFDM system and traditional OFDM is depicted
in 2.11
The parameters of simulated system in 6-tap channel in TAB.
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Figure 2.11. BIC-OFDM vs noBICM-OFDM comparison.
Power (dB) -3.3 0 -1 -1.5 -3 -9.4
Delay (ns) 0 50 100 200 250 600
Table 2.2. channel profile.
The number of transmitted packet for each Es/N0 is 100000, therefore
we could have a good accuracy of Packet Error Rate (PER) up to 10−3.
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Mode Modulation Code Rate
1 4 1/2
2 4 3/4
3 16 1/2
4 16 3/4
5 64 1/2
6 64 2/3
7 64 3/4
8 64 5/6
Table 2.3. Supported MCS.
testcase
Number of used subcarrier 64
Convolutional mother code Rate 1/2
System Channel Bandwidth (MHz) 20
Subcarrier Spacing (KHz) 312.5
Cyclic Prefix (µs) 0.8
OFDM Symbol Duration (µs) 4
Data Packet Lenght (bit) 1024
Maximum Delay Spread (µs) 0.6
Doppler frequency (Hz) 100
Table 2.4. Main Parameters of OFDM Modulation for different
testcases.
2.5 MIMO
Multiple input multiple output (MIMO) technology is a key breakthrough
in wireless communication. By using multiple antennas, MIMO technol-
ogy multiplies throughput without requiring additional frequency band-
width, enhances link reliability through spatial diversity and enlarges the
coverage area by increasing the transmission range. These features have
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motivated extensive research on developing MIMO theory and techniques
in the last decade.
In literature, first works on MIMO tecniques were [20], [18] [21]. They
predicted high spectral efficiency for wireless systems by using more than
1 receiving and transmitting antennas. Those gains needs an accurate
channel state information at transmitter, and also sometimes at receiver.
It means more costs, occupied space and power, all included in small
mobile handheld terminal. In this thesis work, the simulated MIMO
technique are SM with MMSE receiver and STBC with Maximum Ratio
combining receiver,which are described in next sections.
2.5.1 Parallel Gaussian Channel model. Post-
processing SNR computation
MIMO-OFDM system could be represent by a set of parallel gaussian
subchannels where per-channel SNRs depend on the particular STC con-
sidered. Per-channel post processing SNRs for each considered MIMO
scheme are computed, so a unified helpful analysis is used in definition
of a comprehensive link performance model.
Using same notations outlined above, after interleaving and modulation
mapping, the binary coded symbol is included into the label of the QAM
symbol x
(nk,qk)
lk
. The goal is to express the sample relevant to the sub-
channel (nk, qk) in the lkth OFDM block at the output of the DFT unit
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of the receiver as
z
(nk,qk)
lk
= A(nk,qk)x
(nk,qk)
lk
+ w
(nk,qk)
lk
, (2.3)
where A(nk,qk) is the post-processing channel gain experienced on the
subchannel (nk, qk) and w
(nk,qk)
lk
is a Gaussian RV with variance σ
(nk,qk)
w
2
,,
which represents, in general, the noise plus interstream interference con-
tribution on the (nk, qk) subchannel. The istantaneous post processing
SNR values relevant to the generic subchannel (n, q) is then defined as
γ(n,q)
∆
=
( |A(n,q)|
σ
(n,q)
w
)2
(2.4)
Resorting to a vectorial notation, the I/O relationship relevant to the
nkth subcarrier of the lkth MIMO-OFDM block can be expressed as
z
(nk)
lk
= A(nk) x
(nk)
lk
+w
(nk)
lk
(2.5)
where A is a complex diagonal matrix defined as A(nk)
∆
=
D(A(nk,1), · · · , A(nk,Ns)), while the noise vector is w(nk)lk
∆
=
[w
(nk,1)
lk
, · · · , w(nk,Ns)lk ]T .
MIMO techniques are divided in 2 different categories: Open-Loop and
Closed-Loop. In first case the transmitter does not know channel co-
efficients, differently form latter case. Open-Loop include Space-Time-
Coding (STC),in particular Space-Time-Block-Coding (STBC) and Spa-
cial Multiplexing (SM), named in WiMAX respectively Matrix A and
Matrix B. Closed-loop include Eigen-Beamforming technique based on
channel Single-Value-Decomposition (SVD).
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Both Alamouti STBC [22] and Spatial Multiplexing with MMSE tech-
niques, are easily implemented with simple spatial processing that does
not require channel state information at the transmitter side. Therefore,
in the sequel, these schemes are supposed operating with a uniform power
allocation strategy.
2.5.2 Alamouti STBC, Matrix A
For the Alamouti scheme shown in figure 2.12, on each subcarrier, a
single modulated symbol per OFDM symbol period is transmitted (i.e.
Ns = 1), and maximum ratio combining is applied at the receiver. The
I/O relation relevant to the nkth subcarrier in the lkth MIMO-OFDM
block can be equivalently rewritten as1
z
(nk)
lk
=
√
S ||H(nk)||2F x(nk)lk +w
(nk)
lk
, (2.6)
where w
(nk)
lk
is a 1-dimensional Gaussian noise vector with variance
||H(nk)||2F . From 2.4 and 2.6 it is straightforward to derive the post
processing channel gain matrix
A(n) =
√
S D
(
‖H(n)‖2F
)
(2.7)
1For the sake of notation uniformity with the SM case, the I/O scalar relationship
is written as a vectorial equation
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Figure 2.12. Alamouti Scheme.
2.5.3 Spatial Multiplexing with MMSE receiver,
Matrix B
For SM scheme shown in figure 2.13, Nt modulated symbols are trans-
mitted during each OFDM symbol period. Among the various linear
processing techniques which can be applied to the received signal vec-
tor, we focus on the MMSE and ZF strategies, wherein [29] the received
symbol vector is multiplied the following matrices
W(nk) = H(nk)
H
(
H(nk)H(nk)
H
+ σ2n
Nt
Pt
INr
)−1
(2.8)
and
W(nk) = H(nk)
H
(
H(nk)H(nk)
H
)−1
(2.9)
for MMSE and ZF, respectively. In this case, the I/O relationship rel-
evant to the nkth subcarrier in the lkth MIMO-OFDM block can be
expressed as
z
(nk)
lk
=
√
S W(nk)H(nk) x
(nk)
lk
+W(nk)n
(nk)
lk
, (2.10)
which, for the MMSE receiver, can be rewritten as
z
(nk)
lk
=
√
S D
(
W(nk)H(nk)
)
x
(nk)
lk
+
√
S
[
W(nk)H(nk) −D
(
W(nk)H(nk)
)]
x
(nk)
lk
+W(nk)n
(nk)
lk
(2.11)
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Figure 2.13. Spatial Multiplexing with Linear Receiver.
The output is then affected by a colored noise plus inter-stream inter-
ference. In order to simplify the following analysis, the interference is
approximated as additive Gaussian noise as proposed in [37], so that the
covariance matrix of the overall noise w
(nk)
lk
∆
=W(nk)n
(nk)
lk
results
R(nk) = S
[
W(nk)H(nk) −D
(
W(nk)H(nk)
)]
[
W(nk)H(nk) −D
(
W(nk)H(nk)
)]H
+ σ2nW
(nk)W(nk)
H
,(2.12)
while the post processing channel gain matrix is given by
A(n) =
√
S D
(
W(n)H(n)
)
(2.13)
2.5.4 SVD based precoding, Open Loop
SVD precoding/decoding. Assuming CSI available at both the transmit-
ter and the receiver side, it is possible to separate the MIMO channel
into parallel subchannels through singular value decomposition (SVD)
[26]. This techniques, which is also called multiple beamforming (MB)
when combined together with BICM [35], can be easily associated with
OFDM thanks to the equivalent parallel channel model. With SVD pre-
coding/decoding, diversity and spatial multiplexing gain can be trading
by exploiting only the largest Ns eigenvalues of the channel matrix.
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Given the SVD of the channel matrix
H = UΛ1/2VH = [u1 u2 · · ·uNr ] Λ1/2 [v1 v2 · · ·vNt ]H , (2.14)
where U and V are unitary matrices of dimensions Nr × Nr and Nt ×
Nt, respectively, and Λ
1/2 is a diagonal matrix containing the r nonzero
singular values of H in the decreasing order, the SVD-precoding can be
performed exploiting the Ns largest eigenvalues of the channel matrix as
shown in figure 2.14. The I/O relation relevant to the nkth subcarrier in
the lkth OFDM block is
z
(nk)
lk
= U
(nk)
Ns
H
H(nk)V
(nk)
Ns
P(nk)
1/2
x
(nk)
lk
+w
(nk)
lk
, (2.15)
where U
(nk)
Ns
∆
= [u
(nk)
1 · · ·u(nk)Ns ] and V(nk)Ns
∆
= [v
(nk)
1 · · ·v(nk)Ns ] are the pre-
and post- MIMO processing matrices, respectively. Substituting the SVD
decomposition ofH(nk) into (2.15), we obtain the expression of the sample
at the output of the subchannel (nk, qk), given by
z
(nk,qk)
lk
= A(nk,qk)
√
p(nk,qk)x
(nk,qk)
lk
+ w
(nk,qk)
lk
(2.16)
where
A(n,q)
∆
=
√
p(n,q)S λ(n,q), (2.17)
with λ(n,q) the qth eigenvalue of H(n), and A(nk)
∆
= D(A(nk,1) · · ·A(nk,Ns))
representing the post-processing channel gain matrix.
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Figure 2.14. SVD precoding/decoding.
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Chapter 3
Link Error Prediction
methods: EESM and MIESM
3.1 Physical layer abstraction
The objective of the physical layer (PHY) abstraction is to accurately
predict link layer performance in a computationally simple way [12].
In earlier systems where multi-modality was not an option, the role of
performance modeling (obtained analytically or by simulation) was to
simply check whether a given signal design met the pre-specified per-
formance requirements. Once the advances in wireless systems enable
multi-modal and multi-parametric design, the task of link-performance
evaluation comes out in providing a compact and manageable analytic
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representation of the performance results which make feasible the para-
metric optimization problem.
The requirement for an abstraction stems from the fact that simulat-
ing the physical layer links between multiples BSs and MSs in a net-
work/system simulator can be computationally prohibitive. The ab-
straction should be accurate, computationally simple, relatively inde-
pendent of channel models, and extensible to interference models and
multi-antenna processing.
In the past, system level simulations characterized the average system
performance, which was useful in providing guidelines for system layout,
frequency planning etc. For such simulations, the average performance of
a system was quantified by using the topology and macro channel charac-
teristics to compute a geometric (or average) SNR distribution across the
cell. Each subscriber’s geometric SNR was then mapped to the highest
modulation and coding scheme (MCS), which could be supported based
on link level SINR tables that capture fast fading statistics. Current
cellular systems designs are based on exploiting instantaneous channel
conditions for performance enhancement. Channel dependent scheduling
and adaptive coding and modulation are examples of channel-adaptive
schemes employed to improve system performance.
The system level simulation must support a PHY abstraction capability
to accurately predict the instantaneous performance of the PHY link
layer, using statistics as Bit Error Rate (BER) or Packet Error Rate
(PER ).
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A simple approach to estimate the packet error rate (PER) was to divide
the number of erroneous packets by the total number of received packets
during a given observation window.
Like said before, this estimator assumes clearly slow-varying channel but
takes many packets to converge. On the contrary, predicting the future
channel state information (CSI) and deriving from that a PER estimate,
leads to a more accurate evaluation and faster convergence. However,
obtaining the performance of all the possible transmission modes through
full link-level simulations is practically unfeasible, even more so in multi-
carrier systems, such as OFDM, wherein the frequency selective channel
introduces large SNR variation across the subcarriers.
So it’s desirable to have a simple link quality metric (LQM) with only
look-up tables limited to the AWGN performance. One of the most
promising link performance evaluation method to be mentioned is the
effective SNR mapping(ESM) [36].
3.2 Effective SNR Mapping
In order to predict the coded performance, PER for a given received
channel realization across the OFDM sub-carriers used to transmit the
coded block, the post-processing SNR values at the input to the decoder
are considered as input to the PHY abstraction mapping. As the link
level curves are generated assuming a frequency flat channel response at
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given SNR, an effective SNR, SNReff is required to accurately map the
system level SNR onto the link level curves to determine the resulting
PER.
The ESM PHY abstraction is thus defined as compressing the vector of
received SNR values to a single effective SNR value, which can then be
further mapped to a PER number as shown in 3.1.
Figure 3.1. PHY link-to-system mapping procedure.
In general, the ESM PHY abstraction methods can be described [32] as
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follows,
γeff = Φ
−1
{
1
N
N∑
n=1
Φ (γn)
}
In order to describe ESM models , let’s start with the assumption of ideal
channel state information. It’s important to describe the capacity of a
multiple state channel,which can be computed as
I(γeff ) =
∫
I(γ)fSNR(γ)dγ =
∑
i
I(γi)pi
where fSNR(γ) is the probability density function (pdf) for continuous-
valued channel symbol SNR γ and pi is the probability mass function
(pmf) for discrete-valued SNR γi. The goal of effective-SNR mapping
(ESM) is to find
γeff = I
−1
(∫
I(γ)fSNR(γ)dγ
)
= I−1
(∑
i
I(γi)pi
)
the channel capacity is a well-defined term in information theory. In
this case a loose term information measure is used to name the func-
tion I(γ) that characterizes the channel capacity.Some commonly known
information measures are in generic notation:
• Mutual Innformation
IMI(γ) = EXY
log2 P (X|Y, γ)∑
x
P (X)P (Y |X, γ)

where X is the binary input and Y is the channel output.
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• IACC AWGN channel capacity
IACC(γ) =
1
2
log2(1 + γ)
Notice that the channel input is not constrained on a given modu-
lation format.
• Cutoff rate IR0
IR0(γ) = 1− log2(1 + e−γ/2)
• Linear SNR Value,it is common used directly as an information
measure, i.e.
Ilin(γ) = γ
• SNR value in dB Ilog
Ilog(γ) = log2(γ)
• Exponential information measure IEXP
IEXP (γ) = 1− e−γ
The above information measures are plotted in 3.2. Notice that, in order
to compare the shape of information measure functions, these curves has
been shifted such that they coincide at the (0dB,0.5) point.
Among the six curves in Fig3.2, there are mainly two characteristics: con-
vexity and sigmoid (S-shape). The AWGN channel capacity, linear and
logarithmic SNR are convex functions of γ . The mutual information and
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Figure 3.2. Different Information Measure vs SNR dB.
the cutoff rate are sigmoidal. Given the modulation format, the amount
of information that a channel can pass should follow the sigmoidal curves
instead of the unbounded AWGN channel capacity. There may not exist
an exact information measure for practical channel codes; nevertheless,
the information measure should be bounded by the modulation format
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and the given bandwidth. It is predictable that, as the SNR gets higher,
a convex function will overestimate the information that can be deliv-
ered. Particularly, logarithmic ESM also underestimates the information
at low SNR. It is expected that practical channel codes with a given
modulation format will be better modeled by sigmoidal curves. Espe-
cially, for channel code with performance close to channel capacity under
a fixed modulation format, the mutual information would better describe
the information delivered by the given channel symbol SNR. Therefore,
the key to effective-SNR mapping should lie in the sigmoidal property of
the information measure.
So, the aim of the ESM technique is to predict the data link layer perfor-
mance (e.g. PER) of a coded transmission through a single (scalar) SNR
value γeff related to an “equivalent” coded system operating over an
AWGN channel. The quantity γeff compresses the multicarrier channel
state, or in other words, the set of the instantaneous received SNR levels
experienced by the active subchannels γ
∆
=
[
γ(c0), γ(c1), · · · , γ(c|Ψ|−1)]T ,
with γ(c)
∆
=
|A(c)|2
σ
(c)
w
2 , c ∈ Ψ representing the index pair indicating the posi-
tion of the subcarrier within the OFDM spectrum and the MIMO stream
of the selected subcarrier, respectively, so that the equality condition
PERAWGN(γeff) = PER(γ)
refer to the AWGN equivalent system and that to be modelled, respec-
tively. Hence, according to the specific rule adopted to map the array
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γ into the scalar γeq, a number of ESM-based abstraction methods may
come up with different level of performance capability
3.3 EESM
The effective SNR γEESM of the EESM is derived applying the Union-
Chernoff bound [30], [31], [44] with the binary system restriction.
The union bound of symbol error probability Ps is given by
Ps ≤
∞∑
d=dmin
αdPEP (d, γ)
where γ is signal-to-noise ratio (SNR) per symbol, dmin is the minimum
distance of the binary code, αd is the number of codewords with Hamming
weight d and PEP (d, SNR) is the pair wise error probability for a given
Hamming distance d and SNR. For BPSK transmission under an AWGN
channel, PEP is equal to
PEPBPSK(d, γ) = Q
(√
2dγ
)
The Chernoff bound of this is given by
Q
(√
2dγ
)
≤ exp(−dγ)
And continuing
PEPBPSK(d, Sγ) ≤ Q
(√
2d · γ
)
For QPSK, similarly, PEP is given by:
PEPQPSK(d, γ) = Q
(√
d · γ
)
≤ exp
(
−d · γ
2
)
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For 16QAM and 64QAM, the closed form solution is given by a sum
of Q functions(cit). However, if Gray mapping is employed, then the
PEP approximation for 16QAM and 64QAM can be given by a single Q
function which can be generalized as,
PEPM(d, γ) ≈ Q
(√
d · γ
b
)
≤ a exp
(
−d · γ
b
)
where a and b are generic constant which depend on the M-ary modu-
lation and the approximation is accurate for high SNR. Without loss of
generality, the SISO-OFDM system model is considered for the deriva-
tion of γeff . Since the output is considered as the output of an equivalent
Gaussian channel, the probability of at least one pairwise error for N
Gaussian channels is
PEPM
(
d,
(
γ(0) .... γ(N−1)
))
= 1−
N−1∏
k=0
(
1− PEP (d, γ(k)))
≤ 1−
N−1∏
k=0
(
1− a exp
(
−d · γ
(k)
b
))
≤ 1−
[
1−
N−1∑
k=0
a exp
(
−d · γ
(k)
b
)]
=
N−1∑
k=0
a exp
(
−d · γ
(k)
b
)
(3.1)
Now, the aim is to and a scalar LQM γeff , such that it fulfills the con-
dition provided before. So, taking mean of last equation such that the
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single scalar γeff can map the set of N SNRs as given below
PEPM (d, γeff ) ≈
(
1
N
)
PEPM
(
d,
(
γ(0) .... γ(N−1)
))
PEPM (d, γeff ) ≈
(
1
N
)N−1∑
k=0
a exp
(
−d · γ
(k)
b
)
a exp
(
−d · γ
(k)
b
)
=
(
1
N
)N−1∑
k=0
a exp
(
−d · γ
(k)
b
)
(−d
b
)
γeff = log
((
1
N
)N−1∑
k=0
exp
(
−d · γ
(k)
b
))
γeff =
(−b
d
)
log
((
1
N
)N−1∑
k=0
exp
(
−d · γ
(k)
b
))
γeff = −βog
((
1
N
)N−1∑
k=0
exp
(
−γ
(k)
β
))
where β has to be numerically optimized. The reason is that the deriva-
tion of γeff starts with Chernoff upper bound which is not a tight bound
for low SNR regime[cit] and other approximations are also used. So, a
suitable β is not found to be equal to b/d after optimizing numerically.
Thus, β is a correction factor which minimizes the mismatch between
the actual PER and the estimated PER. Various optimization criteria
are conceivable to compute β.
3.3.1 Simulation results
In this section are presented the graphics of simulation results for EESM
physical abstraction, and values of tuning factor βopt. The signal ex-
periences either the afore mentioned 6-tap channel in SISO and MIMO
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with Nr = Nt = 2 antennas, with each path modeled as an independent
Rayleigh channel. The values of the adjusting factor β, tabulated in Ta-
ble 3.1 and Table 3.2, has been calculated through a least-squares fit [35]
:
βopt = argmin
β
(
Nc∑
c=1
|10 log10 γeff (β, PERi)− 10 log10 γAWGN (PERAWGN )|2
)
(3.2)
The variable Nh denotes the number of different channel realization taken
into account in optimization process, PERi is the measured packet error rate
derived from a link level simulation with a fixed channel realization i, and
PERAWGN is the target packet error rate,which is acquired from a link level
simulation in AWGN channel and is used to create the look-up table. Gener-
ally, not all collected data from link level simulation are relevant or sufficiently
reliable. Since the number of transmitted packets for each realization channel
is 100000, it is sensible to limit the set of γeff,i(β, PERi) so as PER interval is
PERi ∈ [0.01 : 0.95]
The points of PER used for calibration in following graphics ( 3.3,3.4 3.5,3.6
) are variable around 600 for each modulation and coding scheme. EESM
abstraction is related to M-QAM AWGN curves withM = (4, 16, 64) For high
modulation order, like MCS 5,6,7,8, it is evident the different slope of AWGN
reference curves and cloud of PER values vs Effective SNR, which denote not
much accuracy in prediction for PER in multipath channel.
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Figure 3.3. PER vs EESM abstraction 4QAM
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Mode βopt
1 1.77
2 1.83
3 6.65
4 7.96
5 19.74
6 28.08
7 29.09
8 32.5
Table 3.1. Optimum tuning factor β table for SISO case
Mode βopt
1 SM 1.79
3 SM 6.65
5 SM 20.21
5 STBC 18.71
Table 3.2. Optimum tuning factor β table for MIMO case
3.4 MIESM
The accuracy of a mutual information-based metric depends on the equivalent
channel over which this metric is defined. Capacity is the mutual information
based on a Gaussian channel with Gaussian inputs. Modulation constrained
capacity is the mutual information of a ”symbol channel” (i.e. constrained by
the input symbols from a complex set).
The mutual information (MI) of the coded bit is dependent on the actual
constellation mapping. The MI of each bit-channel is obtained and averaged
across the bits in a QAM symbol. After encoding (e.g. Turbo or CTC),
a binary coded bit stream is generated before QAM mapping. The QAM
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modulation can be represented as a labeling map , where is the set of -tuples,
to represent QPSK, 16 and 64-QAM, of binary bits and is the constellation.
Given the observation corresponding to the QAM symbol in a codeword, the
demodulator computes the log-likelihood ratio (LLR) of the bit comprising
the symbol via the following expression (where the symbol index is dropped
for convenience)
Lk(bk) = log
P (z(nk)lk |bk = 1)
P (z(nk)lk |bk = 0)

When the coded block sizes are very large in a bit-interleaved coded mod-
ulation system, the bit interleaver effectively breaks up the memory of the
modulator, and the system can be represented as a set of parallel indepen-
dent bit-channels ?[39]. Due to the asymmetry of the modulation map, each
bit location in the modulated symbol experiences a different ’equivalent’ bit-
channel. In the above model, each coded bit is randomly mapped (with prob-
ability ) to one of the bit-channels. The mutual information of the equivalent
channel can be expressed as: I(b,L) = 1m
m∑
i=1
I(bi,L(bi)) where I(bi,L(bi)) is
the mutual information between input bit and output L for bit in the modu-
lation map of a M (n) QAM.
More generally, however, the mean mutual information - computed by con-
sidering the observations over symbols (or channel uses) - over the codeword
may be computed as
MI =
1
mN
N∑
n=1
m∑
i=1
I
(
b
(n)
i ,L
(
b
(n)
i
))
The mutual information function is, of course, a function of the QAM symbol
SINR, and so the mean mutual information (MMIB) may be alternatively
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written as
MI =
1
N
N∑
n=1
Im (γn)
The mean mutual information is dependent on the SNR on each modulation
symbol and the code bit (or i-th bit channel), and varies with the constellation
order . Accordingly, the relationship is required for each modulation type
and component bit index in order to constructIm (γn) For BPSK/QPSK, a
closed form expression is given in [39]-[40], which is a non-linear function
that can be approximated in polynomial form. For the particular case of
BPSK/QPSK, the function would be the same as that obtained by defining
the mutual information of a symbol channel (symbol channel is just a bit
channel for BPSK).
For BPSK, conditional LLR PDF is Gaussian and the MIB can be expressed
as
J(x) ≈
 a1x
3 + b1x2 + c1x, ifx ≤ 1.6363
1− exp(a2x3 + b2x2 + c2x+ d2) if1.6363 ≤ x ≤ ∞
wherea1 = −0.04210661, b1 = 0.209252 and
c1 = −0.00640081
for the first approximation, and where
a2 = 0.00181492, b2 = −0.142675, c2 = −0.0822054
d2 = 0.0549608
for the second approximation.
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The inverse function needed for the effective SINR computation is given by
J−1(y) ≈
 a3y
2 + b3y + c3
√
y, if0 ≤ y ≤ 0.3646
a4 loge [b4 (y − 1)] + c4y if0.3646 < y ≤ 1
where a3 = 1.09542 b3 = 0.214217 c3 = 2.33727 a4 = −0.706692, b4 =
−0.386013 c4 = 1.75017 It can be shown that the LLR PDFs for any other
modulation can be approximated as a mixture of Gaussian distributions that
are non-overlapping at high SINR. It then follows that the corresponding MIB
can be expressed as a sum of functions, i.e
Im (x) =
K∑
k=1
akJ (ckx) and
K∑
k=1
ak = 1
We will use this parameterized function for expressing all non-linear MIB
functions. The corresponding parameters themselves would be a function of
the modulation
The optimized functions for QPSK, 16-QAM and 64-QAM are given in
I2(γ)(QPSK)) J(2
√
γ)(Exact)
I4(γ)
1
2
J
(
0.8
√
γ
)
+ 1
4
J
(
2.17
√
γ
)
+ 1
4
J
(
0.965
√
γ
)
I6(γ)
1
3
J
(
1.47
√
γ
)
+ 1
3
J
(
0.529
√
γ
)
+ 1
3
J
(
0.366
√
γ
)
Table 3.3. MIESM
Lookup tables for the AWGN reference curves for different MCS levels can be
used in order to map the MMIB to PER
Differently from the EESM, the MIESM quality model (shown in figure 3.7),
presents two independent models for coding and modulation mapping [34], [33],
where the model specific function can be expressed as [12]:
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I(γ(c),m(c)) = m(c)−
− 1
2m(c)
∑
x∈χ(c)
EU
log2
1 + ∑
x˜∈χ(c),x˜6=x
exp
[
−|x˜− x+ U |
2 − |U |2
1/γ(c)
]
(3.3)
being χ(c) the M-QAM symbols constellation on the subchannel c and U a
zero mean complex gaussian variable with variance 1/(2γ(c)).
Figure 3.7. MIESM quality model structure
Unfortunately, since a simple closed form is not available, polynomial approx-
imations for QPSK, 16QAM and 64QAM have been proposed (see [12]).
The modulation model, simply maps the post processing SNR into the cor-
responding amount of mutual information. On the other hand, the coding
model firstly collects the total mutual information within one coding block.
Assuming the codec to have uniform protection for all the coded bit within
a coding block, the coding model normalizes the accumulated mutual infor-
mation of the coded bits of the block, denoted as RBIR (received Bit Mutual
Information Rate) [33], expressed as
RBIR ∆=
1∑
u∈Ψm(u)
∑
c∈Ψ
I(γ(c)/β,m(c)), , (3.4)
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β being a scaling factor depending on the adopted coding scheme. This final
association is independent of the modulation scheme and make possible com-
puting the link quality model for cases where the OFDM symbol comprises of
mixed modulation symbols. As final step, the RBIR is mapped into the PER
quality metric so that the effective SNR γMIESM can be provided as
γMIESM
∆= βI−1(RBIR,m), (3.5)
wherem is the chosen modulation size value for the AWGN performance curve
used as the reference. This mapping function is non-linear, so it is computed
a table wich shown SNR to RBIR mapping, for our case scenario.
Table can be found in Appendix A, and refers to
γ(c) ∈ {−10 : 0.1 : 30}
where γ(c) is expressed in dB for a 401 points table for each modulation order.
In order to derive the mapping between RBIR and BLER, the following steps
may be considered:
1) Calculate the effective SNR (γMIESM) based on RBIR and Table
2) Reference the AWGN link performance curves to obtain the
mapping between SNR and PER
3)Use the γeff obtained in Step 1 and the mapping obtained in
Step 2 to derive the mapping between γMIESM and BLER
It is worth remarking that the mapping related to the coding model is indepen-
dent of the modulation scheme and allows the MIESM link quality prediction
to be defined also for systems wherein the coded block may include symbols
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with mixed modulation order. Although an adjusting factor β is included in
the analysis of MIESM for the coding model, it has been demonstrated in [33]
that the model provides accurate PER estimate even if this factor is omitted.
However β is calibrated, so a βopt is computed with same criterion as in EESM
section.
3.4.1 Numerical Results
The MIESM abstraction methods is consistently better than EESM abstrac-
tion. Various simple motivations allow to explain that. The results shown in
3.8, 3.9, 3.10, 3.11 speak for themselves. Good accuracy for error prediction
and good performances make MIESM a reliable candidate for link error pre-
diction in 802.16m Standardization . Calibration results for tuning factor β
tabled in Table 3.4 Table 3.5 are similar to what found in literature like paper
published by Blankenship et al.
Mode βopt
1 1.15
2 1.08
3 1.14
4 1.05
5 1.03
6 1.07
7 0.98
8 1.03
Table 3.4. Optimum tuning factor β table for SISO case
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Mode βopt
1 SM 1.15
3 SM 1.09
5 SM 1.08
5 STBC 0.90
Table 3.5. Optimum tuning factor β table for MIMO case
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Chapter 4
Novel Packet Error Rate
prediction method: kESM
4.1 Intro to κESM
In this section, the focus is to explain a novel PER prediction scheme for BIC-
OFDM transmission links over frequency-selective channels based on the novel
concept of κESM (cit). Differently from the conventional ESM methods, the
κESM relies on an accurate evaluation of the PEP figure through the statistical
description of the BIC log-likelihood metrics, thus offering an efficient accuracy
versus manageability tradeoff.
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4.2 PEP Analysis
Let first consider two distinct codewords, i.e., two sequences of coded binary
symbols which originate from the same state of the code and merge after d
trellis steps, and let denote them as two d-dimensional arrays b and b′, whose
kth elements are bk and b′k, respectively.
bˆ denote a codeword at the decoder output. Recalling the system model
description outlined in the previous chapter, the discrete-time signal relevant
to the subchannel (n, q) in the lth OFDM block can be equivalently expressed
as
z
(n,q)
l =
√
γ(n,q)x
(n,q)
l + n
(n,q)
l , (4.1)
where γ(n,q) is the post-processing SNR experienced on the subchannel (n, q)
and n(n,q)l is a Gaussian RV with variance σ
2
n = 1 representing the equivalent
noise contribution. Resorting to a vectorial notation, the I/O relationship
relevant to the nth subcarrier of the lth MIMO-OFDM block can be expressed
as
z(n)l = Υ
(n)1/2 x(n)l + n
(n)
l (4.2)
where Υ(n) is a diagonal matrix defined as Υ(n) ∆= D(γn,1, · · · , γn,Ns), while
the noise vector is nnl
∆= [n(n,1)l , · · · , n(n,Ns)l ]T .
The aim of this sub-section is to evaluate the Pairwise Error Probability
(PEP), defined as
PEP
∆= Pr
{
bˆ = b′|b,Υ
}
, (4.3)
where Υ is a block diagonal matrix defined as Υ ∆= D(Υ(1), · · · ,Υ(N)). In case
of ideal CSI, i.e., assuming that the actual value of the post processing SNR
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matrix Υ is known, the BICM log-likelihood metric for the kth coded binary
symbol at the decoder input can expressed as
Lk = log
∑
x˜∈χ(ik,nk,qk)
b′
k
p
(
z
(nk,qk)
lk
|x(nk,qk)lk = x˜,Υ
)
∑
x˜∈χ(ik,nk,qk)bk
p
(
z
(nk,qk)
lk
|x(nk,qk)lk = x˜,Υ
) (4.4)
where
p
(
z
(nk,qk)
lk
|x(nk,qk)lk = x˜,Υ
)
∝ exp
−
∣∣∣z(nk,qk)lk −√γ(nk,qk)x˜∣∣∣2
σ2n
 (4.5)
is the Gaussian-shaped Probability Density Function (p.d.f.) of the received
sample value, conditioned on the transmitted symbol x˜ and on the post-
processing SNRs Υ, while χ(i,n,q)a represents the subset of all the M-QAM
symbols belonging to χ(n,q) whose ith label bit is equal to a. By replacing
(4.5) into (4.4) (and recalling that σ2n = 1), the log-likelihood metric Lk can
be rewritten as
Lk = log
∑
x˜∈χ(ik,nk,qk)
b′
k
exp
(
−
∣∣∣z(nk,qk)lk −√γ(nk,qk)x˜∣∣∣2)∑
x˜∈χ(ik,nk,qk)bk
exp
(
−
∣∣∣z(nk,qk)lk −√γ(nk,qk)x˜∣∣∣2) . (4.6)
Under the assumption of ideal interleaving, the BICM subcarriers behave as
a memoryless BIOS channels and the PEP can be computed as the tail prob-
ability [25]
PEP = Pr
{
d∑
k=1
Lk > 0
}
= Pr {Θ > 0} , (4.7)
where is defined Θ ∆=
∑d
k=1 Lk. Unfortunately, the computation of (4.7) by the
p.d.f. of Θ reveals too involved. It is resorted then to the Moment Generating
Function (m.g.f.) of the RV Θ, which is given by
MΘ (s)
∆= EΘ {exp (sΘ)} = [ML (s)]d , (4.8)
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whereML (s)
∆= ELk {exp (sLk)} is the m.g.f. of the RV Lk, and it is exploited
the fact that the LLRs Lk are Independent and Identically-Distributed (i.i.d.)
RVs. By this way, the PEP can be evaluated by using the following integral1
[41]
PEP =
1
2pi
∫ σ+∞
σ−∞
MΘ (s)
ds
s
=
1
2pi
∫ σ+∞
σ−∞
[ML (s)]d
ds
s
. (4.9)
From (4.6), the m.g.f. to be used in (4.9), turns out
ML (s) = Ek


∑
x˜∈χ(ik,nk,qk)
b′
k
exp
(
−
∣∣∣z(nk,qk)lk −√γ(nk,qk)x˜∣∣∣2)∑
x˜∈χ(ik,nk,qk)bk
exp
(
−
∣∣∣z(nk,qk)lk −√γ(nk,qk)x˜∣∣∣2)

s , (4.10)
where the statistical expectation is to be taken with respect to all those pa-
rameters that depend on the index k.
Substituting the expression of the subcarrier output (4.1), and under the as-
sumption of ideal CSI
ML (s) =
Ek


∑
x˜∈χ(ik,nk,qk)
b′
k
exp
(
−
∣∣∣√γ(nk,qk) (x(nk,qk)lk − x˜)+ n(nk,qk)lk ∣∣∣2)∑
x˜∈χ(ik,nk,qk)bk
exp
(
−
∣∣∣√γ(nk,qk) (x(nk,qk)lk − x˜)+ n(nk,qk)lk ∣∣∣2)

s
Similarly to the approach suggested in [25], the m.g.f. can be upper-bounded
and, it is also demonstrated that, at high SNRs, the bound is dominated by the
term relevant to the nearest neighbor (in the sense of Euclidean distance) of
1In (4.9), σ is any real number which ensures that the contour path lies in the
region of convergence.
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x
(nk,qk)
lk
in the complementary subset χ(ik,nk,qk)
b′k
. As a consequence, it’s applied
the Dominated Convergence Theorem (DCT) [25], [28] obtaining
ML (s) ' Ek
{
exp
(
−γ(nk,qk)d2
(
x
(nk,qk)
lk
, x
) (
s− s2))} , (4.11)
where x is the nearest neighbor of x(nk,qk)lk in the complementary subset
χ
(ik,nk,qk)
b′k
, and d(y, w) is the Euclidean distance between the complex-valued
symbols y and w. Let us note that, for Gray mapping rule, the distance
d2(x(nk,qk)lk , x) can be expressed as
d2
(
x
(nk,qk)
lk
, x
)
∆=
(
∆(nk,qk)d(nk,qk)min
)2
, (4.12)
where d(nk,qk)min is the minimum Euclidean distance between the symbols in the
complete QAM set χ(nk,qk) associated with the nkth subcarrier, and ∆(nk,qk)
is a positive integer coefficient. The statistical expectation in (4.11) shall be
evaluated with respect to the possible values of the transmitted symbol x(nk,qk)lk
and to the possible position of the coded binary symbol bk into the label of
the QAM symbols of the complementary subset. Now, let us note that, for
each subchannel c ∆= (n, q), there are m(c) label bits, and each label bit has
2m
(c)
/2 symbols on its complementary subset, so that the number of terms
to be averaged results m(c) · 2m(c)−1. However, it can be easily verified that
there are only m(c)/2 distinct values. For example, assuming for the sake
of simplicity a 16QAM modulation, we have 32 terms, of which 24 are at
distance d(c)
2
min, and 8 are at distance 2d
(c)2
min. Thus, by averaging with respect
to the binary coded symbol index k, the it’s ended up with
ML (s) '
∑
c∈Ψ
Pr (c)
m(c)2m(c)−1
K∑
∆=1
ψ(c)(∆) · e−γ(c)
(
∆·d(c)min
)2
(s−s2)
, (4.13)
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where Ψ is the subspace containing all the possible values of the pair c = (n, q),
with 1 ≤ n ≤ N , 1 ≤ q ≤ Ns,
Pr (c) ∆=
m(c)
MTOT
(4.14)
is the probability that a codeword bit is sent through the subchannel c in the
case of ideal random interleaving, MTOT
∆=
∑
u∈Ψm
(u) is the total number of
bits transmitted during an OFDM symbol period and ψ(c)(∆) is the number
of symbols at distance ∆ · d(c)min in the complementary subset.
4.2.1 Gaussian Approximation
A simple way to estimate the PEP integral (4.9) is the so called Gaussian
approximation, expressed by [25]
PEP ' Q
(√
−2d κL (sˆ)
)
, (4.15)
where κL(·) is the Cumulant Generating Function (c.g.f.) defined as
κL (s)
∆= logML (s) , (4.16)
and sˆ is the so-called ”saddlepoint”, which is defined as that value for which
κ′(sˆ) = 0 [42]. In the case of BIOS channels, we have sˆ = 1/2 [43], so that
κL (sˆ) ' log
∑
c∈Ψ
1
MTOT 2m
(c)−1
K∑
∆=1
ψ(c)(∆) · e−
γ(c)
(
∆·d(c)
min
)2
4
 . (4.17)
Let us notice that approximation (4.15) is actually the zero-th order of the
Lugannani-Rice asymptotic series [38], and corresponds to the PEP of an
equivalent system with binary modulation (labelled as Equivalent Binary Mod-
ulation, EBM) that experiences a simple AWGN channel with SNR
SNREBM
∆= −κL (sˆ) . (4.18)
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According to the results above, the Gaussian approximation can be rewritten
as
PEP ' Q
(√
2d SNREBM
)
= Q

√√√√√√−2d log∑
c∈Ψ
K∑
∆=1
ψ(c)(∆)e−
γ(c)
(
∆·d(c)
min
)2
4
MTOT 2m
(c)−1

(4.19)
4.2.2 κESM definition
Recalling that eqn. (??) corresponds to the PEP of an equivalent system with
binary modulation that experiences a simple AWGN channel. For maximum-
likelihood decoding, the packet error probability (PER) of linear binary codes
over BIOS channels can be estimated by using the union-bound. Thus, explic-
itly indicating the dependence of the PEP on the distance d and on the post
processing SNR matrix Υ, PER can be upper-bounded as
PER (Υ) ≤
Nc∑
d=dfree
ω (d)PEP (d,Υ) (4.20)
where ω (d) is the weight of all error events at Hamming distance d, and dfree is
the minimum distance between two codewords. Thus, the PER performance
can estimated by computing the PEP . These considerations suggest then the
choice of a LQM based on the c.g.f. for the BIC-OFDM system considered.
Figure 4.1 depicts the proposed link quality model structure carried out from
the previous consideration, showing two separate models for modulation and
coding. The modulation model gives the m.g.f. evaluated at the saddlepoint
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Figure 4.1. κESM quality model structure.
relevant to a certain modulation scheme over an AWGN channel with SNR
γ. The m.g.f. is estimated by a weighted sum of exponential functions. For
this reason, in the sequel, the modulation model is tagged as ”exponential
modulation model” (EMM), which can be expressed as
EMM (c)
∆=
K∑
∆=1
ψ(c)(∆)
2m(c)−1
· e−
γ(c)
(
∆·d(c)
min
)2
4 βcod , (4.21)
where βcod is an optimization factor which depends only on the particular
coding scheme/rate. The coding model is obtained by firstly collecting and
normalizing the moment generating functions and, eventually, taking the nat-
ural logarithm. The resulting equivalent SNR value, given by
γκESM
∆= −βcod log
(
1
MTOT
∑
c∈Ψ
EMM (c)
)
, (4.22)
is then mapped into a PER number. Let us remark that, being separated the
modulation and coding scheme, the κESM allows an accurate PER prediction
also in the case of mixed modulation.
As suggested in [25], let us determine the asymptotic value of the quantity
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κL (sˆ) /S as
lim
S→∞
κΛ (sˆ)
S
= lim
S→∞
−
log
∑
c∈Ψ
Pr(c)
m(c)2m
(c)−1
∑K
∆=1 ψ
(c)(∆) · e−
γ(c)
(
∆·d(c)
min
)2
4

S
. (4.23)
If we define
xn
∆= log Pr (n)− p(n)/γ(n) = log Pr (n)− p
(n)S|H(n)|2d(n)min
2
4
, (4.24)
the asymptotic value (4.23) can be rewritten as
d2∞ = lim
S→∞
−
log
(∑N
n=1 exp (xn)
)
S
. (4.25)
Notice that for S →∞, we have
xn → −p
(n)S|H(n)|2d(n)min
2
4
. (4.26)
Now, the expression of the Jacobian logarithm is derived at the numerator of
(4.25). We start by recalling that the Jacobian logarithm for a two-variable
case is
log (ex1 + ex2) = max {x1, x2}+ log
(
1 + e−|x1−x2|
)
. (4.27)
Without loss of generality, let assume that the N -variable sequence {xn}Nn=1
is sorted in a decreasing order (i.e., x1 > x2 > . . . > xN ), and let
y1
∆= x1 = max{xn}, (4.28)
and
yn
∆= xn − xn−1 , 1 < n ≤ N. (4.29)
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Notice that, due to the decreasing order sorting, yn < 0, for 1 < n ≤ N . For
S →∞, we have
yn → p
(n−1)|H(n−1)|2d(n−1)min
2 − p(n)|H(n)|2d(n)min
2
4
(4.30)
∆= −|K| · S (4.31)
with K an opportune coefficient, 1 < n ≤ N . The Jacobian logarithm for the
N -variable case can be cast into the following recursive form
log
(
N∑
n=1
exp (xn)
)
= y1 + ² (y2 + ² (y3 + · · ·+ ² (yN−1 + ² (yN )))) , (4.32)
where it’s defined
² (α) ∆= log (1 + eα) . (4.33)
Recalling the following property
lim
α→−∞ ² (α) = 0, (4.34)
for S →∞, then
log
(
N∑
n=1
exp (xn)
)
→ y1 = x1 = max {xn} . (4.35)
The asymptotic value (4.25) becomes then
d2∞ = lim
S→∞
−max (xn)
S
= lim
S→∞
−max
(
log Pr (n)− p(n)/γ(n))
S
= lim
S→∞
min
(
p(n)/γ(n) − log Pr (n))
S
. (4.36)
Recalling (??)
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we get
d2∞ = lim
S→∞
min
(
p(n)S|H(n)|2d(n)min
2
/4− log Pr (n)
)
S
=
min
(
p(n)|H(n)|2d(n)min
2
)
4
. (4.37)
Such a result shows that, at the limit for large SNR, the error probability
decays exponentially with SNR and the BIC-OFDM system behaves as a
binary modulation, as conjectured in the previously.So, the decay of the in-
stantaneous PER for increasing signal-to-noise ratio has exponential nature.
Moreover the estimated PER obtained through the κESM methodology pre-
serves the asymptotic slope properties of the actual instantaneous PER.
4.3 Numerical Results
The approach for simulation of link performance, system parameters and
methodology are the exact the same as MIESM and EESM section made
by a c++ scripts. The only difference are the AWGN reference curves, which
are BPSK at different rate. Now, in order to compare κESM with the others
methods, when the β value used into the model is been achieved, the accuracy
of the link performance prediction model is quantified by evaluating the com-
plementary cumulative density function (CCDF) of the effective SNR error
defined as :
²γ = γeff,i(β, PERi)|dB − γAWGN(PERAWGN)|dB (4.38)
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Complementary density function is generally defined as
Fc(εγ) = 1− F (εγ)
where
F (εγ) =
εγ∫
−∞
fε(τ)dτ
4.3.1 SISO case
The comparison between the three abstraction methods for a single transmit-
ting and receiving antenna case is shown from figure 4.2 to 4.5. For mode
1 (e.g. 4-QAM modulation and coding rate R = 1/2) the performances are
almost the same for each abstraction. Error prediction does not strictly de-
pend on choosing a specific method. Corresponding CCDF graph relevant to
mode 1 in figure 4.2 shows that only 5% of absolute errors are more than
0.16 in the worst case (EESM) and around 0.11 in the best case (MI-ESM
and κESM). Remarkable differences can be found for mode 3 (e.g. 16-QAM
Rc = 1/2). Especially EESM abstraction does not follow the slope of the
AWGN reference curve for decreasing PER values, so an evident cross point
occurs. Therefore, it is worth noting that in CCDF figure the 95% of errors are
lower than 0.40, unlike MI-ESM or κESM, which yield a corresponding value
around 0.11. Generally, for higher modulation orders, EESM exhibit worse ac-
curacy than κESM and MIESM, whose performances are comparable. In some
cases, κESM is even slightly superior than MIESM. Considering mode 5 for a
CCDF level of 0.05, the κESM yields an absolute error of 0.20, whereas for the
MIESM an error around 0.23 is obtained. Exponential mapping is not worth
mentioning. Examining CCDF graphics of MCS 7 and MCS 8 we could notice
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better results by the novel abstraction method, with gaps of 0.07 dB and 0.03
dB respectively, despite 64-QAM is been employed as modulation format. Due
to statements mentioned above, we could not get these considerations straight
by observing figure 4.4 and 4.5 (mode 5 and mode 7) except for EESM case.
MIESM and κESM abstractions do not seem to differentiate clearly. Focusing
on the case in which these two models are not optimized through tuning factor,
e.g. 64-QAM with different code rate, noting that κESM is almost unsensitive
to tuning factor in mode 5 case, and comparable to MIESM in case of higher
coding rate. However, adjusting factor for κESM depends only on coding rate,
unlike MIESM, which needs an optimization factor for different modulation
orders.
4.3.2 Testcase B: MIMO case
Figure ?? and figure 4.10 show results concerning MIMO transmission system,
SM with MMSE receiver and STBC with MRC receiver, employing κESM ,
MIESM and EESM abstraction methodology. SM technique produces a large
frequency selectivity with respect to the STBC technique, making an accurate
PER prediction more troublesome. For mode 5 with SM (STBC) there is
considerable improvement of κESM compared to MIESM. The gap is around
0.10 dB, κESM yields an error lower than 0.20 dB (0.05 dB) for the 95% of
all cases. The good quality of κESM error prediction is also recognizable in
PER vs Effective SNR, figure 4.7.
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Chapter 5
Goodput based Adaptive
Modulation and Coding
5.1 Introduction
When a system does not adapt the transmission parameters to the actual
channel conditions, the designer must consider a fixed link margin to maintain
acceptable performance also in the worst case channel condition. As appar-
ent, this strategy leads to a very inefficient utilization of the bandwidth. Link
resources adaptation (LRA) has therefore received a considerable attention as
an effective tool for improving the spectrum efficiency of next-generation high-
speed wireless links over fading channels. According to the LRA paradigm,
some link parameters including data rate, transmit power and code rate or
scheme, are adaptively modified according to the channel fading dynamics, so
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as to make an as high as possible efficient usage of the available resources. The
idea of adapting transmission parameters according to the channel variations
was first proposed in the late sixties and early seventies [8], [9]. However,
mainly due to hardware constraints and lack of reliable channel estimation
techniques, the interest on these techniques has grown only in recent years
when these issues became less constraining (see [10] and reference therein) As a
result, many current and upcoming wireless systems such as IEEE 802.16e/m,
IEEE 802.11n and 3GPP-LTE, as well as research activities such as WINNER
and WINNER/II projects are using or planning to use adaptive transmission
techniques ( [11] – [13], [49], [48]). A promising approach to provide spectrally
efficient and flexible data rate access is called adaptive modulation technique
which adapts the modulation parameters and the transmission power accord-
ing to the instantaneous channel conditions, [14], [15]. A further degree of
freedom can be obtained by using different channel code rates (i.e. by using
rate-compatible punctured convolutional (RCPC) codes) to provide different
amounts of coding gain to the transmitted bits, [16], [17]. For example a
stronger error correction code may be used for harsh propagation conditions,
while a weaker code may be used for favorable channel conditions. The joint
use of adaptive modulation and adaptive coding techniques, commonly re-
ferred to adaptive modulation and coding (AMC), has gained attention as an
enticing technique to increase spectral efficiency for 3rd generation wireless
systems. In practical systems, a pragmatic AMC technique involves the selec-
tion of the “best suited” modulation and coding scheme (MCS) pair for the
current channel status.
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5.2 Adaptive Modulation Technique
In variable-rate modulation the data rate is varied relative to the channel
gain. This can be done by fixing the symbol rate of the modulation and using
multiple modulation schemes or constellation sizes, or by fixing the modulation
(e.g. BPSK) and changing the symbol rate. Symbol rate variation is difficult
to implement in practice since a varying signal bandwidth is impractical and
complicates bandwidth sharing. In contrast, changing the constellation size or
modulation type with a fixed symbol rate is fairly easy, and these techniques
are used in current systems. In this work we consider variable rate QAM
transmission, where the number of QAM levels is varied according to the
channel status and the quality criteria adopted [14].
5.3 Adaptive Coding Techniques
In adaptive coding different channel codes are used to provide different
amounts of coding gain to the transmitted bits. For example a stronger er-
ror correction code may be used for harsh propagation conditions, while a
weaker code may be used for favorable channel conditions. A possible imple-
mentation for adaptive coding can be obtained by multiplexing together codes
with different error correction capabilities. However, this approach requires
that the channel remain roughly constant over the block length or constraint
length of the code [17]. On such slowly-varying channels adaptive coding
is particularly useful when the modulation must remain fixed, as may be the
case due to complexity or peak-to-average power ratio constraints. An alterna-
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tive technique to code multiplexing is rate-compatible punctured convolutional
(RCPC) codes [19]. RCPC codes consist of a family of convolutional codes at
different code rates R. The basic premise of RCPC codes is to have a single
encoder and decoder whose error correction capability can be modified by not
transmitting certain coded bits (e.g. puncturing the code). Moreover, RCPC
codes have a rate-compatibility constraint so that the coded bits associated
with a high-rate (weaker) code are also used by all lower-rate (stronger) codes.
Thus, to increase the error correction capability of the code, the coded bits of
the weakest code are transmitted along with additional coded bits to achieve
the desired level of error correction. The rate compatibility makes it very easy
to adapt the error protection of the code, since the same encoder and decoder
are used for all codes in the RCPC family, with puncturing at the transmitter
to achieve the desired error correction. Decoding is performed by a Viterbi al-
gorithm operating on the trellis associated with the lowest rate code, with the
puncturing incorporated into the branch metrics. Adaptive coding through ei-
ther multiplexing or puncturing can be done for fixed modulation or combined
with adaptive modulation as a hybrid technique.
5.4 Adaptive BICM paradigm
The considered system supports a variety of modulation and coding schemes
which can be selected at each packet transmission depending on channel con-
dition. The supported modes of operation are summarized in table 2.3
Each MCS is selected by using the adaptive BICM paradigm originally pro-
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posed in [?]. With reference to figure 5.1, the FEC block is concatenated
with a mapper through a bit level interleaver. M-QAM modulation with Gray
mapping is used in order to minimize the number of bit errors in every chan-
nel symbol error event. The considered system operates with a feedforward
punctured 64-state convolutional encoder with mother code rate R = 1/2 and
dfree = 10 where the polynomial generators are:
g1 = 1338 = 1011011
g2 = 1718 = 1111001 (5.1)
The higher coding rates have been obtained from the mother convolutional
code using the puncturing patterns show in table 2.2
Figure 5.1. Adaptive BICM paradigm.
For the termination of convolutional code, there are three possibilities:
• Truncation: encoding is terminated with the last bit of the message and
the encoder terminates in a state which is not known at the receiver
side.
• Zero-termination: after encoding of the message, some tails bits are
appended which drive the encoder state to zero.
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• Tail-biting: the initial state is chosen such that it coincides with the
final state.
The first possibility provides a bad protection of the last bits of the mes-
sage, which leads to an error floor, and should therefore be avoided. Zero-
termination offers the same protection for all the bits of the message, but
requires some extra bits to drive the encoder states to zero. The third method
combines the advantages of the previous ones and results in equal protection
for all bits while maintaining the code rate, and therefore is the chosen solu-
tion.
5.5 The Goodput Criterion
In heterogeneous systems, different service classes are supported, so as the first
step to design an efficient LRA algorithm consists in identifying a significative
figure of merit (e.g., objective function) according to the particular require-
ments of each class. Only error-free RLC-PDUs are kept by the receiver, while
for the others a retransmission is required. This specific feature clearly acts
upon the structure of LRA, thus leading to two different classes of strategies:
i aimed at avoiding frequent retransmission by keeping the packet error rate
(PER) below a given threshold, called as delay oriented (DO) algorithms, ii
aimed at maximizing the amount of received error-free data per unit of time,
or goodput (GP) for short, irrespective of the rate of retransmissions, called as
GP oriented (GO) algorithms. Each of these strategy is suitable for particular
service classes. The most common applications can be divided in four service
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classes characterized by different quality of service (QoS) requirements [46],
as listed below.
• Unsolicited Grant Service (UGS) supports constant bit rate of fixed
throughput connections such as voice over IP (VoIP). This service pro-
vides guarantees on throughput and latency.
• Real-time Polling Service (rtPS) provides guarantees on throughput and
latency, but with greater tolerance on latency relative to UGS. This
class supports services such as MPEG video conferencing and video
streaming.
• Nonreal-time Polling Service (nrtPS) provides guarantees in terms of
throughput only and is therefore suitable applications like File Transfer
Protocol.
• Best Effort (BE) service provides no guarantees on delay or throughput
and is used for Hypertext Transport Protocol (HTTP) and electronic
mail (e-mail).
Let note that the last two classes do not require strict delay constraint. For
these applications, the users are only interested in one quantity: the number of
data bits delivered in error-free packets per unit of time (i.e., the offered layer
3 data rate) which is exactly what the goodput criterion expresses. In this
work, we propose a LRA algorithm which exploits the expected goodput metric
as originally proposed in [39] and [40]. Loosely speaking, when a wireless sta-
tion is ready to transmit a data packet, its expected goodput is defined as the
ratio between the data payload to be delivered and the expected transmission
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time assuming that the signal will experience the current channel conditions
known at the transmitter. Clearly, depending on the data payload length and
the wireless channel conditions, the expected goodput varies with different
transmission strategies. The more robust the transmission strategy, the more
likely the frame will be delivered successfully within the frame retry limit,
however with less spectral efficiency. So, there is a tradeoff and the key idea
of the link adaptation is to select the most appropriate transmission strat-
egy such that the frame can be successfully delivered in the shortest possible
transmission time.
5.6 Goodput-Oriented AMC algorithm
A pragmatic algorithm to effectively select the MCS which maximizes the
expected goodput is necessary for AMC technique. As shown in chapter 1,
each RLC-PDU consists of the following components: Nh bits of RLC header
including the ARQ-PR identifier, Np bits of payload and the CRC. Thus, the
total RLC-PDU length is given by
NPDU = Nh +Np +NCRC. (5.2)
Being m(c)i and Ri the number of binary coded symbol transmitted on the
subchannel c and the coding rate associated with the ith protocol round, re-
spectively, the number of RLC-PDU bits transmitted during an OFDM symbol
period is given by
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V
(
φˆi
)
∆= Ri
∑
c∈Ψi
m
(c)
i , (5.3)
where φˆi is the selected transmission mode and Ψi is the subspace containing
the indexes of all the active subchannels. Based on this, the duration of an
RLC-PDU transmission is
TPDU
(
φˆi
)
∆=
NPDU
V
(
φˆi
)TOFDM. (5.4)
When the RLC-PDU is transmitted using the transmission mode φˆi over the
wireless channel condition summarized by the effective SNR value γκESM
(
φˆi
)
,
the probability of a successful frame transmission can be calculated as
Psucc
(
φˆi
)
∆= 1− PER
(
γκESM
(
φˆi
)
, φˆi
)
(5.5)
.
Assuming perfect knowledge of channel state information at transmitter side,
the only adjustable parameters are the coding rate and the number of trans-
mitted bits. Imposing the conditionm(c)i = mi ∀ c ∈ Ψi, the corresponding
transmission mode can be simply represented by the pair φˆi =
(
mˆi, Rˆi
)
.
So, we should base the selection of the transmission mode under the assump-
tion that the channel will remain the same and then φˆi = φ, ∀i. Recalling that
the average goodput is defined as ratio of expected delivered data payload to
average transmission time, the expression is :
GP
(
φ
)
=
Np
NPDU
V(φ) TOFDM
[
1− PER (γκESM (φ) , φ)] (5.6)
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Let define objective function of the optimization task, the normalized GP
metric:
G˜P
(
φˆ
)
∆=
GP
(
φˆ
)
TOFDMN
(5.7)
where N represents the number of active subcarriers
Substituting (5.6) into (5.7) we obtain
G˜P
(
φ
)
=
Np
NPDU N
m R|Ψ| [1− PER (γκESM (φ) , φ)] = m G˜P eff (5.8)
with
G˜P eff
(
φ
) ∆= Np
NPDU N
R|Ψ| [1− PER (γκESM (φ) , φ)] (5.9)
representing the value of normalized goodput for a binary transmission over
an AWGN channel with SNR equal to γκESM
(
φ
)
, or effective expected good-
put. The effective expected goodput can be evaluated off-line as function of
the coding rate through numerical simulations. Then, the optimum coding
rate can be simply computed by using a look-up table whose entries are se-
lected by the effective SNR value. Bearing in mind these considerations, the
optimization problem
maximize G˜P (φ)
φ
subject to m ∈ {0, 2, · · · ,mmax} .
subject to R ∈ {R1, R2, · · · , Rmax} .
has been solved through the low-complexity algorithm outlined hereafter.
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AMC Algorithm
1) Initialize the modulation size, m = max(m), m ∈M
2) Compute the effective SNR value, γeff = γκESM(m)
3) Initialize the code rate, R = R(γeff)
4) Initialize the maximum goodput value, GPmax = GP (γeff)
5) Set the variable m, m = m− 2
6) Compute the effective SNR, γeff = κESM(m)
7) while GPmax ≤ GP (γeff)
Set the number of bits allocated per subchannel,m = m
Repeat points from 2) to 6)
end while,
end.
5.6.1 Numerical Results
Simulation results are obtained using c++ scripts and it++ libraries. Figure
5.3 shows the effectiveness of the GO AMC algorithm when compared with
the non adaptive case. The average goodput performance obtained by adap-
tively selecting the ”best suited” MCS (solid line) is always better than the
performance obtained for static transmission (dotted lines). The GO algo-
rithm has been compared with a DO algorithm with PER = 10−2 constraint.
The DO algorithm simply chooses the pair of coding and modulation size with
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the highest bit rate respecting the given PER constraint. As apparent from
figures 5.4 and 5.5, the GO algorithm guarantees better GP performance at
the price of an increased delay especially for low SNR values.
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Chapter 6
Conclusion
This work addresses the design of a novel GO-based LRA strategy, specifi-
cally intended for MIMO BIC-OFDM transmissions. Compared with previous
works, several features differentiate the proposed approach and define the core
concepts our contribution relies on.
1. According to the PEP analysis proposed in [25]– [28], a novel link level
performance evaluation methodology, which offers improved accuracy
and low complexity together.
2. Once the link level performance estimate is given, a simple model for
the evaluation of the expected goodput figure of merit is derived. Based
on this, a low complexity GO-based LRA strategy is proposed. Then,
the GO algorithm proposed is compared with a DO-based strategy in
terms of average goodput and transmission delay.
3. When CSI is assumed to be perfectly known at the transmitter, the
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adaptation algorithm utilizes the frequency selectivity of the channel
to properly allocate the power among the subchannels through a novel
power allocation strategy based on the maximization of the goodput
figure of merit.
The main points (each corresponding to distinct consecutive sections) this
work is structured on can be summarized as follows.
• Multiple Antenna BIC-OFDM System. The description of the MIMO
BIC-OFDM system model is provided up to the expression of the re-
ceiver DFT output samples. The system parameters are defined with
special emphasis on modulation and coding schemes .
• Link Level Performance Modeling for Multiple Antenna BIC-OFDM
Systems. Capitalizing on a simple approximation of the Pairwise Er-
ror Probability (PEP), a novel strategy to evaluate the link level per-
formance (e.g. packet error rate, goodput) is provided. The proposed
method is then fairly compared with the literature.
• Goodput Oriented AMC algorithms for Coded OFDM systems. Efficient
GO strategies to allocate the available resources are formalized.
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