We show that the maximum cardinality of an equiangular line system in 14 and 16 dimensions is 28 and 40, respectively, thereby solving a longstanding open problem. We also improve the upper bounds on the cardinality of equiangular line systems in 19 and 20 dimensions to 74 and 94, respectively.
A single number is given in the cases where the exact number is known. The improvements from this paper, N (14) = 28, N (16) = 40, N (19) 74, and N (20) 94 are included.
Let L be an equiangular line system of cardinality n in R d with n > d. Suppose {v 1 , . . . , v n } is a set of unit spanning vectors for the lines in L. For any two distinct vectors v i and v j (with i = j) the inner product v ⊤ i v j is equal to ±α for some α ∈ (0, 1). Thus, the Gram matrix G for this set of vectors has diagonal entries equal to 1 and off-diagonal entries equal to ±α. The {0, ±1}-matrix S = (G − I)/α is called the Seidel matrix corresponding to the set of lines L. Note that changing the direction of our spanning vectors v i corresponds to conjugating S with a {±1}-diagonal matrix. Furthermore, since G is positive semidefinite with rank d, the smallest eigenvalue of S is −1/α with multiplicity n − d.
To show the nonexistence of equiangular line systems of cardinality n in R d for certain pairs (n, d), we demonstrate the nonexistence of their corresponding Seidel matrices. We take advantage of modular constraints on the coefficients of the characteristic polynomial of a Seidel matrix [16] . The eigenvalues of a Seidel matrix that corresponds to an equiangular line system of large cardinality relative to its ambient space are subject to strong geometric constraints. Our approach is to combine these modular and geometric constraints together to enable us to enumerate each possible characteristic polynomial for a putative Seidel matrix. Once an exhaustive list of the possible characteristic polynomials has been found, we apply spectral methods to show that no Seidel matrix can exist having the corresponding characteristic polynomials.
To produce our exhaustive lists of possible characteristic polynomials, we use a polynomial enumeration algorithm, which we have implemented in SageMath [35] . This implementation is available from GitHub [13]. The total running time (on a modern PC) of all the computations used in this paper is less than 22 minutes.
The outline of this paper is as follows. In Section 2, we introduce (weakly)-type-2 polynomials and describe the polynomial enumeration algorithm. In Section 3, we enumerate all polynomials that potentially correspond to equiangular line systems for certain pairs (n, d). In Section 4, we present a method for demonstrating the nonexistence of Seidel matrices having a prescribed characteristic polynomial. In Section 5, we show that N (19) 74, and N (20) 94 and in Section 6, we show that N (14) = 28 and N (16) = 40.
Preliminaries

Characteristic polynomials and interlacing
Let L be an equiangular line system of cardinality n in R d with n > d and let S be the Seidel matrix corresponding to L. The Seidel matrix S is a symmetric matrix with real entries, which means that each zero of its characteristic polynomial χ S (x) = det(xI − S) is real. In other words, χ S (x) is a totally-real polynomial. Moreover, since every entry of S is an integer, each coefficient of χ S (x) is also an integer.
By [23, Theorem 3.4] together with [25, Lemma 6.1] and [23, Theorem 4.5] , for each ordered pair (n, d) ∈ { (29, 14) , (41, 16) , (75, 19) , (95, 20)}, any corresponding Seidel matrix must have smallest eigenvalue equal to −5. We record this result as a theorem. Theorem 2.1. Let (n, d) ∈ { (29, 14) , (41, 16) , (75, 19) , (95, 20) } and let S be a Seidel matrix corresponding to n equiangular lines in R d . Then χ S (x) = (x + 5) n−d p(x), where p(x) is a monic integer polynomial of degree d all of whose zeros are greater than −5.
Our main approach for showing that a Seidel matrix S having a certain spectrum does not exist is to consider the principal submatrices of S and their characteristic polynomials. Cauchy's interlacing theorem, below, provides bounds for the eigenvalues of principal submatrices of S. For a matrix M , denote by M [i] the principal submatrix of M obtained by deleting its ith row and column. Theorem 2.2 ([5, 10, 19] ). Let M be a real symmetric matrix having eigenvalues λ 1 λ 2 · · · λ n and suppose M [j], for some j ∈ {1, . . . , n}, has eigenvalues µ 1 µ 2 · · · µ n−1 . Then
Given δ ∈ N and polynomials f (
The next result is a condition on the sum of the characteristic polynomials of principal submatrices of a matrix. 
Since every Seidel matrix S of order n has zero trace and the trace of S 2 is n(n−1), we have the following. 
Type-2 polynomials
It was shown in [16] that the coefficients of characteristic polynomials of Seidel matrices satisfy certain modular constraints.
Theorem 2.5 ([16, Section 3]). Let S be a Seidel matrix of order n and write χ S+I (x) = n i=0 a i x n−i . Then a 0 = 1, a 1 = −n, and a 2 = 0. Furthermore, if n is even then 2 i divides a i for all i ∈ {0, . . . , n}. Otherwise, 2 i−1 divides a i for all odd i ∈ {0, . . . , n} and 2 i divides a i for all even i ∈ {0, . . . , n}.
Motivated by the above theorem, we consider polynomials whose coefficients satisfy related modular conditions. Definition 2.6. Let p(x) = n i=0 a i x n−i be a monic polynomial in Z [x] . We say p is type 2 if 2 i divides a i for all i 0 and weakly type 2 if 2 i−1 divides a i for all i 1.
The next result follows from [16, Lemma 3.1]. Lemma 2.7. Let S be a Seidel matrix of order n and κ be an odd integer. Then χ S−κI (x) is weakly type 2. Furthermore, if n is even then χ S−κI (x) is type 2.
Note the following equivalent definition of (weakly)-type-2 polynomials. A monic integer polynomial p(x) is type 2 if and only if p(2x)/2 deg p ∈ Z [x] and is weakly type 2 if and only if p(2x)/2 deg p−1 ∈ Z [x] .
Recall that the content c(p) of a polynomial p ∈ Z[x] is the greatest common divisor of its coefficients.
The following lemma deals with the factorisation of type-2 and weakly-type-2 polynomials.
be a monic polynomial. Suppose p = qr where q, r ∈ Z [x] . Then
• p is type 2 if and only if q and r are both type 2;
• p is weakly type 2 if and only if q and r are both weakly type 2 and at least one of them is type 2.
Proof. Since p is monic, both q and r are also monic. Observe that p(2x)/2 deg p = q(2x)/2 deg q · r(2x)/2 deg r and both q(2x)/2 deg q and r(2x)/2 deg r are monic polynomials in Q [x] . It follows that there exist positive integers u and v such that u · q(2x)/2 deg q and v · r(2x)/2 deg r are both in Z [x] each with content equal to 1. Since the content is multiplicative, we obtain
If q and r are both type 2 then p(2x)/2 deg p = q(2x)/2 deg q · r(2x)/2 deg r ∈ Z [x] . Hence p is type 2. Conversely, suppose p is type 2. Then p(2x)/2 deg p is a monic polynomial in Z [x] , which implies c p(2x)/2 deg p = 1. Consequently, p(2x)/2 deg p−1 ∈ Z [x] and c p(2x)/2 deg p−1 = 2. By (2), we have uv = 1 and hence u = v = 1. Therefore q and r are both type 2.
If q and r are both weakly type 2 and at least one of them is type 2, then
Hence, p is weakly type 2. Conversely, suppose p is weakly type 2.
, i.e., p is type 2 and hence q and r are both type 2, as above. Otherwise, we must have c p(2x)/2 deg p−1 = 1. Then uv = 2 by (2). Hence {u, v} = {1, 2}, which implies that both q and r are weakly type 2 and one of them is type 2.
Denote by C n the set of all Seidel matrices of order n. Given a positive integer e, define the set P n,e = {χ S (x) mod 2 e Z[x] | S ∈ C n }. We will require the following upper bound on the cardinality of P n,e for odd n.
Theorem 2.9 ([16, Corollary 3.13]). Let n be an odd integer and e be a positive integer. Then the cardinality of P n,e is at most 2 ( e−2 2 )+1 .
In [16] , the authors conjectured 1 that, for all integers e 3, there exists N ∈ N such that |P n,e | = 2 ( e−2 2 )+1 for all odd n > N . The conjecture remains open. However, for reasonably small values of n and e (i.e., n 95 and e 7) we can generate all elements of P n,e by randomly generating Seidel matrices of order n until we obtain 2 ( e−2 2 )+1 characteristic polynomials in distinct congruence classes modulo 2 e Z[x].
Polynomial enumeration algorithm
In the subsequent sections we frequently need to generate totally-real (weakly)-type-2 polynomials whose top three coefficients are fixed. We use an algorithm developed by McKee and Smyth (see [27, Section 3] or [16, Section 4.3] ). In each step of the above algorithm, a range of values is found for the constant term of a polynomial. Our modification is to apply divisibility "checks" to reduce the number of possible values for the constant term at each iteration. To illustrate how the algorithm works, we provide a toy example, below.
Suppose we want to find all polynomials f (x) = x 4 − 18x 3 + 112x 2 + a 3 x + a 4 such that all roots of f are real and f is type 2. Since f is totally real, the derivative f ′ (x) = 4x 3 − 54x 2 + 224x + a 3 must also be totally real. Hence, a 3 ∈ {−294, . . . , −264}. Now, we use the fact that f is type 2, that is, 8 divides a 3 and 16 divides a 4 . Since 8 divides a 3 , there are only four possibilities for a 3 , which are −288, −280, −272, and −264. For each a 3 , we can find the range of possible values for a 4 that ensures that f is totally real. When a 3 = −288 we must have a 4 ∈ {256, . . . , 262}. When a 3 = −280 we must have a 4 ∈ {223, . . . , 242}. When 1 The necessary condition e 3 was not stated in the conjecture given in [16] . Indeed, for all natural numbers n and e with e < 3, it is easy to see that |Pn,e| < 2 e−2 2 +1 . a 3 = −272 we must have a 4 ∈ {185, . . . , 194}. And when a 3 = −264 we must have a 4 ∈ {144}. Now we impose the condition that 16 divides a 4 . In total, we obtain 5 possible polynomials for f :
We apply this algorithm repeatedly throughout. The computations were executed on a modern PC in SageMath [35] , with the output independently verified using Mathematica [26] and Pari/GP [29] . The total running time for all computations used in this paper is less than 22 minutes. The time taken to construct the sets P n,e in the relevant cases is not included in the running times given below. A SageMath implementation of this algorithm is available from GitHub [13].
Candidate characteristic polynomials
In this section, we enumerate all candidates for the characteristic polynomial of a Seidel matrix corresponding to n equiangular lines in R d , for (n, 
where γ(n) = 1 if n is odd and γ(n) = 0, otherwise. If θ d then
for some monic integer polynomial φ(x) of degree θ − 1.
Proof. Since its multiplicity is greater than 1, the eigenvalue λ 0 must be odd [15, Theorem 2.2] . Denote by λ 1 , . . . , λ d the eigenvalues of S not equal to λ 0 . Next, since tr S = 0 and tr S 2 = n(n − 1), we have
Combining the above yields
The minimum value of the polynomial n(n−1)−λ 2
is weakly type 2 and is type 2 if n is even. By Lemma 2.8, the polynomial η i=1 (x − λ i + κ) is also weakly type 2, or type 2 if n is even. In particular, the constant term
Using the inequality of arithmetic and geometric means, we obtain
This implies that k η = 0 and, without loss of generality, we can assume λ η = λ d = κ. Then
Furthermore, we have
is weakly type 2, or type 2 if n is even.
Suppose θ d. Note that for η > 0, the function Ψ(η) = η4 (η−γ(n))/η is increasing. Hence, for each integer η where θ η d, we have η4 (η−γ(n))/η > T . Inductively repeat the steps above from η = d to η = θ. We obtain λ θ = · · · = λ d = κ and thus
Remark. It is interesting to note that the extremal case of Lemma 3.1 (when θ = 1) characterises Seidel matrices having precisely two distinct eigenvalues. Such Seidel matrices correspond to regular two-graphs [37] .
The next result follows immediately from Lemma 3.1 and Theorem 2.1. Let S be a Seidel matrix corresponding to an equiangular line system of cardinality n in R d , where (n, d) ∈ {(29, 14), (41, 16), (75, 19) , (95, 20)}. By Theorem 2.1, in each case, the smallest eigenvalue of S is λ 0 = −5. We can determine κ and θ (as defined in Lemma 3.1) for each (n, d). In view of Corollary 3.2, the next step is to find feasible polynomials for φ(
Obviously b 0 = 1. And we can find b 1 and b 2 , using a basic fact about Seidel matrices: the traces of S and S 2 are expressed in terms of n as tr S = 0 and tr S 2 = n(n − 1). Hence, using Newton's identities, we have
is weakly type 2. By Lemma 2.8, the polynomial φ(x − 1) is also weakly type 2. Thus, we need to find all totally-real, integer polynomials φ(x) with the following properties:
belongs to a congruence class in P n,7 .
Let Φ n,d be the set of polynomials satisfying these properties. We use the polynomial generation algorithm of Section 2.3 to compute Φ n,d for each (n, d) ∈ { (29, 14) , (41, 16), (75, 19) , (95, 20)} and we form the set P n,d from elements of Φ n,d multiplied by ( 
We list the result of our computations in the following proposition. (29, 14) , (41, 16), (75, 19) , (95, 20)} and let S be a Seidel matrix corresponding to n equiangular lines in R d . Then χ S (x) ∈ P n,d . The set P n,d is described explicitly below.
• P 75, 19 consists of the elements of
together with the six polynomials listed in Table 2 . (Running time: 0.52 seconds.)
• P 95,20 consists of the elements of
together with the six polynomials listed in Table 3 . (Running time: 0.61 seconds.)
• P 29,14 consists of the elements of
together with the 25 polynomials listed in Table 4 . (Running time: 69.33 seconds.)
• P 41, 16 consists of the elements of
together with the 20 polynomials listed in Table 5 . (Running time: 395.43 seconds.)
The running times given in Proposition 3.3 are for a SageMath implementation [13] of the polynomial enumeration algorithm running on a modern PC.
Seidel matrices having a prescribed characteristic polynomial
In this section, we describe a procedure for showing the nonexistence of a Seidel matrix having characteristic polynomial p(x), where p(x) is some fixed polynomial.
Let S be a Seidel matrix of order n with characteristic polynomial χ S (x) = p(x). We define m S (x) := δ t=0 a t x δ−t to be its minimal polynomial of degree δ and let µ S (x) = χ S (x)/m S (x).
Interlacing characteristic polynomials
We want to find an exhaustive list of all possibilities for the polynomial χ S[i] (x) .
By Theorem 2.5, the polynomial χ S[i] (x−1) is weakly type 2 and is type 2 if n−1 is even. By Lemma 2.8, the polynomial f (x−1) is also weakly type 2 and is type 2 if n−1 is even. Thus, we need to find all totally-real,
is weakly type 2 and is type 2 if n − 1 is even,
Let F be the set of polynomials satisfying these properties. We use the polynomial generation algorithm of Section 2.3 to construct F . The set F :
Certificates of infeasibility and interlacing configurations
The coefficient vector of a polynomial h(x) = n−1 t=0 c t x n−1−t of degree n − 1 is defined to be the (row) vector (c 0 , c 1 , . . . , c n−1 ). Given a set H = {h 1 , . . . , h k } of polynomials each of degree n − 1, the coefficient matrix A(H) is defined as the k × n matrix whose ith row is the coefficient vector for h i . We write x 0 to indicate that all entries of the vector x are nonnegative. The polynomial equation (1) can be viewed as a linear system:
. . , n}} and let x be the vector indexed by elements of X such that the entry indexed by p(x) ∈ X equals the cardinality of the set {i ∈ {1, . . . , n} | χ M[i] (x) = p(x)}. If A = A(X) is the coefficient matrix for the polynomials in X and b is the coefficient vector for d dx χ M (x), then (1) becomes
Theorem 4.1 (Farkas' Lemma [8] ). Let A be a real n × m matrix and let b ∈ R m , x ∈ R n . Then the linear system
has no solution if and only if the linear system
Theorem 4.1 allows us to demonstrate that there is no vector x 0 satisfying x ⊤ A = b ⊤ , by finding a vector y ∈ R m such that Ay 0 and y ⊤ b < 0. We call such a vector y a certificate of infeasibility for the linear system
. . , f k (x)} and let A = A(F ). By Theorem 2.3, there exist nonnegative integers n 1 , n 2 , . . . , n k such that
Then there exists g ∈ Z [x] such that d dx χ S (x) = µ S (x)·g (x) and (4) can be simplified to k i=1 n i ·f i (x) = g (x) .
Let n ⊤ = (n 1 , n 2 , . . . , n k ). Then n 0 is a solution to the linear system n ⊤ A = g ⊤ where g ⊤ = (g 0 , . . . , g δ−1 ) is the coefficient vector for g(x) = δ−1 t=0 g t x δ−1−t . We call the vector n the interlacing configuration for F. Thus, to show that no Seidel matrix S exists having χ S (x) = p(x), it suffices to show that there does not exist an interlacing configuration for F. Hence, it suffices to provide a certificate of infeasibility c for the linear system above. We call c a certificate of infeasibility for p (x) . Suppose the linear system n ⊤ A = g ⊤ has at least one nonnegative real solution. Then a polynomial f ∈ F is called a warranted interlacing characteristic polynomial if there is no nonnegative solution n to the subsystem n ⊤ A ′ = g ⊤ , where the matrix A ′ is obtained from A by removing the row corresponding to the polynomial f. We can show that an interlacing characteristic polynomial is warranted by providing a certificate of infeasibility c for this subsystem. We call such a c a certificate of warranty for the interlacing characteristic polynomial f (x) . Equivalently, we have that the one entry of Ac that corresponds to f is negative, while the rest of the entries of Ac, which correspond to the entries of A ′ c, are nonnegative.
Eigenspaces, angles, and compatibility
In this section, we introduce the notion of compatibility for interlacing characteristic polynomials. This notion is used in Section 6. Let M be a real symmetric matrix of order n. We write Λ(M ) = {λ 1 , . . . , λ m } for the set of distinct eigenvalues of M . For each i ∈ {1, . . . , m}, denote by E(λ i ) the eigenspace of λ i and let {e 1 , . . . , e n } be the standard basis of R n . Denote by P λ the orthogonal projection of R n onto E(λ). For a vector v, we write v(i) to denote its ith entry. 
We write α i,j = ||P λi e j || for all i ∈ {1, . . . , m} and j ∈ {1, . . . , n}. As is customary, we refer to the numbers α i,j as the angles of M .
The next result takes advantage of the fact that the entries of a unit eigenvector of a simple eigenvalue can be expressed in terms of the angles. See [7] for a survey on a related result. . Then for all i, j ∈ {1, . . . , n}, there exist ε 2 , . . . , ε l ∈ {±1} such that
Proof. Let u 1 , . . . , u l be unit eigenvectors for λ 1 , . . . , λ l respectively. By Theorem 4.2,
Observe
Thus, u i (j) = ±α i,j . Let D be a diagonal matrix with diagonal entries ±1. We have
Thus, without loss of generality, we can assume that each entry of u 1 is nonnegative. The lemma follows since q(M ) is an integer matrix.
For a proof of the next result see [6, (4.2.8) ] or [11] . Then, for each j ∈ {1, . . . , n}, we have
By Proposition 4.4, there is a correspondence between each interlacing characteristic polynomial f j (x) of χ M (x) and the set of angles {α 1,j , . . . , α m,j }. Accordingly, we may write α i,fj to mean the angle α i,j . Let f(x) and g(x) be interlacing characteristic polynomials of χ M (x). Suppose the eigenvalues λ 1 , . . . , λ l are all simple eigenvalues and 1 l m. In view of Lemma 4.3, we call f and g compatible if there exist ε 2 , . . . , ε l ∈ {±1} such that (5) is satisfied. That is, for q
In Section 6, we use repeatedly the following corollary of Lemma 4.3. 
Dimensions 19 and 20
In this section we show that N (19) 74 and N (20) 94. We will require the following result of Azarija and Marc [1] and [2] .
Theorem 5.1 ([1] and [2] ). There does not exist a Seidel matrix having as its characteristic polynomial
Nonexistence of 75 equiangular lines in R 19
Here we prove the first main result. Proof. By Proposition 3.3, we must have χ S (x) ∈ P 75, 19 . In Table 2 below, we provide, for all but two of the polynomials in P 75, 19 , a certificate of infeasibility c. The only remaining polynomials from P 75, 19 are in E 75, 19 .
It remains to show that there does not exist a Seidel matrix whose characteristic polynomial is either of the polynomials in E 75, 19 . 
Nonexistence of 95 equiangular lines in R 20
In this section we prove the second main result. It is interesting to note the similarities between this section and Section 5.1. Proof. By Proposition 3.3, we must have χ S (x) ∈ P 95,20 . In Table 3 below, we provide, for all but two of the polynomials in P 95,20 , a certificate of infeasibility c. The only remaining feasible polynomials from P 95, 20 are in E 95,20 .
It remains to show that there does not exist a Seidel matrix whose characteristic polynomial is either of the polynomials in E 95,20 . 
Dimensions 14 and 16
In this section we show that N (14) = 28 and N (16) = 40.
Nonexistence of 29 equiangular lines in R 14
In this section we prove our third main result. Theorem 6.1. N (14) = 28.
To prove Theorem 6.1, since there exist configurations of 28 equiangular lines in R 14 [15, 23] , it suffices to show that there does not exist a system of 29 equiangular lines in R 14 . Proof. By Proposition 3.3, we must have χ S (x) ∈ P 29,14 . In Table 4 (see the appendix), we provide, for all but six of the polynomials in P 29,14 , a certificate of infeasibility c. The only remaining polynomials from P 29, 14 are in E 29, 14 .
It remains to show that there does not exist a Seidel matrix whose characteristic polynomial is in E 29,14 . We will show that each polynomial in E 29,14 cannot be the characteristic polynomial of a Seidel matrix. Let (λ 1 , . . . , λ 5 ) = (11 − √ 57)/2, (11 + √ 57)/2, −5, 5, 7 be a 5-tuple of distinct eigenvalues of S. There are 31 interlacing characteristic polynomials for S. (The computation to find these 31 interlacing characteristic polynomials took 0.12 seconds on a modern PC running SageMath [13] .) The polynomials f 1 (x) and f 2 (x) given by
are both warranted, with certificates of warranty (3936, 0, 0, 29, 0) and (−333696, 0, 0, −2459, −492) respectively.
Using Proposition 4.4, we find 
Proof. Suppose a Seidel matrix S has characteristic polynomial
Let (λ 1 , . . . , λ 6 ) = 3, (13 − √ 41)/2, (13 + √ 41)/2, −5, 5, 7 be a 6-tuple of distinct eigenvalues of S. There are 19 interlacing characteristic polynomials for S. (The computation to find these 19 interlacing characteristic polynomials took 0.62 seconds on a modern PC running SageMath [13] .) The polynomials f 1 (x) and f 2 (x) given by
are both warranted, with certificates of warranty (0, 0, 0, −845, −703, −235) and (−2729736, 0, 0, −6261, −1593, −433) respectively.
Using Proposition 4.4, we find There are 41 interlacing characteristic polynomials for S. (The computation to find these 41 interlacing characteristic polynomials took 1.03 seconds on a modern PC running SageMath [13] .) The polynomials f 1 (x) and f 2 (x) given by
are both warranted, with certificates of warranty (53248032, 0, 0, 80553, 12395, 2066) and (0, 0, 0, 416, 329, 101) respectively.
Let σ 1 < σ 2 < σ 3 be the zeros of 2932848x 3 − 374976x 2 + 9513x − 53 and let τ 1 < τ 2 < τ 3 be the zeros of 61101x 3 − 5022x 2 + 126x − 1. Using Proposition 4.4, we find is compatible with f 1 (x). However,
, has certificate of infeasibility (0, 0, 0, −7, −46). This contradicts Theorem 2.3. Lemma 6.7. There does not exist a Seidel matrix S with characteristic polynomial There are 16 interlacing characteristic polynomials for S. (The computation to find these 16 interlacing characteristic polynomials took 0.46 seconds on a modern PC running SageMath [13] .) The polynomials f 1 (x) and f 2 (x) given by
are both warranted, with certificates of warranty (0, 0, 0, 708, 507, 154) and (26302558, 0, 0, 39525, 6783, 1196) respectively.
Out of these 16 interlacing characteristic polynomials, only 7 are compatible with f 1 (x) .
There is a unique nonnegative solution n = (20, 7, 1, 1, 0, 0, 0) to the equation
where u and v are unit eigenvectors corresponding to the eigenvalues λ 1 and λ 2 , respectively. We will attempt to construct u and v from the angles of the corresponding interlacing characteristic polynomials of S for λ 1 and λ 2 . Using Proposition 4.4, we find that However, this implies u ⊤ v = 17/ √ 646, which is a contradiction since u and v must be orthogonal. Similarly, if v(1) = −β then, using the above reasoning, it follows that u ⊤ v = −17/ √ 646, which is again a contradiction. Therefore, there is no Seidel matrix with characteristic polynomial (x + 5) 15 
Lastly, to prove that there does not exist a Seidel matrix S with characteristic polynomial 
We find that there are 124 interlacing characteristic polynomials. (The computation to find these 124 interlacing characteristic polynomials took 450.77 seconds on a modern PC running SageMath [13] .) Out of these 124 interlacing characteristic polynomials, one is warranted:
with certificate of warranty (0, 0, 0, −7130, −5303, −1486, −344).
Let F 1 be the set of interlacing characteristic polynomials that are compatible with f 1 (x). Then F 1 consists of the following five polynomials:
There is a unique solution n = (39/2, 2, 9/4, 1/4, 4) to the equation n ⊤ A(F 1 ) = b ⊤ , where b is the coefficient vector for d dx χ S (x). However, the coefficients of n are not all integers, which contradicts Theorem 2.3. Let (λ 1 , . . . , λ 6 ) = (3, 4, −5, 5, 9) be a 5-tuple of distinct eigenvalues of S. There are six interlacing characteristic polynomials for S:
(The computation to find these six interlacing characteristic polynomials took 0.05 seconds on a modern PC running SageMath [13].) By Lemma 6.8, the interlacing characteristic polynomial f 1 (x) cannot be a characteristic polynomial of a principal submatrix of S. Thus, we only consider interlacing configurations whose entry corresponding to f 1 (x) is 0. This leaves us with three possibilities:
(0, 0, 24, 2, 0, 3), (0, 0, 25, 0, 2, 2), (0, 1, 25, 0, 0, 3). 16 . In Table 5 (see the appendix), we provide, for all but two of the polynomials in P 41, 16 , a certificate of infeasibility c. The only remaining polynomials from P 41, 16 are in E 41, 16 .
It remains to show that there does not exist a Seidel matrix whose characteristic polynomial is either of the polynomials in E 41, 16 . 
are each warranted, with certificates of warranty (0, 0, 0, 0, 124, 113), (8817840108, 0, 0, 3461627, 336081, 33608), and (0, 0, 0, 11405, 5147, 1289), respectively.
Using Using Lemma 6.11 together with Lemmas 6.12 and 6.13 we obtain Theorem 6.10.
A concluding remark
As shown in Table 1 , the smallest d for which N (d) is not known is now d = 17. One can apply the techniques of this paper to enumerate the characteristic polynomials for Seidel matrices that potentially correspond to 49 equiangular lines in R 17 . In this case, we find that P 49,17 consists of 194 polynomials. Out of these 194 polynomials, two have no interlacing characteristic polynomials and 158 have certificates of infeasibility. This leaves us with 34 polynomials that potentially correspond to an equiangular line system of cardinality 49 in R 17 . However, not all of these 34 polynomials has a warranted interlacing characteristic polynomial.
In order to deal with such polynomials, heavier computations are required and it is necessary to develop new methods in order to deduce whether or not there exist corresponding Seidel matrices. Thus, we leave the consideration of these 34 polynomials to a future paper.
[13] G.R.W. Greaves, SageMath notebook containing computations from the paper "Equiangular lines in low dimensional Euclidean spaces". https://github.com/grwgrvs/interlacing-characteristic-polynomials/.
[14] G.R.W. Greaves, Equiangular line systems and switching classes containing regular graphs, Linear Algebra Appl. 536, 31-51 (2018). In Table 5 , we list all but two of the polynomials in the set P 41, 16 together with their certificates of infeasibility. Table 5 -continued from previous page (x + 5) 25 (x − 5) 2 (x − 7) 6 (x − 8)(x − 9) 6 (x − 11) (1339775890, 0, 0, 659363, 82421, 10302) (x + 5) 25 (x − 7) 7 (x − 9) 5 (x 4 − 31x 3 + 347x 2 − 1653x + 2824) (0, 0, 0, 0, 0, −61, −67) (x + 5) 25 (x − 4)(x − 7) 8 (x − 9) 6 (x − 11) (2871696, 0, 0, 3493, 0) (x + 5) 25 (x − 5) 2 (x − 7) 4 (x − 9) 8 (x 2 − 15x + 52) (26404920, 0, 0, 15610, 1163, 14) (x + 5) 25 (x − 7) 6 (x − 9) 7 (x 3 − 20x 2 + 123x − 232) (0, 0, 0, −4544, −2238, −513) (x + 5) 25 (x − 7) 7 (x − 9) 6 (x 3 − 22x 2 + 149x − 292) (0, 0, 0, −3873, −1613, −180) 
