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Abstract
The dynamics of entanglement in the one-dimensional spin-1/2 anisotropic XXZ model is studied
using the quantum renormalization-group method. We obtain the analytical expression of the
concurrence, for two different quenching methods, it is found that initial state plays a key role in
the evolution of system entanglement, i.e., the system returns completely to the initial state every
other period(T = 4pi√
8+γ2
). Our computations and analysis indicate that the first derivative of the
characteristic time at which the concurrence reaches its maximum or minimum with respect to the
anisotropic parameter occurs nonanalytic behaviors at the quantum critical point. Interestingly,
the minimum value of the first derivative of the characteristic time versus the size of the system
exhibits the scaling behavior which is the same as the scaling behavior of the system ground-
state entanglement in equilibrium. In particular, the scaling behavior near the critical point is
independent of the initial state.
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1. INTRODUCTION
A fundamental difference between quantum and classical physics is that there is nonclas-
sical correlation in quantum systems called quantum entanglement [1] which not counterpart
in classical systems. Therefore, the quantum entanglement is considered as an important
rescurce in quantum information and quantum computation [1, 2]. In addition, quantum
entanglement also plays a significant role in the quantum phase transition (QPT). Due to
the correlation length diverges at the quantum critical points, the entanglement is a good
index of QPTs [3–5]. In the past few years, the behavior of entanglement at the vicinity of
quantum critical point has been studied in various spin models [6–13], which has achieved
great success in theoretically.
Recent advances in experimental technologies, for instance the cold atoms, trapped ions
[14] and ultrafast pulsed lasers [15], have made it possible to study the dynamics of nonequi-
librium quantum many-body systems. In addition, not only studies the entanglement dy-
namics in many-body spin systems help us understanding the essence of dynamical quantum
phase transition, but it also provides a possible theoretical reference for the design of solid-
state quantum computer. Therefore, the entanglement dynamics of many-body quantum
systems has attracted widespread attention in recent years. The entanglement dynamics
have been studied in recent years mainly from the following two different perspectives. On
the one hand, some work studied the propagation of entanglement start from a initial state
that the entanglement has been created in a given portion of the multi-body system [16–
18]. On the other hand, the Hamiltonian changed in time from a certain ground state
of a Hamiltonian H0. Recent advances have demonstrated the effectiveness of a quantum
quenching approach for the study of the entanglement dynamics in many-body spin systems
[19–23]. For example, the adaptive time-dependent density-matrix renormalization group
was applied to discuss the quantum entanglement dynamics of an open anisotropic spin-
1
2
Heisenberg chain [19]. The properties of entanglement dynamics in the ITM were also
studied by the quantum renormalization group [20]. However, the ground state fidelity and
quench dynamics of the 1D extended quantum compass model in a transverse field were in-
vestigated [22], which indicate that the fidelity susceptibility and LE could detect the QPTs
in the inhomogeneous system. In particular, the dynamical quantum phase transitions of
an interacting many-body system has been observed experimentally [21]. Previous research
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dedicated to understanding the general properties of nonequilibrium quantum states and
expanding significant concepts such as universality to nonequilibrium regime. In this paper,
we show that the low-energy-state dynamical quantities of one-dimensional XXZ model can
detect the QPTs of the system, which is universal.
In equilibrium, the entanglement and quantum phase transition of a spin-1
2
anisotropic
Heisenberg chain has been discussed in Ref. [7]. In this paper, the entanglement dynamics
of one-dimensional XXZ model is studied using the quantum renormalization group method.
It is found that the entanglement presents cosine variations with time for anisotropic inter-
action quench, whereas entanglement is sine variable with time for spin direction quench.
Yet, these two different quench methods correspond to the same period, which are discussed
in detail in the Sec. 3. In addition, the evolution behavior of entanglement with respect
to anisotropy parameter, for two quenching methods, is dramatical different, but both of
them appear sigular behavior at the quantum critical point. To gain further insight, the
nonanalytic behavior and scaling behavior of the entanglement dynamics are studied.
The organization of this paper is as follows. In Sec. 2 we introduce the idea of quantum
renormalazation group and apply it to the one-dimensional XXZ model. In Sec. 3 the
entanglement dynamics of spin chain are studied when perform two kinds of typical quench.
We summarize in Sec. 4.
2. QUANTUM RENORMALIZATION GROUP
We introduce the QRG method whose main idea is the elimination or thinning of the
degrees of freedom of the system followed by an iteration. The purpose of iteration is to
gradually reduce the number of variables until a fixed point is reached. In this paper,
the Kadanoff’s block approach is applied to the XXZ model, where the lattice is divided
into three sites as a block. Each block can construct the projection operator onto their
lower eigenvectors. The full Hamiltonian is projected onto these eigenvectors to obtain the
effective Hamiltonian which has structural similarities to the original Hamiltonian [23, 24].
The specific operation is as follows, the Hamiltonian of the XXZ model on a periodic chain
with N sites can be written as
H(J,Γ) =
1
4
N∑
i
[
J
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1
)
+ Γσziσ
z
i+1
]
, (1)
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where J is the exchange coupling constant, J > 0 corresponds to the antiferromagnetic
system and J < 0 corresponds to the ferromagnetic system, here we only study the situation
of antiferromagnetic system. γ = Γ
J
is the anisotropy parameter, and σαi (α = x, y, z) are
Pauli matrices of the ith site.
Eq. (1) can be written as H = HB +HBB by applying the Kadanoff”s block approach.
Here HB =
∑N
3
I=1 h
B
I , with h
B
I =
1
4
[J(σxI,1σ
x
I,2 + σ
x
I,2σ
x
I,3 + σ
y
I,1σ
y
I,2 + σ
y
I,2σ
y
I,3) + Γ(σ
z
I,1σ
z
I,2 +
σzI,2σ
z
I,3)], is the block Hamiltonian. The H
BB = 1
4
∑N
3
I=1[J(σ
x
I,3σ
x
I+1,1 + σ
y
I,3σ
y
I+1,1) +
ΓσzI,3σ
z
I+1,1] is the interblock Hamiltonian. In terms of matrix product space, the Hamilto-
nian of each block (hBI ) can be exactly diagonalized and get two degenerate ground states
which are used to construct the projection operator (T = |ϕ0〉〈⇑|+|ϕ′0〉〈⇓|). Where | ϕ0〉 and
| ϕ′0〉 are the two degenerate ground states of the block Hamiltonian (hBI ), |⇑〉 and |⇓〉 are
the renormalization change effective basis vector of the each block spin operator. Therefore,
the effective Hamiltonian [Heff = T+(HB + HBB)T ] by the original Hamiltonian and the
projection operator can be written as
Heff =
1
4
(
N
3∑
I
[J ′(σxIσ
x
I+1 + σ
y
Iσ
y
I+1) + Γ
′σzIσ
z
I+1)], (2)
where
J ′ =
16J3k2
(8J2 + k2)2
, Γ′ =
k4Γ
(8J2 + k2)2
, k = Γ +
√
8J2 + Γ2. (3)
Eq. (3) is the QRG equations. We define a dimensionless anisotropy parameter γ = Γ/J
which determines the phase transition properties of the system. The QRG equations can
also be written as
γ′ =
γ
16
(γ + q)2, q =
√
8 + γ2. (4)
The stable and unstable fixed points can be obtained by solving γ ≡ γ ′ ≡ γ∗. The
stable fixed points locate at γ = 0 and γ = ∞, the unstable fixed point is γ = 1 which is
the critical point of the model. As the number of QRG iterations increase, starting with
any initial values for γ > 1, the coupling parameter flows toward infinity indicating that
the system falls into the universality class of Ising model. But for γ < 1 the stable fixed
point(γ = 0) is touched. The model expresses a spin fluid phase when 0 ≤ γ ≤ 1, γ > 1 the
model expresses a Ne´el phase.
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3. ENTANGLEMENT DYNAMICS
In this section, the entanglement dynamics of XXZ spin chain is analyzed when the
anisotropic interaction and the spin direction are quenched. The following these two kinds
of quenches process will be discussed in detail.
3.1. Anisotropic interaction quench
We consider that the spin chain is initialized on one of the two degenerate ground states
| ϕ01〉 of the XX model. Experimentally, the initial state can be obtained by adding an
otherwise inconsequential infinitesimal magnetic field to the XXZ model [25]. In terms of
matrix product state [26], the ground state | ϕ01〉(| ϕ01〉 = 12 |↑↑↓〉 −
√
2
2
|↑↓↑〉 + 1
2
|↓↑↑〉)
of the three-site XX model can be obtained, here |↑〉 and |↓〉 are eigenvector of σz. The
anisotropic interaction parameter suddenly increases from zero when time t = 0. In other
words, the Hamiltonian is suddenly converted from H01 into H , where H is the Hamiltonian
of the XXZ model. The system state evolves to | ϕ1(t)〉 = e−iHt | ϕ01〉, here
| ϕ1(t)〉 = a1 |↑↑↓〉+ b1 |↑↓↑〉+ a1 |↓↑↑〉, (5)
where
a1 =
e
1
4
iJγt[q2 cos(1
4
Jqt)− i(γ − 2√2)q sin(1
4
Jqt)]
2q2
, (6)
b1 = −e
1
4
iJγt[
√
2q2 cos(1
4
Jqt) + i(4 +
√
2γ)q sin(1
4
Jqt)]
2q2
. (7)
Thus that the pure-state density matrix of the three-site system at time t is defined by
ρ1(t) =| ϕ1(t)〉〈ϕ1(t) | . (8)
In the product space of σz, ρ1(t) can be written as
5
ρ1(t) =


0 0 0 0 0 0 0 0
0 w x 0 w 0 0 0
0 x∗ y 0 x∗ 0 0 0
0 0 0 0 0 0 0 0
0 w x 0 w 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


, (9)
the expectation values of Pauli matrices and its correlation functions can be represented by
the time-dependent density matrix,
〈σz1〉 = y =
1
2
+
2
√
2γ sin2(1
4
Jqt)
q2
, (10)
〈σz1σz3〉 = y − 2w = −
4
√
2γ sin2(1
4
Jqt)
q2
, (11)
〈σx1σx2〉 = x+ x∗ = −
8 + γ2 cos(1
2
Jqt)√
2q2
, (12)
〈σx1σy2〉 = ix− ix∗ = −
γ sin(1
2
Jqt)√
2q
. (13)
When γ is a fixed value, it can be seen that the mean value of σz1 and its correlation function
are all periodic functions with respect to time based on Eqs. (10) to (13). Similarly, when γ
is a fixed value, each matrix element of ρ1(t) is also periodic function with respect to time
because that each matrix element can be regarded as a function of the expectation value of
Pauli matrix and its correlation function, as follows
w =
1
2
(〈σz1〉 − 〈σz1σz3〉) =
1
4
−
√
2γ sin2(1
4
Jqt)
q2
, (14)
x =
1
2
(〈σx1σx2〉 − i 〈σx1σy2〉) = −
8 + γ2 cos(1
2
Jqt)− iγq sin(1
2
Jqt)
2
√
2q2
, (15)
y = −〈σz1〉 =
1
2
+
2
√
2γ sin2(1
4
Jqt)
q2
. (16)
It is well known that there are many measurement methods for pairwise entanglement
[30–33]. In this paper, we calculate the concurrence of the system and observe the evolution
rules of concurrence with time. In order to without loss of generality, we trace over site 2.
The reduced density matrix for sites 1 and 3 can be obtained as
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ρ13(t) =


y 0 0 0
0 w w 0
0 w w 0
0 0 0 0


. (17)
The concurrence between the sites 1 and 3 is defined as
C1(t) = max{
√
λ4 −
√
λ3 −
√
λ2 −
√
λ1, 0}, (18)
where the λk(k = 1, 2, 3, 4) are the eigenvalues of R̂ = ρ13(t)ρ˜13(t)[with ρ˜13(t) = (σ
y
1 ⊗
σy3)ρ
∗
13(σ
y
1 ⊗ σy3) is the spin-flipped density matrix operator] in ascending order. The eigen-
values of R̂ can be accurately solved:
λ1 = λ2 = λ3 = 0, λ4 = 4w
2. (19)
Therefore, the concurrence of the three-site system corresponding to the first quench proce-
dure is obtained
C1(t) = 2w = 〈σz1〉 − 〈σz1σz3〉 =
1
2
− 2
√
2γ sin2(1
4
Jqt)
q2
. (20)
When γ is a fixed value, the C1(t) is a periodic function with respect to time based on
Eq. (20). The concurrence between spin blocks whose with different number of sites can be
obtained by step by step iteratively QRG equation.
3.2. Spin z axis rotation quench
The three-site spin system is initialized on the ground state of Hamiltonian H02(H02 =
−J
4
[σx1σ
x
2+σ
x
2σ
x
3+σ
y
1σ
y
2+σ
y
2σ
y
3−γ(σz1σz2+σz2σz3)]) that it is obtained by rotating a pi around
the z axix for all even sites and leave all odd sites unchanged in the XXZ model, which can
be achieved by pulsed laser in experimentally [25]. The initial state | ϕ02〉(| ϕ02〉 = d2 |↑↑↓
〉 − q+γ
2
|↑↓↑〉+ d
2
|↓↑↑〉) evolves under the Hamiltonian H of XXZ system when time t = 0,
where d =
√
8 + (q + γ)2. The state of the system evolves to | ϕ2(t)〉 = e−iHt | ϕ02〉. Thus
that the time-dependent density matrix of three-site system can be written as
ρ2(t) =| ϕ2(t)〉〈ϕ2(t) | . (21)
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As we have mentioned above, each matrix element of ρ2(t) can also be derived from
the average value of the Pauli matrix and its correlation functions, which is also periodic
function with respect to time. We obtain the concurrence of sites 1 and 3 using the previous
method. The concurrence is
C2(t) =
8γ − γ3 + q3 − 16γ cos(1
2
Jqt)
2q3
. (22)
Obviously, C2(t) is a periodic function with respect to time when γ is a fixed value. Similarly,
entanglement between larger spin blocks can be obtained by QRG equation. For simplicity
and without loss of generality, we will choose the exchange coupling J = 1.0 afterwards.
3.3. Evolution of concurrence
It is easy to see from Eq. (20) and (22) that the concurrence of the system mainly
depend on the time(t) and the anisotropy parameter(γ). For different QRG steps, C1(t) and
C2(t) versus time(t) for the different values of γ is plotted in Fig. 1. As can be seen from
Figs. 1(a1) and (a2), the C1(t) shows a cosine variations with time while C2(t) shows a sine
change with time, but C1(t) and C2(t) have the same period(T =
4pi
J
√
8+γ2
) with time. As
shown in Fig. 1(a1) and (a2), as the size of the system increases, the lowest peak of C1(t)
gradually becomes higher when γ = 0.9, conversely, each peak of C2(t) gradually decreases.
It is interesting that the periods of C1(t) and C2(t) progressively become larger under QRG
iteration and finally C1(t) and C2(t) are equal to 0.5 in the thermodynamic limit. As we have
mentioned previously, the coupling constant flows to the stable fixed point(γ = 0) under
QRG iteration when γ = 0.9. At γ = 0, the initial Hamiltonian(H01) and the evolutionary
Hamiltonian(H) are the same so that the C1(t) does not change with time. For γ = 1 (see
the left insets of Fig. 1(a1) and (a2)), the invariance between the concurrence of different-
length chains is the result of the correlation length divergence at γc = 1. For γ = 1.1 (see in
Fig. 1(a1) right inset), when the QRG iteration tends to infinity, the lowest peak of C1(t)
decreases at first and then increases and finally oscillates around 0.5. In Fig. 1(a2) right
inset, as the size of the system increases, the height of each peak of C2(t) increases at first
and then decreases gradually and finally vanishes when N → ∞. It is easy to see that
increasing the length of the chain shortens the periods of C1(t) and C2(t) when γ = 1.1.
In order to further understand the evolution of entanglement, we calculate that the
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probability of the evolved ground state returns to the initial ground state for two different
quench types, separately [27, 28]. As follows
P1 = |〈ϕ01 | ϕ1(t)〉|2 =
16 + γ2 + γ2 cos(1
2
qt)
16 + 2γ2
, (23)
P2 = |〈ϕ02 | ϕ2(t)〉|2 =
64 + γ4 + 16γ2 cos(1
2
qt)
q4
. (24)
Higher values of P1 and P2 mean that the system is easier to return to the initial state, in
addition, the system completely returns its initial state when P1 = 1 or P2 = 1. As can be
seen from Eq. (23) and (24), for a fixed value of γ, P1 and P2 are periodic functions with
respct to time and the periods are T = 4pi√
8+γ2
. It is means that the system will completely
return to the initial state every other period. In particular, the greater the γ, the shorter
the period.
For different QRG steps, the evolution of C1(t) and C2(t) versus γ for t = 11.5 and
t = 1.5 is plotted in Fig. 2. We find that the changes of concurrence corresponding to the
two quenching methods with respect to anisotropy parameters are different, it is means that
initial state plays an important role in the evolution of system entanglement. Moreover,
the short-time (sufficiently near to the initial moment) behavior and long-time (far from the
initial moment) behavior of concurrence are somewhat different. As shown in Fig. 2(b1),
at t = 11.5, the concurrence decreases from the equilibrium state to a finite value and then
start to oscillate when the γ is turned on. However, at t = 1.5 (see in Fig. 2(b1) inset), the
concurrence decays from equilibrium state to zero and then begin to oscillate. As γ increases,
the values of each trough of C1(t) gradually high and finally severe oscillates around 0.5
when γ tend to infinity. It is because that the period of the system returns completely to
the initial state approaches zero when γ tends to infinity, which can be obtained from Eq.
(23), hence, C1(t) violently oscillates around 0.5 when γ → ∞ because that the ground
state entanglement of the initial Hamiltonian(H01) equals 0.5 and it is independent of γ.
The changes of C2(t) versus γ is different from C1(t) when t = 11.5 and t = 1.5. From the
Fig. 2(b2), as γ increases, we find that the C2(t) increases from the initial state to a finite
value and then begins to oscillate, but for t = 1.5 [see the inset of Figs. 2(b2)], the C2(t)
reaches its maximum at first and then begins to oscillate. the height of each peak of C2(t)
gradually decreases with γ increases and finally vanishes as γ → ∞, it is because that the
ground state entanglement of H02 is related to γ, i.e., the ground state entanglement of H02
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tends to zero when γ →∞. Although the change C1(t) and C2(t) versus γ are different, but
they all reveal that increasing the length of the chain enhances the oscillation of the C1(t)
and C2(t). Moreover, in the thermodynamic limit, C1(t) and C2(t) all happen mutation at
the critical point because that the result of the correlation length divergence at γc = 1.
The non-analytic behavior of a physical quantity is a characteristic of QPT. The non-
analytic behavior is often accompanied by a scaling behavior since that the correlation length
diverges at the critical point. In this section, we demonstrate that the characteristic time
can be used to describe the critical phenomenon of the one-dimensional anisotropic XXZ
model which in the vicinity of the transition point. For any the anisotropy parameter, we
define the characteristic time T kmin(γ) at which the C1(t) reaches its kth minimum values
and T kmax(γ) at which the C2(t) reaches its kth maximum values. The characteristic time is
analyzed as a function of the coupling constant(γ) at different QRG steps.
Further insight, we analyze the first derivatives of Tmin and Tmax with respect to the
coupling constant(γ) for k = 1 in Fig. 3, which show the singular behavior at the critical
point as the size of the system becomes large. The inset of Fig. 3 are the change of Tmin and
Tmax versus γ at different QRG steps, which shows that Tmin and Tmax develop two saturated
values in the thermodynamic limit. Specially, as shown in Fig. 3(c1) and Fig. 3(c2), dTmin
dγ
and dTmax
dγ
vs the γ are both of the same singular behavior because that the period of C1(t)
and C2(t) are identical when the γ is a constant. For a more detailed analysis, the position
of the minimum (γm) of
dTmin
dγ
approaches the critical point with the size of the system
increase. This is plotted in Fig. 4, which shows the relation γm = γc +N
−θ with θ = 0.47.
Besides, the scaling behavior of y ≡
∣∣∣dTmindγ
∣∣∣
γm
versus N is plotted in Fig. 5 which shows
a liner behavior of ln(y) versus ln(N), i.e.,
∣∣∣dTmindγ
∣∣∣
γm
∼ N0.46. Moreover, the exponent θ is
directly related to the correlation length exponent ν at the vicinity of critical point (γc), i.e.,
the relation is θ = 1
ν
. Interestingly, the characteristic time represents scaling behavior close
to the quantum critical point with exponent θ = 0.47 which fantastic corresponds to the
entanlement exponent of the one-dimensional XXZ model. Remarkably, the scaling behavior
of
∣∣∣dTmaxdγ
∣∣∣
γm
versus N is the same as
∣∣∣dTmindγ
∣∣∣
γm
because that C1(t) and C2(t) have the same
period when γ is a constant. Therefore, we only study one of them.
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4. SUMMARY
In this paper, the dynamics of entanglement for the one-dimensional spin-1
2
anisotropic
XXZ model are studied using the quantum renormalization-group method. We obtain the
analytic expressions of concurrence of the system corresponding to two different quench-
ing methods. We find that the initial state plays a key role in the evolution of system
entanglement. In order to further understand the dynamics of system entanglement, we
investigate the probabilities when the system return to the initial state Corresponding to
the two quenching methods, the result shows that both of them return completely to the
initial state with period(T = 4pi√
8+γ2
). The period is related to the anisotropy parameter, i.e.,
when γ →∞, the period when the system returns completely to the initial state approaches
zero. We demonstrate that the characteristic time can detect the QPT of one-dimensional
XXZ model. Interestingly, we find that the scaling behavior of
∣∣∣dTmaxdγ
∣∣∣
γm
versus N close to
the critical point are similar to those of the XXZ model in equilibrium and find the scaling
behavior is independent of the initial state or quenching method.
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Figure Captions
Fig. 1 (Color online) For different QRG steps, C1(t) and C2(t) change with time t. Where,
the left inset corresponds to γ = 1 and the right panel corresponds to γ = 1.1.
Fig. 2 (Color online) Evolution of the concurrence versus γ for different values of time
in terms of QRG iterations. The inset shows the change of C1(t) and C2(t) with anisotropy
parameters at t = 1.5 and Figs. 2. (b1) and (b2) correspond to the t = 11.5, which is
relatively large compared with 1.5.
Fig. 3 (color online) First derivative of Tmin and Tmax and their manifestation toward
diverging as the number of QRG iteration increase. Inset: Evolution of Tmin and Tmax with
respect to the anisotropy parameter as the number of QRG iterations increase.
Fig. 4 The scaling behavior of γm for different-length chains, where, γm is the position
of minimum of dTmin
dγ
in Fig. 3(c1).
Fig. 5 The scaling behavior of
∣∣∣dTmindγ
∣∣∣
γm
versus system size N .
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