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$ommaire
Les réseallx optiques jouent un rôle très important dans le domaine des
télécommunications par leur bande passante offerte. Cependant, les deux tech
niques actuelles de commutation (commutation de paquets et commutation de
circuits) montrent certains inconvénients quant à l’utilisation efficace de la bande
passante disponible.
La commutation de hursts est une nouvelle technique de commutation qui
pourrait permettre de mieux exploiter les réseaux optiques. Cependant, un défi
important à relever concerne la grande probabilité de perte de bursts dans le
réseau à cause de la contention.
Dans ce travail, nous nous proposons d’étudier et d’approfondir la techniqile
de routage avec défiexion pour pallier au problème de perte de bursts, technique
qui consiste à dévier les hursts en conflit sur des chemins alternatifs.
Les résultats obtenus ont démontré que la défiexion des bursts sur le plus
court chemin possible donne les taux de perte les plus bas. De plus, en effec
tuant des adaptations aux points d’accès, à la fois pour les noeuds sources et les
noeuds destinations, on arrive à diminuer de façon significative la probabilité de
perte. Enfin, l’autorisation d’effectuer des demi-tours peut également contribuer
11
à réduire le taux de perte tant que la charge du trafic ne devient pas trop impor
tante.
Mots clés réseaux optiques, commutation de bursts, routage par défiexion, résolution
de la contention, chemins alternatifs.
Abstract
The optical networks play a key role in telecommunications because of their
high bandwidth. However, the two existing switching paradigms (Optical Pa
cket $witching and Optical Circuit $witching) do not use efficiently the available
bandwidth.
Optical burst switching is a new promising switching paradigm that exploits
the huge bandwidth offered by optical networks. However, the main drawback of
the optical burst switching is the high burst dropping probability due to resource
contention.
In this thesis, in order to solve the burst dropping problem, we propose to
study and look further the defiection routing strategies, i.e. the alternate choice
for routing the contending bursts.
Results that have been obtained show that the burst deftection on the shortest
available route lead to the smallest dropping probability rates. Moreover, with
the addition of particular devices or features at the access points, whether source
or a destination nodes, we can further reduce the burst dropping rates.
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At last, allowing U-turn can also contribute to reduce the dropping rate as
long as the network load is not too high
Keywords: Optical Networks, Optical Burst Switching, Deflection Routing, Conten
tion Resolution, alternative routes.
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Chapitre 1
Introduction générale
La croissance explosive des demandes d’utilisation de l’Internet a nécessité et
nécessite toujours l’augmentation de la bande passante dans les réseaux centraux
(network backbone). Cette croissance est surtout due à l’augmentation des ap
plications multimedia ou aux applications avec contraintes de qualité de service
(Qd$) élevées qui ne peuvent pas être assurées sur les réseaux déjà en place. Dans
ces conditions, les fibres optiques deviennent un support physique très promet
teur pour les réseaux du futur.
Les premiers systèmes optiques de grande capacité (2.5Gbit/s) sont apparus au
début des années 1990. Dès ce temps, avec les révolutions technologiques au ni
veau physique, la bande passante offerte sur les fibres est devenue de plus en plus
grande. L’augmentation de la disponibilité du réseau par l’utilisation des fibres
optiques est un des facteurs importants d’évolution vers les réseaux optiques. De
pius, ces réseaux offrent d’autres avantages que nous citons ci-dessous [10].
— Aucune interférence
Le câblage par fibres optiques signifie la fin des perturbations et des prob
1
21èmes de compatibilité électromagnétique. Les caractéristiques uniques de
ce câblage font en sorte qu’il résiste à la diaphonie et au brouillage radio
électrique et électrique ce qui permet de le placer où l’on en a besoin.
Le câblage à fibres optiques procure donc un signal plus net et accroît la
capacité des réseaux locaux par rapport au câblage en cuivre.
Augmentation de la distance
Alors que la distance de transmission maximale pour le câblage en cuivre est
de 90 mètres, nous pouvons utiliser le câblage avec fibres optiques jusqu’à
550 mètres de la station de commutation tout en répondant aux exigences
techniques des vitesses de transmission de l’ordre du gigabit/s. La fibre
optique devient donc une solution de rechange très pratique et économique
au câblage en cuivre. Le câblage à fibres optiques est aussi plus durable
que le cuivre, sûr, plus facile à entretenir et plus robuste.
Simplification de la conception des réseaux
Le câblage avec fibres optiques permet au planificateur de simplifier la
conception des réseaux locaux et d’éliminer un grand nombre des coûts
associés au câblage en cuivre.
— On peut faire évoluer la capacité du réseau de manière incrémentale sans in
vestissement important en équipements et en gestion à chaque changement
de topologie.
— Les réseaux sont plus simples et avec des coûts opérationnels réduits
le nombre d’équipements optiques est inférieur au nombre d’équipements
électroniques.
Le graphe de la figure 1.1 représente l’évolution de cette bande passante offerte et
les prévisions futures d’évolution du marché des transmissions WDM (Wavelength
Division Multiplexing).
Pour pouvoir exploiter toutes les capacités offertes par les réseaux optiques, une
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Fic. 1.1 — Évolution de la bande passante [2]
nouvelle technique de commutation a été proposée qui est la commutation optique
de bursts [17]. On peut résumer cette technique dans les trois points suivants
— l’assemblage de plusieurs paquets de données dans une même entité qu’on
appelle bnrst,
— l’envoi d’un paquet de contrôle pour réserver les ressources nécessaires pour
la transmission d’un burst,
— l’envoi du burst dans le domaine optique sans besoin de mémoires tampons
ni de conversions au domaine électrique.
Une description plus détaillée est donnée plus loin dans ce mémoire.
41.1 Problématique
Le problème majeur dans la commutation optique de bursts est le taux élevé
de perte de bursts dans le réseau, cette perte est dû au problème de contention
dans les différents noeuds. La contention se produit quand deux ou plusieurs bursts
veulent emprunter, en même temps, le même port de sortie d’un noeud et donc
la même longueur d’onde du même lien.
L’enjeux est de réduire, ou si possible éliminer, le nombre de bursts perdus dans
le réseau optique. Plusieurs méthodes ont été proposées pour diminuer le taux de
perte, ces méthodes sont décrites plus loin dans ce mémoire.
1.2 Contribution
Dans ce projet, on s’interesse particulièrement à une technique de résolution
de contention entre bursts dans les réseaux à commutation optique de bursts,
cette technique est la déftexion.
La déftexion consiste à envoyer un des bursts en contention à son port de sortie
original et envoyer les autres bursts en contention à des ports alternatifs. L’origi
nalité de ce travail repose sur les points décrits ci-dessous.
— Nous avons proposé et étudié trois techniques différentes de choix de lien
alternatif pour défiéchir les bursts en contention, chacune repose sur une
vision différente pour mieux exploiter les ressources disponibles dans le
réseau optique.
— Nous avons identifié les points du réseau qui créent plus de problèmes, et
nous avons proposé des solutions à ces problèmes.
5— Nous avons appliqué notre étude sur des réseaux réels et des instances de
trafic pseudo-réelles.
Chapitre 2
Réseaux optiques
2.1 La fibre optique
La fibre optique est un support qui permet de transférer des données numé
riques à très haut débit vidéo, son, communications téléphoniques,... etc. Elle
utilise les propriétés de la lumière produites par des lasers aux extrémités.
Le coeur de la fibre est composé de silice, ou plus exactement d’oxyde de sili
cium ($i02) [19] qui a la particularité de réfléchir de façon optimale les longueurs
d’ondes. Le coeur est dopé pour augmenter l’indice de réfraction et procurer un
effet guidant pour le signal. Ce coeur parfait est entouré d’une couche de silice de
moindre qualité formant la gaine optique.
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z2.1.1 La fibre multi mode
Dans ce type, on a deux catégories.
— La fibre à saut d’indice qui est constituée d’un coeur et d’une gaine
optique en verre (voir figure 2.1). On remarque sur ce type de fibres une
déformation du signal à cause de la grande dispersion. La bande passante
que peut transmettre ce type de fibre est 10-50Mhz par km.
Irdtce de Ir,putsLcn InijuLsLonfEfraction d’entrCe de sortie
38Lrh ï ni%JTL
_____
Fibre saut d1ndice
FIG. 2.1 — La fibre à saut d’indice
La fibre à gTadient d’indice qui est constituée de couches successives
de verre (voir figure 2.2), la dispersion dans cette catégorie de fibres est
moins importante que dans la catégorie citée plus haut. Ce type de fibre
peut transmettre à une bande passante de 200-1500Mhz par km [14].
IndLoe de Ii’uLston Ipu1sLonrfract ton d’entrEe de sortie
125m
_ __ __
Fibre à gradient dindice
FIG. 2.2
— La fibre à gradient d’indice
2.1.2 La fibre mono mode
Le coeur de ce type de fibre est très fin (environ 10 microns) par rapport au
premier type (de 50 à 100 microns), ce qui rend la dispersion presque nulle (voir
8figure 2.3 1). La bande passante maximale que peut transmettre ce type de fibre
est très grande t> lOGhz/km) [14], cependant une grande puissance d’émission
est requise.
Indtce de ImpuLsion 1n,utson
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FIG. 2.3 — La fibre mono mode
2.2 Multiplexage optique
Pour une meilleure exploitation de la fibre optique, on procède au regroupe
ment de plusieurs canaux sur cette fibre. Donc, le multiplexage consiste à regrou
per plusieurs signaux optiques et à les transmettre sur une seule fibre. À l’autre
bout, les données sont retransformées par un démultiplexeur.
2.2.1 TDM (Time Division Multiplexing)
Une technique qui regroupe les données de plusieurs canaux sur un seul, dans
des fenêtres temporelles (figure 2.4). Chaque canal se voit attribuer des fenêtres
temporelles pour transmettre ses données. Il peut donc arriver que, pendant plu
sieurs fenêtres, consécutives ou pas, aucune information ne soit transmise. Les
liens d’entrée à la fibre ont un faible débit par rapport à la fibre de sortie. Si, par
‘Les figures 2.1,2.2 et 2.3 sont extraites de [14]
9exemple, le débit de la fibre est 10 fois plus grand que le débit des lieus d’entrée,
alors une quantité de données qui prend une durée d ms pour s’écouler sur un
lien d’entrée, prendra (d/10) ms sur la fibre de sortie si les lieus ont la même
longueur. Théoriquement, on peut alors faire le multiplexage des données de 10
lieus d’entrée sur la fibre de sortie.
— — —
—
••ULJREE
FIG. 2.4 — TDM
2.2.2 WDM (Wavelengtli Division Multiplexing)
On a constaté qu’on peut insérer simultanément dans une fibre optique des
signaux sur des longueurs d’ondes différentes sans que les signaux s’influencent
mutuellement. Une exploitation de cette propriété nous permet donc d’augmenter
la quantité de données transportées sur une fibre, et consiste en le multiplexage
des signaux sur la même fibre mais sur des longueurs d’ondes différentes. Ac
tuellement, une fibre optique peut transporter des longueurs d’ondes comprises
entre 1530 et 1565 nm sur la bande C [1], soit avec une marge de 35 nm, au sur
d’autres bandes telles que la bande L (1570-1605 nm). Si l’espacement spectral
entre deux longueurs d’ondes est très réduit, on peut alors transmettre un pius
grand de longueurs d’ondes, on parle du DWDM (Dense WDM).
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2.3 Inter fonctionnement IP/WDM
Un des problèmes majeurs des réseaux IP (Internet Protocol) est de pou
voir répondre efficacement à la croissance exponentielle du trafic. Parallèlement,
les technologies optiques, en particulier le WDM (Wavelength Division Multi
plexing), connaissent des développements importants, et sont susceptibles de
répondre à ce besoin grandissant de capacité. Dans les réseaux actuels, le WDM
est une technique de transmission point-à-point qui permet d’acheminer plusieurs
centaines de Gbit/s sur une seule fibre optique. À court et moyen terme, les tech
niques WDM devraient évoluer sur les deux volets suivants
— tout d’abord, les capacités de transmission permises vont encore augmen
ter, puisque des systèmes de transmission térabits/s sont développés et
annoncés par divers industriels du secteur (Alcatel [1])
— d’autre part, la nécessité de gérer des capacités de transmission WDM
élevées et le besoin de flexibilité de la couche optique conduisent au dévelop
pement de fonctionnalités de reconfiguration du réseau WDM, telles que
le brassage optique, qui permettront de mieux répondre aux demandes des
couches clientes et en particulier d’IP.
Suivant l’importance que l’on donne au deuxième volet par rapport au premier,
on peut déterminer différents scénarios d’évolution d’un réseau IP et de son in
terfonctionnement avec la couche de transport WDM.
C1,C2,C3,C4,C5
FIG. 2.5 - WDM/DWDM
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2.3.1 Scénario téra-routeurs plus liens WDM
Un premier scénario envisageable à court terme consiste à associer des rou
teurs IP de très grande capacité (téra-routeurs) et des liens WDM point-à-point
à très haut débit (térabit/s). Dans cette option, la couche WDM est réduite à
la fourniture de capacités de transmission point-à-point, tandis que tout le trai
tement d’informations est effectué dans les routeurs IP. Ce scénario est souvent
appelé «Big Fat Routers + Big fat Pipes». Des routeurs de très grande taille
sont nécessaires puisque tout le trafic en transit passe par les routeurs. De fait,
cette option permet une dynamique complète au niveau des paquets IP. Ses avan
tages sont décrits ci-dessous
- maturité technique des systèmes (routage IP, transmission WD’1);
maturité des techniques MPLS (Multi-Protocol Label Switching), permet
tant, avec une granularité très fine, l’établissement de circuits entre routeurs
pour répondre aux besoins d’ingénierie de trafic. D’autre part, comme les
critères de qualité de service sont intégrés au niveau des circuits MPLS, les
ressources de protection requises pour le trafic sensible sont valorisées avec
une granularité très fine par le trafic «best effort»;
— faibles coûts de gestion : l’interaction entre réseau IP et systèmes WDM
est réduite au minimum, d’où un avantage en coûts de gestion de réseau.
Routeur
liens WDM
FIG. 2.6
— Scénario téra-routeurs IP + liens WDM point-à-point
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2.3.2 Scénario giga-routeurs plus réseau WDM brassé
L’apparition d’offres commerciales en systèmes (brasseurs et gestionnaires)
pour réseaux brassés WDM à gestion distribuée ouvre une nouvelle voie pour
répondre au défi que constitue la croissance exponentielle de demande de trafic IP.
L’établissement de circuits optiques de bout en bout doit permettre d’optimiser
l’utilisation des capacités de transport, et surtout d’adapter l’offre de canaux de
transmission optique en fonction de la demande venant des couches clientes, et
en particulier d’IP.
Cette option présente les avantages décrits ci-dessous par rapport au scénario
FIG. 2.7 — Scénario giga-routeurs IP + réseau WDM brassé
précédent.
— Routeurs IP de taille plus réduite le trafic sur les canaux optiques en
transit ne remonte plus dans la couche IP, mais est aiguillé à l’aide de
brasseurs WDM jusqu’à sa destination. Ces «court-circuits» permettent
d’éviter des traitements électroniques inutiles et complexes (au niveau de
la couche IP) sur du trafic qui n’a pas besoin des fonctionnalités de routage
propres à IP.
— Reconfigurabilité de la topologie vue par les routeurs l’établissement de
canaux optiques d’un bout à l’autre du réseau IP permet d’enrichir les re
lations de «voisinage» des routeurs IP, et donc de définir une topologie
logique optimale en fonction des demandes de trafic entre routeurs (Fi-
‘P
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gure 2.7). Le maillage du réseau IP peut être plus ou moins complet, mais
c’est surtout la possibilité de reconfigurer ce maillage, ou cette topologie
logique, qui est intéressante.
— Économie sur les cartes de ligne : en effet, les cartes de ligue des bras
seurs WDM sont moins onéreuses, pour un même débit, que les cartes de
ligne des routeurs IP. Cette différence est aisément compréhensible car les
cartes de ligne des routeurs effectuent des opérations d’adaptation du signal
numérique pour remonter au niveau de granularité du paquet IP, contrai
rement aux cartes de ligne des brasseurs WDM. Ceci est en cohérence avec
la «simplification» du traitement du trafic en transit.
— Possibilité de liaisons louées WDIVI à haut débit fournies à la demande,
et même de réseau privé virtuel (RPV, VPN Virtuat Private Network)
optique sécurisé au nivea.u WDM. Cette possibilité permet d’enrichir les
fonctionnalités de la couche optique, en dehors du contexte IP.
2.4 Techniques de commutation
2.4.1 Commutation optique de circuits tOCS)
La commutation de circuits (Opticat Circuit $witching) consiste à établir une
liaison (un chemin) entre le noeud origine O et le noeud destination D tout au
long de la période de communication (exempte : communication téiéphonique), le
chemin est réservé exclusivement aux données de cette paire (O, D).
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2.4.2 Commutation optique de paquets (OP$)
Comparativement à la technique précédente, la commutation de paquets (Op
ticat Packet switching) consiste à mettre les données de la communication dans
des paquets d’une grandeur déterminée en fonction du réseau à travers lequel
ces paquets devront transiter. Les noeuds intermédiaires s’occupent d’acheminer
le paquet de son origine à sa destination, et pour cela la conversion O/E/O des
paquets est nécessaire à chaque noeud intermédiaire, pour pouvoir lire les informa
tions que contient l’entête du paquet et qui sont nécessaires à son acheminement,
comme sa destination, par exemple. Les paquets peuvent transiter sur un même
chemin ou sur des chemins différents.
2.4.3 Commutation optique de bursts (OBS)
Cette technique consiste à regrouper plusieurs paquets du même couple (O, D)
dans une même entité qu’on appelle bnrst, et d’envoyer l’entête séparément, avant
le burst, pour réserver les ressources nécessaires à l’acheminement du burst à
chaque noeud intermédiaire, ce qui permet au burst d’être acheminé sans conver
sion O/E/O à chaque noeud intermédiaire.
2.4.4 Commentaires
Le tableau 2.1 [17, 22], nous donne une comparaison des trois techniques de
commutation en termes de complexité, d’utilisation de la bande passante et de
la nécessité de mettre des mémoires tampon dans les noeuds intermédiaires. Les
meilleures valeurs sont représentées en gras.
15
L’inconvénient de la technique de commutation de circuit est la mauvaise utili
Technique de commutation Circuit Paquet Burst
Utilisation de la bande passante bas élevé élevé
Besoin de mémoires tampon non oui non
Complexité bas élevé modéré
TAB. 2.1 — Comparaison des techniques de commutation
sation de la bande passante, qui est un facteur très important dans les réseaux
actuels. Cette bande passante est bien exploitée dans la commutation de pa
quets. Cependant, le degré de complexité de cette technique est élevé à cause de
la conversion de chaque paquet du domaine optique au domaine électrique et du
traitement qu’il doit subir à chaque noeud intermédiaire. Cela explique aussi la
nécessité des mémoires tampon.
La commutation de bursts apparaît donc comme une technique prometteuse,
d’une part parce qu’elle exploite mieux la bande passante offerte et d’autre part
parce qu’elle est de moindre degré de complexité par rapport à l’OPS et ne
nécessite pas de mémoires tampon à chaque noeud intermédiaire.
Chapitre 3
Commutation optique des bursts
3.1 Définitions
03$ (Optical Burst $witching) est une technique de commutation de données
dans les réseaux tout optiques. Cette technique se situe entre la commutation
optique de paquets (OP$-Optical Packet $witching) et la commutation de circuits
décrites précédemment. L’idée fondamentale de cette nouvelle technique est de
prendre en compte les avantages de ces deux techniques, avec le but de construire
une technique de commutation plus performante en termes d’utilisation de la
bande passante et de la qualité de service offerte. Le but de 1’ 03$ est
— d’améliorer l’utilisation de la très grande bande passante disponible sur les
fibres optiques et qui est mal utilisée (peu utilisée) dans la commutation
de circuits;
— de diminuer voire éliminer la taille des mémoires tampon (buffers) qui sont
nécessaires (et énormes) dans le cas de l’OP$;
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— de diminuer le temps dû au traitement des paquets.
Dans le contexte 03$, les données transportées ont deux composantes qui sont
le burst, qui est une agrégation de plusieurs paquets de données, et l’entête qui
contient toutes les informations nécessaires à l’acheminement du burst. Les
P4t de coitrâle
E1’
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FIG. 3.1 — Offset time
données et l’entête des bursts sont utilisées comme suit : l’entête (paquet de
contrôle) du burst est envoyé en éclaireur pendant tout le chemin (0,D) de l’ori
gine O à la destination D, possiblement sur la même longueur d’onde que les
données ou sinon sur une longueur d’onde réservée aux paquets de contrôle. La
partie des données du burst suit l’entête après un intervalle de temps paramétrable
appelé «offset time». L’idée est que l’entête arrivera dans les noeuds (commu
tateurs) intermédiaires avant le burst, permettant ainsi aux commutateurs de
traiter les informations de l’entête et d’établir les configurations à temps avant
l’arrivée du burst de données. De cette façon, le burst optique de données peut
être acheminé dans le réseau optique sans conversion 0/E/0. Le délai initial
entre l’entête et les données augmente avec le nombre de routeurs que l’entête
doit traverser tout au long du chemin et avec le temps de traitement de l’entête à
chaque noeud. De plus, ce délai dépend de la classe du service à laquelle le burst
appartient. On va utiliser le paramètre d’offset pour distinguer différentes classes
de services.
L’entête (paquet de contrôle) contient toutes les informations du burst qui sont
nécessaires à son acheminement
— destination;
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— taille du burst (ici la taille peut être interprétée comme la durée d’occupa
tion d’une longueur d’onde);
— le temps résiduel (qui est le temps entre l’arrivée ou le départ de l’en-tête
et l’arrivée du burst)
— la longueur d’onde du burst.
3.2 Assemblage des bursts
L’assemblage des bursts se fait dans les noeuds de bord, à partir des pa
quets électroniques [24]. Chaque noeud de bord possède des mémoires tampons
pour stocker les paquets pour ensuite les assembler dans des bursts (figure 3.2).
L’agrégation des paquets se fait selon leur destination et leur qualité de service. Il
existe donc, pour chaque destination, autant de mémoires tampons que de classes
de service (figure 3.2). Dans une opération inverse, la destination désassemble les
bursts dans des paquets.
Chaque noeud du réseau optique s’occupe de l’acheminement des bursts selon
leurs destinations.
FIG. 3.2 — Assemblage des bursts (schéma extrait de[4]).
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Qiao et aÏ. [6] ont proposé différents algorithmes d’assemblage des bursts dans les
noeuds de bord que nous énumérons brièvement ci-dessous.
— Algorithme avec une période d’assemblage fixe: c’est un algorithme simple
et qui consiste en (j) l’assemblage, dans un même burst, des paquets qui ont
la même destination et qui arrivent pendant un intervalle de temps T fixe,
et (ii) la génération du paquet de contrôle correspondant. Cet algorithme
ne tient pas compte de l’intensité du trafic et donc les longueurs des bursts
peuvent varier de manière importante.
— Algorithme avec période d’assemblage adaptative : la différence avec le
premier algorithme est que l’intervalle de temps T de chaque mémoire
tampon varie selon la longueur du burst précédent et donc selon l’intensité
du trafic.
— Algorithme MBMAP (Min-BurstLength-Max-Assembly-Period) : dans cet
algorithme, on fixe une valeur LMB qui est la longueur minimum des bursts
et une autre valeur PMA qui est la période maximale d’assemblage d’un
burst. Le paquet de contrôle est généré dès que la longueur minimale du
burst est atteinte ou que la période d’assemblage maximale est écoulée. Le
calcul des deux valeurs LMB et PMA est expliqué dans le dodilment [6].
3.3 Qualité de service
Pour augmenter la qualité de service pour une classe de service donnée, on
ajoute un délai supplémentaire à l’offset tirne avant d’envoyer le burst, appelé
«ertra offset time» [16]. Ce délai est ajouté aux classes qui ont une plus grande
priorité (QdS) pour réduire leur probabilité de blocage. Ainsi, pour une classe
qui a une plus grande priorité et donc un plus grand extra offset time, les bursts
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de cette classe auront une plus grande probabilité de trouver un chemin. Comme
illustré dans la figure 3.3, considérons deux bursts b1 et b2 qui veulent emprunter
burstl offrettimel
burst2 ffseflbne2
FIG. 3.3 — Qualité de service.
le même lien à la sortie du noeud v. L’entête du burst b; arrive au noeud v avant
l’entête du burst b2, et va donc réserver la longueur d’onde, même si le burst b2
arrive avant le burst b1.
Parmi les difficultés qui ont été identifiées [8], on retrouve
— un délai bout-en-bout plus grand; si diff est la différence entre deux extra
offset time de deux classes de services (CdS) adjacentes, et que l’on a n
CdS, donc l’extra offset time le plus grand sera égal à (n — 1) x diff;
— les bursts ayant une plus grande priorité auront le privilège d’utiliser le
lien, et donc coupent la capacité de ce lien en plusieurs intervalles libres.
En conséquence, un burst de petite taille d’une classe inférieure aura plus
de chance d’être inséré qu’un burst de la même classe mais qui a une taille
plus grande.
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3.4 Réservation de ressources
La majorité des systèmes qui ont été proposés pour l’OB$ parle d’une réser
vation unidirectionnelle des ressources (one pass TeseTvahon) (Qiao et Yoo [17]
[18]), soit d’une réservation telle que l’on n’a pas besoin d’attendre une confirma
tion (ackriowtedgment) pour commencer à transmettre les données. Un paquet de
contrôle est envoyé avant le burst pour indiquer au différents noeuds intermédiaires
l’arrivée imminente du burst et réserver les ressources nécessaires à la transmis
sion de ce burst.
Bayvel et Dùser [4] ont proposé une réservation de bout-en-bout (c’est-à-dire à
deux passes) dans laquelle on envoie le paquet de contrôle pour faire savoir au
noeuds intermédiaires notre intention de transmettre un burst de données. La
transmission du burst ne commence que si on reçoit une confirmation de trans
mission (acknowledgment), mais dans ce cas, les délais sont plus importants.
3.5 Juste à temps (JIT : Just-In-Time)
C’est une approche de signalisation pour réserver une longueur d’onde pour un
burst donné. Cette approche utilise la réservation unidirectionnelle des ressources
et consiste en l’envoi, avant le départ du burst, d’un signal SETUP de réservation
de longueur d’onde [261. Le burst est suivi d’un signal RELEASE pour indiquer
la fin du burst. La longueur d’onde est réservée pour une période p (voir la
figure 3.4), c’est-à-dire après un temps t du moment où le message SETUP arrive
jusqu’à l’arrivée du message RELEASE, où t représente le temps de traitement
du message SETUP.
Quatre variantes de réservation de la longueur d’onde pour un burst b ont été
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proposées et discutées dans la littérature pour le JIT [3] que nous reprenons
brièvement ci-dessous.
1. SETUP explicite et RELEASE explicite : la longueur d’onde est réservée
pour le burst b après l’arrivée du message SETUP jusqll’à ce que le message
RELEASE arrive.
2. SETUP explicite et RELEASE estimé: le message $ETUP contient la durée
du hurst b. Dans cette variante on n’a pas besoin d’un message RELEASE,
la longueur d’onde est réservée après l’arrivée du message $ETUP et pour
une période estimée en tenant compte de l’arrivée du message SETUP et
de la durée du burst.
3. SETUP estimé et RELEASE explicite: la longueur d’onde n’est pas réservée
immédiatement après l’arrivée du message SETUP, mais du moment estimé
de l’arrivée du burst jusqu’à l’arrivée du message RELEASE.
4. SETUP estimé et RELEASE estimé : les deux moments de l’arrivée et de
la fin du hurst sont estimés en tenant compte des informations contenues
dans le message $ETUP, le message RELEA$E n’est donc pas nécessaire.
FIG. 3.4 — Réservation des longueurs d’ondes dans JIT
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Les variantes où on estime la date d’arrivée ou la fin du burst donnent des
meilleurs taux de blocage dans le réseau mais la complexité des traitements dans
les commutateurs devient plus grande [3].
3.6 Juste assez de temps (JET : Just-Enough
Time)
La stratégie juste assez de temps JET est ne variante de la stratégie JIT où
on utilise certaines informations pour prévoir l’arrivée et la fin du burst.
L’intervalle où la longueur d’onde est réservée commence au moment de l’arrivée
du burst et se termine à la fin du hurst, et donc un signal RELEASE n’est pa.s
nécessaire.
La source envoie le burst de données après un délai offset T de l’envoi du paquet
de contrôle. Soit t le temps encouru par le paquet de contrôle à chaque noeud
T
FIG. 3.5 — Réservation des longueurs d’ondes dans JET
intermédiaire. Si on a n noeuds intermédiaires, il faut que T> n x t [181 pour que
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le paquet de contrôle ne soit pas rattrapé par le burst. Cela qui permet au burst
de passer à travers tout le chemin sans avoir besoin de mémoires tampons aux
noeuds intermédiaires [13]. La longueur d’onde est réservée de l’instant estimé t2
T
FIG. 3.6 — Réservation retardée
de l’arrivée du burst (au lieu de l’instant t1 de l’arrivée du paquet de contrôle)
comme illustré dans la figure 3.6, et sera libérée après une durée égale à la durée
du burst telle qu’indiquée par le paquet de contrôle. Cette caractéristique est
appelée réservation retardée (Detayed Reservation).
Cette caractéristique permet d’avoir la longueur d’onde libre de t1 jusqu’à t2, qui
peut être alors utilisée par un autre burst. Son inconvénient est la complexité de
traitement dans les commutateurs pour calculer les moments exacts d’arrivée et
de fin dii burst.
3.7 Architecture du réseau
Dans la commutation de bursts, le réseau est constitué essentiellement de
deux types de noeuds les noeuds de bord (edge nodes) et les noeuds du réseau
optique (core nodes).
Pour simplifier la présentation, on utilisera le terme noeud optique pour désigner
un noeud du réseau optique (core node), et on va appeler noeud d’accès, un noeud
optique qui est relié directement avec un noeud de bord, mais il reste que l’appel
lation noeud optique inclut aussi les noeuds d’accès.
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Les paquets de données arrivent au noeud de bord de différentes sources, et seront
FIG. 3.7 — Structure du réseau global (figure extraite de [11])
agrégés, selon leur destination et leur QdS, dans des bursts de tailles différentes,
et ce dans des mémoires tampons séparées, une mémoire tampon pour chaque
qualité de service de chaque destination, comme le montre la figure 3.2. Ensuite
le paquet de contrôle de chaque burst est envoyé, dans le réseau optique (voir
la figure 3.7 pour une illustration), pour réserver les ressources nécessaires à la
transmission du burst tout au long du chemin. Le paquet de contrôle est envoyé
sur une longueur d’onde réservée aux paquets de contrôle. Le burst sera transmis
ensuite dans le domaine optique d’un bout à l’autre du réseau.
Dans l’OBS, on s’occupe de l’assemblage du burst et de son acheminement dans
le réseau optique jusqu’au noeud de bord, sans se préoccuper ni des paquets avant
leur agrégation ni après le désassemblage du burst à son arrivée à l’autre noeud
de bord.
On appelle, dans le reste du mémoire, origine O : le noeud de bord où le burst
cci rcil hannl
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est assemblé, et on appelle destination D : le noeud de bord où le burst est
désassemblé.
3.7.1 Noeud de bord
Assembleur/Désassembleur
Le rôle de cet équipement est de former des bursts de données à partir des
paquets qui arrivent de différentes sources de trafic, ces paquets appartiennent à
différentes classes de service et vont vers différentes destinations. Chaque burst
contient des paquets qui appartiennent à la même classe de service et qui vont
vers la même destination.
Le désassembleur, quant à lui, s’occupe de décomposer le burst qu’il reçoit en
des paquets qui seront ensuite acheminés vers leurs destinations respectives en
dehors du réseau optique.
Convertisseur E/O
Son rôle est de convertir un signal électrique en n signal optique, autre
ment dit, de recevoir les données sous forme électrique et les faire sortir sous
forme lumineuse, prêtes à être transportées par une fibre optique. Inversement,
le convertisseur O/E, convertit un signal optique en un signal électrique.
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Multiplexeur/Démultiplexeur
Une fois les données transformées en signaux lumineux différents, le rôle du
multiplexeur est de regrouper ces signaux dans une même fibre, autrement dit,
mettre en oeuvre le WDM précédemment décrit.
3.7.2 Noeud optique
Commutateur optique
Le rôle de cet équipement est de commuter les bursts; le burst entre sur un
port d’entrée et le commutateur fait le nécessaire pour que le burst sorte sur un
port de sortie donné.
Lien optique
Les liens du réseau sont des fibres optiques de très haute capacité. Le multi
plexage des données se fait par la technique WDM (ou DWDM), et donc plusieurs
longueurs d’ondes sont transportées sur une même fibre du réseau.
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3.8 Problème de contention
3.8.1 Définition
Le problème majeur dans la technique de commutation OBS est la perte des
bursts dans les noeuds intermédiaires, à cause de la contention entre ces bursts.
La contention se produit lorsque deux ou plusieurs bursts qui arrivent à un noeud
FIG. 3.8 — Contention de deux bursts sur un lieu
intermédiaire, et qui sont sur la même longueur d’onde ?, veulent utiliser le même
lieu de sortie et donc la même longueur d’onde ? de la même fibre, ce qui est
impossible.
Soit B,,
=
{b1, b2, . . . ,b} l’ensemble des bursts qui arrivent au noeud v, sur la
longueur d’onde ), pendant un intervalle de temps [t,t+t] et qui empruntent le
même lien v
—
v. On a contention si la valeur C> O telle que
V b, b e B,, tels que début(b) < début(b) C
=
fin(b)
—
début(b).
b1
b2
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3.8.2 Exemple
FIG. 3.9 — Contention
Ponr bien illustrer le problème de la contention, donnons un exemple et sup
posons qu’en cas de contention impliquant deux bursts, l’un d’enx sera perdu.
Dans cet exemple on va suivre un burst au cours de son chemin, avant d’être
perdu dans un noeud intermédiaire à cause de la contention.
Considérons le réseau représenté ci-dessous sur la figure 3.10.
On considère quatre bursts b1, b2, b3 et b4, qui sont sur la même longueur d’onde
et tels que leurs chemins par défaut sont
— pour le burst b1 : — u4 — u7 — vs
— u10,
— pour le burst b2 u2 — u4 — u7 — u5 — u10,
FIG. 3.10 — Exemple de réseau
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— pour le burst b3 : u5 — u7 — u8 —
— pour le burst b4 : u3 — u6 — u8 — u10.
On va suivre le parcours du burst b1 dans le réseau, avec les hypothèses sur le
début et la fin des bursts b i=1, 2, 3,4 telles que représentées sur la figure 3.11
— le burst b; est en contention au niveau du noeud u4 avec le burst b2, sur le
lien u4 — u7; le burst b2 est perdu car il arrive au noeud u4 après le burst
b1
— le burst b1 est en contention au niveau du noeud u7 avec le burst b3, sur le
lien u7 — u8; le burst b3 est perdu car il arrive au noeud u7 après le burst
— le burst b1 est en contention au niveau du noeud u8 avec le burst b4, sur le
lien u8 — u10 ; le burst b1 est perdu car il arrive au noeud u8 après le burst
b4.
Le burst b1 est perdu et a causé les problèmes suivants
— la perte des bursts b2 et b3, c’est-à-dire la moitié des bursts dans le réseau;
— un gaspillage de la bande passante du chemin u1 —u4—u7—u8 qu’il occupait.
0 burstl
direction des btwsts
cburst2 I I
btrstI
0 burst4 I
FIG. 3.11 — Illustration de la contention
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3.9 Solutions à la contention
Plusieurs stratégies ont été proposées pour résoudre le problème de la conten
tion. Selon la classification proposée par, e.g, Gauger [11], trois directions sont
exploitées que nous décrivons ci-dessous.
— Temps : en retardant le burst par l’utilisation des lignes à retardement.
— Espace en déftéchissant un burst vers un autre chemin.
— Longueur d’onde : en utilisant la conversion d’une longuellr d’onde à une
autre.
3.9.1 Utilisation des lignes à retardement (FDL)
Un des buts de l’OBS est de transmettre les données de bout en bout dans le
domaine optique, c’est-à-dire sans conversion O/E/O, d’où la nécessité de trouver
l’équivalent des mémoires tampons dans le domaine optique. Malheureusement,
la technologie actuelle n’a pas de solution technologique, excepté un moyen de
stockage des données pour une durée fixe. Le mot stockage est un pe optimiste,
car il ne s’agit en réalité que d’un moyen de retardement. Ce moyen est ce qu’on
appelle la ligne à retardement (Fiber Delay Line), qui est une fibre, ses deux
extrémités raccordées au même noeud. En cas de contention entre deux bursts,
au lieu de laisser tomber un d’entre eux, on le temporise en l’envoyant à cette
ligne de retardement. Mais quelques problèmes se posent
— une fois le burst mis sur cette ligne, on ne peut pas le récupérer dès que le
lien qu’il devait prendre est libre car il doit parcourir toute la ligne;
— une ligne de 200 km peut retarder seulement de 1 ms [5].
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Différents auteurs se sont intéressés à cette technique, on peut citer parmi eux Chi
et aÏ. [9] qui ont proposé de mettre à chaque noeud un ensemble de FDLs partagé
par tous les ports de sortie du noeud, chaque FDL est de longueur différente et
multiple d’une certaine valeur D. Si un burst b est en contention, il sera envoyé
sur une des FDLs selon la valeur t
— ta, ta et t sont respectivement le temps
d’arrivée du burst b et le moment où le port de sortie sera libre.
Gauger [12] s’est également intéressé au problème de dimensionnement des FDLs
dans les noeuds. Il a étudié le choix des paramètres des FDLs tels que le délai
de chaque FDL, le choix d’architecture et le nombre total de fDLs dans chaque
noeud, et l’impact de ces paramètres sur la probabilité de perte.
3.9.2 Conversion de longueur d’onde
Cette stratégie consiste, en cas de contention entre deux bursts sur une lon
gueur d’onde )j d’un lien, à envoyer les deux bursts sur le même lien mais sur
deux longueurs d’ondes différentes, et donc un des bursts sera envoyé sur Xj et
l’autre sur une autre longueur d’onde
Différents auteurs se sont intéressés à cette technique, parmi eux citons Turner
et Ramamirtham [21]. Ils ont étudié deux types de commutateurs convertisseurs
de longueurs d’onde, le premier peut avoir d fibres en entrée et d fibres en sortie
chacune a W longueurs d’onde. Il peut convertir des données de n’importe quelle
longueur d’onde d’une fibre d’entrée vers n’importe quelle autre longueur d’onde
d’une fibre de sortie. L’inconvénient de ce type de commutateurs est le prix élevé
et la consommation gourmande en énergie. Le deuxième type de commutateurs
est un commutateur proposé surtout pour réduire le coût et l’énergie mais qui
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présente un certain pourcentage de blocage (il ne peut pas router plus que 87 ¾
des données routées par le premier type).
Gauger [11] a étudié la conversion partielle de longueurs d’onde en combinaison
avec l’utilisation des FDLs. À chaque noeud on a d fibres en entrée et d fibres
en sortie, chacune avec W longueurs d’onde. Pour tous ces canaux (d x W) on
a seulement N < d x W convertisseurs de longueur d’onde, donc on ne peut
convertir que N bursts à la fois.
3.9.3 Routage par déflexion
Si on a contention entre deux bursts sur la même longueur d’onde d’un lien
donné, la défiexion consiste en l’envoi de l’un de ces bursts sur un autre lien
alternatif au lieu de le laisser tomber. Dans l’exemple précédent (figure 3.11), en
appliquant la défiexion, pour résoudre la contention entre les bursts b1 et b2, par
exemple, au niveau du noeud u4, le burst b2 sera envoyé vers le lien alternatif
u4 — u6, ce qui va permettre de le sauver.
Chen et aï. [7] ont proposé d’introduire un paramètre p (0 <p < 1) appelé
probabilité de défiexion. Si la charge du trafic dans le réseau est basse, la défiexion
est appliquée sur 100 ¾ (p=l) des bursts en contention. Par contre, si la charge
du trafic est très élevée, la valeur de p sera égale à 0, c’est-à-dire qu’on va laisser
tomber tous les bursts qui seront en contention. La valeur de p est variable entre
o et 1 selon les statistiques recueillies du réseau. Dans leurs expériences, Qiao et
aï. [7] ont expérimenté cette technique seulement sur réseau réduit à un noeud,
mais les résultats préliminaires ont montré que pour une charge de trafic égale à
0,15, la probabilité de perte varie de 0,13 quand p O à 0,035 quand p = 1.
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Zalesky et al. [28] ont réalisé une étude comparative entre la défiexion et
la conversion partielle de longueurs d’onde (conversion d’un burst qui est sur
la longueur d’onde Àj vers )j E N telle que N C W, W est l’ensemble des
longueurs d’ondes de la fibre). Cette étude a été faite sur le réseau NSFNet, et a
démontré que la défiexion donne de meilleurs résultats que la conversion partielle
de longueurs d’onde.
Dans leur étude, Kim et al. [15] ont proposé un algorithme de routage par
défiexion. Ils considèrent que la table de routage de chaque noeud contient deux
chemins différents pour chaque destination, un chemin par défaut et un autre
alternatif. Leur simulation est faite sur un réseau de type Manhattan (4 x 4), et
ils ont considéré seulement une longueur donde pour chaque lien. Les résultats
de simulation ont démontré que la probabilité de perte diminue de 10 et de 2 fois
quand le taux de trafic est respectivement de 0,1 et 0,9.
Un nouveau protocole de routage par déftexion a été proposé par Wang et aï.
[25]. Dans ce protocole, deux fonctions ont été introduites
— la fonction Sender Check qui contient deux points. La source n’émet un
burst que si le lien par défaut est libre, sinon il fait appel à la fonction
Sender Retransmission. Si au cours de son chemin, le burst a été défiéchi
et revient vers sa source, cette dernière ne doit pas essayer de le défiéchir.
— la fonction Sender Retransmission, si la source essaye d’envoyer un hurst
et que le lien par défaut n’est pas libre, la source doit essayer de retrans
mettre le burst après un certain temps pour lequel les auteurs proposent
une méthode de calcule.
Des simulations ont été faites sur des réseaux de type Manhattan avec 4 x 4 et
16 x 16 noeuds. Des résultats, qui représentent la probabilité de perte en fonction
du taux de trafic avant et après l’ajout des deux nouvelles fonctions du protocole,
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ont montré une baisse de la probabilité de perte après l’ajout de ces fonctions
et surtout quant le trafic est bas, cette probabilité passe, par exemple, de 0,01 à
0,0025 si le taux de trafic est égal à 0,1.
Tanida et aï. [20] ont proposé un algorithme de routage basé sur le renvoi d’un
signal, ax noeuds précédents, en cas de contention. Pour cela, ils ont proposé un
protocole de signalisation basé sur l’état de congestion des liens (lien congestionné
si son taux d’utilisation est supérieur à une certaine valeur cl). Des résultats de
simulation, sur un réseau grille de 4 x 4 noeuds, ont été présentés montrant que
la meilleure valeur de cl est 0,6 et la probabilité de perte dans ce cas est jusqu’à
10 fois moins que si on a pas de signalisation.
Dans le document [13], Hsu et aï. ont étudié le problème de l’insuffisance
de l’offset time lors de la défiexion. Les solutions proposées sont l’ajout d’un
temps supplémentaire extra offset time avant d’envoyer le burst et l’ajout des
FDLs dans les noeuds optiques (N FDLs dans chaque noeud) pour retarder le
burst qui rattrape son paquet de contrôle. Pour la deuxième solution, plusieurs
variantes ont été proposées pour décider à quel noeud le burst sera retardé (mis
dans le fDL). La simulation a été faite sur le réseau Arpanet-2, et les résultats
ont démontré, entre autres, que la probabilité de blocage passe de de 0,05 quand
N = 1 à 0,007 pour N 3, mais que cette probabilité reste stable pour N> 3.
Aucune étude systématique n’a été faite encore sur les différents critères de
choix d’une route alternative dans un contexte de défiexion en présence de conten
tion entre plusieurs bursts. C’est l’un des points que nous allons étudier dans ce
mémoire.
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3.9.4 Combinaison des stratégies
Une combinaison de deux stratégies ou plus est possible pour résoudre le
problème de contention entre bursts. Parmi les auteurs qui se sont intéressés à
la combinaison des stratégies, citons Gauger [11] qui a étudié la combinaison de
l’utilisation des lignes à retardement et la conversion des longueurs d’onde.
Chen et al. [7] et Zalesky et al. [28] ont étudié la combinaison de la conversion des
longueurs d’onde et la défiexion, et les résultats sont meilleurs que si on utilise
une des stratégies toute seule.
Une autre stratégie de résolution de contention a été proposée par Vokkarane et
bzst2
___________________________
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FIG. 3.12 — Chevauchement entre bursts
Jue [23]. Cette stratégie est la segmentation des bursts. Chaque burst est divisé
en plusieurs segments, et en cas de contention entre deux bursts, au lieu de laisser
tomber tout le burst, on va laisser tomber seulement la partie (les segments) qui
se chevauche avec l’autre burst (figure 3.12). Cette étude a examiné les points
suivants :
— la partie qu’on va laisser tomber est la queue du burst b1 et non la tête du
burst b2, car en cas de retransmission de la partie qu’on a laissé tomber,
les données vont arriver à destination dans l’ordre;
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- combinaison de la segmentation avec la défiexion, dans laquelle où, au lieu
de laisser tomber la queue du burst b1, on peut défiéchir tout le burst b2 ou
la queue du burst b1.
— plusieurs stratégies pour choisir quel burst segmenter ou déftéchir.
Chapitre 4
Nouvelles Stratégies de gestion
des réseaux OB$
4.1 Routage par défiexion
4.1.1 Choix de la stratégie
La défiexion est une stratégie de résolution de contention entre bursts dans
un noeud du réseau optique, et qui consiste à envoyer des bursts sur des liens
alternatifs. Cette stratégie est simple à mettre en oeuvre car elle ne nécessite pas
l’ajout d’autres composantes telles que des fibres optiques, comme c’est le cas
pour la stratégie de résolution par l’utilisation de fDLs, ou de convertisseurs
comme dans le cas de la résolution par conversion de longueur d’onde. Malgré
sa simplicité, les gains enregistrés en termes du nombre de bursts sauvés par
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cette technique sont considérables. Dans l’exemple de la figure 3.11 du chapitre
précédent (page 30), la déftexion a pour effet de
— permettre au burst b1 d’atteindre sa destination en le défiéchissant vers le
noeud y9;
— sauver le burst b2, par une défiexion vers le lien v4-v6;
— sauver le burst b3 en le déftéchissant vers le lien v7-v6, par exemple.
Et donc, la défiexion a permis de sauver tous les bursts qui auraient été perdus
sinon.
Dans ce projet, on va étudier cette technique en profondeur et résoudre certains
problèmes
— quel lien alternatif faut-il choisir pour défiéchir et pourquoi?
quel impact a la topologie du réseau sur l’effet de la défiexion?
— quels sont les points du réseau qui créent le plus de problèmes? et que
faut-il faire pour résoudre ces problèmes?
— quel est le seuil du trafic où la défiexion devient non rentable?
— est-ce avantageux de permettre à un burst de revenir en arrière ou non?
etc.
4.1.2 Stratégies de déftexion
Le noelld intermédiaire décide, selon la destination du burst, de le router sur
le chemin le plus court, qu’on va appeler le chemin initial, et donc choisit le
prochain noeud par leqilel transite le burst. Si on a deux plus courts chemins
égallx, le chemin choisi est celui qui a le degré de connectivité le plus élevé, un
tel chemin est appelé dans le reste du mémoire, le plus court chemin.
Si la longueur d’onde du lien choisi, correspondante à celle du burst, est occupée
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par un autre burst, c’est-à-dire qu’il y a contention sur cette longueur d’onde,
alors on va choisir un chemin alternatif sur lequel on va déftéchir le burst. Nous
proposons trois stratégies différentes pour choisir ce chemin, que nous étudions
en détail dans le reste du mémoire, et que nous décrivons ci-dessous.
Le plus court chemin PCC
Si la longueur d’onde du lien initial est occupée, le chemin choisi est le plus
court parmi les chemins alternatifs possibles, et si celui là est aussi occupé, on
choisi le deuxième plus court chemin et ainsi de suite.
Le principe de choix de cette stratégie est le suivant t étant donné que la conten
tion ne se produit qu’au port de sortie d’un noeud, alors plus le nombre de liens
dans le chemin que doit parcourir le burst est petit, plus la possibilité qu’il soit
en contention avec d’autres bursts est réduite, et cette possibilité augmente avec
chaque lien ajouté au chemin du burst.
Si la destination du burst b est le noeud y6, le chemin initial est v1-v5-v6 (le
plus court chemin), et si la longueur d’onde du lien v1-v5 est occupée au mo
ment de l’arrivée du burst b, le chemin choisi est le plus court parmi les chemins
alternatifs, c’est-à-dire le chemin v1-v4-v5-v6.
b
FIG. 4.1 — Plus court chemin
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LAUC-VF
LAUC-VF (Latest Availahie Unused Channel with Void Filling) est une mé
thode proposée initialement pour choisir une longueur d’onde pour un burst [27].
Son principe est de mettre le burst sur une longueur d’onde de telle façon à ce
que ce hurst soit le plus près possible d’un autre burst qui est déjà passé.
Le choix de cette technique repose sur l’idée suivante en rapprochant les bursts
les uns des autres, on va éviter de couper un grand espace libre en des petits
espaces et on va laisser plus d’opportunités aux prochains bursts d’être insérés.
Soit le réseau de la figure 4.2, avec un burst b arrivant au noeud y1 sur la longueur
d’onde À. Si À n’est pas disponible sur le lien initial v1-v5, on regarde la situation
pour À sur les liens alternatifs v1-v2, v1-v4 et v1-v7 comme décrite sur la figure 4.3.
Soit td la date de début du burst qu’on veut placer et tf sa date de fin; t1, t2 et
t3 sont les dates de fin des derniers bursts qui sont déjà passés sur la longueur
d’onde À des liens v1-v2, v1-v4 et v1-v7 respectivement; t, t et t sont les dates
de début des prochains bursts qui vont arriver sur la longueur d’onde À des liens
vi-v2, v1-v4 et v1-v7 respectivement, le choix de la longueur d’onde pour placer
le burst b en utilisant la stratégie LAUC-VF consiste à
— choisir d’abord les liens où on peut mettre le burst. On dit qu’on peut
mettre le burst b sur le lien v-v si t — tf > O et td — t > O où t et t sont
Éd
FIG. 4.2 - LAUC-VF
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FIG. 4.3 — Choix d’une longueur d’onde
la date du début du prochain burst sur la longueur d’onde À du lien v-v
et la date de la fin du burst précédent sur la longueur d’onde À du lien
v-v9 respectivement. C’est le cas pour les trois liens de notre exemple car
les valeurs de t — tf, t — tf et t — tf sont positives (on prend t = +oo),
ainsi que les valeurs de td — tÇ, d — t et td —
— parmi les liens possibles, on prend le lien qui a la plus petite valeur d —
soit le lien v1-v7 dans notre exemple.
La longueur d’onde la moins utilisée LMU
Si la longueur d’onde À du lien initial est occupée, le chemin de défiexions
est choisi en regardant la même longueur d’onde À (contrainte de continuité de
longueur d’onde) mais sur des liens alternatifs. Le lien sur lequel la longueur
d’onde est la moins utilisée, en termes de bande passante, sur un intervalle de
temps donné sera choisie.
Le principe de choix de cette stratégie est le suivant au lieu d’avoir quelques
liens trop chargés, et donc la possibilité élevée d’y avoir des contentions, pendant
que d’autres liens sont peu utilisés, on va essayer de répartir le trafic sur les liens
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du réseau. Dans l’exemple de la figure 4.3, la longueur d’onde choisie sera celle
du lien v1-v4.
4.1.3 Contraintes et hypothèses de travail
1. Limite sur le nombre maximum de déflexions NDmax: pour s’as
surer qu’un burst ne sera pas déftéchi indéfiniment dans le réseau, et pour
que l’information qu’il transporte soit utile pour la destination, on va im
poser un nombre maximum de défiexions permises, noté NDmax, pour tous
les bursts. Si un burst atteint ce nombre, il sera rejeté.
2. Interdiction de déflexion lors de la sortie : quand un burst arrive
à un noeud d’accès, par exemple le noeud y5 (figure 4.2), pour aller à une
destination reliée à ce noeud (y6), et qu’il trouve le lien de sortie occupé,
alors on ne lui permet pas d’être défiéchi vers un autre noeud optique et il
est perdu. En effet, si on permet la déftexion, le burst a de fortes chances de
participer à la congestion du réseau et de provoquer la perte d’autres bursts.
De plus il sera probablement confronté à la même situation de contention
quand il passera par le noeud d’accès où il a été défiéchi.
3. Permettre le retour en arrière un lien entre deux noeuds optiques
est constitué de deux fibres optiques, une pour chaque direction. Aussi le
nombre de fibres qui entrent à un noeud donné est égal au nombre de fibres
qui sortent de ce noeud.
Dans l’exemple de la figure 4.4, quand le burst b3 arrive au noeud y1, il
trouve que les deux liens partant de ce noeud sont occupés. Si on permet à
b3 de revenir en arrière, cela lui permettre de survivre il peut revenir au
‘Discussion avec Gérard Hébuterne, INT, France.
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FIG. 4.4
— Exemple de trafic dans un noeud optique.
noeud y2. En conséquence, les seuls bursts qui seront perdus dans les noeuds
optiques sont ceux qui ont atteint leur maximum de défiexions permises.
4.2 Gestion améliorée des noeuds d’accès
Dans le but d’éliminer tous les problèmes qui peuvent se poser à l’entrée
ou à la sortie du réseau optique, nous avons implémenté des mécanismes pour
améliorer l’accès au réseau optique. Ces mécanismes, qui sont l’ajout d’un noeud
collecteur et l’ajout d’une deuxième fibre à la sortie, sont décrits ci-dessous.
4.2.1 Ajout d’un noeud collecteur
Deux facteurs importants peuvent provoquer la perte de bursts dans le noeud
d’accès au réseau optique
— la différence entre le nombre de liens entrant (à partir des noeuds de bord)
et le nombre de liens sortant du noeud d’accès (vers les noeuds optiques)
— la différence de vitesse de transmission de données entre les fibres d’accès
au réseau optique et les fibres du réseau optique peut provoquer de la
congestion dans le noeud d’accès au réseau optique quand les bursts arrivent
b.
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sans que les bursts précédents ne soient complètement écoulés sur les fibres
du réseau optique.
Le noeud collecteur, qui est une sorte de sceau percé (leaky bucket), est de syn
chroniser l’arrivée des bursts, qui viennent des noeuds de bord et qui ont le même
noeud d’entrée sur le réseau optique (noeud d’accès).
La synchronisation se fait en tenant compte du nombre de liens optiques partant
du noeud d’entrée. Elle consiste à n’envoyer le burst b que lorsqu’on est assuré
que lorsque b arrive au noeud d’accès, il trouvera au moins un lien partant de ce
noeud non encore occupé par un des bursts qui l’ont précédés.
Considérons le burst b qui arrive sur la longueur d’onde ).
Soit n le nombre de liens partant du noeud d’accès.
Soit 3À l’ensemble des m,, < n derniers bursts qui ont précédé le burst b sur la
longueur d’onde ).
Pour mettre en oeuvre le processus de synchronisation, on doit mémoriser, pour
chaque longueur d’onde ?, les tailles et les dates du début des mÀ bursts de l’en
semble 3À
Soitent Ca la capacité du lien d’accès et C la capacité d’un lien du réseau optique.
Soit rninFin= min {(taitte(b) x C ÷ Ca) + debwt(b)}, où tailte(b) et debut(b)
sont respectivement la longueur et la date du début du burst b.
collecteur
d ccs
FIG. 4.5 Noeud collecteur
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Si début(b)> rninFin, envoyer le burst b sans retard, sinon retarder l’envoi du
burst b jusqu’à la date minFin.
4.2.2 Ajout des fibres à la sortie
La perte de bursts à un noeud d’accès u1 lors de la sortie est dû à la difference
entre le nombre de liens entrant (à partir des noeuds optiques) et le nombre de
lien sortant vers le noeud de bord (voir la figure 4.6). Idéalement pour l’exemple
de la figure 4.6, on doit avoir quatre fibres à la sortie, c’est-à-dire de u0 vers u1,
pour s’assurer que tous les bursts arrivent à u0 sans problème. À cause de la
différence entre la capacité de transmission de la fibre qui relie le noeud de bord
au noeud d’accès et la capacité de transmission des fibres qui relient les noeuds
optiques entre eux, l’ajout d’un nombre de fibres inférieur à quatre, doit réduire
le nombre de bursts perdus.
udckhcd
FIG. 4.6 — Différence entre le nombre de liens entrants et sortants
Chapitre 5
Simulations et expériences
5.1 Environnement de travail
Dans notre travail, on va étudier le problème de routage des bursts dans le
réseau, c’est-à-dire, le traitement que doit subir le burst à chaque noeud de bord
et à chaque noeud optique, selon les situations qu’il rencontre.
On considère que les bursts sont déjà assemblés, donc on ne va pas étudier le
problème d’agrégation du trafic dans les noeuds de bord. Le rôle de ce type de
noeuds est de décider sur quelle longueur d’onde on va mettre le burst, et aussi
de l’envoyer à un noeud optique selon sa destination.
En cas de contention entre bursts, la seule stratégie qll’on va utiliser est la
défiexion, et elle ne sera combinée avec aucune autre stratégie.
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5.1.1 Le réseau
Le réseau est constitué de noeuds optiques et aussi de noeuds de bord. Tous
ces noeuds sont reliés entre eux par des liens optiques. Chaque lien est composé de
deux fibres, une pour chaque direction. On considère que les fibres qui relient les
noeuds optiques sont de même capacité, c’est-à-dire qu’elles supportent toutes le
même nombre de longueurs d’ondes, et toutes les longueurs d’ondes ont la même
capacité, soit 10 Gbps pour les expériences réalisées dans le cadre de ce mémoire
Schéma de départ
Un des buts de 1’OBS est de permettre aux différentes sources de transmettre
les données à très haut débit, et donc de bien exploiter la capacité de transmission
offerte par le réseau. Soit le schéma de la figure 5.1. Si chacun des liens v0-v1,
Vl-2, v1-v, v1-v4 et v1-v5 a une capacité de transmission égale à X Mega bits par
second (Mbps), et que le noeud source veut transmettre à un débit de 2X Mbps,
alors il ne pourra que transmettre à un débit de X Mbps à cause du lien v0-v1.
Si on augmente la capacité du lien v0-v1 à 4X Mbps, la source pourra exploiter
FIG. 5.1
— Lien d’entrée au réseau optique
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toutes les capacités qu’offrent les liens v1-v2, v1-v3, v1-v et v1-v5. Dans ce travail,
on va mettre des fibres de plus grande capacité dans les liens qui relient les noeuds
de bord aux noeuds optiques.
5.1.2 La génération du trafic
On génère le trafic dans les noeuds de bord, sous forme de bursts. Au moment
de la génération d’un burst, on connaît les informations suivantes
— la source du burst, qui est celle qui l’a généré;
— la destination du burst;
— la taille du burst, qu’on exprime en durée d’écoulement du burst dans une
fibre optique à un débit donné.
On considère qu’on a une seule Qd$, c’est-à-dire que tous les bursts appartiennent
à la même classe de service.
5.1.3 Choix de la longueur d’onde
Après la génération du burst, et avant son envoi, on doit décider sur quelle
longueur d’onde il sera transmis. Le choix de cette longueur d’onde se fait aussi
au niveau du noeud de bord, et il sera décrit plus loin dans ce chapitre.
5.2 Gestion des différents noeuds
Dans tout ce document, on appelle (O, D) l’origine et la destination d’un
burst, qui sont des noeuds de bord du réseau optique sans se préoccuper ni de
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la source des paquets qui constituent un hurst ni de leur destination réelle après
leur sortie du réseau optique.
La décision du routage des bursts est prise à chaque noeud du réseau, qu’il soit de
bord ou du réseau optique. On calcule, pour chaque noeud, le plus court chemin
vers chaque destination ainsi qu’un certain nombre de chemins alternatifs au cas
où le chemin initial n’est pas disponible. De cette façon on va remplir les tables
de routage des noeuds de bord et des noeuds du réseau optique.
Le routage se fait noeud par noeud (hop by hop), c’est à dire que chaque noeud est
responsable seulement de router les bursts qui lui arrivent vers un noeud adjacent
en fonction de la table de routage locale, et de l’état des liens suivants.
5.2.1 Noeud de bord
En pius des fonctions d’assemblage et de désassemblage des bursts, le rôle de
ce type de noeuds est de
— choisir le premier lien à emprunter pour chaque burst en fonction de sa
destination;
— attribuer à ce burst une longueur d’onde parmi celles disponibles sur le lien
choisi.
On a déjà calculé, pour chaque noeud, le pius court chemin vers chaque desti
nation ainsi qu’un ensemble de chemins alternatifs, qui seront ordonnés du plus
court au plus long.
À cette étape, on a défini le lien à emprunter pour les bursts qui entrent dans le
réseau optique, la prochaine étape est d’attribuer au hurst une longueur d’onde
parmi les longueurs qui sont disponibles sur ce lien. Une fois cette attribution
faite, le burst doit utiliser la nième longueur d’onde sur tous les lieus du chemin
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de l’origine à la destination.
Le principe de choix d’une longueur d’onde est de répartir les bursts sur les lon
gueurs d’onde du lien de façon «équitable» pour éviter d’avoir de la contention
sur des longueurs d’onde qui seront «chargées», sous l’hypothèse que plusieurs
autres longueurs d’onde sont disponibles.
Étant donnée que les bursts sont de longueurs différentes, la façon de réaliser
cette répartition est décrite ci-dessous.
Soit t le moment de la fin du dernier burst qui a utilisé la longueur d’onde )j,
alors le prochain burst sera envoyé sur )j, telle que
t= min t.
i=1..W
Dans l’exemple de la figure 5.2, étant donnée que t1 > t3 > t2, le prochain burst
sera routé sur la longueur d’onde )‘2. Après cette étape le burst arrive à un noeud
I
t3
FIG. 5.2 — Répartition des bursts sur les longueurs d’onde
intermédiaire (un noeud du réseau optique), le reste de son chemin sera décidé
selon les données instantanées sur chaque noeud du réseau optique telles que la
LetenWs
destination et l’état des liens.
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5.2.2 Noeud optique
Pour chaque noeud optique on a calculé pour chaque destination possible le
plus court chemin ainsi que les chemins alternatifs pour pouvoir construire des
tables de routage au niveau de chaque noeud.
Quand un burst arrive à un noeud sur la longueur d’onde Àk, on regarde d’abord
si le chemin initial est libre (la longueur d’onde ‘k du lien qui fait partie du plus
court chemin), si c’est le cas on route ce burst sur ‘k de ce lien, sinon on a un
cas de contention.
Une parmi les trois stratégies de défiexion décrites dans le chapitre précédent est
utilisée pour résoudre ce problème.
5.3 Simulation
5.3.1 Architecture des réseaux
Pour tester la robustesse des stratégies proposées et étudier l’impact des to
pologies des réseaux sur les performances, nous avons considéré deux réseaux
différents, le premier est le réseau EONET(European Optical NETwork), qui
est constitué de 20 noeuds optiques. On a ajouté plusieurs noeuds de bord (24
noeuds), qui sont des noeuds origine ou destination du trafic, voir la figure 5.3
pour leur description.
Le deuxième est le réseau italien, qui est constitué de 32 noeuds optiques et de
11 noeuds de bord, figure 5.4.
Chaque lien entre deux noeuds est constitué de deux fibres optiques, une fibre
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FIG. 5.3 - Le réseau EONET
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FIG. 5.4 — Le réseau italien
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pour chaque direction. Chaque fibre qui relie deux noeuds optiques a 8 longueurs
d’ondes, chacune a une capacité de 10 Giga bits par second (Gbps). Chaque fibre
qui relie un noeud de bord à un noeud optique a 8 longueurs d’onde, et chaque
longueur d’onde a une capacité de 80 Gbps.
5.3.2 Le trafic
Les bursts sont générés à chaque noeud source (chaque noeud de bord). Les
longueurs des bursts sont générées aléatoirement selon une loi exponentielle de
paramètre ) = 0, 1. La longueur moyenne des bursts générés est égale à 0,1
milliseconds (ms) sur une longueur d’onde de capacité 10 Gbps, c’est-à-dire, une
quantité de données d’environ 1 Megabit (Mb) 87 paquets IP.
L’intervalle entre deux débuts de bursts successifs est généré aléatoirement selon
une loi exponentielle.
Les instances de trafic : Nous avons tenté de simuler un scénario pseudo réel.
Chaque noeud de bord envoie du trafic, avec une quantité définie au prorata de la
quantité envoyée par chaque noeud de bord, vers tous les autres noeuds de bord
sauf vers les noeuds qui sont reliés au même noeud optique que lui. Par exemple,
dans la figure 5.3, le noeud y22 envoie du trafic à tous les noeuds de bord sauf les
noeuds y23 et y24.
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5.3.3 Les premiers résultats
Effet de NDmax sur la perte
La perte d’un burst dans un noeud optique est due à l’une des deux causes
suivantes
— le burst n’a pas trouvé de chemin de défiexion;
— il a atteint le nombre maximum de défiexions NDmax.
Les figures 5.5 et 5.6 montre le taux de perte par rapport au nombre maximum
de défiexions permises NDmax pour chaque burst, dans les réseaux EONET et
italien respectivement. Ces résultats ne considèrent pas l’ajout des mécanismes
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FIG. 5.5 — Probabilité de perte (EONET)
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décrits dans la section 4.2 pour les noeuds d’accès au réseau optique, c’est-à-dire,
sans l’ajout du noeud collecteur et des fibres à la sortie.
On remarque qu’il y a déjà une grande différence pour le taux de perte entre le
PCC —.— LAUC-VF
—— LMU
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FIG. 5.6 — Probabilité de perte (réseau italien)
cas sans défiexion et le cas où le nombre maximum de déftexions permises NDmax
est égal à 1, ce taux passe de 0,302 à 0,106, pour la première stratégie sur le réseau
EONET, et de 0,37 à 0,1 pour le réseau italien. Ce taux continue à diminuer avec
l’augmentation du nombre maximum de défiexions permises NDmax, et ce pour
les trois stratégies.
On remarque aussi que lorsqu’on arrive à une certaine valeur pour le nombre
maximum de défiexions permises, le taux de perte ne diminue pas. Ce phénomène
s’explique par le fait que l’on perd des bursts parce qu’on n’a pas trouvé de chemin
de déffexion et non parce qu’ils ont atteint le nombre maximum de déftexions
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l’augmentation de NDmax n’a alors plus d’influence sur le taux de perte. Les
stratégies Ï et 3 donnent de meilleurs résultats que la stratégie 2, voir plus loin
(page 75) pour la comparaison de l’efficacité des trois stratégies.
Regardons maintenant le nombre de bursts perdus dans chaque noeud optique
pour les deux réseaux.
EONET : les figures 5.7 et 5.8 montrent respectivement, le nombre de bursts
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FIG. 5.7 — Bursts perdus à chaque noeud (EONET)
perdus et le rapport bursts perdus/bursts transités à chaque noeud optique, dans
le réseau EONET. Sur la figure 5.8, on remarque que les rapports les plus élevés
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FIG. 5.8 — Bursts perdus/bursts transités
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(> 0, 005) sont ceux des noeuds u0, u1, u2, u4, u7, u11 et u18, c’est-à-dire, les noeuds
d’accès (entrée ou sortie) du réseau optique.
Le pourcentage des bursts perdus dans les noeuds d’accès est égal à 67 ¾ de tous
les bursts perdus dans le réseau, parmi ceux-ci
— 23 ¾ sont perdils lors de leur entrée au réseau;
— 44 ¾ sont perdus lors de leur sortie du réseau.
Le réseau italien les figures 5.9 et 5.10 montrent respectivement, le nombre
de bllrsts perdus et le rapport bursts perdus/bursts transités à chaque noeud
optique, dans le réseau EONET. La figure 5.10 nous montre que les rapports les
o
FIG. 5.9 — Bursts perdus à chaque noeud (réseau italien)
plus élevés sont généralement ceux des noeuds d’accès au réseau optique, c’est-à-
dire, les noeuds u1, u11, u15, u19 et u26.
Le pourcentage des bursts perdus dans les noeuds d’accès est égal à 63 ¾ de tous
les bursts perdus dans le réseau, parmi ceux-ci
— 17 ¾ sont perdus lors de lellr entrée au réseau;
— 45 ¾ sont perdus lors de leur sortie du réseau.
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FIG. 5.10 — Bursts perdus/bursts transités (réseau italien)
5.3.4 Les résultats après la modélisation de l’accès
Un pourcentage important des bursts, environ 23 % dans le réseau EONET
et 17 ¾ dans le réseau italien, sont perdus lors de l’accès au réseau optique (aux
noeuds d’accès). Pour régler ce problème, nous avons ajouté un mécanisme de
synchronisation de l’arrivée des bursts aux noeuds d’accès par l’ajout d’un noeud
collecteur.
L’autre problème qui se pose au niveau des noeuds d’accès est le grand pourcentage
des bursts perdus (44 ¾ pour EONET et 45 ¾ pour le réseau italien) lors de la
sortie du réseau optique. Cela dû au fait que deux ou plusieurs bursts qui arrivent
au noeud d’accès sur des liens différents veulent aller à la même destination.
Comme décrit dans le chapitre précédent, la solution que nous avons proposée
est l’ajout de fibres optiques pour la sortie entre les noeuds d’accès et les noeuds de
bord, soit une pour chaque destination en pratique pour les expériences réalisées
dans ce mémoire.
Après l’ajout du noeud collecteur
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EONET : la figure 5.11 montre la différence entre le nombre de bursts perdus,
à chaque noeud optique, avant et après l’ajout des noeuds collecteurs. On voit
ÏrIF.r_I rir.
clairement
FIG. 5.11
— Effet de l’ajout du noeud collecteur (EONET)
une nette amélioration au niveau de tous les noeuds. Mais le gain le
FIG. 5.12 — Bursts perdus/bursts transités après ajout du noeud collecteur
plus considérable est au niveau des noeuds d’accès, et surtout aux noeuds V0, V1
et y2.
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La figure 5.12 montre la même conclusion que la précédente, et prouve que la
diminution de nombre de bursts perdus n’est pas due à une diminution de nombre
de bursts qui ont transité par les noeuds, puisque le rapport entre le nombre de
bursts perdus et le nombre de bursts transités diminue cette diminution de
nombre de hursts perdus est le résultat de l’ajout des noeuds collecteurs.
Le réseau italien : la figure 5.13 montre la différence entre le nombre de bursts
perdus, à chaque noeud optique, avant et après l’ajout des noeuds collecteurs. La
même remarque que sur EONET, s’applique pour le réseau italien. Le plus grand
gain est enregistré sur les noeuds y18 et y19 qui sont des noeuds d’accès.
La figure 5.14 nous montre que ce gain n’est pas dû à une diminution de nombre
de bursts qui ont transité par les noeuds, mais bien le résultat de l’ajout des
noeuds collecteurs.
FIG. 5.13 — Effet de l’ajout du noeud collecteur (italien)
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FIG. 5.14 — Bursts perdus/bursts transités (réseau italien)
Après l’ajout d’une deuxième fibre à la sortie
Un des points où on perd un nombre important de bursts est le noeud d’accès,
lors de la sortie des bursts du réseau optique vers leur destination (environ 44 9o
dans EONET et 45 % dans le réseau italien).
EONET : l’ajout d’une fibre à la sortie diminue considérablement le nombre
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FIG. 5.15
— Effet de l’ajout d’une fibre (noeuds d’accès, EONET).
de bursts perdus. Les figures 5.15 et 5.16 montrent la diminution du nombre de
FIG. 5.16 — Effet de l’ajout d’une fibre (le reste du réseau EONET).
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bursts perdus après l’ajout d’une fibre à la sortie. Le gain est constaté dans les
noeuds d’accès et surtout les noeuds u2, u4, u11 et vis.
Le réseau italien : comme pour le réseau EONET, l’ajout d’une fibre à la
sortie diminue considérablement le nombre de bursts perdus. Les figures 5.18 et
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FIG. 5.17 — Bursts perdus/bursts transités (EONET).
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FIG. 5.18 — Effet de l’ajout d’une fibre (noeuds d’accès, italien ).
FIG. 5.19
— Effet de l’ajout d’une fibre (le reste du réseau italien).
5.19 montrent la diminution du nombre de bursts perdus après l’ajout d’une fibre
à la sortie. Cette diminution est constatée dans les noeuds d’accès.
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Après la permission de retourner en arrière
Après la permission aux bursts de faire demi tour vers le noeud précédent
au cas où aucun lien n’est disponible, le nombre de bursts perdus continue de
diminuer, comme on le voit dans les résultats ci-dessous.
EONET les figures 5.20 et 5.21 montrent une diminution de nombre de bursts
FIG. 5.21 — Effet de la permission de retour (le reste du réseau EONET)
FIG. 5.20
— Effet de la permission de retour (noeuds d’accès, EONET).
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67
en arrière en cas de contention.
Le réseau italien : les mêmes remarques que sur le réseau EONET sont
constatées pour le réseau italien, le nombre global de bursts perdus est diminué
grâce à la permission, pour les bursts qui ne trouvent pas d’autre chemin alter
natif, de revenir en arrière.
FIG. 5.22 — Effet de la permission de retour (noeuds d’accès, italien).
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FIG. 5.23 — Effet de la permission de retour (le reste du réseau italien)
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Ces résultats montrent que l’idée de permettre aux bursts de faire demi tour,
en cas de besoin, est une très bonne idée, dans la mesure où le nombre de bursts
perdus est diminué de façon significative, sans l’ajout d’aucun composant ou
matériel au réseau.
Comparaison
Comme on le voit dans les figures 5.24 et 5.25 qui representent les résilitats de
la première stratégie de défiexion (plus court chemin) pour les réseaux EONET
et italien respectivement, l’amélioration en termes du nombre de bursts perdus
est considérable.
EONET : le nombre de bursts perdus passe de 53877 bursts à 7140 bursts donc
FIG. 5.24 — Comparaison de nombres de bursts perdus (EONET)
un gain de 87 ¾. La majorité des bursts sauvés sont ceux qui n’ont pas trouvé
de chemin, le nombre de ces bursts passe de 46168 à 402, soit 99 ¾.
Les valeurs 53877, 33815, 10803 et 7140 qui représentent respectivement les
nombres de bursts perdus avant d’appliquer les modélisations de l’accès, après
l’ajout d’un noeud collecteur, après l’ajout d’une deuxième fibre à la sortie et après
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la permission aux bursts de revenir en arrière en cas de contention, correspondent
aux valeurs 3,50 o, 2,17 %, 0,69 ¾ et 0,46 ¾ par rapport au nombre de bursts
qui sont entrés au réseau.
Le réseau italien le nombre de bursts perdus dans le réseau optique passe de
136011 bursts à 41849 bursts, ce qui représente un gain de 70 ¾.
FIG. 5.25 — Comparaison de nombres de bursts perdus (réseau italien)
5.3.5 Effet du taux d’utilisation sur la déftexion
La figure 5.26 montre que lorsque le trafic offert au réseau est élevé, au-delà
d’un certain nombre de défiexions, on a intérêt à laisser tomber les bursts au lieu
de les défiéchir.
La figure montre aussi qu’après les améliorations et malgré le fait que le taux
d’utilisation du réseau est élevé, on arrive à diminuer le taux de perte si on
applique la défiexion 1 ou 2 fois par exemple.
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FIG. 5.26 — Effet du taux d’utilisation sur la défiexion
5.3.6 Effet du taux de trafic
Les figures 5.27 et 5.2$ montrent respectivement, l’évolution de la probabilité
de perte en fonction du total du trafic entrant dans le réseau, pour le réseau
EONET et le réseau italien. Le trafic est augmenté proportionnellement pour
chaque source.
Pour toutes les stratégies PPC (le plus court chemin), PCC Après (PCC après
l’ajout des mécanismes pour améliorer l’accès), LMU (la longueur d’onde la moins
utilisée), LMU Après, LAUC-VF et LAUC-VF Après, la probabilité de perte
augmente proportionnellement avec l’augmentation du total du trafic entrant
dans le réseau.
Pour les trois stratégies PCC, LMU et LAUC-VF, les résultats après l’ajout
des mécanismes pour améliorer l’accès au réseau optique donnent de meilleurs
résultats qu’avant l’ajout de ces mécanismes, pour toutes les valeurs du trafic
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Fio. 5.27 — Effet du taux de trafic (EONET)
FIG. 5.28 — Effet du taux de trafic (Réseau italien)
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offert au réseau. Cependant, la stratégie PCC (le plus court chemin) donne de
meilleurs résultats que les autres stratégies, voir la comparaisoil de l’efficacité des
trois stratégies à la page 75.
5.3.7 Effet de la longueur des bursts
La longueur moyenne des bursts a un effet direct sur la probabilité de perte.
les figures 5.29 et 5.30 nous montrent que la probabilité de perte est plus au
moins stable quand la longueur moyenne des bursts est au dessous d’une certaine
valeur (0,5 msec ). A partir de la valeur 0,5 msec de la longueur moyenne des
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FIG. 5.29 — Effet de la longueur des bursts (EONET)
bursts, la probabilité de perte commence à diminuer en augmentant la valeur de
la longueur moyenne des bursts.
Cependant, un facteur important est à considerer le délai moyen de retardement
des bursts dans les noeuds collecteurs. Ce délai augmente avec l’augmentation de
la longueur moyenne des hursts. Cela est expliqué par le raisonnement suivant
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FIG. 5.30 — Effet de la longueur des bursts (Réseau italien)
soient deux burst b1 et b2 (figure 5.31), la longueur de chacun est 0,1 msec et se
chevauchent par 0,05 msec. Pour pouvoir mettre les deux bursts sur la même lon
gueur d’onde, le burst b2 doit être retardé, dans le noeud collecteur, d’une durée
égale à 0,05 msec. Dans tous les cas de chevauchement, la durée maximale de
lms
-
0,7 ms
b3 b7
b4 0,5ms - 005ms
I:4’2;;;:: . b2
FIG. 5.31 — Effet de la longueur sur le retardement
retardement du b2 sera 0,1 msec.
La longueur de chacun des deux autres bursts b3 et b4 est 1 msec, si le chevau
chement entre les deux est de 0,5 msec (figure 5.31), le burst b4 sera retardé de
0,5 msec. Dans un autre cas de chevauchement, la durée de retardement de b4
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peut atteindre 1 msec. Ainsi, en augmentant la longueur des bursts, la durée
moyenne de retardement augmente.
5.4 Analyse des résultats
Dans ce projet on s’est intéressé à une nouvelle technique de commutation
dans les réseaux optiques qui est la commutation de bursts (Optical Burst $wit
ching). Cette technique se situe entre les deux autres techniques, à savoir la com
mutation de paquets (OP$) et la commutation de circuits (OCS). En effet, elle
présente plusieurs avantages par rapport à ces deux techniques dans le sens où
elle a été proposée comme une technique qui élimine les inconvénients telles que
la sous-utilisation de la bande passante dans l’OCS et la complexité de traitement
des paquets et le besoin des mémoires tampons dans l’OPS.
Le problème majeur dans l’OBS reste le nombre élevé de bursts perdus dans
les noeuds intermédiaires, qui est dû au problème de contention. Parmi les trois
stratégies possibles décrites dans la section 3.9, nous avons étudié en profondeur
une solution à ce problème, cette solution est la déftexion de bursts en cas de
contention, donc pour deux bursts qui sont en contention, un est envoyé sur son
lien d’origine et l’autre est envoyé sur un autre lien alternatif. La question qui se
pose est la suivante : parmi plusieurs liens alternatifs, lequel faut-il choisir?
Nous avons proposé trois stratégies différentes pour le choix du chemin alter
natif pour la défiexion, le plus court chemin, LAUC-VF et la longueur d’onde la
moins utilisée.
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La première remarque est que nous avons constaté que la majorité des bursts
perdus est enregistrée dans deux points
— lors de l’entrée des bursts dans le réseau optique, c’est-à-dire au noeud
d’accès;
— lors de la sortie des bursts du réseau optique, cette perte est due au fait
que plusieurs bursts qui arrivent sur différents liens veulent aller à la même
destination.
On a proposé une solution pour chaque problème
— pour le problème au niveau de l’entrée, on ajoute un noeud collecteur pour
chaque ensemble de noeuds sources qui ont la même entrée au réseau op
tique, c’est-à-dire qui sont reliés au même noeud optique, le rôle de ce noeud
est de synchroniser l’arrivée des bursts au noeud optique;
— pour le second problème, on ajoute une deuxième fibre à chaque lien entre
un noeud optique et un noeud de destination.
Le résultat de ces améliorations est considérable, le gain en nombre de bursts
peut atteindre jusqu’à 87 ¾ des bursts perdus (voir figure 5.24 page 68).
Pour diminuer encore le nombre de bursts perdus, nous avons proposé de
permettre aux bursts de revenir en arrière au cas où ils ne trouvent aucun autre
chemin de défiexion. Cette idée s’est avérée très bonne dans la mesure où
— elle a contribué à la diminution du nombre de bursts perdus de façon si
gnificative.
— elle ne nécessite aucun ajout de composants ou matériel au réseau.
Toutes les simulations réalisées montrent que la première stratégie de déf
lection, qui est l’utilisation du lien qui fait partie du plus court chemin vers la
destination, donne de meilleurs résultats par rapport aux deux autres stratégies
qu’on a utilisées. Ceci est expliqué par le fait que, plus le nombre de liens que
76
doit parcourir le burst est petit, plus la probabilité qu’il soit en contention sera
petite et inversement, car les tailles et les arrivées des bursts sont aléatoires.
Les résultats de la troisième stratégie, qui est le choix du lien le moins utilisé,
sont pius ou moins comparables à celles de la première stratégie. La deuxième
stratégie donne les mauvais résultats comparativement aux deux autres stratégies,
cela est dû au fait que même si on essaye de coller les bursts les uns contre les
autres et de laisser des espaces plus grands pour les futurs bursts, rien ne garantit
que ces futurs bursts arrivent à des dates qui sont comprises dans ces espaces.
Chapitre 6
Conclusions et développements
futurs
L’étude montre que l’application de la déftexion comme stratégie de réso
lution de contention donne des bons résultats et permet de sauver un nombre
important de bursts. Le choix du plus court chemin pour défiéchir un burst en
cas de contention donne les meilleurs résultats par rapport aux autres stratégies
étudiées.
Les améliorations proposées permettent de sauver jusqu’à 87 ¾ des bursts, ce
pendant et malgré cela, l’étude a montré que la défiexion seule comme stratégie
de résolution de contention a ses limites surtout quand le trafic est très élevé. Une
combinaison de la défiexion avec une autre stratégie de résolution de la conten
tion telle que la segmentation, nous semble intéressante pour pouvoir ramener le
taux de perte, idéalement, à zéro ou proche du zéro et ainsi permettre à l’OBS
d’atteindre ses objectifs.
Une autre contribution importante a été la taille des instances de réseaux et de
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trafic, beaucoup plus importante que dans les autres simulations rapportées dans
la littérature.
6.1 Perspectives
Un des développements futurs sur ce projet, est d’introduire la qualité de
service et la notion de l’offset time, et d’étudier son impact sur le taux de perte
dans le réseau. Un autre développement possible est l’étude de la relation entre
le changement des points d’entrée au réseau optique et le design du réseau, ainsi
que leur impact sur le taux de perte.
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