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The small number of studies that examined following responses suggest that such responses occur more often when the pitch manipulation is larger and that they have a shorter duration than opposing responses (Burnett et al., 1998). Behroozmand et al. (2012) showed that predictable altered feedback may encourage a tendency to follow the feedback. Here, we investigated what factors play a role in feedback-based pitch control. Participants tried to match a pitch target while vocalizing. They received auditory feedback through headphones, which sometimes was unexpectedly pitch-shifted for 500ms. None of the participants were aware of the pitch shift. We expected participants on average to compensate for the feedback, but at the single-trial level to sometimes follow and sometimes oppose the shift. Opposing/following balance may depend not only on whether the perturbation is considered as a self-generated speech error, or on how large the perturbation is, but also on the state of the system at the time of the perturbation.  In Experiment 1, we therefore explored whether there are system-internal constraints that limit how it can respond to a perturbation. If so, then the system’s ongoing pre-perturbation pitch fluctuations should be predictive of the response.  
Experiment 1 








The stimuli were pure tones with one of three frequencies. The frequency was individually tailored to be 4, 8 and 11 semitones above the participant’s average pitch as determined in five practice vocalizations. The auditory feedback shifts were performed using the phase vocoder implemented in Audapter software (Cai, Boucek, Ghosh, Guenther, & Perkell, 2008).  All recordings were made using a Sennheiser ME64 cardioid microphone, which was set up in a magnetically-shielded room and connected through an audio mixer to a dedicated soundcard Motu MicroBook II outside the room. Auditory feedback was delivered through the same soundcard which was connected to CTF audio air tubes. Stimulus presentation was controlled by a Windows computer running Audapter1 and MathWorks Matlab.  Analysis For every trial, the pitch of the participant’s vocalization was determined using the autocorrelation method in Praat (Boersma & Weenink, 2013). Pitch contours were exported to MATLAB for further processing.  Pitch contours were epoched from 500ms before perturbation onset to 1000ms after perturbation onset. The data were detrended and converted from Hertz to the Cents scale using the following formula:  𝐹𝐹0 [𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐] =  1200 ∗ log2 � 𝐹𝐹𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏� Here, F is the original pitch frequency in Hertz, while Fbaseline is the average pitch frequency in Hertz across a baseline window (-200ms to 0ms before perturbation 
                                                 
1In the Audapter software, a pitch shift is sometimes accompanied by an unintended small intensity change. 
These intensity changes do not have bearing on the current results, given their small magnitude and the fact that 

















from 338ms until 723ms after perturbation onset (arrows in Fig. 3d). So, even for the following trials, the pitch was lower than the similarly classified control trials. This means that the pitch increase (Fig. 3b) may not entirely be indicative of a following response, but may also (or instead) reflect an ongoing F0 fluctuation with an additional smaller opposing response.  The small early difference between following and opposing perturbation trials (Fig. 1b) suggested a difference before perturbation onset. The results of a Wilcoxon signed rank tests show that both the pitch slope (z = -4.24, p < 0.001, r = 0.48) and average value (z = -5.25, p < 0.001, r = 0.59) over the 100ms time window before perturbation onset differed between following and opposing trials (Fig. 4). This effect was also found continuously across the data, as well as for the trials within each response type (see Supplementary Materials). So the pitch contour before perturbation onset was predictive of the response type that the perturbation then generated, suggesting a dynamic interaction between ongoing pitch production and the feedback perturbation.  With respect to response peaks, following responses peaked on average earlier (t(38) = 3.66, p < 0.001, CI = [0.02 0.08], Cohen’s d = 0.74) and were smaller (t(38) = 17.11, p < 0.001, CI =[24.28 30.80], Cohen’s d = 3.91) than the opposing responses. An earlier and/or smaller response in following trials can be explained as a result of the added effects of the perturbation and the following response, resulting in an even larger pitch deviation. 




Methods & Materials Twenty-four new volunteers (age: M = 23, SD = 2.8; 18 females) participated. The sample size was based on a power analysis of the Wilcoxon signed-rank test between pre-perturbation slope and response type in Experiment 1, indicating one would need at least 19 subjects (dz = 0,9; alpha = .05; power = 95%).  One participant did not speak loudly enough to trigger the perturbations, and was excluded from the analysis. The procedure was the same as in Experiment 1, except for the following. The experiment took place in a sound-attenuated booth and no MEG activity was recorded. Stimuli were delivered through Sennheiser HD 280 PRO headphones. There were two experimental blocks, the order of which was counter-balanced across participants. The upward block was the same as Experiment 1 (+25 cents pitch shifts). In the downward block, all perturbations were -25 cents shifts.  




The pitch contour in the opposing perturbation trials differed from that in the control trials classified as opposing (upward: p = 0.002; downward: p = 0.006), with pitch in perturbation trials being lower than control trials in the upward condition and higher in the downward condition (Fig. 8a, c). The same pattern was observed for the following trials (upward: p = 0.012; downward: p = 0.002; Fig. 8b, d). So, regardless of perturbation direction, both following and opposing trials reflect an ongoing F0 fluctuation with an added opposing response.  In addition, both pitch slope (upward: z = -3.77, p < .001, r = 0.56; downward: z = 3.98, p < .001, r = 0.59) and average value (upward: z = -3.95, p < 0.001, r = 0.58; downward: z = 4.05, p < .001, r = 0.60) preceding perturbation onset differed between following and opposing trials (Fig. 9). This was also observed continuously across the data, and for trials within each response type (see Supplementary Materials). There were no response-peak latency differences between following and opposing responses (upward: t(22) = .59, n.s; downward: t(22) = 1.80, n.s.), in contrast to Experiment 1. However, Figure 8 does suggest that the following responses tend to return to baseline quicker than the opposing responses.  












detected as increasing the prediction error even more, leading to a quicker readjustment, and thus an overall smaller response with an earlier peak. Following responses so far have not been documented in non-speech motor control (e.g., reaching movements). This may be because investigators have mainly applied perturbations from the start of the movement, and because averaging across trials could wash out the following responses. The current results indicate the importance of investigating unexpected perturbations in ongoing movements at the single-trial level. Future work should examine whether these findings generalize to action domains beyond speech motor control. Together, the current findings show evidence of a dynamic interplay between the state of the motor system and incoming sensory feedback, in line with a dynamic systems approach to cognitive processing (Gelder, 1998). More generally, this study indicates that looking beyond the average response can lead to a more complete view on the nature of feedback processing in motor control. It also leads to the prediction that the direction of sensory feedback responses in domains outside speech production will also be conditional on the state of the motor system at the time of the perturbation.   
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Fig. 1. Grand averages comparing change in F0 in perturbation and control trials in 
Experiment 1, time-locked to perturbation onset (a). The perturbation trial contour collapsed 
over opposing and following responses. In the perturbation trials, perturbation starts at 0s and 
lasts until 0.5s. In (b), grand average for the perturbation trials split up in following and 





Fig. 2. Proportion of trials in Experiment 1 classified as opposing in perturbation and control 
conditions. The y-axis shows the number of trials classified as opposing divided by the total 





Fig. 3. Comparison of F0 change between perturbation and control condition for similarly 
classified trials in Experiment 1. In (a), F0 change for opposing perturbation trials and control 
trials classified as opposing. In (b), F0 change for following perturbation trials and control 
trials classified as following. In (c) and (d), difference waves corresponding to the 
comparisons in (a) and (b); dotted black lines represent 95% confidence intervals. Arrows 





Fig. 4. F0 slope (a) and average F0 value (b) over a 100ms time window before perturbation 










Fig. 6. Grand averages comparing change in F0 in control, opposing and following trials in 
Experiment 2, time-locked to perturbation onset. In the perturbation trials, perturbation starts 
at 0s and lasts until 0.5s. In (a), data is shown for the downward perturbation condition, in (b) 
for the upward perturbation condition. Thin dotted lines represent the 95% confidence 





Fig. 7. Proportion of trials in experiment 2 (upward left, downward right) classified as 
opposing in perturbation and control conditions. The y-axis shows the number of trials 
classified as opposing divided by the total sum of trials that were classified as either opposing 





Fig. 8. Comparison of F0 change between perturbation and control condition for similarly 
classified trials in Experiment 2. In (a), F0 change for opposing perturbation trials and control 
trials classified as opposing in the upward perturbation block. In (b), F0 change for following 
perturbation trials and control trials classified as following in the upward perturbation block. 
In (c) and (d), the same for the downward perturbation block; dotted black lines represent 
95% confidence intervals. Arrows indicate the onset and offset of the major component 
driving the statistical difference between perturbation (either opposing or following) and 





Fig. 9. F0 slope (a/c) and average F0 value (b/d) over a 100ms time window before 
perturbation onset as a function of trial classification in Experiment 2. Panels (a) and (b) 
show the data for the upward block, panels (c) and (d) for the downward block.  
