In conventional reinforcement learning, a reward function influences the learning results, and therefore, the reward function is very important. To design this function considering a task, knowledge of reinforcement learning is required. In addition to this, a reward function must be designed for each task. These requirements make the design of a reward function unfeasible. We focus on this problem and aim at realizing a method to generate a reward without the design of a special reward function. In this paper, we propose a universal evaluation for sensor inputs, which is independent of a task and is modeled on the basis of the indicator of pleasure and pain in biological organisms. This evaluation estimates the trend of sensor inputs based on the ease of input prediction. Instead of the design of a reward function, our approach assists a human being in learning how to interact with an agent and teaching it his/her demand. We recruited a research participant and attempted to solve the path planning problem. The results show that a participant can teach an agent his/her demand by interacting with the agent and the agent can generate an adaptive route by interacting with the participant and the environment.
Introduction
Reinforcement learning (RL) [1] is the popular learning method for real robots [2] [3] [4] . Of course it is not still sufficient to use RL for real robots and there are many researches to improve this method by extracting useful knowledge from an agent's experience [5] or by combining with other methods [6, 7] . These researches focused on knowledge of RL, a value function, and aimed at realizing a speedy learning. As the other important component of RL, there is a reward which affects the learning performance, and on which we focus in this study. In general, each reward is produced by a reward function, which is predefined to achieve a task. The most common problem is the difficulty of designing the reward function. It is very difficult to design one for a complex task in a complex environment.
To overcome this difficulty, there are some researches to generate an appropriate reward for a given task. In [8] , the researchers focus on the learning of rewards by a tutor, so there is no need to design a reward function. Especially, this method can allow the existence of an unreliable tutor. However, the tutor must have expert knowledge of the rewards for the given task and check the series of rewards through trials. In [9] , a human being who knows the rewards is not needed. The method is one that is combined with evolutionary computation (EC) and generates rewards or policies for selecting actions. Therefore, instead of designing a reward function, we need to design an evaluation function on EC. Unfortunately, this is the same difficulty as the design of a reward function. [10] [11] [12] focus on the generation of rewards without the use of any other evaluation function. In these studies, a pain signal is defined as a disagreeable state that has no relation with the given task. The aim of these studies is the generation of appropriate actions by interacting with a human being or an environment. However, it is very difficult to control a pain signal. In these cases, we need to design the "environment" or the "task" to give an agent an appropriate pain signal. Other words, the design of pain signals considering an interaction between an agent and environment must be needed. This seems to be a different type of difficulty as compared to the above, but the basic problem is the same. There is a need to design something for a given concrete task.
We tackle this difficulty and aim at the development of a method to generate a reward without designing anything for a task. As an approach, we consider the universal evaluation for sensor inputs, which is independent of the task. To design this evaluation, we assumed that an agent takes an action in environment and designed the following cases: If an agent faces similar circumstances frequently and can predict the trend of sensor inputs, then the inputs have a great potential for selecting the appropriate action. The influence of whether these inputs are useful or useless is dependent on each task, but the agent can estimate the influence of the task. In contrast, if the agent faces a new situation or cannot predict the trend of sensor inputs because of a violent change in data, these inputs have a less potential for the agent. Even if the agent could use the sensor inputs sometimes, there is no guarantee that the agent can use them the next time. In addition to this usefulness of sensor inputs, we considered pleasure and pain in biological organisms [13] [14] [15] , which are universal indexes. Further, we developed a concrete algorithm of the universal evaluation for sensor inputs and proposed a method to generate a reward with the universal evaluation. In our approach, the method has no special gateway for a reward related to a task. To teach a given task, a human being must interact with an agent through some devices and must learn the way to interact with it. In this paper, we propose a method so as to be a natural interaction for an outside of the agent and easy to learn this interaction. There are many researches on the interaction between a human being and an agent [16] [17] [18] , but these are the onesided interaction from a human being to an agent. We try to generate a reward by true interaction and mutual learning between a human being and an agent.
In Section 2, we provide details about the proposed method. In Section 3, we explain the experiment and the results. Finally, in Section 4, we present the conclusions of this study.
Moderate-Based Reward Generation with
Sensor Inputs
Guideline for Handling Sensor Inputs
We modeled the indicator of pleasure and pain in biological organisms in response to sensory inputs and used the model in an agent to indicate the evaluation of sensory inputs.
We can consider the ease of predicting the input as an indicator of pleasure or pain in a biological organism, e.g., if the organism is being stroked by a human. The input is a constant force in constant motion. It can predict the input easily, because the input is stable. Therefore, it obtains pleasure. On the other hand, if it is beaten by a human, the input is a sudden and strong force. Therefore, predicting the input becomes difficult, because the input is unstable. Therefore, it receives pain. Thus, we can assume that it obtains pleasure from a stable input and receives pain from an unstable input.
The strength of the input is also another indicator. When strong forces are applied on the organism's body, it feels pain. Even the mental state of a human being becomes destabilized when isolated for a long time in a sensory deprivation environment. As indicated in previous studies [13, 14] , we can consider that pain is also received when the sensory input is extremely weak. Therefore, we can consider that pleasure is obtained from the input of average strength between the upper limit and no strength.
We decided to generate the reward by calculating the evaluation value of the sensor input by using these indicators.
Algorithm for Reward Generation
We consider the strength of the input by using the average of the data values and consider the ease of prediction by using the data variance and the variance of the data variance. First, we define three evaluation values corresponding to the three statistical values for input i at elapsed time t starting from the interaction.
To calculate the statistical values in each interaction, the average of the input data, etc., we define the workingset window T window and use the input data in this window size.
We define the evaluation value A i,t , which is related to the strength as Eq. (1).
Here, the subscript i denotes the number used for distinguishing among the sensors. avg i,t represents the average of the data values, max input i indicates the upper limitation value of the sensor input i , and N i is a constant value. Further, δ i,t denotes the value used for adjusting the range of the input data. Basically the trend of the input data is different between situations, especially between people. By the use of this parameter, this equation can be adapted to each situation, or each interaction with each human being. The δ i,t is updated by using Eq. (2).
Here, β i denotes the constant value and the range of
Next, we define two evaluation values B i,t and C i,t , which are related to the data variance and the variance of the data variance for the ease of prediction, respectively, as Eqs. (3) and (4). The value of eval i,t is accumulated through the interactions, and therefore, we define the reward as the average of eval i,t . In this study, the end of the interactions is the end to the input data entered by a human being. Further, the elapsed time is discrete time and increases by one for each input from a human being. Therefore, we define the reward shown in Eq. (6) by using the total number of input values, n, at each interaction.
Here, w i denotes the weight for input i . This parameter shows the priority of sensor i . In this study, sensors for a human being and environment are separated clearly. So the ratio of these parameters for each sensor shows the relative priority between inputs from a human being and environment.
Learning Process by Proposed Method
The process of reinforcement learning used in the proposed method is as follows: First, the agent selects an action. Second, the agent detects a change in the sensor input from its interactions with a human being and from changes in the environment. Third, the agent evaluates the sensor input by using the proposed method. Fourth, the agent generates its own reward on the basis of the evaluation. Fifth, the agent updates the Q-value on the basis of the reward. Then, the agent returns to the first step. An overview of the learning process is shown in Fig. 1. 
Experiment and Results

Outline of the Experiment
We performed a computer simulation to confirm that the proposed method can generate appropriate reward values by an interaction with the environment and a human being. In this study, we assume that the agent has some sensors to interact with the environment and the human being. We experiment on two types of interactions with the environment and two types of interactions with a research participant. Further, we discuss the difference in the actions that the agent takes for each interaction. In this section, we first explain the task and the environment. Next we explain the settings of the interactions, and the details of this experiment. Finally we present the results of the experiment.
Path Planning for an Open Grid Space
We targeted the path planning problem and gave the agent a task to reach a goal point from a start point on an open grid field. We set two types of grounds in the environment. One was an even ground, i.e., a level ground in good condition. The other was an uneven ground with a rough terrain; the agent jolted over the uneven ground. We show the field used for the experiment in Fig. 2 .
The agent starts from point "S," and the task is to reach the point "G." The agent can move in four directions, namely up, down, left and right, and must take 5 s for one action.
Interaction with the Environment
To achieve the task, the agent goes through the even/uneven ground and recognizes the conditions of the ground. In this study, we prepared two types of grounds and performed a computer simulation. Here, we assumed that the agent had a virtual one-degree accelerometer and could sense the vertical vibration of its body. To simulate this, we defined the sensor input as Eq. (7).
input acc (t) = const acc + σ * · n(t) . . . . . . (7) Here, const acc has a constant value and n(t) denotes a random number between 0 and 1. We set σ * for each type of ground: σ even for the even ground and σ uneven for the uneven ground. In the experiment, we set const acc = 50, σ even = 1 and σ uneven = 60. The agent took 5 s per action, and the sampling time of the sensor input was 10 ms.
Interaction with a Human Being
Here, we explain the interaction between the agent and a participant. We assumed that the agent had some touch sensors and human beings could interact with it by touching its body (sensor). Therefore, we tried to have the agent interact with a participant by using a touch device.
In this experiment, a participant could watch the map and the position of the agent and the movement of the agent. Further, the participant could evaluate the agent's action by writing a trajectory with a stylus pen on a touch device. In this study, we used Nexus7 (2012) as a touch device and used ROS [19] as the framework of distributed processing. We present the device specifications in Table 1 and illustrate the outline of the interaction between the agent and a participant in Fig. 3 .
In this study, we focus on the movement of a stylus pen as the result of an interaction; therefore, we use the series of velocities of a stylus pen position as the input data for interaction (Eq. (8)) and use the average value to calculate the reward as shown in Eq. (9) .
Here, p p p( ( (t t t) ) ) denotes the position of a stylus pen at t. T sampling represents the sampling time required to get to this position and is a constant value. In each interaction, the agent acquires the series of velocities of the stylus pen and uses them as the input data. Here, we define the maximum number of input values. If the number of input values exceeds this value, the proposed method neglects the old data and use the latest input data. We define max num input as the number of input values. T window is the period to gather input values and is calculated as max num input /T sampling . We present the parameters related to the interaction between the agent and a participant in Table 2 . 
Instructions for a Participant
For this experiment, we recruited a 24-years-old man as the participant. This participant knows the way to teach the agent his evaluation by drawing a trajectory on the touch device.
In this study, we instructed the participant to interact with the agent in two ways. One was an elaborate interaction in which the participant interacted with the agent for every action, and the other was a crude interaction in which the participant interacted with the agent only when the agent reached goal point. The instructions for both interactions were as follows:
Elaborate instruction:
• The aim is to lead the agent to the goal point.
• You can praise or scold the agent to achieve the aim.
• You can praise or scold the agent by drawing a trajectory on the touch device.
• You can praise the agent by drawing the trajectory gently.
• You can scold the agent by drawing the trajectory violently.
• You can praise or scold the agent for each action that it performs.
Crude instruction:
• You can praise or scold the agent for each action that the agent performs between the first trial and the fifth trial.
• After the sixth trial, you can praise or scold the agent only once it reaches the goal point. This means that after the sixth trial, you cannot interact with the agent before it reaches the goal point.
Here, we did not instruct the participant to avoid the uneven ground and to reach the goal point by using the shortest possible route. Table 4 . Parameters for the proposed method.
Settings for the Learning of the Agent
Here, we discuss the settings for the learning of the agent. In this study, the agent learned by the Q-learning method discussed in Eq. (10) and selected actions by using the ε-greedy method [1] .
Further, we list the parameters for the agent in Table 3 .
Experimental Procedure
We defined one step as the cycle of the selection of an action by the agent, the interaction by the participant, and learning of an appropriate action by the agent. Further, we defined one trial as a series of steps from the state that the agent was on at the start point to the one at which the agent reached the goal. The details of one trial are as follows:
1. The agent is set on the start point.
2. The agent selects an action by using the ε-greedy method.
3. The participant interacts with the agent by drawing a trajectory on the touch device.
4. The agent generates a reward value on the basis of the interaction of the participant.
5. The agent learns with the reward value by using Qlearning.
6. If the agent does not reach the goal point, return to 2.
We list the parameters of the proposed method used in this experiment in Table 4 . 
Experimental Results
We show the typical results of the interaction with the participant in Figs. 4 and 5. Fig. 4(a) shows the trajectory that the participant drew as praise for an appropriate action. The participant drew this trajectory by stylus and the system got the points at each sampling timing. The proposed method generated the evaluation values using these points as input data. Fig. 4(b) shows the transition of the evaluation for the praise input. In this case, the evaluation values keep high for the most part. The evaluation values around 100th data become low because the trajectory went wild of the circle which is shown in Fig. 4(a) . In contrast, Fig. 5(a) shows the trajectory as the participant's scolding for an inappropriate action. In this case, the proposed method generated the evaluation as shown in Fig. 5(b) by using the points as input data.
Next we show the results of the learning with the elaborate interaction. Fig. 6(a) shows the transition of the reward that the proposed system generated by interacting with the environment and the participant. In this case, the participant interacted with the agent for every action; therefore, the reward changed violently. Fig. 6(b) shows the transition of the number of actions that the agent performed and their convergence into eight actions. The route that the agent took at trial 30 is shown in Fig. 7 . This result shows that the agent took the shortest route from the start point to the goal point.
Finally, we show the results of the learning with the crude interaction. Fig. 8(a) shows the transition of the reward. The participant interacted with the agent for every action until trial 5 at which the number of actions was 74. Therefore, the trend of the graph until trial 5 is similar to the one generated by the elaborate interaction. After trial 6, the participant interacted with the agent only when the agent reached the goal point. Hence, the interaction with the environment mainly affected the transition of the reward and the change of the reward became mild. We show the transition of the actions and the route that the agent took in Figs. 8(b) and 9, respectively. These show that the agent changed the route after a change in the interaction. The solid line in Fig. 9 shows the route that the agent took at trial 5. This route reflects the participant's consideration and is the shortest path from the start point to the goal point. On the other hand, the dotted line in Fig. 9 shows the route that the agent took at trial 30. After trial 6, the effect on the interaction with the participant decreased and the effect on the interaction with the environment increased. As a result, the agent changed the route to avoid the uneven ground. This shows that the participant can make the agent learn the desired movement by the elaborate interaction, and the agent learns a movement adapted to the environment for the crude interaction.
Conclusion
In this study, we focused on the generation of a reward with a universal evaluation of sensor inputs. To realize this, we considered two indexes, namely the input strength and the ease of input prediction, and developed a concrete algorithm. The proposed method has no special gateway to obtain the information of rewards for a given task that a human being wants to achieve; therefore, the interaction between the agent embedded in this method and the human being becomes important. The agent must learn the appropriate actions demanded by the human being through sensor inputs, and the human being must learn the way to teach his/her demand through sensor inputs. We attempted to experimentally solve the path-planning problem and show that the agent could learn the appropriate actions by interacting with the environment and the participant. The results of the interaction with the participant shows that this participant could teach the agent his/her demand and that the proposed method generated an appropriate reward. Further, the results of learning by an elaborate interaction shows that the agent learned the task and found the route to the goal. In addition to this, the results of learning by a crude interaction shows that the agent found the route by avoiding uneven ground. In ordinary way to adopt RL for this problem, a reward function is set at first and the agent find a route based on this function. So a human being must re-design the function if he/she want to change the route the agent took. In this study, we show that the proposed method generated the reward and the agent learned the appropriate actions for the given task and environment without the re-design of some mechanisms for particular task.
In the future, we try to equip an agent plural types of sensor. The ability to recognize an outside depends on a type of sensor, number of sensor and how to mount it on an agent. We confirm that an agent embedded the proposed method can adapt their behavior with plural sensors. And we intend to have the participants instruct an agent of a definite route as their task. In this study, we confirmed that the participant could teach an agent the demand for each action; therefore, in the future, we will confirm that the participants can teach the demand through trials. Here, we showed the participants could teach their demand interactively. In the early stage, it is needed to monitor each behavior carefully. But to keep watching all the time makes the burden too heavy for a human being. We think that a method to predict a reward calculated by inputs from a human being can leave a human being to monitor an agent's behavior. By trying to integrate a prediction method into our system, the proposed method will be user-friendly system. Further, we will conduct the experiment for multiple participants and send out questionnaires. By using the data from the participants, we plan to keep improving the universal evaluation and enable the method to feel and interact with the outside in the same way as though it were a living thing.
