We prove that ZF + DC + "There are no mad families" is equiconsistent with ZF C.
Introduction
We study the possibility of the non-existence of mad families in models of ZF + DC.
Recall that F ⊆ [ω]
ω is mad if A, B ∈ F → |A ∩ B| < ℵ 0 , and F is maximal with respect to this property. Assuming the axiom of choice, it's easy to construct mad families, thus leading to natural investigations concerned with the definability of mad families. By a classical result of Mathias [Ma] , mad families can't be analytic (as opposed to the classical regularity properties, there might be Π 1 1 mad families, which is the case when V = L [Mi] ). The possibility of the non-existence of mad families was demonstrated by Mathias who proved the following result:
Theorem [Ma] : Suppose there is a Mahlo cardinal, then there is a model of ZF + DC + "There are no mad families".
For a long time it was not known whether there are mad families in Levy's model (aka Solovay's model). This problem was recently settled by Toernquist:
Theorem [To] : There are no mad families in Levy's model. Toernquist's proof is based on a new proof of the fact that mad families can't be analytic. It's now natural to wonder whether it's possibe to eliminate the large cardinal assumption from Toernquist's result. Our main result in this paper shows that the answer is positive:
Theorem: ZF + DC ℵ 1 + "There are no mad families" is equiconsistent with ZF C.
Two other related families of interest are maximal eventually different families and maximal cofinitary groups. For a long time it was not known whether such families can be analytic, and whether there are models of ZF + DC where no such families exist. We intend to settle those problems in a subsequent paper.
The proof
Hypothesis 1: 1. λ = λ <µ , µ = cf (µ), α < µ → |α| ℵ 1 < µ, ℵ 0 < θ = θ ℵ 1 < κ = cf (κ) ≤ µ and α < κ → |α| ℵ 1 < κ.
For example, assuming GCH, the hypothesis holds for µ = ℵ 3 = κ, λ = ℵ 4 and θ = ℵ 2 .
2. For transparency, we may assume CH.
Definition 2: 1. Let K = {P : P is a ccc forcing notion such that P "MA ℵ 1 "}.
2. Let ≤ K be the partial order ⋖ on K.
3. We say that (P α : α < α * ) is ≤ K -increasing continuous if P α ∈ K for every α < α * , α < β → P α ⋖ P β and if β < α * is a limit ordinal then ∪ γ<β P γ ⋖ P β .
Claim 3: 1. (K, ≤ K ) has the amalgamation property.
2. If P 1 is a ccc forcing notion, then there is P 2 ∈ K such that P 1 ⋖ P 2 and
Proof: 1. Suppose that P 0 , P 1 , P 2 ∈ K and f l : P 0 → P l (l = 1, 2) are complete embeddings. Let P 1 × f 1 ,f 2 P 2 be the amalgamation of P 1 and P 2 over P 0 (as in [RoSh672] ), i.e. {(p 1 , p 2 ) ∈ P 1 × P 2 : (∃p ∈ P 0 )(p P "p 1 ∈ P 1 /f 1 (P 0 ) ∧ p 2 ∈ P 2 /f 2 (P 0 )")}. As P 0 ⋖ P 1 × f 1 ,f 2 P 2 , P 0 "MA ℵ 1 " and MA ℵ 1 implies that every ccc forcing notion is Knaster (and recalling that being Knaster is preserved under products), it follows that P 1 × f 1 ,f 2 P 2 |= ccc, and by (2) we're done.
2. P 2 is obtained as thee composition of P 1 with the ccc forcing notion of cardinality
4. As in the proof of subclaim 1 in caim 6 (see next page).
Claim 4:
There is a ccc forcing notion P of cardinality λ such that:
2. If P 1 , P 2 ∈ K have cardinality < µ, P 1 ⋖ P 2 and f 1 is a complete embedding of RO(P 1 ) into RO(P), then there is f 1 ⊆ f 2 that is a complete embedding of RO(P 2 ) into RO(P).
Proof:
We choose P α ∈ K by induction on α < λ, such that the sequence is ≤ K −increasing continuous and each P α has cardinality λ, as follows:
1. For limit α we choose P α ∈ K such that ∪ β<α P β ⋖ P α . We can do it by claim 3(2) and the induction hypothesis.
For
be an enumeration of all triples as in 4(2) for P β . We construct a ≤ K −increaasing continuous sequence (P * γ : γ ≤ λ) by induction as follows: P * 0 = P β . P * γ+1 is the result of a K−amalgamation for the γth triple, and for limit γ we define P * γ as in (1). Finally, we let P α = P * λ . Note that by claim 3(4), requirement (1) is satisfied for every forcing notion from K, hence it's enough to guarantee that requirement (2) is satisfied. It's now easy to see that P = ∪ α<λ P α is as required.
Definition/Claim 5: Let P be the forcing notion from claim 4 and let G ⊆ P be generic over
Main claim 6:
There are no mad families in V 1 .
Proof: Let F ∼ be a canonical P-name of a mad family (i.e. a canonical P-name of a family of subsets of ω), and letη ∼ be a sequence of length < κ of canonical P-names of reals such that F ∼ is definable over V usingη
d. If i = 3j + 1, then for every canonical name using members of Z 3j of an "MA ℵ 1 problem" in Z i we have a name for a solution.
e. If i = 3j + 2, then Z i ⋖ P.
It's now easy to verify that Z ω 2 is as required: By (c) and (e), Q * ⋖ Z ω 2 ⋖ P, hence also Z ω 2 |= ccc. By (a), |Z ω 2 | < κ. By (d), Zω 2 "MA ℵ 1 " (given names for ℵ 1 dense sets, we have canonical names depending on ℵ 1 conditions, hence there is some j < ω 2 such that they are
We shall now prove that such Z i can be constructed for i ≤ ω 2 : For i = 0 it's given by (c) and for limit ordinals we simply take the union. For i = 3j + 1 and i = 3j + 3 we enumerate the canonical names for either the MA ℵ 1 problem or the infinite subsets of ω (depending on the stage of the induction), there are ≤ σ such names. At stage 3j + 1 we use the fact that P forces MA ℵ 1 in order to extend Z 3j using P-names for the solutions of the MA ℵ 1 -problems. At stage 3j + 3, we extend the forcing similarly, using the fact that F ∼ is a name of a mad family. For i = 3j + 2, we let Z 3j+2 be the closure of Z 3j+1 under the functions f 1 : P × P → P and f 2 : [P] [≤ℵ 0 ] → P where: f 1 (p, q) is a common upper bound of p and q if they're compatible, and f 2 (X) is incompatible with all members of X provided that X is countable and not predense.
Proof : As F is the identity over Q * and F ∼ is definable using a Q * -name.
We now arrive at the two main subclaims:
is a name of a Ramsey ultrafilter on ω. Let F 1 : Q 1 → P be a complete embedding such that F 1 is thee identity on Q (such embedding exists by claim 4(2). There is Q
the isomorphism is over Q. Consider the amalgamation Q 3 = Q 1 × Q Q 2 . By the basic properties of P, there is a complete embedding F 3 : Q 3 → P over Q. By the density of K
we have:
It's now enough to show that Q 4 "a 1
, hence (by subclaim 3) it's almost disjoint to every member of F ∼ ↾ Q", and also
, together we get a contradiction.
Therefore, it remains to show that Q 4 "a 1
: By the claim above, 2) . Suppose that the claim doesn"t hold, then there are q 1 , r 1 ∈ Q 1 /G and n < ω such that q 1 "n ∈ a 1 ∼ " and r 1 "n / ∈ a 1 ∼ ". Let q 2 , r 2 ∈ Q 2 /G be the "conjugates" of (q 1 , r 1 ) (i.e. their images under the isomorphism that was previously mentioned), then (q 1 , r 2 ) ∈ Q 3 /G forces that n ∈ a 1 ∼ and n / ∈ a 2 ∼ , contradicting the fact tha Q 3 "a 1
". This completes the proof of subclaim 4.
Proof of subclaim 3: Let
g. If ǫ = 2ξ + 1 and Λ ǫ = ∅ where Λ ǫ = {(ζ, a
h. If ǫ = 2ξ + 2 and F ǫ = ∅ where
2 is constant".
Subclaim 3a:
The above induction can be carried for every ǫ < σ + .
Subclaim 3b: Subclaim 3 is implied by subclaim 3a.
Proof of Subclaim 3b: First we consider the case where σ
is a canonical Q-name of a subset of ω such that and let A 4 ∼ be the Q-name defined as:
Therefore, A 4 ∼ is a canonical name for a subset of ω, "A 4
In order to see that for every Q-name a
, we have to show that every such name is being handled by clause (g) at some stage of the induction. Suppose that for some name a ∼ it's not the case. Each such name is a Q ζ -name for some ζ < σ + , so pick a minimal ζ for which there is such a Q ζ -name. Therefore, for every ǫ = 2ξ + 1 such that ζ ≤ ξ, ζ ǫ ≤ ζ, so at each such stage we're handling a Q ζ -name. As |Q ζ | ℵ 0 ≤ σ, the number of Q ζ -names is at most σ and the number of induction steps is larger, we get a contradiction. Similarly, it follows by (h) that Q "D ∼ is a Ramsey ultrafilter": Let f ∼ be a Q−name of a function from [ω] 2 to {0, 1} (wlog f ∼ is a canonical name). As Q "D ∼ is an ultrafilter", for every
", and therefore, for some ξ
, and 
By (c), it follows that
We now consider the case where σ + = κ. In this case we add a slight modification to our inductive construction: The induction is now on ǫ < σ. We fix a partition (S ξ : ξ < σ) of σ such that |S ξ | = σ and S ξ ∩ ξ = ∅ for each ξ < σ. At stage ξ of the induction we fix enumertions (a
Q ξ -names for the subsets of ω and the 2-colorings of [ω] 2 such that for some ζ < ξ, A ζ ∼ satisfies the condition from (h) with respect to f
We now replace the original (g) and (h) by (g)' and (h)' as follows:
Note that ξ ≤ i in the clauses above, as S ξ ∩ ξ = ∅, therefore, at stage ǫ = 2i + l (l = 1, 2), the names a 
Proof of subclaim 3a:
We give the argument for the case σ + < κ. The case σ + = κ is essentially the same.
Case I (ǫ = 0): Trivial.
satisfies clause (c) of the induction, then we let
. We need to show that A ǫ is infinite for every n < ω. We now choose n i by induction on i such that: 
If n > 0 then we also require:
Why can we carry the induction? By the properties of P, there is Q ǫ,0 ∈ K Q ǫ,n , we shall prove that there is a Q ′ -name for a ccc forcing Q
