Directed Steiner Tree (DST) is a central problem in combinatorial optimization and theoretical computer science. Recently, Grandoni, Laekhanukit and Li and independently Ghuge and Nagarajan gave quasi-polynomial time O(log 2 k/ log log k)-approximation algorithms for the problem, which is tight under popular complexity assumptions.
Introduction
Directed Steiner Tree (DST) is a central problem in combinatorial optimization and theoretical computer science. In this problem, we are given a directed graph G = (V, E) with edge costs c ∈ Z E ≥0 , a root vertex r ∈ V and a set K ⊆ V \ {r} of k terminals. The goal is to find a minimumcost out-arborescence (or simply, a tree) in G rooted at r that contains a r→t path for every terminal t ∈ K. The study of DST was initiated in the late 90s in the work of Zelikovsky [34] . Since then the problem has been studied extensively [6, 31, 13] , resulting in an O(k ǫ )-approximation algorithm that runs in time n O(1/ǫ) for any constant ǫ > 0 [6] , and tight O(log 2 k/ log log k)-approximation algorithms in quasi-polynomial time [18, 16] .
The DST problem has established itself as one of the most important problems in network design as it has a variety of applications, ranging from network routing, information retrieval to VLSI design. One such example is in media streaming, where one wish to design an overlay network that provides a (high-speed) connection from the streaming server to a large number of clients who are spreading around the world. This is essentially the Steiner tree problem or the Multi-Cast Tree problem. Nevertheless, there are more restrictions and requirements in designing such networks. For example, one would wish every client to be within a certain distance or bounded hops away from the server; otherwise, the streaming speed could drop dramatically. In addition, not only that one has to pay fix-costs for allocating download and upload bandwidths, routing packets through an overlay network also incurs variable costs that depends on the amount of traffics on each local connection. Due to the resource constraints on a router, it may only be able to connect to a small number of other routers. Motivated from these scenarios, many variants of the directed Steiner tree problem have been proposed to address various issues and thus improve the quality of services. In this paper, we consider the variants of DST that capture these scenarios.
Length-Bounded Directed Steiner Tree (LB-DST)
. This is a variant of DST, where we are additionally given a length vector ℓ ∈ Z E ≥0 over the edges and a bound B v ∈ Z ≥0 for every v ∈ V in the problem. In the output tree T = (V T , E T ), we require that for every vertex v ∈ V T , the length of the unique r→v path in T must be at most B v . The goal is to find a minimum cost tree that satisfies the condition and contains an r→t path for every terminal t ∈ K.
As we mentioned, LB-DST captures the scenario where every client wants to be close to the server. There are many interesting special cases that the problem captures. If we set ℓ e = 1 for every e ∈ E and B v = k is fixed for every v, then the problem asks for the minimum cost Steiner tree with depth k. This is called the k-hop minimum Steiner tree problem [1] . We can also set ℓ to be the same as c; in this case we need to find a minimum-cost directed Steiner tree with small radius. Finally, we can set ℓ = c and B t = αd G,c (r, t) for some α ≥ 1, where d G,c (r, t) is the distance from r to t in the graph G with edge-lengths c. Then this α can be viewed as an upper bound on the "stretch" of the output tree w.r.t. the terminals.
Buy-at-Bulk Directed Steiner Tree with Concave Edge Cost Functions (BaB-DSTConcave). In the problem, we are given a directed graph G = (V, E), a root vertex r, a set of k terminals K ⊆ V \ {r}, a demand u t ∈ Z >0 for each terminal t ∈ K, and each edge e of G is associated with a concave cost function c e : R + 0 → R + 0 . The goal is to find the minimum cost multicommodity-flow that routes u t units of flow from r to t, for every t ∈ K. The cost of the flow is defined as e∈E c e (f e ), where f e is the amount of flow sent across the edge e. As we shall show in Lemma 2.5, if all the edge cost functions c e are concave, then the optimum flow always has a support that is a tree. The problem generalizes DST as follows: if we set u t = 1 for every t ∈ K and for every e ∈ E and z ∈ R ≥0 , c e (0) = 0 if z = 0 and, c e (z) = 1 if z > 0, then the problem becomes DST.
Other than the media streaming example as mentioned above, BaB-DST-Concave also arises when an oil company wishes to build a network of pipes to connect wells to a refinery. There can be several types of pipes with different capacities and costs per unit distance. Depending on the demand between two points, one may choose a combination of pipes to achieve the smallest cost for the edge between them. Then, the cost function of the edge can be O(1)-approximated by a piece-wise linear concave function.
Degree-Bounded Directed Steiner Tree (DB-DST) This is a variant of DST, where we are additionally given a degree bound d v ∈ Z ≥0 on each vertex v ∈ V . The problem requires that every vertex v must have at most d v children in the output, and the goal is to find the minimum cost DST with root r and leaves K that respects the degree constraints. The degree bounded network design problems are motivated by the scenarios that appear the wireless adhoc networks, where each node has a limit amount of resources (or power) and thus can connect to only a small number of neighbors. Similar situations appear in radio broadcasting and many network routing problems. This motivates the study of degree bounded network design problems (see, e.g., [21, 23, 17, 33, 22, 27, 27, 10, 9, 11] ). This problem is well studied in undirected setting, and a tight result is known for the degree-bounded (undirected) Steiner tree problem [33] . Nevertheless, for the directed case, there was no non-trivial approximation algorithm for DB-DST [20] prior to this paper.
Our Result
We give a unified framework that achieves O(log k log n)-approximation for many of the above variants. We show that if for a problem, there is a simple dynamic programming style procedure to check the local-consistency constraints of a given tree and to compute its cost, then our framework can be used to produce a good multi-tree: this a tree where a vertex or an edge can appear multiple times and which satisfies the local consistency constraints. The random multi-tree has expected cost at most that of the optimum tree, and contains every terminal with probability at least Ω(1/ log n). Taking O(log n log k) independent multi-trees will cover all the terminals with high probability. How to convert the union of multi-trees to a tree depends on the specific problem. For LB-DST and BaB-DST-Concave, this can be done without any loss in the approximation ratio. For DB-DST, we have to violate the degree constraints, resulting in a bi-criteria approximation. More specifically, we obtain the following results: Theorem 1.1 (Main Theorem for LB-DST). There is a randomized O(log n log k)-approximation algorithm for the length-bounded directed Steiner tree problem in (n(B max + 1)) O(log n) -time, where B max = max v∈V B v .
Theorem 1.2 (Main Theorem for BaB-DST-Concave).
There is a randomized O(log n log k)-approximation algorithm for Buy-at-Bulk directed Steiner tree with concave edge cost functions in (nu max ) O(log n) -time, where u max = max t∈K u t .
For LB-DST and BaB-DST, our results almost match the current best O(log 2 k/ log log k) approximation ratio of Ghuge and Nagarajan [16] that was achieved with slightly worse running time n O(log 1+ǫ k) . As shown in [18] , the O(log 2 k/ log log k)-approximation ratio is the best possible for quasi-polynomial time algorithms, even for the original DST problem, under the projection game conjecture and N P ǫ>0 DPTIME(2 n ǫ ). For the DB-DST problem, we say a randomized algorithm is an (α, β)-bicriteria-approximation algorithm if it outputs a tree T containing an r→t path for every t ∈ K, such that the number of children of every v in T is at most αd v . Moreover, the expected cost of the tree is at most β times the cost of the optimum tree that does not violate the degree constraints. We achieve polylogarithmic bicrtieria approximation for DB-DST in quasi-polynomial time: Theorem 1.3 (Main Theorem for DB-DST). There is a randomized (O(log 3 n log k), O(log n log k))-bicriteria approximation algorithm for the degree-bounded directed Steiner tree problem in (n(d max + 1)) O(log n) -time, where d max = max v∈V d v .
Notice that for DB-DST, we need to violate the degree constraints in order to get any meaningful approximation ratio. Using a simple reduction from the directed Hamiltonian path problem, one can show that it is NP-hard to decide if there is a valid tree or not. To the best of our knowledge, our result for DB-DST is the first non-trivial bi-criteria approximation the problem.
Though we only give results for the above three examples, our algorithm works for any problem that fits in our framework described in Section 2. For example, it is straightforward to use the framework to tackle any combination of the three problems.
Remark As in [18, 16] , we could save a factor of log log n in the approximation for all these problems. However, this will complicate the algorithmic framework. To deliver the algorithmic idea in a cleaner way, we choose to present the results with O(log n log k) approximation ratios. Also, for LB-DST and BaB-DST, the log n factor in the approximation ratio could be replaced by log k via a transformation of the input graph.
Related Work
Length-bounded network design problems have been studied extensively for undirected graphs. Kortsarz and Peleg [25] studied the k-hop minimum cost Steiner tree problem under the name shallow-light tree and gave an approximation ratio of O(log n) for constant k. For general k, they gave an approximation ratio of n ǫ , for any constant ǫ > 0. For the case where all verticies are terminals, Althaus et al. [1] provided an O(log n)-approximation algorithm in polynomial time. Marathe et al. [28] considered the problem with an arbitrary length function ℓ and an upper bound D on the diameter of the output tree w.r.t. the metric ℓ. They gave the currently best known O(log n, log n)-bicriteria approximation for the problem: the cost of the output tree is O(log n) times the optimum and the diameter bound is violated by a factor of O(log n). The concept of stretch-bounded DST is very similar to that of a spanner, which is introduced by Peleg and Schäffer [29] and has been studied quite extensively. Laekhanukit [26] studied the k-hop Steiner tree problem for directed graphs, and gave an O(D ·k D−1 ·log n)-approximation algorithm, where D is the number of layers in the input graph.
The buy-at-bulk network design problem was introduced by Salman et al. in [32] . For the uniform-demand case on undirected graphs, it has been shown by Awerbuch and Azar [3] that the problem admits an O(log n)-approximation algorithm via the probabilistic metric-tree embedding [12, 4] , and for the single-source case, the approximation ratio was improved to O(1) in [19] . However, most of the techniques that are applicable for the uniform-demand case do not carry over to the non-uniform settings. Thus, there has not much progress on the non-Uniform buy-atbulk network design problem. The first polylogarithmic approximation algorithm for non-uniform (multi-commodity) buy-at-bulk network design problem was given in [7] with an approximation ratio of O(log 4 n). If all the demands are polynomially bounded, then the approximation ratio can be improved to O(log 3 n) [24] . On directed graphs, Antonakopoulos [2] showed that the nonuniform buy-at-bulk network design problem can be handled by using the approximation scheme for DST from [6] . This gives an O(log 3 k)-approximation algorithm for BaB-DST that runs in O(n O(log k) )-time. The approximation ratio has been improved to O(log 2 k/ log log k) in [16] , while the running time is O(n log 1+ǫ k ), for ǫ > 0, which is slightly worse. The BaB-DST problem has also been studied in the online-setting [5] . As mentioned, very recently, Ghuge and Nagarajan [16] had obtained O(log 2 k/ log log k)-approximation for both LB-DST and BaB-DST. Their algorithms are based on recursive greedy that is similar to that of Chekuri and Pal [8] for the directed orienteering problem.
Network design problems with degree-constraints have attracted researchers for decades [30, 14] . The Bounded Degree Minimum Spanning Tree (BD-MST) problem, which has been studied in a sequence of works (see, e.g., [21, 23, 17, 33] ), leading to a series of breakthrough results of Goemans [17] followed by the work of Singh and Lau [33] , which settled down the problem by giving an algorithm that outputs a solution with optimum cost, while violating the degree bound by an additive factor of +1 [33] . Besides BD-MST, many generalizations have been studied in literature [22, 27] .
Recently, the bounded-degree network design problems have been studied in the online setting [10, 9, 11] . Not only the case of point-to-point network design, Dehghani et al. [10] also studied the Degree-Bounded Group Steiner Tree problem (DB-GST), which is a special case of DB-DST. They gave a negative result that it is not possible to approximate both cost and weight of the Online DB-GST problem simultaneously, even when the input graph is a star. More specifically, there exists an input demand sequence that forces any algorithm to pay a factor of Ω(n) either in the cost or in the degree violation. To date there was no non-trivial approximation algorithm for DB-GST even in the offline setting, and it was listed as an open problem by Hajiaghayi [20] in the 8th Flexible Network Design Workshop (FND 2016).
Our Techniques
Our algorithm takes ingredients from both [18] and [16] . As in both papers, the starting line of our algorithm is a procedure that recursively partitions the optimum Steiner tree into balanced sub-trees. We define a "state" for each sub-tree. Then the tree of the states for all sub-trees in the recursive procedure is what we try to find (we call this tree a state tree). The state of a sub-tree contains a set of special vertices in the sub-tree that we call portals, which was used in [16] to obtain their improved approximation algorithm for DST. We construct a super-tree T • that contains all possible state trees and reduce the problem considered into that of finding a good sub-tree of small cost in T • . This can be done by formulating a linear-program (LP) relaxation and rounding the LP solution using a recursive procedure. The construction of the super-tree and the LP rounding techniques are similar to those in [18] .
To extend the algorithm to the variants of DST, we need to include more information in the state of a sub-tree. For this to be done, we require the following crucial property for the problem: given a tree T , whether T satisfies some basic requirements and what is its cost can be decided using a simple bottom-up dynamic programming style algorithm. Roughly speaking, the state of a sub-tree contains the cell parameters in the DP procedure for all the portals in the sub-tree. The information about the cell parameters allows us to check if a tree is valid and to compute its cost from the state tree.
Finally, the algorithmic framework can only output a so-called "multi-tree": This is a tree where a vertex or an edge can appear multiple times. Repeating the procedure for Q = O(log n log k) times, we obtain a set of Q multi-trees. How to convert a multi-tree into a tree depends on the problem considered. For LB-DST, this can be done by taking all edges that appeared in the Q multi-trees, and outputting the shortest-path tree in the graph defined by these edges and the length function ℓ. For BaB-DST-Concave, this can be done as all the edge cost functions are concave. For DB-DST, we need to violate the degree requires and thus can only obtain bi-criteria approximation results. Moreover, we need to prove a concentration bound on the number of times a vertex appears in a multi-tree. We notice that Ghuge and Nagarajan [16] has a similar notion of state trees implicitly. However, to find a small cost state-tree, they used recursive greedy, while we use linear programming rounding.
Preliminaries 2.1 Notations and Useful Tools
Throughout the paper, a tree is always an out-arborescence. Given a tree T , we use root(T ) to denote its root. Given T and a vertex v in T , we use Λ T (v) to denote the set of children of v, and Λ * T (v) to denote the set of descendants of v (including v itself) in the tree T . A sub-tree T ′ of T is a weakly-connected sub-graph of T ; such a T ′ must be an out-arborescence. Sometimes, we shall use left and right children to refer to the two children of a vertex in a tree; in this case, the order of the two children is important and will be clearly specified.
Our input digraph is always G. We shall assume each terminal t ∈ K has only one incoming edge and no outgoing edges in G. This can often be assumed w.l.o.g using the following simple operation: For every terminal t ∈ K that does not satisfy the condition, we add a new vertex t ′ , an edge (t, t ′ ) and replace t with t ′ in K. We set the parameters for the edge (t, t ′ ) and vertex t ′ appropriately so that the operation does not change the instance. 1 Thus, in any tree of G, terminals are leaves.
For an edge e = (u, v), we use tail(e) = v to denote the tail of e. For a triple ξ = (u, v, v ′ ) of three vertices, we use second(ξ) = v and third(ξ) = v ′ to denote the second and third parameter of ξ. For any two notations µ and ν such that exactly one of them is defined, we use µ|ν to denote the defined notation.
We shall use the following basic tool as the starting point of our algorithm design. Its proof is elementary and deferred to the appendix.
Given a tree T = (V T , E T ) as in the lemma, we can partition it into two trees
, which is strictly less than n. Thus, T 1 and T 2 are sub-trees that form a balanced partition of (the edges of) T . We call this procedure the balanced tree partitioning on T .
1 For example, (t, t ′ ) has cost 0. For LB-DST, (t, t ′ ) has length 0 and we can set B ′ t = Bt. For BaB-DST, we set u t ′ = ut and undefine ut. For DB-DST, we increase dt by 1 and set d t ′ = 0.
When n = 3, there are 2 types of trees. If the root has two children, then we could not make both |V T 1 | and |V T 2 | to be smaller than 3. If the tree is a path of 2 edges, then we can choose v to be the middle vertex and the procedure partitions the tree into two edges. Later, we shall apply the balanced tree partitioning procedure recursively. We stop the recursion when the tree is either an edge, or only contains the root and its 2 children. In other words, the tree has only 1 level of edges.
Multi-Tree
For the problems considered in the framework, we need to define a multi-tree in G as an intermediate structure. It is simply a tree over multi-sets of vertices and edges in G:
where every vertex a ∈ V T is associated with a label label(a) ∈ V such that for every (a, b) ∈ E T , we have (label(a), label(b)) ∈ E.
We say each vertex a ∈ V T is a copy of the vertex label(a) ∈ V and each edge (a, b) ∈ E T is a copy of the edge (label(a), label(b)) ∈ E. So, we say T is rooted at a copy of v ∈ V , if label(root(a)) = v, and T contains a copy of some v ∈ V if there exists some a ∈ V T with label(a) = v. For simplicity, we defineK to be universe containing the copies of all terminals.
From now on, all the parameters defined over vertices and edges will be automatically extended to their copies in a multi-tree. That means, for any notation µ, a vertex a and an edge (a, b) in a multi-tree, µ a will be the same as µ label(a) and µ (a,b) will be the same as µ (label(a),label(b)) .
Then, for our algorithmic framework to work, we shall define when a multi-tree is good and its cost. Unlike a multi-tree, the definitions of a good multi-tree and its cost will depend on the problems we consider. For the definitions to be useful, any valid tree (when viewed as a multi-tree) is good and its cost truly represents the objective to minimize. Definition 2.3 (Good Multi-Trees). Let T = (V T , E T ) be a multi-tree in G. We say T is good if it is rooted at a copy of r, has leaves being copies of terminals and satisfies some other problemdependent conditions: For LB-DST, the unique root(T )-a path in T has length at most B a , for every a ∈ V T . For BaB-DST, a∈V T ∩K u a = t∈K u t . For DB-DST, the number of children of any vertex a in T is at most d a .
To give a hindsight, we include in the definition the conditions that can be checked using a simple dynamic-programming style algorithm (Algorithm 1). The first two basic conditions are problem-independent, while the last one is problem-specific. Notice that we do not require that every terminal appears in the tree T , or every vertex appears at most once; these conditions can not be checked using Algorithm 1 unless the domain Ω used has exponential size.
We also need to extend the definition of cost to good multi-trees. This can be done naturally. For LB-DST and DB-DST, we have cost(T ) := e∈E T c(e). For BaB-DST, we have cost(T ) := e∈E T c e (f T (e)), where f T (e) := b ′ ∈Λ * T (b)∩K u b ′ for every edge e = (a, b). Thus, if more than one copies of some terminal are in T , we consider all copies when computing the flow.
Problems fitting into the general framework
With multi-trees, good multi-trees and their costs defined, we can describe the crucial condition under which our framework can be applied: given a multi-tree T , whether it is good and if so how much it costs can be determined using a simple dynamic-programming style algorithm. To make it formal, the algorithm requires the following definitions for a given instance of the considered problem:
• a finite commutative semi-group (Ω, ⊕),
• for every terminal t ∈ K, an element ψ t ∈ Ω t ,
• for every edge (u, v) ∈ E, a function φ (u,v) : Ω v → Ω,
Recall that all the above notations extend to copies of vertices and edges. With the notations, we can describe the crucial condition:
(C1) Given a multi-tree T = (V T , E T ) rooted at a copy of r, with leaves being copies of terminals, compute-cost(T ) (given by Algorithm 1) will return "bad" if T is not good, and cost(T ) otherwise.
if u is a leaf then 3:
else 5:
if ρ u / ∈ Ω u then return "bad"
In the algorithm, we can view ρ v as the"state information" about the vertex v in the tree T and Ω v ⊆ Ω is the set of all possibilities for ρ v . The ρ values for leaves (which are copies of terminals) are given by the ψ vector. To compute ρ u for an internal vertex u, we take the ρ v values of all children v of u, apply the φ (u,v) transformations and merge the results using the ⊕ operation. If the result is not in Ω u then we declare that the tree is not good. The cost of an edge (u, v) in the tree is g (u,v) (ρ v ) and the cost of T is the sum of cost over all its edges.
We can then state the main theorem for our algorithmic framework:
Given an instance of a problem satisfying Condition (C1) for some definitions of (Ω, ⊕), (Ω v ) v∈V , (ψ t ) t∈K , (φ e ) e∈E and (g e ) e∈E , there is a randomized algorithm that outputs in (n|Ω|) O(log n) time a good multi-tree T = (V T , E T ) such that
where opt is the cost of the optimum valid Steiner tree for the instance.
2. For every t ∈ K, we have Pr T [V T contains a copy of t] ≥ Ω(1/ log n).
3. For some M = O(log 2 n), we have the following: for every v ∈ V , we have
Theorem 2.4 is our main result for the algorithmic framework and we dedicate Sections 3, 4 and 5 to its proof. In the remainder of this section, we show how to apply the theorem to obtain approximation results for LB-DST, BaB-DST and DB-DST. For each problem, we first show how to define the notations such that (C1) holds. Then we show how the theorem can result in the desired approximation for the problem. For LB-DST and BaB-DST, only Properties 1 and 2 in the theorem statement are needed. For DB-DST, we need Property 3 to bound the degrees of vertices in the final tree.
Proof (u,v) . In Algorithm 1, ρ v is the maximum allowed length of the root-to-v path in order for the tree to be valid, if we only focus on the vertices in Λ * T (v). Thus, we should have ρ u = min{B u , min v∈Λ T (u) (ρ v − ℓ (u,v) )}. However, if the number is negative, then we can change it to -1 as the tree is anyway not good. Thus, compute-cost(T ) correctly checks if a tree T is good and computes its cost.
We then apply Theorem 2.4 to obtain a multi-tree T . We repeat the procedure Q = O(log n log k) times to produce Q trees T 1 , T 2 , · · · , T Q . If Q is big enough, then with probability at least 0.9, for every t ∈ K, some tree will contain a copy of t. We assume the event happens. We take the graph G ′ = (V, E ′ ), where E ′ is the set of all edges e ∈ E such that there is a copy of e in some of the Q trees. G ′ has expected cost at most
As every terminal has a copy appearing in some T i , G ′ connects r to all terminals. To convert G ′ to a tree T ′ , we simply take the shortest-path tree in G ′ from r to all terminals K, using the metric defined by the edge lengths ℓ e . In this way, the cost of T ′ can only be smaller than that of G ′ . As each T i is good, for every vertex v appeared in the Q trees, there is a path of length at most B v from r to v in G ′ . This also holds for T ′ since it is the shortest path tree from r to K in G ′ , using the metric defined by ℓ.
Finally, since |Ω| = B max + 2, the running time of the algorithm is (n(B max + 1)) O(log n) .
Proof of Theorem 1.2. We define Ω to be the set of integers between 0 and t∈K u t + 1, and ⊕ denotes the addition operation, with the result truncated above at t∈K u t + 1. Ω v = Ω for every v ∈ V \ {r} and Ω r = { t∈K u t }. For every t ∈ K, we have ψ t = u t . For every (u, v) ∈ E and z ∈ Ω v , we have φ (u,v) (z) = z and g (u,v) (z) = c (u,v) (z). In Algorithm 1, ρ v is total flow sent from the root to inside the sub-tree rooted at v. Thus, we need to have ρ u = v∈Λ T (v) ρ v . This is exactly what the algorithm is doing, except that we truncate ρ u 's at t∈K u t + 1. The algorithm works correctly. Again, we apply Theorem 2.4 Q = O(log n log k) times to obtain Q good multi-trees T 1 , T 2 , · · · , T Q that contain copies of all terminals with probability at least 0.9. The total expected cost of all Q trees is at most O(log n log k)opt. Assume the event happens. We define the flows for K in G as follows: for every t ∈ K, we take an arbitrary copy a of t in one of the Q trees (say T i ), and send the u t units flow from r to t in G, using the original r-to-t path in G of the root(T i )-to-a path in T . That is, if the root(T i )-to-a path is a 0 = root(T i ), a 1 , a 2 , · · · , a z = a, then we use the path label(a 0 ) = r, label(a 1 ), label(a 2 ), · · · , label(a z ) = t in G to send u t units flow from r to t.
Then the cost of an edge e ∈ E in the flow is at most c e Q i=1 e ′ ∈E T i is a copy of e f T i (e ′ ) , where f T i (e ′ ) is the flow sent across e ′ in the multi-tree T i . By the concavity of c e and that c e (0) ≥ 0, the cost is at most
e ′ ∈E T i is a copy of e c e (f T (e ′ )) = Q i=1 e ′ ∈E T i is a copy of e c e ′ (f T (e ′ )). Summing the bound over all edges e ∈ E, we have that the cost of the flow in G is at most
Applying the following lemma, whose proof is in the appendix, we can find a valid tree T ′ in G with cost(T ′ ) ≤ O(log n log k)opt. Lemma 2.5. Consider the BaB-DST problem with concave edge cost functions. Given a set of flows (f P ) P :r→K path from r to the terminals K, one can efficiently construct another set (f ′ P ) P of flows where every terminal t ∈ K receives the same amount of flow as it does in f such that the following holds: f ′ has the same or smaller cost than f , and the support of f ′ forms a tree rooted at r.
We have |Ω| = t∈K u t + 2. Since u t ≥ 1 for every t ∈ K, we have |Ω| = O(nu max ). Thus, the running time of the algorithm is (nu max ) O(log n) .
Proof. We now set the notations for which (C1) holds. Ω contains all the integers between 0 and d max + 1. ⊕ is the addition operator, where the sum will be truncated at d max + 1. For every v ∈ V , we have Ω v = {0, 1, 2, · · · , d v }. ψ t = 0 for every t ∈ K. For every v ∈ V , φ v is identically 1. Finally, g e is identically c e for every e ∈ E. Again, it is easy to see that Algorithm 1 works correctly.
Again, we run the algorithm in Theorem 2.4 Q = O(log n log k) times to obtain Q good multitrees T 1 , T 2 , · · · , T Q . With probability 0.9, all terminals appear in the union of these trees. By Property 3 in the theorem statement, with probability at least 1 − Q/n, for every vertex i = 1, 2, · · · , Q, for every v ∈ V , we have T i contains at most O(log 2 n) copies of v. Thus, with probability 0.8, both events happen. Thus, taking the union of all trees and reflect the edges to the original graph G, we have a sub-graph G ′ of G that contains a path from r to every terminal t ∈ K. The total cost of edges in G ′ is at most O(log n log k) · opt. For every v, the out-degree of v in G ′ will be at most O(log n log k)
We can take an arbitrary Steiner tree T in G ′ as the output of the algorithm. This gives us (O(log 4 n log k), O(log n log k))-bicriteria approximation algorithm for the degree-bounded directed Steiner tree problem. The running time of the algorithm is (nd max ) O(log n) .
Before we move on to the next section, we can make one more assumption about the input instance for the sake of simplicity:
(C2) Each non-terminal u ∈ V \ K has at most 2 out-going edges.
This can be assumed w.l.o.g. Indeed, if some non-terminal u has d ≥ 3 out-going edges, we then replace the star centered at u with its d outgoing edges by a gadget which is a full binary-tree rooted at r with d leaves being the out-neighbor of u. Ω v for any newly-added vertex v in the gadget will be Ω. The φ (u,v) and g (u,v) functions for the original d edges are copied to the d edges in the gadget incident to the d leaves. The φ (u,v) functions for the other edges in the gadget (there are exactly d − 2 of them) will be identity functions (thus, we will simply copy the φ values along these edges). The g (u,v) functions for these edges will be identically 0. Thus, with the assumption any tree in G will be binary.
Organization The remaining part of the paper is organized as follows. In Section 3, we define what is a state and a good state tree. In Section 4, we show that the problem of finding the a small cost valid tree can be reduced to that of finding a small cost state-tree. Finally in Section 5, we give our linear programming rounding algorithm that finishes the proof of Theorem 2.4.
States and State-Trees
We now proceed to prove Theorem 2.4. Given the optimum tree T * (which is binary) for an instance of a problem that fits in the framework, we can apply the balanced tree partitioning recursively to obtain a decomposition tree: We start from T * and partition it into two trees T 1 and T 2 using the balanced-tree-partitioning procedure, and then recursively partition T 1 and T 2 until we obtain sub-trees of with 1 level of edges: Such a tree contains either a single edge, or two edges from the root. Then the decomposition tree is a full binary tree where each node corresponds to a sub-tree of T * . Due to the balance condition, the height of the tree will be O(log n). Throughout the paper, we shall use h = O(log n) to denote an upper bound on the height of this decomposition tree.
Thanks to its small depth, the decomposition tree is the object of interest. However, as each node in the tree corresponds to a sub-tree of the optimum solution T * , it contains too much information for the algorithm to handle. Instead, we shall only extract a small piece of information from each node that we call the state of the node. On one hand, a state contains much less information than a sub-tree does, so that we can afford to enumerate all possible states for a node. On the other hand, the states of nodes in the decomposition tree still contain enough information for us to check whether the correspondent multi-tree is good, and to compute its cost. We call the binary tree of states a state tree; we require in a good state tree, the states of nodes satisfy some consistency constraints, that are formally described in Definition 3.9. We shall establish a two-direction connection between valid solutions for our problem and good state trees: a valid tree for the problem corresponds to a good state tree of the same cost involving all terminals, while a good state tree can be efficiently converted to a multi-tree of the same cost involving the same set of terminals.
Given a valid tree T in G and a sub-tree T ′ of T , we now start to make definitions related to the state of T ′ w.r.t T . It is convenient to think that T is the optimum tree T * and T ′ is a sub-tree of T = T * obtained from the recursive balanced-partitioning procedure, since this is how we use the definitions. However, the definitions are w.r.t general T and T ′ ; from now on till the end of Section 3, we fix any valid tree T and its sub-tree T ′ .
Portals
Other than root(T ′ ), the state for T ′ w.r.t T contains the set of portals of T ′ :
In general, the set of portals of T ′ can be large, but if T ′ is obtained from the recursive balancedtree-partitioning procedure for T , then the number of portals can be shown to be at most h + 1. As we shall often use the root and set of portals together, we make the following definition:
It is easy to see that the root-portal-pairs for an internal node of the decomposition tree and its two children satisfy some properties stated in the following definition: Definition 3.3 (Allowable Child-Pair). Given three root-portals-pairs (r ′ , S), (r ′ , S 1 ) and (r ′′ , S 2 ), we say ((r ′ , S 1 ), (r ′′ , S 2 )) is an allowable child-pair of (r ′ , S) if r ′′ / ∈ S, S 1 ∪ S 2 = S ∪ {r ′′ } and
The following claim motivates the definition of allowable child pairs:
be the two sub-trees obtained by applying the balanced tree partitioning on T ′ . Let r ′ = root(T ′ ) = root(T ′ 1 ), r ′′ = root(T ′ 2 ) = r ′ and S, S 1 , S 2 be the sets of portals in
respectively. Then, ((r ′ , S 1 ), (r ′′ , S 2 )) is an allowable child-pair of (r ′ , S).
Proof. First, r ′′ is not a portal of T ′ since it is a non-root internal vertex in of T ′ . Second, it is easy to see that
Auxiliary Vectors
The next piece of the information in a state is an auxiliary vector : Definition 3.5. An auxiliary vector for a set S ⊆ V \ K is a vector ρ = (ρ v ) v∈S , where ρ v ∈ Ω v for every v ∈ S.
Supposedly, ρ will be the ρ-vector computed by Algorithm 1 over T , with domain restricted to the portals. Definition 3.6 (Consistency of auxiliary vectors). Given a root-portals-pair (r ′ , S), an allowable child-pair ((r ′ , S 1 ), (r ′′ , S 2 )) of (r ′ , S), three auxiliary vectors ρ, ρ 1 and ρ 2 for S, S 1 and S 2 respectively, we say ρ 1 and ρ 2 are consistent with ρ, if 
Similarly, given a root-portals-pair (r ′ , S) with |S| ≤ 3, an auxiliary vector ρ for S, and two edges (r ′ , v), (r ′ , v ′ ) ∈ E such that {r ′ , v, v ′ } \ K = S, we say the triple (r ′ , v, v ′ ) agrees with ρ if
Notice that in the above definition either v ∈ S or v ∈ K. So, exactly one of ρ v and ψ v is defined. The same holds for v ′ . The definition corresponds to the case when T ′ is an base case of the recursive balanced tree partitioning, i.e, T ′ contains only 1 level of edges. If T ′ contains an edge e = (r ′ , v), then the portal set of T ′ is {r ′ , v} \ K. When we run compute-cost(T ), we shall have ρ r ′ = φ (r ′ ,v) (ρ v ). Thus, if ρ is restricted to the portal set, we have ρ r ′ = φ (r ′ ,v) (ρ v |ψ v ). We can make similar argument about the case when T ′ contains 3 vertices. This motivates the above definition.
States and Good State-Trees
With auxiliary vectors, we can define states and good state-trees: Definition 3.8. A state is a tuple (r ′ , S, ρ) where (r ′ , S) is a root-portals-pair and ρ is an auxiliary vector for S.
The state of the tree T ′ w.r.t T is the (r ′ , S, ρ) tuple with r ′ = root(T ′ ), S being the set of portals in T ′ , and ρ being the vector ρ computed in compute-cost(T ), with domain restricted to S.
Notice that in the definition, the ρ vector computed by compute-cost(T ) satisfies ρ v ∈ Ω v for every v ∈ V . Thus, (r ′ , S, ρ) is indeed a valid state.
Definition 3.9 (Good State Trees).
A good state tree is a full binary tree τ of depth at most h, where every node p is associated with a state (r ′ p , S p , ρ p ), and every leaf o is associated with either an edge e o ∈ E or a triple ξ o such that the following conditions hold.
o ,third(ξo)) (ρ third(ξo) |ψ second(ξo) ). The cost of a state-tree τ is defined as cost(τ ) := o leaf of τ c(o).
Reduction to Finding Good State-Trees

From a Valid Tree to a Good State-Tree Involving All Terminals
In this section, we show that the decomposition tree of the optimum tree T * can be turned into a good state tree τ * with cost cost(τ * ) = cost(T * ) that involves all terminals. As we alluded, the τ * is constructed by taking the state for each node in the decomposition tree for T * . Formally, we define it is obtained by calling gen-state-tree(T * ) (defined in Algorithm 2). In the algorithm ρ T * is the vector ρ given by compute-cost(T * ). The procedure is only for analysis purpose; it is not a part of our algorithm.
Algorithm 2 gen-state-tree(T ′ )
1: create a node p with r ′ p = root(T ′ ), S p = portals of T ′ and ρ p being ρ T * restricted to S p 2: if T ′ has only 1 level of edges then 3: if T ′ contains a single edge e then let e p = e and return the single node p 4: otherwise, T ′ contains two edges (r ′ , v) and (r ′ , v ′ ), let ξ p = (r ′ , v, v ′ ) and return p 5: apply balanced tree partitioning to decompose T ′ into T ′ 1 and T ′ 2 6: τ 1 ← gen-state-tree(T ′ 1 ), τ 2 ← gen-state-tree(T ′ 2 ) 7: return the tree τ obtained by combining p, τ 1 and τ 2 with edges (p, root(τ 1 )) and (p, root(τ 2 )), with root(τ 1 ) and root(τ 2 ) being the left and right children of p respectively Lemma 4.1. τ * is a good state tree involving all terminals and cost(τ * ) = cost(T * ).
Proof. We first show that τ * is a good state tree, by showing that it satisfies all the properties in Definition 3.9. Property (3.9a) trivially hold by the way we define the parameters for the root recursion of gen-state-tree. Property (3.9b) holds by the way we construct ρ T * and that each ρ p is ρ T * restricted to S p . Property (3.9c) follows from the same facts and Claim 3.4. cost(τ * ) = e∈E T * g e (ρ T * tail(e) ) = cost(T * ) by Condition (C1).
From a Good State Tree to a Good Multi-Tree
Now we focus on the other direction of the reduction. Suppose we are given a good state tree τ , and our goal is to construct a good multi-tree T with cost(T ) = cost(τ ). Moreover, if a terminal t ∈ K is involved in τ , then T contains a copy of t.
The multi-tree T is constructed by joining the edges associated with all leaf nodes o in τ using a recursive procedure. For each node p in τ we shall construct a multi-tree T p for p, as well as a mapping π p from S p to vertices in T p . The multi-tree T p and the mapping π p satisfy the following properties:
(P1) For every v ∈ S p , we have label(π p (v)) = v; that is, π p (v) is a copy of v.
(P2) π p (r ′ p ) = root(T p ). In particular, the two properties imply that root(T p ) is a copy of r ′ p . The trees and mappings are constructed from the bottom to the top of the tree τ . Focus on a leaf node p with e p = (r ′ , v). If e p is defined, then T p only contains a copy of the edge (r ′ , v). π p maps r ′ to the copy of r ′ , and if v / ∈ K (thus, v ∈ S p ), v to the copy of v in T p . Otherwise ξ p is defined. Then T p contains a tree with two edges: a copy of (r ′ p , second(ξ p )) and a copy of (r ′ p , third(ξ p )). π p can also be defined naturally. Now consider the case that p is an internal node and let q and o be its left and right children. Then, we have
, and then the multi-tree T p is the new tree containing vertices in T q and T o . Notice that both π q (r ′ o ) and π o (r ′ o ) are copies of r ′ o ; thus the obtained T p can be well-defined. The mapping π p is just the combination of π q and π o : For a vertex v ∈ S q , let
, the mapping is well-defined. Also, it is easy to see that (P1) and (P2) holds for T p and π p .
Our final multi-tree for τ will be T = T root(τ ) . It is straightforward to see that if t ∈ K is involved in τ , then T contains a copy of t. Thus, it remains to show that the multi-tree T is good, and cost(T ) = cost(τ ). Notice that all the ρ p -vectors are consistent with each other, and for every leaf o, e o or ǫ o agrees with ρ o . Thus, aggregating all the ρ p vectors and (φ t ) t∈K will recover the vector ρ T obtained by compute-cost(T ). Since ρ T v ∈ Ω v for every v in T , T is good. compute-cost(T ) will return the cost of T , which is e∈E T g e (ρ T tail(e) ) = o: leaves of τ c(o) = cost(τ ).
5 Finding a good state tree using LP Rounding
Extended State Trees and Construction of T 0
With the relationship between good multi-trees and good state trees established, we can now focus on the problem of finding a good state-tree of small cost involving many terminals. We shall construct a quasi-polynomial sized tree T • so that every good state-tree τ corresponds a subtree T of T • satisfying some property. Roughly speaking, T • is the "super-set" of all potential good state-trees τ . However, since the consistency conditions are defined over three states for a parent and its two children, it is more convenient to insert a "virtual" node between every internal node and its two children. Also, it is convenient to break a leaf state node o into two nodes, one containing the state information and the other containing e o or ξ o . Formally, for a good state-tree τ , we construct a correspondent tree T as follows.
1. Let T be a copy of τ . All nodes in T are called state nodes. 4. We add a super node r and an edge from r to the root of T. r will be the new root for T.
We call this T the extended state-tree for τ ; we say T is good if its correspondent τ is good. Clearly, there is a 1-to-1 correspondence between good state trees and good extended state trees.
Our T • will be the "super-set" of all potential good extended state trees T. Formally, we create a super node r to be the root of T • . Then, for every ρ r ∈ Ω r , we call cnstr-T • (0, r, {r}, ρ = (ρ r )) to obtain a tree and let its root be a child of r.
1: create a state node p with (r ′ p , S p , ρ p ) = (r ′ , S, ρ) 2: for every (r ′ , v) ∈ E such that {r ′ , v} \ K = S and (r ′ , v) agrees with ρ do 3: create an "base node" o with e o = (r ′ , v) and let o be a child of p 4: 
for every allowable child-pair ((r ′ , S 1 ), (r ′′ , S 2 )) of (r ′ , S) do 10: for every pair of auxiliary vectors ρ 1 for S 1 and ρ 2 for S 2 such that ρ 1 and ρ 2 are consistent with ρ do 11: create a "virtual node" q and let q be a child of p 12:
let the left and right sub-trees of q be T 1 and T 2 respectively 15: return the tree T rooted at p
The following claim is immediate from the construction of T • . • The super node in T has exactly one child (which is a state node).
• Each state node in T has exactly one child (which is an base node or a virtual node).
• For each virtual node q in T, both q's children in T • are in T. On the other hand, every good extended tree T of depth at most h + 1 is a sub-tree of T • with root being root(T • ).
Also, we say that a vertex v is involved in T if there is an base node o in T with v = tail(e o ) or v ∈ {second(ξ o ), third(ξ o )}. The cost of T, denoted as cost(T), is defined the sum of c o over all base nodes in T. So, the problem now becomes finding a small-cost good extended state tree in T • that involves each terminal with large probability.
LP Formulation
We formulate an LP relaxation for our task. Let V • be the set of nodes in T • , r = root(T • ) and let V • state , V • virt and V • base be the sets of state, virtual and base nodes in T • respectively. Notice that there is only one super node, which is the root r. For every v ∈ V , let O v = {o ∈ V • base : v = tail(e o ) or v ∈ {second(ξ o ), third(ξ o )}} be the set of base nodes involving v. Let T * be our target good extended state tree; this is the tree correspondent to the good state tree τ * . Then, in our LP, we have a variable x p for every p ∈ V • , that indicates whether p is in the T * or not. min
The objective function of LP (1) is to minimize the total cost of all leaves in T * . (2) requires that for every state or super node p in T * , exactly one child of p is in T * . (3) requires that a virtual node q in T * has both its children in T * . (5) says for every node p in T * and every vertex v ∈ V , there is a most one descendant base node o of p that is in O v . In the whole tree T * , exactly one leaf node o has t = tail(e o ) or t ∈ {second(ξ o ), third(ξ o )}, for every t ∈ K (Constraint (6)); in the LP, all the variables are between 0 and 1 (Constraint (4)).
Notice that (5) for p = r and any t ∈ K and (6) for the same t imply that x r = 1. (2) and (3) imply that the x values over the nodes of a root-to-leaf path in T • are non-increasing.
Rounding Algorithm
Given a valid solution x to LP (1), our rounding algorithm will round it to obtain set V ⊆ V • , which induces a good state tree. The algorithm is very similar to that of [15] with the only one difference: For every state node or super-node p that is added to V, we add exactly one child q of p to V, while the algorithm of [15] makes independent decisions for each child. The algorithm is formally described in Algorithm 4. In the main algorithm, we simply call round(r).
randomly choose a child q of p according to probability vector
return {p} ∪ round(q)
return {p} ∪ round(left child of p) ∪ round(right child of p) 6: else 7: return {p} It is straightforward to see that the tree induced by round(r) is a good extended state tree. The following claim also holds:
. Let V be the random set returned by round(p). Then we have Pr[q ∈ V] = xq xp .
Applying the above claim for p = r and every q ∈ V • base , we have that the expected cost of the tree induced by V is exactly cost(x).
The main theorem we need about the rounding algorithm is as follows:
Theorem 5.3. Let V be the random set returned by round(r). Then, for any terminal t ∈ K we have
Theorem 5.3 was proved [15] for the original rounding algorithm and was reproved in [31] . However, adapting the analysis to our slightly different rounding algorithm is straightforward and thus we omit the proof of the theorem here.
We now wrap up and finish the proof of the main theorem (Theorem 2.4) except for Property 3. Notice Theorem 2.4 without Property 3 will be sufficient for LB-DST and BaB-DST problems. We shall show Property 3 in Section 5.4.
We solve LP(1) to obtain a solution x. Notice that cost(x) ≤ cost(T * ) = cost(τ * ) = cost(T * ). Let V ← round(r). Then by Claim 5.1 and the rounding algorithm, the tree T induced by V is a good extended state tree. Let τ be the good state tree correspondent to T, and let T be the good multi-tree in G constructed using the procedure in Section 4.2. The cost of the multi-tree T is at most cost(x). By Theorem 5.3, for every t ∈ K and every i, the probability that t is involved T is at least 1/(h + 1) = Ω(1/ log n).
Let us consider the running time of the algorithmic framework, which is polynomial on the size of the tree T • . First notice that if ((r ′ , S 1 ), (r ′′ , S 2 )) is an allowable child pair of (r ′ , S), then we have |S 1 |, |S 2 | ≤ |S| + 1 since S 1 ∪ S 2 = S ∪ {r ′′ }. Thus, a state-node p at the h ′ -th level in T • (the children of r have level 0 and for simplicity we do not consider super and virtual nodes when counting levels) has |S p | ≤ h ′ + 1. Thus, every state node p in T • has |S p | ≤ h + 1.
Then we consider the degree of the tree T • , which is the maximum number of possible children of a state node p with (r ′ p , S p , ρ p ) = (r ′ , S, ρ). First, there are at most n × 2 |Sp| ≤ n · 2 h+1 different allowable child pairs ((r ′ , S 1 ), (r ′′ , S 2 )) of the pair (r ′ , S): there are at most n choices for r ′′ and 2 h ways to split S into S 1 and S 2 . Then, for a fixed allowable child pair ((r ′ , S 1 ), (r ′′ , S 2 )) we consider the number of pairs of auxiliary vectors ρ 1 , ρ 2 such that ρ 1 and ρ 2 are consistent with ρ. This is determined by the value of ρ 1 r ′′ = ρ 2 r ′′ , which has at most |Ω r ′′ | ≤ |Ω| possibilities. So, the number of virtual children of a state node is at most n · 2 h+1 · |Ω| = O(poly(n)|Ω|) since h = O(log n). The number of child base nodes of p is at most n 2 . Since the height of the tree T • is at most O(log n), its size bounded by (n|Ω|) O(log n) . So the running time of the LP rounding algorithm is (n|Ω|) O(log n) . This finishes the proof of Theorems 2.4 except for Property 3. Let m p = |Λ * T • (p) ∩ O v ∩ V| be the total number of nodes in Λ * T • (p) ∩ O v that are selected by the rounding algorithm. Our goal is to bound Pr[m r > M ] for some large enough M = O(log 2 n). As is typical, we shall introduce a parameter s > 0 and consider the expectation the random exponential variables e smp (we use e for the natural constant). We shall bound E[e smp |p ∈ V] from bottom to top by induction. So, in this proof, it is more convenient to for us to use a different definition of levels: the level of a node p in T • is the maximum number of edges in a path in T • starting from p. So, the leaves have level 0 and for an internal node p in T • , the level of p is 1 plus the maximum of the level of q over all children q of p. We define an α i for every integer i ≥ 0 as follows: α 0 = e s , and α i = e α i−1 −1 , ∀i ≥ 1.
Notice that α 0 , α 1 , · · · is an increasing sequence. Now we can state the lemma that we shall prove using induction. . So the lemma holds if i = 0. Now, let i ≥ 1 be any integer and we assume the lemma holds for i − 1. We shall prove that it also holds for i. Focus on a node p of level at most i. Then all children q of p have level at most i − 1. If p is a virtual node, then p ∈ V implies that both children of p in V. Since the two children are handled independently in the rounding algorithm, we have
If p is the super node or a state node, then we have q∈Λ T • (p) x q = x p . Conditioned on p ∈ V, the rounding procedure adds exactly one child q of p to V. Then, we have
x q x p E e sm∈ V = 1 + 
