Abstract In this paper, we combine the positive aspects of the Gradient Sampling (GS) and bundle methods, as the most efficient methods in nonsmooth optimization, to develop a robust method for solving unconstrained nonsmooth convex optimization problems. The main aim of the proposed method is to take advantage of both GS and bundle methods, meanwhile avoiding their drawbacks. At each iteration of this method, to find an efficient descent direction, the GS technique is utilized for constructing a local polyhedral model for the objective function. If necessary, via an iterative improvement process, this initial polyhedral model is improved by some techniques inspired by the bundle and GS methods. The convergence of the method is studied, which reveals the following positive features (i) The convergence of our method is independent of the number of gradient evaluations required to establish and improve the initial polyhedral models. Thus, the presented method needs much fewer gradient evaluations in comparison to the original GS method. (ii) As opposed to GS type methods, the objective function need not be continuously differentiable on a full measure open set in R n to ensure the convergence for the class of convex problems. Apart from the mentioned advantages, by means of numerical simulations, we show that the presented method provides promising results in comparison with GS methods, especially for large scale problems. Moreover, in contrast with bundle methods, our method is not very sensitive to the accuracy of supplied gradients.
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Introduction
In this paper, we consider the following minimization problem min f (x) s.t. x ∈ R n ,
where f : R n → R is a convex function, but not necessarily differentiable. Such problems appear in many applied fields, such as data analysis, image processing, optimal control, biology, chemistry, and computational physics [21, 22, 1, 17, 27] . In this regard, it is worthwhile to develop efficient methods for solving these types of problems.
There are various methods for locating a minimizer of problem (1) . The subgradient method, initially developed by N. Shor [25] , is one of the simplest methods for solving a nonsmooth convex optimization problem. Because of its simple structure, it is still a widely used method, although it suffers from some serious drawbacks, such as lack of descent, slow convergence, and lack of practical termination criterion.
As another class of methods for solving nonsmooth optimization problems, we can refer to bundle methods as one of the most efficient methods in nonsmooth optimization, which can handle both convex and nonconvex objectives. The basic idea behind these methods is to keep the memory of the previously computed subgradients to build up a polyhedral (piecewise linear) model for the objective function. If this polyhedral model is an adequate approximation to the objective function, by solving a quadratic subproblem, one can obtain a descent direction, which makes a substantial reduction in the objective function, and consequently, a serious step occurs. Otherwise, the method accepts a null step to enrich the polyhedral model by gathering more subgradient information. One drawback of the bundle type methods is that, at each iteration, a subgradient is added to the bundle of information, which posses serious difficulties with storage and the size of the corresponding quadratic subproblem. To overcome this difficulty, in [12] , Kiwiel developed the concept of aggregated subgradient, through which one can control the size of the bundle, and as a result, keep the number of constraints in the quadratic subproblems bounded. Currently, the aggregation strategy is the cornerstone of many efficient methods in nonsmooth optimization (see, for instance [21, 13, 24, 9, 14, 9, 19] ). In particular, based on this strategy, Schramm and Zowe developed one of the most effective variants of bundle methods, namely the Bundle Trust (BT) method [24] . The BT method is in continuation of the works of Kiwiel in [12] and [14] , which adds some properties of the trust region philosophy to the bundle concept. Numerous numerical experiments have confirmed the efficiency of this method for solving a broad range of nonsmooth optimization problems (see, for instance [24, 2, 23] ).
Generally, in the class of subgradient and bundle methods, after a few numbers of iterations, the method approaches a nonsmooth curve. In this situation, only accurate subgradients can contribute to the efficiency of the method. This fact is a major limitation for these methods, especially when we deal with real-life and black-box problems, in which supplying only one accurate subgradient is not an easy task. To resolve this drawback, Burke et al. [5] developed the Gradient Sampling (GS) method to solve a broad range of nonsmooth optimization problems without explicit computation of subgradients. Soon after, the original GS approach was considered as a ground for developing various types of GS methods (see [7, 6, 10, 4, 20, 15, 16, 11] ). The GS methods can deal with a variety of nonsmooth problems using only approximate gradients. Therefore, whenever function evaluations are not expensive, the GS type methods can be the algorithm of choice.
In the family of the GS methods, through a uniform distribution, a set of auxiliary points is randomly generated from an ε-neighborhood of the current point. We know that, with probability 1, a uniform random choice of points gives a set of differentiable points in R n . Moreover, due to the uniform distribution, the set of the sampled points likely lies on the opposite sides of the discontinuity of the gradient map. Consequently, significant knowledge of the nearby nonsmooth curve is obtained by computing the gradient of the objective function on the sampled points. Then, the GS type methods use this key knowledge to create an efficient decent direction in order to make a remarkable progress towards a stationary point.
The original GS method [5, 4] is a descent method to minimize locally Lipschitz functions, which are continuously differentiable on a full measure open set in R n . This method, at each iteration, tries to approximate the ε-steepest descent direction. For this purpose, it evaluates the gradient of f at some randomly generated points, and then the convex hull of this information is used to obtain an approximation of ε-steepest descent direction. The convergence theory of the GS method was first developed in [5] . Through some subtle modifications, Kiwiel provided stronger convergence results in [15] . Soon after, these results became the theoretical foundation of many variants of the GS type methods [6, 7, 11, 16] . The GS methods are robust and can be applied to a wide range of nonsmooth problems, including non-Lipschitz functions. However, to observe a good practical behavior, we may need to increase the size of the sample to 2n, which makes these methods computationally extensive for solving large scale problems.
In this paper, using the GS technique, we propose a version of bundle methods in which no explicit computation of (sub)gradient information is needed. The main idea of our method is to use the GS technique to construct a local polyhedral approximation for the objective function f . For this purpose, at each iteration, a region around the current point, namely sampling region, is defined and a set of points is independently and uniformly sampled from this region. Then, we evaluate the gradient of the objective function on the sampled points to obtain a local polyhedral approximation to the objective function. Indeed, the sampled points can be considered as auxiliary points that are used to build up our initial local approximation to f . Using this initial model, a quadratic subproblem is established and solved to generate a search direction. If there is a good agreement between the objective function and model on the sampling region, then the generated search direction leads to a reduction in the objective function. However, due to the kinky structure of nonsmooth functions, this initial model may not be well enough to generate an efficient descent direction, and consequently, we may need to improve the quality of the model. To this end, we perform an iterative process, namely the improvement process, in which we improve the quality of the initial model either by making the sampling region smaller or by gathering more gradient information. In addition, to control the size of the subproblems throughout the improvement process, we use the aggregation strategy proposed by Kiwiel in [12] . Furthermore, an adaptive gradient selection strategy is proposed to preserve the most active gradients throughout the improvement procedure. As opposed to the bundle methods, once a serious step occurs, we do not save the gradient information computed at the previous iteration. Indeed, at the next iteration, we construct a new local polyhedral model using a completely new set of sampled points.
The presented method inherits the advantageous properties of GS and bundle methods; at the same time, it circumvents the drawbacks of these methods. In comparison with GS type methods, our method requires much fewer gradient evaluations. More precisely, only O(1) gradient evaluation is sufficient to establish the initial polyhedral model and, if necessary, a single gradient evaluation at each iteration of the improvement process. As an impressive feature of our method, as opposed to bundle methods, the gradients can be supplied using simple difference approximation formulas. As a consequence, the method can efficiently solve those problems for which explicit computation of (sub)gradients is cumbersome. Moreover, the proposed algorithm offers some user-defined parameters, which allow the user to customize the method based on the structure of a problem. This paper is organized as follows. Section 2 provides some mathematical preliminaries used in this article. A comprehensive description of the method is presented in Section 3. The convergence analysis of the proposed method is studied in Section 4. We report the results of numerical experiments in Section 5, and Section 6 concludes the paper.
Preliminaries
The following notations are used in this article. R n stands for the n-dimensional Euclidean space and its inner product is denoted by x, y := n i=1 x i y i , which induces the Euclidean norm x := x, x 1/2 . Moreover, B(x, ε) := {y ∈ R n : x − y ≤ ε} defines a closed ball centered at x with the radius ε > 0.
The classical directional derivative of a function f :
If f is convex, then for a point x ∈ R n , the directional derivative exists in every direction d ∈ R n [2] . Let
be a subset of R n where the objective function f is differentiable. We recall that every convex function is locally Lipschitz. Therefore, by Rademacher's theorem [8] , every convex function is differentiable almost everywhere. Thus, whenever we independently and uniformly sample some points from a subset of R n with positive measure, the sampled points lie in D, with probability 1. This key property plays a vital role in the theory of the GS type methods.
The subdifferential of a convex function f at the point x ∈ R n is given by [2] ∂f (
In addition, for ǫ ≥ 0, the ǫ-subdifferential, which is the generalization of the ordinary subdifferential, is defined by [2] 
For every x ∈ R n and ǫ ≥ 0, it is easy to see that ∂f (x) ⊂ ∂ ǫ f (x), and for ε = 0 we have ∂f (x) = ∂ ǫ f (x). It is also shown in [2] that for every ǫ ≥ 0 the set valued map ∂ ǫ f : R n ⇒ R n is upper semicontinuous and the set ∂ ǫ f (x) is a nonempty, convex and compact subset of R n . Finally, we recall that x ∈ R n is a minimizer for the convex function f , if and only if [2] 0 ∈ ∂f (x).
The presented Bundle-Gradient Sampling (B-GS) method
In this section, the general framework of the proposed method is presented. To derive an efficient method for solving nonsmooth convex optimization problems, we develop a bundle based method using the GS technique. In this method, at each iteration, we define a region around the current point within which some gradient information is sampled to construct a local polyhedral model of the objective function. This polyhedral model is considered as a local approximation to the objective function f . This model is used to establish a strictly convex Quadratic optimization Problem (QP), which its solution provides a search direction. Then, a standard sufficient decrease condition checks the efficiency of this direction. If our polyhedral model is an adequate approximation of the objective function f , the generated search direction is an efficient descent direction, which leads to a serious step. Otherwise, we need to enhance the quality of the model. For this purpose, we carry out an improvement process, which iteratively enhances the quality of the polyhedral model. At each iteration of this process, two strategies may be used. The first strategy is to enrich the model by adding a new gradient, and the second one is to reconstruct the polyhedral model through a smaller sampling region. To find out which strategy works better, we use a simple criterion that was first introduced in [24] . In addition, to control the size of the QPs in the improvement process, we employ the aggregation strategy proposed in [12] .
In the rest of this section, different parts of the proposed method are thoroughly described.
Constructing a local polyhedral approximation using the GS technique
In this subsection, we employ the GS technique to establish a local polyhedral approximation for the objective function f . For this purpose, suppose that we are at the k-th iteration of the algorithm, and x k ∈ R n at which f is differentiable is the current point. Furthermore, let B(x k , ε k ) be the current sampling region, where ε k > 0 is called sampling radius. Then, for a given sample size m ∈ N, we sample s k,1 , . . . , s k,m independently and uniformly from the sampling region B(x k , ε k ). As discussed in Section 2, the objective function f is differentiable at the sampled points s k,1 , . . . , s k,m , with probability 1. Therefore, we proceed with assuming that the gradient of f is defined at the sampled points. Moreover, due to some technical reasons, we add s k,0 := x k to the set of sampled points. Now, using the gradient information at these points, one can define the following linearizations
Let e k,j be the error of the j-th linearization at the current point x k , i.e.,
Note that, convexity of f implies that e k,j ≥ 0 for every j = 0, 1, . . . , m. Furthermore, since s k,0 = x k , it is easy to see that e k,0 = 0. Because of convexity of f , for every j = 0, 1, . . . , m, we can write
and by adding
which means that
Therefore, the linearization error e k,j indicates how much the gradient ∇f (s k,j ) deviates from being a member of ∂f (x k ). Using the linearizations (4), at the k-th iteration of the method, one can obtain the following local polyhedral approximation to f f k p (x) := max{f k,j (x) : j = 0, 1, . . . , m}.
Thanks to convexity of f , one can see that f k p is a lower approximation for the objective function f , i.e.,
for all x ∈ R n .
We emphasize that f k p (x) is a poor approximation to f (x) when x − x k is large, because the gradient information ∇f (s k,1 ), . . . , ∇f (s k,m ) are limited to the sampling region B(x k , ε k ). This gives the reason why the term "local " is used. We note that the sample size m ∈ N affects the quality of polyhedral model (8) . Generally, using a large sample size enhances the quality of this model but at the cost of increased storage and computation time.
Search direction finding subproblem and sufficient decrease condition
Using the polyhedral model (8) to find a descent direction for the objective function f at the current point x k , leads to the following search direction finding subproblem min f
Note that, the quadratic constraint in the above problem restricts our minimization to the sampling region B(x k , ε k ), where we expect our model to be an adequate approximation of the objective function f . However, solving subproblem (9) accurately at each iteration of the method can be a time-consuming process. Fortunately, as we will show, only an approximate solution ensures convergence and nice practical behavior. In this regard, we move the quadratic constraint to the objective function through a proportional penalty parameter, i.e., we consider the following unconstrained minimization subproblem
in which α is a positive real number. Here, we give a quick explanation of the penalty parameter ε −α k . Firstly, it is proportional to the radius of the sampling region; the smaller the sampling radius, the larger the penalty term. Secondly, the user-defined parameter α controls our sensitivity to the violation of the quadratic constraint. Indeed, since ε k ≤ 1 in our implementations, one can be more sensitive to the violation of the quadratic constraint by choosing α > 1, while 0 < α < 1 behaves oppositely. Moreover, one can think of α = 1 as a neutral parameter.
Using (4) and (5), one can see that
Thus, in view of (8), we have
, and after dropping the constant f (x k ), subproblem (10) becomes
which is not a smooth minimization problem. To resolve this drawback, the following epigraph form [3] of this problem is considered
We emphasize that problem (12) is a QP, and its objective function is strictly convex. Hence, it has a unique optimal solution, which is denoted by (
Note that, z k and d k are related to each other as follows
Alternatively, one can consider the dual of problem (12) which is given by
Let
be the optimal solution of problem (14) . Then some simple duality arguments relate λ k to (z k , d k ) as follows
For the sake of simplicity in notations and later use, let
then (15) is rewritten by
In addition, if we denote the optimal value of subproblem (14) by w k , then
In the light of relations (15) (or equivalently (17)), the optimal solution of dual problem (14) yields the optimal pair of primal problem (12)
Furthermore, taking a glance at (15b) tells us that the optimal solution λ k reveals the most active gradients in our polyhedral model. More precisely, let λ k (j) be the j-th largest element of λ k , i.e., (1) ) has the largest weight in equation (15b), and hence, it plays the most important role in our polyhedral model. Similarly, ∇f (s k,(m+1) ) has the smallest weight in this equation, which means that this gradient information is of least importance in the polyhedral model. We shall use this key fact to control the size of subproblems in the next subsection. Based on the above discussion, it is beneficial to work with the dual problem (14) .
To derive a variable that measures the stationarity of the current point x k , multiply each of (6) by λ k j and sum up, to obtain the following subgradient inequality (also use (16))
which means thatg
Thus, if we define
then v k measures the stationarity of the current point x k , because 1 2 g k 2 indicates how muchg k differs from the null vector, andẽ k measures the distance fromg k to ∂f (x k ). In particular, v k = 0 implies 0 ∈ ∂f (x k ), which means that x k is optimal for problem (1) . In this regard, we shall use the value of this variable as a stopping criterion. Now assume that (z k , d k ) is in hand by solving subproblem (14) and using relations (16) and (17) . Let β ∈ (0, 1). Then one can check the efficiency of the search direction d k by the following condition, which is called sufficient decrease condition [12, 13] ,
In the case that d k does not satisfy the sufficient decrease condition (22), we conclude that the polyhedral model (8) is not an adequate approximation to the objective function f and we need to improve the quality of this model, which is the subject of the next subsection. For the case d k satisfies condition (22) , it is reasonable to update x k by x k+1 := x k + d k , and then, repeating the process of subsection 3.1 for the new trial point x k+1 . However, the point x k + d k must also be a differentiable point (we recall that at the new iteration k + 1 we have s k+1,0 = x k+1 ). Therefore, following [5] , instead of updating
, in which function FDP1 has been described in Algorithm 1.
Algorithm 1: Finding Differentiable Perturbation 1 (FDP1)
inputs : x, d ∈ R n , line search parameters β, z, and the maximum allowable perturbation σ > 0.
Samplex independently and uniformly from B(x,σ) ;
Algorithm 1 is similar to the one proposed in [5] . However, the only difference is that we have added the input parameter σ to specify the maximum allowable perturbation, so that the returned point by this function lies in the σ-neighborhood of x k + d k . In the following, we give a quick explanation of how this algorithm works. In the case that
∈ D, this algorithm starts an iterative process to find a pointx k around x k so that the resulting point x k + d k lies in D and also satisfies sufficient decrease condition (22) . Due to the continuity of f , this iterative process terminates after finitely many iterations, with probability 1 [5, 15] . Updating
Therefore, the distance between x k + d k and its differentiable perturbation, x k+1 , can be controlled through the parameter σ. According to [5] , the case x k + d k / ∈ D is unlikely to occur, and in practice we do not check this possibility. However, since it is not a zero probability event [11] , Algorithm 1 plays its role as a theoretical trick to ensure the convergence of the method with probability 1.
Improvement process
In this subsection, we assume that the search direction d k , obtained by solving subproblem (14) , does not satisfy sufficient decrease condition (22) . In such a situation, one can infer that our current polyhedral model is not an adequate approximation to the objective function f , and therefore, the quality of this model has to be improved. For this purpose, we carry out an iterative process, namely the improvement process. At each iteration of this procedure, we use the current inefficient search direction to obtain a new auxiliary point, at which we can define a new linearization. In the case that the error of this new linearization is small, we append it to the previous polyhedral model, and consequently, the model is enriched. Next, some strategies are used to control the size of subproblems. On the other hand, if the error of the new linearization exceeds some tolerance, instead of enriching the model, we reduce the ray of the sampling region and we reconstruct the polyhedral model (8) . In this case, the improvement process is terminated and we accept a null step. Then the process of subsection 3.1, with a smaller sampling radius, is repeated.
Here, we explain how this improvement process works. Throughout this process, the subscript k is kept fixed, and the running index is subscript i. At first, we fully describe the iteration i = 0, because it provides the basis for updating variables recursively. Next, we present the general form of the subproblems we need to solve at each iteration of this process and some recursive rules to update variables. To initialize this process, set
We know that d k,0 does not satisfy sufficient decrease condition (22) , i.e.,
Before proceeding any further, similar to the previous section, we may need a differentiable perturbation of the point x k +d k,0 . For this purpose, we use FDP2 function which is defined similarly to Algorithm 1, and the only difference is the following modifications
Now, we define the new auxiliary point s k,m+1 as
and then, we consider its corresponding linearization
with the following linearization error
Now, we need to find out whether the new linearization (24) can effectively improve the quality of the model or not. For this purpose, we use the following criterion, which initially proposed in [24] e k,m+1 ≤ γẽ k,0 or |f
in which γ is a user-defined parameter from (0, 1). Notice that the first part of (26) controls the error of the new linearization, while its second part plays a technical role to guarantee the convergence of the method. If criterion (26) holds, then we enrich our polyhedral model by appending the new linearization f k m+1 to the previous model. Otherwise, adding the new linearization (24) does not make a significant improvement to the model. In this case, terminating the improvement process and reconstructing the polyhedral model (8) using a smaller sampling radius would be a better strategy. In this respect, for the reduction factor µ ∈ (0, 1), we set ε k+1 := µε k and x k+1 := x k , and the process of subsection 3.1 is repeated. Now, we continue our discussion by assuming that (26) holds. In this case, the new linearization (24) is added to polyhedral model (8) . In mathematical terms, the following constraint is appended to the previous primal subproblem (12)
and, as a result, subproblem (12) is enriched as follows
In what follows, we show that the new constraint (27) contributes in a nonredundant manner to the enriched subproblem (28).
In the last inequality, by choosing σ sufficiently small, we can make x k,0 −x k arbitrarily small, which means that
In other words, (z k,0 , d k,0 ) does not meet the new constraint (27) , and consequently, the enriched subproblem (28) will generate a search direction that is different from the inefficient current direction d k,0 . Although we can now solve the dual of subproblem (28) to obtain a new search direction, it is wise to use the Lagrangian vector λ k,0 to drop some inefficient constraints of (28a). To this end, we use an adaptive gradient selection strategy. Before applying this strategy, following [12, 13, 21] , to keep the general effect of these constraints, we aggregate them into a single constraint. For this purpose, multiply each of (28a) by λ k,0 j and sum up to obtain the following aggregated constraint
Next, we adaptively drop those constraints that their corresponding Lagrangian multipliers were small in the previous subproblem. To this end, choose θ ∈ [0, 1] and let l 0 be the largest integer that satisfies
in which λ k,0 (j) is the j-th largest component of λ k,0 . By dropping those constraints which are associated with Lagrangian multipliers λ k,0 (j) , j > l 0 , the primal subproblem (28) reduces to
We note that the user-defined parameter θ ∈ [0, 1] controls the number of selected constraints. Indeed, a larger θ keeps more constraints of (28a). In particular, since m j=0 λ k,0 j = 1, for θ = 1 no constraint of (28a) is removed, and by choosing θ = 0, all of them are discarded.
In addition, to guarantee the convergence of the method, we need to have the following constraint in the above subproblem
we reach the following primal search direction finding subproblem at iteration
To complete the first iteration (i = 0), we should solve the above problem to obtain a new search direction. However, as we mentioned earlier, we prefer to solve the dual of the above problem, to obtain the new search direction d k,1 . If d k,1 satisfies a sufficient decrease condition, then the improvement process is completed. Otherwise, we need to perform more iterations of this process.
In what follows, we discuss the i-th iteration (i ≥ 1) of the improvement process. We note that at the beginning of this iteration, the information
and we consider the corresponding linearization
with the linearization error
Moreover, suppose that the following criterion holds for this new linearization
Now similar to the preceding discussion, having aggregated all constraints of the previous subproblem, we discard some extra indices of J k,i−1 to define
in which l i is the largest integer that satisfies
After computing J k,i , we are in a position to consider the following primal search direction finding subproblem at iteration i ≥ 0
Note that, if (z k,i+1 , d k,i+1 ) solves subproblem (37), then
(38) Finally, we consider the dual of subproblem (37) which is given by
Suppose that
solves subproblem (39). Then, the following updates are performed
In the case that d k,i+1 satisfies the following sufficient decrease condition
we set
and we terminate the improvement process to repeat the procedure of subsection 3.1 for the new trial point x k+1 . Otherwise, we increase i by one and the improvement process is repeated.
In what follows, we show that the variable v k,i still measures the stationarity of the current point x k . For this purpose, we recall from (19) that
Furthermore, similar to (6), we know that
Now, by multiplying the inequality (47) byλ k,1 and each of inequalities (48) by λ k,1 j and summing up, we obtain (use also (40) and (41))
which means thatg k,1 ∈ ∂ẽ k,1 f (x k ). By repeating this process inductively, we observe that
and henceg
Thus, the variable
measures the stationarity of the current point x k . In this respect, if the value of this variable is less than some optimality tolerance, we terminate the whole algorithm.
Bundle-GS algorithm
Here, based on the previous discussions, a version of bundle methods, namely the Bundle-GS (B-GS) method is presented in Algorithm 2. In this algorithm, the outer loop uses the GS technique to build up an initial model for the objective function f , while the inner loop checks the efficiency of this search direction and, if necessary, it runs the improvement process. Also, the functions FDP1 and FDP2 play their roles to keep the new iterations and auxiliary points in D. The B-GS algorithm is terminated whenever the value of v k,i is less than some optimality tolerance.
Algorithm 2: Bundle-GS (B-GS) Algorithm
inputs : x 0 ∈ D as starting point, initial sampling radius ε 0 > 0 together with its reduction factor µ ∈ (0, 1), sample size m ∈ N 0 , sufficient decrease parameter β ∈ (0, 1), maximum allowable perturbation σ > 0, scale parameters α, γ > 0, maximum weight θ ∈ [0, 1], and termination tolerance ǫ tol > 0. Return x k as an approximation of the minimum point and STOP;
Solve subproblem (39) to compute λ k,i+1 ; 
Convergence analysis
In this section, we study the convergence of the presented B-GS algorithm. In fact, we shall show that, whenever f attains its minimum, each sequence {x k } generated by Algorithm 2 converges to a minimum point. Our convergence analysis closely follows the works of Kiwiel in [12, 13] and Schramm and Zowe in [24] . Throughout this subsection, we assume that the optimality tolerance ǫ tol is set to zero. This allows Algorithm 2 to generate an infinite sequence of iterations, and consequently, we can provide some asymptotic convergence results. We start with the following theorem which studies the convergence of the method in the case of finite number of iterations.
Theorem 1 Suppose that Algorithm 2 terminates at the k-th iteration. Then, with probability 1, x k is a minimum point for the objective function f .
Proof From measure theory, we know that the termination in Line 5 has a zero probability. In addition, the functions FDP1 and FDP2 are well defined, with probability 1. Therefore, if the algorithm terminates at the k-th iteration, it did so in Line 13, with probability 1. Thus, we restrict our attention to the case that there exists i k ∈ N 0 such that
This gives thatg k,i k = 0 andẽ k,i k = 0. Now a glance at (50) reveals that 0 ∈ ∂f (x k ).
⊓ ⊔
From now on, we suppose that the algorithm does not terminate by the stopping criterion in Line 12. In other words, we suppose v k,i > 0 for every k and i. Then, with probability 1, two cases may occur:
Case I. Algorithm 2 generates an infinite sequence {x k } k∈N0 . In this case, for each k ∈ N 0 the inner loop of this algorithm terminates after finitely many iterations. Case II. For ak ∈ N 0 the inner loop of Algorithm 2 does not terminate. Indeed, at thek-th iteration of the algorithm, we have i → ∞.
The convergence of the method is separately studied for each case. First, we consider Case I, in which Algorithm 2 produces an infinite sequence {x k } k∈N0 . Throughout the study of Case I, we assume that the following assumption holds [13, 12, 24] .
Assumption 1 There is a pointx
First of all, we need to show that the sequence {x k } k∈N0 is a convergent sequence. To this end, we start with the following auxiliary result.
Lemma 1 Suppose that Algorithm 2 generates the infinite sequence {x k } k∈N0 and Assumption 1 holds. Then for each δ > 0, there exists n δ ∈ N 0 such that
Proof Let K be a subset of N 0 such that for every k ∈ K, the point x k is updated by Line 16 of Algorithm 2. In other words, for each k ∈ K, there is i k ∈ N 0 such that
Consequently, by construction, for every k ∈ N 0 \ K, we have x k+1 = x k . For each k ∈ K, we can write
(use(43)).
(51)
In addition, we know from (49) that
Since f (x) ≤ f (x k ) for all k, setting x =x in the above inequality, we obtain
Now, using (52) and (53), for every k ∈ K, we can write
Note that, in the last inequality we can make the term x k,i k − x k as small as we like by choosing σ > 0 sufficiently small. Thus, the above inequality implies that
Now using (54) and (55) inductively, for every k, k ′ ∈ N 0 and k ≥ k ′ , we obtain
Next, we consider the sum in (56). First, we note that for every n ≥ 1, we can write
Moreover, in view of (51), we have
and again we can make x j −x j,ij as small as we like by choosing the parameter σ sufficiently small, which means that
Therefore, we can continue (57) with
Letting n approach infinity and using the fact that f (x) ≤ f (x k ) for every k, we conclude
This means that, we can make the sum in (56) smaller than δ by choosing k ′ sufficiently large. This completes the proof.
⊓ ⊔
In the next Lemma, we show that the sequence {x k } k∈N0 is indeed a convergent sequence.
Corollary 1 Under the assumptions of Lemma (1), the sequence {x k } k∈N0 converges to somex ∈ R n such that
Proof By Lemma 1 we know that the sequence {x k } k∈N0 is bounded, and therefore, it has at least one accumulation point, sayx. We know, by construction, the sequence {f (x k )} k∈N0 is a nonincreasing sequence, which gives
Now, let ǫ > 0 be arbitrary and apply Lemma 1 forx and δ = ǫ/2. Then there exists n ǫ/2 ∈ N 0 such that
Furthermore, sincex is an accumulation point of {x k } k∈N0 , there is ak ∈ N 0 andk ≥ n ǫ/2 such that
Combining (60) and (61), we see
Since ǫ > 0 was arbitrary, this proves x k →x as k → ∞. ⊓ ⊔ It remains to show thatx is indeed optimal for f . Before it, we need to establish the following lemma and its conclusion.
Lemma 2 Suppose that Algorithm 2 generates the infinite sequence {x k } k∈N0 and Assumption 1 holds. Let
Then the sequence {w k,i } (k,i)∈A is a bounded sequence.
Proof We know by construction that (k, 0) ∈ A, for every k ∈ N 0 . Now, we have
Therefore
In a similar fashion, for every (k, i) ∈ A and i ≥ 1, we can write
2 ) (use (42) and (43)
Hence
Combining (62) and (63), we can write
By Lemma 1, we know that {x k } k∈N0 is a convergent sequence. Therefore, the local boundedness of the map ∇f : R n → R n implies the existence of C > 0 such that ∇f (x k ) 2 ≤ 2C, for all k ∈ N 0 , and consequently w k,i ≤ C, for all (k, i) ∈ A.
Corollary 2 Under the assumptions of Lemma 2, the sequences {d k,i } (k,i)∈A and {g k,i } (k,i)∈A are bounded.
Proof We know that
Thus, the boundedness of {w k,i } (k,i)∈A yields the boundedness of the se-
⊓ ⊔ Now we are in a position to state the principal result. Before it, let us denote the set of minimum points by
Theorem 2 Suppose that Algorithm 2 generates the infinite sequence {x k } k∈N0 and X * = ∅. Then x k →x such that 0 ∈ ∂f (x).
Proof Since X * = ∅, obviously Assumption 1 holds. Thus, by Corollary 1, we know that x k →x. To show 0 ∈ ∂f (x), we need to consider two cases.
By contradiction, assume that there isv > 0 such that
The convergence of the sequence {x k } k∈N0 along with the boundedness of the sequence {d k,i } (k,i)∈A yield the boundedness of the sequence {x k +d k,i } (k,i)∈A . Now the locally Lipschitzness of f implies the existence of M > 0 such that
By Corollary 2, there is C > 0 such that g k,i ≤ C for all (k, i) ∈ A. Therefore
Since ε α k ↓ 0 as k → ∞, fork ∈ N 0 sufficiently large, we can write
The above inequality means that for every k ≥k, the second part of the criterion (35) holds, and therefore, Algorithm 2 does not reduce the sampling radius ε α k for such k. In other words, ε
in other words
Now (50) and the upper semicontinuity of the set valued map ∂ · f (·) yield 0 ∈ ∂f (x). Case b. There isε > 0 such that ε α k ≥ε, for all k. We know by construction that there exists the infinite subset K of N 0 such that for every k ∈ K the point x k+1 is updated by Line 16 of Algorithm 2 (otherwise ε α k ↓ 0 as k → ∞). For each k ∈ K, there exists i k such that
Furthermore, for each k ∈ N 0 \ K we have x k+1 = x k . Hence
Using (65) and (66), for an arbitrary n ≥ 1 one can write
Since z k,i k ≤ 0, letting n approach infinity, we obtain
This means that,
Eventually, since ε α k ≥ε for every k, we concludẽ
Therefore, (50) and the upper semicontinuity of the set valued map ∂ · f (·) imply 0 ∈ ∂f (x).
Even if f does not attain its minimum, we still have the following result.
Proof We know, by construction, the sequence {f (x k )} k∈N0 is a decreasing sequence. Therefore, if the assertion is not true, there is
, which means that Assumption 1 holds. Hence, similar to Theorem 2, one can conclude that x k →x ∈ X * . This contradicts X * = ∅. ⊓ ⊔ Next, we study the convergence of the method for Case II. In other words, let us assume that there isk ∈ N 0 for which the inner loop of Algorithm 2 does not terminate. We start with the following lemma.
Lemma 3 Assume that for ak ∈ N 0 , the inner loop of Algorithm 2 does not terminate. Then, for every i ∈ N 0 , the following inequality holds
Proof For the sake of brevity in notations, we let m + denote m + i + 1. First, we note that
Now, we have
Since we cam make xk ,i − xk arbitrarily small, the later inequality implies that
We recall that for every i ∈ N 0 , we have f (sk ,m+ ) − f (xk) > βzk ,i . Therefore, we can continue (68) with
and after a simple manipulation, we obtain (67). ⊓ ⊔ Lemma 4 Assume that for ak ∈ N 0 the inner loop of Algorithm 2 does not terminate. Then the sequences {wk ,i } i , {gk ,i } i and {dk ,i } i (i ∈ N 0 ) are bounded.
Proof In the proof of Lemma 2, replace k byk to see
which means that {wk ,i } i is bounded. Now similar to Corollary 2, the boundedness of sequences {gk ,i } i and {dk ,i } i follows from the following relations
Now we are ready to state the main theorem for Case II.
Theorem 4
Assume that for ak ∈ N 0 the inner loop of Algorithm 2 does not terminate. Then 0 ∈ ∂f (xk).
Proof First, we prove that
We know that wk ,i+1 is the optimal value of subproblem (39). Let t ∈ [0, 1] be arbitrary and define the vector λ = (λ j ; j ∈ Jk ,i ,λ) by
Then λ is feasible for subproblem (39), and hence
Simple calculations yield
Using inequality (67), we can continue (70) with (18)).
Now, if we set
then, we observe
It is easy to check that
minimizes φ(t) and
Consequently, in view of (69), (71) and (72), we have
This means that
Thus, the sequence {wk ,i } i∈N0 is decreasing and bounded from below, and therefore, it converges. Next, we show that wk ,i ↓ 0 as i → ∞. A glance at (74) shows that
which implies the existence of C 1 > 0, such that
Furthermore
We know thatxk ,i ∈ B(xk, σ), and hence the boundedness of sequence {dk ,i } i∈N0 yields the boundedness of the sequence {sk ,m+i+1 } i∈N0 . Now the local boundedness of the map ∇f : R n → R n implies the existence of C 2 > 0 such that
Therefore, if we set Ck := max{C 1 , C 2 }, in view of (75) and (76), we have
and hence (73) is rewritten by
Now assume wk ,i ↓ A as i → ∞. Let i approach infinity in the above inequality to see
Since β ∈ (0, 1), the later inequality yields A = 0. Eventually, we observe that
which means thatgk ,i → 0 andẽk ,i → 0 as i → ∞. Now from (50) and the upper semicontinuity of the map ∂ · f (·), we conclude 0 ∈ ∂f (xk).
⊓ ⊔
The assumptions on which the convergence of the method was established were much weaker than the GS like methods. In particular, the objective f need not be continuously differentiable on an open set with full measure in R n . Moreover, we had no assumption on the sample size m ∈ N. Thus, only O(1) gradient evaluations to establish the initial polyhedral model, and a single gradient evaluation at each iteration of the improvement process ensure the convergence of the algorithm.
Remark 1 Through some modifications, for the class of piecewise linear functions, one can establish finite convergence for Algorithm 2. Indeed, we need to follow the subgradient selection strategy described in [13] to modify the updating rules of the index set J k,i , such that it preserves the index of positive Lagrangian multipliers. Furthermore, we need to assume that some Haar conditions are satisfied, and the objective function f is bounded from below. For the sake of brevity, we omit to provide a detailed description, and we refer the reader to the second chapter of [13] for a comprehensive discussion. However, in our numerical experiments, we investigate the behavior of the B-GS algorithm on some piecewise linear function.
Numerical results
In this section, we asses the efficiency of the proposed method over a variety of convex test problems. To this end, we divide this section into four experiments. In the first experiment, some important features of the proposed method are illustrated. Next, we observe the finite convergence of our method for a piecewise linear objective. In the third experiment, we examine the sensitivity of the proposed method to the accuracy of supplied gradients, and in the last experiment, we conduct a comparison between some GS type methods.
In the following experiments, we use a set of nonsmooth convex test problems given in Table 1 . Note that Problems 1-8 are scalable, in the sense that they can be formulated with any number of variables, while Problems 9-13 are some small scale problems that are used to provide some illustrations of the proposed method. All experiments have been implemented in Matlab software on PC Intel Core i5 2700k CPU 3.5 GHz and 8 GB of RAM. By knowing the role of each parameter in the B-GS algorithm, the user can feel free to set them; however, the following choices are some safe values for the input parameters in order to observe acceptable behaviors in practice. As we already mentioned, the quality of initial polyhedral models is dependent on the sample size m ∈ N. Typically, a large sample size increases the quality of the model, but at the cost of increased computation time. In this regard, if the size of a problem is small and gradient evaluations are not expensive, the user can work with a large sample size (e.g., m = 2n). Otherwise, the user has to choose a smaller value for this input parameter. Accordingly, in Experiments 1-3 in which some small scale problems are considered, we set m = 2n. On the other hand, in Experiment 4, where we consider some medium and large scale problems, we set m = n/10. We also note that, as reported in [5] , in the implementation of GS type methods, the differentiability check need not be taken into account. Accordingly, in our implementations of Algorithm 2, the differentiability checks are omitted. More precisely, the criterion in Line 4 is never checked, and instead of using FDP1 and FDP2 functions in Lines 16 and 19 , x k+1 and s k,m+i+1 are simply defined by
In this experiment, we present some illustrations of the proposed method, which reveals different aspects of the B-GS algorithm. Figure 1 shows the iterations path of the B-GS method for QL and Mifflin1 problems (Problems 9 and 10 in Table 1 ). As we can see from this figure, when the method reaches the nonsmooth region, it starts to track a nonsmooth curve towards the minimum point, and the iterates do not fluctuate around the nonsmooth curves.
In Figure 2 , the left vertical axes represent the function trials generated by the B-GS method using different initial sampling radii ε 0 = 4 (upper plot) and ε 0 = 2 −3 (lower plot), on MAXQ problem. At the same time, the right axes show the current value of the sampling radius. Moreover, to show the role of inner and outer iterations of Algorithm 2, they are indicated by different symbols. In this way, Figure 2 illustrates how the improvement process plays its role to create a substantial reduction in the objective function f . As observed from the plots of this figure, if our initial polyhedral model is not an adequate approximation to f , the improvement process starts to enhance the quality of the model either by reducing the sampling radius or by enriching the polyhedral model. Moreover, since, at the beginning of each iteration, the GS technique generates a rich set of auxiliary points, we see that after a few numbers of inner iterations, a reduction occurs in the objective function f . It can also be seen from the upper plot of Figure 2 that, If the initial sampling radius ε 0 is chosen to be large (here ε 0 = 4), the method smartly reduces the value of this input parameter, until it finds the efficient one. Next, the method starts its normal process to reduce the value of the objective function. As a result, the user need not be worried about choosing a large initial sampling radius because the B-GS method smartly finds the suitable one.
A glance at last iterations of Figure 2 reveals that when the method reaches its final accuracy (here 10 −8 ), reducing the sampling radius does not make a significant reduction in the objective function f . Indeed, we only see very short steps towards the minimum point. In this regard, as in GS type methods, it is reasonable to terminate the algorithm when the sampling radius becomes smaller than a prespecified tolerance.
Experiment 2.
As mentioned in Remark 1, under some subtle modifications, the B-GS method is finitely convergent for the class of piecewise linear functions. From numerical point of view, the B-GS method minimizes such problems with high accuracy (close to the machine accuracy), and generally, a big jump to the minimum point occurs. To observe such behavior in practice, we consider the piecewise linear problem Goffin (Problem 12 in Table 1 ), which is defined by Figure 3 demonstrates how the B-GS method treats the Goffin problem. It can be seen from this figure that, after a number of iterations, a big jump to the minimum point occurs, which confirms the finite convergent property of the proposed method for the class of piecewise linear functions. In many of nonsmooth optimization methods (e.g., bundle methods) the accuracy of supplied (sub)gradients is an extremely delicate issue. In this experiment, we intend to examine the sensitivity of the B-GS method to the accuracy of gradients. To this end, let us apply the B-GS method to the Rosen problem (Problem 13 in Table 1 ) by considering two cases. In the first case, using the analytical form of the gradient map, we supply the gradients exactly, while in the second case, we use the forward difference formula with h = 10 −9 . The upper plots of Figure 4 indicate the function trials of the B-GS method using exact (left) and approximate (right) gradients, for five randomly generated starting points. It is observed that even when a simple difference formula supplies gradients, the B-GS method still provides an accurate approximation of the minimum point. This can be attributed to the fact that the GS technique provides an adequate knowledge of the ε k -subdifferential at the beginning of each iteration. Of course, as seen from the left plot, using exact gradients results in more accurate solutions.
To make a comparison, the same experiment is performed for the BundleTrust (BT [24] ) method. The obtained results have been illustrated in the Fig. 4 : Upper plots: function trials generated by the B-GS method using exact (left) and approximate (right) gradients, for five randomly generated starting points. Lower plots: the same for the Bundle Trust (BT) method. lower plots of Figure 4 . As the left plot shows, the method works well as long as the gradients are supplied exactly. However, it can be seen from the right plot that, the BT method fails to make significant progress towards the minimum point when a simple difference formula supplies gradients. This is due to the fact that the knowledge of the BT method from the nearby nonsmooth curve(s) is not rich enough to handle a margin of gradient errors.
Experiment 4.
In this experiment, we examine the performance of the B-GS, AGS and GS methods on Problems 1-8. We recall that all of these problems can be formulated with any number of variables. However, in this experiment, we chose n = 50, 100, 200 and 500. At first, we briefly review the GS and AGS methods. [5] . The main strategy of the GS method is to use the set of sampled points to approximate the ε-steepest descent direction. Then, a standard Armijo line search is applied to make a substantial reduction in the objective function. This method is robust and can be applied to a broad range of nonsmooth problems, but to guarantee the convergence of the method, at each iteration, we need a set of sampled points of size n + 1(or more). In particular, as reported in [5] and used in our experiments, to observe nice practical behavior, we need to set the size of the sample to 2n, which makes the method computationally extensive. In this experiment, we used the Matlab code of the GS algorithm which is freely available (see [5] ).
Gradient Sampling Method
Adaptive Gradient Sampling Method [7] . The main idea of the Adaptive Gradient Sampling (AGS) method is to use the set of sampled points to approximate the Hessian of f at the current point in order to construct a quadratic model for the objective function f . The method uses this quadratic model to generate a search direction, and then a standard Armijo line search checks the efficiency of this direction. One important feature of the AGS method is that the size of the sample is independent of the dimension of a problem. Several versions of the AGS algorithm has been proposed in [7] . In this experiment, we consider the AGS-LBFGS variant, which has a guaranteed convergence analysis. Following [7] , we set the size of the sample to n/10. In this experiment, the Matlab code of the AGS-LBFGS algorithm has been written by the authors. Now, we turn to the details of our simulations. We stop an algorithm whenever one of the following conditions is met 1. If the relative error
becomes smaller than some positive tolerance ǫ > 0. In this experiment, we chose ǫ = 5 × 10 −4 for n ≤ 200, and ǫ = 5 × 10 −3 for n = 500. 2. If the number of iterations exceeds 1000. Note that, for the B-GS method, the number of inner iterations are not taken into account. 3. If the value of the sampling radius becomes smaller than 10 −12 .
Due to the stochastic nature of the algorithms, we run each problem five times using a starting point randomly generated from a ball centered at x 0 (suggested in the literature) with radius ( x 0 + 1)/n, and the average of the results are reported. Table 2 compares the obtained results for the considered set of test problems. In this table, the final relative error E k and the number of gradient evaluations are denoted by E final and g eval , respectively. These results clearly demonstrate that the B-GS method outperforms the two other methods in the sense of the number of gradient evaluations and CPU Time. We also observe that, in the GS method, as the number of variables increases the number of gradient evaluations increases significantly. This feature makes this method inefficient for solving large scale problems. In this regard, we did not apply this method to the problems with n > 100.
Conclusion
In this paper, we combined the effective and important features of the bundle and GS approaches, to develop a variant of the bundle methods for minimizing nonsmooth convex functions. Moreover, we studied the convergence of the proposed method for the class of convex functions under the assumptions that are much weaker than those in the GS type methods. The presented method applied to a variety of benchmark nonsmooth convex problems and a comprehensive report of the numerical results was presented. Based on these results, one can find that the proposed method requires much fewer gradient evaluations in comparison with GS type methods. Furthermore, we observed that the method is able to locate the minimizer even using approximate gradients, which is not the case in the family of bundle methods. These encouraging results motivate us to generalize the presented algorithm to the class of nonconvex locally Lipschitz functions in the next work.
