INTRODUCTION
The inferior eolliculus (IC) has been described as the nexus of the mammalian auditory system (Aitkin, 1986) . The nucleus receives input from numerous brain-stem nuclei and, in turn, tonotopically projects neurons towards the auditory cortex via the roedial geniculate body of the thalamus. It is thought that IC processing is performed within highly parallel streams, where each stream codes a perceptually relevant feature of a complex sound source.
One common feature of many complex and natural sounds is the repetition rate of amplitude fluctuations. Periodic amplitude modulations characterize voiced speech sounds and engender the perception of pitch. The pitch of a sound source is a powerful cue in helping us to attend to one speaker in the presence of other, competing voices (e.g., Assmann and Summerfield, 1989) . In this paper we address the role of certain eelIs in the central nucleus of the inferior eolliculus (ICC) that are preferentially sensitive to particular rates of amplitude modulation (AM).
It has been hypothesized that cells in the ICC form part of a neural periodicity detection system Langner, 1992 ). The theory is based on physiological data which suggest that the ICC has a periodoropic organization which lies roughly orthogonal to its tonotopic axis. The temporal selectivity along the periodotopic axis is most strongly represented by a rate code. Examples of this temporal selectivity are reproduced in Neuronal responses at the lower levels of the ascending auditory system appear only to represent signal periodicity by a temporally based (phase-locked) code. For example, ventral cochlear nucleus chopper cells selectively amplify signal modulation and show sharply tuned bandpass temporal modulation transfer functions, but the selectivity is not manifest in a rate representation Kim et al., 1990) . It is likely that the transformation from a temporal-based periodicity code to a rate-based one first occurs within the ICC. Given that neural synchronization at higher levels of the auditory system is poor { Rees and Moller, 1983; Eggermont, 1991) , then this process may be considered as crucial if information about signal periodicity is to be passed to higher auditory centers.
The purpose of this paper is to present and evaluate a computer model of a neural circuit that transforms a temporal-based periodicity code in to a rate-based one. The circuit we propose comprises an ICC unit that receives input from many cochlear nucleus chopper cells which, in turn, receive input from many auditory-nerve fibers. The cooblear nucleus units serve to selectively enhance periodicities present in the signal. At this stage the output spike rate is the same for all AM rates; it is only the pattern of timing of the spikes which changes. We speculate that the ICC unit fnnctions as a coincidence detector taking input 
Cochlear mechanical filtering
Simulation of the mechanical filtering action and frequency selectivity of the basilar membrane was achieved using a single, linear, bandpass, digital filter based on the gamma-tone function (Patterson etal., 1988) . The required filter is specified by its center frequency. Unless stated otherwise, the center frequency of the filter was 5 kHz. The 3-dB bandwidth of the 5-kHz filter is 577 Hz. waveform") centered on 5 kHz in response to a 5-kHz tone 35% modulated at 50 Hz. In this example, the sideband frequencies of the AM stimulus are within the passband of the filter. At higher modulation frequencies the energy of the sideband components will increasingly move outside the passband of the filter. This leads to a reduction in the synchrony of auditory-nerve firing to the signal's modulation frequency (see Sec. lI A).
lief work (Hewitt et al., 1992 The model comprises two stages. First, the train of incoming auditory-nerve spikes is low-pass filtered to simulate dendritic filtering of the cochlear nucleus stellate cells. The filter was implemented as a first-order low-pass digital filter to give 6-dB attenuation per octave. The main consequence of low-pass filtering is that the auditory-nerve input is smeared over time. The effects of a spike are not simply instantaneous, but continue to influence the cell membrane for some time after ("dendritic current," The parameters of the hair-cell model were set to simulate a fiber with a spontaneous rate of about 35 spikes/s, a saturated rate of about 150 spikes/s and a limited (30 dB) dynamic range (Hewitt et al., 1992) .
Refractory suppression of firing of the auditory nerve was computed as an adjustment to the hair cell firing probability as a function of time since it last generated a spike (see Meddis and Hewitt, 1991 for details). Individual AN spikes were generated from the hair-cell firing probability using pseudorandom number techniques (e.g., (Table AI) and represent a neuron with a relatively high threshold with relatively fast time constants of prespike integration and postspike recovery. Examples of output from this stage of the model are presented later in the paper (Fig. 18) .
We have previously used the VCN chopper model to replicate the preferential sensitivity of chopper units to different rates of amplitude modulation (Hewitt et al., 1992 ) . The sensitivity is manifest in an increase in the synchrony of the timing of spike output to the peaks of the amplitude envelope of the driving signal. Such output may be quantified using the modulation gain metric (defined below). When modulation gain is plotted as a function of modulation frequency, a bandpass function often results. The frequency at which the peak modulation gain is found is commonly referred to as the best-modulation frequency (BMF). The work showed that the BMF of a given unit Fig. 10(a) . There are a number of aspects to the data. First, for a given signal level the rate response of the cell varies with modulation frequency. The cell fires maximally in response to a tone amplitude modulated at a rate of 52 Hz (for all but the highest signal level used). However, the response to a 52-Hz modulation frequency is a nonmonotonic function of signal level; within 20 dB of the unit's threshold the firing rate increases with increasing signal level, but thereafter decreases with increasing signal level. In contrast, at very low and relatively high modulation frequencies (i.e., < 10 Hz and > 200 Hz) the firing rate increases with increasing signal level, but saturates at the most intense signal levels used. These relationships are more clearly observable in Fig. 11 (a) Fig. 12(a) and are compared to model data. The neural functions show similar level and modulation-rate dependencies as the rate-MTFs. However, the functions are more sharply tuned and, in contrast to the rate-MTFs, remain bandpass at the highest signal levels used (60 and 70 dB above threshold). The model functions [ Fig. 12(b) ] show all of these qualitative features. . This relationship is shown in Fig. 14(a) . The same qualitative relationship was found in the model data as shown in Fig. 14(b) . The highly nonlinear relationship between stimulus level and firing rate in response to tones modulated at the unit's preferred rate (i.e., 50 Hz, see Fig. 11 ) is not apparent in the pure tone response. The mechanism that generates these nonintuitive model responses is described in Sec. IV of the paper.
Modeling populations of ICC units
On the basis of physiological studies, Langner and Schreiner (1988) Figure 17 shows a typical result of changing rok on the model ICe unit. The example chosen shows a peak firing rate to a modulation frequency of 400 Hz. The effect of increasing ;'Gk is to decrease the rate of firing across the range of modulation frequencies, with the largest reduction in rate at 400-Hz modulation frequency. Thus it appears that •-ak simply limits the peak rate response of the ICC unit; it has no effect on the tuning of the unit to 400-Hz modulation frequency.
IV. DISCUSSION
We have described and evaluated a computer model of a neural circuit that can replicate the AM sensitivity of units within the auditory system at the level of the auditory nerve, the eochlear nucleus and inferior collieulus.
The main finding of this study is that a computer simulation of the neural circuit outlined in Fig. 2 can qualitatively replicate a number of complex response behaviors of cells in the auditory brain stem. The most striking example of this is seen in the rate modulation transfer functions of the ICC model (Fig. 10}. In common with neural data, the model shows a peak of firing to a particular modulation frequency. The rate of firing, however, does not necessarily imply a particular rate of signal amplitude modulation. In fact, the rate of firing at a unit's preferred amplitude modulation frequency is a nonmonotonic function of signal level; first the firing rate increases with signal level reach- This effect can be observed in Fig. 18 which shows output from model chopper cells in response to AM stimuli presented at two different levels. At 30 dB above unit threshold, action potentials are only generated during a limited portion of the signal's modulation envelope, namely at the peak of the envelope. In contrast, at 50 dB above threshold action potentials are generated over a relatively wider portion of the signal's envelope. The rela-tively wide distribution of spikes is due to two factors. First, a high signal level means that a greater portion of the signal's amplitude envelope is sufficiently high to produce action potentials from the cell. Second, the response at the peak of the amplitude envelope is limited by the cell's saturation threshold such that increases in stimulus level above the threshold do not engender further increases in spike rate. This means that as the stimulus level increases over moderate and high signal levels the spike rate remains relatively constant but the timing of the spikes relative to the modulation envelope changes. In the model presented here, the spike trains from the cochlear nucleus cells form the input to the model ICC coincidence detector. In Fig. 18(a) the output spikes are highly coincidental because they are locked to the amplitude envelope of the same signal. Hence, the output rate of the model ICC unit will be relatively high. In Fig. 18(b Given these differences and intricacies of the models it is difficult to predict their behavior to novel stimuli without resorting to full-scale simulation. However, given that both models produce predictions which cannot be tested by reference to data already in the literature we may postpone detailed, full-scale evaluations for the time being. Ideally, future empirical investigations will address some of the predictions made by the models and will be able to provide evidence for the success or otherwise of each one. 
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