A high-order shock-capturing framework is presented, that includes three key components, namely entropybounding, shock detection and artificial viscosity. The discontinuous Galerkin scheme is used to provide the discretization foundation, although the entire methodology is applicable to any discontinuous scheme. In this framework, entropy-bounding guarantees the numerical robustness by completely avoiding the appearance of non-physical quantities. An entropy-residual based shock detector is developed, which is able to accurately locate discontinuities. Building on the first two components, artificial viscosity is introduced locally to reduce spurious oscillations. By conducting Fourier analysis, a algebraic relation for the artificial viscosity is derived, which is linked to the eigen-spetrum of the numerical discretization. The resulting numerical framework offers a good balance between shock-capturing and computational efficiency for explicit time integration. Several test cases are conducted to confirm the benefits of using this method.
I. Introduction
The development of shock-capturing capabilities for emerging high-order numerical schemes has been the focus of active research. Considerable progress has been made in two dimensions, namely limiters and artificial viscosity (AV) formulations, especially for the well-known discontinuous Galerkin (DG) scheme 1, 2 . Limiting, essentially a post-processing step after each solution update, is widely utilized in transient simulations. This method gives users the freedom in deciding where and how to suppress oscillations that are triggered by flow-field discontinuous. The guideline for constructing limiters is that it cannot be too "intrusive"; otherwise, the accuracy for smooth solutions is deteriorated. A main advantage of limiters is that they do not introduce additional stiffness into the equation system. However, designing limiters is non-trivial. To eliminate oscillations while preserving the accuracy, limiters typically requires non-local information about the solution around the troubled cell, such as moments 3 , slopes or curvatures 1, 2 . From the implementation point of view, the algorithm can be rather tedious, especially for high-order polynomial representations or in multi-dimensional configurations. More recently, WENO-based limiters have been developed 4, 5 , essentially blending the solution from neighboring elements. Compared to other limiting procedures, this modified implementation is substantially simplified. However, the extension of this algorithm to high-order DG, or to high-order curved elements with arbitrary shapes is still subject to ongoing research.
An alternative to limiters is artificial viscosity (AV) approach. Artificial viscosity can be viewed as a pre-processing step, with which it is expected that the solution in the vicinity of discontinuity is able to be stabilized during the solution updating. This method is popular for simulations of steady aerodynamics 6, 7 . The development of artificial viscosity for DG is a rather recent topic. One of the most noticeable formulations was introduced by Persson & Peraire 8 with the illustration of sub-cell shock resolution. Later, Barter & Darmofal 7 introduced a PDE-based formulation in order to further address the non-smoothness of solutions around discontinuities. One obvious advantage of AV, compared to limiters, is its applicability to high-order polynomial bases and to high-order elements with complex geometric shapes. However, there are two major shortcomings. First, artificial viscosity is often introduced with some ad-hoc parameters, which can be problem-dependent. Second, the introduction of artificial viscosity into the governing equations can introduce additional constraints on the time step size for explicit DG scheme, if the parameters involved are not well adjusted. Application of the formulation by Persson & Peraire 8 to time dependent problems has shown that the time step has to be significantly reduced in some cases after artificial viscosity is introduced. This issue significantly limits the computational efficiency for explicit time integration of unsteady flow simulations.
Therefore, a need exist for developing a general and robust shock-capturing framework, specifically tailored for explicit time integration. By addressing this issue, this paper seeks to develop such a framework. The resulting shock-capturing framework consists of three ingredients, namely entropy-bounding, shock detection and artificially viscosity. Each part will be discussed individually, which is followed by providing integration details.Numerical tests will be conducted to test the performance of this new shock-capturing framework.
II. Governing equation
The governing equation considered in the present study is a system of conservation laws, written as
which has an associated entropy extension. For a convex function U = U(U ), we have the relation 9 ,
where F is the corresponding flux. At the region of smooth solution, the equality holds, while the left-hand-side becomes less than zero in the vicinity of discontinuous solutions. To regularize the system at discontinuities, a Laplacian viscosity term is added to the right-hand-side of Eq. (1),
with µ e , being the artificial viscosity. Since we considered a finite-element based numerical approach, we assume µ e is element-wise constant in the present study. The form of µ e follows
where µ 0 is the maximum allowable viscosity, and Z is a scaling function. In the present study, we choose the argument of Z, l, to be the entropy residual that will be introduced in Sec. B..
III. Spatial discretization
The present shock-capturing scheme is applicable to any high-order discontinuous method with sub-cell solution representation. As one candidate, the DG scheme is used for demonstration. The discretization procedure follows the standard conventions and readers are referred to previous work [10] [11] [12] for more details. For x ∈ Ω e , the solution is approximated as
where φ e l defines a polynomial space with N p bases. The unknown variable U e l (t) is solved through the weak form of Eq. (1). Rusanov flux 13 is used as a Riemann solver, and the BR2 scheme 14 is used for discretizing the diffusion operator.
IV. Shock-capturing framework
The proposed shock-capturing framework includes three key components: (1) entropy-bounding to enforce robustness; (2) shock detection to locate trouble elements; (3) addition of artificial viscosity to suppress shock-capturing errors. In the following, each of the components will be discussed in details.
A. Entropy-bounding
Without any stabilization mechanism, high-order discontinuous schemes suffer from spurious oscillations around discontinuous solutions. For linear problems, this numerical instability does not directly cause divergence of the solution and will eventually be dumped thanks to the upwind-based Riemann solver. However, for non-linear systems of equations, this instability becomes more harmful in the sense that it causes violation of the entropy principle and further produces non-physical solutions (for example negative density and pressure for Euler equations). These non-physical solutions will couple with the Riemann solver, leading to the blow-up of the numerical simulation. To tackle this problem, the authors recently developed an entropy-bounded discontinuous Galerkin (EBDG) scheme 15 , which can be generalized to other discontinuous schemes. The idea is illustrated in Fig. 1 for Euler equations. At time t = t n , a lower bound of physical entropy, s 0 e (t), is evaluated or estimated from U e h (t), which sets the constraint for the minimum entropy of U e h (t n + ∆t). If the entropy undershoot is found in U e h (t n + ∆t), a limiting operator L will be imposed on U
, in which x q represents quadrature points that are involved in integrating the discretized system of equations. Motivated by the positivity-preserving DG scheme 16, 17 , L is prescribed as a linear scaling in EBDG. To guarantee the existence of L, that is s(U e h (t + ∆t)) > s 0 e (t), a corresponding CFL number has been derived for elements with arbitrary shapes, including curved elements. By imposing the entropy-boundedness, the solution can be stabilized in the vicinity of strong discontinuities. For the sake of brevity, we only simply summarize the major advantages of the EBDG scheme, and more details can be found in the reference 15 :
• Implementation is independent of quadrature rules;
• Reference entropy bound is applied locally;
• Limiting operator only requires few algebraic calculations;
• Entropy-bounding can be applied to arbitrary elements. Figure 1 . Illustration of the stabilization mechanism of the EBDG scheme 15 .
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With EBDG, we set a robust and general foundation for shock-capturing, which is capable to ensure the numerical stability of the solution. However, the linear scaling limiter, L, is not able to suppress shock-capturing errors of smaller magnitude and high frequency. To resolve this issue, two other key building-blocks are developed in the following to form a complete shock-capturing framework.
B. Shock detection
In the following, we introduce entropy residual for shock detection. For the corresponding entropy extension of the system, we defined the entropy residual as
which is equal to zero for smooth solution and strictly less then zero in the vicinity of discontinuities. We expected that this solution characteristics is carried along by U e h , subject to the approximation error. Hence, we are able to measure the entropy residual in a cell Ω e by introducing the following semi-discretized form
where V e is the volume of Ω e . The derivative with respect to time requires further expansion. Since the explicit scheme treats the time in strong sense, we estimate R e h using a finite-difference approximation,
which produces the fully discretized approximation to the entropy residual. Since a second-order time discretization is applied in this formulation, the magnitude of the integrand is O(h 2 ) under the assumption that ||U h − U || < C 1 h 3 . This assumption holds for any smooth solution with polynomial orders no less than DGP2. With this, the magnitude
dimensional cases, especially with unstructured meshes, we use C 4 of order of unity.
C. Artificial viscosity
After the shock is detected, the issue arises of how much of AV should be added locally. There is no rigorous mathematical derivation reported in literature. Considering that the objective of this study is to provide shock stabilization for explicit time integration, the magnitude of AV has to be determined such that the integration efficiency and error damping is balanced. To provide a stronger description, a linear stability analysis is conducted, based on which the amount of AV is properly determined.
To this end, we characterize the convection mode in the discretized system using the smallest eigenvalue along the real axis, R(λ adv ) min (< 0). The addition of AV transforms the eigenvalue structure and leads to the change of R(λ adv ) min to R(λ adv+AV ) min , which can be approximated as,
in which β is introduced as a parameter determining the amount of AV. Based on this argument, a suitable choice for β is 1 < β < 2. If β ≥ 2, the diffusion exceeds convection and locally dominates the flow field. Therefore, the range of the parameter, β that is introduced here is significantly constrained. From numerical experiments, we found a rather robust selection of β, which is β = 1.15 for linear cases and β = 1.5 for nonlinear cases. In order to utilize this scaling argument for determining µ 0 , we propose the following estimations, based on one-dimensional stability analysis under the assumption that AV is added locally into one element,
in which a denotes the maximum characteristic speed over the computational domain; and h is the element size; the constants C 1 and C 2 are both functions of p and can be determined numerically, as shown in Fig. 2 and in Table 1 . Combining these relations with Eq. (9) yields the following expression:
Since ∆t ∼ O(h) for convection-dominated problems, the scaling of µ 0 , µ 0 ∼ O(h), is consistent with that proposed by Persson and Peraire 8 . However, the advantage of this new formulation is that a rigorous expression is given for different polynomial orders, instead of a simple scaling argument. 
D. Integration details
The three key components of our shock-capturing framework have been presented above. In this section, we will provide details on the numerical implementation. The framework is designed for explicit unsteady simulations, for which Runge-Kutta (RK) time-integration schemes are typically used. Considering the robustness, entropy-bounding should be applied at each stage of the corresponding RK scheme. The shock-detection is applied at the end of each time step. However, it is important to avoid the occurrence of any non-physical quantities before the shock-detection is conducted. For instance, the evaluation of the physical entropy for the Euler system involves the calculation of logarithms of pressure and density; negative values will directly lead to a blow-up of the simulation. To add artificial viscosity, we use the function Z(| R e h |) in Eq. (4) to introduce a certain hierarchy for the local AV magnitude,
where ε is a cut-off parameter in the range of 0.1 ∼ 0.2. Here, the function Z is in a form of linear scaling; other forms, for example, hyperbolic tangent, sine and quadratic functions, work equally well. With this specification, µ e is calculated and added to each trouble element that is marked by the shock detector.
V. Numerical examples
For the following numerical tests, we consider the classical gas dynamic system of the Euler equations, with
in which ρ, u, p and E refer to density, velocity, pressure and specific total energy. The closure for this conservation law is the ideal gas equation:
and γ, the ratio of heat capacities, is set to 1.4. We use the physical entropy to define the entropy variable, so that
where s = ln(p) − γ ln(ρ) + s 0 . For 1D tests, we select C 4 = h and for 2D tests, we use C 4 = 1. The CFL numbers for the following cases are taken from Table 1 of our previous work 15 .
A. Sod shock tube
The initial conditions are defined as:
on a 1D domain [0, 1]. The simulation runs until t = 0.25. A fifth-order scheme, DGP4, is used and U ∞ is set to 1. Figure 3(a) shows the results of a grid refinement study, confirming the sub-cell shock resolution at different grid spacings. In addition to that, no obvious undershoots and overshoots are observed at the shock front. Figure 3(b) shows the AV profile along the domain. As observed, µ e are only added to the trouble elements in the viscosity of the discontinuities. . The simulation runs until t = 0.038. According to the initial condition, we set U ∞ = 10 and DGP4 is used again. Building on EBDG, this framework enables the utilization of a fifth-order scheme in this extreme case. Without this robust foundation, the appearance of non-physical quantities can substantially deteriorate the simulation. From the results in Fig. 4(a) , we can see the improvement of wave resolutions as the grid is refined. As shown in Fig. 4(b) , a large amount of AV is added to the trouble elements around shocks at x = 0.65 and x = 0.87. 
on a 1D domain [0, 1]. The simulation runs until t = 0.18. For this case, we use U ∞ = 5 and DGP4. From Fig. 5(a) , it has been observed that the high-frequency density wave is well resolved with increasing spatial resolution, h = 1/200 and h = 1/400, since approximation error there is much smaller than the shock-detection threshold and no AV is added. Another challenge involved in this case is the representation of the instantaneous formation of shocks around x = 0.25 and x = 0.35. Without a sensitive shock detector, the solutions around these locations will be polluted by big spurious oscillations. It can be seen that this issue is well handled with the present framework using the shock detector and well-balanced amount of AV. T , and the right boundary is specified by Neumann conditions. The top and bottom boundaries are prescribed by slip walls. At the beginning, the computational domain is initialized uniformly with the inflow condition, which can be expressed in terms of the solution variables:
The flow evolves until t = 4.0. The simulation is conducted on a relatively coarse mesh with grid spacing h = 1/50, and the results are shown in Fig. 6 . Sharper wave interfaces are observed in the DGP4 prediction, compared to the results of DGP2 prediction. The effectiveness of the shock detector is confirmed once again in Fig. 6(c) . Fig. 7 . It can be seen that sharp wave interfaces are well preserved with the developed shock-capturing capability. The shock detector effectively locates shock fronts and locally introduced AV into the trouble elements. It is also noticed that the present framework effectively captures the Kelvin-Helmholtz instability along the slip line and the wall jetting on such coarse grids due to the good performance of the shock detector.
VI. Conclusions
A general and robust shock-capturing framework is proposed for high-order discontinuous schemes. This framework consists of three components, namely entropy-bounding, shock-detection and artificial viscosity. The development of each individual component is fully addressed and implementation details are presented for effectively integrating all three algorithmic components. Numerical experiments are conducted to test the performance, and several advantages of this shock-capturing framework are confirmed:
• Sub-cell shock resolution is observed and the discontinuous solution is approximated as a smooth transition in one element.
• By building the framework on the entropy-bounding idea, the numerical robustness of handling shocks, even extremely strong shocks (≥ Mach 10), is guaranteed. The robustness of this scheme is demonstrated in numerical experiments, showing that a fifth-order DG scheme can be used to compute blast wave motion.
• This framework is particularly suitable for explicit time-unsteady simulation, since no diffusion-associated timestepping constraint is introduced.
• The implementation of this framework is general and independent of element shapes, polynomial orders, basis types and quadrature rules.
• All three key components are independent of specific discretization scheme. Although we use DG to provide the spatial discretization in the present study, this framework can be extended to other discontinuous schemes, such as spectral finite volume and flux reconstruction schemes. 
