Abstract. Hardware implementation of artificial neural networks has been attracting great attention recently. In this work, the analog VLSI implementation of artificial neural networks by using only transconductors is presented. The signal flow graph approach is used in synthesis. The neural flow graph is defined. Synthesis of various neural network configurations by means of neural flow graph is described. The approach presented in this work is technology independent. This approach can be applied to new neural network topologies to be proposed or used with transconductors designed in future technologies.
Introduction
Recently, there has been a great motivation among the researchers from a wide variety of fields to implement neural computers in various forms: optical [1], digital [2] and analog integrated circuits [3] . These activities are stimulated obviously by the attractive prospects of the neural networks in overcoming the inadequacies of traditional digital computers on sophisticated tasks involving intelligent actions such as pattern matching, perception, recognition, and image processing applications. In addition to these capabilities, the artificial neural networks are healthy, fault-tolerant, and need no programming.
Many applications of neural computers need on-site real-time operation [4]-[6] . This requires implementation by fast, small hardware. One of the most appropriate choices is the analog integrated form. By means of the advances in integrated circuit technology, the analog integrated circuit implementation of artificial neural networks seems to be feasible nowadays [7] , [3] . Furthermore, the excellent properties of integrated circuits, such as good matching of like components, make this approach even more advantageous. An extensive work has been recently presented regarding the analog implementation of neural networks [7] , [3] , [8] , [5] , [91-[171. This work proposes the realization of artificial neural networks using only transconductors. Transconductors can be chosen as basic building blocks for analog integrated circuits. They are simple and readily available in various technologies [18]-[21] . They can be simpler than op amp because the transconductor is a subcircuit in an op amp.
One of the major advantages of the approach presented in this work is that it is technology-independent. Therefore, the transconductance elements to be proposed in any future technology can be used by this approach. Another advantage is that the design of any artificial neural network is reduced to the design of a simple transconductor. The simpler the transconductor used the simpler the overall neural computer to be obtained. The transconductors may be chosen tunable or fixed. Tunable transconductance elements makes the neural computer more flexible and versatile. If the transconductors are chosen fixed, the parameter assignment may be achieved by a computer simulation.
In Section 2, the transconductor is reviewed. The use of transconductor as building block in artificial neural networks is presented in Section 3. Section 4 discusses the implementation of various neural network configurations. The CMOS implementation and its SPICE3d2 simulation results of a Hopfield-type network realization of a 4-bit analog-to-digital converter are presented in Section 5.
The Transconductor
The circuit-theoretical model of a transconductor is a voltage controlled current source with a possible output conductance and input capacitance as shown in figure 1. It can be easily verified that a transconductor with the negative transconductance (or the output current inverted) can be implemented by the triple transconductors shown in figure 2b .
Several transconductor elements have been proposed for various technologies [181-[21] . Beyond these transconductors, a CMOS logic inverter and an operational transconductance amplifier [22] may be used as transconductance elements. Obviously, the performance and properties of these alternatives, such as offset current, linearity, power consumption, and number of transistors, affect the choice of transconductors. The parasitic components can be thought as drawbacks at first sight. However, the parasitic capacitance constitutes the dynamical nature of the neural network to be implemented, and the output conductance and offset current can be easily absorbed by an appropriate arrangement as discussed in Section 3.
As an example the transconductance element proposed by Park and Schaumann [19] is shown in figure   3 . The output current io of this transconductor is where 
