Differential privacy is a framework to quantify to what extent individual privacy in a statistical database is preserved while releasing useful aggregate information about the database. In this work we study the fundamental tradeoff between privacy and utility in differential privacy. We derive the optimal -differentially private mechanism for single realvalued query function under a very general utility-maximization (or cost-minimization) framework. The class of noise probability distributions in the optimal mechanism has staircase-shaped probability density functions, which can be viewed as a geometric mixture of uniform probability distributions. In the context of 1 and 2 utility functions, we show that the standard Laplacian mechanism, which has been widely used in the literature, is asymptotically optimal in the high privacy regime, while in the low privacy regime, the staircase mechanism performs exponentially better than the Laplacian mechanism. We conclude that the gains of the staircase mechanism are more pronounced in the moderate-low privacy regime.
I. INTRODUCTION
Differential privacy is a formal framework to quantify to what extent individual privacy in a statistical database is preserved while releasing useful aggregate information about the database. It provides strong privacy guarantees by requiring the indistinguishability of whether an individual is in the dataset or not based on the released information. The key idea of differential privacy is that the presence or absence of any individual data in the database should not affect the final released statistical information significantly, and thus it can give strong privacy guarantees against an adversary with arbitrary auxiliary information. For motivation and background of differential privacy, we refer the readers to the survey [1] by Dwork. Since its introduction in [2] by Dwork et. al., differential privacy has spawned a large body of research in differentially private data-releasing mechanism design and performance analysis in various settings. Differential privacy is a privacypreserving constraint imposed on the query output releasing mechanisms, and to make use of the released information, it is important to understand the fundamental tradeoff between utility(accuracy) and privacy.
In many existing works on studying the tradeoff between accuracy and privacy in differential privacy, the usual metric of accuracy is in terms of the variance, or magnitude expectation of the noise added to the query output. For example, Hardt and Talwar [3] study the tradeoff between privacy and error for answering a set of linear queries over a histogram in a differentially private way, where the error is defined as the worst expectation of the 2 -norm of the noise among all possible query output. More generally, the error can be a general function depending on the additive noise (distortion) to the query output. Ghosh, Roughgarden, and Sundararajan [4] study a very general utility-maximization framework for a single count query with sensitivity one under differential privacy, where the utility (cost) function can be a general function depending on the noise added to the query output. They show that there exists a universally optimal mechanism (adding geometric noise) to preserve differential privacy for a general class of utility functions under a Bayesian framework. Brenner and Nissim [5] show that for general query functions, no universally optimal differential privacy mechanisms exist. Gupte and Sundararajan [6] generalize the result of [4] to a minimax setting.
In this work, we study the fundamental tradeoff between utility and privacy under differential privacy, and derive the optimal differentially private mechanism for general single real-valued query function, where the utility model is the same as the one adopted in [4] and [6] , and the real-valued query function can have arbitrary sensitivity. Our results can be viewed as a generalization of [4] and [6] to general realvalued query functions with arbitrary sensitivity. We address a similar problem in approximate differential privacy in [7] .
A. Organization
The paper is organized as follows. We give some preliminaries on differential privacy in Section II, and formulate the tradeoff between privacy and utility as a functional optimization problem under a cost-minimization framework in Section III. Section IV presents our main results on the optimal mechanism in -differential privacy. We apply our main result to derive the optimal noise probability distribution in the context of 1 and 2 cost functions in Section V. Section VI concludes this paper.
II. BACKGROUND ON DIFFERENTIAL PRIVACY
The basic problem setting in differential privacy for statistical database is as follows: suppose a dataset curator is in charge of a statistical database which consists of records of many individuals, and an analyst sends a query request to the curator to get some aggregate information about the whole database. Without any privacy concerns, the database curator can simply apply the query function to the dataset, compute the query output, and send the result to the analyst. However, to protect the privacy of individual data in the dataset, the dataset curator should use a randomized query-answering mechanism such that the probability distribution of the query output does not differ too much whether any individual record is in the database or not.
Formally, consider a real-valued query function
where D n is the set of all possible datasets. The real-valued query function q will be applied to a dataset, and query output is a real number. Two datasets D 1 , D 2 ∈ D n are called neighboring datasets if they differ in at most one element, i.e., one is a proper subset of the other and the larger dataset contains just one additional element [1] . A randomized query-answering mechanism K for the query function q will randomly output a number with probability distribution depends on query output q(D), where D is the dataset.
Definition 1 ( -differential privacy [1] ). A randomized mechanism K gives -differential privacy if for all data sets D 1 and D 2 differing on at most one element, and all S ⊂ Range(K),
where K(D) is the random output of the mechanism K when the query function q is applied to the dataset D.
The differential privacy constraint (1) essentially requires that for all neighboring datasets, the probability distributions of the output of the randomized mechanism should be approximately the same. Therefore, for any individual record, its presence or absence in the dataset will not significantly affect the output of the mechanism, which makes it hard for adversaries with arbitrary background knowledge to make inference on any individual from the released query output information. The parameter ∈ (0, +∞) quantifies how private the mechanism is: the smaller is , the more private the randomized mechanism is. 1) Operational Meaning of -Differential Privacy in the Context of Hypothesis Testing: As shown by [8] , one can interpret the differential privacy constraint (1) in the context of hypothesis testing in terms of false alarm probability and missing detection probability. Indeed, consider a binary hypothesis testing problem over two neighboring datasets, H 0 : D 1 versus H 1 : D 2 , where an individual's record is in D 2 only. Given a decision rule, let S be the decision region such that when the released output lies in S, H 1 will be rejected, and when the released output lies in S C (the complement of S), H 0 will be rejected. The false alarm probability P F A and the missing detection probability P M D can be written as
Switch D 1 and D 2 in (1), and we get
Therefore, 1−P M D ≤ e P F A , and thus P M D +e P F A ≥ 1.
In conclusion, we have e P M D + P F A ≥ 1,
The -differential privacy constraint implies that in the context of hypothesis testing, P F A and P M D can not be both too small.
2) Laplacian Mechanism: The standard approach to preserving -differential privacy is to perturb the query output by adding random noise with Laplacian distribution proportional to the sensitivity ∆ of the query function q, where the sensitivity of a real-valued query function is defined as Definition 2 (Query Sensitivity [1] ). For a real-valued query function q : D n → R, the sensitivity of q is defined as
for all D 1 , D 2 differing in at most one element.
Formally, the Laplacian mechanism is: Definition 3 (Laplacian Mechanism [2] ). For a real-valued query function q : D n → R with sensitivity ∆, the Laplacian mechanism will output
where Lap(λ) is a random variable with probability density function
Consider two neighboring datasets D 1 and D 2 where |q(D 1 ) − q(D 2 )| = ∆. It is easy to compute the tradeoff between the false alarm probability P F A and the missing detection probability P M D under the Laplacian mechanism, which is
. Since its introduction in [2] , the Laplacian mechanism has become the standard tool in differential privacy and has been used as the basic building block in a number of works on differential privacy analysis in other more complex problem settings, e.g., [9] - [11] . Given this near-routine use of the query-output independent adding of Laplacian noise, the following two questions are natural:
• Is query-output independent perturbation optimal? • Assume query-output independent perturbation, is Lapacian noise distribution optimal? In this work we answer the above two questions. Our main result is that given an -differential privacy constraint, under a general utility-maximization (equivalently, cost-minimization) model:
• adding query-output independent noise is indeed optimal (under a mild technical condition), • the optimal noise distribution is not Laplacian distribution; instead, the optimal one has a staircase-shaped probability density function.
III. PROBLEM FORMULATION
We formulate a utility-maximization (cost-minimization) problem under the differential privacy constraint.
A. Differential Privacy Constraint
A general randomized releasing mechanism K is a family of noise probability distributions indexed by the query output (denoted by t), i.e., K = {P t : t ∈ R}, and given dataset D, the mechanism K will release the query output t = q(D) corrupted by additive random noise with probability distribution P t :
where X t is a random variable with probability distribution P t .
The differential privacy constraint (1) on K is that for any t 1 , t 2 ∈ R such that |t 1 − t 2 | ≤ ∆ (corresponding to the query outputs for two neighboring datasets) ,
where for any t ∈ R, S + t := {s + t | s ∈ S}.
B. Utility Model
The utility model we use in this work is a very general one, which is also used in the works by Ghosh, Roughgarden, and Sundararajan [4] , Gupte and Sundararajan [6] , and Brenner and Nissim [5] .
Consider a cost function L(·) : R → R, which is a function of the additive noise. Given additive noise x, the cost is L(x). Given query output t ∈ R, the additive noise is a random variable with probability distribution P t , and thus the expectation of the cost is x∈R L(x)P t (dx).
The objective is to minimize the worst case cost among all possible query output t ∈ R, i.e., minimize sup t∈R x∈R L(x)P t (dx).
(5)
C. Optimization Problem
Combining the differential privacy constraint (4) and the objective function (5), we formulate a functional optimization problem:
IV. MAIN RESULTS

A. Optimality of Query-Qutput Independent Perturbation
Our claim is that in the optimal family of probability distributions, P t can be independent of t, i.e., the probability distribution of noise is independent of the query output. We prove this claim under a technical condition which assumes that {P t } t∈R is piecewise constant and periodic (the period can be arbitrary) in terms of t.
For any positive integer n, and for any positive real number T , define
and P t+T = P t , ∀t ∈ R}.
Theorem 1. Given any family of probability distribution {P t } t∈R ∈ ∪ T >0 ∪ n≥1 K T,n , there exists a probability distribution P * such that the family of probability distributions {P * t } t∈R with P * t ≡ P * satisfies the differential privacy constraint (6) and
Proof: Here we briefly discuss the main proof technique. For complete proof, see Appendix A of [12] . The proof of Theorem 1 uses two properties on the family of probability distributions satisfying differential privacy constraint (6) . First, we show that for any family of probability distributions satisfying (6) , any translation of the probability distributions will also preserve differential privacy, and the cost is the same. Second, we show that given a collection of families of probability distributions each of which satisfies (6), we can take a convex combination of them to construct a new family of probability distributions satisfying (6) and the new cost is not worse. Due to these two properties, given any family of probability distributions {P t } t∈R ∈ ∪ T >0 ∪ n≥1 K T,n , one can take a convex combination of different translations of {P t } t∈R to construct {P * t } t∈R with P * t ≡ P * , and the cost is not worse.
Theorem 1 states that if we assume the family of noise probability distributions is piecewise constant (over intervals with length T n ) in terms of t, and periodic over t (with period T ), where T, n can be arbitrary, then in the optimal mechanism we can assume P t does not dependent on t.
Here we give some comments on the technical conditions:
• The technical condition of piecewise constant is a very natural one when working with continuous query output index. If we have discrete query output index, then we do not need this condition. • The periodicity is the more restrictive one, while the period can be arbitrary. We need this for an averaging argument, and note that the periodicity here has nothing to do with the sensitivity ∆ or the periodicity of the solution. We conjecture that these two technical conditions can be done away with, and leave it as an open problem. 
B. Optimal Noise Probability distribution
Due to Theorem 1, we assume query-output independent perturbation, and use P to denote the noise probability distribution. Then the functional optimization problem (6) is reduced to
subject to P(S) ≤ e P(S + d),
In this work we assume that the cost function L(·) satisfies two (natural) properties. In addition, we assume L(x) satisfies a mild technical condition which essentially says that L(·) does not increase too fast (while still allowing it to be unbounded). L(x) < +∞.
Consider a staircase-shaped probability distribution with probability density function (p.d.f.) f γ (·) defined as
is a normalizing constant to make x∈R f γ (x)dx = 1. It is easy to check that for any γ ∈ [0, 1], the probability distribution with p.d.f. f γ (·) satisfies the differential privacy constraint (8) . Indeed, the probability density function f γ (x) satisfies
which implies (8) .
Let SP denote the set of all probability distributions satisfying (8) . Our main result on the optimal noise probability distribution is: Proof: Here we briefly discuss the main proof idea and technique. First, by deriving several properties on the probability distributions satisfying the -differential privacy constraint, we show that without loss of generality, one can "discretize" any valid probability distribution, even for those which do not have probability density functions. Second, we show that to minimize the cost, the probability density function of the discretized probability distribution should be monotonically and geometrically decaying. Lastly, we show that the optimal probability density function should be staircase-shaped. For the complete proof, see Appendix B of [12] .
Therefore, the optimal noise probability distribution to preserve -differential privacy for any real-valued query function has a staircase-shaped probability density function, which is specified by three parameters , ∆ and γ * = arg min
A natural and simple algorithm to generate random noise with staircase distribution is given in Algorithm 1. 
Theorem 2 can be generalized to the case when the query functions are integer-valued. We refer the readers to Section VI of [12] for more details. The staircase mechanism has been generalized in the multidimensional setting in [13] .
V. APPLICATIONS In this section, we apply our main result Theorem 2 to derive the parameter γ * of the staircase mechanism with minimum expectation of noise magnitude and noise power, respectively, and then compare the performances with the Laplacian mechanism.
A. Optimal Noise Probability Distribution with Minimum Expectation of Noise Amplitude
To minimize the expectation of amplitude, we have cost function L(x) = |x|, and it is easy to see that it satisfies Property 1 and Property 2. Define V (P) x∈R L(x)P(dx), for a given probability distribution P.
Theorem 3. To minimize the expectation of the amplitude of noise, the optimal noise probability distribution has probability density function f γ * (·) with γ * = 1 1+e 2 , and the minimum expectation of noise amplitude is V (P γ * ) = ∆ e 2 e −1 . Proof: See Appendix C of [12] . Next, we compare the performances of the optimal noise probability distribution and the Laplacian mechanism. It is straightforward to compute the expectation of the amplitude of noise with Laplace distribution, which is V Lap = ∆ .
By comparing V (P γ * ) and V Lap , it is easy to see that in the high privacy regime ( is small) Laplacian mechanism is asymptotically optimal, and the additive gap from optimal value goes to 0 as → 0; in the low privacy regime ( is large), And in the low privacy regime (as → +∞), V Lap = ∆ , V (P γ * ) = Θ(∆e − 2 ).
B. Optimal Noise Probability Distribution with Minimum Power
The power of noise is defined as x∈R x 2 P(dx). Accordingly, the cost function L(x) = x 2 , and we can derive the optimal γ * , which is
where b e − . Comparing the performances of Laplacian mechanism and the optimal staircase mechanism, we have 
VI. CONCLUSION
We study the fundamental tradeoff between privacy and utility in differential privacy, and derive the optimaldifferentially private mechanism, staircase mechanism, for single real-valued and integer-valued query function under a very general utility-maximization (or cost-minimization) framework. The class of noise probability distributions in the optimal mechanism has staircase-shaped probability density functions, which can be viewed as a geometric mixture of uniform probability distributions. In the context of 1 and 2 utility functions, we show that the standard Laplacian mechanism, which has been widely used in the literature, is asymptotically optimal in the high privacy regime, while in the low privacy regime, the staircase mechanism performs exponentially better than the Laplacian mechanism. We conclude that the gains of the staircase mechanism are more pronounced in the moderate-low privacy regime.
