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Abstract
Bisimulation is a well known equivalence relation for discrete event systems and has been extended to probabilistic and
stochastic systems. This paper introduces a general definition of bisimulation which can be applied to finite automata where
weights and labels are assigned to transitions. It is shown that this general view contains several known bisimulations as special
cases and defines naturally equivalences for different classes of models. Apart from the well known forward bisimulation, also
backward bisimulation is introduced and it is shown that both types of bisimulation preserve different types of results. Furthermore
it is shown that forward and backward bisimulation are congruences according to commonly known composition operations for
automata.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Bisimulation as introduced by Park and Milner [37,39] is an established form of equivalence for discrete event
systems like process algebras, Petri nets or automata models. Bisimulation equivalence allows one to relate equivalent
systems and to reduce the state space of a system by combining equivalent states to generate an aggregated system
with an equivalent behavior but with fewer states.
Originally bisimulation has been defined for systems with interleaving semantics where transitions are labeled
with labels from some finite alphabet. This approach has been extended in several directions. One direction is the
extension of bisimulation to systems where transitions receive a second label describing a valuation or a weight for the
corresponding transition. A typical example are probabilistic systems, where transitions are additionally labeled with
probabilities. Different types of probabilistic systems exist (see [4,44] for an overview). Bisimulation for probabilistic
processes has been introduced by several authors, important sources are [32,35]. If apart from the functional behavior
also timed behavior has to be described by a model, timing is also introduced using valuation of transitions or states of
systems. A widely used approach is to assume stochastic timing as common in stochastic automata [40,11], stochastic
process algebras [31,27] or stochastic Petri nets [1]. It is not surprising that bisimulation has been adopted for these
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types of models. Performance bisimulation, as it is sometimes denoted, has been defined for stochastic automata [9],
stochastic process algebras [8,28,29], stochastic Petri nets [10] and Markov chains with transition labels [7].
Although the ideas underlying the above mentioned definitions of bisimulation are very similar, they are all
presented in different settings using different notation. However, a universal definition of bisimulation which can
be applied to a wide class of model types such that the different forms of bisimulation can all be seen as specific cases
would help to unify system analysis. A presentation of such a general definition is the goal of this paper. We will show
that bisimulation can be naturally defined for automata where each transition receives two labels, one from a finite
alphabet and a second label from some semiring. This yields the well known class of weighted automata [34] which is
slightly extended here by definition of some composition operations. Based on the semiring valuation of transitions,
we can define bisimulation in a very general form. By considering specific semirings, this general form corresponds to
the standard form of bisimulation as defined for the specific model types mentioned above. Additionally, the general
form of bisimulation defines naturally bisimulation equivalence for model types where this equivalence has not been
considered yet like (max,+) automata [3,24]. The concept of forward bisimulation for general transitions valuations
has been first presented for the process algebra GPA [14]. Here we apply the approach for weighted automata and
extend it slightly. Furthermore, apart from the standard bisimulation, we consider also two variants of backward or
inverse bisimulation in the setting of weighted automata which has been defined for stochastic systems [11] and is also
useful for untimed models as shown in [12]. The first variant of backward bisimulation follows directly from forward
bisimulation exploiting the properties of the used operations on matrices, whereas the second variant seems to be new
in the context of weighted automata. Like bisimulation, backward bisimulation can be defined in a general setting and
applies as special case to a large number of different concrete model types. We show that all proposed bisimulations
are congruence relations according to natural composition operations for weighted automata.
One goal of this paper is to present different forms of bisimulation relations using a matrix notation that can be
easily applied as a base for the implementation of algorithms to compute the largest bisimulation for a given weighted
automaton. According to this bisimulation an aggregated automaton with a smaller state space but an equivalent
behavior can be built. Since we prove that the different bisimulation relations are congruences according to natural
composition operations for weighted automata, aggregation and composition can be interleaved for compositional
analysis of complex systems. This approach is well established for functional analysis [19] and more recently also for
dependability or performance analysis [27,29,31] using in both cases forward bisimulation. Backward bisimulation,
that is also introduced in this paper, is less established and only applied in very few approaches for stochastic
modeling [41]. For other automata types, especially for max /+ automata or related models that are often used for
the analysis of discrete event systems [3,24], compositional analysis and bisimulation are unknown yet. The paper
therefore introduces a step towards a generic approach for compositional analysis of discrete event systems with finite
state spaces.
The structure of the paper is as follows. In the next section we present the basic automaton model together with
some composition operations. Afterwards we introduce forward bisimulation. The next section describes backward
bisimulation as an alternative equivalence relation. All concepts are accompanied by simple examples to show the
generality and flexibility of the proposed automaton model and the proposed equivalence relations. The paper ends
with the conclusions.
2. A weighted automata model
To present our general automata model, we first introduce semirings which are needed to define labels for
transitions. Afterwards weighted automata are defined.
Definition 2.1. A semiring (K, +̂ , ·̂ ,O,1) is a set K with binary operations +̂ and ·̂ defined on K such that the
following axioms are satisfied:
(1) +̂ , ·̂ are associative,
(2) +̂ is commutative,
(3) right and left distributive laws hold for +̂ and ·̂ ,
(4) O and 1 are the additive and multiplicative identities withO 6= 1,
(5) for all k ∈ K k ·̂O = O ·̂ k = O holds.
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To make the notation simpler we use sometimes K for the whole semiring. Furthermore we use the usual
abbreviations
∏̂N
i=1li = l1 ·̂ l2 ·̂ . . . ·̂ lN , ab = a ·̂ b and
∑̂N
i=1li = l1 +̂ l2 +̂ . . . +̂ lN .
Vectors and matrices over a semiring K can be defined in a natural way. Let Kn,m be the set of all matrices with n
rows and m columns with elements from K. I is the identity matrix over semiring K, ex ∈ K1,n is a row vector with
1 in position x (0 ≤ x < n) andO elsewhere and e is a row vector where all elements equal to 1. ·T is the transposed
of a vector or matrix. Addition and multiplication of matrices A ∈ Kn,m and B ∈ Kr,s can be naturally defined as
C = A +̂ B with C ∈ Kn,m : C(x, y) = A(x, y) +̂ B(x, y) if n = r and m = s,
D = A ·̂ B with D ∈ Kn,s : D(x, y) =
∑̂m−1
z=0 A(x, z) ·̂ B(z, y) if m = r.
Similarly, the Kronecker product of matrices which is required for the matrix representation of composed automata is
defined as
F = A ⊗̂ B with F ∈ Knr,ms : F =
 A(0, 0) ·̂ B · · · A(0,m − 1) ·̂ B... . . . ...
A(n − 1, 0) ·̂ B · · · A(n − 1,m − 1) ·̂ B

and the Kronecker sum is given by
G = A ⊕̂ B with G ∈ Knr,ms : G = A ⊗̂ I +̂ I ⊗̂ B if n = m and r = s.
We consider weighted automata over finite alphabets and with a finite state space. For the representation we use a
matrix notation following [6,23] which allows an elegant and compact formulation of the theory.
Definition 2.2. A finite weighted automaton with n states over the finite alphabet Act and semiring K equals
A = (a, (Tl)l∈Act,b) where a ∈ K1,n , Tl ∈ Kn,n and b ∈ Kn,1.
a(x) is the initial weight of state x and b(x) defines the final weight x which is used to represent additional cost of
paths ending in state x (see the examples below). The interpretation of these values depends on the concrete automaton
model. Tl(x, y) equals the weight of the transition between states x and y that is labeled with l ∈ Act. Weight O is
usually interpreted that no such transition exists. Following [6] we denote by [n] the set {0, . . . , n − 1}.
We assume that transitions of an automaton can be observed through their labels. Consequently, an action sequence
is defined as a sequence seq = l1, . . . , lk with li ∈ Act. Let Act∗ be the set of all finite action sequences. The weight
of action sequence seq starting in state x is given by
cx (seq) = a(x) ·̂ ex ·̂
(∏̂k
i=1Tli
)
·̂ b, (1)
where multiplication and addition are defined over the semiring. The above computation of weights assumes that a
specific initial state is known. Alternatively one can consider the case that vector a defines the weights of initial states.
The weights of an action sequence are then defined as
c(seq) = a ·̂
(∏̂k
i=1Tli
)
·̂ b. (2)
Apart from the weights of an action sequence we consider possible terminating states and the weights of reaching
those states. These values are described by a vector
dseq = a ·̂
(∏̂k
i=1Tli
)
. (3)
Obviously the following relation holds:
c(seq) = dseq ·̂ b. (4)
For the composition of automata different operations are available and can in principle be extended to weighted
automata. However, for weighted automata the composition of weights has to be defined in an appropriate way.
Usually different possibilities exist, as one can see by comparing different forms of computing rates of joint transitions
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in stochastic process algebras [30]. Here we use the composition operations which have been introduced in [16] and
naturally extend composition operations for stochastic and probabilistic automata models.
Definition 2.3. Let A1 = (a(1), (T(1)l )l∈Act1 ,b(1)) and A2 = (a(2), (T(2)l )l∈Act2 ,b(2)) be two weighted automata over
the same semiring K.
Let T(i)l = O for l /∈ Acti .
(1) The direct sum of automata is defined as an automaton A0 = A1 +A2 with Act0 = Act1 ∪ Act2,
a(0) = (a(1), a(2)) ,
b(0) =
(
b(1)
b(2)
)
, T(0)l =
(
T(1)l O
O T(2)l
)
for all l ∈ Act0.
(2) The direct product of automata is defined as an automaton A0 = A1 ·A2 with Act0 = Act1 ∪ Act2 ∪ {τ },
a(0) =
(
a(1),O
)
, b(0) =
(
O
b(2)
)
, T(0)l =
(
T(1)l O
O T(2)l
)
if l ∈ Act0 \ {τ }
T(0)τ =
(
T(1)τ b(1)a(2)
O T(2)τ
)
if l = τ.
Label τ is used for transitions that start in a state from automaton 1 and end in a state from automaton 2.
(3) The synchronized product over a set Actc ⊆ Act1 ∩ Act2 is defined as an automaton A0 = A1‖ActcA2 with
Act0 = Act1 ∪ Act2 ,
a(0) = a(1) ⊗̂ a(2), b(0) = b(1) ⊗̂ b(2),
T(0)l = T(1)l ⊗̂ T(2)l if l ∈ Actc T(0)l = T(1)l ⊕̂ T(2)l if l ∈ Act0 \ Actc.
The free product results from a synchronous product with Actc = ∅.
The direct sum and the direct product have been proposed for weighted automata and also the matrix representation
is known [6]. The synchronized and free product have been defined similarly for the process algebra GPA [14] and in
several concrete automata models like untimed [15], stochastic [40] or max/+ automata [24]. Composition approaches
can be used to build complex automata from simpler models and are therefore very important for structured system
specifications and analysis.
Examples. The definition includes well known automata models as specific cases. Different automata types arise if
we choose different semirings for the transition weights.
By choosing the semiring (B,∨,∧, 0, 1), we obtain finite automata with labeled transitions. Tl(x, y) = 1 indicates
that an l-labeled transition between x and y exists, Tl(x, y) = 0 shows that no such transition exists. Vector a contains
a 1 in position x , if x is an/the initial state. In the usual case with one initial state x , a equals ex . Vector b is used to
indicate terminating states. A 1 is assigned to terminating states and a 0 to the remaining states. Via (2), the weights of
a sequence seq can be computed. All action sequences have weights 0 or 1. Weight 1 indicates that the action sequence
can be realized, i.e., an action sequence starting in an initial state, labeled with seq and ending in a terminating state
exists. Weight 0 indicates that no such sequence exists. In a similar way dseq(x) = 1 indicates that the automaton can
be in state x after starting in an initial state and observing seq.
If we choose (R+,+, ·, 0, 1) and additionally assume that ∑n−1x=0 a(x) = 1 and ∑n−1y=0 Tl(x, y) = 0 or 1 for all
l ∈ Act and all x ∈ S, we obtain the model of probabilistic processes as defined in [35] that is denoted as the
reactive model [44]. In this model, vector b is not required and we may use b = e because 1 is the neutral element
of multiplication. The weights of an action sequence seq in this model are either 0 or 1. As for the basic model,
a 1 indicates that an action sequence is possible, 0 indicates an impossible action sequence. dseq(x) contains the
probability of being in state x after starting in state y with probability a(y) and observing seq.
A slightly different model of probabilistic automata can be defined on the same semiring used in the previous
example, but for the matrices
∑
l∈Act
∑n−1
y=0 Tl(x, y) = 1 or 0 is assumed. This model is sometimes denoted as the
generative probabilistic model [4,44]. States without outgoing transitions indicate terminal states. c(seq) describes the
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probability of observing seq when the automaton starts with probability a(x) in state x . Probability c(seq) is from the
interval [0, 1].
A third form of probabilistic automata is defined using the semiring ([0, 1],max, ·, 0, 1). c(seq) describes in this
model the weight of the action sequence with the highest probability that is labeled with seq. Similarly dseq(x)
describes the weight of the action sequence with the highest probability labeled with seq and ending in state x .
To define stochastic automata or process algebras [40,11,31,27] the semiring (R+,+, ·, 0, 1) is used. As in the
probabilistic case
∑n−1
x=0 a(x) = 1 is assumed because vector a includes the initial probabilities. For the elements
of the matrices Tl no additional restrictions are required. The interpretation is now that the system behaves like a
continuous time Markov chain with labeled transitions. The behavior is slightly more complex than in the previous
cases. We only present a very brief overview, for details and methods to compute additional results we refer to the
literature (e.g., [43]). Let p be a probability vector, then the probability of observing l ∈ Act as the next transition
label is given by
prob(p, l) =
p · Tl · e
T
/(∑
l∈Act
p · Tl · eT
)
if p · Tl · eT > 0
0 otherwise
prob(p, l) defines a conditional probability distribution over l ∈ Act. The condition is defined by p, the current
distribution over the set of states. If prob(p, l) > 0, then the conditional distribution of the automata states after
observing l is given by
p · Tl/(p · Tl · eT ).
With these equations one can compute the probability observing action sequence seq starting with distribution p.
Stochastic automata describe apart from the probabilistic behavior also timed behavior. Starting with probability
distribution p, the time before the next transition occurs is exponentially distributed with rate p · (∑l∈Act Tl · eT ).
Other typical examples for automata over semirings are linear systems from min/plus or max/plus algebra as often
used to analyze discrete event systems [3]. Consider the semiring (R+ ∪ {∞},min,+,∞, 0) and interpret the values
as transition cost. Then c(seq) describes the minimal cost of an action sequence labeled with seq. Cost of an action
sequence result in this model from the sum of cost for each step. Over the semiring (R+ ∪ {−∞},max,+,−∞, 0)
c(seq) describes the maximal cost over an action sequence labeled with seq. As before cost result from the sum of
cost of each step. Over (R+ ∪ {∞} ∪ −∞,max,min,−∞,∞) where a = ∞ · e, c(seq) describes the maximal cost
of a single transition if the transition with the minimal cost to reach the state is always chosen. In a similar way, over
(R+ ∪ {∞} ∪ −∞,min,max,∞,−∞) with a = b = −∞ · e, c(seq) describes the minimal cost of a transition
sequence if always the transition with the maximum cost is chosen. In all cases the interpretation of c(seq) and dseq is
straightforward.
As a last example we consider the semiring (Rk×k+ ,+, ·, 0, I), where I is the k × k identity matrix and 0 is a k × k
matrix with all elements equal to 0. For this example each state of the automaton represents an automaton with k
states. Therefore the model may be used for hierarchical automata descriptions as used in the stochastic case in [12].
Composition operations can be applied in all mentioned cases, but not in all cases the resulting automata observe
the specific conditions of the composed automata. In particular for probabilistic automata, where the sum of outgoing
transitions according to all or one label is either 0 or 1, the condition is not necessarily preserved after composition
using direct, free or synchronized products.
3. Forward bisimulation for weighted automata
The use of bisimulation has a long history and various forms exist for different systems. The basic form of
bisimulation considers discrete state spaces and often also finite branching is assumed [35] (i.e., each state has only a
finite number of successors). If bisimulation is applied for practical system analysis, then often even finite state spaces
are assumed [15,25,42]. This is exactly the setting we use as our starting point, namely automata with finite state
spaces, and for these models we present a generalization of bisimulation. Additionally, bisimulation has been recently
generalized to systems with continuous state spaces [22,20]. This class of models is, of course, not captured by the
approach presented here, but a similar generalization should be possible.
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The notion of bisimulation for weighted automata has been first proposed in [14] in a process algebraic setting and
in [16] a weak version of bisimulation has been introduced for weighted automata over idempotent semirings. Here
we extend the basic notion of bisimulation by characterizing it as a fixed point of partition refinement and by applying
it for weighted automata which slightly differ from the process algebra used in [14].
Before bisimulation is introduced, we define the concept of relational simulation which is very useful for proving
results based on the matrix representation of weighted automata. For a relation R between two sets [n] and [m] we
define a relational matrix V ∈ Kn,m with V(x, y) = 1 if x R y and O otherwise. We identify relations with the
corresponding relational matrix. The following definition and the subsequent theorems can be found in [6, Chap. 9].
We assume in the sequel that related automata are defined over the same semiring.
Definition 3.1. Let A1 = (a(1), (T(1)l )l∈Act,b(1)) and A2 = (a(2), (T(2)l )l∈Act,b(2)) be two weighted automata and V
a relational matrix such that
a(1)V = a(2), T(1)l V = VT(2)l for all l ∈ Act and b(1) = Vb(2)
then V is a relational simulation A1 −→ A2.
If V is additionally a (surjective) function, then it is a (surjective) functional simulation.
Theorem 3.1. If V is a relational simulation A1 −→ A2, then c(1)(seq) = c(2)(seq) for all seq ∈ Act∗.
Proof. We first show d(1)seqV = d(2)seq.
d(1)seqV = a(1)
∏ˆk
i=1T
(1)
li
b(1)V = a(1)
∏ˆk
i=1T
(1)
li
Vb(2)
= . . . = a(2)
∏ˆk
i=1T
(2)
li
b(2) = d(2)seq.
This implies
c(1)(seq) = d(1)seqb(1) = d(1)seqVb(2) = d(2)seqb(2) = c(2)(seq). 
The following theorem shows that the product of relational simulations is a relational simulation.
Theorem 3.2. Let V1 be a relational simulation A1 −→ A2 and V2 be a relational simulation A2 −→ A3, then
V1V2 is a relational simulation A1 −→ A3.
Proof. The proof is straightforward since
b(1) = V1b(2) = V1V2b(3),T(1)l V(1)V(2) = V1T(2)l V(2) = V1V2T(3)l
for all l ∈ Act and a(3)V(1)V(2) = a(2)V2 = a(3). 
For system analysis the concept of an aggregated automaton which is an automaton with a smaller state space is
very useful. This in particular holds if the aggregated automaton shows a similar or identical behavior than the original
automaton.
Definition 3.2. For a surjective function V from [n] to [m] we define a distributor matrixW ∈ Km,n as a matrix with
row sum 1 (i.e., WeT = eT ) according to some appropriate weight vector w ∈ K1,n as W = (diag(w)V)T where
diag(w) is a n × n diagonal matrix with w(i) in position (i, i).
It is easy to show thatW ·̂ V = I holds by construction of matrixW.
Definition 3.3. For a weighted automatonA = (a,T = (Tl)l∈Act,b) with n states, a surjective function V from [n] to
[m] and a distributor matrixW the corresponding aggregated automaton A˜ = (a˜, (T˜l)l∈Act, b˜) with m states is defined
as
a˜ = aV, T˜l =WTlV for all l ∈ Act and b˜ =Wb. (5)
The aggregation is transition value preserving if for all z ∈ [m] and for all x ∈ [n]withV(x, z) = 1, exTleT = ezT˜leT
for all l ∈ Act.
P. Buchholz / Theoretical Computer Science 393 (2008) 109–123 115
Fig. 1. A probabilistic automatonA and aggregated automata A˜∗ according to different semirings.
An aggregated automaton A˜ is behaviorally equivalent to the entire automaton A from which it is originated, if
c(seq) = c˜(seq) for all sequences seq where c˜(seq) is computed for A˜ using (2). The concept of aggregation of states
according to some weight vector is well known in stochastic modeling [9,18] but has, to the best of our knowledge, not
really applied for other automata models. Observe that a surjective function V from [n] to [m] induces an equivalence
relation on [n] by relating x, y ∈ [n] if V(x, z) = V(y, z) for all z ∈ [m]. Since V is a surjective function this is
equivalent to V(x, z) = V(y, z) = 1 for some z. Thus, V is the quotient map of the equivalence relation E . We
sometimes denote this equivalence relation as bisimulation instead of speaking of the quotient map of the equivalence
relation. Furthermore, Ez ⊆ [n] (z ∈ [m]) is an equivalence class of the relation.
Definition 3.4. If V is a surjective functional simulation A −→ A˜ where A˜ is the aggregated automaton as defined
above, then V is a bisimulation.
For automata defined on the semiring (B,∨,∧, 0, 1), the definition coincides with the standard notion of
bisimulation [39,37] applied to finite state automata. The following corollary follows from the definition of surjective
functional simulations.
Corollary 3.3. For an automaton A and the aggregated automaton A˜ according to some bisimulation V and all
z ∈ [m]
b˜(z) = b(x) and
∑̂
y∈EwTl(x, y) = T˜l(z, w)
holds for all x ∈ Ez and all w ∈ [m].
The corollary implies that aggregated automata that are built according to some bisimulation are invariant under
the choice of different weight vectors and that the aggregation is transition value preserving.
Since a bisimulation is a relational simulation the following corollary follows from Theorem 3.1.
Corollary 3.4. Let A˜ be an aggregated automaton resulting from automaton A according to some bisimulation V,
then
(1) A and A˜ are behaviorally equivalent and
(2) d˜seq(z) = ∑̂x∈Ezdseq(x) for all z ∈ [m].
Before we proceed examples are introduced to clarify the concept for some specific classes of automata.
Examples. Fig. 1 shows in the middle a probabilistic automaton with 6 states and Act = {a, b}. Let additionally be
a = (1, 0, 0, 0, 0, 0) and b = (0, 0, 0, 1, 1, 1). If the automaton is built over the semiring (R+,+, ·, 0, 1), then it is
of the type defined in [35]. The corresponding aggregated automaton according to bisimulation relation R defining
matrix
V =

1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1

T
is shown on the right side. The aggregated automaton is independent of the weight vector w as long as the
resulting distributor matrix W observes the conditions of Definition 3.2. The vectors for A˜ are a˜ = (1, 0, 0, 0) and
b˜ = (0, 0, 1, 1). This bisimulation is the largest bisimulation for this automaton.
116 P. Buchholz / Theoretical Computer Science 393 (2008) 109–123
If we interpret the previous probabilistic automaton over the semiring ([0, 1],max, ·, 0, 1), relation R is still the
largest bisimulation, but the aggregated automaton differs from the previous one, because maximization instead of
addition is used to compute transition valuation of the aggregated automaton. The resulting aggregated automaton is
shown on the left side of Fig. 1. The corresponding vectors are identical to the vectors of the previous aggregation.
As another example we consider an automaton over the semiring (R+ ∪∞,min,+,∞, 0). The automaton has 6
states all transitions are labeled with a single label l. Transition values are given in the following matrix.
Tl =

1 2 ∞ 2 ∞ ∞
∞ ∞ 1 ∞ 2 ∞
1 ∞ ∞ 2 1 ∞
∞ 2 1 2 1 1
2 1 ∞ 1 ∞ 1
∞ 2 1 ∞ 1 ∞
 . (6)
Vector a equals (0,∞,∞,∞,∞,∞) and b is given by (∞,∞,∞, 3, 3, 1). Possible transition sequences are all of
the form lk , where k ∈ N describes the length of the sequence. For different sequences we obtain the following results.
seq l0 l1 l2 l3 l4
dseq

0
∞
∞
∞
∞
∞


1
2
∞
2
∞
∞


2
3
3
3
3
3


3
4
4
4
4
4


4
5
5
5
5
5

c(seq) ∞ 5 4 5 6
.
The largest bisimulation for the automaton is given by
V =
1 1 1 0 0 00 0 0 1 1 0
0 0 0 0 0 1
T
and yields the aggregated automaton defined by matrix
T˜l =
1 2 ∞1 1 1
1 1 ∞
 (7)
and vectors a˜ = (0,∞,∞), b˜ = (∞, 3, 1). The weight function is chosen such that one element per equivalence class
receives weight 0 and the remaining receive weight ∞. For different transition sequences we obtain the following
automaton behavior.
seq l0 l1 l2 l3 l4
d˜seq
 0∞
∞
  12
∞
 23
3
 34
4
 45
5

c˜(seq) ∞ 5 4 5 6
.
Like bisimulation for labeled automata, bisimulation for weighted automata can be characterized from below by
building unions of bisimulations and also from above by a partition refinement algorithm. The latter only works for
finite branching as it is the case for the automata model proposed here.
Theorem 3.5. Let V1 and V2 be two bisimulation relations for automaton A. Let E1 and E2 be the corresponding
equivalence relations. Then also E0 = E1∪∗E2 defines a bisimulation where E1∪∗E2 is the least equivalence relation
containing E1 ∪ E2.
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Proof. We have to show that the quotient of E0 is a surjective functional simulation. Since E0 is an equivalence
relation, the quotient is a surjective function with relational matrix V0. Let A −→ A˜ according to relational matrix
V0. It remains to show that it is a functional simulation. We have to show b = V0b˜ and TlV0 = V0T˜l .
Since b(x) = b(y) for x, y ∈ E iz for i ∈ {1, 2} and some equivalence class z, the condition for vector b holds.
Each equivalence class of E0z can be expressed as
E0z = E1x1 ∪ . . . ∪ E1xR = E2y1 ∪ . . . ∪ E2yS
Furthermore, for x, y ∈ E0z either x, y ∈ E1z1 or x, y ∈ E2z2 holds. Without loss of generality we assume that x, y ∈ E1z1
such that for all E0z the following identity holds.∑̂
v∈E0z Tl(x, v) =
∑̂R
r=1
∑̂
v∈E1xr
Tl(x, v)
=
∑̂R
r=1
∑̂
v∈E1xr
Tl(y, v) =
∑̂
v∈E0z Tl(y, v).
By setting T˜l(v,w) = ∑̂y∈E0wTl(x, y) the required relation follows. 
The theorem implies that a largest bisimulation exists and is given as the union of all bisimulations for automaton
A. The largest bisimulation is unique up to the numbering of equivalence classes and yields the smallest aggregated
automaton that is bisimilar to automaton A.
Corollary 3.6. Two automata A1 and A2 are bisimulation equivalent, iff an automaton A and surjective functional
simulations A1 −→ A and A2 −→ A exist.
We denote bisimulation equivalence of automata A1 and A2 as A1 ≈ A2. For an effective computation of the
largest bisimulation, the following characterization of bisimulations from above is more helpful.
Theorem 3.7. For an automaton A let E0, E1, . . . be a family of equivalence relations and V1, V2, . . . be the
corresponding quotient maps that are defined as follows:
(1) E0 = {(x, y)|b(x) = b(y)},
(2) Er+1 = {(x, y)|(x, y) ∈ Er ∧ ∀l ∈ Act : exTlVr = eyTlVr }.
If Er = Er+1, then Er = Er+s = E∗ for all s > 0. E∗ is the largest bisimulation.
Proof. It is easy to show that Er = Er+1 implies that the fixed point of the refinement has been reached and that E∗ is
a bisimulation. To prove that E∗ is the largest bisimulation, we consider two states x and y that are bisimilar according
to some bisimulation E . We prove that x and y will never be put into different equivalence classes. Obviously all states
that are bisimilar according to an arbitrary bisimulation relation have to be in the same equivalence class of E0 because
b(x) = b(y) is a necessary condition for bisimilar states. Thus, each equivalence class of E0 is built from the union of
equivalence classes of an arbitrary bisimulation relation E . Using the relation applied in the proof of Theorem 3.5, an
equivalence class of Er+1 is built from the union of equivalence classes of E , if this is true for the equivalence classes
of Er . By induction over r it is easy to show that each equivalence class of E∗ is built from the union of equivalence
classes of E such that x and y have to be in the same equivalence class of each Er and of E∗. 
The partition refinement approach defined in the theorem can be used for the formulation of an algorithm to
compute bisimulation relations for finite state systems as done for untimed automata [19] for a long time and more
recently also for probabilistic or stochastic systems [4,13]. The mentioned algorithms have a complexity of O(nt)
to compute the largest bisimulation for an automaton with n states and t transitions and can be easily extended to
handle transition weights from an arbitrary semiring instead of rates or probabilities. Thus, for an automaton, the
largest bisimulation can be computed and the corresponding aggregated automaton can be generated. For untimed
automata [38] and more recently also for stochastic models [21] more efficient algorithms with complexity O(n log t)
have been proposed. These algorithms are based on some preordering of weights which implies that the used semiring
has to observe specific conditions like a complete ordering.
In the sequel we denote the aggregated automaton that has been generated for automata A according to the largest
bisimulation as A˜∗.
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Theorem 3.8. The relation A1 +A2 ≈ A2 +A1 holds for arbitrary semirings. If the multiplication of the semiring
is commutative, then A1‖ActcA2 ≈ A2‖ActcA1 for all Actc ⊆ Act1 ∪ Act2.
Proof. The proof follows from a simple permutation of the states. 
Bisimulation allows one to reduce the size of automata by representing classes of equivalent states by a single state
while the behavior of the complete automaton is preserved. However, to be really useful, the equivalence property
has to be preserved by composition operations such that the reduction approach can be applied compositionally. The
following theorem shows that bisimulation is indeed preserved by the composition operations defined above, i.e., it is
a congruence according to these operations.
Theorem 3.9. If A1 ≈ A2, then
(1) A1 +A3 ≈ A2 +A3,
(2) A1 ·A3 ≈ A2 ·A3,
(3) A3 ·A1 ≈ A3 ·A2, and
(4) for all Actc ⊆ Act1 ∩ Act3: A1‖ActcA3 ≈ A2‖ActcA3
for some automaton A3.
Proof. By Corollary 3.6 it is sufficient to show that a surjective functional simulation V(i), Ai −→ A∗ (i = 1, 2)
implies the existence of surjective functional simulations
(1) Ai +A3 −→ A∗ +A3,
(2) Ai ·A3 −→ A∗ ·A3,
(3) A3 ·Ai −→ A3 ·A∗, and
(4) Ai‖ActcA3 −→ A∗‖ActcA3.
We denote the automata resulting from the composition by A13 and A23, respectively. The automaton on the right
side is denoted as A∗3.
In the first three cases the relation V(i3) Ai3 −→ A∗3 is defined as
V(i3) =
(
V(i) O
O I
)
where I is an identity matrix of a dimension that equals the number of states of A3. The relation is a surjective
function since V(i) and I are surjective functions. The conditions b(i3) = V(i3)b(∗3) and T(i3)l V(i3) = V(i3)T(∗3)l
follow by simple matrix calculations (see also [6, Chap 9]).
For the synchronized product V(i3) = V(i) ⊗̂ I. V(i3) is a surjective function if V(i) is a surjective function.
Furthermore we have(
a(i) ⊗̂ a(3)
) (
V(i) ⊗̂ I
)
= a(i)V(i) ⊗̂ a(3) = a(∗) ⊗̂ a(3),(
V(i) ⊗̂ I
) (
b(i) ⊗̂ b(3)
)
= V(i)b(i) ⊕̂ b(3) = b(∗) ⊕̂ b(3),(
T(i)l ⊗̂ T(3)l
) (
V(i) ⊗̂ I
)
= T(i)l V(i) ⊗̂ T(3)l =
(
V(i) ⊗̂ I
) (
T(∗)l ⊗̂ T(3)l
)
and (
T(i)l ⊕̂ T(3)l
) (
V(i) ⊗̂ I
)
=
(
T(i)l ⊗̂ I +̂ I ⊗̂ T(3)l
) (
V(i) ⊗̂ I
)
=
T(i)l V
(i) ⊗̂ I +̂ V(i) ⊗̂ T(3)l =
(
V(i) ⊗̂ I
) (
T(∗)l ⊗̂ I +̂ I ⊗̂ T(3)l
)
=(
V(i) ⊗̂ I
) (
T(∗)l ⊕̂ T(3)l
)
such that V(i3) is a functional simulation Ai3 −→ A∗3. 
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4. Backward bisimulation for weighted automata
Bisimulation considers the future behavior of an automaton by defining states as equivalent if they yield equivalent
successors. As shown in [11,12] one can also define a bisimulation relation for stochastic and untimed automata
that considers the past behavior by defining states as equivalent, if they can be reached from equivalent origins by
equivalent rates. The resulting equivalence relation has been denoted as exact performance equivalence. It has been
shown in the mentioned papers that the resulting equivalence preserves several interesting aspects of the behavior
of stochastic systems. Furthermore, forward and backward bisimulation yield different equivalence relations. With
respect to state space reduction by aggregating of equivalent states, sometimes forward and sometimes backward
bisimulation might be advantageous. For stochastic systems the relation between backward bisimulation and the
stochastic logic CSL has been recently investigated [41]. It is known that forward bisimilar states cannot be
distinguished by CSL formulas [5], whereas backward bisimilar states can be distinguished under some CSL formulas.
However, a complete logical characterization of backward bisimulation in the stochastic setting is still missing. In
the sequel of this section we introduce two different forms of backward bisimulation for weighted automata which
extend the relation for untimed and stochastic automata and show that these relations preserve several results and
are congruence relations according to the composition operations. Since backward bisimulations consider the past
behavior we define first the transposed automaton where the direction of transitions is reversed.
Definition 4.1. For a weighted automaton A = (a, (Tl)l∈Act,b), the transposed automaton is defined as AT =
(bT , ((Tl)T )l∈Act, aT ).
Like bisimulation, backward bisimulation is characterized using the matrices and vectors of the automaton
description. We first introduce a corollary which follows by simple matrix calculations from our results on
bisimulation.
Corollary 4.1. If V is a relational simulation A1 −→ A2, then VT is a relational simulation AT2 −→ AT1 .
Definition 4.2. Let A be an automaton with n states and let V be a surjective function between [n] and [m], then V is
a backward bisimulation of type 1 if it is a relational simulation AT −→ A˜T where A˜ is the aggregated automaton
generated as in Definition 3.3 for some appropriate weight vector from automaton AT .
Since the aggregated automaton according to a backward bisimulation of type 1 is computed on the transposed
matrices, it is invariant under different weight vectors. In contrast to the conditions for bisimulation which are based
on outgoing transitions and state valuation, we now have conditions on incoming transitions and the initialization
function. As before the quotient map of a backward bisimulation of type 1 is an equivalence relation on [n].
Theorem 4.2. Let A˜ be an aggregated automaton resulting from automaton A according to some backward
bisimulation V of type 1, then
(1) A and A˜ are behaviorally equivalent,
(2) dseq(x) = d˜seq(z) for all z ∈ [m] and x ∈ Ez where E is the equivalence relation belonging to V.
Proof. Since V is a bisimulation AT → A˜T , we have
(a)T = V(a˜)T ⇔ ((a)T )T = (V(a˜)T )T ⇔ a = a˜VT
(Tl)TV = V(T˜l)T ⇔ ((Tl)TV)T = (V(T˜l)T )T ⇔ VTTl = T˜lVT
(b)TV = b˜ ⇔ ((b)TV)T ⇔ b˜ = VTb.
Observe that the above equalities also hold for non-commutative semirings since matrix V contains only O and 1 as
elements.
We first prove 2.
dseq = a ·̂ ∏̂ki=1Tli = a˜ ·̂ VT ·̂ ∏̂ki=1Tli
= a˜ ·̂ T˜l1 ·̂ VT ·̂
∏̂k
i=2Tli = . . . = d˜seq ·̂ VT .
Since V(x, z) = 1 for x ∈ Ez , dseq(x) = d˜seq(z). For 1. we have
c(seq) = dseq ·̂ b = d˜seq ·̂ VT ·̂ b = d˜seq ·̂ b˜ = c˜(seq). 
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A second variant of backward bisimulation can be defined by generalizing the concept of weak lumpability for
Markov chains [33,36]. The resulting bisimulation is based on matrixW rather than V.
Definition 4.3. Let A be an automaton with n states and A˜ the aggregated automaton with m states according to a
pair of matrices V andW (cf. Definition 3.3), then V,W is a backward bisimulation of type 2 iff
V is a surjective function from [n] to [m] and a = a˜W, WTl = T˜lW, Wb = b˜.
Like backward bisimulations of type 1, also backward bisimulations of type 2 put some restrictions on the matrices
Tl and vector a but not on b. However, in contrast to forward bisimulation and backward bisimulation of type 1,
backward bisimulation of type 2 cannot be constructed using a partition refinement approach because it depends on
the weight vector.
Theorem 4.3. Let A˜ be an aggregated automaton resulting from automaton A according to some backward
bisimulation V,W of type 2, then
(1) A and A˜ are behaviorally equivalent,
(2) dseq(x) = d˜seq(z) ·̂W(z, x) for all z ∈ [m] and x ∈ Ez where E is the equivalence relation belonging to V.
Proof. The proof is similar to the proof of Theorem 4.2. We first prove 2.
dseq = a ·̂ ∏̂ki=1Tli = a˜ ·̂W ·̂ ∏̂ki=1Tli
= a˜ ·̂ T˜l1 ·̂W ·̂
∏̂k
i=2Tli = . . . = d˜seq ·̂W.
For 1. we have
c(seq) = dseq ·̂ b = d˜seq ·̂W ·̂ b = d˜seq ·̂ b˜ = c˜(seq). 
Observe that both variants of backward bisimulation allow the recreation of dseq from d˜seq. This is not possible
for forward bisimulation which shows that the backward versions are stronger with respect to result preservation.
However, aggregation according to backward bisimulation is not transition value preserving.
Corollary 4.4. Two automata A1 and A2 are backward bisimulation equivalent of type i , iff an automaton A and
backward bisimulations of type i with A1 −→ A and A2 −→ A exist.
For backward bisimulation equivalent automataA1 andA2 according to some backward bisimulation of type i , we
use the notation A1 'i A2.
Theorem 4.5. If A1 'i A2 (i = 1, 2), then
(1) A1 +A3 'i A2 +A3,
(2) A1 ·A3 'i A2 ·A3,
(3) A3 ·A1 'i A3 ·A2, and
(4) for all Actc ⊆ Act1 ∩ Act3: A1‖ActcA3 'i A2‖ActcA3
for some automaton A3.
Proof. The proof is similar to the proof for Theorem 3.9. Properties have to be proved using the matrices V(i3) and
W(i3) (i = 1, 2) for the composed automaton. For the direct sum and product we define
V(i3) =
(
V(i) O
O I
)
, W(i3) =
(
W(i) O
O I
)
and for the synchronized product V(i3) = V(i) ⊗̂ I, W(i3) = W(i) ⊗̂ I. The proof of the properties required for
backward bisimulation follows by simple matrix calculations. 
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Fig. 2. A probabilistic automatonA and the aggregated automata A˜.
Examples:We present some examples to show the differences between the variants of bisimulation.
Fig. 2 shows the probabilistic process which has already been presented in Fig. 1. The largest backward
bisimulation of type 1 and 2 is defined with the relation
V =
1 0 0 0 0 00 1 1 1 0 0
0 0 0 0 1 1
T .
For type 1 we obtain the first aggregated process on the right side. The corresponding weight vector is b˜ =
(0, 1, 2)T . The second process on the right side is the aggregated process for type 2 built with weight vector
w = (1, 1/3, 1/3, 1/3, 1/2, 1/2). The corresponding vector b˜ equals (0, 1/3, 1). The resulting aggregations are not
transition value preserving since the probabilities of outgoing transitions sum up to values between 0 and 1. Thus, the
aggregated automata do not belong to the class of probabilistic automata where outgoing transition probabilities sum
up to 0 or 1. Nevertheless, the behavior of both automata, entire and aggregated one, is the same. The difference is
that another interpretation of automata behavior is required. In the entire model an automaton can perform a transition
of a specific type or it cannot perform it. In the aggregated model an automaton can perform a transition with some
probability p and with probability 1− p it cannot perform the transition.
If we interpret the automaton over semiring ([0, 1],max, ·, 0, 1), the largest backward bisimulation of both types
can be built with the same relation. For type 2, the weight vector has to include at least one element equal to 1 for a
state of each equivalence class such that corresponding aggregated automata for backward bisimulation of type 1 and
2 have to be identical and are shown on the left side of Fig. 2. For this semiring b˜ = (0, 1, 1)T .
As a last example we consider the automaton over semiring (R+ ∪ {∞},min,+,∞, 0) shown in (6). The largest
backward bisimulation of type 1 and 2 for this automaton and the corresponding aggregated matrix equal
V =
1 0 0 0 0 00 1 0 1 0 0
0 0 1 0 1 1
T and T˜l =
 1 2 ∞∞ 2 1
1 1 1
 . (8)
The vectors are a˜ = (0,∞,∞) and b˜ = (∞, 3, 1). The weight vector has to be chosen such that all elements are
equal to 0 to assure that minx∈Ez w(x) = 0 = 1. We obtain the following results for the automaton.
seq l0 l1 l2 l3 l4
d˜seq
 0∞
∞
  12
∞
 23
3
 34
4
 45
5

c˜(seq) ∞ 5 4 5 6
.
The behavior is identical to the behavior of the aggregated automaton according to bisimulation as defined in (7).
However, now we have the additional result dseq(x) = miny∈Ez dseq(y) = d˜seq(z) which implies dseq(x) = dseq(y)
for x, y ∈ Ez .
5. Concluding remarks and future work
In this paper we present a general automata model which covers different well known types of automata with
transition labeling and valuation. For this automata model, which is a slight extension of weighted automata [34],
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we define forward and backward bisimulation and show that these relations preserve main characteristics of the
behavior. The proposed bisimulation relations cover known bisimulation relations for different types of automata
like probabilistic or stochastic automata and they naturally define bisimulation for new classes of models like for
max/plus systems. Furthermore, it is shown that the bisimulation relations are congruence relations according to
several natural composition operations for weighted automata. Bisimulations can be used to compute for a given
automaton an aggregated automaton with an equivalent behavior and they can as well be used to decide whether two
automata are equivalent.
Several aspects will be considered in future work. First, other equivalence or preorder relations can be defined for
this general class of automata and may give a general framework for defining equivalence of discrete systems. Another
aspect which should be considered in the future is the relation between bisimulation and logics. It is well known that
bisimilar untimed automata are indistinguishable under formulas of Hennessy, Milner logic [26]. Other logics have
been defined for probabilistic or stochastic systems and have been used for model checking of those models [2,5,35].
It should be possible to define a general logic for the automata model presented in this paper which covers known
approaches and allows us to extend the idea of model checking to a much more general framework. A first attempt in
this direction has been made in [17].
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