I. INTRODUCTION
Social media has become a powerful source of information and part of our daily life. Social media with huge volume of data attract more people every day from different cultures, societies and languages. These data could be analyzed to capture valuable information about various topics. Sentiment analysis (SA) has become gradually popular and turns into an excellent source of information for companies, designers and sales representative. Twitter with 500 million users has turn into a great source to discover the user's opinion, emotions and feelings about services, products, political problems, or any other issues and possibly to create a framework to deal with it in future. Twitter gives users the ability to share their opinion in a short-term message with maximum 140 characters [1] .
Sentiment analysis for English text has been researched heavily and several public datasets have been created and made publicly available. For example Stanford twitter sentiment corpus (STS), health care reform HCR [2] . Different types of features like lexicon [3, 4] , emotional [5] , n-grams [6] , part of speech tags, semantic features [7] are used. Most of the sentiment analysis datasets have used positive and negative labels, but some datasets study the neutral and mixed labels.
Sentiment analysis for foreign languages received very little attention in comparison with English language. SA for Arabic language has not been researched seriously due to the language nature. It has many difficulties including the complexity of Arabic grammars, multi-meaning of a single word (ex: ‫اىَٜ"‬ ‫"ػِٞ‬ The word " ‫"ػِٞ‬ means eye and the right meaning in this clause is water source), multi-accents different meaning (ex: ‫بتجِْ"‬ ‫"ٍْاظش‬ in Jordanian accent the word ‫"بتجِْ"‬ means very beautiful, the same word in Saudi accent is " ‫ٗاٝذ‬ ‫,"حي٘ة‬ in Egyptian accent ‫ئ٘ٛ"‬ ‫.)"جَٞيت‬ Other primary problem is the standard public list. There is no standard list for negative, or positive words. Moreover, the slang text make it harder to analyse or even categorized. Previous research in this area translate the Arabic text to English then apply on of the English SA [8] [9] [10] [11] without building any special features for the Arabic language.
The reminder of this article is ordered as follows. In Section II, the related work of sentiment analysis and the motivation of the research is provided. In Section III, the methodology of the proposed approach is presented and the feature extraction process is described. Essential steps for feature extraction and classification process are described in Section IV and Section V, respectively. In Section VI, the experimental results are shown to validate the performance of the proposed approach.
II. RELATED WORK
In this section, several sentiment analysis techniques for Twitter messages in different languages are presented. Numerous features and tools are described.
Existing approaches in SA can be gathered into three main categories: knowledge-based, statistical, and hybrid approaches [12] . Knowledge-based techniques categorize text by classes based on the presence of explicit words [13] . Statistical techniques influence on elements from machine learning such as SVM [14] . Hybrid techniques influence on both machine learning and elements from knowledge representation such as semantic networks [15] . One of the early approaches in the field is presented in [16] . The emotions in the tweets was the focus for their automatic classification algorithm. Supervised learning machine and distant supervision is used. The noisy labels are used in training process. The accuracy over different classifiers like Nivea Bayes, Maximum Entropy and SVM was around 80%.
Another approach presented in [17] studied how twitter can be used for opinion mining purposes. Linguistic analyses are performed over automatically collected corpus to discover singularities and to train sentiment classifier. The operators use syntactic structures to define emotions. In [18] the parts of speech (POS) for specific prior polarity features are introduced. The approach uses unigram features as baseline and creates two types of models, tree kernel and feature based models. The best performance achieved with the specific prior polarity and their tags feature. Ensembles classifier with lexicon is proposed www.ijacsa.thesai.org in [19] . The experiments show that the best feature come from bag of words.
Linguistic features in sentiment analysis for English language are studied in [6] . The idea is to present a comparison between POS tags and different linguistic features like lexicons and microblogging features. The experiments show that the POS tags features alone is not powerful enough in comparison with a combination of linguistic features. The impact of semantic features on sentiment analysis area is studied in [8] . Three different sematic features are used for the analysis. The replacement, augmentation and the interpolation. The best results are achieved when interpolating the semantic concept into the unigram language model. The semantic features with the Unigrams and POS sequence are compared and the results show that the semantic feature model outperforms the Unigram and POS.
Two different languages in one application is presented in [20] . The Chinese and English tweets are studied in this approach. The IK Analyzer is employed as a tool for Chinese words segmentation, then the words are trimmed down and select some features using chi-square to modify the model. Comment reviews are collected from very popular movies. English comments are collected from Facebook and tweeter. The accuracy achieved by SVM is higher than N-gram classifier. The accuracy for English comments higher than Chinese comments. The problem of above is that the tweets are not collected based on specific trend hashtag in china or English languages.
Another approach that is built for two languages is presented in [21] . SA application is shown for English and Spanish languages using multilingual hybrid features and machine translated data. One of the interesting results is that the linguistic features is very helpful when moving to other language. However, some linguistic tasks like tokenization and remove stop words may have bad influence on performance. Additional results show that a list of expression that captor strength of polarity in the tweets can reached using unigram and bigram. They showed experimentally that combining the two languages using joint classifiers can assist to increase the performance by removing noisy features.
A language-independent framework is introduced to serve as classifier without giving much care to emotions in text [3] . Semi supervised heuristic labeling and content based features is used. The data set contain tweets in English, German, French and Portuguese languages. The approach achieved good results and it is possible to be applied on new languages. Sentiment analysis from machine learning perspective for Arabic language is introduced in [10] . The collected dataset consist of 2591 tweet/comment from Twitter and Facebook. Bigram feature is the main feature for their research without creating special features designed for Arabic text. Attention for precision and recall are given special attention. The best results are achieved by SVM classifier.
Motivated by the need for Sentiment analysis approach designed for Arabic Language. We presents the first technique that deals with slang Arabic text in twitter with specific features designed for this purpose. The experiments show that the system performs well without translating the tweets to English or standard Arabic.
III. METHODOLOGY
The novelty of our work concentrated on building a framework that deals with Arabic slang text that is wildly used on social media. Several specific Arabic features (SAF) categories is presented. Political Jordanian Arabic dataset (PJAD) is collected to be used for training and for simulation experiments. The dataset is collected using a specially developed tool called tweet collection tool (TCT). The performance of the proposed SFA is evaluated using several machine learning algorithms. Fig. 1 shows the main steps of the Arabic sentiment analysis process.
The Arabic special features are based on four categories: lexicon, writing style, grammatical, and emotional features. The PJAD is collected using a political trend hashtags in Jordan. The Dataset consist of 2000 randomly selected tweets with 1000 positive labels and 1000 negative labels.
A. Tweet Collector Tool (TCT)
In this section, the proposed TCT java tool is presented. The goal is create a complete tool that can be used by any language for sentiment analysis purposes. The tool consist of two main phases: tweets collection and features extraction. Tweet collection phase, the application enables the user to search for any specific hashtag or word and retrieve the collected tweets of any size (ex of hashtags: " ‫#اّتخاباث_‬ 6102 ‫","قَت_ػَاُ#","‬ ‫.)"سفغ_االسؼاس#‬ The twitter API is used and it is optimized to use 4 secret keys, consumer key (API key), consumer secret (API secret), access token and access token secret. Fig. 2 shows a simple data flow of the twitter API. Second phase consist of extracting SAF from the collected dataset. 300 | P a g e www.ijacsa.thesai.org
B. Political Jordanian Arabic Dataset (PJAD)
In this section, the PJAD is described; the new dataset topic is the parliamentary elections in Jordan. The tweets contains slang and standard Arabic text. The tweets have political theme and the tweeters use the Jordanian accent in their tweets. Labelling the extracted tweets is done throw several volunteers. Table I shows examples of the collected tweets with their labels. The Dataset consist of 2000 randomly selected tweets with 1000 positive labels and 1000 negative labels.
IV. FEATURES EXTRACTION
Features extraction is the process where important properties (features) are mined from the collected tweets. The features are used later for training purposes. Clearly, using the whole tweets is confusing and misleading to be used for training. The extracted features are mainly, a mix set of four categories: lexicon, writing style, grammatical, and emotional features. Combine all the four types of features are proved through experiments that can increase the classification performance.
A. Lexicon Features
Arabic linguistic features are studied by digging deeply in the word-character structure and how it affects the results. The words state in each individual tweet is used [22] to extract five features: word count [23] character count, word length more than 5 characters, word length more than 6 characters and word length more than 9 characters.
B. Writing Style Features
A set of features are used to extract the user mood, user style and may extract a frequent characteristic of negative or positive text. The writing style feature consists of three groups of features: special characters, occurrences of punctuations and occurrences of digits.
C. Emotional Features
Emotion side in tweets is very important factor to classify the tweets whether is it positive or negative. For Arabic language there is no standard lists for negative and positive emotions. Hence, we create our own lists. A special emotional feature is created to describe the main negative and positive words lists. It contains four features, positive words, negative words, combination of positive words, and combination of negative words. Table II shows an example of emotional features. 
D. Grammatical Features
Grammatical features describe the grammars that are used in Arabic tweets. It consists of seven grammar roles. The features are Kan and sisters ‫ماُ(‬ ‫,)ٗاخ٘اتٖا‬ Enna and sisters ‫اُ(‬ ‫,)ٗاخ٘اتٖا‬ preposition, Plural Words, preposition, Question words and the exception word feature. In English sentiment analysis, the preposition stop words are removed. On Arabic Language it is not easy to remove preposition stop or deals with them as stop words because it is a primary part of Arabic statement.
V. CLASSIFICATION
Classification refers to extract models that recognize significant data from classes [24] . The models define data category and classes' labels. Classification helps to determine unseen information which yield to better understanding for the data. Classification has two primary steps: Learning step and classification step. In the learning step, the model is built using several training examples form the dataset. The training examples contains two divided entities with their related features and end with the class label. Fig. 3 , depicts a simplified example of the training phase. The classifier model produce general rules to be able to classify new tweet to positive or negative in the future. Testing phase evaluate a new set of data using the extracted rules that are defined from the learning phase. The performance of the classifier is evaluated in terms of classification accuracy.
Several machine learning classifiers are employed including Random forest (RF), Regression (CVR), Dagging, Multi-Class-Classifier (MC), Simple Logistic (SL), Naïve-Bayes (NB) and the MultiBoost. The performance of the classifiers is assessed in terms of classification accuracy, average false positive rate, recall, precision, and f − measurements. Classification accuracy is calculated as the number of correctly classified tweets against the total number of tested tweets. Precision is the number of items correctly labeled as to the positive class divided by the total number of elements labeled as belong to the positive class. F-measurements is the average of the recall and precision.
VI. EXPERIMENTAL RESULTS
Several experiments were conducted to test the performance of the proposed scheme. Numerous feature selections and classification techniques are shown. We demonstrated the potential and the much-improved performance of the proposed technique. The new proposed PJAD dataset is used for the simulation experiments.
A. Experiment 1: Hold-Out Test
In this test, we partitioned the 2000 tweets into two independent datasets. Nearly 70% of the tweets (1400 tweets) are used to train the classifiers and build the classification model. The testing tweets (30%) are then used by the classification model. The anticipated tweets are compared with the right class and the accuracy is calculated. Table III show the number of tweets that are correctly classified, not classified correctly classified, true positive rate (TPR) and false positive rate (FPR) for each classifier. Best results are achieved by Simple Logistic classifier (71.5%), TPR (0.715) and low FPR (0.288) due to the given weights for features like liner function tends (see Fig. 4 for accuracy comparisons) . Fig. 5, 6 and 7 depict the detailed analysis, we show the F-measurements, recall, and Precision over four classifiers with 70% -30% holdout-test. 
B. Experiment 2: Cross-Validation Test
For the second experiment, all the 2000 tweets of the dataset are used and divided into ten separate sets where nine of them are used for training and the tenth one is used for testing. The algorithm runs for ten times and the average accuracy across all the folds is calculated.
The accuracy of the correctly and incorrectly classified instances is presented in Fig. 8 . Clearly, the results are acceptable for all classifiers taking into consideration that some tweets are confusing where the tweets are neutral. Table IV shows the number of tweets that are correctly classified, not classified correctly classified, true positive rate (TPR) and false positive rate (FPR) for each classifier. Best results are achieved by Dagging classifier (72.83%), TPR (0.728) and low FPR (0.272) due to it is training over SVM classifier. Several classifiers are presented to prove that the extracted features are effective and the system perform well with any classifier. Fig. 9, 10 and 11 depict the detailed analysis, we show the Fmeasurements, recall, and precision over several classifiers with 10 cross validation.
The cross-validation test results are often less than the holdout test as the procedure used with the cross-validation test is to test the datasets ten times rather than one time for hold-out test. However, the results remain even with small increase. There are no unnatural changes between the two validation tests. It is clear from the tables above that the proposed features set is powerful for distinguishing between the positive and negative tweets with a performance accuracy of 72% and low FPR of 2%. In general, the proposed features set is proved to be effective to this problem with acceptable accuracy rate (considered high) taking into consideration, the tweets are randomly chosen and never been filtered. Moreover, the neutral tweets need to be classified as positive or negative tweet and this might confuse any trained classifier. Some Arab tweets authors have positive and negative opinion in the very same tweet, making the tweet classification is quite difficult. Different writing behaviors for each writer and the baffling words in Arabic language makes it a challenging task to recognize whether the tweet is positive or negative.
VII. CONCLUSION
A new sentiment analysis framework for Arabic language is proposed. The main attractive idea of the new schema is the Arabic features that deals with the complexity of the language. Four general features categories are proposed including lexicon, grammatical, writing style, and emotional features. 
