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Abstract
Quasi-steady state (QSS) reduction is a commonly used method to lower the dimension of a
differential equation model of a chemical reaction network. From a mathematical perspective,
QSS reduction is generally interpreted as a special type of singular perturbation reduction, but
in many instances the correspondence is not worked out rigorously, and the QSS reduction may
yield incorrect results. The present paper contains a thorough discussion of QSS reduction and its
relation to singular perturbation reduction for the special, but important, case when the right hand
side of the differential equation is linear in the variables to be eliminated. For this class we give
necessary and sufficient conditions for a singular perturbation reduction (in the sense of Tikhonov
and Fenichel) to exist, and to agree with QSS reduction. We then apply the general results to
chemical reaction networks with non-interacting species, generalizing earlier results and methods
for steady states to quasi-steady state scenarios. We provide easy-to-check graphical conditions to
select parameter values yielding to singular perturbation reductions and additionally, we identify
a choice of parameters for which the corresponding singular perturbation reduction agrees with
the QSS reduction. Finally we consider a number of examples.
MSC (2010): 92C45, 34E15, 80A30, 13P10
Key words: Reaction networks, dimension reduction, non-interacting sets, linear elimination,
invariant sets, critical manifold.
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1 Introduction
Mathematical modelling of chemical reaction networks naturally yields a large class of (typically)
polynomial ordinary differential equations (ODEs). Beyond chemistry and biochemistry, this class of
differential equations is also useful in applications to ecology, epidemiology and genetics. These ODE
systems often contain many variables (e.g. concentrations of chemical species) and parameters e.g. rate
constants), and moreover the parameters may not be exactly identifiable by experiments. Therefore a
general study of systems with undetermined parameters is appropriate, and possible reduction of such
systems to smaller dimension is particularly relevant.
Quasi-steady state (QSS) reduction is commonly used in (bio-)chemistry and related fields, but
rarely for differential equations in other areas of application. The method was introduced, for a
model of an enzyme-catalyzed reaction, by Michaelis and Menten in 1917 and (based on different
assumptions) by Briggs and Haldane [3] in 1925. The reasoning of these authors used intuition about
the specifics and parameters of such reactions. In contrast, the insight that singular perturbation
theory (based on Tikhonov’s 1952 paper [19]) can explain quasi-steady state phenomena is due to
Heineken et al. [13] in 1967, and the analysis of the basic Michelis-Menten reduction was brought to
a conclusion by Segel and Slemrod [16] in 1989. Nowadays QSS is widely seen as a special type of
a singular perturbation scenario in the sense of Tikhonov and Fenichel [8], although many authors
still use QSS reduction without verifying the necessary conditions for singular perturbation reduction.
For the reader’s convenience, we give a brief outline of singular perturbation reduction (including a
coordinate-free version) in the Appendix.
A general mathematical study of quasi-steady state reduction, including consistency and validity
requirements, and establishing agreement of QSS and singular perturbation reduction under rather
restrictive conditions, was carried out in [12]. In the present paper we continue this study for a special
(but quite relevant) class of differential equations. Building on [10, 12] we study ODE systems that
depend linearly on the variables to be eliminated. To compute the singular perturbation reduction, we
use the coordinate-free approach introduced in [10] (see also Appendix 4 in [12]). We thus determine
explicitly the two types of reduction for this general class of systems, and then obtain necessary and
sufficient conditions for their agreement (up to higher order terms).
The motivation for studying this class of differential equations comes from reaction networks where
the correct form of the ODE system can be identified by means of a set of non-interacting species
(under the assumption of mass-action kinetics), as introduced in [6, 7, 15]. A set of non-interacting
species (variables) can be inferred from the reactions of the network alone without scrutinizing the
analytical form of the ODE system, and will appear linearly in the differential equations.
In the setting of non-interacting species, we give general necessary and sufficient criteria for the
existence of a Tikhonov-Fenichel reduction, and furthermore we provide necessary and sufficient criteria
for the Tikhonov-Fenichel reduction to agree with the QSS reduction. The linear structure of the ODE
system (in the variables to be eliminated) provides easy to check sufficient graphical criteria. For
smaller reaction networks, the graph and the criteria can easily be constructed and checked by hand,
providing criteria that are readily usable by application-oriented scientists.
We end the paper with a number of examples to illustrate the usefulness and limits of the graphical
approach. In particular we study so-called post-translational modification (PTM) systems of which
the classical Michaelis-Menten system is a special case, and further examples from the chemical and
ecological literature.
2 Linear elimination and reduction
2.1 Motivation and background: Reaction networks
We consider a system of ordinary differential equations (ODEs) arising from a reaction network. A
reaction network (or network for short) with species set S = {X1, . . . , Xn} consists of a set of reactions
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R = {r1, . . . , rm}, such that the i-th reaction takes the form
(1)
n∑
j=1
γijXj −−→
n∑
j=1
γ′ijXj,
where γij , γ
′
ij ∈ N0, are non-negative integers. The left hand side is called the reactant of the reaction,
the right hand side, the product, and jointly they are complexes. We will assume that any species takes
part in at least one reaction and that the reactant and product sides are never identical, that is, it
cannot be that γij = γ
′
ij for all j = 1, . . . , n.
A reaction network gives rise to an ODE system of the form
(2) y˙ = Nv(y), y ∈ Rn≥0,
where y˙ denotes derivative with respect to time t, N is the stoichiometric matrix, that is, the i-th
column of N is the vector with j-th entry γ′ij − γij , and v(y) is a vector of rate functions defined
on an open neighborhood of Rm≥0 and non-negative on R
m
≥0. Under the additional assumption that
vi(y) vanishes whenever yj = 0 and γ
′
ij < γij , that is, whenever Xj is consumed by the reaction, the
non-negative orthant Rn≥0 as well as the positive orthant R
n
>0 are forward invariant by the trajectories
of the system [17]. Of particular interest is mass-action kinetics with
v = (v1, . . . , vm), vi(y) = κi
n∏
j=1
y
γij
j , κi > 0,
where κi is the (non-negative) reaction rate constant. Formally, the borderline case κi = 0 corresponds
to removing a reaction, and we are also interested in such scenarios.
In [6, 7, 15], a reduction procedure was introduced for the computation and discussion of steady
states of an ODE system (2). It centers around the algebraic elimination at steady state of variables
representing the concentrations of so-called non-interacting species : Let Z = {Z1, . . . , ZP } ⊆ S be a
subset of the species set and let X = S \ Z = {X1, . . . , Xn} be the complementary subset (where the
species potentially are relabelled compared to (1)). If, after writing the reactions as
(3)
n∑
j=1
βijXj +
P∑
j=1
δijZj −−→
n∑
j=1
β′ijXj +
P∑
j=1
δ′ijZj , i = 1, . . . ,m,
the conditions
P∑
j=1
δij ≤ 1,
P∑
j=1
δ′ij ≤ 1
are satisfied, then the set Z is said to be non-interacting and its elements are called non-interacting
species. Intuitively, two or more species are non-interacting if they are never found together in the
same complex. This implies for mass-action kinetics that the variables corresponding to non-interacting
species appear linearly in the ODE system. The vector of concentrations of the non-interacting species
and the remaining species are denoted by z = (z1, . . . , zP ) and x = (x1, . . . , xn), respectively. Hence
in this terminology y = (x, z) ∈ Rn+P . It was shown in [7] that one may parameterize z1, . . . , zP by
x at steady state, given suitable regularity conditions on the Jacobian matrix and assuming the rate
functions are linear in z. In the present paper we will extend this reduction procedure to the case of
quasi-steady state reduction.
2.2 The general setting
We first discuss the reduction procedures in a context that is not restricted to reaction networks, just
keeping the characteristic property of reaction equations with non-interacting species. This class of
equations, and their reductions, may be of interest beyond reaction networks.
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We consider a parameter dependent ODE system that is linear in z, that is,
(4)
x˙ = a(x, π) + A(x, π)z
z˙ = b(x, π) + B(x, π)z,
with the following conditions on the domains of definition and the functions:
• π is a parameter vector varying in a subset Π of Rq (for some q), with the property that for
every π˜ ∈ Π there is a smooth curve σ : [0, 1] → Π such that σ(0) = π˜ and σ(s) ∈ intΠ for all
s > 0; in particular intΠ is dense in Π. (For applications to reaction networks, we will have
R
q
>0 ⊆ Π ⊆ R
q
≥0.)
• There are distinguished open and non-empty sets V1 ⊆ Rn, V2 ⊆ Rp such that
– a, b, A, B are (vector-valued resp. matrix-valued) functions of dimension n × 1, p × 1,
n × p, and p × p, respectively, that are defined and sufficiently differentiable on an open
neighborhood of V1 ×Π;
– V1 × V2 is positively invariant for system (4), for any π ∈ Π.
(In applications to reaction networks, we will have V1 = R
n
>0 and V2 = R
p
>0, where p ≤ P is to
be defined later.)
• For given π ∈ Π define
Ω∗π :=
{
x | a(x, π), A(x, π), b(x, π), B(x, π), are defined and sufficiently differentiable
}
and
Ωπ :=
{
x ∈ Ω∗π |B(x, π) is invertible
}
,
noting that both are open subsets of Rn and V1 ⊆ Ω
∗
πˆ.
The general question is whether (and how) it is possible to eliminate z, thus obtaining a reduced
system in x alone. For reaction networks, the “classical” quasi-steady state (QSS) reduction (see Briggs
and Haldane [3], Segel and Slemrod [16] for the Michaelis-Menten system, and many others) has been
in use for a long time. For this heuristic reduction procedure one assumes invertibility of B(x, π) for
all x and furthermore assumes that the rate of change for z is equal to zero (or rather, almost zero in
a relevant time regime). Then the ensuing algebraic relation
0 = z˙ = b(x, π) +B(x, π)z
yields the QSS reduced system
(5) x˙ = a(x, π)−A(x, π)B(x, π)−1b(x, π), x ∈ Ωπ.
A priori this is a formal procedure, and one should not generally expect any similarity between
solutions of (4) and (5). But this may be the case in certain parameter regions. A general discussion of
QSS reductions, consistency conditions and their relation to singular perturbations was given in [12].
In the present paper we will obtain detailed results for systems of the special type (4).
When Michaelis and Menten, and Briggs and Haldane, introduced QSS reduction, singular per-
turbation theory did not even exist. But starting with the seminal paper [13] by Heineken et al., the
interpretation of QSS reduction as a singular perturbation reduction in the sense of Tikhonov [19]
and Fenichel [8] has been established in the literature. A convenient version of the classical reduction
theorem is stated in Verhulst [20], Thm. 8.1. We will refer to this version, with all differential equations
autonomous.
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We need to adjust system (4) by introducing a “small parameter” [10, 11]. To this end, we fix a
suitable (to be specified below) parameter value π̂, consider a curve ε 7→ π̂ + επ∗ + · · · ∈ Π in the
parameter space and expand
a(x, π̂ + επ∗ + · · · ) = a0(x) + εa1(x) + · · ·
A(x, π̂ + επ∗ + · · · ) = A0(x) + εA1(x) + · · ·
b(x, π̂ + επ∗ + · · · ) = b0(x) + εb1(x) + · · ·
B(x, π̂ + επ∗ + · · · ) = B0(x) + εB1(x) + · · · ,
where a(x, π̂) = a0(x), A(x, π̂) = A0(x), etc., to obtain a system with small parameter ε, which we
rewrite in the form
(6)
x˙ = a0(x) +A0(x)z + ε (a1(x) + A1(x)z) + · · ·
z˙ = b0(x) +B0(x)z + ε (b1(x) +B1(x)z) + · · ·
for x ∈ Ωπ̂ and z ∈ V2. As before, for a0(x), b0(x), A0(x), B0(x), the dimensions are n × 1, p × 1,
n× p, and p× p, respectively.
This system is in general not in the standard form for singular perturbations given in [20], thus slow
and fast variables are not separated. But assuming the existence of a transformation to standard form
for singular perturbations, at ε = 0 one has a positive dimensional local manifold of stationary points,
usually called the critical manifold. In turn, the existence of such a critical manifold imposes conditions
on the parameter value π̂. (For singular perturbations, this is part of the suitability mentioned above;
see [11, 12] for details.)
The connection between QSS and singular perturbation reductions was generally discussed in [12],
Section 4. The special type of system (4) allows for a simplified, shorter discussion, as follows.
• We consider throughout π such that Ωπ 6= ∅, hence B(x, π) is invertible for some x.
• As shown in [12], Proposition 2, the minimal requirement for QSS to be consistent for all small
perturbations of π̂ is invariance of the QSS variety
Yπ̂ :=
{
(x, z) ∈ Ωπ̂ × V2 |B(x, π̂)z + b(x, π̂) = 0
}
.
This requirement guarantees for small perturbations of π̂ that the x–components of solutions
to (4) with initial value in Yπ̂ remain close to the corresponding solutions of (5), and it is also
necessary for this property.
• The invariance condition may be expressed as(
Db0(x) −DB0(x)(B0(x)
−1b0(x))
) (
a0(x)−A0(x)B0(x)
−1b0(x)
)
= 0, x ∈ Ωπ̂.
(See [12] for the general form; to verify directly in the given setting, evaluate d
dt
(B0(x)z + b0(x)) =
0 on Yπ̂.)
• The invariance condition alone is too weak to ensure quasi-steady state properties on par with
expectations concerning fast-slow timescales. As a simple example, consider the case b0 = 0,
with system
x˙ = a0(x) +A0(x)z + ε (a1(x) +A1(x)z) + · · ·
z˙ = B0(x)z + ε (b1(x) +B1(x)z) + · · · ,
and the QSS variety given by z = 0. Whenever a0 is non-zero, the rate of change for x is of order
one on the QSS manifold characterized by (z˙ = 0, hence) z = O(ε).
• Conclusion (see also the extended discussion in [12], Section 4): The natural way of transferring
the QSS assumption for z to a singular perturbation scenario is to stipulate that at ε = 0, the
equation B0(x)z + b0(x) = 0 defines a set of stationary points of system (6).
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The above definitions and reasoning lead us to assume the following conditions in the sequel.
Blanket conditions.
(i) Ωπ̂ ∩ V1 6= ∅.
(ii) z = −B0(x)−1b0(x) defines a set of stationary points of system (6) for ǫ = 0, thus
a0(x)−A0(x)B0(x)
−1b0(x) = 0
holds for all x in Ωπ̂. We denote the critical set defined by z = −B0(x)
−1b0(x) by Yπ̂ .
One may rephrase the second condition for the original parameter dependent system (4) as an
identity
a(x, π̂)−A(x, π̂)B(x, π̂)−1b(x, π̂) = 0 for all x ∈ Ωπ̂,
which, in turn, imposes conditions on the parameter value π̂. Thus we obtain a special instance of a
Tikhonov-Fenichel parameter value, briefly TFPV, as introduced in [11], but for a prescribed critical
manifold.
We now turn to reductions of system (6), starting with the singular perturbation reduction with
prescribed critical manifold Yπ̂. It will be convenient to introduce
w(x) := B0(x)
−1b0(x) ∈ R
p for x ∈ Ωπ̂,
and thus have
z = −w(x) on Yπ̂
by the blanket conditions, as well as
b0(x) +B0(x)z = B0(x) (w(x) + z) ,
a0(x) +A0(x)z = A0(x) (w(x) + z) .
We now carry out the decomposition and reduction procedure from [10, Theorem 1, Remarks 1
and 2] with
(7) h(0)(x, z) =
(
a0(x) +A0(x)z
b0(x) +B0(x)z
)
, h(1)(x, z) =
(
a1(x) +A1(x)z
b1(x) +B1(x)z
)
.
(We note that, in the given situation, reduction formulas provided earlier by Fenichel [8] and Stiefen-
hofer [18] are also applicable.) The following is a straightforward application of [10].
Lemma 1. Assume blanket conditions (i) and (ii) hold.
(a) Decomposition: One has(
a0(x) +A0(x)z
b0(x) +B0(x)z
)
=
(
A0(x)
B0(x)
)
· (w(x) + z) = P (x) · µ(x, z),
where P (x) =
(
A0(x)
B0(x)
)
and µ(x, z) = w(x) + z is a map from Ωπ̂ × R
p to Rp, and furthermore
Dµ(x, z) =
(
Dw(x) Ip
)
∈ Rp×(n+p).
(Here Ip denotes the p× p identity matrix.)
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(b) Condition for reducibility: Define
∆(x) := Dµ(x, z) · P (x)
= Dw(x)A0(x) +B0(x) =M(x)B0(x) on Yπ̂,
with
M(x) := Dw(x)A0(x)B0(x)
−1 + Ip ∈ R
p×p on Yπ̂.
Then a (local) Tikhonov-Fenichel reduction with a linearly attractive critical manifold Yπ̂ exists if
and only if the open set
Ω˜π̂ := {x ∈ Ωπ̂ | all eigenvalues of ∆(x) lie in the open left half plane } ⊆ Ωπ̂
is non-empty.
(c) Under the conditions stated in (b), the reduced system on Yπ̂, in slow time scale τ = εt, is obtained
by multiplication of the projection matrix
Q(x) := In+p −
(
A0(x)∆(x)
−1
B0(x)∆(x)
−1
)
·
(
Dw(x) Ip
)
= In+p −
(
A0(x)B0(x)
−1M(x)−1
M(x)−1
)
·
(
Dw(x) Ip
)
with
h(1)(x) =
(
a1(x)−A1(x)w(x)
b1(x) −B1(x)w(x)
)
as in (7).
To keep notation manageable, we now suppress the argument x in a0, a1, A0, A1, b0, b1B0, B1 w,∆,M
and their derivatives. The essential part of the reduction is given in the following proposition. Note
that on Yπ̂ it suffices to consider the equation for x.
Proposition 2. Given the blanket conditions (i) and (ii), assume that the conditions in part (b) of
Lemma 1 hold, and consider Q as a 2 × 2 block matrix of dimension (n, p) × (n, p). Then the upper
left block equals
In −A0 B
−1
0 M
−1Dw
and the upper right block equals
−A0B
−1
0 M
−1.
The reduced equation, in slow time τ = εt, on Yπ̂ yields the system
(8)
dx
dτ
=
(
In −A0B
−1
0 M
−1Dw
)
(a1 −A1w)−
(
A0B
−1
0 M
−1
)
(b1 −B1w)
for the projection of a solution (x(τ), z(τ)) of the reduced system on Yπ̂ to its first component. This
may be rewritten as
dx
dτ
=
(
In −A0 (DwA0 +B0)
−1Dw
)
(a1 −A1w) −A0 (DwA0 +B0)
−1 (b1 −B1w) .
This general reduction formula may seem rather unwieldy, given the seemingly simple starting
point (4). For the purpose of illustration we look at the smallest dimension.
Proposition 3. For n = p = 1 the reduced system in slow time is given by
dx
dτ
=
(B0a1 −A0b1)− (B0A1 −A0B1)w
B0 + w′A0
.
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We also make note of an important special case.
Proposition 4. When w is constant, then the reduced equation is given by
dx
dτ
= a1 −A1w −A0B
−1
0 (b1 −B1w).
In particular when w = 0 (thus the critical manifold is given by z = 0) the reduced equation in slow
time reads
dx
dτ
= a1 −A0B
−1
0 b1.
Having obtained the singular perturbation reduction, we compare it to the classical quasi-steady
state reduction.
Proposition 5. Assume blanket conditions (i) and (ii) hold.
(a) The classical quasi-steady state reduction of system (6) yields the QSS-reduced system
(9)
dx
dτ
=
(
a1 −A1w −A0B
−1
0 (b1 −B1w)
)
+ ε(· · · )
in slow time.
(b) The classical QSS reduction agrees with the singular perturbation reduction (up to higher order
terms in ε) if and only if
(10) A0B
−1
0 M
−1Dw
(
A0B
−1
0 (B1w − b1)− (A1w − a1)
)
= 0.
Given this condition, Tikhonov’s theorem also applies to the QSS reduction.
Proof. The second equation in (6) shows
z = −(B0 + εB1 + · · · )
−1(b0 + εb1 + · · · ).
With the geometric series one has
(B0 + εB1 + · · · )−1 = B
−1
0 (I + εB1B
−1
0 + · · · )
−1
= B−10 − εB
−1
0 B1B
−1
0 + · · ·
and therefore
z = −B−10 b0 + ε(B
−1
0 B1B
−1
0 b0 −B
−1
0 b1) + · · ·
Substitution into the first equation of (6), replacing b0 = B0w and using blanket condition (ii), and
further collecting terms yields the assertion of part (a). As for part (b), comparing equations (8) and
(9) one obtains as necessary and sufficient conditions:
A0B
−1
0 (B1w − b1) = A0B
−1
0 M
−1 (B1w − b1)
+ A0B
−1
0 M
−1Dw (A1w − a1)
⇔ A0B
−1
0
(
Ip −M−1
)
(B1w − b1) = A0B
−1
0 M
−1Dw (A1w − a1)
⇔ A0B
−1
0 M
−1 (M − Ip) (B1w − b1) = A0B
−1
0 M
−1Dw (A1w − a1)
⇔ A0B
−1
0 M
−1DwA0B
−1
0 (B1w − b1) = A0B
−1
0 M
−1Dw (A1w − a1)
recalling the definition of M in the last step. The last assertion holds since (as noted in [12]) higher
order terms in ε are irrelevant for the convergence statement in Tikhonov’s theorem.
We recover a special case of [12], Prop. 5.
Corollary 6. When w is constant (in particular when b0 = 0), then the differential equations for the
singular perturbation reduction and the QSS reduction in slow time agree up to terms of order ε.
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In general the QSS heuristic and singular perturbation reduction yield substantially different results,
and the reduction by QSS is incorrect. However, for the following notable cases the two reductions are
in agreement.
• Dw = 0, thus w is constant, see Corollary 6. (As will turn out, this case occurs for many reaction
networks.)
• A0 = 0. Here, system (7) is in Tikhonov standard form with slow and fast variables separated.
• A0B
−1
0 (B1w − b1) = A1w − a1. Here, both reductions have right hand side zero.
In dimension 2 this list is complete (as seen by inspection of (10)).
To summarize: Given the blanket conditions (i) and (ii), as well as invertibility of the matrix M
(or ∆) and the eigenvalue condition in Lemma 1(b), we have determined a closed-form version of the
reduced system by singular perturbations and clarified its relation to the classical QSS heuristic. The
next step will be to apply these results to reaction networks, making use of their special properties.
3 Application to reaction networks
We now return to the reaction networks from Section 2.1, and will extend results from [5, 6] on steady
states to quasi-steady states. We assume that all the conditions stated after equation (4) hold, with
R
q
>0 ⊆ Π ⊆ R
q
≥0, and introduce the following further assumptions and definitions. Note that all
requirements are satisfied for systems with mass-action kinetics.
• The species are ordered as X1, . . . , Xn, Z1, . . . , ZP , such that the concentration vector is (x, z).
• The rate function of a reaction involving the non-interacting species Zi in the reactant is linear
in zi and does not depend on any other zj.
• The rate function of a reaction that does not involve any non-interacting species in the reactant
is constant in zi, i = 1, . . . , P .
• We order the set of reactions such that the first m1 reactions only have species in X in the
reactant (without restrictions on the product), and the last m2 reactions all have one non-
interacting species in the reactant (and at most one in the product). Thus, m = m1 +m2.
At the outset we consider a general parameter vector κ = (κ1, . . . , κq) ∈ Π varying in the parameter
set Π. Let v1(x, κ) denote the vector of rate functions for the first m1 reactions (which by assumption
do not depend on z) and let v2(x, z, κ) be the vector of rate functions for the last m2 reactions (which
by assumption each component is linear in the concentration of the only non-interacting species in
the reactant). Recall that, by assumption, all these functions are defined for all (x, κ) in an open
neighborhood of Rn≥0 ×R
q
≥0, and all z ∈ R
P . We further assume forward invariance of Rn≥0 × R
P
≥0 for
system (2).
The dynamical system (2), which evolves in Rn+P≥0 (by the invariance), may then be written as(
x˙
z˙
)
= Nv(x, z, κ) =
(
N11 N12
N21 N22
)(
v1(x, κ)
v2(x, z, κ)
)
=
(
N11
N21
)
v1(x, κ) +
(
N12
N22
)
v2(x, z, κ).(11)
Here the size of N11 is n×m1, that of N21 is P ×m1, that of N12 is n×m2 and that of N22 is P ×m2.
By assumption v2(x, z, κ) is linear in z, hence
(12)
(
N12
N22
)
v2(x, z, κ) =
(
K1(x, κ)
K2(x, κ)
)
z,
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where K1 is a n × P matrix and K2 is a P × P matrix. We might take the system (11) with (12)
inserted to be of the form (4). However, we will refrain from doing so here. Indeed we will modify the
system before making the identification with (4).
We note some crucial properties of K2(x, κ), most of which were already shown in [5, 6].
Lemma 7. Let κ ∈ Π, and let Ωκ be non-empty. Then the following hold.
(a) For all x ∈ Ωκ ∩Rn≥0, K2(x, κ) is a compartmental matrix, that is, the diagonal entries of K2 are
non-positive, the off-diagonal entries non-negative, and all column sums are non-positive.
(b) For all x ∈ Ωκ ∩ Rn≥0, all non-zero eigenvalues of K2(x, κ) have negative real part, and for the
eigenvalue 0 (if it occurs) the geometric and algebraic multiplicity are equal.
(c) Assume the rank of K2(x, κ) is equal to p = P − k < P for all x in an open set Ω˜κ ⊆ Ωκ, and
assume there are linearly independent linear forms λ1, . . . , λk on R
P such that λi(K2(x, κ)) = 0
for all x and κ, and 1 ≤ i ≤ k. Then K2(x, κ) restricts to a linear map on Kerλ1 ∩ · · · ∩ Kerλk.
This map is invertible, and its eigenvalues are just the non-zero eigenvalues of K2(x, κ).
Proof. (a) A column of N22 contains one entry −1 and one entry 1 (with all other entries zero) if
it corresponds to a reaction in (3) with some non-interacting species appearing on either side, and
contains just one entry −1 (with all other entries equal to zero) if it corresponds to a reaction with a
non-interacting species appearing just on the left hand side. Since the rate functions are non-negative,
the assertion of (a) follows.
(b) The first assertion of (b) is well known, see e.g. Anderson [1], Thm. 12.1 or Chapter 6 of Berman
and Plemmons [2] (noting that compartmental matrices are negative M-matrices). We include a proof
of the second statement (which also is known) for the sake of completeness: Abbreviate F := K2(x, κ),
with (x, κ) fixed, and consider the linear differential equation z˙ = F · z. For this equation the positive
orthant is positively invariant, and the equation admits the Lyapunov function
∑P
i=1 zi, whence all
solutions in the positive orthant are bounded for positive times. The existence of a non-trivial Jordan
block for the eigenvalue 0 would imply the existence of unbounded solutions for positive times; a
contradiction.
(c) We have shown in (b) that RP is the direct sum of the kernel and the image of F . Since the
image is contained in Kerλ1∩· · ·∩Kerλk, and both have dimension P −k, they are equal. This shows
invertibility and the assertion about the eigenvalues, since ImF is the sum of generalized eigenspaces
for non-zero eigenvalues.
The following remarks further illustrate the general structure of K2(x, κ).
• For fixed κ one may always consider those x for which K2(x, κ) has maximal rank, but this may
force restriction to a non-empty open subset of Ωκ (with some consequences for applying the
reduction results from Subsection 2.2). In the case of mass-action kinetics this subset is open
and dense.
• The relevant case of irreducibleK2(x, κ) (on some open set) deserves closer attention. By Berman
and Plemmons [2], Ch. 6, Thm. 4.16 such matrices are either invertible or have one dimensional
kernel. Going back to the argument in the proof of Lemma 7(a), we see that the latter can
happen only if all columns of N22 contain an entry 1 and an entry −1, but this means that∑P
i=1 zi is a linear first integral, hence the hypothesis of Lemma 7(c) is satisfied.
We now require explicitly that in the situation of Lemma 7(c), all linear forms λ1, . . . , λk define
first integrals of the system (11) and depend on z alone. Furthermore, we require that they are induced
by stoichiometry, that is, they are defined by vectors in the left kernel of N . This situation is quite
common for chemical and biochemical reaction networks [5, 6, 15]. In particular Ω˜κ = Ωκ in Lemma
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7(c). By considering the coefficients of the linear forms, we may thus write

λ1
...
λk

 =W ∈ Rk×P ,
such that WN21 =WN22 = 0. The following was shown in [5, 15].
Lemma 8. One may choose the λi with pairwise disjoint support and coefficients 0 and 1 only. Thus,
up to reordering of the zj one may assume
W =
(
W ′ Ik
)
∈ Rk×P ,
and any level set Wz = α ∈ Rk≥0 may be rewritten in the form

zp+1
...
zP

 =


α1
...
αk

−W ′


z1
...
zp

 .
Moreover, for any α ∈ Rk≥0 and x in Ωκ (cf. Lemma 7(c)) the linear system in z
α =Wz, 0 = N21v1(x, κ) +K2(x, κ)z
has a unique solution, which is non-negative.
Proposition 9. Consider the situation of Lemma 7(c) with all linear forms induced by stoichiometry
and W,W ′ as in Lemma 8. Denote by K˜2 the p× P -matrix containing the first p rows of K2, by N˜21
the matrix containing the first p rows of N21, and partition
K1 =
(
K11 K12
)
, K˜2 =
(
K˜21 K˜22
)
into matrices with p resp. k = P − p columns. Then for any α ∈ Rk≥0 the restriction of (11) to the
level set Wz = α induces the following system in Rn+p≥0 :
x˙ = N11v1(x, κ) +K12(x, κ)α + (K11(x, κ)−K12(x, κ)W
′) z1:p(13)
z˙1:p = N˜21v1(x, κ) + K˜22(x, κ)α +
(
K˜21(x, κ) − K˜22(x, κ)W
′
)
z1:p,
where z1:p = (z1, . . . , zp).
Proof. This follows from replacing (zp+1, . . . , zP ) in (11) by way of Lemma 8.
In the following ve take V1 = R
n
>0 and V2 = R
p
>0. Consider a curve in the joint parameter space of
κ and α, (κ, α) = (κ̂, α̂) + ǫ(κ∗, α∗) + . . . ∈ Π×Rk≥0. Then system (13) can be written in the form of
(6) with
(14) a0(x) = N11v1(x, κ̂) +K12(x, κ̂)α̂, A0(x) = K11(x, κ̂)−K12(x, κ̂)W
′
(15) b0(x) = N˜21v1(x, κ̂) + K˜22(x, κ̂)α̂, B0(x) = K˜21(x, κ̂)− K˜22(x, κ̂)W
′.
Proposition 10. Assume that notation and hypotheses are as in Proposition 9.
(a) If κ̂ is such that K2(x, κ̂) has rank p in Ωκ̂, then B0(x) = K˜21(x, κ̂) − K˜22(x, κ̂)W
′ is invertible
and all its eigenvalues have negative real part. In particular blanket condition (i) is satisfied.
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(b) If furthermore v1(x, κ̂) = 0 and α̂ = 0, then a0(x) = 0 and b0(x) = 0, and blanket condition (ii)
is satisfied. By (a) and Lemma 1(b), M = Ip and a Tikhonov-Fenichel reduction with a linearly
attractive slow manifold exists. Furthermore w = 0, hence Propositions 4 and 5 apply and the
singular perturbation reduction agrees with the classical QSS reduction.
(c) If blanket condition (ii) is satisfied and w is constant, then ∆ = B0 and a Tikhonov-Fenichel
reduction with a linearly attractive slow manifold exists. By Corollary 6, the singular perturbation
reduction agrees with the classical QSS reduction.
Proof. The first statement of part (a) is just a reformulation of Lemma 7(c). The remaining assertions
are clear.
It was shown in [15] that the classical QSS reduction system can be interpreted as the ODE system
associated with a reduced network in the species in X with an appropriate choice of kinetics. We will
not go further into this here.
When the rate functions are multiple of some entry of κ, it follows from system (13) and the
assumptions and notation of system (6) that
a1(x) = N11v1(x, κ
∗) +K12(x, κ
∗)α̂+K12(x, κ̂)α
∗ A1(x) = K11(x, κ
∗)−K12(x, κ
∗)W ′,
b1(x) = N˜21v1(x, κ
∗) + K˜22(x, κ
∗)α̂+ K˜22(x, κ̂)α
∗, B1(x) = K˜21(x, κ
∗)− K˜22(x, κ
∗)W ′,
hence A0, A1, resp. B0, B1, are the same functions evaluated in different parameter points (c.f. (14),
(15)).
To conclude this section, we illustrate that some of the first linear integrals from Lemma 7 may
depend on x and κ in some situations, and therefore may not all be induced by stoichiometry.
Example 1. Consider the network Z2
κ1←−− Z1
κ2−−→ Z3 with only non-interacting species and mass-
action kinetics. The matrix K2(x, κ) is found from
Nv2(x, z, κ) =

−1 −11 0
0 1

(κ1z1
κ2z1
)
=

−(κ1 + κ2) 0 0κ1 0 0
κ2 0 0

 z.
This matrix vanishes when evaluated at the two linear forms z1 + z2 + z3 and κ3z1 − κ2z2. Both of
these forms are independent of x, but only the first is independent of κ. Similarly, consider the network
Z1
κ1←−− X1
κ2−−→ Z2 with two non-interacting species Z1, Z2 and mass-action kinetics. Now m2 = 0
and the matrix K2(x, κ)z is obtained from
N22v2(x, z, κ) =
(
0 0
0 0
)
z.
(Note that N22 is a 2 × 0 matrix and v2(x, z, κ) is a 0× 1 matrix.) Hence, this matrix vanishes when
evaluated at any linear form. However, the ODE system admits only one independent linear first
integral in z1, z2, namely κ3z1 − κ2z2, which depends on the choice of reaction rate constants.
4 The non-interacting graph
In this section we relate the results of the previous section to a particular labelled multi-digraph built
from the reaction network and the set of non-interacting species, thus extending the formalism intro-
duced in [15] from steady state to quasi-steady state. The two blanket conditions may be interpreted
in terms of conditions on this graph, which (at least for relatively small networks) allows for easy
identification of TFPVs.
12
We keep the special designations for Π, Ωκ etc. from Section 3. Recall that the vector of rate
functions takes the form v(x, z, κ) = (v1(x, κ), v2(x, z, κ)) and that v2(x, z, κ) is linear in z, with each
component depending on one zj . Therefore, we write
v2(x, z, κ)i = ν2(x, κ)izj , j = j(i),
if Zj is the non-interacting species in the reactant of the considered reaction rm1+i. Recall that the
rate functions are evaluated only in the non-negative orthant. We now decide for what values of the
parameters κ the blanket conditions (i) and (ii) are satisfied.
Given κ, we follow [15] and introduce a labelled multi-digraph Gκ = (N , Eκ) describing the part of
the network relating to the non-interacting species only. The node set is
N = {Z1, . . . , ZP , ∗}
and the edge set Eκ is defined by the following edges and labels, for each reaction ri, i = 1, . . . ,m,
Zj
ν2(·,κ)i
−−−−−→ Zk if rm1+i involves Zj in the reactant and Zk in the product,
Zj
ν2(·,κ)i
−−−−−→ ∗ if rm1+i involves Zj in the reactant and no non-interacting species in the product,
∗
v1(·,κ)i
−−−−−→ Zk if ri involves no non-interacting species in the reactant and Zk in the product.
The labels are functions of x. We let ℓκ(e) denote the label of a given edge e, which in turn is a
function of x. For a submulti-digraph G′ = (N ′, E ′) of Gκ, we define the label of G′ by
ℓκ(G
′) =
∏
e∈E′
ℓκ(e).
Let Gκ = G0κ ∪ G
1
κ ∪ . . . ∪ G
d
κ be the partitioning of G into its connected components G
i
κ = (N
i, E iκ),
such that G0κ is the component containing the node ∗. The component G
0
κ consists of only the node ∗
if all edges of Gκ are between two non-interacting species. Since all species of the network are in at
least one reaction (by assumption), all non-interacting species nodes will be connected to at least one
other node, potentially ∗. Therefore a connected component cannot consist of only one non-interacting
species. For each connected component Giκ, i = 1, . . . , d, there is a corresponding first linear integral
λi (as in Lemma 8) with coefficient one for the entries corresponding to the nodes V ∈ Giκ and zero
otherwise [5]. Hence d ≤ k in Lemma 7(c) and our assumption that all linear forms are induced by
stoichiometry imposes d = k. Let αi =
∑P
j=1 λijzj be the conserved amount.
Furthermore, let Θκ,i(V ), i = 0, 1, . . . , d, be the set of spanning trees rooted at the node V ∈ N i.
To be precise, the edges of a spanning tree are directed towards V , and there is precisely one outgoing
edge for each V ′ ∈ N i, except for the root V . Furthermore, the set of spanning trees which have
positive labels when evaluated for x ∈ Ωκ ∩ Rn≥0 is denoted as
Θ+κ,i(V ) = {τ | τ ∈ Θκ,i(N), ℓκ(τ) > 0 in Ωκ ∩ R
n
≥0}.
Next we relate the blanket conditions to conditions on the graph. For convenience we consider the
joint parameter space of κ and α, and let (κ, α) = (κ̂, α̂) + ǫ(κ∗, α∗) + . . . with κ̂ ∈ Π, α̂ ∈ Rd≥0 be a
curve in the joint parameter space for ǫ ≥ 0. Consider the ODE system
x˙ = N11v1(x, κ̂) +K12(x, κ̂)α̂+
(
K11(x, κ̂)−K12(x, κ̂)W
′
)
z1:p,
z˙1:p = N˜21v1(x, κ̂) + K˜22(x, κ̂)α̂+
(
K˜21(x, κ̂)− K˜22(x, κ̂)W
′
)
z1:p,
or in the notation of (14) and (15),
x˙ = a0(x) +A0(x)z1:p, z˙1:p = b0(x) +B0(x)z1:p.
The next lemma tells us that blanket condition (i) corresponds to the existence of at least one
rooted spanning tree with positive label in each connected component, and the root must be ∗ for the
component G0κ.
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Lemma 11. B0(x) is invertible for a fixed κ̂ ∈ Π and x ∈ Ωκ̂ ∩ R
n
≥0 if and only if Θ
+
κ̂,0(∗) 6= ∅ and
∪V ∈N iΘ
+
κ̂,i
(V ) 6= ∅ for all i = 1, . . . , d.
Proof. We have B0(x) = K˜21(x, κ̂) − K˜22(x, κ̂)W ′. It is shown in [5, 15] (with a proof based on the
Matrix-Tree theorem) that invertibility is equivalent to the condition of the lemma.
If at least one of the sets of spanning trees described in the lemma is empty, then there are additional
conservation relations among non-interacting species, as in Example 1, or κ̂ is such that some reactions
have vanishing rate, and hence they are not present in practice.
We now proceed to address blanket condition (ii). To this end, we need to introduce some extra
objects. Let σ be a cycle of the graph G, say in the connected component Gi, e an edge of σ, and define
Γ(σ) = {τ ∪ σ | τ ∈ Θκ̂,i(source of e) and σ \ e is a subgraph of τ},
where ∪ and \ are applied to both node set and edge set. That is, Γ(σ) consists of spanning trees that,
after the addition of an edge, contain the cycle σ. It is shown in [15] that Γ(σ) does not depend on
the choice of e. We consider now the set Σ of the cycles σ of Gκ such that Γ(σ) 6= ∅ and further the
sum of the columns of the stoichiometric matrix N corresponding to the reactions in the cycle does
not vanish on the x-coordinates. That is, if ζσ ∈ Rn denotes the projection onto Rn of the sum of the
reaction vectors of the reaction in σ, the cycle σ belongs to Σ if and only if
ζσ 6= 0 and Γ(σ) 6= ∅.
The first condition means that the net production of the non-interacting species is non-zero in the
reaction path composed of the reactions in the cycle. A cycle consisting of two reactions forming one
reversible reaction never satisfies this condition as the sum would be zero. We let Σ0,Σ1, . . . ,Σd denote
the respective subsets in each connected component of Gκ.
Let I ⊆ {1, . . . ,m1} be the set of indices of the reactions that do not involve any non-interacting
species, that is,
∑P
j=1 δij =
∑P
j=1 δ
′
ij = 0 for i ∈ I. For fixed κ, α, and under blanket condition (i), it
is shown in [15] that in Ω the following equality holds
(16) a0(x) −A0(x)B0(x)
−1b0(x) =
∑
i∈I
v1(x, κ)iξi +
d∑
i=0
αi
qi(x, κ)
∑
σ∈Σi

 ∑
γ∈Γ(σ)
ℓκ(γ)

 ζσ,
where
• α0 = 1 for convenience,
• ξi ∈ Rn is the vector with entries ξij = β′ij − βij (the net production of the species in X in
reaction ri),
• ℓκ(γ) is the label of the subgraph γ of Γ(σ), and has ℓκ(σ) as a factor,
• the function qi(x, κ) is positive if blanket condition (i) is satisfied. In particular, it is the sum of
the labels of the trees in Θ+
κ̂,0(∗) for i = 0 and of the labels of the trees in ∪V ∈N iΘ
+
κ̂,i
(V ) for all
i = 1, . . . , d (c.f. Lemma 11).
We remark that in [15], it is assumed the parameter κ̂ is positive, but this is not necessary as long as
blanket condition (i) holds.
Using equality (16), we see that blanket condition (ii) holds if and only if the right hand side of
(16) vanishes. In the next lemma we obtain a sufficient condition for this to occur.
Lemma 12. Assume blanket condition (i) is satisfied for a fixed κ̂ ∈ Π, and let α̂ ∈ Rd≥0. A sufficient
condition for blanket condition (ii) to be satisfied is that:
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(a) v1(x, κ̂)i = 0 for all i ∈ I,
(b)
∑
γ∈Γ(σ) ℓκ(γ) = 0 for all cycles σ ∈ Σ0 of G
0
κ,
(c) α̂i
(∑
γ∈Γ(σ) ℓκ(γ)
)
= 0 for all cycles σ ∈ Σi of Giκ, i = 1, . . . , k.
These conditions are necessary if the vectors ξi for i ∈ I and ζσ for all σ ∈ Σ are linearly independent.
Sufficient conditions for (b) and (c) to hold are
• ℓκ̂(σ) = 0 if σ ∈ Σ0 is a cycle of G
0
κ,
• α̂iℓκ̂(σ) = 0 if σ ∈ Σi is a cycle of G
i
κ, i = 1, . . . , k.
Proof. The statement is a consequence of the form of the right hand side of (16) as all terms vanish
under the conditions of the lemma. For the second part, we note that ℓκ̂(γ) is a multiple of ℓκ̂(σ).
In the special case of mass-action kinetics, or kinetics for which each of the rate functions is
multiplied by one of the parameters, the first two conditions in Lemma 12 hold if the corresponding
parameters are set to zero. Specifically, we obtain the following corollary, which is a consequence of
Proposition 10 and Lemmas 11 and 12.
Corollary 13. Assume Π = Π1 ×Π2 ⊆ Rm≥0 × R
q−m such that
v1(x, κ)i = κiu1(x, κ
′)i for all i = 1, . . . ,m1
ν2(x, κ)i = κiu2(x, κ
′)i for all i = m1 + 1, . . . ,m,
with u1, u2 functions of x and κ
′ ∈ Π2 taking only positive values. Assume further that Θκ,0(∗) 6= ∅
and ∪V ∈N iΘκ,i(V ) 6= ∅ for all i = 1, . . . , d (whether these hold does not depend on κ).
• Let κ̂ ∈ Π1 × Π2 such that κ̂1:m1 = 0, κ̂i > 0 for i = m1 + 1, . . . ,m, and let α̂ = 0. Then
blanket conditions (i) and (ii) are satisfied and furthermore, w(x) = 0 and all eigenvalues of
∆(x) = B0(x) have negative real part for x ∈ Ωκ ∩ Rn≥0. Consequently, a Tikhonov-Fenichel
reduction exists and agrees with the QSS reduction.
• In particular, there is a choice of parameters for which the QSS reduction can be seen as a
Tikhonov-Fenichel reduction of the original system.
Proof. Any tree in Θκ̂,i(V ), for any i, V with V = ∗ if i = 0, has only edges with source an element
in Z. These edges have label of the form κ̂ju2(x, κ̂
′)j with κ̂
′ ∈ Π2, which by assumption is strictly
positive. Hence, any spanning tree in the relevant sets Θκ̂,i(V ) has positive label. By Lemma 11,
blanket condition (i) holds.
Conditions (a) and (c) from Lemma 12 hold trivially. Consider now a cycle σ ∈ Σ0. If the cycle
contains the node ∗, then the label of the edge with source ∗ is zero, and hence ℓκ̂(σ) = 0. If ∗ is not
in the cycle, then consider any subgraph γ ∈ Γ(σ) 6= ∅. This subgraph contains a spanning tree with
root a node of the cycle. Hence, it must contain an edge with source ∗, which has zero label, implying
that ℓκ̂(γ) = 0 for any γ ∈ Γ(σ). It follows that condition (b) of Lemma 12 is satisfied as well, and
hence blanket condition (ii) holds.
A nice consequence of the Corollary is that if all reactions involve some species in Z in the reactant,
then α̂ = 0 defines a TFPV, regardless of the (positive) values of the reaction rate constants.
Note that if G0κ has only the node ∗, then b0 = 0 and hence w = 0.
Remark 1. A special scenario occurs for so-called intermediate species [6]: these are species that do
not interact with any other species, and are the reactant and the product of at least one reaction. The
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set of these species is obviously a set of non-interacting species. With mass-action kinetics, K2(x, κ)
has full rank and hence there are no linear first integrals in their concentrations. In particular,
b0(x) = N21v1(x, κ), B0(x) = K2(x, κ),
and B0(x) is constant in x. Hence, if blanket conditions (i) and (ii) are satisfied, we need only to
choose κ̂ such that the rate of any reaction producing an intermediate is constant in order to obtain a
valid Tikhonov-Fenichel reduction which further agrees with the QSS reduction (up to irrelevant terms
of higher order in ǫ).
Let us look at this scenario in more detail. By the condition on the production and degradation
of all intermediates, the graph Gκ has one connected component, namely that of ∗, which necessarily
has a spanning tree rooted at ∗. The label of the spanning tree may be zero depending on κ̂. Hence
blanket condition (i) is satisfied if and only if there is a directed path from any intermediate species
to ∗ with positive label.
The cycles of Gκ are of two kinds. A cycle is not in Σ if it does not go through ∗, because the
reactions corresponding to the cycle only involve non-interacting species. If a cycle goes through ∗,
then it contains an edge of the form ∗ −−→ Z. By setting the reaction rate constant of all reactions
of this form to zero, we are guaranteed that (16) is zero, that is, blanket condition (ii) holds. This
straightforwardly implies that b0(x) = 0, hence also w = 0. Hence by Corollary 13 there exists a
Tikhonov-Fenichel reduction and it agrees with the QSS reduction. By Proposition 4 the reduced
system is
dx
dτ
= a1(x)−A0B
−1
0 b1(x).
By the nature of the reactions, the matrices A0 and B0 are constant in the concentrations x.
Before moving to the discussion of realistic examples in the next section, we provide an illustrative
example to show that the conditions in Lemma 12 are sufficient but not necessary.
Example 2. Consider the (artificial) reaction network
X1 + Z1
κ1−−→ 2X1, X1
κ2−−→ 2X1 + Z1, X1 + Z1
κ3−−→ 0, X1
κ4−−→ Z1
with Z = {Z1}, X = {X1}, and assuming mass-action kinetics. The graph Gκ for κ̂ is
Z1 ∗
κ̂1x1
κ̂3x1
κ̂2x1
κ̂4x1
It has exactly two spanning trees rooted at ∗, namely Z1
κ̂1x1−−−→ ∗ and Z1
κ̂3x1−−−→ ∗, so either of these
two coefficients must be non-zero for blanket condition (i) to be fulfilled, see Lemma 11. There are
four possible cycles, but only two are in Σ, namely
σ1 : Z1
κ̂1x1−−−→ ∗
κ̂2x1−−−→ Z1, σ2 : Z1
κ̂3x1−−−→ ∗
κ̂4x1−−−→ Z1.
For each cycle σi, Γ(σi) contains only σi. Furthermore, ζσ1 = 2 and ζσ2 = −2. The other two cycles
have net production of X1 equal to zero. We have I = ∅ and the function on the right side of (16) is
1
q(x1, κ̂)
(
2κ̂1κ̂2x
2
1 − 2κ̂3κ̂4x
2
1
)
=
2x21
q(x1, κ̂)
(
κ̂1κ̂2 − κ̂3κ̂4
)
,
where q(x1, κ̂) is positive if blanket condition (i) holds, that is, if at least one of κ̂1, κ̂3 are positive.
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Blanket condition (ii) is fulfilled by choosing for example κ̂2 = κ̂4 = 0 according to Lemma 12.
However, it is clear that the function also vanishes if κ̂1κ̂2 − κ̂3κ̂4 = 0. This implies the conditions in
Lemma 12 are only sufficient and not necessary.
To complete the example, we note that
a0(x1) = (κ̂2 − κ̂4)x1, A0(x1) = (κ̂1 − κ̂3)x1,
b0(x1) = (κ̂2 + κ̂4)x1 B0(x1) = −(κ̂1 + κ̂3)x1,
hence
w(x1) = B0(x1)
−1b0(x1) = −
κ̂2 + κ̂4
κ̂1 + κ̂3
, ∆(x1) = B0(x1) = −(κ̂1 + κ̂3)x1,
and a Tikhonov-Fenichel reduction exists according to Lemma 1(b). Finally, according to Corollary 6,
the Tikhonov-Fenichel reduction and the QSS reduction agree since w is constant.
5 Examples and applications
5.1 The Michaelis-Menten mechanism
For the purpose of illustration, we will discuss the standard enzyme-substrate mechanism for some
choices of non-interacting sets with mass-action kinetics. (Note that all possible QSS and Tikhonov-
Fenichel reductions of this system are discussed in [11, 12].) The mechanism is
E + S
κ1−−⇀↽−
κ2
C
κ3−−→ E + P.
There are two linear first integrals, which are given by the stoichiometry, namely xE + xC and xC +
xS + xP . The associated ODE system is
x˙E = −κ1xExS + (κ2 + κ3)xC
x˙C = κ1xExS − (κ2 + κ3)xC
x˙S = −κ1xExS + κ2xC
x˙P = κ3xC .
The domain Ωκ̂ depends on the choice of parameters, but one will always have R
n
>0 ⊆ Ωκ̂.
Case Z = {S}. The non-interacting graph for a parameter value κ̂ is
S
κ̂1xE−−−−⇀↽ −
κ̂2xC
∗ .
There is one rooted spanning tree at ∗, namely S
κ̂1xE−−−→ ∗, and by Lemma 11, blanket condition (i)
holds if and only if κ̂1 > 0. For blanket condition (ii) we consider the cycles of the graph. There is
only one cycle
S
κ̂1−−→ ∗
κ̂2−−→ S
which is not in Σ. Here I = {3} and the rate function of the third reaction is κ̂3xC . Hence, by
Lemma 12, blanket condition (ii) holds if and only if κ̂3 = 0.
Now let κ̂1 > 0 and κ̂3 = 0. We verify the reducibility conditions from Lemma 1(b), and we find
B0(x) = −κ̂1xE , w(x) = B0(x)
−1b0(x) = −
κ̂2xC
κ̂1xE
.
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If κ̂2 = 0, then ∆(x) = B0, hence a Tikhonov-Fenichel reduction exists and agrees with QSS, according
to Lemma 1(b) and Corollary 6. If κ̂2 > 0, then
∆(x) = −
(
κ̂1xE +
κ̂2xC
xE
+ κ̂2
)
,
and a Tikohnov-Fenichel reduction exists according to Lemma 1(b); note that here M 6= ∆. However,
the reduction agrees with the QSS reduction only in a degenerate setting: By Proposition 4, we find
that for the two reductions to agree, identity (10) must be satisfied. With
A0B
−1
0 (B1 − b1) =

−11
0

( κ̂2
κ̂1
κ∗1 − κ
∗
2
)
xC , A1w − a1 =

−11
0

( κ̂2
κ̂1
κ∗1 − κ
∗
2
)
xC +

 1−1
−1

κ∗3xC ,
this holds if and only if κ∗3 = 0. However, this implies κ3 = κ̂3+ε
2 · · · for the curve in parameter space,
hence the reduced system is trivial, providing no information. (Moreover, if one makes the obvious
choice κ3 = κ̂3 + εκ
∗
3, then last reaction of the mechanism does not occur at all.)
Case Z = {E,C}. The non-interacting graph for a given κ̂ is
∗ E C
κ̂1xS
κ̂2
κ̂3
with two connected components. There are three rooted spanning trees to consider, namely
E
κ̂1xS−−−→ C, C
κ̂2−−→ E, C
κ̂3−−→ E,
so at least one of the parameters needs to be different from zero in order to satisfy blanket condition
(i) according to Lemma 11. Furthermore, I = ∅ and there is only one cycle in Σ, viz.
σ : E
κ̂1xS−−−→ C
κ̂3−−→ E.
The cycle belongs to the connected component with the linear first integral xE + xC = α1. The set
Γ(σ) contains only σ. By Lemma 12, in conjunction with blanket condition (i), blanket condition (ii)
holds if and only if α̂1κ̂1κ̂3xS = 0. The case that xS vanishes identically may be dismissed, since it
would amount to Z = {E,C, S}. We are left with the following scenarios:
• κ̂1 > 0, and κ̂3 = 0 or α̂1 = 0
• κ̂2 > 0, and κ̂1 = 0 or κ̂3 = 0 or α̂1 = 0
• κ̂3 > 0, and κ̂1 = 0 or α̂1 = 0.
By substituting xC = α1 − xE , we are in the setting of (6) and (15), with
x =
(
xS
xP
)
and z = xE ,
and
b0 = (κ̂2 + κ̂3)α̂1, B0 = −κ̂1xS − (κ̂2 + κ̂3), a0 = α̂1
(
κ̂2
κ̂3
)
, A0 =
(
−κ̂1xS − κ̂2
−κ̂3
)
.
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Moreover
w(x) =
−(κ̂2 + κ̂3)α̂1
κ̂1xS + (κ̂2 + κ̂3)
.
In the cases where α̂1 = 0 or κ̂2 = κ̂3 = 0, we have b0(x) = 0, so ∆ = B0, and all eigenvalues lie on the
left half plane. Consequently, a Tikohnov-Fenichel reduction exists and agrees with the QSS reduction.
When α̂1 6= 0 but κ̂1 = 0, then w(x) is constant and by Proposition 10, a Tikohnov-Fenichel reduction
exists and agrees with the QSS reduction.
The only scenario left to analyze is when κ̂3 = 0 and the remaining parameters are positive, thus
we have a curve εκ∗3 in parameter space. One easily checks that ∆(x) < 0 for all x. But identity (10)
would imply (after some computation) that
κ∗3
(
κ̂2
κ̂1xS + κ̂2
− 1
)
= 0.
This yields a contradiction unless κ∗3 = 0, but the latter characterizes the degenerate case that the last
reaction does not occur at all.
The case Z = {P}. This is a case where no Tikhonov-Fenichel reduction (and no QSS reduction)
exists: The non-interacting graph for κ̂ is
∗
κ̂3xC−−−→ P.
There is no spanning tree rooted at ∗, so blanket condition (i) cannot be satisfied.
5.2 A predator-prey system
The following three dimensional predator-prey system was introduced and discussed in [14] in the
course of a first-principle derivation of the two dimensional Rosenzweig-MacArthur system:
x˙B = κ1xB(1 − xB)− κ2xBxH ,
x˙S = −κ3xS + κ4xBxH ,
x˙H = κ3xS − κ4xBxH + κ5xS − κ6xH ,
with non-negative parameters κ1, . . . , κ6. Here xB stands for the abundance of species B, the prey
while xS resp. xH are abundances of the species S and H (resting and hunting predators). The three
dimensional system is obtained from an individual based stochastic model (see [14], Section 2), upon
scaling the abundance of prey. All Tikhonov-Fenichel parameter values for dimension two, and all
reductions, were determined in [14] and its supplementary material. We investigate here what types
of reductions arise by means of sets of non-interacting sets and Lemmas 11 and 12.
The ODE may be considered to arise from reaction networks with mass-action kinetics in different
ways. We make a choice different from [14] and consider, for example,
B
κ1−−⇀↽−
κ7
2B, B +H
κ2−−→ H, S
κ3−−→ H,
B +H
κ4−−→ B + S, S
κ5−−→ S +H, H
κ6−−→ 0,
with κ1 = κ7.
The network has only two sets of non-interacting species, namely, Z = {H} and Z = {S}. (The
union of these two sets is not a non-interacting set, and neither is {B}. According to [14] there exist
QSS reductions with respect to B, hence our approach will not retrieve all possible QSS reductions.)
We will provide a brief analysis of the two different sets using Lemma 11 and Lemma 12, and
compare the results to the detailed analysis carried out in [14]. In that paper it is shown that in the
case κ̂1 = 0, κ̂2κ̂3κ̂6 = 0 is a necessary condition for the existence of a Tikhonov-Fenichel reduction.
The condition is further divided into 11 cases specifying precisely the parameters that are zero and
those that are not in order to obtain validity. We will discuss these cases from the perspective of
Lemma 11 and Lemma 12, which are used without further reference.
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The case Z = {S}. The non-interacting graph is
S ∗
κ̂3
κ̂4xBxH
κ̂
5
There is one spanning tree rooted at ∗: S
κ̂3−−→ ∗, hence only κ̂3 > 0 is required for blanket condition
(i). Additionally, there is one cycle in Σ, σ : S
κ̂5−−→ S and I = {1, 2, 6, 7}. Hence assuming
• κ̂3 > 0, κ̂1 = κ̂2 = κ̂5 = κ̂6 = 0
implies that blanket conditions (i) and (ii) are satisfied. If in addition κ̂4 = 0, then Corollary 13
applies and a Tikhonov-Fenichel reduction exists and agrees with the QSS reduction. Whenever
κ̂4 > 0, subsection 4.3 of [14] shows that a Tikhonov-Fenichel reduction exists but is not in agreement
with the QSS reduction. Here we have retrieved cases 5 and 9 of [14, Section 3.4.2].
If we consider (16), then Γ(σ) consists of the graph
S ∗
κ̂4xBxH
κ̂
5
which has label κ̂5κ̂4xBxH . This term vanishes when κ̂4 = 0, which gives rise to the following new set
of parameters satisfying blanket conditions (i) and (ii):
• κ̂3 > 0, κ̂5 > 0, κ̂1 = κ̂2 = κ̂4 = κ̂6 = 0.
In this case, w(x) = 0 and hence a Tikohnov-Fenichel reduction exists and agrees with the QSS
reduction; the supplementary material to [14] shows that the reduced system is of Volterra-Lotka type.
This is case 8 from [14, Section 3.4.2].
The case Z = {H}. The non-interacting graph is
H ∗
κ̂4xB
κ̂6
κ̂3xS
κ̂5xS
κ̂
2
x
B
x
H
There are two spanning trees rooted at ∗: H
κ̂4xB−−−→ ∗ and H
κ̂6−−→ ∗, hence κ̂4 > 0 or κ̂6 > 0 are
necessary and sufficient conditions for blanket condition (i). Additionally, I = {1, 7} and there are
three cycles in Σ:
σ1 : H
κ̂2xB−−−→ H, σ2 : H
κ̂6−−→ ∗
κ̂3xS−−−→ H, σ3 : H
κ̂4xB−−−→ ∗
κ̂5xS−−−→ H,
hence, according to Lemma 12, the following possibilities guarantee that blanket conditions (i) and
(ii) are satisfied:
• κ̂4 > 0, κ̂1 = κ̂2 = κ̂5 = κ̂6 = 0,
• κ̂6 > 0, κ̂1 = κ̂2 = κ̂3 = κ̂4 = 0,
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• κ̂4 > 0, κ̂6 > 0, κ̂1 = κ̂2 = κ̂3 = κ̂5 = 0.
If both κ̂3 = κ̂5 = 0 (as in the third case), then Corollary 13 shows existence of a Tikhonov-Fenichel
reduction and agreement with the QSS reduction. If κ̂3 > 0 in the first case or κ̂5 > 0 in the second
case, then a Tikhonov-Fenichel reduction is still obtained but it does not agree with the QSS reduction;
see [14, Section 4.2]. We have retrieved cases 5, 6, 7, 10 and 11 of [14, Section 3.4.2].
If we consider the explicit form of (16), we find that Γ(σ1) consists of two graphs:
H ∗
κ̂5xS
κ̂
2
x
B
x
H
H ∗
κ̂3xS
κ̂
2
x
B
x
H
Furthermore, ζσ1 = (−1, 0)
tr. Hence, the term in (16) corresponding to this cycle has numerator
−κ̂2xBxS(κ̂3 + κ̂5) and is zero in the xS component. For the other two cycles, the sets Γ(σi) contain
only the cycle itself and when added together give the term with numerator (0,−κ̂3κ̂6xS+κ̂4κ̂5xSxB)
tr.
The detailed analysis of the term arising from the cycle σ1 gives the following cases for which blanket
conditions (i) and (ii) hold:
• κ̂4 > 0, κ̂1 = κ̂3 = κ̂5 = κ̂6 = 0,
• κ̂6 > 0, κ̂1 = κ̂3 = κ̂5 = κ̂4 = 0,
• κ̂4 > 0, κ̂6 > 0, κ̂2 > 0, κ̂1 = κ̂3 = κ̂5 = 0.
This gives cases 1, 2 and 3 of [14, Section 3.4.2]. In all cases b0 = 0, hence w = 0, and we obtain a
Tikohnov-Fenichel reduction which agrees with the QSS reduction.
By our approach we could not identify case 4 of the 11 cases listed in [14, Section 3.4.2] correspond-
ing to setting all reaction rate constants to zero except κ̂2 > 0. For an explanation, note that this case
amounts to a QSS reduction with quasi-steady state species B.
5.3 A two substrate mechanism
We consider a mechanism that consists of two substrates A,B that are converted into two products
P,Q through a series of reactions catalysed by an enzyme E; see Cornish-Bowden [4, Chapter 5]. It is
an example of a bi-bi mechanism in the notation of Cleland [9].
E +A
κ1−−⇀↽−
κ2
EA EA+B
κ3−−⇀↽−
κ4
EAB
κ5−−⇀↽−
κ6
EPQ
κ7−−⇀↽−
κ8
EQ+ P EQ
κ9−−⇀↽ −
κ10
E +Q.
Here, the complexes EA,EAB,EPQ,EQ are seen as intermediate or transient complexes in the trans-
formation of A,B into P,Q.
We discuss here just one set of non-interacting species, namely Z = {Z1, Z2, Z3, Z4, Z5}, where
Z1 = E, Z2 = EA, Z3 = EAB, Z4 = EPQ and Z5 = EQ are all species involving the enzyme E.
There is a single linear first integral relating only species in Z, which is λ(z) = z1 + z2 + z3 + z4 + z5
(= α). We further assume mass-action kinetics.
Let (κ, α) = (κ̂, α̂) + ǫ(κ∗, α∗) + . . . be a curve in the joint parameter space with κ̂ ∈ R10≥0 and
α̂ ∈ R≥0. The non-interacting graph G for κ̂ is
∗ Z1 Z2 Z3 Z4 Z5.
κ̂3xB
κ̂4
κ̂5
κ̂6
κ̂7
κ̂8xP
κ̂1xA
κ̂2
κ̂9
κ̂10xQ
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The set Σ has two cycles: The cycle with the edges with labels κ̂1, κ̂3, κ̂5, κ̂7 and κ̂9 that meets
all nodes clockwise, and the cycle with the edges with the rest of the labels that meets all nodes
counter-clockwise, κ̂2, κ̂4, κ̂6, κ̂8 and κ̂10. In both cases Γ(σ) is the cycle itself and the labels are
respectively
κ̂1κ̂3κ̂5κ̂7κ̂9xAxB and κ̂2κ̂4κ̂6κ̂8κ̂10xPxQ,
and furthermore one has I = ∅. Blanket condition (i) is satisfied if there is a spanning tree with
positive labels of the connected component with nodes Z, see Lemma 11. The latter can be achieved
in various ways:
• κ̂2 > 0, κ̂4 > 0, κ̂6 > 0, κ̂8 > 0,
• κ̂2 > 0, κ̂4 > 0, κ̂6 > 0, κ̂9 > 0,
• κ̂2 > 0, κ̂4 > 0, κ̂7 > 0, κ̂9 > 0,
• κ̂2 > 0, κ̂5 > 0, κ̂7 > 0, κ̂9 > 0,
• κ̂3 > 0, κ̂5 > 0, κ̂7 > 0, κ̂9 > 0,
assuming Z1 to be the root, and similarly if any other node is the root. This gives 25 different
cases. Blanket condition (ii) holds for all positive xA, xB, xP , xQ if and only if κ̂1κ̂3κ̂5κ̂7κ̂9 = 0 and
κ̂2κ̂4κ̂6κ̂8κ̂10 = 0, or α̂ = 0.
We have (with z3 eliminated using the linear first integral)
a0(x) =


0
κ̂4α̂
0
0

 , b0(x) =


0
κ̂4α̂
κ̂5α̂
0

 .
In particular, if α̂ = 0 or κ̂4 = κ̂5 = 0, then a0(x) = b0(x) = 0 and a Tikhonov-Fenichel reduction exists
and agrees with the QSS reduction. By symmetry of the reactions, the same holds if κ̂6 = κ̂7 = 0.
5.4 Post-translational modification systems
Generalities. We will consider here a generalization of the Michaelis Menten system in Section
5.1 known as post-translational modification (PTM) systems [7]. Mass-action kinetics is assumed
throughout.
A PTM system consists of reactions of the form
Si + Sj
aℓi,j
−−−⇀↽ −
bℓi,j
Cℓ, Cℓ
cℓ,k
−−−⇀↽ −
ck,ℓ
Ck, Si
di,j
−−⇀↽ −
dj,i
Sj ,
for i, j, ℓ,m varying in some index sets and aℓi,j , b
ℓ
i,j , cℓ,k, di,j ≥ 0. (Recall that a reaction rate constant
is allowed to be zero in which case the corresponding reaction does not take place.) The species Si
are known as substrates and the species Cℓ as intermediates. The Michaelis-Menten system discussed
earlier is one example of a PTM system (in which the enzyme also plays the role of a substrate). PTM
systems are found in abundance in biological organisms and PTM is considered a general mechanism
for signal transmission [7]. The class of PTM systems also includes the MAPK cascade, a layered
network of reactions in which a signal is filtered. These systems play pivotal roles in the modelling of
cancers and have been studied extensively in the literature, experimentally as well as mathematically.
We will assume that all intermediate species are degraded in the sense that for any Cℓ there exists
a sequence of reactions (with positive rate constants) such that
Cℓ
cℓ,ℓ1−−−→ . . .
cℓk−1,ℓk
−−−−−→ Cℓk
b
ℓk
i,j
−−→ Si + Sj .
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Next, we will study some generic cases of non-interacting species sets in the light of Lemma 11
and Lemma 12. Let κ denote the vector of parameters and assume κ = κ̂ + ǫκ∗ + . . . is a curve in
parameter space with κ̂ ∈ Rm≥0. The case where Z only consists of intermediate species was discussed
in Remark 1.
We consider a generalization of the standard Michaelis-Menten reduction by enzyme and substrate.
For this, assume furthermore that
• All intermediate species are produced and degraded that is, for C ∈ C (in the set of intermediate
species) there is a sequence of reactions such that
Si + Sj −−→ . . . −−→ C −−→ . . . −−→ Sk + Sℓ
• Z = C ∪S, where S = {SK+1, . . . , SM} (potentially after relabelling) is a subset of the substrate
species. Furthermore, assume the graph Gκ has two components, G
0
κ with N
0 = {∗} and G1κ.
Hence there is a linear first integral ∑
i : Ci∈C
zi +
∑
i : Si∈S
zi
relating the non-interacting species, and if there is a non-interacting species in the reactant
(product) of a reaction, then there is one in the product (reactant) of the same reaction.
Assume that blanket conditions (i) and (ii) are satisfied, for example by choosing rate constants
or conserved amounts such that Lemma 11 and Lemma 12 are applicable. Note that any cycle in
Σ contains both substrates and intermediates. Indeed, a cycle of Gκ involving only substrates (resp.
intermediates) corresponds to a reaction path with reactions of the form Si −−→ Sj (resp. Ci −−→ Cj),
hence the net production of species that are not non-interacting is zero and the cycle is not in Σ.
Since G0κ contains only the node ∗, one has b0(x) = 0 and a Tikhonov-Fenichel reduction is exists
and agrees with the QSS reduction. Furthermore, it takes the form in Proposition 4, where a1(x), b1(x),
A0(x), B0(x) are all linear in x, hence the right hand side of the ODE system is a rational function
p(x)/q(x) in x, with p(x), q(x) irreducible polynomials in x. It follows from [7] that the monomials of
p(x) and q(x) only depend on the reactions Si −−→ Sj and whether Si+Sj is connected by a reaction
path to Sk+Sℓ or not, and not on the chain of intermediate species connecting them nor the structure
of the intermediate network as such.
A class of PTM systems. As an example, we consider a modified Michaelis-Menten system with
enzyme E, substrate S, product P and an arbitrary number C1, . . . , Cm of intermediate complexes
(that is, E, S, P are “substrates” in the terminology of the first part). The reactions are
E + S
κ1−−⇀↽−−
κ−1
C1, Ci
γij
−−⇀↽−
γji
Cj , Cm
κ2−−→ E + P,
and we assume that there is a reaction path from C1 to Cm, and mass-action kinetics. We consider
the non-interacting set Z = {E,C1, . . . , Cm} with the linear first integral α = xE + xC1 + · · ·+ xCm .
We have b0 = 0 as the component of ∗ only contains one node. The graph Gκ is of the form
E
C1
Cm
Ci
κ1
xS
κ2
κ
3
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where the dashed circle represents the edges among the intermediate species and with labels γ∗. Note
that all edges of Gκ have a label that is constant in xS , except the edge E → C1 has label κ1xS .
Blanket condition (i) is satisfied if the graph Gκ contains at least one spanning tree. All cycles in
Σ must involve both E and intermediates, and since the net production of either S or P needs to be
non-zero, we are left with cycles containing the edges with labels κ1xS and κ2.
Hence, in view of Lemma 12, assuming the existence of the spanning tree with positive label, α̂ = 0
or κ̂1 = 0 or κ̂3 = 0 guarantee that blanket condition (ii) holds. By Corollary 13, α̂ = 0 implies w = 0.
When κ̂1 = 0, w is constant as v1(x, κ̂) = 0 and K2(x, κ) becomes constant in x. It follows that either
α̂ = 0 or κ̂1 = 0 give choices of TFPV, the Tikhonov-Fenichel reduction exists and agrees with QSS.
We now find the reduced system in xS , by using the expression in (5) and then evaluating at the
TFPV. We have
x˙S = −κ1xExS + κ2xC1 .
We assume the graph Gκ is strongly connected. Then, by [5], see also [6, 15], the solution to x˙Ci = 0,
i = 1, . . . ,m, together with the linear first integral is of the form
xE =
α(κ2θ1 + κ3θm)
κ1δxS + κ2θ1 + κ3θm
, xCi =
ακ1θixS
κ1δxS + κ2θ1 + κ3θm
,
where θi is the sum of the labels of all spanning trees of the subgraph of Gκ delimited by the dashed
circle in the figure above rooted at Ci, and depends only on γ∗; and δ is the sum θ1 + · · ·+ θm. Then
κ2θ1 + κ3θm is the sum of the labels of all spanning trees of Gκ rooted at E and κ1θixS is the sum of
the labels of all spanning trees of Gκ rooted at Ci. The denominator is the sum of all possible spanning
trees of Gκ. Plugging these expressions into x˙S , we obtain
x˙S = −κ1xS
α(κ2θ1 + κ3θm)
κ1δxS + κ2θ1 + κ3θm
+ κ2
ακ1θ1xS
κ1δxS + κ2θ1 + κ3θm
=
−κ1κ3αθmxS
κ1δxS + κ2θ1 + κ3θm
.
This is the QSS reduction of the system, which agrees with the Tikhonov-Fenichel reduction if either
α̂ = 0 or κ̂1 = 0, provided Gκ̂ has a rooted spanning tree with positive label. Remarkably, the basic
form of the reduced equation (the right hand side being a quotient of two degree one polynomials)
does not depend on the number of intermediates nor on specifics of their interactions, and is identical
with the form of the standard Michaelis-Menten equation.
We now look at the specific cases. For α̂ = 0, we consider the curve ǫα∗ in parameter space, which
gives in slow time
dxS
dτ
=
−κ̂1κ̂3α∗θ̂mxS
κ̂1δ̂xS + κ̂2θ̂1 + κ̂3θ̂m
.
For κ̂1 = 0, we consider ǫκ
∗
1, which gives in slow time
dxS
dτ
=
−κ∗1κ̂3α̂θ̂mxS
ǫκ∗1δ̂xS + κ̂2θ̂1 + κ̂3θ̂m
=
−κ∗1κ̂3α̂θ̂m
κ̂2θ̂1 + κ̂3θ̂m
xS + ǫ(. . .).
Appendix: A brief outline of singular perturbation reduction
Here we give a brief informal outline on singular perturbation reduction according to Tikhonov[19]
and Fenichel [8]. For more details see the monograph by Verhulst [20], Chapter 8, and [10] for the
coordinate-independent version. All functions and vector fields in the following are assumed to be
sufficiently differentiable.
1. Consider a system with small parameter ε in standard form
x˙1 = f1(x1, x2) + ε (. . . ), x1 ∈ D ⊆ Rr,
x˙2 = εf2(x1, x2) + ε
2 (. . . ), x2 ∈ G ⊆ Rs.
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Rewritten in slow time τ = εt one obtains
εx′1 = f1(x1, x2) + · · · , x
′
2 = f2(x1, x2) + · · · .
Given that
• there is a non-empty critical manifold
Z˜ :=
{
(y1, y2)
T ∈ D ×G; f1(y1, y2) = 0
}
;
• there exists ν > 0 such that all eigenvalues of D1f1(y1, y2), (y1, y2) ∈ Z˜ have real part
≤ −ν,
then by Tikhonov’s Theorem there exist T > 0 and a neighborhood of Z˜ in which, as ε→ 0,
all solutions converge uniformly to solutions of
x′2 = f2(x1, x2), f1(x1, x2) = 0 on [t0, T ]
with t0 > 0 arbitrary.
2. More generally, a system may be put into standard form (and then admit a singular perturbation
reduction) by a coordinate transformation. Thus we start with a parameter dependent equation
x˙ = h(0)(x) + εh(1)(x) + ε2 . . .
and assume that Z := {x; h(0)(x) = 0} has dimension s > 0. This system admits a coordinate
transformation into standard form and subsequent Tikhonov-Fenichel reduction near every point
of Z if and only if
(i) rank Dh(0)(x) = r := n− s for all x ∈ Z,
(ii) for each x ∈ Z there exists a direct sum decomposition Rn = Ker Dh(0)(x)⊕ Im Dh(0)(x),
(iii) for each x ∈ Z the non-zero eigenvalues of Dh(0)(x) have real parts smaller than −ν < 0.
3. The remaining problem is that an explicit computation of the coordinate transformation is gener-
ally impossible. This can be circumvented by the following coordinate-free reduction procedure,
which we state for the system
x′ = ε−1h(0)(x) + h(1)(x) + . . .
in slow time. We assume that Z ⊆ V(h(0)), the vanishing set of h(0), satisfies conditions (i), (ii)
und (iii), and let a ∈ Z.
Decomposition: There is an open neighborhood Ua of a such that
h(0)(x) = P (x)µ(x),
with µ(x) having values in Rr, P (x) having values in Rn×r, rank P (a) = r, rank Dµ(a) = r, and
(w.l.o.g.) V(h(0))∩Ua = V(µ)∩Ua = Z. (This is a consequence of the implicit function theorem
for the differentiable case. When h(0) is rational then P and µ can be chosen rational, and Ua is
Zariski-open.
Reduction: The system
x′ =
[
In − P (x)A(x)
−1Dµ(x)
]
h(1)(x), with A(x) := Dµ(x)P (x)
is defined on Ua and admits Z as invariant set. The restriction to Z corresponds to the reduction
from Tikhonov’s theorem.
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