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Abstract
Transition-metal-oxide (TMO) heterostructures are promising candidates for building photon-harvesting
devices which can exploit optimal quantum transport of charge excitations generated by light absorption.
Here we address the explicit role of an electric field on the quantum transport properties of photo-excitations
subject to dephasing in one-dimensional chains coupled to a continuum of states acting as a sink. We show
that the average transfer time to the sink is optimized for suitable values of both the coupling strength to the
sink and the electric field, thus fully exploiting the coherence-enhanced efficiency in the quantum transport
regime achievable in few monolayers TMO heterostructures. The optimal coupling to the continuum remains
approximately the same as that in absence of electric field and is characterizing the Superradiant Transition.
On the other hand, the optimal electric field for which we provide estimates using an analytical expression
is dependent on the initial state.
Keywords: Optimal quantum transport, Transition-metal-oxide heterostructures, Open quantum systems,
Quantum master equation, Superradiance, Electric Potential
1. Introduction
Transition-metal-oxides (TMOs) heterostruc-
tures have been used to build solar-cells [1] and
have been proposed as materials for achieving
unprecedented light-conversion efficiency. As
paradigmatic example of polar TMOs, LaVO3 [2]
exhibits a correlation-driven direct Mott gap in
the optimal range for solar light absorption and an
internal electric potential gradient that was argued
to help separating the photo-generated electron-
hole pairs. Recently it was discussed that with
proper engineering of the collector properties, the
system can be tuned to the superradiant transition
which gives rise to fast quantum coherent transport
in thin films made of few TMO monolayers [3].
This effect was shown to be robust against realistic
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estimates of electron-electron correlations [3] and
to environment induced dephasing up to ambient
temperatures. The effect of the intrinsic electric
potential gradient was taken into account only
insofar as a shift of the Fermi-level of the collector
as is common in the Landauer-Büttiker [4, 5, 6] and
the master equation [7] approaches to transport.
However, an intrinsic potential slope also leads to
a constant shift of the energy levels. While in the
classical diffusive-like regime such a shift has only
little influence, this is no longer the case in the
quantum coherent regime where one obtains for
instance, Bloch-oscillations in the infinite size limit
[8]. Furthermore, one cannot directly transfer the
intuition from the semi-classical regime that an
electric field favors transport by accelerating the
charge carriers towards the collector. Hence, we
expect potentially large changes in the transport
properties. Here we study the influence of the
electric potential gradient inside the system on
the transport properties of few-monolayers TMO
Preprint submitted to Elsevier October 23, 2019
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Figure 1: Transport model of a single excitation hopping
through a chain with nearest-neighbour coupling Ω with a
decay rate γout to the sink. The chain is subject to a con-
stant potential NE0 and pure dephasing on each site with
rate γφ.
heterostructures with a particular emphasis on the
quantum-coherent regime. Our primary aim is to
clarify whether, and for which values of the electric
field the previously described superradiant quan-
tum coherent transport (in absence of electric field,
see [3]) prevails that gives rise to coherence-driven
enhancement of the photo-transport efficiency. In
addition, we seek to understand if the electric field
can be tuned to further optimize photo-transport.
As a realistic, though simplified, platform we in-
vestigate the average transfer time to the sink of
an excitation in a one-dimensional chain with an
intrinsic constant potential gradient and nearest-
neighbour interactions as illustrated in Fig. 1. The
influence of further environmental degrees of free-
dom, such as phonons or dynamical noise, are mod-
elled by the inclusion of an effective pure dephas-
ing channel on each site. We show that for electric
potentials smaller than the mean-level spacing the
transport is quantum coherent and optimized at a
coupling to the sink correspondent to the superradi-
ant transition (ST). Hence, superradiance emerges
as an extremely valid transport optimization prin-
ciple [9], which is robust against disorder [10, 11],
decay, dephasing, electron-electron interactions [3]
and a moderate electric potential.
In our study we consider mainly the average
transfer time for an initial Gaussian wavepacket.
The case of an initial state localized on a single
site is also briefly discussed to mark the differences
with the former case. We show that in the quan-
tum coherent regime the electric field mainly affects
transport through the modification of the shape of
the eigenstates in the site basis. Indeed, for a given
initial state, the electric field can be tuned to max-
imize (or minimize) the overlap with the faster de-
caying eigenstates and favor (suppress) resonant ex-
citation transport to the sink. While for small elec-
tric fields (compared with the average level spac-
ing) one can achieve an enhancement of the quan-
tum coherent transport by choosing an optimal field
strength, large electric fields induce the localization
of all eigenstates that strongly suppresses any trans-
port; efficient transport can thus be restored only
on increasing dephasing (incoherent transport). Si-
multaneously, a sufficiently strong electric field in-
creases the gap between the largest decay width and
the average decay width of all other (subradiant)
states induced by the opening to the continuum of
states [12]. However, in contrast to the superra-
diance from the coupling to the sink (i.e. ST in
the opening) [3], this does not lead to fast quantum
coherent transport as we will demonstrate below.
We provide analytical formulae in the limits of
low and large electric field and/or dephasing. For
large dephasing, transport is diffusive-like. For
large electric field, using Leegwater theory [13], we
have found that the average transfer time is propor-
tional to the square of the potential gradient. Thus,
in this region transport efficiency decreases with an
increasing electric field. In the end we provide a
mean to describe the charge current using average
transfer time and compute the conductance of the
system.
Overall, we show that while a moderate intrin-
sic electric field can indeed help transport even in
the quantum coherent regime, if it is too strong,
transport can only occur through classical diffusion
which is a much slower and inefficient process.
2. The Model and the relevant observables
The starting point of our approach, already intro-
duced in Ref. [3], is to model the interlayer trans-
port by the single-excitation manifold of a one di-
mensional N-site chain of two-level systems, which
represent the photo-excitation across the gap of the
TMO. The many-body interactions, which lead to
the effective broadening of the electronic levels, are
accounted for by a dephasing term that tends to
suppress quantum transport. In order to obtain
a photo-current through the multi-layered TMO
along the perpendicular axis which we model as a
one-dimensional chain, we need to break the sym-
metry so that the photo-generated charges migrate
to one end of the chain. We achieve this by at-
taching a sink made of a metallic material with
a lower Fermi-level to one end of the chain, and
assuming hard boundary on the other end from
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a material with a larger Fermi-level. The addi-
tion of a constant electric field potential is in itself
not symmetry-breaking in the quantum regime, and
thus cannot be the sole drive of the current. How-
ever, as we shall see below, a ladder pointing to-
wards the sink can help transport by giving a finite
momentum to an initial Gaussian state which then
experiences less interference.
More precisely, we model the transport of an ini-
tial photo-excitation |ψ0〉 in the single-excitation
manifold by a one-dimensional chain of N sites
|j〉 with nearest-neighbour-coupling Ω attached to
a sink |N〉 (tight-binding model) as illustrated in
Fig. 1. In addition, we consider a constant (poten-
tial) energy shift E0 = V/N induced by an external
or internal constant electric potential V over the
chain length N that for simplicity we define always
positive E0 > 0 (negative potentials are denoted by
−E0). The Hamiltonian of the system reads
Hˆ = E0
N∑
j=1
j |j〉〈j| − Ω
N−1∑
j=1
(|j〉〈j + 1|+ |j + 1〉〈j|) .
(1)
In all the manuscript we will use Ω as the reference
energy scale. The coupling to the sink is described
within the Lindblad master equation formalism [7]
and is described by the rate γout and the corre-
sponding Lindblad operator,
Lˆout = |0〉〈N | . (2)
The decay rate to the sink is characterized by the
tunneling rate ΩN from site N to the sink and by
the density of states σ in the sink. In the wide-
band limit, the density of states is constant and
γout ∼ Ω2Nσ [7, 14].
Any additional decoherence from the coupling
to other environmental degrees of freedom such
as phonons or other excitations is effectively
modelled[15, 16] by dephasing operators Lˆφj =
|j〉〈j| , j = 1, . . . , N with a constant, homogeneous
rate γφ. The time-evolution is obtained by solving
the corresponding Lindblad master equation
d
dt
ρˆ =− i
~
[
Hˆ, ρˆ
]
+ γφ
N∑
j=1
Lˆφj ρˆLˆ
φ
j
† − 1
2
{
Lˆφj
†
Lˆφj , ρˆ
}
+ γout
(
LˆoutρˆLˆout − 1
2
{
Lˆ†outLˆout, ρˆ
})
.
(3)
For a finite-size chain, any initial excitation asymp-
totically reaches the sink. Hence, as a figure of
merit for the transport efficiency we consider the
average transfer time to the sink [3] defined as
τ :=
γout
~η
∫ ∞
0
t〈N |ρˆ(t)|N〉dt, (4)
where η = 1 is the asymptotic probability to be on
the sink. Our goal is to find parameters to optimize
the transport to the sink, which means to minimize
the average transfer time τ .
In the absence of dephasing (γφ = 0) we can also
use the non-Hermitian Hamiltonian formalism [17]
which will be useful for later analysis. In this case,
one considers only the Hilbert space of the sites in-
side of the chain. The decay to the sink is described
by an imaginary term W = − iγout2 |N〉〈N |. The to-
tal (non-Hermitian) Hamiltonian then reads
Hˆ = Hˆ − iγout
2
|N〉〈N | . (5)
Then, denoting as |Eα〉 and 〈〈Eα| the right and
left eigenvectors of Hˆ = ∑αEα |Eα〉〈〈Eα| , we can
compute the time-evolution of an initial state |ψ0〉
as
|ψ(t)〉 =
N∑
α=1
e−
it
~ Eα |Eα〉 〈〈Eα|ψ0〉.
and from that the average transfer time to the sink
τ =γout
∫ ∞
0
t|〈N |ψ(t)〉|2dt (6)
=
N∑
α,β=1
〈N |Eα〉 (〈N |Eβ〉)∗ 〈〈Eα|ψ0〉 (〈〈Eβ |ψ0〉)∗ Iα,β .
where the integral Iα,β can be solved by integration
by part and yields
Iα,β =
∫ ∞
0
te−
it
~ (Eα−E∗β)dt =
−~
(Eα − E∗β)2
. (7)
Thus, as expected, the average transfer time τ is
fully characterized by the eigenvalues and eigenvec-
tors of Hˆ.
3. The Non-hermitian approach : widths,
eigenstates and the Superradiant Transi-
tion
Before investigating the dynamics, let us ana-
lyze the behavior of eigenvalues and eigenfunction
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of the non-Hermitian Hamiltonian Eq. (5). Ex-
act diagonalization produces complex eigenvalues
Eα = Eα − iΓα/2 where Γα are the decay widths,
responsible for the probability decay to the sink.
In Fig. 2 the largest decay width and the aver-
age decay width of all other states are shown as
a function of the coupling to the sink γout for two
different values of the electric field (left and right
panels). In both cases the picture is very close to
that considered in [17, 9] : at some critical value
of the opening strength γout ' γST , one width
increases with γout while the average value of the
others decreases. This has been called Superradi-
ant Transition (ST), meaning that the state with
the largest width (i.e. fastest probability to decay)
is "Superradiant", while the others, whose average
width decreases for large opening strength become
subradiant [12]. As one can see from a comparison
between the two panels, an increase of almost three
orders of magnitude in the electric field increases
the width separation between the superradiant and
the average for small values of γout, but does not
change qualitatively the overall picture. From this
point of view, we may say that the ST is robust
to the application of an electric field as far as the
sharp opening of a gap between the largest and the
average width as a function of the coupling to the
sink γout is concerned.
One may wonder if an analogous transition oc-
curs at fixed opening (below and above the ST)
on changing the electric field. The answer to this
question is in Fig. 3. As one can see both below and
above the ST, on increasing the value of the elec-
tric field E0 a further width separation occurs with
the sharp increase of the gap between the largest
width Γmax (superradiant) and the average width
over all others states 〈Γ〉 (subradiant). Quite nat-
urally, since γout is now fixed, at variance with the
previous case in which we fixed the value of E0, the
total probability to decay (sum over all widths) is
now a constant.
In order to make the two cases more "symmet-
ric", let us consider the normalized gap, defined as
δγ =
Γmax − 〈Γ〉
γout
(8)
that we plot in Fig. 4 as a function of both γout and
E0.
As one can see, the opening of a gap appears now
to be symmetric in both variables γout and E0 and
we may speak about a Superradiant border (in the
figure, roughly speaking the separation between the
Figure 2: [Color online] Decay width (Γα of Hˆ, Eq. (5)) for
the Superradiant state (full symbols) and for the average of
all other subradiant states (crosses) as a function of γout
for a chain of N = 10 sites. A) Below the critical field
|E0| = 0.2Ω < E˜0 ≈ 0.56Ω, Eq. (20), B) Above the critical
value, |E0| = 10Ω > E˜0 ≈ 0.56Ω.
Figure 3: [Color online] Decay width (Γα of Hˆ, Eq. (5)) for
the Superradiant state (full symbols) and for the average of
all other subradiant states (crosses) as a function of E0 for
a chain of N = 10 sites. A) The opening γout = 0.1γST is
below the ST, B) The opening γout = 10γST is above the
ST.
Figure 4: [Color online] Normalized gap δγ, see Eq. (8) as
a function of both γout and E0 for a chain of N = 10 sites
which shows the Superradiant border (white area).
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blue rectangle and the red border). Even if, from
the point of view of the gap opening in the widths,
γout and E0 seem to behave in the same they will
affect transport properties in a very different way.
In order to better address this point, let us con-
sider another important quantity that affects trans-
port properties : the degree of localization of the
eigenstates. One standard measure of their local-
ization length is the so-called participation ratio
PRα = 1/
∑
k
|〈k|Eα〉|4,
where |k〉 is the site basis and 1 ≤ PRα ≤ N mea-
sures approximatively the "number of significantly
occupied sites" by the eigenstate |Eα〉 in a chain of
length N . In similar way to what we have done for
the widths, let us consider the participation ratio
of the Superradiant state and the average participa-
tion ratio of all other subradiant states as a function
of both E0 and γout. Results are shown in Fig. 5.
As one can see the difference between the transition
in E0 and γout is very different – while the former
induces a localization of all eigenstates, the latter
produces the localization of only the superradiant
eigenstate (at the sink N).
This of course will have dramatic consequences
on the transport properties, specially regarding the
dependence on the initial state as will be studied in
the next section.
4. Results on transport : the average trans-
fer time
We start with a numerical study of the average
transfer time followed by analytical calculations for
different limiting behaviour. The average transfer
time is computed by explicit integration of τ and
numerical diagonalization of the Liouvillian associ-
ated with the Lindblad equation (3) (c.f. Appendix
Appendix A). In order to compute τ , we use the
Python packages Qutip [18] and numpy for the nu-
merical diagonalization of the Liouvillian.
We consider a chain of N = 10 sites, which was
shown to be short enough to expect quantum coher-
ent transport in TMOs heterostructures [3]. The
initial photo-excitation is modelled by a generic
Gaussian initial state that we choose to be local-
ized on site n0 = 3, which is far enough from the
sink to obtain meaningful conclusion about trans-
port, to have width ∆0 = 1 (in lattice size units)
Figure 5: [Color online] Participation ratio for the Super-
radiant state (panel A) and average participation ratio of
all subradiant states (panel B) , as a function of both E0
and γout for a chain of N = 10 sites. Vertical lines repre-
sent the average level spacing 4Ω/N , horizontal ones the ST
transition.
and no initial momentum k0 = 0,
|ψ0〉 =
N∑
n=1
e−ik0ne
− (n−n0)2
4∆20 |n〉 (9)
After the general discussion we shall comment on
the impact on the average transfer time of longer
chains and different initial states.
4.1. Negligible dephasing γφ ≈ 0.
The average transfer time as a function of the
electric field and the coupling to the sink at van-
ishing dephasing γφ ≈ 0 is shown in Fig. 6 for a
Gaussian initial state (c.f. Eq. (9)). As one can
see, there is both an optimal value of the opening
γout and of the electric field E0 at which the average
transfer time is minimized. As we will show later,
the optimum in E0 is strongly dependent on the
initial state. For instance, for any localized initial
state the optimal field is E0 = 0, see Section 4.3.
For an electric field gradient smaller than some
critical value E˜0 (indicated by vertical dashed lines)
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Figure 6: [Color online] Average transfer time in function of
the electric field gradient E0 and the coupling rate γout to the
sink at negligible dephasing γφ = 0.001. Optimal transport
occurs in the black region. This region is characterized by an
optimal coupling to the sink γout = gammaST (horizontal
line), and by an optimal electric field. The regime where
quantum coherent transport occurs is delimited by the two
dashed vertical lines (see Eq. (20) and discussion below).
Please note the axes jump at |E0| = 0.01. The initial state
is a Gaussian state Eq. 9 with ∆0 = 0, n0 = 3, k0 = 0.
the average transfer time is always minimized at the
ST[9, 3], γout = γST ≈ 2Ω . In this figure, as verti-
cal dashed line, we indicate the “critical” electric po-
tential E˜0 = 4
√
2Ω/N derived below, see Eq. (20),
which turns out to be on the same order of the aver-
age level spacing. With “critical” we mean that any
electric field exceeding such value is detrimental for
transport.
Let us interpret physically this result. For small
electric fields, |E0| < E˜0, the transport is coherent,
and is optimized at the ST and and at a partic-
ular value of the electric field. For a generic ini-
tial state which is a uniform superposition over all
eigenstates the probability to reach the sink in a
shorter time increases on increasing the coupling to
the sink. Nevertheless, on increasing γout above the
ST one state, the superradiant one, decays faster
than any other and, at the same time starts to be
localized at the sink. This means that all other sub-
radiant states will have a negligible overlap with
the sink (due to the eigenfunction normalization)
thus producing an effective barrier to transport. In
other words the transport will be optimized just in
the middle of these two situations (a large enough
shared width and a low enough localization to the
sink) which is exactly the ST. On the other hand, a
further increase of the electric field E0, larger than
the average level spacing will produce a localiza-
tion of all eigenstates thus producing a complete
blocking of transport. In this regime, changing the
value of γout has practically no effect on the average
transfer time for initial states that do not strongly
overlap with the superradiant state as can be seen
in Fig. 6.
Note also that the average transfer time at a
given |E0| < E˜0 is minimized at the optimal cou-
pling to the sink γST , but the average transport
time τ is lower for E0 < 0 than for E0 > 0. This
is because a potential gradient towards the sink fa-
vors a shorter transfer time as will be discussed in
details below.
This is quite important since it shows that it
makes no sense to look for an optimal electric field
considering only the widths, but not the initial con-
ditions. Indeed from Fig. 6 it is clear that an "op-
timal" electric field also exists but this cannot be
related to the ST transition in the widths, which
occurs also for negative E0 (since the widths do
not depend on the sign of E0) while for our initial
Gaussian state transport is optimized only for neg-
ative E0 and not for positive. This suggests that
the choice of the initial state is crucial for under-
standing the optimal transport conditions.
4.2. Adding dephasing : optimal electric field gra-
dient
Similar plots, as that presented in Fig. 6 but for
increasing values of the dephasing γφ are shown in
Fig. 7. While the top panel indicates that the pic-
ture for zero dephasing persists even for larger de-
phasing strength γφ = 0.1, the other panels show
that a further increase of the dephasing blurs ev-
erything. In a sense transport is again "slightly op-
timized" but this happens for a wide region of the
parameters E0 and γout. We can see that transport
is, in any case, always optimized when the opening
strength is set at the critical value γST .
In order to estimate more precisely the effect of
the dephasing, let us thus consider the transport
exactly at the ST (i.e. γout = γST ) and study the
transport time as a function of both E0 and γφ. Re-
sults are shown in Fig. 8. The black region in this
figure shows that transport is optimized for suitable
values of the dephasing and electric field strengths.
On the other hand, for large electric fields |E0| > E˜0
transport is slow and increasing E0 is always detri-
mental to transport. This is due to the localization
of the eigenstates and so, the diffusive-like trans-
port can only happen in the presence of dephasing.
For large dephasing, the situation is analogous
and transport is diffusive-like (at least in an infi-
nite chain). The combination of both large dephas-
ing and large electric field gives rise to dephasing-
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Figure 7: [Color online] Average transfer time as a function
of the electric field gradient E0 and the coupling rate γout to
the sink for small dephasing γφ = 0.1 (top panel), moderate
dephasing γφ = 1 (central panel) and large dephasing γφ =
10 (bottom panel). Vertical and horizontal lines and the
initial state are the same as in Fig. 6.
assisted transport [19], i.e., when dephasing is of
the same order of the energy separation between
levels, energy fluctuations can support transport
by inducing resonances between levels. As shown
in Fig. 8, for any fixed value of the electric field
gradient |E0| > E˜0 (indicated by vertical dashed
lines) an optimal value of γφ exists minimizing the
transport time by the dephasing-assisted transport
mechanism.
Let us now turn our attention to the most inter-
esting regime in which the electric field gradient is
below the critical value |E0| . E˜0 and the dephas-
ing is small enough as compared to the average level
spacing to allow for quantum coherent transport.
Then the most important parameter to optimize
transport is to tune the coupling to the sink at the
Figure 8: [Color online] Average transfer time in function
of the electric potential E0 and the dephasing rate γφ at
the superradiant transition γout = γST for a chain of N =
10 sites. At large electric fields, (i.e., > E˜0) dephasing is
required for transport and is slow. For low electric fields (i.e.,
< E˜0), just below the critical dephasing γ˜φ signalling the
transition to the diffusive-like transport, there is an optimal
dephasing value. At low dephasing (γφ < γ˜φ), transport is
optimal at a finite value of the electric field gradient smaller
than the critical value E˜0, Eq. (20). Note the axes jump at
|E0| = 0.01. The initial state is a Gaussian state Eq. 9 with
∆0 = 0, n0 = 3, k0 = 0.
ST as shown for γφ = 0, E0 . E˜0 in Fig. 6, and as
was established in [3] for E0 = 0, γφ . γ˜φ ≈ 4Ω/N .
In addition we find two additional optimal parame-
ters as shown in Fig. 8 : a wide interval of optimal
dephasing rates which is independent on the elec-
tric field values, i.e., it is not related to dephasing-
assisted transport, and an optimal electric field.
While the former has a rather small impact on the
average transfer time and is essentially due to a
small broadening of the energy levels, the latter can
shorten the average transfer time by up to an order
of magnitude. Since we are in the coherent trans-
port regime, transport is optimized when the over-
lap between the initial state and the radiant states
is maximized. We recall that at the ST the aver-
age decay of every eigenstates is maximized. This
guarantees an overall efficient transport for any ini-
tial state, even when not localized on the super-
radiant state. In addition, the electric field can
fine-tune the best overlap. The main effect of a
non-vanishing E0 is to modify the eigenstates, while
conserving the overall structure of the eigenvalues.
While the eigenvalues are insensitive to the direc-
tion of the electric gradient this is not the case for
the eigenstates and explains the asymmetry in the
average transfer time shown in Fig. 8. Indeed, τ
is smaller for an electric gradient towards the sink,
i.e., E0 < 0.
Having in mind the discussion above, we propose
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Figure 9: Electric field gradient at which the average transfer
time is minimized as a function of the chains length, numer-
ical grid search (triangles) and analytic estimate Eq. (10)
(dots), at the superradiant transition γout = γST and small
dephasing γφ = 10−6. The errorbar indicates the electric
field gradient with 10% variations in τ . The initial state is a
Gaussian state Eq. (9) with ∆0 = 1, n0 = 3 and k0 = 0 for
all N . As a visual guide the critical field E˜0 (blue dashed)
above which localized eigenstates suppress coherent trans-
port, and the field (orange crosses) at which the normalized
gap between the super- and sub-radiant states (δγ = 0.5, see
Eq. (8)) opens are shown.
here below a phenomenological expression able to
capture the electric field at which transport time
is minimized (given that γout = γST ). The idea is
that transport will be optimal when the initial state
is overlapped with many eigenstates whose widths
are significantly different from zero. Therefore we
will expect an optimal electric field gradient by min-
imizing (and not maximizing since Im[Ek] < 0 ∀k)
Eopt0 = min
E0
N∑
k=1
Im[Ek]|〈ψ0|Ek〉|, (10)
Since from Figs.6,8 the optimal transport time
occuring at small dephasing and at the ST is weakly
dependent on both values γφ and γout, we check the
validity of Eq. 10, by changing the length of the
chain N keeping the initial state Eq. (9). Results
are shown in Fig. 9. We plot the results from a
numerical grid search for the E0 that minimizes τ
with an error bar given by the ±E0 values corre-
sponding to 10% variation in τ around the optimal
value. This we do since the minimal times are usu-
ally characterized by large plateaus that can mask
artificially the predictions, see for instance Fig. 7.
As one can see, the analytical results fit well the
Figure 10: Minimal τ as a function of the number of sites
N for an initially localized state |3〉 (green triangles), the
Gaussian state Eq. (9) (blue circles) and a flat state 1/(N −
1)
∑N−1
j=1 |j〉 (red squares) at the optimal electric field for the
given initial state and chain length (Eopt from Fig. 9 (green)
and E0 = 0 (red, blue)). Dephasing is negligeable γφ = 10−6
and the opening is set at the ST : γout = γST . The fastest
transport is achieved for the Gaussian wavepacket at the
electric field shown in Fig. 9. The heuristic equation Eq. (18)
reproduces the numerics for the localized state. Inset : the
same in normal scale on both axis and for small lengths.
numerical ones for small chain lengths, while some
deviations occur at larger N values, but fit within
the 10% plateau. The case of long chain actually
is quite off from our main considerations concern-
ing quantum coherent transport, being even in the
presence of small dephasing typically characterized
by “classical” diffusion.
4.3. Changing the initial state
Under optimal conditions, the Gaussian state is
transferred to the sink faster than a completely lo-
calized (|ψ0〉 = |3〉) or delocalized state (|ψ0〉 =
1/
√
N − 1∑N−1j=1 |j〉), as shown in Fig. 10. It is also
important to observe that for an initial state local-
ized on a single site a non-vanishing electric field is
always detrimental, see for details Appendix B. In-
deed, in this case one cannot avoid self-interference,
and thus the electric field cannot enhance trans-
port. Localized states are completely delocalized
in momentum space and thus always have a com-
ponent which will be driven away from the sink.
However, we remark that τ can be efficiently min-
imized by the introduction of dephasing. It was
shown that this is related to the diffusion of the
state from low momentum component to larger mo-
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Figure 11: Time-evolution of the probabilities |〈j|ψ(t)〉|2 for different values of the electric field gradients (from top to bottom
E0 = [−1,−0.2,−0.001, 0.001, 0.2, 1]) and of the dephasing (From left to right γφ = [0.0001, 0.1, 1]) for a chain of N = 10 sites.
Vertical cyan line indicates the average transfer time τ . At the optimal value of the electric field (i.e, E0 ≈ −0.2, second line
from the top), self-interference is minimized. Moderate dephasing (central column) also helps transport by destroying self-
interferences without making the transport diffusive-like. The initial state is a Gaussian state Eq. 9 with ∆0 = 0, n0 = 3, k0 = 0.
mentum components[20] (also termed "momentum
rejuvenation").
4.4. A dynamical point of view
Another point-of-view on the optimization of the
average transfer time by non-vanishing electric field
and dephasing in the coherent transport regime is
obtained in the temporal regime. In Fig. 11 we show
the time-evolution of the site populations for differ-
ent values of γφ and E0 at the superradiant transi-
tion. In the absence of dephasing and electric field,
the initial Gaussian wave-packet will first spread
ballistically. Then, since the wavepacket starts
close to the edge of the chain which is described
by a hard wall, part of the wavepacket will be re-
flected and will begin to interfere with itself. These
interferences then prevent a smooth movement of
the particle towards the sink and leads to a large
transport time. Introducing a negative electric field
then allows to give an initial momentum away from
the wall, thus minimizing the self-interference and
optimizing the transport. Consequently, positive
electric field never lower τ (c.f. Fig. 8), and parti-
cles with initial momentum towards the sink do not
benefit as much from the tuning of E0. On the other
hand, introducing dephasing does not provide a di-
rectionality, but suppresses any coherence, and thus
also unwanted interferences. In both cases there is
an optimal value favoring transport. Introducing
a too large dephasing leads to slow diffusive-like
transport, and a too large electric field leads to a
localization of all eigenstates, both of which even-
tually kill the quantum coherent transport.
4.5. Comparison with disorder
It is clear from both the spectral as well as the
time analysis that the electric field does not act as a
static (diagonal) disorder in the quantum coherent
regime. On the other hand, once E0 is large enough
to localize the eigenstates, it is similar to Anderson-
type disorder as shown in Fig. 12 (see also the r.h.s.
of Fig. 8). Indeed, if we set E0 = 0 and intro-
duce independent uniform disorder j sampled from
[−W/2,W/2] on each site j, the ensemble-averaged
τ never gets smaller with increasing disorderW . In
other words, there is no optimal value of disorder,
as opposed to the existence of an optimal value of
the electric field. For a disorderW & 10Ω/
√
N such
that the localization length is expected to be shorter
than the chain’s length [21], transport is strongly
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Figure 12: Average transfer time in function of the dephasing
γφ and the disorder strength W at the ST γout = γST for
a chain of N = 10 sites with on-site Anderson-type disorder
of width W averaged over 1000 realizations of the disorder.
Contrarily to the case of the electric field, there is no optimal
disorder value. The optimal dephasing value at low disorder
is however still present. The initial state is a Gaussian state
Eq. 9 with ∆0 = 0, n0 = 3, k0 = 0.
suppressed and requires non-vanishing dephasing.
Therefore, in this case, the disorder has a similar
impact on the average transfer time as electric field
gradients |E0| & E˜0, as can be seen by comparing
Figs. 12 and 8. For valuesW . 10Ω/
√
N , the effect
of the disorder appears similar to 0 < E0 < E˜0.
5. Analytical results
5.1. Perturbation theory
We can obtain a good analytical description of
the average transfer time in the limits of small cou-
pling to the sink γout using perturbation theory,
and for large dephasing or/and electric field using
a heuristic approach. We start by a non-degenerate
perturbation expansion in γout of the eigenvalues
and eigenstates of the non-Hermitian Hamiltonians,
Eq. (5), for E0 = 0, γφ = 0. To obtain the lowest
order of τ , (7), in γout, we need the second-order
expansion of the eigenvalues
Eα =2t cos
(
αpi
N + 1
)
− γout
(N + 1)2
∑
ξ 6=α
S2αξ(N,N)
4tQαξ
− γ
2
out
(N + 1)2
∑
ξ 6=α
S2αξ(N,N)
4tQαξ
+O(γ3out) (11)
due to the 1/(Eα − E∗β)2 term in τ . Here we
defined Qαξ := 12
[
cos
(
αpi
N+1
)
− cos
(
ξpi
N+1
)]
and
Sαξ(j, k) := sin
(
αjpi
N+1
)
sin
(
ξkpi
N+1
)
to lighten the no-
tation. We also need the unperturbed part of the
eigenvectors
|Eα〉 =
√
2
N + 1
N∑
k=1
sin
(
αkpi
N + 1
)
|k〉+O(γout).
(12)
Then, we obtain the lowest-order in γout contribu-
tion to the average transfer time from Eq. (7)
τ˜ =
~
γout
N∑
j,k=1
ρjk(0)
 N∑
α=1
sin
(
αjpi
N+1
)
sin
(
αkpi
N+1
)
sin
(
αNpi
N+1
)2
 .
(13)
For an initial state ψ0 = |n〉 localized on site n, this
simplifies to
τ˜ = ~
n(N − n+ 1)
γout
, (14)
which for n = 1 is consistent with the formula de-
scribed in [3, 10] and perfectly agrees with the nu-
merical simulations.
5.2. Beyond perturbation theory : a phenomenolog-
ical approach
We have found that for E0 = 0, γφ = 0 and
|ψ0〉 = |n〉 the average transfer time is given by
τ = ~
n(N − n+ 1)
γout
+ ~2γout
n(N − n)
4Ω2
, (15)
which is consistent with the findings from [3, 10]
for n = 1 and converges to the perturbative result,
Eq. (14), for γout → 0. The average transfer time is
thus quite counter-intuitively, minimized for n = 1,
i.e. starting on the site which is furthest from the
sink (we omitted the case of an initial state directly
attached to the sink). Our interpretation in terms
of self-interference applies here: starting at the edge
of the chain the excitation can only travel towards
the sink and does not bounce on the left wall. At
the optimal coupling to the sink (the superradiant
transition), τ is then minimized. While in pres-
ence of the electric field it remains in general true
that for localized sites transport is optimal starting
from the edge of the chain, this is no longer true
for non-vanishing dephasing. Then, being closer to
the sink becomes advantageous as the transport be-
comes diffusive-like.
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One can use the Leegwaters and Förster theory
[13] to derive a heuristic formula for the average
transfer time τ . This is valid in the large dephasing
limit, in presence of an electric field and for initial
states localized on single sites [11]. When starting
from the first site, we have
τL :=
(N − 1)(N − 2)
2ΓF
+
N − 1
ΓL
(16)
ΓF :=
2Ω2γφ
γ2φ + E
2
0
; ΓL :=
2Ω2(γφ + γout/2)
(γφ + γout/2)2 + E20
.
The first term in τL describes the diffusion from the
first site to the (N−1)−th site with the Förster rate
[22]. The second term is the Leegwater correction
to the Förster rate for the last site that is coupled
to the single sink.
When the initial state is localized on a site dif-
ferent from n = 1, we know that τL must converge
to Eq. (15) for γφ → 0 and E0 → 0 (note that
the limit should be taken keeping fixed the ratio
E0/γφ). Hence, we can correct the second term in
Eq. (16) to n(N−n)ΓL . Furthermore, we should con-
sider that for n 6= 1, the diffusion length is reduced
to N − n + 1. Hence, diffusion from site n to site
N − 1 requires (N − n)(N − n− 1) steps. We then
obtain
τ∗L =
(N − n)(N − n− 1)
2ΓF
+
n(N − n)
ΓL
(17)
=
n(N − n)γout
4Ω2
+
(N − n)(N + n− 1)
4Ω2
γφ
+ E20
N − n
Ω2
[
n
2γφ + γout
+
N − n− 1
4γφ
]
Combining the Leegwater rate and the perturbative
rate Eq. (13) we obtain
τ = τ˜ + τ∗L, (18)
which a good estimate for the average time of a
state that is initially localized on site n (see Fig. 11).
This relation can be put in close correspondence
with the results found in Ref. [3] where the trans-
port starting from a localized excitation on the first
site was studied: even in that case the strong de-
phasing solution remains valid for very low dephas-
ing too.. Eq. 17 shows that the average tranport
time is quadratic in the electric field gradient in
the diffusive regime (E0 > E˜0 and/or γφ > γ˜φ).
For an initial Gaussian state centered around
site n, the heuristic formula Eq. (18) works well in
the limits of large dephasing and/or large electric
Figure 13: Average transfer time in function of the elec-
tric field gradient E0 at the ST γout = γST for a chain of
N = 10 sites. Our heuristic model τ = τ˜ + τ∗L, Eq. (18),
(solid lines) describes the average transfer time when self-
interference effects inside of the chain are suppressed by
large dephasing, γφ > γ˜φ ≈ 0.4, Eq. (19) (blue crosses),
or when the eigenstates are localized by the large electric
field, i.e., |E0| > E˜0 ≈ 0.56, Eq.(20) (indicated with the ver-
tical dashed line). The initial state is a Gaussian state Eq. 9
with ∆0 = 0, n0 = 3, k0 = 0.
field, but fails to capture the quantum transport
at the optimal electric field and optimal dephasing
as shown in Fig. 13. This indicates that the opti-
mization is a genuine quantum effect that cannot
be captured by effective rate equations as obtained
from Leegwaters and Förster theory.
We can use this to derive the approximate value
E˜0 of the electric field gradient at which the tran-
sition to incoherent transport occurs by the follow-
ing reasoning. In Fig. 13, we compare numerical
results with Eq. (18). As one can see the analytics
accurately describes the average transfer time for
any electric field at large dephasing. On the other
hand, at lower dephasing, the formula is not able
to describe the data. We can estimate the value of
dephasing γ˜φ at which this happens directly from
Eq. (18). In order to do that, let us consider the
time τ∗L in the absence of electric field and compare
the leading order in N contribution of the γφ and
γout terms. At the ST, γout ≈ 2Ω we find
γ˜φ ≈ 4Ωn
N + n
(19)
Next, we can find the critical electric field gradient
by finding the value of E0 at which the low and
large field limit results coincide, i.e., τ∗L = τ˜ , at the
ST and at the critical value of the dephasing given
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in Eq. (19). We remark that τ describes the aver-
age transfer time when starting from the site 1 and
above the dephasing threshold with high accuracy.
When starting from another site, we do not have a
close formula for τ at finite values of the dephasing.
Hence, we estimate E˜0 for n = 1 and find
E˜0 ≈ 4
√
2Ω
N
. (20)
which is in good agreement with our numerical re-
sults shown in Figs. 6, 8, 11, and 13. Moreover,
it appears intuitive to relate this quantities to the
mean average level spacing ∼ 4Ω/N . Then it be-
comes clear that the transition from coherent trans-
port to diffusive-like, dephasing-driven transport
occurs roughly when the eigenstates localize under
the effect of E0 (c.f. Fig. 5).
6. Charge current
For a comparison with TMO materials of techno-
logical interest, we derive an appropriate quantity
to describe the electric current photo-generated by
light excitation across the insulating gap, e.g., the
Mott gap in the case of LaVO3. Since the elec-
tric current is defined as the charge per unit time
escaping from the collectors, i.e., ±e/τ , both the
electrons and holes injected by photon absorption
participate to the total current I. In order to ob-
tain a non-vanishing charge current, an asymmetry
between the electron and holes transfer time is re-
quired. In presence of intrinsic (or extrinsic) elec-
tric fields, it is reasonable to assume that the two
species will be collected on the two different sides
of the chain.
We can model the charge collection process by
assuming that both ends of the chains are made
of metallic contacts and thus act as collectors with
rate γout. For electrons this amounts to assuming
a Fermi-level larger than the system energy on the
left (hard-wall), and lower on the right (sink). For
holes, one should take the inverse system, with a
collector on the left and hard-wall on the right.
Therefore, assuming the complete symmetry be-
tween electrons and holes, the escape time for elec-
trons should be exactly the same as for holes, but
with reversed electric field gradient. The system
with two collectors and an electron-hole pair can
thus be decomposed into two chains, one with elec-
trons and a collector on the right, and one with
holes and a collector on the left, respectively, but
E0
+
- γoutγout
E0
- 0γout
E0
+
γout0
+
Figure 14: [Color online] Illustration of the decomposition of
the system for electron-hole pairs. A realistic system consists
of two collectors and describes the transport of electron-hole
pairs. Since under the action of the electric field electrons
and holes migrate to opposite collectors, the effective charge
current can be modelled as the sum of the contributions from
two chains with one collector.
with an electric field in the same direction in both
cases as illustrated in Fig. 6. We can hence define
the charge current as
I := e
(
1
τ(−E0) −
1
τ(E0)
)
. (21)
We now compute the current I for an initial excita-
tion starting in the middle of the chain in order to
account for the symmetry between holes and elec-
trons, i.e., we consider an initial Gaussian state,
see Eq. (9), with n0 = (N + 1)/2 = 5.5 (k0 = 0
and σ = 1 as previously). As shown in Fig. 15, for
|E0| . E˜0 the current is linear in the electric field
gradient, in accordance with standard descriptions
of current in solids [5, 7]. We can thus define a con-
ductance as the proportionality constant I = gV
where V = N |E0|/e is the total potential drop. As
is shown in Fig. 16, the conductance g ∼ 0.25e2/~
is constant in the coherent regime (γφ < γ˜φ and
E0 < E˜0), while it vanishes in the diffusive regime
(according to our numerics we have found g ∼ γ−3φ
for large dephasing strength). It is important to
note that in the coherent regime it is of same order
of magnitude as the quantum of conductance in 1–d
systems g0 = 2e2/h ∼ 0.32e2/~ which characterizes
the current in the Landauer formalism.
We remark that the actual photo-current in
TMOs must depend on the rate photo-excitation
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Figure 15: [Color online] Maximal charge current Eq. (21)
at the ST γout = γST as a function of the electric field
gradient E0 for a dephasing value above (γφ = 1.0) and
below (γφ = 0.001) the critical value γ˜φ ∼ 4Ω/N . For not
too large electric field, the current is linear in the gradient
(dotted line as visual guide). The chain has length N = 10.
The initial state is a Gaussian state Eq. (9) centered in the
middle of the chain, width one, and with zero momentum
(∆0 = 1, n0 = N/2, k0 = 0).
generation, i.e. on the incoming light. Our model
does not include any excitation rate, and the cur-
rent I in Eq. (21) must be understood as the max-
imal possible current in the single-excitation limit.
7. Conclusions
It was shown that the superradiant enhancement
of transport in one-dimensional chains is robust to
the presence of moderate electric fields. This com-
plements previous results that have shown super-
radiance to be robust against moderate levels of
disorder [11], complex network geometries [11], and
electron-electron interactions [3]. Hence, superra-
diance emerges as a very robust quantum coherent
effect to maximize transport in small-scale systems.
Moreover, we have shown that for dephasing and
electric fields smaller than the mean level spacing,
the transport is quantum coherent. The transport
is optimal at a finite value of the electric potential
because the particle acquires a momentum towards
the sink, and thereby self-interference from reflec-
tion of the chain boundary are reduced. When the
electric potential becomes too large, transport is
suppressed due to the (partial) localization of the
wavefunction.
The present results strongly impact on the pos-
sibility of exploiting coherence-enhanced transport
Figure 16: [Color online] Conductance at the superradiant
transition γout = γST in function of the dephasing γφ for
an electric field gradient below the critical value E0 < E˜).
Below the critical dephasing γ˜φ ≈ 4Ω/N (dashed vertical
line), the current is independent of the dephasing, and above
the current is ∝ γ−3φ (dotted line). The chain has length
N = 10.
mechanism to improve the photo-conversion effi-
ciency of polar TMOs-based devices. As a paradig-
matic case we start from the case of LaVO3/SrVO3
heterostructures, which have been recently sug-
gested as potential candidate for quantum-coherent
photo-conversion at ambient temperatures [3]. The
electric potential along the transport axis was es-
timated to be around 0.08 eVÅ−1 [2] and the dis-
tance between two sites is 7.849 Å [23]. Given an
estimate of Ω ≈ 200meV [23], we obtain a value of
E0 ∼ 3.13Ω E˜0 ∼ 0.56Ω. This would mean that
we are deep in the localized regime, and quantum
coherent transport is not possible. However, the
overall electric potential can be controlled by the
application of an external field. Our work suggests
the possibility to enhance the current by applying a
negative external bias to partially compensate the
intrinsic potential slope and drive the system back
to the quantum-coherent regime.
More generally, the intrinsic electric field of polar
TMO heterostructures, such as LaAlO3/SrTiO3,
depends on the way the charges redistribute within
the heterostructure itself. Typical values of elec-
tric fields can range between 0.01-0.1 eVA−1 [24]
thus offering the opportunity of engineering the lo-
cal field in order to enhance the transport of photo-
generated carriers. We must however emphasize
that the existence, and also the magnitude of the
optimal electric field is strongly dependent on the
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initial state configuration, the value of dephasing
and of the coupling to the sink. All of these vari-
ables, including the magnitude of the intrinsic elec-
tric field are very difficult to estimate precisely and
thus caution is required in the comparison with our
theory.
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Appendix A. Average transfer time ex-
pressed in function of the Li-
ouvillian
The integral in the average transfer time τ , (4),
can be expressed analytically in terms of the eigen-
values and eigenvectors of the associated Liouvillian
L, the superoperator defined as ˙ˆρ = Lρˆ. Indeed,
upon diagonalization of L yields
L = V DV −1 ; D =
∑
n
En|n}{n|,
with L|n} = En|n}, the dynamics ρˆ(t) = eLtρˆ(0)
read
ρˆ(t) = V
(∑
n
eEnt|n}{n|
)
V −1ρˆ(0). (A.1)
Inserting Eq. (A.1) into the definition of τ , (4), and
noting that R(En) < 0 ∀n since we only have one
unique decay channel, yields
τ =
γout
~η
{N |V
(∑
n
1
E2n
|n}{n|
)
V −1|N}, (A.2)
Thus, the numerical evaluation of τ can be done by
evaluating Eq. (A.2).
Figure B.17: Average transfer time of an initially localized
state |ψ0〉 = |n0〉 in function of the coupling to the sink γout
for vanishing electric field and dephasing, E0 = 0, γφ = 0 for
a chain of N = 10 sites. The analytical expression Eq. (15)
(full lines) perfectly agrees with the numerics (markers).
Appendix B. Average transfer time for lo-
calized sites
For initial states localized on a single site |ψ0〉 =
|n〉 we heuristically found an analytical descrip-
tion, Eq. (15), of the average transfer time valid
in the full quantum regime, i.e. for γφ = 0 and
E0 = 0. The limit for γout  Ω, Eq. (14), was
derived using perturbation theory. In the oppo-
site limit of large coupling to the sink we adapted
the result obtained in [3] for n = 1. As shown in
Fig. B.17 for n = 1, 2, 5, 9, the analytical expres-
sion Eq. (15) perfectly agrees with our numerical
simulations. Interestingly, below the superradiant
transition, γout < γST , the fastest transport is al-
ways obtained starting from site 1, which is the
furthest from the sink. This quite counter-intuitive
result arises from the quantum nature of the time-
evolution. For any state not localized at the edge
(n0 6= 1), part of the wave-function will initially
move away from the sink due to ballistic spreading,
which leads to a larger average transfer time.
Furthermore, as we discussed in the main part of
the manuscript, non-vanishing electric field are al-
ways neutral or detrimental to transport for a state
initially localized on a single site n. As illustrated
in Fig. B.18 for the state |ψ0〉 = |3〉 and at the su-
perradiant transition γout = γST , for any value of
the dephasing the optimal value of the electric field
is E0 = 0. In addition, there is a value of dephas-
ing close to the transition to diffusive like-transport
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Figure B.18: Average transfer time of an initially localized
state ψ0 = |n〉 in function of the electric field gradient E0
and dephasing, γφ at the superradiant transition γout = γST
for a chain of N = 10 sites. A non-vanishing electric field is
always detrimental for transport. There is an optimal value
of the dephasing below γ˜φ, Eq. (19). For reference to same
Figure for the Gaussian initial state, Fig. 10, the critical
electric field gradient E˜0, Eq. (20), is indicated with vertical
dahsed line.
at γ˜φ for which τ is minimized. This is consistent
with our analysis for the Gaussian state. Chang-
ing the electric field allows to tune the overlap with
the decaying states, or equivalently, can be used to
give a momentum to a Gaussian state towards the
sink. Both these mechanisms do not apply to local-
ized states. At the same time, a non-vanishing de-
phasing leads to a general broadening of the energy
levels and suppresses self-interferences. This leads
to faster transport also for localized initial states
for γφ below the threshold γ˜φ to the diffusive-like
regime.
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