The cluster hypothesis states: closely related documents tend to be relevant to the same request. We exploit this hypothesis directly by adjusting ad hoc retrieval scores from an initial retrieval so that topically related documents receive similar scores. We refer to this process as score regularization. Score regularization can be presented as an optimization problem, allowing the use of results from semisupervised learning. We demonstrate that regularized scores consistently and significantly rank documents better than un-regularized scores, given a variety of initial retrieval algorithms. We evaluate our method on two large corpora across a substantial number of topics.
INTRODUCTION
In ad hoc retrieval, the clustering hypothesis states: closely related documents tend to be relevant to the same request [7] . Many information retrieval techniques have adopted the clustering hypothesis as a core assumption. A number of methods explicitly attempt to partition the corpus into clusters. Some examples of this approach include clusterbased retrieval, latent semantic indexing, and aspect models. Other methods build clusters on the fly in response to a query. These methods include pseudo-relevance feedback and query-dependent clustering.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. In score-based retrieval, the clustering hypothesis implies the following: closely related documents should have similar scores, given the same request. We propose expressing this implication as an optimization problem of balancing the score from some initial retrieval with the scores of related documents. When viewed as a process of smoothing document scores with those of related documents, this problem can be solved with methodologies from machine learning. We refer to this process as score regularization.
We will begin by describing the general regularization framework in Section 2. This regularization framework relies on having a data structure to encode document relatedness. In Section 3, we present a method for computing relatedness when explicit information is absent. The clustering hypothesis underlies many important information retrieval techniques. In Section 4, we reduce several well-known techniques to score regularization. We present results for regularizing ad hoc retrieval scores in Section 5. We conclude in Section 6 by placing our work in context of previous results in machine learning and information retrieval.
LOCAL SCORE REGULARIZATION
In previous work, regularization has been posed as an optimization problem [27] . We will review relevant results in the context of information retrieval. More thorough derivations can be found in referenced publications.
Let n be the number of document scores to regularize. In our case, this is always the top n documents of an initial retrieval. Given the initial scores in the length n vector, y, we would like to compute a set of regularized scores, f , also a length n vector. We have two contending objectives: score consistency with related documents and score consistency with the initial retrieval. Let S(f ) be a cost function associated with the inter-document consistency of the scores, f ; if related documents have very inconsistent scores, then the value of this function will be high. Let E(f ) be a cost function measuring the consistency with the original scores; if documents have scores very inconsistent with their original scores, then the value of this function will be high. We use a linear combination of these objectives for our composite objective function,
where µ is a regularization parameter allowing us to control how much weight to place on inter-document smoothing versus consistency with the original score.
Measuring Inter-Document Consistency
Inter-document relatedness is represented by an n × n affinity matrix, W , where Wij represents the affinity between documents i and j and Wii = 0. At the moment, we will leave the notion of affinity abstract, allowing any number of possible measures; we will outline one way to build this matrix in Section 3. A set of scores is considered smooth if related documents tend to have similar scores. To this end, we define the cost function, S(f ), which penalizes inconsistency between related documents,
where D is a diagonal normalizing matrix such that Dii = P n j=1 Wij. This matrix, D, allows us to normalize the affinity between two documents; the diagonal elements of this matrix represent how related a document is to all other documents. We can then weight the affinity between some document di and dj relative to its affinity with all other documents. Using such a normalization has been shown to have superior convergence properties than unnormalized affinities for tasks such as spectral clustering [23] .
Measuring Consistency with Initial Scores
Obviously, we would like to select our regularized scores, f , such that S(f ) is minimized. Unconstrained, however, minimizing this objective function would yield a flat set of scores. Therefore, we consider a second objective so that the regularization does not stray from the initial scores,
The regularized scores, f , minimizing this function would be completely consistent with the original scores, y; that is, if we only minimize this objective, then the solution is f = y.
Computing the Optimal Scores
We would like to find the optimal set of regularized scores, f * , such that,
We can compute the solution to this problem by iteratively smoothing the scores. This computation can be formulated as,
where
is a simple function of our regularization parameter [27] . We can initialize the regularized scores such that f 0 = y. In the limit, the regularized scores, f t , converge on the optimal scores, f * . Notice here that, for a single iteration, a candidate document score is smoothed with the scores of its related neighbors weighted by the relative affinity with individual neighbors.
Alternatively, the optimal regularized scores can be formulated as the solution of matrix operations,
In our experiments, we will use the closed form solution in Equation 6 to compute f * .
COMPUTING THE AFFINITY MATRIX
The affinity matrix, W , defines the behavior of the regularization. A poor affinity matrix will result in the smoothing of scores between unrelated documents. Oftentimes, the affinity is explicit and suitable for topical relationships. For example, hyperlinks can provide evidence that two documents share a topic. When such information is not available, affinity can be computed using any number of measures of document similarity.
The majority of results presented here use language modeling baseline systems. In order to maintain consistency between our affinity measure and our retrieval model, we will focus on distributional affinity of document language models.
1 One popular distributional affinity measure in the information retrieval community is the Kullback-Leibler divergence. However, this measure is asymmetric and has demonstrated mixed results when made symmetric. Therefore, we use the multinomial diffusion kernel [12] . This affinity measure between two distributions, θi and θj, is motivated by Fisher information metric and defined as,
where |V | is the size of the vocabulary and t is a parameter controlling the decay of the affinity with respect to the arc cosine of the component-wise square root of the distributions. In information retrieval, |V | can be quite large. Therefore, for practical reasons, we ignore the first term,
The diffusion kernel has been shown to be a good affinity metric for tasks such as text classification.
Although we compute the complete n × n affinity matrix, there are several reasons to consider a sparse affinity matrix instead. For example, we may be more confident about the affinity between very related documents than distant documents. In this situation, the space is often better approximated by the geodesic distances between documents; that is, using the piecewise affinity over local relationships as a measure of non-neighboring affinity rather than ambient affinity. Such a sparse representation can be reasoned about as a weighted graph capturing potential lower-dimensional structure in the data. For example, the matrix may only include the affinities to the k-nearest documents and zero otherwise. A growing body of work has demonstrated that constructing these document affinity graphs accurately captures the lower-dimensional manifold [3] . Our preliminary work confirmed that using the complete affinity matrix was not as successful as sparser representations.
We should, at this point, list a few caveats about assuming the presence of an underlying, lower-dimensional manifold. First, there is no explicit evidence that the documents from the initial retrieval lie on a lower-dimensional manifold. However, the success of cluster-based retrieval methods suggest that there probably exists some topical substructure [14, 26] . Second, the use of these manifold methods normally assumes a uniform sampling on the manifold. We know, though, that topics are neither similarly sized nor uniformly sampled in the initial retrieval. We therefore note 1 We should note that there is no reason why we could not use cosine similarity in computing W . Preliminary experiments have shown that the retrieval power of language models combined with the well-studied cosine similarity measure leverage the strengths of both.
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that our performance can be further improved by addressing some of these issues in future work. Our final score regularization algorithm is presented in Figure 1 . Note that the affinity matrix computed in Step 1 is used for adding elements to W in Step 2 and does not define W itself unless k = n.
RELATIONSHIP TO OTHER MODELS
Several classic retrieval models can be posed as instances of score regularization. In this section, we will be focusing on the relationship between these models and a single iteration of score regularization. To this end, we define a general version of Equation 5 . Given an initial score function, s 0 (d, Q), and affinity matrix, A d i ,d j , a regularized score can be computed as,
where the bolded d is our candidate document and αE and αS are our regularization weights. The index δ is some item with which we are comparing the candidate document. These could be other documents or-in some cases-clusters. We will also see circumstances where s 0 behaves one way for d and another way for δ.
Given this definition, Equation 5 can be writtern as,
Pseudo-Relevance Feedback
Pseudo-relevance feedback refers to the technique of building a model out of the top n documents retrieved by the original query. The system then performs a second retrieval using combination of this model and the original query.
Rocchio
The classic Rocchio pseudo-relevance feedback algorithm assumes some number of the top documents from an initial retrieval to be relevant. Let this set be R. We then linearly combine these document vectors with the original query vector [20] . Using normalized document and query vectors, the modified query can be computed by,
where αR is the weight placed on the pseudo-relevant documents. We can then use this new representation to score documents by their cosine similarity to Q . This allows us to derive the regularization version of Rocchio,
Notice here that the first factor in the sum is merely the original cosine similarity between the document and query. The second factor in the sum represents the similarity to the pseudo-relevant documents. In terms of Equation 8, the δ indexes over only the pseudo-relevant documents. We can also look at a version of Rocchio where we assume a pseudo-non-relevant document set, N , usually sampled from the tail of an initial ranking. A similar derivation results in,
where we now consider two weight parameters. Notice that s(δ, Q) = {−1, 1} behaves very differently than s(d, Q) = cos(d, Q). Effectively, the regularization only propagates scores of documents in R ∪ N ; and for these documents, the scores are 1 or −1.
Relevance Models
A far more interesting case arises with the language model version of pseudo-relevance feedback [13] . In this case, the original scores are used as weights for the estimated relevance model. This relevance model, P (w|θR), is formally constructed by interpolating the maximum likelihood query model, P (w|θQ), and document models, P (w|θ d ),
where Z = P D∈R P (Q|θ d ). Theoretically, the summation goes over the entire collection so that R includes every document.
We can use the cross entropy between language models as a scoring measure. Defined as the dot product of language model vectors, the cross entropy is,
where θ is a vector of term probabilities. After some algebraic manipulation, 2 we can rewrite the ranking based on 
using the fact that P (Q|θ d ) = |Q|(θQ · log θ d ). Whereas the Rocchio method assume the top n to have score 1.0, this method uses the normalized document score
Cluster-based Retrieval
As mentioned earlier, several techniques attempt to explicitly cluster documents and use this information in retrieval. We will investigate a recently proposed language model version of cluster-based retrieval [9] . We can extend derivations from this work to demonstrate that cluster-based retrieval is an instance of regularization,
where C is the set of clusters and αc =
is constant for all documents. Notice the similarity of Equations 14 and 15. The first factor in the sum is the same in both. The second factor corresponds to our smoothing process. Instead of smoothing against the scores of all documents in the collection, we weight against the scores of clusters. The value of P (d|c) can be computed in various ways. Previous work has used an exponential function of the negative KullbackLeibler divergence [9] . This results in a non-symmetric measure whose behavior is very similar to our diffusion kernel.
We present the results of these reductions in Table 1 . It is worthwhile to make some observations. First, only Rocchio and local score regularization use symmetric affinity measures. Symmetry lets us make certain assumptions about the affinity matrix, allowing us to use the results presented in Section 2. Second, some algorithms handle the normalization of s 0 (d, Q) and s 0 (δ, Q) differently. Normalization presumably puts scores on similar scales. Both relevance models and cluster-based retrieval use unnormalized scores for the s 0 (d, Q); only relevance models normalizes s 0 (δ, Q). In our experiments, we normalize both s 0 (d, Q) and s 0 (δ, Q) in a consistent manner. Third, only local score regularization normalizes the affinity. As mentioned earlier, normalizing the affinity has nice theoretical properties. In our experiments, we found affinity normalization to be critical for good performance.
REGULARIZING AD HOC RETRIEVAL SCORES

Evaluation
Topics
We performed all experiments on two data sets. The first data set, trec12, consists of the 150 TREC ad hoc topics 51-200. We used all collections on Tipster disks 1 and 2 [6] . The second data set, robust, consists of the 250 TREC 2004 Robust topics [24] . These topics are considered to be difficult and have been constructed to focus on topics which systems usually perform poorly on. For both data sets, we use only the topic title field. We indexed collections using the Lemur toolkit, the Rainbow stop word list, and Krovetz stemming [1, 16, 8] .
Training
We performed exhaustive grid search to train our two free parameters: α and t. The regularization parameter was swept over values α = [0.1, 0.9] with a step size of 0.1. The kernel spread parameter was swept over values t −1 = [0.1, 0.9] with a step size of 0.1. We considered 10 nearest neighbors in accordance with previous document classification results.
We selected parameters to optimize mean average precision. We present mean average precision results as well as interpolated precision at the standard 11 recall points.
Cross Validation
We performed 10-fold cross-validation by randomly partitioning the topics described in Section 5.1.1. For each partition, i, the algorithm is trained on all but that partition and is evaluated using that partition, i. For example, if the training phase considers the topics and judgments in partitions 1-9, then the testing phase uses the optimal parameters for partitions 1-9 to perform retrieval using the topics in partition 10. Performing this procedure for each of the ten partitions results in 150 ranked lists for trec12 or 250 for robust. Evaluation was performed using the concatenation of these ranked lists.
Pool Size
We believe that the top of the initial retrieval tends to be more topically consistent than the full ranked list. This belief follows from an investigation of the distances between known relevant and known non-relevant documents in the initial retrieval. Figure 2 displays the distribution of logcosine similarities between relevant documents and non-relevant documents; a similar graph is presented in the original clustering hypothesis work. As can be seen, relevant documentsthose near the top of the ranked list-tend to be more similar than non-relevant documents. This indicates that the relevant documents exist in some small core of the initial retrieval and the non-relevant documents spread out from this core without relationship to each other. We therefore present results for regularizing the top 100, 250, 500, and 1000 results. This presentation also lets us note the improvement we can achieve if we do not have the resources to compute the full 1000 × 1000 affinity matrix.
Baseline Scores
Our experiments considered two retrieval systems: language models and Okapi.
Language Modeling Scores
As baselines we use query-likelihood retrieval [4] and relevance models [13] . Both of these algorithms are implemented in the Lemur language modeling toolkit [1] . The query-likelihood is a standard language model scoring technique and ranks documents according to the probability of the document having generated the query,
where θ d is the document language model. We use the log of this score in our experiments. As mentioned earlier, relevance models are the language model equivalent of pseudorelevance feedback and use an initial ranking generated by Equation 16 . Using the classic formulation, we first estimate a relevance model,
where R is the set of top 50 documents. We then rank the documents according to the Kullback-Leibler divergence between documents and the relevance model,
where the summation is taken over the top 50 terms in the relevance model. We used Dirichlet smoothing of document models with λ = 1000 for all experiments. These parameters demonstrate expected behavior and performance on our collection. Results using query-likelihood and relevance models will be indicated as QL and RM, respectively.
Okapi Scores
Although the majority of our experiments focus on regularizing language modeling scores, this framework can be applied to regularize scores from arbitrary retrieval methods, given some affinity matrix. We therefore conducted experiments studying the regularization of Okapi BM25 scores [19] . We use the implementation in the Lemur toolkit with default parameter settings.
We use the simple cosine similarity between documents to define our affinity matrix. We could further improve performance by applying a dampening function on top of the cosine measure; adapting the cosine measure in this way has been demonstrated to improve results by acting as a soft nearest-neighbor threshold [28, pages 9-19] .
This constitutes a total of six regularization experiments: trec12/QL, trec12/RM, trec12/okapi, robust/QL, robust/RM, robust/okapi. For each of these experiments, we will evaluate various regularization pool sizes. We normalized all scores using a shift-and-scale process. Table 2 presents the results for trec12 and Table 3 presents the results for robust.
Results and Discussion
Regularizing Language Model Scores
We first note that regularizing all 1000 documents in the initial retrieval in all cases but one results in a significant improvement in mean average precision. At 1000 documents, these improvements occur at most recall points for QL. The one data set (robust/RM) for which regularizing 1000 documents does not improve mean average precision only sees improvements at larger recall points. This result may be explained by the difficulty of these queries. Notice that baseline RM for the robust data set under-performs regularized QL scores for low recall levels. We believe that if we regularized QL scores over a larger pool, this improvement would become more pronounced.
In general regularizing RM scores only affects higher recall points, indicating that predicted non-relevant documents are being boosted up by related predicted relevant documents. At the same time, these predicted relevant documents are only slightly affected by the process.
We found that α was stable between partitions in our cross-validation but sensitive to retrieval algorithm. For example, the runs using trec12/QL usually had α = 0.60 while trec12/RM tended toward α = 0.30. The other collection demonstrated similar behavior. A higher α value indicates a more aggressive regularization. The reason for lower values with RM may be in redundancy with pseudo-relevance feedback.
As expected, varying pool size affects only the performance of the subset being regularized. This result implies that there is a tradeoff between the amount of improvement in mean average precision and the computation required for the regularization. We stopped at 1000 documents for practical reasons but believe that performance will improve further when considering more documents.
Regularizing Okapi Scores
In Table 4 , we demonstrate the regularization of Okapi retrieval scores. The trends observed for regularization of language models generalize to Okapi scores. This is surprising given that the system only tuned the regularization parameter, α, in training.
RELATED WORK
In the preparation of the final draft of this paper, we became aware of unpublished work presenting many ideas related to our algorithm [15] . Although the algorithms are similar, our experiments cover a wider range of topics and collections. We have also placed regularization in the context of well-known information retrieval algorithms.
The majority of techniques in this document are related to work in graph-based methods for semi-supervised learning [3] . Most of these methods are applied to classification tasks where the starting vector y is composed of values in {-1,1,0} for negative, positive, or unlabeled documents, respectively. While there have been methods proposed for incorporating external classifications [28] and strictly positive labels [27] , our experiments demonstrate the use of regularization in a true retrieval scenario with highly skewed class distributions and no training instances.
As mentioned earlier, our work is also closely related to cluster-based information retrieval [9, 14] . These techniques construct a lower-dimensional structure of the corpus or initial retrieval. These clusters are then scored according to the query. The original document score and the cluster score are usually interpolated to get a new score. These techniques assume the existence of a very specific lower-dimensional spaces when computing the new score. Our technique relaxes the impact of this assumption by focusing on the local structure; the global behavior is a product of this local analysis.
When viewed as a graph algorithm, our work is also related to the many spreading activation [2, 11, 21, 25, 5] and inference network [22, 17] retrieval methods. In these systems, terms and documents are handled in the same graph framework and usually only direct relationships such as authors or sources allow inter-document links. By focusing on the document manifold, we pay attention to accurately modeling the data rather than on the scoring documents; the score regularization is a product of the document modeling.
A growing body of work focuses on the exploitation of corpus structure for re-ranking documents [9, 10, 18] . These algorithms usually can be interpreted in the generalized regularization framework presented in Section 4. Although related, this work does not explicitly use solutions presented in Section 2. Furthermore, many of these algorithms, inspired by PageRank, operate on directed graphs while our affinity measure is symmetric. The study of graph directedness on such algorithms remains an open research area.
CONCLUSION AND FUTURE WORK
We have presented a framework for improving document retrieval scores under a regularization framework. We are considering several extensions. Our experiments exclusively deal with regularizing scores of some relatively small set of retrieved documents. We believe that the improvement in mean average precision with growing regularization pools indicates that doing regularization of even larger-perhaps corpus-level-pools will provide even greater improvements.
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