We investigate the problem of finite-difference approximations of the velocity-stress formulation of the equation of motion and constitutive law on the staggered grid (SG) and collocated grid (CG). For approximating the first spatial and temporal derivatives, we use three approaches: Taylor expansion (TE), dispersion-relation preserving (DRP), and combined TE-DRP. The TE and DRP approaches represent two fundamental extremes. We derive useful formulae for DRP and TE-DRP approximations. We compare accuracy of the numerical wavenumbers and numerical frequencies of the basic TE, DRP and TE-DRP approximations. Based on the developed approximations, we construct and numerically investigate 14 basic TE, DRP and TE-DRP finite-difference schemes on SG and CG. We find that (1) the TE secondorder in time, TE fourth-order in space, 2-point in time, 4-point in space SG scheme (that is the standard (2,4) VS SG scheme, say TE-2-4-2-4-SG) is the best scheme (of the 14 investigated) for large fractions of the maximum possible time step, or, in other words, in a homogeneous medium; (2) the TE second-order in time, combined TE-DRP second-order in space, 2-point in time, 4-point in space SG scheme (say TE-DRP-2-2-2-4-SG) is the best scheme for small fractions of the maximum possible time step, or, in other words, in models with large velocity contrasts if uniform spatial grid spacing and time step are used. The practical conclusion is that in computer codes based on standard TE-2-4-2-4-SG, it is enough to redefine the values of the approximation coefficients by those of TE-DRP-2-2-2-4-SG for increasing accuracy of modelling in models with large velocity contrast between rock and sediments.
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L. Etemadsaeed et al. More on the SG FD schemes as well as many references can be found, for example, in Moczo et al. (2014) . The partly SG was introduced by Andrews (1973) , recent elaboration and application can be found, for example, in Saenger et al. (2000) and their further publications. The Lebedev (1964) grid was introduced into seismology by Lisitsa (2007) and Lisitsa & Vishnevskiy (2010) . The concept of the CG was introduced into seismology probably by Bayliss et al. (1986) . The CG was recently efficiently used, for example, by Zhang & Chen (2006) and Zhang et al. (2012) .
In the SG, each of the particle-velocity components as well as each of the shear stress-tensor components has its own spatial grid position whereas the normal stress-tensor components share another grid position. For the second-order approximations of the first derivatives, SG exactly maps structure of the first-order equation of motion and Hooke's law: grid positions of field variables are unambiguously complementary and each variable is located only at a grid position where it is needed for approximating derivatives. This is a key aspect of SG with important consequences. Whereas the staggered spatial distribution of field variables has its clear advantage with respect to approximating derivatives, obviously, it complicates application of boundary conditions or implementation of a constitutive law where different or all components of a field variable (or variables) are needed at one spatial position. The three other types of grids overcome the latter difficulty by partial or complete removal of the staggered distribution.
In the partly SG, all particle-velocity components share a grid position whereas all stress-tensor components share another position located at the centre of a grid cube whose vertices are grid positions of the particle-velocity vector. The consequence is that the first spatial derivative in a coordinate-axis direction is an arithmetic average of four derivatives approximated along the nearest grid lines in the same direction.
In the Lebedev grid, the stress-tensor position is located at the centre of a gridline between two neighbouring grid positions of the particle-velocity vector. Clearly, this is a natural staggered distribution for a general anisotropy.
In the CG, each grid point is a spatial position of both the particle-velocity vector and stress tensor. One should choose type of grid and scheme that are most appropriate for an investigated problem. Therefore, it is suitable to have such choice available.
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L. Etemadsaeed et al. simulating wave propagation. We compare TE, DRP and TE-DRP schemes for their accuracy. For the basic analysis and comparisons, we restrict to the 1-D problem. After we identify two best approximations, we extend the analysis and comparison for the 3-D problem.
P RO B L E M F O R M U L AT I O N
The equation of motion and Hooke's law (the stress-strain relation) together with the initial and boundary conditions fully describe a problem of elastic wave propagation. Consider a Cartesian coordinate system with spatial coordinates (x, y, z) or, interchangeably, (x 1 , x 2 , x 3 ). Let ρ(x i ); i ∈ {1, 2, 3} be density, λ(x i ) and μ(x i ) Lamé's elastic coefficients, t time, v(x i , t) particle-velocity vector, f (x i , t) body-force per unit volume, and σ i j (x k , t); i, j, k ∈ {1, 2, 3} stress tensor. The equations of motion and Hooke's law in the VS formulation are
Einstein's summation rule over a repeating index is assumed in eq. (1). It is not used, however, in the rest of the article. The equations simplify in the 1-D problem. For a plane wave propagating in the x-direction they are
where either v(x, t) is the x-component of the particle velocity, σ (x, t) is the xx-component of the stress tensor, f (x, t) is the x-component of the body force, and C(x) = λ(x) + 2μ(x) in the case of P wave, or v(x, t) is the y-or z-component of the particle velocity, σ (x, t) is the xyor xz-component of the stress tensor, f (x, t) is the y-or z-component of the body force, and C(x) = μ(x) in the case of the SH or SV wave, respectively. We will consider FD schemes solving the 1-D problem on the CG and SG. Note that the P, SV and SH configurations are numerically identical in 1-D.
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Approximation of spatial derivatives using Taylor expansion
Let x be a grid spacing and I be an integer number. For approximating the first spatial derivative of a field variable f at grid position x = I x, we can use values of this variable at grid points at x ± j x; j = 0, 1, 2, 3, . . . . Hence, the approximation of the first spatial derivative may be written as
or, equivalently,
where a j are coefficients of approximation. The number of coefficients a j in approximation (4) is M − N + 1. The coefficients are determined so that the TE of the sum on the right-hand side (r.h.s.) of eq. (4) eliminates all derivatives except the first derivative of function f (x). Considering the TE of f (x + j x),
the following system of equations should be satisfied:
Here, δ 1r is the Kronecker delta. Coefficients a j are obtained straightforwardly by solving system (6). Approximation (4) is accurate up to order ( x) order where order = M − N .
A no-cost improved finite-difference scheme 485
Approximation of spatial derivatives using DRP criterion
Recall the DRP approach by Tam & Webb (1993) . In approximating spatial derivative, Tam and Webb determine coefficients so that the numerical wavenumber be as close as possible to the wavenumber of the true waves. The numerical wavenumber can be obtained using spatial Fourier transform
where i denotes the imaginary unit. By applying the Fourier transform to relation (4) we obtain
We can see that the expression in parentheses in relation (8) has the meaning of ik andk may be defined as the numerical wavenumber in approximation (4):
Define the following L 2 -norm error between k x andk x in a desired range [A, B] :
Here, denotes norm, k is equal to 2π/λ, where λ is the wavelength, and k x = 2π/N λ with N λ = λ/ x being a spatial sampling ratio. Consequently, A and B are dimensionless numbers, inversely proportional to N λ , specifying the range in which thek should be as close as possible to k. Although we can choose A and B arbitrarily, it is reasonable to determine them according to the minimum wavelength. The smaller the range, the closer are coefficients to the coefficients obtained using TE. Considering, for example, wavelengths longer than 4 x, λ min = 4 x = 2π/k max . Consequently |k max x| = π/2 and A = −B = −π/2. Let us note that we consider a general range [A, B] in eq. (10) which is different from Tam & Webb (1993) 
We want to find coefficients that would minimize error E. Therefore, we consider condition
Rewrite the error (10)
Denote p ≡ k x and rewrite eq. (12)
Using eq. (13), we can write system of eq. (11) in the form
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This can be further rearranged as 
Note that evaluation of the integrals gives simple formulae
Combination of the DRP criterion and Taylor expansion
By minimizing error (10) we do not ensure consistency of approximation that we quantify by the order of approximation in the standard TE approach. For ensuring such a consistency, it is possible to combine the DRP criterion with the traditional TE approach. We can choose NFP coefficients, say free parameters, to satisfy eq. (11), and consequently eq. (16), in order to minimize error (10). Hence, eq. (6) should be satisfied for r = 0, . . . , M − N − N F P. The all coefficients are thus determined by solving one system of equations that is a combination of eq. (16) for s = subscripts of free parameters and eq. (6) for r = 0, . . . , M − N − N F P. Due to the choice of NFP free parameters the order of accuracy decreases to M − N − N F P. Consider, for example, N = −2, M = 3, A = −π/2, B = π/2, and approximation (4) accurate to order ( x) 3 . This means N F P = 2, that is, eq. (16) should be satisfied for two coefficients as free parameters. If we choose a −2 and a 2 , we require ∂ E/∂a −2 = 0 and ∂ E/∂a 2 = 0. Hence, eq. (6) should be satisfied for r = 0, . . . , 3 and eq. (16) for s = −2, 2. We obtain a −2 = 0.07453, a −1 = −0.58514, a 0 = −0.23809,
Appendix A illustrates details of calculating these coefficients. Consider now symmetric free parameters and M = −N . The number of coefficients is M − N + 1, eq. (6) should be satisfied for r = 0, . . . , M − N − N F P and the order of accuracy is M − N − N F P. Let us include a 0 as a free parameter; this is possible because a 0 is located at the centre and thus does not contradict the symmetry. Eq. (6) still should be satisfied for r = 0, . . . , M − N − N F P. However, eq. (6) is automatically satisfied for r = M − N + 1 − N F P and consequently the actual order of accuracy is M − N + 1 − N F P. This is because in the case of symmetry, there is no difference between considering a 0 as a free parameter or not. In both situations, a 0 is found equal to zero. In other words, it is meaningless to consider a 0 as a free parameter in the case of symmetry.
In Fig. 2 , we show the real part of difference k x −k x as a function of k x for four collocated-grid approximations: S-TE-2-3-CG-TE second-order 3-point (N = −1, M = 1), S-TE-4-5-CG-TE fourth-order 5-point (N = −2, M = 2), S-DRP-0-5-CG-DRP 0th-order 5-point (N = −2, M = 2) and S-TE-DRP-2-5-(-1,1)-CG-combined TE and DRP second-order 5-point (N = −2, M = 2) with coefficients a −1 and a 1 calculated as free parameters. In DRP approximations, A = −B = −π 2 is used in the evaluation of error (10). The capital S in our abbreviations refers to the spatial derivative.
As expected, S-TE-4-5-CG behaves better than S-TE-2-3-CG. The TE-DRP variant of the second-order approximation, S-TE-DRP-2-5-(-1,1)-CG, also behaves better than S-TE-2-3-CG. Comparison of S-DRP-0-5-CG and S-TE-DRP-2-5-(-1,1)-CG with S-TE-4-5-CG is more complicated. Due to the uniform convergence of TE approximations both considered TE approximations diverge to the positive values. However, both S-DRP-0-5-CG and S-TE-DRP-2-5-(-1,1)-CG for small values of k x have oscillations around zero value. This is due to the fact that the DRP approximation is based on minimization of the L 2 error.
The range of k x with 'acceptably small' values of k x −k x increases from S-TE-2-3-CG through S-TE-4-5-CG and S-TE-DRP-2-5-(-1,1)-CG and is the largest for S-DRP-0-5-CG. For a fixed number of points, the use of the DRP criterion, as compared to the TE approximation, increases the acceptable range of k x but decreases the order of approximation. 
Centred and non-centred collocated-grid approximations
If M = −N ,k is complex. The imaginary part ofk can cause instability. On the other hand, if M = −N , a spatial odd-even decoupling may occur. The spatial decoupling is due to the centred approximation of the first spatial derivative on the CGs. We can avoid the spatial odd-even decoupling by using a non-centred approximation. In addition, we can elude the complexk by using the averaging
In this case, the imaginary part ofk in the first term of r.h.s. of eq. (19) is negative of the imaginary part ofk in the second term. Hence, if we approximate the first spatial derivative on the CG by eq. (19), the finalk is real.
As a consequence, choice of some coefficients as free parameters should not prevent elimination of the imaginary part ofk. If we choose a j as a free parameter in the first term of the r.h.s. of eq. (19), we have to choose a − j as a free parameter in the second term.
The elimination of the imaginary part ofk is illustrated in Fig. 3 . The figure shows the imaginary parts ofk x as a function of k x for four approximations on the CG: S-TE-4-5-CG(1)-TE fourth-order 5-point (N = −3, M = 1), S-TE-4-5-CG(2)-TE fourth-order 5-point (N = −1, M = 3), S-TE-DRP-2-5-(-1,1)-CG(1)-combined TE and DRP second-order 5-point (N = −3, M = 1), and S-TE-DRP-2-5-(-1,1)-CG (2)-combined TE and DRP second-order 5-point (N = −1, M = 3); the two latter approximations with coefficients a −1 and a 1 calculated as free parameters. The imaginary parts ofk x for S-TE-4-5-CG(1) and S-TE-DRP-2-5-(-1,1)-CG(1) are negative of the imaginary parts ofk x for S-TE-4-5-CG(2) and S-TE-DRP-2-5-(-1,1)-CG(2), respectively. Hence, approximation (19) leads to realk.
Let us note that for sufficiently small x, there is k x ≤ 1 and the imaginary parts ofk x for the above approximations are close to zero.
Partial summary
In Section 3, we derived useful formulae for approximating spatial derivatives on the CG based on TE, DRP criterion and combination of the two approaches. We analysed the approximations. We may point out that for a fixed number of points the use of the DRP criterion, as compared to the Taylor-expansion approximation, increases the acceptable range of k x but decreases the order of approximation. We also investigated the use of centred and non-centred approximation for spatial derivatives. 
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For approximating temporal derivative in FD, we can use two different approaches. Let t be a time step. We want to approximate the first temporal derivative of a field variable f at a time level m corresponding to time t = m t.
The first approach. We can consider a time marching scheme. If the solution is known until time level m we can use the approximation
The second approach. We can approximate temporal derivative analogously to approximating the spatial derivative:
Coefficients β j and b j are the coefficients of approximations. Appendix B illustrates how the two approaches can be applied to an equation with the temporal derivative.
The first approach
Approximation of temporal derivatives using Taylor expansion
Application of the TE to the left-hand side (l.h.s.) of eq. (21) and to the derivative on the r.h.s. of the equation gives, respectively,
A no-cost improved finite-difference scheme
The number of unknown coefficients β j in approximation (21) is M + 1. It follows from eqs (21), (24) and (25) that the unknown coefficients β j have to satisfy the following system of equations:
Coefficients β j are obtained straightforwardly by solving system (26). Approximation (21) is accurate up to order ( t) order where order = M.
Approximation of temporal derivatives using DRP criterion
In approximating temporal derivative, Tam & Webb (1993) determine coefficients so that the numerical frequency be as close as possible to the frequency of the true waves. We can obtain a numerical frequency using the Holomorphic Fourier transform
(Tam and Web called it Laplace transform.) Application of the transform to the l.h.s. and r.h.s. of eq. (21) gives, respectively,
and Holomorphic Fourier
In the latter equation, we assumed zero initial conditions. The numerical frequencyω can be defined as
As shown by Tam & Webb (1993) , the relation betweenω and ω is not one to one; we will illustrate this later. Consequently, the marching scheme (21) will contain spurious numerical solutions. Tam & Webb (1993) introduced a weighted integral error E 1 for quantifying difference betweenω and ω in the range [−0.5, 0.5]:
Here, χ has a role of weighting the degree of emphasis on having better wave propagation characteristics (real part) or damping characteristics (imaginary part). Tam & Webb (1993) used χ = 0.36 as a well-balanced choice. Unknown coefficients β j in eq. (21) can be found by minimizing E 1 :
Eq. (32) make a system of nonlinear equations. Tam & Webb (1993) solved the system combining the TE and DRP criterion. In such an approach, only one coefficient, say free parameter, is calculated using eq. (32), and eq. (26) needed. If we select β 0 as a free parameter, according to eq. (32),
should be equal to zero. Eq. (26) should be satisfied for r = 0, 1 and 2. Thus, first it is necessary to calculate the relation between β 1 , β 2 and β 3 on one hand, and β 0 on the other hand using eq. (26). Then, using equation 
In this calculation χ = 0.36. Fig. 4 shows the relation betweenω and ω for the calculated coefficients. For a givenω t, there are four values of ω t which satisfy relation (30). One of the roots has positive imaginary part forω t > 0.4. Tam & Webb (1993) showed that this root can cause numerical instability. They pointed out that instability can be prevented by imposing a sufficient condition
Partial summary on the first approach
Independently of method of calculating unknown coefficients (TE or DRP), the first approach to approximating temporal derivative leads to spurious numerical solution that can cause instability. An application of the DRP criterion leads to the system of nonlinear eq. (32) for unknown coefficients. The nonlinearity restricts us to calculate only one of the coefficients according to the DRP criterion. In other words, the application of the DRP criterion in the first approach cannot be effective.
The second approach
By using eq. (23) instead of (21), we can avoid the spurious numerical solution and the difficulty of solving system of nonlinear eq. (32).
Approximation of temporal derivatives using Taylor expansion
Application of the TE to eq. (23) leads to the following system of equations for determining coefficients b j :
Approximation (23) is accurate up to order ( t) order where order = 1 − N .
Approximation of temporal derivatives using DRP criterion
Applying the temporal Fourier transform
The expression in the parentheses can be considered iω, whereω may be defined as a numerical frequency:
ω t is a periodic function of ω t with period 2π . Let us point out that the relation betweenω and ω in eq. (38) is one to one-unlike relation (30). This is a very important benefit of using eq. (23) 
A and B are dimensionless numbers. Similarly as in the case of error (10) for the spatial approximation, we consider also here a general range [A, B] whereas Tam & Webb (1993) 
We can find unknown coefficients b j by minimizing error (39). Condition
provides a system of linear algebraic equations for coefficients b j . We can rewrite eq. (39):
Using eq. (41) it is possible to simplify eq. (40):
This can be further rearranged as
If we define Eq. (43) takes a simple form of a system of linear algebraic equations for coefficients b j :
Combination of the DRP criterion and Taylor expansion
By minimizing error (39), we do not ensure consistency of approximation that is quantified by the order of approximation in the TE approach. For ensuring such consistency, it is possible to combine the TE approach with the DRP criterion. We can choose NFP coefficients, say free parameters, to satisfy eq. (40), and consequently eq. Consider an example. It is obvious from approximation (23) that always M = 1. Let us choose, for example, N = −3. If we want that the approximation (23) be ( t) 2 accurate, this leaves two coefficients as free parameters. It means that eq. (35) should be satisfied for r = 0, 1, 2. It is possible to choose two free parameters in a way that minimizes error E 1 , eq. (39). We can select any two of the four coefficients as free parameters. Taking, for example, b 0 and b −2 as free parameters, ∂ E 1 /∂b 0 and ∂ E 1 /∂b −2 should be equal to zero. It means that eq. (44) should be satisfied for s = 0, −2.
Let us point out that it is not usual to consider more than 3 points for approximation of the temporal derivative on CG in seismic wave modelling.
Note that the explanation on the order of approximation in the symmetric case in Section 3.3 is also true here for the case of symmetry in coefficients and free parameters including b 0 ; in the case of symmetry considering b 0 as a free parameter has no practical meaning. For T-DRP-0-3-CG, in comparison with the three other approximations, the range of ω t with acceptably small values of ω t −ω t is larger. The three other approximations have the same difference, although their coefficients are different.
Partial summary on the second approach
In the second approach to approximating temporal derivative, the application of the DRP criterion does not have problem of the first approach. The second approach makes it possible to consider more than one coefficient as a free parameter. Moreover, we can obtain one system of linear equations for calculating coefficients by requiring the numerical frequency being as close as possible to the true frequency. For having consistency in the TE-approach sense, we can combine this system of linear equations with condition (35). However, the application of the DRP criterion cannot give better than the first-order accuracy (that matches T-TE-2-3-CG in terms of the ω t −ω t difference) if we use not more than 3 time levels (M = 1, N = −1, the updated time level is calculated from two previous time levels).
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Approximation of spatial derivatives
For approximating the first spatial derivative of a field variable f at grid position x = I x, we can use values of this variable at neighbouring grid points at x ± j x; j = 1/2, 3/2, 5/2, . . . . An approximation of the first spatial derivative may be written as
where N = −(2n + 1)/2 and M = (2n + 1)/2, with n ∈ {0, 1, 2, 3, . . .}. The two latter equations are similar to eqs (3) and (4), the only difference being in the nature of N and M: they are integers in eqs (3) and (4). Consequently, an application of the TE leads to eq. (6) for finding coefficients. Similarly, an application of the DRP criterion leads to eq. (16). The only difference is that situation with s = 0 in eq. (17) cannot occur in the case of the SG. Similarly to Section 3.3 we can combine the TE approach with the DRP criterion. Let us make note on the order of approximation on the SG. Consider the TE approach. If N = −M, eq. (6) The range of k x with 'acceptably small' values of k x −k x increases from S-TE-2-2-SG through S-TE-4-4-SG and S-TE-DRP-2-4-(−0.5,0.5)-SG and is the largest for S-DRP-0-4-SG.
We can see that the use of the L 1 error norm in the TE approach and L 2 error norm in the DRP approach lead to similar results as we saw for the collocated-grid approximations. For a fixed number of points, the use of the DRP criterion, as compared to the TE approximation, increases the acceptable range of k x but decreases the order of approximation. Now we can compare the approximations on the SG and CG. 
Approximation of temporal derivatives
In the SG, some variables are shifted in time with respect to the others by t/2. Here, for approximating the first temporal derivative of a field variable f at time t = m t, we use values of the variable at previous times t − j t; j = 1/2, 3/2, 5/2, . . . and at time t + t/2. The approximation of the first temporal derivative may be written as
or, equivalently, where N = −(2n + 1)/2 and n ∈ {0, 1, 2, 3, . . .}. The two latter approximating equations are similar to approximations (22) and (23), the only difference being in the nature of N and M:N is an integer and M = 1 in eqs (22) and (23). Because eqs (23) and (48) have the same form, we can use eqs (35) and (44) for calculating unknown coefficients b j in eq. (48) based on TE and DRP criterion, respectively. It is possible to combine eqs (35) and (44), that is, the TE and DRP approaches, for having consistency. Note that cases s = 0 and j = s = 0, see eqs (44), cannot occur in the SG. Note also that the explanation in Section 5.1 on the order of approximation on the SG is also true here. Fig. 8 illustrates the real part of difference ω t −ω tas a function of ω t for four alternative 2-point staggered-grid approximations of temporal derivative: T-TE-2-2-SG-TE second-order 2-point (N = −0.5, M = 0.5), T-DRP-0-2-SG-DRP 0th-order 2-point (N = −0.5, M = 0.5), T-TE-DRP-0-2-(-0.5)-SG-combined TE-DRP 0th-order 2-point (N = −0.5, M = 0.5) with coefficient b −0.5 calculated as a free parameter, and T-TE-DRP-0-2-(0.5)-SG-combined TE-DRP 0th-order 2-point (N = −0.5, M = 0.5) with coefficient b 0.5 calculated as a free parameter. For T-TE-2-2-SG, in comparison with the three other approximations, the range of ω t with acceptably small values of ω t −ω t is narrower. The three other approximations have the same difference and coefficients. Now we can compare the approximations on the SG and CG. Fig. 9 illustrates the real part of difference ω t −ω t as a function of ω t for four approximations of the temporal derivative. We can see that the staggered-grid approximations behave better than the collocated-grid approximations.
Partial summary
In Section 5, we derived formulae for approximating spatial and temporal derivatives on the SG and equations for determining coefficients based on TE, DRP and TE-DRP approaches. We obtained the same equations as those for the CG. We analysed the TE and DRP approximations on the SG. We compared the approximations on the CG and SG. We may point out that the use of the staggered-grid approximations, as compared to the collocated-grid approximations, increases ranges of k x and ω t with acceptably small values of k x −k x and ω t −ω t, respectively, while does not decrease the order of approximation.
F I N I T E -D I F F E R E N C E S C H E M E S
Based on the developed approximations we can now construct FD schemes. For numerical comparison, we include all the basic schemes that use 2 or 4 spatial grid points in SG, and 3 or 5 or 7 points in CG. It is reasonable to use two time levels in SG and three time levels in CG. Fig. 10 shows structure of all schemes for which we have performed numerical tests. 
A rearrangement gives
Coefficients a j can be determined using either of three approaches-TE, eq. (6), DRP, eq. (16) and the TE-DRP combination. Similarly, coefficients b j can be calculated using either of three approaches-TE, eq. (35), DRP, eq. (44) and the TE-DRP combination.
We numerically test the following collocated-grid schemes:
(1) TE-2-2-3-3-CG TE second-order in time, TE second-order in space The schemes are given in Appendix C.
FD schemes on the staggered grid
Eq. (2) may be approximated on the SG using approximations (45) and (47). Assume now N Space , M Space and N Time in the form (2n + 1)/2 with n being an integer. Instead of eq. (50), we obtain 
Analogously, coefficients a j can be determined using either of three approaches-TE, eq. (6), DRP, eq. (16) and the TE-DRP combination. Similarly, coefficients b j can be calculated using either of three approaches-TE, eq. (35), DRP, eq. (44) and the TE-DRP combination.
We numerically test the following staggered-grid schemes:
(1) TE-2-2-2-2-SG TE second-order in time, TE second-order in space, 2-point in time ( 
N U M E R I C A L C O M PA R I S O N O F S C H E M E S
The derived FD schemes may be compared in different ways. The basic comparisons assume propagation of a harmonic plane wave in an unbounded homogeneous medium. The most usual way is to compare stability and grid dispersion. In the analysis of grid dispersion, we assume a constant amplitude of the grid wave (wave propagating in the stable non-attenuative regime). Complementary, we may also quantify how the exact amplitude changes in one time step due to inaccuracy of a numerical scheme. See, for example, Moczo et al. (2014) for more details.
Here, we also assume a plane-wave propagation in an unbounded homogeneous medium. However, in order to quantify the overall waveform accuracy in a broad frequency range we evaluate the sum of the phase and envelope misfits between the FD and exact solutions. In this way we integrally capture both the phase and envelope inaccuracies. As found out by extensive numerical testing and comparisons (Chaljub et al. 2010 and Maufroy et al. 2015 , the sum of the phase and envelope misfits in a homogeneous medium better indicates accuracy in heterogeneous media-which is the most important criterion. After we find the best scheme(s), we will also analyse their stability and grid dispersion.
Misfit between the FD and exact seismograms
Thus, in order to compare accuracy of the 1-D FD schemes we numerically simulated propagation of a plane wave in an unbounded homogeneous elastic medium with wave speed of 3700 m s −1 and density 2800 kg m −3 . (In 1-D, we do not need to recognize the type of wave.) We simulated plane-wave radiation using the Alterman & Karal (1968) decomposition applied to the particle velocity. As a source-time function, we used a narrow delta-like signal with a broad amplitude spectrum. For an FD scheme, we used a uniform grid with a grid spacing h and time step t. We recorded a numerically simulated wave at a travel distance of 20 wavelengths at frequency 1 Hz. For the synthetic seismogram and the true solution, we calculated the frequency-dependent phase and envelope misfits (Kristeková et al. 2009 ). In other words, we obtained a value of the phase misfit and a value of the envelope misfit for each frequency. For each frequency, we divided the values of misfits by the corresponding frequency. The obtained (i.e. frequency-normalized) misfits thus represent for each frequency the phase and envelope misfits at the travel distance of 20 wavelengths corresponding to the respective frequency. The broad amplitude spectrum of the In Fig. 11 , we show the misfits in the range of [0, 70] per cent in order to have a global overview of the all investigated schemes. We can distinguish three groups of the misfit curves:
(1) DRP-0-0-3-5-CG, DRP-0-0-3-7-CG (black dashed and dash-dot misfit curves) (2) DRP-0-0-2-4-SG, TE-DRP-0-2-2-4-SG (black and brown solid misfit curves) (3) TE-2-4-3-5-CG, TE-2-4-3-7-CG, TE-DRP-2-2-3-5-CG, TE-DRP-2-2-3-7-CG, TE-2-2-2-2-SG, TE-2-4-2-4-SG, TE-DRP-2-2-2-4-SG In Fig. 11 , we show only 12 of 14 FD schemes listed in Section 6. We do not include the two simplest CG schemes-TE-2-2-3-3-CG = DRP-0-0-3-3-CG. This is because these schemes split (odd-even decoupling) into two non-communicating SG schemes with grid spacing 2h.
Any of the DRP or TE-DRP schemes with 0th-order accuracy in time and/or space (misfit curves in the first and second groups) is too much inaccurate and thus practically unusable. We will not consider them further. We can also see that schemes TE-DRP-2-2-2-4-SG (red solid) and TE-2-4-2-4-SG (blue solid) have relatively small misfits in the broadest frequency range-as compared with all other investigated schemes.
In order to better compare schemes in the range of relatively small misfits, Fig. 12 shows the misfit curves in the range of [0, 6] per cent. This relatively detailed view on the misfit curves better visualizes what we could notice in Fig. 11 : the standard (2,4) staggered-grid scheme, TE-2-4-2-4-SG (blue solid), and TE-DRP optimized scheme TE-DRP-2-2-2-4-SG (red solid) have the smallest misfit values at low spatial sampling. Their mutual comparison is, however, not simple. Whereas TE-2-4-2-4-SG (blue solid) is clearly better for p = 0.5, TE-DRP-2-2-2-4-SG (red solid) has smaller misfit for less than 8 grid spacings per wavelength if p = 0.05. If p = 0.3, TE-DRP-2-2-2-4-SG (red solid) has smaller misfit for less than 5 grid spacings per wavelength, whereas TE-2-4-2-4-SG (blue solid) is better for more than 6 grid spacings per wavelength. Consequently, we should properly interpret these comparisons with respect to heterogeneity of the medium.
In a homogeneous medium, we should use the maximum possible time step or, rigorously said, the maximum possible fraction of the theoretically maximal time step according to the stability condition. In our case, choice p = 0.5 corresponds the most to such requirement. We can see that from the all investigated schemes the standard SG scheme, TE-2-4-2-4-SG, is the best scheme. Consider 1-D modelling of S waves in a heterogeneous medium with a possibly large ratio between the minimum and maximum speeds. For example, in models with surface sediments the ratio between the S-wave speeds in underlying rock and surface sediments, say VS R /VS S , is often between 2 and 10. For a fixed value of the grid spacing h, the maximum possible time step t is given by the stability condition S ≤ S M determined by the VS R . Courant number S for the sediments is, however, VS R /VS S smaller than Courant number for the underlying rock. Consequently, the time step applied to sediments is VS R /VS S smaller than that required by the stability condition only for sediments. This means that if p = 0.5 in the rock beneath sediments, p = 0.5 VS S /VS R in sediments. Curves for p = 0.3 and p = 0.05 thus possibly correspond to situations in sediments (assuming one grid spacing h and one time step t for the whole model and grid).
In 2-D and 3-D modelling, p in sediments may be even smaller because t is determined by VP R , and consequently p in sediments is proportional to VS S /VP R .
Clearly, in practical simulations we should adjust the choice of a FD scheme according to the model. In a model in which the actual value of the stability ratio in sediments is considerably smaller than that in the underlying rock, we should use TE-DRP-2-2-2-4-SG if we do not want to use considerably denser spatial sampling than it is usual. Recall that in numerical modelling of earthquake ground motion using the (2,4) staggered-grid FD scheme (that is TE-2-4-2-4-SG) modellers usually apply six grid spacings per wavelength.
The very important practical aspect of using scheme TE-DRP-2-2-2-4-SG in comparison with scheme TE-2-4-2-4-SG is that they differ from each other only in values of coefficients-see schemes (C10) and (C14) in Appendix C. In other words, in the computer codes based on scheme TE-2-4-2-4-SG it is enough to redefine the values of the approximation coefficients.
Let us briefly comment on the five other schemes for which misfits are shown in Fig. 12 . The third of the SG schemes, the second-order in space and time TE-2-2-2-2-SG is shown mainly for comparison with TE-2-4-2-4-SG and TE-DRP-2-2-2-4-SG. As expected, this is the least accurate of the three SG schemes and practically unusable. It is therefore interesting to see this SG scheme among the four CG schemes. The accuracy of the four CG schemes is relatively low. Neither the mutual comparison of the four schemes nor explanation of the misfit curves of the individual schemes is easy. Recall that the simplest CG scheme TE-2-2-3-3-CG (=DRP-0-0-3-3-CG) splits (odd-even decoupling) into two non-communicating SG schemes with grid spacing 2h. The four CG schemes in Fig. 12 differ from the simplest CG scheme only by a few more grid points. Probably these additional points add only little-weighted values to the simplest scheme and therefore they cannot be sufficiently accurate.
Stability and grid dispersion of the TE-2-4-2-4-SG and TE-DRP-2-2-2-4-SG schemes
Stability and grid dispersion of the standard TE-2-4-2-4-SG are well known. Here we compare the stability and grid dispersion in a concise way. The dispersion relations and the consequent stability conditions for both the 1-D and 3-D schemes are summarized in Fig. 13 . As we could expect, the maximum Courant numbers for the two schemes only slightly differ. Fig. 14 summarizes the corresponding relations for the normalized grid phase velocities. Note that we use symbols α and β for conciseness in Figs 13 and 14 instead of V P and V S for the P-wave and S-wave speeds and velocities.
In Fig. 15 , we show normalized grid phase velocities for the two 1-D schemes for four values of the stability ratio: p ∈ {0.5, 0.3, 0.1, 0.05} assuming S M = 1 for both schemes. The reason is consistency with the investigation in terms of the phase and envelope misfit in Section 7.1. The assumption means that the true time steps corresponding to p ∈ {0.5, 0.3, 0.1, 0.05} are 7/6 and 7.1912/6, respectively, times larger fractions of the maximum possible time steps for the two schemes. The dispersion curves are qualitatively consistent with the previous observations based on evaluation of the misfits: for small fractions of the maximum time steps, the TE-DRP-2-2-2-4-SG grid velocities are for smaller values of the spatial sampling closer to the true velocities than the TE-2-4-2-4-SG grid velocities are.
In Figs 16 and 17, we show the normalized grid S-wave phase velocities for the TE-2-4-2-4-SG and TE-DRP-2-2-2-4-SG schemes in 3-D, respectively. The figures show velocities for three directions of propagations-along a coordinate axis, plane diagonal and body diagonal-for three values of the P-wave to S-wave speed ratio. The three values correspond to values 0.25, 0.45 and 0.495 of Poisson's ratio. The comparison for the 1-D schemes is also true for the 3-D schemes.
Comparison with the spectral-element solution for a 3-D Mygdonian basin model
Here we present an illustrative numerical example for a complex 3-D model of the Mygdonian basin near Thessaloniki, Greece. Detailed descriptions of the model and numerical simulations are given in the article by Kristek et al. (2016) . Here, we only briefly show the geometry and material parameters-Figs 18 and 19.
The wavefield is generated by a double-couple point source located at a depth of 5 km. The source-time function is defined as a low-pass filtered Gaussian pulse.
The reference spectral-element (SEM) seismograms were computed by Emmanuel Chaljub using the SPECFEM3D code developed by Komatitsch and Tromp (e.g. Komatitsch & Tromp 1999; Tromp et al. 2008; Peter et al. 2011) . In the computational model, geometry of material interfaces was modified so that the element faces can exactly follow interfaces. This implies that the SEM simulation exactly accounts for the geometry of material interfaces and consequently the SEM seismograms can be considered a reference. The FDM seismograms were computed using the FDSim3D code Moczo et al. 2014) . Fig. 20 shows three curves of the envelope and phase GOFs (goodness-of-fit) between the reference SEM seismograms and FDM seismograms along the western, central and eastern receiver profiles. Each curve represents GOF between the SEM and one of the three FD solutions. GOFs are calculated for the entire 30-s window in the frequency range [0.1, 5] Hz from the arithmetic average of the single-valued misfits evaluated separately for each component (Kristeková Fig. 21 shows the envelope and phase GOFs for the middle and vertical receiver profiles. Recall that GOF = 10 means the perfect agreement. The seismograms obtained using the 3-D TE-2-4-2-4-SG scheme with a 7 m grid spacing are in a very good agreement with the reference SEM seismograms. We can see that with a coarser 10 m grid spacing the better result, in terms of the phase GOFs, is obtained using the 3-D TE-DRP-2-2-2-4-SG scheme. Though the envelope GOF is not improved, improvement in the phase GOF is considerable. In other wavefields, it is possible that both the envelope and phase GOFs can be improved due to application of the TE-DRP-2-2-2-4-SG scheme. The main aspect of this is that a possible improvement does not require any additional computational load. 
C O N C L U S I O N S
We addressed the problem of the FD approximations of the VS formulation of the equation of motion and constitutive law on two fundamental types of grids: SG and CG. In a general 3-D problem, the two grids may be considered extreme cases (in terms of distribution of field variables and approximation of derivatives) of the set of four grids-staggered, partly staggered, Lebedev and collocated. In a 1-D problem, the staggered, partly staggered and Lebedev grids coincide.
For approximating the first spatial and temporal derivatives, we used three approaches-TE, DRP, and combined TE-DRP. The TE and DRP criterion represents two fundamental extreme approaches. In the TE approach, the spatial and temporal derivatives are approximated in the same formal mathematical way using truncated TE. Quality or accuracy of approximation is quantified by the order of truncation. In the DRP approach, approximation of the spatial derivative is based on minimization of difference between true and numerical wavenumbers. Approximation of the temporal derivative is based on minimization of difference between true and numerical frequencies. In the TE sense, the DRP approximations are 0th-order accurate. The combined TE-DRP approach gives an approximation with order of accuracy larger than zero and partial application of the DRP criterion.
In this article we
(1) derived original useful formulae for the DRP and TE-DRP approximations of the spatial and temporal derivatives on the SG and CG, (2) analysed accuracy of the numerical wavenumbers and numerical frequencies of the basic TE, DRP and TE-DRP approximations, (3) applied the approximations for finding 3 TE, 3 DRP and 2 TE-DRP basic FD schemes on the CG, (4) applied the approximations for finding 2 TE, 2 DRP and 2 TE-DRP basic FD schemes on the SG, (5) performed systematic numerical comparison of the 14 FD schemes in a homogeneous medium, (6) analysed stability and grid dispersion of the two best schemes in 1-D and 3-D, We have found that
(1) for a fixed number of grid points the use of the DRP criterion, as compared to the TE approach, increases the acceptable range of k x in approximating the spatial derivative on both the SG and CG, (2) for a fixed number of time levels the use of the DRP criterion, as compared to the TE approach, increases the acceptable range of ω t in approximating the temporal derivative on both the SG and CG, (3) the use of the SG, as compared to the CG, increases acceptable range of k x in approximating the spatial derivative, (4) the use of the staggered-grid, as compared to the collocated-grid, increases acceptable range of ω t in approximating the temporal derivative, (5) TE-2-4-2-4-SG scheme, that is, TE second-order in time, TE fourth-order in space, 2-point in time (M Time = −N Time = 1/2), 4-point in space (M Space = −N Space = 3/2) is the best scheme for large fractions of the maximum possible time step, or, in other words, in a homogeneous medium, (6) TE-DRP-2-2-2-4-SG scheme, that is, TE second-order in time, combined TE-DRP second-order in space, 2-point in time (M Time = −N Time = 1/2), 4-point in space (M Space = −N Space = 3/2) with a −1/2 and a 1/2 being free parameters, is the best scheme for small fractions of the maximum possible time step, or, in other words, in models with large velocity contrasts if uniform spatial grid spacing and time step are used.
In practical simulations, we should adjust the choice of a FD scheme to a model. In a model in which the actual value of the stability ratio in sediments is considerably smaller than that in the underlying rock, we should use TE-DRP-2-2-2-4-SG if we do not want to use considerably denser spatial sampling than it is usual (in numerical modelling of earthquake ground motion using the (2,4) staggered-grid FD scheme, that is TE-2-4-2-4-SG, modellers usually apply 6 grid spacings per wavelength). TE-DRP-2-2-2-4-SG differs from TE-2-4-2-4-SG only in values of coefficients. This means, that in computer codes based on scheme TE-2-4-2-4-SG it is enough to redefine the values of the approximation coefficients. 
