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Algorithms based on red and near infra-red (NIR) reflectances measured using field spec-
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trometers have been previously shown to yield accurate estimates of chlorophyll-
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a concentration in turbid productive waters, irrespective of variations in the bio-optical
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characteristics of water. The objective of this study was to investigate the performance
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of NIR-red models when applied to multi-temporal airborne reflectance data acquired by
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the hyperspectral sensor, Airborne Imaging Spectrometer for Applications (AISA), with
non-uniform atmospheric effects across the dates of data acquisition. The results
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demonstrated the capability of the NIR-red models to capture the spatial distribution of

Remote sensing

chlorophyll-a in surface waters without the need for atmospheric correction. However, the

Near infra-red

variable atmospheric effects did affect the accuracy of chlorophyll-a retrieval. Two atmo-

Chlorophyll-a

spheric correction procedures, namely, Fast Line-of-sight Atmospheric Adjustment of

Atmospheric correction

Spectral Hypercubes (FLAASH) and QUick Atmospheric Correction (QUAC), were applied to

QUAC

AISA data and their results were compared. QUAC produced a robust atmospheric

FLAASH

correction, which led to NIR-red algorithms that were able to accurately estimate chloro-

AISA

phyll-a concentration, with a root mean square error of 5.54 mg m3 for chlorophylla concentrations in the range 2.27e81.17 mg m3.
ª 2011 Elsevier Ltd. All rights reserved.

1.

Introduction

Inland, estuarine, and coastal waters represent complex and
highly variable ecosystems, which sustain a wide variety of
aquatic flora and fauna, and are critical to preserving global
biodiversity (Revenga and Kura, 2003). Aquatic environments
are also of immense recreational and economic value to
humans. Nevertheless, in recent years, these ecosystems
have been experiencing increased stress due to factors that

are primarily of anthropogenic origin, and have consequently become some of the most threatened ecosystems on
Earth. Therefore, it is important that the biogeochemical
condition of these waters is regularly monitored. Chlorophyll-a (chl-a) concentration is a strong indicator of the
trophic status of a water body (e.g., Schalles et al., 1998;
Honeywill et al., 2002) and quantifying the concentration of
chl-a in a water body is a standard way of monitoring its
biogeochemical status.
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Remote sensing is a very useful tool for monitoring water
quality. Remote sensing using airborne sensors has several
advantages over remote sensing using spaceborne sensors in
monitoring inland, estuarine, and coastal waters. Most inland
water bodies are too small in their spatial extent to be monitored by means of current spaceborne satellites. The proximity of the shore often makes it difficult to retrieve pure
water pixels from satellite data acquired over estuarine and
coastal waters. Airborne sensors, however, can have variable,
much finer spatial resolutions as compared to spaceborne
sensors that have a fixed, coarser resolution. For instance, the
airborne AISA-Eagle (Airborne Imaging Spectrometer for
Applications) has a spatial resolution that varies with altitude
and can be as fine as 0.5 m  0.5 m at an altitude of about
0.75 km above ground, whereas spaceborne satellites MODIS
(MODerate resolution Imaging Spectroradiometer) and MERIS
(MEdium Resolution Imaging Spectrometer) have spatial
resolutions of 1 km  1 km and 260 m  290 m, respectively.
Thus, the higher spatial resolution offered by airborne sensors
make them better suited for these water bodies. Satellite
sensors with very high spatial resolutions (e.g., IKONOS,
QuickBird, and GeoEye) lack the spectral resolution and
sensitivity required for quantitatively estimating chla concentration in optically complex waters. The spaceborne
Hyperion has high spatial and spectral resolutions but its 16day revisit cycle is too long for continuous regular monitoring of water bodies.
Another advantage of most airborne sensors is that they
are programmable, i.e., the number and locations of spectral channels and their bandwidths are adjustable. Thus, it
is possible to designate spectral channels centered at
specific wavelengths (e.g., Kallio et al., 2001) and at desired
spectral resolutions (e.g., as fine as 2.9 nm for AISA-Eagle).
The control on the timing of data acquisition enables collecting data at optimal time periods and helps in mitigating
adverse weather conditions such as cloud cover and haze,
which often hinder reliable data collection from spaceborne
sensors. Airborne remote sensing, however, also has some
limitations when compared to spaceborne remote sensing.
The geographical coverage from an airborne platform is
much smaller than what can be covered from a spaceborne
platform. Depending on the prevailing atmospheric conditions, the airborne platform can be quite unsteady, resulting
in geometric distortions in the image that can be difficult to
correct. There is a high cost associated with every airborne
data acquisition. Nevertheless, airborne remote sensing can
still be a very useful tool for monitoring specific inland,
estuarine, and coastal waters on a regular basis.
Inland, estuarine, and coastal waters that receive input of
terrigenous nutrients are typically turbid and productive.
These Case II waters (Morel and Prieur, 1977) are optically
complex. Specifically, suspended solids and colored dissolved
organic matter (CDOM) occur in relative abundance in these
waters when compared to ocean waters, and their concentrations do not co-vary with chl-a concentration. Moreover,
suspended solids and CDOM have overlapping absorption
features in the blue spectral region. As a result, chl-a is not the
sole factor dominating the optical properties of these waters.
Hence, the standard open-ocean algorithms that rely on
reflectances in the blue and green spectral regions (e.g.,

Gordon and Morel, 1983; Gordon et al., 1988; O’Reilly et al.,
1998; O’Reilly et al., 2000) do not yield accurate estimates of
chl-a concentration in these waters (e.g., Carder et al., 2004;
Darecki and Stramski, 2004; Dall’Olmo et al., 2005).
Algorithms that use reflectances in the red and near infrared (NIR) regions are preferable for turbid productive waters
because the absorption by suspended solids and CDOM are
very low in these regions (Gitelson and Kondratyev, 1991;
Gitelson, 1992; Dekker, 1993; Han and Rundquist, 1997; Gons,
1999; Gower et al., 1999; Ruddick et al., 2001; Dall’Olmo et al.,
2005). NIR-red algorithms take advantage of a local
minimum in reflectance around 670 nm due to absorption by
chl-a and a local maximum of reflectance around 700 nm,
which is due to the combination of diminishing absorption by
chl-a and increasing absorption by water (Vasilkov and
Kopelevich, 1982; Gitelson, 1992; Han et al., 1994).
The three-band NIR-red model (Dall’Olmo et al., 2003;
Dall’Olmo and Gitelson, 2005):


1
 Rl3
Chl-af R1
l1  Rl2

(1)

and the two-band NIR-red model (Gitelson, 1992):
Chl-afR1
l1  Rl2

(2)

(where Rli is the reflectance at wavelength li nm) have been
shown to consistently yield accurate estimates of chl-a
concentration for water bodies with widely varying biogeochemical characteristics and from different geographical
locations. These models have been developed and validated
using data acquired by field spectrometers (Gitelson, 1992;
Dall’Olmo and Gitelson, 2005; Gitelson et al., 2008, 2009;
Yacobi et al., 2011; Gurlin et al., 2011), satellites (Moses, 2009;
Moses et al., 2009b) and data simulated using the radiative
transfer model, Hydrolight (Gilerson et al., 2010). The optimal
spectral ranges for the location of these wavelengths were
found to be, l1 ¼ 660e670 nm, l2 ¼ 700e730 nm, and
l3 ¼ 740e760 nm (Dall’Olmo and Gitelson, 2005; Gitelson et al.,
2008).
Koponen et al. (2002) and Kallio et al. (2001) applied several
empirical NIR-red algorithms to estimate chl-a concentration
in several lakes in Finland using AISA data and discovered
that the performance of the algorithms they tested varied
seasonally. Such seasonal variations preclude algorithms
from being used operationally in a routine manner for data
from different seasons and different geographic locations.
The seasonal variations could be due to the inability of the
algorithms in their specific parameterized forms to account
for seasonal changes in the biogeochemical characteristics of
water or due to variations in the atmospheric effects on the
images collected in different seasons, which were not accurately removed. However, the three-band and two-band NIRred models (Equations (1) and (2)) have been previously shown
to yield accurate estimates of chl-a concentration irrespective
of seasonal changes in the biogeochemical properties of water
(e.g., Dall’Olmo and Gitelson, 2005; Gitelson et al., 2008; Moses
et al., 2009b; Gilerson et al., 2010; Gurlin et al., 2011; Yacobi
et al., 2011), and it is of interest to investigate their sensitivity to variations in atmospheric effects. In this study, we
have applied these NIR-red models (Equations (1) and (2)) to
multi-temporal airborne hyperspectral reflectance data
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acquired by the AISA-Eagle hyperspectral sensor over several
inland water bodies in the Midwestern United States and
investigated the performances of the models by addressing
the following questions:
(i) How is the relationship between the NIR-red model
values and chl-a concentrations affected by the variable
atmospheric effects associated with imagery acquired on
different days?
(ii) After a reliable correction for the non-uniform atmospheric effects, how does the accuracy of chl-a concentration estimated by the NIR-red algorithms from the
airborne reflectance data compare to that retrieved from
reflectances measured in situ using a field spectrometer?

2.

Material and methods

Both airborne and in situ data were collected at the Fremont
Lakes in Nebraska, USA, during the summer and fall of 2008.
The lakes are located in the Fremont State Lakes Recreational
Area, situated about 4.82 km west of Fremont, Nebraska, in
the PlatteRiver valley. The lakes were a result of sand and
gravel mining in the 1930’s, and they currently comprise
nearly 121 ha of water. The lakes attract thousands of visitors
annually and are of high recreational value to Eastern
Nebraska. The water quality in the Fremont Lakes is monitored by the Nebraska Department of Environmental Quality
(NDEQ) and problems related to total phosphorus, total
nitrogen and chl-a concentrations are of significant concern
for several of the Fremont Lakes (NDEQ Water Quality
Division, 2010). From 2004 to 2006, one of the most popular
lakes for recreational activities was closed for 25 weeks due to
the presence of algal toxins. The lake was treated with
aluminum sulfate in 2007 to reduce the phosphorus concentration and biological productivity of the lake. In 2008, the
productivity was significantly reduced and the lake contained
only moderate chl-a concentrations at the time of field data
collection. The Fremont Lakes provide a wide range of
biogeochemical conditions that are typically encountered in

turbid productive inland, estuarine, and coastal waters, which
makes these lakes ideal for the investigation of NIR-red algorithms for the remote estimation of chl-a concentration in
Case II waters.

2.1.

Airborne reflectance measurements

Five images were acquired over the Fremont Lakes using the
AISA-Eagle hyperspectral sensor, mounted in a Piper Saratoga
aircraft that was flown at an altitude of about 3 km above
ground. The images were acquired on 02 July, 14 July, 26
September, 25 October, and 19 November of 2008.
The AISA-Eagle is a programmable imaging spectrometer.
A maximum of 256 continuous spectral channels are possible
in the 400e970 nm wavelength range, with a spectral resolution as fine as 2.9 nm. The central wavelength location and the
bandwidth of the spectral channels are programmable,
enabling the acquisition of data with the desired spectral
characteristics based on the specific requirements for the
research. The sensor has a peak signal-to-noise ratio of 490,
obtained for a typical vegetation target. At a flight altitude of
about 3 km above ground, the sensor acquires data at a spatial
resolution of 2 m. More detailed information on the sensor
characteristics can be obtained at www.specim.fi. The images
used in this research had a spectral resolution of 10 nm and
a spatial resolution of 2 m.

2.2.

In situ reflectance measurements

In situ reflectance measurements were taken on the lakes to
coincide with AISA image acquisitions on all five dates, except
for 25 Oct 2008 when the in situ data were collected a day
earlier (on 24 Oct). The field measurements were collected
from a total of 34 stations in 9 different, though closely
located, lakes (Table 2).
Two inter-calibrated Ocean Optics USB 2000 spectrometers, deployed from a boat, were used to measure upwelling
radiance from the water and downwelling irradiance in the
range 400e900 nm. The sampling interval of the spectrometers was 0.3 nm, with a spectral resolution of 1.5 nm and

Table 1 e Descriptive statistics of the optical water quality parameters measured: ap(670), aNAP(670), a4(670), and aCDOM(670)
are the absorption coefficients of total particulates, non-algal particles, phytoplankton, and CDOM, respectively, at 670 nm
a4 ð670Þ, is the specific absorption coefficient of phytoplankton at 670 nm, aCDOM(440) is the absorption coefficient of CDOM
at 440 nm.
Parameter
Chl-a
Secchi disk depth
Turbidity
TSS
ISS
OSS
ap(670)
aNAP(670)
a4(670)
a4 ð670Þ
aCDOM(440)
aCDOM(670)

Units

Number
of samples

Min

Max

Median

Mean

Standard
deviation

Coefficient
of variation

mg m3
m
NTU
g m3
g m3
g m3
m1
m1
m1
m2 mg1
m1
m1

34
34
34
34
34
34
34
34
34
34
34
34

2.27
0.51
1.51
1.19
0.22
0.81
0.04
0.003
0.047
0.007
0.467
0.005

81.17
4.20
19.20
15.00
3.50
12.50
2.126
0.245
2.104
0.026
1.452
0.064

20.69
1.09
7.22
6.58
1.00
5.89
0.398
0.044
0.374
0.015
0.788
0.021

26.11
1.40
7.93
7.06
1.14
5.93
0.47
0.057
0.412
0.017
0.842
0.023

20.86
0.91
5.28
3.74
0.78
3.35
0.383
0.049
0.377
0.005
0.236
0.012

0.80
0.65
0.67
0.53
0.68
0.57
0.817
0.855
0.915
0.309
0.280
0.533
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Table 2 e Geographical coordinates of stations in the
Fremont Lakes where measurements were taken.
Lake ID

Latitude

1
2
3
4
5
16
17
18
20



0

00

41 27 1.25 N
41 270 0.5800 N
41 270 2.7400 N
41 270 2.1500 N
41 260 57.5200 N
41 260 32.0100 N
41 260 22.0400 N
41 260 17.8900 N
41 260 9.6100 N

Longitude
96 330 37.5400 W
96 330 54.6300 W
96 340 9.0300 W
96 340 37.2500 W
96 340 16.0900 W
96 330 25.3600 W
96 320 43.6800 W
96 320 25.2300 W
96 320 54.2600 W

a signal-to-noise ratio of 250:1. Spectrometer #1 was connected to a 25 field-of-view optical fiber that was taped to
a measurement stick and pointed toward nadir to measure
the upwelling radiance. The stick was held such that the tip of
the optical fiber was just beneath the water surface and as far
away from the boat as possible on the sun-lit side in order to
avoid light rays reflected from the boat and the effects of the
boat shadow. Spectrometer #2 was connected to an optical
fiber that was equipped with a 180 field-of-view cosine
collector that was mounted on a mast and pointed toward
zenith at the highest possible spot on the boat such that the
cosine collector had a clear 180 field-of-view of the downwelling irradiance. The upwelling radiance and the downwelling irradiance were recorded simultaneously. At each
station, several sets of measurements were taken such that
there were at least six virtually identical upwelling radiance
spectra, the median of which was taken as the representative
spectrum.
Potential differences in the transfer functions of the spectrometers were accounted for by inter-calibrating the spectrometers. Inter-calibration was done by simultaneously
measuring the upwelling radiance from a standard white
Spectralon panel with spectrometer #1 and the corresponding downwelling irradiance incident on the panel with spectrometer #2.
The remote sensing reflectance was calculated as,
Rrs ¼

Lu Ecal Rcal t
Fi
Ed Lcal p n2

(3)

where, Lu is the upwelling radiance from the water, Ed is the
downwelling irradiance, Lcal is the upwelling radiance from
the calibration panel, Ecal is the downwelling irradiance at the
time of calibration measurements, Rcal is the known reflectance of the calibration panel, p is used to transform the
irradiance reflectance into remote sensing reflectance, t is the
transmittance of water (0.98), n is the refractive index of water
(1.33), and Fi is the immersion factor, which accounts for the
difference between the in-air and in-water absolute response
of the spectrometer (Austin, 1976; Mueller and Austin, 1995;
Zibordi, 2006), and was calculated using the formula used in
Ohde and Siegel (2003).

2.3.

included Secchi disk depth, measured with a standard Secchi
disk, and turbidity, measured with a HACH 2100 portable
turbidimeter.
Chl-a was extracted from water samples using 99.5%
ethanol at a temperature of 78  C, and left to cool in the dark
for 4 h. The extract was centrifuged for 5 min in
a ColeeParmer EW-17250-10 fixed-speed centrifuge and the
chl-a concentration was determined fluorometrically
(Welschmeyer, 1994). The concentrations of inorganic suspended solids (ISS), organic suspended solids (OSS), and total
suspended solids (TSS) were determined gravimetrically
(Eaton et al., 2005). Particulate absorption coefficients were
determined by the quantitative filter technique (Mitchell et al.,
2003). The suspended particles were retained by filtering the
water samples through 25-mm Whatman GF/F filters and
spectral measurements of the optical density were made with
a Cary 100 Varian spectrophotometer. The absorption coefficient of CDOM was determined from spectrophotometric
measurements of each filtrate. More details of the laboratory
analysis procedure can be found in Gitelson et al. (2011) and
Gurlin et al. (2011).
The dataset contained concentrations of chl-a, TSS, ISS,
and OSS, Secchi disk depth, turbidity, and the absorption
coefficients of phytoplankton, non-algal particles, total
particulates, and CDOM, collected from 34 stations, displaying
a wide variation in the concentration of optically active
constituents (Table 1).

2.4.

NIR-red models

The AISA data suffered from instrument noise in the NIR
region beyond 730 nm (where there is high absorption by
water). As a result, reflectances at wavelengths beyond
730 nm were unusable. This meant that l3 for the three-band
NIR-red model (Eq. (1)) could not be set beyond 730 nm.
Previous studies have shown that the two-band NIR-red
model (Eq. (2)) with l1 and l2 set to match the MERIS spectral
channels at 665 nm and 708 nm, respectively, gives accurate
results for data simulated by radiative transfer equations
(Gilerson et al., 2009, 2010) as well as data acquired by field
spectrometers (Gitelson et al., 2008, 2009) and spaceborne
sensors (Moses, 2009; Moses et al., 2009a, b).
Considering the aforementioned limitation on l3 and
choosing AISA spectral channels that were located the closest
to the MERIS channels for l1 and l2, the three-band and twoband NIR-red models for AISA data were formulated as,
Three-band AISA NIR-red Model:

1
Chl-af R1
666  R704  R723

(4)

Two-band AISA NIR-red Model:
Chl-afR1
666  R704

(5)

where Rx is the reflectance in the spectral band centered at
wavelength x nm.

Laboratory analysis
2.5.

Water samples were collected at each station, kept in a cooler,
and analyzed the very same day in the laboratory at the end of
in situ data collection. Supplementary in situ measurements

Atmospheric correction

Since the AISA images were collected on different days,
spanning a period of about five months, the atmospheric

w a t e r r e s e a r c h 4 6 ( 2 0 1 2 ) 9 9 3 e1 0 0 4

conditions could not be assumed to have remained constant
across all five dates of image acquisition. Thus it was necessary to correct for the variable atmospheric effects on each
image. The AISA data were atmospherically corrected using
FLAASH (Fast Line-of-sight Atmospheric Analysis of Spectral
Hypercubes) and QUAC (QUick Atmospheric Correction),
which were obtained as add-ons to the image processing
software, ENVI (Environment for Visualizing Images), from
ITTeVIS (International Telephone and Telegraph e Visual
Information Solutions).
FLAASH (Adler-Golden et al., 1999; Matthew et al., 2000,
2002) is a ‘first-principles’ atmospheric correction program,
developed based on the radiative transfer code, MODTRAN 4
(MODerate spectral resolution atmospheric TRANsmittance;
Berk et al., 2000). First-principles atmospheric correction
typically involves three steps: (i) Retrieval of atmospheric
parameters (primarily visibility/optical depth, aerosol type,
and column water vapor amount), (ii) Solution of the radiative
transfer equation using the retrieved/derived atmospheric

997

parameters and conversion of the radiance values into
reflectance values, and (iii) Spectral polishing to remove
spectral artifacts that may have been introduced during the
correction process (Matthew et al., 2002).
FLAASH essentially serves as a user-interface to MODTRAN
4. The program is designed such that the user has limited
control over the choice and setting of input parameters for the
process. FLAASH is rather simple to execute in terms of the
procedure if the user is able to specify appropriate input
parameters that characterize the atmospheric conditions and
illumination/viewing geometry at the time of image acquisition. Default values or appropriate assumptions (based on
theoretical estimates or information from the literature) are
used as input parameters when actual measurements are not
available. Atmospheric correction is implemented as an iterative process in which the spectral information from the
image is used to determine atmospheric parameters. The
input parameters that describe the atmosphere serve as initial
values that direct the iterative processes toward convergence.

a

b

c

d

e

Fig. 1 e Plots of the three-band NIR-red model (applied to AISA at-sensor reflectance) values versus measured chla concentration for (a) 02nd July, (b) 14th July, (c) 26th Sep, (d) 25th Oct, and (e) 19th Nov 2008 data. Rx is the reflectance in the
spectral band centered at wavelength x nm.

998

w a t e r r e s e a r c h 4 6 ( 2 0 1 2 ) 9 9 3 e1 0 0 4

a

b

Fig. 2 e (a) Three-band NIR-red and (b) two-band NIR-red model (applied to AISA at-sensor reflectance) values plotted versus
measured chl-a concentration for all five campaigns. Rx is the reflectance in the spectral band centered at wavelength x nm.

Accurate input parameters are helpful in achieving quick
convergence, by way of reducing the number of iterations, but
changing the input parameters does not generally seem to
change the spectral shape of the final output reflectance
significantly.
QUAC (Bernstein et al., 2005a, b; Bernstein et al., 2006) was
developed as a simpler alternative to sophisticated atmospheric
correction procedures, such as FLAASH, which are based on
radiative transfer models. QUAC is a semi-empirical method
that requires no prior information on the ground target or the
atmosphere and is based on several simplistic assumptions.
The image is assumed to be composed of a reasonable number
(>10) of spectrally diverse pixels. The spectral standard deviation of reflectance of the chosen set of diverse pixels is assumed
to be a virtually wavelength-independent constant. This
assumption is founded on the principle that diverse pixels are
not expected to be spectrally correlated and has been empirically validated (Bernstein et al., 2005b). Spurious contributions
arising from the atmospheric path radiance and adjacency
effects are removed through a baseline correction using dark
pixels within the image. Previous results have shown that
QUAC yields accuracies that are comparable to those from more
sophisticated methods (Bernstein et al., 2005b), with significantly faster computational speeds.

3.

Results and discussion

3.1.

At-sensor reflectance

As a first step prior to atmospheric correction, the three-band
(Eq. (4)) and two-band (Eq. (5)) NIR-red models were applied to

a

at-sensor reflectances obtained by dividing the at-sensor radiance by the downwelling irradiance recorded at the sensor. The
results showed very close linear relationships between NIR-red
model values and measured chl-a concentrations. Fig. 1 shows
individual plots for the three-band NIR-red model (Eq. (4)).
Similar results were obtained for the two-band NIR-red model
(Eq. (5), individual plots not shown). For each day, the NIR-red
model values had a close relationship (the average coefficient
of determination, r2, was above 0.90) with chl-a concentration,
which demonstrated the ability of the NIR-red models to
accurately capture the spatial distribution of chl-a concentration within each image in spite of the atmospheric effects on
the at-sensor reflectance. This is primarily due to the fact that
the atmospheric effects over the lakes, which are located close
to each other, are fairly uniform within each image. Moreover,
the wavebands in the NIR-red models are located close enough
to each other so that the atmospheric effects at these wavebands are alike though not identical and are greatly minimized
by the use of reflectance ratios in the models.
However, the slope and intercept of the linear regression
between the NIR-red model values and chl-a concentration
varied across multiple dates (Fig. 1). Due to these variations,
when the multi-temporal data from all stations were plotted
together (Fig. 2), a consistently close linear relationship
between the chl-a concentrations and NIR-red model values
was not evident, which affected the accuracy of quantitative
estimates of chl-a concentration. The root mean square errors
(RMSEs) of the estimated chl-a concentration were
8.08 mg m3 (nRMSE ¼ 10.24%) and 7.97 mg m3
(nRMSE ¼ 10.1%) for the three-band (Eq. (4)) and two-band (Eq.
(5)) NIR-red models, respectively, where nRMSE is the
normalized RMSE, given by,

b

Fig. 3 e Plots of (a) three-band and (b) two-band NIR-red model values versus measured chl-a concentration for the whole
dataset after FLAASH correction. Rx is the reflectance in the spectral band centered at wavelength x nm.
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a

999

b

Fig. 4 e FLAASH-corrected AISA reflectance (solid line) and reflectance measured in situ (dotted line) with the Ocean Optics
spectrometer for stations with (a) a moderate chl-a concentration (13.65 mg mL3) and (b) a high chl-a concentration
(80.16 mg mL3).

nRMSE ¼

RMSE
ðChl-amax  Chl-amin Þ

(6)

Previous experimental (Gitelson et al., 2008, 2009) and
modeling (Dall’Olmo and Gitelson, 2006; Gilerson et al., 2010)
results have shown that the NIR-red models are not very
sensitive to variations in the biogeochemical characteristics of
waters besides chl-a concentration. Thus, the variations in the
slope and intercept across the multiple dates (Fig. 1) are likely
attributable to differences in the atmospheric effects on the
different dates of data acquisition. Such variations are expected to be even larger when the models are applied to multitemporal data from different geographic locations with widely
varying atmospheric conditions. Consequently, atmospheric
correction was performed on the AISA data to determine if it
would result in the convergence of the slopes and intercepts of
the relationship between the NIR-red model values and chla concentration across the multiple dates e a critical prerequisite for developing a reliable algorithm for retrieving accurate quantitative estimates of chl-a concentration from
a multi-temporal dataset.

3.2.

FLAASH atmospheric correction

FLAASH was executed on all five AISA images acquired over
the Fremont Lakes. Since actual measurements of atmospheric parameters such as the optical depth were not available, all the images were corrected using the same default
values for atmospheric input parameters such as visibility

a

(40 km), aerosol scale height (2 km), and carbon-dioxide mixing ratio (390 ppm), as defined in FLAASH. Based on the
guidelines given in the FLAASH User’s Guide (2008), the
atmospheric model, which is based on the geographic location
and the season of the year at the time of image acquisition,
was chosen as ‘Mid-Latitude Summer’ for the 02 Jul, 14 Jul, 26
Sep, and 25 Oct images, and ‘Sub-Arctic Summer’ for the 19
Nov image. The aerosol retrieval method implemented in
FLAASH is the approach suggested by Kaufman et al. (1997),
which involves selecting dark surface pixels in the image
based on the at-sensor radiances at channels near 660 nm and
2100 nm. Since AISA does not have a spectral channel near
2100 nm, it was not possible to automatically retrieve aerosol
properties from the image data using FLAASH. Instead, a fixed
aerosol type and an initial assumption on the aerosol amount
(supplied in the form of a visibility estimate) had to be fed as
input parameters to FLAASH. The aerosol types considered
were, ‘No Aerosol’, ‘Rural Aerosol’, and ‘Tropospheric Aerosol’. The choice of aerosol seemed to primarily affect the
magnitude of the retrieved reflectance, with no evident effect
on its spectral shape. The aerosol type and amount were
chosen so as to minimize the occurrence of negative values in
the atmospherically corrected reflectances. Because the
absorption features of principal atmospheric gases are welldefined and the concentrations of these gases are generally
stable, the effects due to atmospheric absorption are usually
well accounted for by atmospheric correction programs.
Similarly, the effects of molecular Rayleigh scattering are also
removed straightforwardly. However, removing the effects

b

Fig. 5 e Plots of (a) three-band and (b) two-band NIR-red model values versus measured chl-a concentration for the whole
dataset after QUAC correction. Rx is the reflectance in the spectral band centered at wavelength x nm.

1000

w a t e r r e s e a r c h 4 6 ( 2 0 1 2 ) 9 9 3 e1 0 0 4

a

b

Fig. 6 e Temporal variation of chl-a concentration in the Fremont Lakes, (a) lake 02 and (b) lake 16 based on chla concentrations measured in situ and estimated by the three-band and two-band NIR-red algorithms applied to AISA
imagery after QUAC correction. The estimates closely follow the temporal pattern obtained from actually measured chla concentrations.

due to scattering by atmospheric aerosols is challenging, and
the input parameters that define the aerosol properties are
crucial to obtaining accurate results.
The dimensionless FLAASH-corrected reflectances were
converted to remote sensing reflectances through division by
p. When the three-band (Eq. (4)) and two-band (Eq. (5)) NIR-red
models were applied to FLAASH-corrected reflectances and
the output compared with actually measured chl-a concentrations, the pattern of the results (Fig. 3) was very similar to
what was obtained when the NIR-red models were applied to
atmospherically uncorrected at-sensor reflectances (Figs. 2
and 3). For each individual image, there was a close correlation between the NIR-red model values and chl-a concentration but the slope and intercept of the linear regression varied
across the dates (Fig. 3). This suggested that the non-uniform
atmospheric effects on the multi-temporal imagery were not
adequately removed by FLAASH. The RMSEs of the chla concentrations estimated using the three-band (Eq. (4)) and
two-band (Eq. (5)) NIR-red models were, respectively,
7.68 mg m3 (nRMSE ¼ 9.73%) and 7.34 mg m3
(nRMSE ¼ 9.3%), which are only slightly lower than those for
reflectances without atmospheric correction (Fig. 2).
In most cases, the FLAASH-derived reflectance spectra
poorly resembled typical reflectances from productive waters
(Fig. 4). The magnitude of the output reflectance was very
sensitive to the initial input atmospheric parameters. Irrespective of the aerosol model chosen, FLAASH seemed to
over-correct for atmospheric scattering, resulting in considerably high negative reflectances at short wavelengths.
Therefore, the aerosol input parameters were set so as to

minimize the occurrence of negative reflectances. However,
when compared to actual reflectance spectra measured in situ,
it was evident that crucial reflectance features were distorted
in the FLAASH-derived reflectance spectra, especially in the
red and NIR regions (Fig. 4). There was also a significant
difference in the magnitude of the reflectances, which can be
attributed to potential differences in the radiometric characteristics between the Ocean Optics spectrometer and the
AISA sensor, and the erroneous removal of atmospheric
scattering by FLAASH. Even though FLAASH is based on a wellestablished rigorous radiative transfer model, the output
reflectance contained significant artifacts and the program
seemed to over-correct for atmospheric scattering. Supplying
input parameters based on actual measurements (for
instance, aerosol optical depth measurements using a sun
photometer) might help prevent the over-correction.

3.3.

QUAC atmospheric correction

QUAC is fully image-driven and requires no atmospheric
input parameters. Thus, it is simple and straightforward to
execute. All five images were atmospherically corrected with
QUAC. The dimensionless QUAC-corrected reflectances were
converted to remote sensing reflectances through division by
p, and the three-band (Eq. (4)) and two-band (Eq. (5)) NIR-red
models were applied to the retrieved reflectance data. Not
only were the linear relationships between the NIR-red model
values and chl-a concentrations close for each campaign but
the slopes and offsets of the relationship for the five days were
also close to each other, resulting in a well-defined overall

Fig. 7 e AISA-derived Chl-a maps of the Fremont State Lakes for 02 Jul and 26 Sep 08, produced using the two-band NIR-red
algorithm (Eq. (8)).
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Fig. 8 e QUAC-corrected AISA reflectance (solid line) and reflectance measured in situ with the Ocean Optics spectrometer
(dotted line) for stations with (a) a moderate chl-a concentration (13.65 mg mL3) and (b) a high chl-a concentration
(80.16 mg mL3).

linear relationship (Fig. 5), with r2 as high as 0.93. QUAC, which
requires no information on the atmospheric conditions,
seems to have adequately handled the non-uniform atmospheric effects, thus providing for a consistent relationship
between the NIR-red model values and chl-a concentration
across the five dates, which led to the following chla algorithms:
Chl-a ¼ 118:08





1
R1
666  R704  R723 þ 27:511

Chl-a ¼ 83:023 ½R704 =R666   56:15

(7)
(8)

These three-band (Eq. (7)) and two-band (Eq. (8)) NIR-red
algorithms produced accurate quantitative estimates of chla concentration, with RMSEs of 5.54 mg m3 (nRMSE ¼ 7.02%)
and 5.60 mg m3 (nRMSE ¼ 7.1%), respectively. The algorithms
were also able to reliably capture the temporal variation of
chl-a concentration in the lakes during the summer and fall of
2008 (Fig. 6). Chl-a maps produced using these algorithms
captured the spatial and temporal variation and distribution
of chl-a concentration in the Fremont Lakes during the period
of data collection. For instance, the lakes underwent a significant change in their chl-a concentration between 02 Jul and
26 Sep 08 (Fig. 7).
QUAC performed quite well in preserving the features of
the reflectance spectra at both high and moderate chla concentrations (Fig. 8) even though there was often an offset
in the magnitude when compared to the reflectances

a

measured in situ by the Ocean Optics field spectrometer,
which can be partly attributed to the less-than-perfect
removal of the path radiance and inherent differences in the
radiometric characteristics between the AISA sensor and the
Ocean Optics spectrometer. The QUAC-derived reflectance
spectra were smooth and the chlorophyll-specific spectral
features were well preserved. This suggests that the simplistic
assumptions implemented in QUAC (Bernstein et al., 2005a, b)
hold true for this dataset and that QUAC is a reasonably viable
atmospheric correction procedure.

3.4.

Airborne versus in situ estimates

The slopes and offsets obtained for the relationships between
the three-band (Eq. (4)) and two-band (Eq. (5)) NIR-red model
values and chl-a concentration from the QUAC-corrected
AISA reflectances (Equations (7) and (8)) were compared with
the slopes and offsets obtained from in situ field spectrometer
data on the same lakes (Fig. 9). The field spectrometer data
yielded the following algorithms:
Chl-a ¼ 119:28





1
R1
666  R704  R723 þ 18:399

Chl-a ¼ 72:874 ½R704 =R666   54:227

(9)
(10)

The relationships between the NIR-red model values and
chl-a concentration were reasonably similar for the QUACderived reflectances and in situ measured reflectances

b

Fig. 9 e Linear relationships between measured chl-a concentrations and (a) three-band and (b) two-band NIR-red model
values for QUAC-corrected AISA reflectances (solid line) and reflectances measured in situ with the Ocean Optics field
spectrometer (dashed line). Rx is the reflectance in the spectral band centered at wavelength x nm.
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(Fig. 9). The differences in slope and offset are indicative of the
residual effects of imperfect atmospheric correction of the
AISA data in addition to the effects due to differences between
the radiometric characteristics of the field spectrometer
(Ocean Optics USB, 2000) and the AISA sensor. When the
three-band (Eq. (9)) and two-band (Eq. (10)) NIR-red algorithms
were applied to in situ measured reflectances, the RMSEs of
estimated chl-a concentration were 3.94 mg m3
(nRMSE ¼ 4.99%) and 5.02 mg m3 (nRMSE ¼ 6.36%), respectively, which are marginally better than the corresponding
figures for the QUAC-based algorithms (Equations (7) and (8)).
The results show that QUAC has proven to be more reliable
than FLAASH for this multi-temporal dataset. Even though
FLAASH, which is based on a first-principles approach, is
theoretically more sophisticated, its performance seems
understandably highly dependent on its ability to accurately
characterize the atmospheric aerosols. This is a major limitation when dealing with data from sensors such as AISA that
do not have the spectral channels that are required for
FLAASH’s automatic aerosol retrieval, and there are no actual
measurements of aerosol optical depth that can be supplied as
input parameters. In such cases, QUAC produces a more
reliable atmospheric correction when the dataset satisfactorily meets the underlying assumptions of QUAC (see Section
2.5 and Bernstein et al., 2005a, b). It should be noted that if the
image does not meet these basic assumptions (for example, if
there is limited spectral diversity or if there are no dark pixels),
QUAC may produce inaccurate and unreliable results.

4.

Conclusion

The three-band and two-band NIR-red models are reliable and
yield highly accurate estimates of chl-a concentration in
turbid productive waters using reflectance data collected by
an airborne hyperspectral sensor. Even without atmospheric
correction, the NIR-red models yield a close linear relationship
with chl-a concentration and can be used to capture the
spatial distribution of chl-a concentration in an aerial image.
However, if the dataset contains multi-temporal data with
varying atmospheric effects on different days, it is necessary
to use a robust atmospheric correction procedure to systematically remove the non-uniform atmospheric effects in the
images. FLAASH and QUAC atmospheric correction procedures were tested. The theoretically more sophisticated
FLAASH relies significantly on its ability to accurately characterize the atmospheric aerosol composition, which in this
case was difficult because AISA did not have the spectral
channels required for FLAASH’s automatic aerosol retrieval
and no actual measurements of atmospheric composition
were available to correctly guide the program. QUAC, which is
based on simple assumptions and does not require any
knowledge of the atmospheric conditions, produced more
consistent and reliable results, leading to the development of
three-band and two-band NIR-red algorithms for estimating
chl-a concentration from airborne data. In order to further
validate these algorithms, the NIR-red models should be
applied to more QUAC-corrected airborne images acquired
over water bodies from different geographical locations and
with a wider range of biogeochemical characteristics than

what was encountered in the current dataset. If the relationship between the NIR-red model values and chl-a concentration remains consistently similar for numerous datasets, it
will lead to the establishment of NIR-red algorithms that can
be routinely applied to airborne data collected over turbid
productive inland, estuarine, and coastal waters, without the
need for regional adjustment of the model parameters. Such
algorithms will be very effective tools in frequently monitoring these water bodies.
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