In this paper, we propose a one-factor regime-switching model for the risk adjusted natural gas spot price and study the implications of the model on the valuation and optimal operation of natural gas storage facilities. We calibrate the model parameters to both market futures and options on futures. Calibration results indicate that the regime-switching model is a better fit to market data compared to a one-factor mean-reverting model similar to those used by other authors to value gas storage. We extend a semi-Lagrangian timestepping scheme from Chen and Forsyth (2007) to solve the gas storage pricing problem, essentially a stochastic control problem, and conduct a convergence analysis of the scheme. Numerical results also indicate that the regime-switching model can generate operational strategies for gas storage facilities that reflect the existence of multiple regimes in the market as well as the regime shifts due to various exogenous events.
Introduction
As noted in Pilopović (1998) , natural gas prices exhibit seasonality dynamics due to fluctuations in demand. As such, natural gas storage facilities are constructed to provide a cushion for such fluctuations by releasing natural gas in storage in seasons with high demand.
The valuation of gas storage facilities is characterized as a stochastic control problem resulting in Hamilton-Jacobi-Bellman (HJB) equations. Recently, several authors Chen and Forsyth (2007) ; Ahn et al. (2002) ; Thompson et al. (2003) ; Ware (2005) ; Ware and Li (2006) ; Li (2006) ; Carmona and Ludkovski (2005) ; Barrera-Esteve et al. (2006) have discussed the no-arbitrage value of natural gas storage facilities (or, equivalently, the value of gas storage contracts for leasing the storage facilities). Their work has almost exclusively assumed that natural gas spot prices follow onefactor mean-reverting processes. However, as demonstrated in Schwartz (1997) ; Jaillet et al. (2004) and again this paper, one-factor mean-reverting models do not seem to be able to capture the dynamics of typical gas forward curves. Consequently, we need to resort to other more complex stochastic models for natural gas prices in order to more accurately price gas storage contracts.
A number of multi-factor models for the natural gas spot price are suggested in (Xu, 2004; Manoliu and Tompaidis, 2002; Jaillet et al., 2004; Cartea and Williams, 2006) . More general multi-factor models for commodity spot prices are developed in (Schwartz, 1997; Cortazar and Schwartz, 2003) . Nevertheless, it is computationally expensive to apply the two-factor and threefactor commodity spot price models in (Schwartz, 1997; Cortazar and Schwartz, 2003) to price complex commodity derivatives such as the gas storage contracts, although they seem able to fit the market futures prices.
Consequently, we will focus on one-factor regime-switching models for natural gas spot prices. Initially proposed in Hamilton (1990) , a regime-switching model consists of several regimes; within each regime the gas price follows a distinct stochastic process. The price process can randomly shift between these regimes due to various reasons, such as changes of weather conditions, alterations of demand and supply, and surprise events such as political instability. Regime-switching models have been used in several areas. For example, Hardy (2001) develops a regime-switching model for equities. Gray (1996) and Bansal and Zhou (2002) use regime-switching processes to model term structures of interest rates. Various regime-switching models are calibrated to electricity spot prices in (Deng, 2000; Huisman and Mahieu, 2003; de Jong and Huisman, 2002; de Jong, 2005; Schindlmayr, 2005) .
Our goal in this paper is twofold. First, we develop a simple one-factor regime-switching model that outperforms a typical one-factor mean-reverting model in terms of capturing the dynamics of the gas forward curves. Second, we show that we can price gas storage contracts under the proposed regime-switching model and furthermore, we demonstrate that the regime-switching model can produce operational strategies for the storage facility that reflect the existence of multiple regimes in the market (if we believe this is true) as well as the regime shifts due to various exogenous events. This results in a richer set of operational strategies compared to one-factor mean-reverting models.
Our one-factor regime-switching model consists of two regimes. By adjusting parameter values, the deseasoned process in each regime is either a mean-reverting process or a geometric Brownian motion (GBM) like process with a positive/negative drift. Hence this produces several variations of the model. We are interested in three variations: an MRMR variation where the processes in both regimes are mean-reverting; an MRGBM variation where the process in one regime is meanreverting while that in the other regime follows a GBM with a positive drift; a GBMGBM variation where the process in one regime follows a GBM with a positive drift while that in the other regime follows a GBM with a negative drift. The MRMR variation is able to generate a behavior similar to the two-factor mean-reverting model given in Xu (2004) , while the GBMGBM variation can mimic the behavior of the two-factor model in Schwartz (1997) . As a comparison, we also consider a one-factor mean-reverting model, denoted by MR, which is similar to the models proposed in (Pilopović, 1998; Xu, 2004) .
We emphasize here that our purpose is not to develop the ultimate model for gas prices. Our objective is to propose a model which can (at least qualitatively) fit forward curves, yet is not too computationally expensive to use in gas storage valuation.
The main results of this paper are summarized as follows:
• Among the three gas price models that we examine, the calibration results show that the MRMR and MRGBM variations of the regime-switching model are capable of fitting the market gas forward curves more accurately than the MR model. The GBMGBM variation does not appear to be consistent with market data.
• We calibrate model parameters to both market futures and options. We use a two phase calibration process. Under these models, a subset of the parameters can be obtained by calibration to the forward curves. The remaining parameters can be determined by calibration to options. As a result, the computational requirements of the calibration process are reduced compared to more general models. Note that since we are interested in valuation and operation of gas storage, we calibrate to futures and options prices, which gives us the Q measure parameters directly. This is, of course, distinct from the econometric approach of examining spot price time series, which would generate P measure parameters.
• We use the calibrated regime-switching model to price the value of a natural gas storage facility, resulting in coupled HJB equations. We extend the fully implicit, semi-Lagrangian timestepping scheme from Chen and Forsyth (2007) to solve the nonlinear pricing equations. Provided a strong comparison result holds, we prove the convergence of the scheme to the viscosity solution of the equations using the results in (Barles and Souganidis, 1991; Barles, 1997) . The numerical results demonstrate that the scheme converges to the solution at a first order rate.
• We study the implications of the proposed models on the optimal operational strategies for gas storage facilities. Our observations indicate that the regime-switching model, in contrast to one-factor mean-reverting models, is able to produce distinct controls for each regime that are consistent with the dynamics of gas spot prices in that regime. This effect is, of course, absent in the standard MR model. However, whether to pick the MRMR or MRGBM variation depends on one's perspectives about gas price dynamics. It is difficult to distinguish between these two models if we simply calibrate to market data.
Natural Gas Spot Price Models
In this section, we specify two one-factor models that we use to examine the dynamics of the natural gas spot price. Since we are interested in pricing derivatives on natural gas, we will consider directly the risk adjusted (or risk neutral) price processes with parameters given under the Q measure.
One-factor mean-reverting model (MR model)
Let P denote the natural gas spot price. In the MR model, the gas spot price follows a meanreverting stochastic process with the seasonality effect represented in the drift term. The risk adjusted gas spot price is modeled by a stochastic differential equation (SDE) given by dP = α(K 0 − P )dt + σP dZ + S(t)P dt , (2.1)
where α α > 0 is the mean-reversion rate,
dZ is an increment of the standard Gauss-Wiener process, S(t) is a time-dependent term so that S(t)P dt is the price change at time t contributed by the seasonality effect. Note that multiplying S(t) with P guarantees the price of natural gas always stays positive, β A is the annual seasonality parameter, t 0 is a reference time satisfying t 0 < t.
C A (t 0 ) is the annual seasonality centering parameter for t 0 . We define
where A 0 is a constant time adjustment parameter obtained through calibration; D(t 0 ) is the distance between the reference time t 0 and the first date in January in the year of t 0 . Thus, by calibrating the value of A 0 , we are able to determine the evolution of the annual seasonality effect over time.
β SA is the semiannual seasonality parameter,
is the semiannual seasonality centering parameter for t 0 . Similar to the definition of C A (t 0 ), we define
where the constant time adjustment parameter SA 0 is obtained from a calibration process.
This simple model is considered by several authors (Pilopović, 1998; Xu, 2004) , although the seasonality feature is handled in a slightly different manner.
Remark 2.1 (Effect of the seasonality term on gas price dynamics). We can rewrite equation (2.1) as
then there exists certain periods of time within which S(t) − α > 0. In this case, if P is large and (S(t) − α)P dt αK 0 dt in equation (2.5), then the process (2.1) becomes a GBM process with positive drift rate due to the strong seasonality effect. At other times, the process is mean-reverting. Note that the deseasoned process (i.e., setting S(t) = 0 in SDE (2.1)) is a mean-reverting process. As indicated in our calibration results in Section 3.1.4, condition (2.6) is typically satisfied by the calibrated parameters.
Regime-switching model
In order to capture the gas price dynamics more accurately than a one-factor model, Schwartz (1997); Xu (2004) propose different two-factor models for the natural gas spot price. In this subsection, we present a one-factor regime-switching model that is able to exhibit behavior similar to the models introduced in Schwartz (1997); Xu (2004) without introducing an additional stochastic factor.
Roughly speaking, our model consists of two regimes; each regime corresponds to a distinct stochastic process (with the same stochastic factor). At any time, the natural gas spot price follows one of these two processes. However, the price process can jump to another regime with some finite probability.
The switch between two regimes can be modeled by a two-state continuous-time Markov chain m(t), taking two values 0 or 1. The value of m(t) indicates the regime in which the risk adjusted gas spot price resides at time t. Let λ 0→1 dt denote the probability of shifting from regime 0 to regime 1 over a small time interval dt, and let λ 1→0 dt be the probability of switching from regime 1 to regime 0 over dt. Then m(t) can be represented by
where t− is the time infinitesimally before t, and q 0→1 and q 1→0 are the independent Poisson processes with intensity λ 0→1 and λ 1→0 , respectively. In the regime-switching model, the risk adjusted natural gas spot price is modeled by an SDE given by
As indicated in equations (2.8-2.9), within a regime k ≡ m(t−) the gas spot price follows the process (2.1-2.2) with parameters α k , K k 0 , S k (t), σ k (but the signs of α k and K k 0 are not constrained). Meanwhile, the stochastic factors for the two regimes are perfectly correlated. Note that we assume that the centering parameters C A (t 0 ) and C SA (t 0 ), as given in equations (2.3) and (2.4), respectively, are identical for two regimes in order to reduce the number of calibrated parameters.
Remark 2.2 (Mean-reverting or GBM-like process). From the model (2.8-2.9), the deseasoned spot price in regime m(t−) can follow either a mean-reverting process or a GBM-like process by setting parameter values.
If we choose α m(t−) > 0 and K
> 0, then the deseasoned gas price (obtained from setting the seasonality term S m(t−) (t) = 0 in SDE (2.8)) follows a mean-reverting process
and mean-reversion rate α m(t−) . If we set K m(t−) 0 = 0 in equation (2.8), then the deseasoned gas price SDE becomes
This is a GBM-like process. Specifically, if the drift coefficient −α m(t−) > 0, then SDE (2.11) is a standard GBM process, i.e., gas price P will drift up at a rate |α m(t−) | at time t; if −α m(t−) < 0, then the gas price will drift down at a rate |α m(t−) |.
Variations of the regime-switching model
As indicated in Remark 2.2, the deseasoned spot price in each regime can follow either a meanreverting process or a GBM-like process. Consequently, there exist many possible variations of the regime-switching model by choosing different combinations of the stochastic processes in two regimes. We are interested in the following three variations:
MRMR variation
The processes in both regimes are mean-reverting with different equilibrium levels, i.e., K k 0 > 0, α k > 0, k ∈ {0, 1} in SDE (2.8). In this variation, the equilibrium level of the gas spot price switches between two constants, K 0 0 , K 1 0 , which thus creates a sort of mean-reverting effect on the equilibrium level. This simulates the behavior of the equilibrium price in the two-factor model proposed by Xu (2004) , where the gas spot price P follows a one-factor mean-reverting process and its equilibrium price evolves over time according to the other one-factor mean-reverting process.
MRGBM variation
The process in one regime is mean-reverting while the other regime is a GBM process with a positive drift, i.e., K 0 0 > 0,
The mean-reverting regime represents the normal price dynamics, and the GBM regime can be regarded as the sudden drifting up of the gas price driven by exogenous events.
GBMGBM variation
The processes in both regimes are GBM processes with a positive drift in one regime and a negative drift in the other, i.e.,
This simulates the behavior of the two-factor model in Schwartz (1997) , where the risk adjusted commodity spot price process is modeled by a GBM-like process given by dP = (r − δ)P dt + σP dZ.
(2.12)
Here r is the constant riskless interest rate; δ is the instantaneous convenience yield, following an Ornstein-Uhlenbeck mean-reverting process. The drift coefficient r − δ can switch between positive and negative values during a time interval since the value of δ is stochastic and may change signs during the interval. Thus the gas price P will either drift up or drift down at any time depending on the sign of r − δ. According to (2.11), the GBMGBM variation can produce a behavior similar to the SDE (2.12).
Empirical Calibration
In this section, we calibrate the models proposed in Section 2 to the market gas futures prices and options on futures.
Calibration to Futures
We illustrate the calibration of the regime-switching model (2.8-2.9) to the market futures prices; the calibration procedure of the MR model (2.1-2.2) is similar but simpler, and hence omitted here.
The calibration results indicate that the regime-switching model can better fit the market forward curves compared with the MR model.
Futures Price Valuation
Let F k (P, t, T ) denote the natural gas futures price in regime k, k ∈ {0, 1}, at time t with delivery at T , while the gas spot price resides at P . Assuming the risk adjusted natural gas spot price follows the regime-switching model (2.8-2.9), we can write F k (P, t, T ) as the risk neutral expectation of the spot price at
where m(t) is the two-state Markov chain given in (2.7), representing the regime in which the risk adjusted gas spot price resides at t. From equation (3.1), F k satisfies two PDEs that are coupled with each other given by
with the boundary conditions
The solution to PDEs (3.2) has the form
where functions a, b are independent of P . Substituting equation (3.4) into equations (3.2-3.3) gives an ODE system 1} (3.5) subject to the boundary conditions
Remark 3.1. For the regime-switching model, equation (3.4) and the ODE system (3.5-3.6) imply that the futures prices F k (t, T ), k ∈ {0, 1} at time t when the gas spot price is known are independent of the spot price volatilities σ 0 , σ 1 . Similar observations indicate that the futures price is independent of spot price volatility for the MR model. Consequently, the volatility needs to be calibrated using financial instruments other than futures contracts; in this paper, we choose options on futures (see Section 3.2 for the detailed calibration procedure).
Data
The data used to test the models consist of monthly observed delivery prices of NYMEX Henry Hub natural gas futures contracts. The data are publicly available on the website http://www.econstats.com. Our data set contains 51 observations in 51 months (one observation each month) during the period from February 2003 to July 2007. Each observation contains delivery prices for the first 14 contracts that correspond to the deliveries in the next 14 consecutive months starting from the month of the observation day.
In order to carry out the calibration, we need to input the gas spot prices. Although there exists a gas spot market in Henry Hub that trades the next day delivery contract, we cannot use the delivery price of the contract as the spot price because the delivery periods for the contracts in the spot market and futures market are different: the delivery lasts for only 24 hours for the former and normally over a whole month for the latter. However, we can regard the delivery price of the next month futures contract, each month on the last trading day of the contract, as the proxy for the gas spot price, since it corresponds to the delivery starting three days later and delivering over the next month 1 . The same approach is used in Jaillet et al. (2004) . Thus, our monthly observation is made on the last trading day of the next month delivery contract 2 , where the delivery price for that contract is used as the market spot price during calibration and the delivery prices for the rest of 13 contracts from the observation are used as the market futures prices during calibration (this amounts to a total of 663 futures prices).
Calibration procedure
, 1}} denote the set of parameters we need to obtain through calibrating to the futures price data.
We use a least squares approach for the calibration. For each observation day t, we need to determine the regime in which the risk adjusted gas spot price lies. Following the approach in (Cortazar and Schwartz, 2003; Xu, 2004) , we treat the regime number as a latent variable and reveal its value through calibration. Specifically, we perform the calibration by solving the following optimization problem:
where F (t, T ) is the market futures price on the observation day t with maturity T ;Fk (t;θ) (P (t), t, T ; θ) is the corresponding model implied futures price in regimek(t; θ) calculated numerically from equations (3.4-3.6) using the market spot price P (t) and the parameter set θ. In equation (3.7), the range of t consists of all the observation days in our sample data and that of T covers the thirteen consecutive delivery months starting two months after the month of t.
Here an optimal regime numberk(t; θ) is determined for each observation date t and for a given parameter set θ. Letθ be the parameters returned by the calibration procedure. Then the regimek(t;θ) is where the realized market gas price actually resides at time t, revealed from the calibration. Note that the time spent in a given regime, as determined by calibration, will depend on the P measure transition densities, not the Q measure densities.
Remark 3.2. In (Schwartz, 1997; Cortazar and Schwartz, 2003) , the commodity spot price serves as an unknown parameter, instead of an observed market value, and is estimated from the calibration process. This may help improve the calibration results.
In Cortazar and Schwartz (2003) , the estimated spot price is assured to be consistent with the simultaneously calibrated model volatilities and correlations. Note that in our case the spot price is observed from the market and the latent variablek(t; θ) does not have such a consistency requirement. This is because the transition densities under the P and Q measures are not the same.
Calibration results
As suggested in Section 2.2.1, we are interested in three variations of the regime-switching model. We will determine the best model through calibration, i.e., the model that optimally fits the market data. For this purpose, we set the initial parameter values so that the calibration procedure starts from each of the three variations in Section 2.2.1.
Our calibration results are sensitive to the starting values used in the optimization procedure. For example, if the initial estimates for the parameters has either the MRMR or MRGBM form, the calibrated parameters retain the same form. As we shall see below, good fits to the data can be obtained with either MRMR or MRGBM. However, if we use initial parameters consistent with GBMGBM, then the optimization procedure converges to the MRGBM parameters.
This indicates that the MRMR or MRGBM models are consistent with the market data, while the GBMGBM model does not appear to be consistent with market data.
The behavior of the volatility of the futures price as T − t becomes large depends in general on the calibrated parameters. However, for both regimes in the MRMR model, the volatility of the futures prices declines as the maturity increases. For the MRGBM model, the volatility of the futures prices declines in the MR regime, but the behavior in the GBM regime is a complicated function of the calibrated parameters and the seasonality terms. It is worthwhile mentioning that the seasonality effects are very large for gas futures prices, and a much larger set of futures prices expiring at long dates would be needed to determine the long term volatility of the futures prices. Table 3 .1 presents the calibrated risk adjusted parameter values for the MR model (2.1-2.2) and for the MRMR and MRGBM variations. In our calibration procedure, we set a lower bound of β k SA = 0. As shown in Table 3 .1, the semi-annual seasonality parameters β k SA for three models are zero, suggesting that a single trigonometric term can satisfyingly approximate the seasonality trend in the futures price data. Meanwhile, the table reveals a strong annual seasonality behavior under the risk neutral world: condition (2.6) is satisfied for the MR model and also for the processes in regime 0 of the MRMR and MRGBM variations. Consequently, Remark 2.1 implies that the corresponding gas price dynamics incorporating the seasonality effect are mean-revering within certain periods of time and switch to (essentially) GBM with positive drift at other times. Regime 1 of the MRMR variation, nevertheless, always shows a mean-reverting effect and that of the MRGBM variation always follows a GBM with positive drift.
From Table 3 .1, for the MRMR variation, the equilibrium level in regime 1 is considerably higher than in regime 0. As a result, regime 0 represents the relatively low price regime and regime 1 represents the relatively high price regime. Similarly, for the MRGBM variation, regime 0 can be regarded as the low price regime and regime 1 represents the regime where the gas price drifts up quickly (according to the value of α 1 ).
Comparing the calibrated parameter values in regime 0 of the MRMR variation with those in the MR model, we observe that these values are similar except for the equilibrium price: the former has K 0 0 ≈ 4.5 while the latter has K 0 ≈ 8.7 > K 0 0 . The situation is reversed for regime 1 with K 0 < K 1 0 ≈ 11.7. The above observation also holds for the MRGBM variation: K 0 0 > K 0 in regime 0 and the effective equilibrium price is greater than K 0 in regime 1 (we can imagine that the GBM regime is equivalent to a mean-reverting regime with equilibrium level at +∞).
Note that the risk neutral parameters in Table 3 .1 are not necessarily consistent with their counterparts under the real world P measure. To further illustrate this point, in Table 3 .2 we give, for the MRGBM variation of the regime-switching model, the regimesk(t; θ) where the realized gas spot price resides at various times in our sample, calibrated using the procedure in Section 3.1.3. We can observe that the duration of time spent in each regime, implied from Table 3 .2, is inconsistent with the risk neutral regime shift intensities λ 0→1 , λ 1→0 under the Q measure in Table 3 .1: the realized gas price stays in regime 1 for over 45% of the time, while the risk neutral gas price resides at regime 1 for only about 11% of the time. Regime 1 is a regime in which gas price drifts up quickly. The risk neutral price stays in this regime (on average) a much shorter time than the realized price. This observation is consistent with the common paradigm Q is more pessimistic than P , i.e. investors in gas are risk averse and price gas contracts with a pessimistic view of future gas prices. percentage errors. On the other hand, the MRMR and MRGBM variations result in similar errors (with the difference of the overall errors less than 7%), while the MRMR variation outperforms the MRGBM variation for the contracts with relatively long maturities. Note that these fits were obtained with eleven parameters fitting 663 data points. This fit may not be good enough for trading purposes. However, an exact fit can be obtained to any set of futures prices at a given time by adding a time dependent fitting function to the gas price process SDE. However, this fitting function would only have to account for the approximately 7% error obtained from the global calibration, hence would be relatively small. It seems that the overall forward curves for gas can be fit reasonably well with either the MRMR or MRGBM models. Figures 3.1b and 3.1c show that the MRMR and MRGBM variations of the regime-switching model can reasonably fit the data across all the observation days. Therefore, we conclude that among these models, the regime-switching models outperform the MR model in terms of fitting the market gas forward curves.
Calibration to Options on Futures
As stated in Remark 3.1, the spot price volatilities for the models in Section 2 need to be estimated using derivatives other than the futures contracts. In this section, we calibrate the volatility using market European call options on natural gas futures. We demonstrate the calibration procedure only for the regime-switching model (2.8-2.9). Similar but simpler procedures follow for the MR model.
Futures Option Valuation
LetV k (F, t, T v ) denote the European call option value in regime k at time t with maturity at T v , where F represents the price of the underlying futures contract at time t. Let K denote the strike price of the option. Let F k (t, T ) represent the price of the underlying futures contract in regime k at time t with maturity at T , where T satisfies T ≥ T v . In NYMEX, the trading of a European option ends on the business day immediately preceding the expiration of the underlying futures contract. As a result, we can assume T v = T , and we will thus use T as the maturity for both an option and its underlying futures contract.
We can writeV k (F, t, T ) in the form of the risk neutral expectation as
where 1 x≥y is an indicator function that returns 1 if x ≥ y, or 0 if x < y; the second equality above uses the fact that F m(T ) (T, T ) = P (T ) at maturity T as well as the relation (3.4) between futures price F and spot price P at time t assuming the risk neutral gas spot price follows the regime-switching model (2.8-2.9). Let V k (P, t, T ) represent a synthetic European call option on spot price P at time t, in regime k with maturity T . Then we can write V k (P, t, T ) in the form of the risk neutral expectation as
Comparing equations (3.8) and (3.9), we have
where a k and b k are computed from the ODE system (3.5-3.6). As a result, we can computē V k (F, t, T ) using equation (3.10) as long as we are able to solve for V k (P, t, T ). Let r denote the constant riskless interest rate. Assuming that the spot price process follows SDE (2.8-2.9) and using the risk neutral expectation formulation (3.9), we find that the synthetic option value V k satisfies the coupled PDEs 1} (3.11) subject to the boundary conditions
We will solve equations (3.11-3.12) numerically in the computational domain P ∈ [0, P max ] with P max K. For this purpose, we need to impose boundary conditions at the computational boundary P = 0 and P = P max . At the P = 0 boundary, taking the limit as P → 0, equations (3.11) become
Since α k K k 0 ≥ 0 for all variations of the regime-switching model we consider (see Section 2.2.1), the characteristics are outgoing in the P direction at P = 0. As a result, we can solve equations (3.13) without requiring additional boundary conditions, as we do not need information from outside the computational domain. At the P = P max boundary, we make the assumption that V k (P max , t, T ) → payoff. In other words, we impose the Dirichlet boundary condition
The error introduced by this approximation will be small if P max is sufficiently large. During calibration, we will solve equations (3.11-3.14) using a standard fully implicit finite different scheme that is stable, monotone and consistent and hence the scheme converges to the unique solution of equations (3.11-3.14). We skip the details here.
Calibration procedure and results
We choose as input the values of twelve European call options from NYMEX on t = 6/26/2007 with different strike prices. These options have the same underlying futures contract, which expires in August 2007, denoted by T 1 . The futures price is 7.002 $/mmBtu at time t. The strike prices with respect to the twelve options range from 6.5 to 7.5 $/mmBtu, that is, we pick both slightly in the money and slightly out of the money options 3 . We assume that the annual riskless interest rate is r = 5%.
The first step of the calibration is to determine the regime in which the underlying futures contract lies; the approach is given in Section 3.1.3. After determining the optimal regime, denoted byk, for the futures contract at time t, we use a least squares approach to calibrate the volatility σ k by solving
where C(t, T 1 ; K) represents the value of a market call option on futures at time t with maturity at T 1 and strike price at K;Vk is the corresponding model implied option value in regimek using the market futures price F (t, T 1 ), the parameter set θ = {α k , K k 0 , β k A , β k SA , A 0 , SA 0 , λ k→(1−k) | k ∈ {0, 1}} and the volatility pair σ 0 , σ 1 . The values ofVk are computed by first solving PDEs (3.11-3.14) numerically to obtain values of V k at time t and at discrete grid nodes in the P direction and then linearly interpolating these discrete values using equation (3.10). We choose the mesh size so that the error inVk is less than 10 −2 . Table 3 .4 gives the calibration results and mean absolute errors for the MR model and the MRMR and MRGBM variations of the regime-switching model.
Pricing Natural Gas Storage Contracts under the Regime-Switching Model
In previous sections we have showed that the regime-switching model (2.8-2.9) outperforms the one-factor mean-reverting model (2.1-2.2) in capturing the dynamics of natural gas futures prices. In this section, we apply the calibrated model to price the value of a natural gas storage facility (or, equivalently, a gas storage contract for leasing the storage facility equations for gas storage contracts, we discuss the corresponding boundary conditions. We then introduce the numerical scheme for solving the pricing equations. Finally, we conduct numerical convergence tests and investigate the optimal operational strategies on storage facilities implied from these gas spot price models. Readers can refer to Chen and Forsyth (2007) and the references therein for a detailed description of the gas storage valuation problem.
The PDEs for natural gas storage facilities
The natural gas storage valuation problem is characterized as a stochastic control problem that results in Hamilton-Jacobi-Bellman (HJB) equations. In Chen and Forsyth (2007) , a gas storage HJB equation is formulated assuming the underlying risk adjusted gas spot price follows a onefactor mean-reverting process. Prior to presenting the gas storage equations in terms of the regimeswitching model (2.8-2.9), we first introduce the following notation. Let T denote the maturity of the gas storage contract. Let V k (P, I, τ ) = V (P, I, τ, k) denote the value of a natural gas storage facility in regime k when the gas price resides at P , the working gas inventory lies at I and the current time to maturity of the contract is τ = T − t. The inventory I can be any value lying within the domain [0, I max ]. Let c be a control variable that represents the rate of producing gas from or injecting gas into the gas storage, where c > 0 represents production, c < 0 represents injection, and c = 0 represents doing nothing. Let c max (I) ≥ 0 and c min (I) ≤ 0 denote the maximum gas production rate and maximum gas injection rate as a function of I, respectively. Following Thompson et al. (2003) , we assume
where k 1 , k 2 , k 3 and k 4 are positive constants, and k 2 , k 3 , k 4 satisfy the constraint c min (I max ) = 0 which means that no gas injection is possible if the gas storage is full. Let a(c) be the rate of gas loss incurred by the operation with rate c. We assume a(c) = 0 if c ≥ 0, and a(c) = k 5 if c < 0, where k 5 is a positive constant. Based on the arguments in Chen and Forsyth (2007) , we require that the control c satisfies c ∈ C(I) where
Let r be the riskless interest rate. Based on the standard hedging arguments in the financial valuation literature (see, e.g., Thompson et al. (2003) ), the value of a natural gas storage facility V k (P, I, τ ), assuming that the risk adjusted gas spot price follows the regime-switching model (2.8-2.9) is given by the coupled HJB equations
(4.4)
Boundary conditions for the pricing PDEs
In order to completely specify the gas storage problem, we need to provide boundary conditions. As for the terminal boundary conditions, we use the following penalty payoff function given by Carmona and Ludkovski (2005) :
This has the meaning that a penalty will be charged if the gas inventory in storage when the facility is returned is less than the gas inventory at the inception of the contract. The domain for the PDEs (4.4) is
For computational purposes, we need to solve PDEs in a finite computational domain [0, P max ] × [0, I max ]. As I → 0 or I → I max , according to the arguments in Chen and Forsyth (2007) , no boundary conditions are needed since the characteristics are outgoing in the I direction.
Taking the limit of equations (4.4) as P → 0, we obtain
Since α k K k 0 ≥ 0 for all variations of the regime-switching model we consider (see Section 2.2.1), the characteristics are outgoing in the P direction and we can solve equations (4.6) without requiring additional boundary conditions.
As P → ∞, we make the common assumption that V k P P → 0 (see Windcliff et al. (2004) ). We need to deal with one major issue in that the resulting boundary equations require information from outside the computational domain. To see the problem, assuming V k P P → 0 as P → ∞, then the pricing equations (4.4) become
Using the calibrated parameter values from Table 3 .1, we find that S 0 (t) − α 0 > 0 are positive for certain ranges of t. In this case, the characteristics of equations (4.7) are incoming in the P direction at P → ∞ and consequently, a monotone discretization of the equation will require information from outside the computational domain. This issue can be resolved using the following approximation. The assumption V k P P → 0 as
where functions f k and g k are independent of P . If we assume that f k (I, τ )P g k (I, τ ) as P → ∞, we can further write
Note that the approximation (4.8) is consistent with the payoff (4.5). Now the drift term in the boundary equation (4.7) can be written as (4.10) where the first approximation follows since S k (t) − α k P α k K k 0 as P → ∞ and the second approximation is due to equation (4.9). Substituting equation (4.10) into equation (4.7) results in
(4.11)
Since the drift term in equations (4.11) is zero, we are able to provide a monotone discretization for the equation without requiring information from outside the computational domain. (Refer to Section 4.3.2 for more details.)
Numerical solution
This section briefly introduces the fully implicit, semi-Lagrangian timestepping scheme for solving the gas storage PDEs (4.4) and the associated boundary equations (4.6) and (4.11). We also analyze the l ∞ stability and monotonicity properties of the scheme and show the convergence of the scheme to the viscosity solution of the equations (4.4), (4.6) and (4.11).
Discretization
Fully implicit and a Crank-Nicolson timestepping schemes using the semi-Lagrangian approach are developed in Chen and Forsyth (2007) to solve the gas storage equation for a one-factor meanreverting model. We can easily extend the semi-Lagrangian discretizations to solve the gas storage equations (4.4) and boundary equations (4.6) and (4.11) in the regime-switching framework. Prior to presenting the matrix form of semi-Lagrangian discretizations, we introduce the following notation. We use unequally spaced grids in the P and I directions for the PDE discretization, represented by [P 0 , P 1 , . . . , P imax ] and [I 0 , I 1 , . . . , I jmax ], respectively. We use the discrete timesteps 0 = τ 0 < . . . , < τ N = T to discretize the PDEs. Let U n i,j,k denote an approximation of the exact solution V k (P i , I j , τ n ), where k ∈ {0, 1}. Let U n denote a column vector that includes all values of U n i,j,k with the index order arranged as U n = U n 0,0,0 , . . . , U n imax,0,0 , . . . , U n 0,jmax,0 , . . . , U n imax,jmax,1 . For future reference, assuming M is a square matrix, then we denote
, where the index of (M U n ) i,j,k in M U n is the same as that of U n i,j,k in U n . Let L be a differential operator represented by
for P ∈ [0, ∞). While P → ∞, according to the boundary equations (4.11), we define operator L to be
The operator L can be discretized using standard finite difference methods. Let (L h V ) n i,j,k denote the discrete value of the operator L at node (P i , I j , τ n , k). Using central, forward, or backward differencing in the P, I directions, we can write
14)
where constants γ n i,k , β n i,k can be determined using a similar algorithm as that given in Chen and Forsyth (2007) . The algorithm guarantees that γ n i,k , β n i,k satisfy a positive coefficient condition: According to (4.16), we can write the terms V k τ + (c + a(c))V k I in equations (4.4), (4.6) and (4.11) in the form of a Lagrangian directional derivative
Then equations (4.4), (4.6) and (4.11) can be written together as
We can construct a semi-Lagrangian discretization of equations (4.18) by first integrating the equations along the semi-Lagrangian trajectory I(τ ) in (4.16) from τ = τ n to τ = τ n+1 , and then evaluating the resulting integrals using different numerical integration methods: for example, using the rectangular rule provides a fully implicit timestepping scheme, while using the trapezoidal rule gives a Crank-Nicolson timestepping scheme. The semi-Lagrangian approach assumes that the arrival point of the trajectory at τ = τ n+1 resides at a grid node (P i , I j ), while the departure point of the trajectory at τ = τ n is determined by values of optimal control c along this path. We denote by U n i,j(i,n+1),k the discrete solution value at the departure point of the semi-Lagrangian trajectory I(τ n ). Note that the departure point I(τ n ) will not necessarily coincide with a grid point in the I direction. Consequently, we need to interpolate the value U n i,j(i,n+1),k using discrete grid values U n i,j,k , i = 0, . . . , i max , j = 0, . . . , j max . The arguments in Chen and Forsyth (2007) shows that using linear interpolation to compute U n i,j(i,n+1),k is able to achieve the first-order global discretization error.
As demonstrated in Chen and Forsyth (2007) , the first order fully implicit timestepping scheme is a better choice than the Crank-Nicolson timestepping scheme since the latter does not converge at a higher than first order rate and cannot guarantee convergence to the viscosity solution of the pricing HJB equation. As a result, in this paper we only consider the fully implicit timestepping scheme. In the above paragraphs we present the main idea on how to construct semi-Lagrangian discretizations, we then directly write out the matrix form of the fully implicit timestepping scheme in the following without showing the intermediate steps; readers can refer to Chen and Forsyth (2007) for more details. Let L n denote a matrix such that 19) where the discrete value (L h V ) n i,j,k is given in equation (4.14). We denote by Φ n+1 a Lagrange linear interpolation matrix such that
Let P denote a column vector satisfying [P ] i = P i . Let ζ n jk be a diagonal matrix containing control values that need to be determined. Let a ζ n jk denote a diagonal matrix with diagonal entries a ζ n jk ii = a [ζ n jk ] ii . Let I be an identity matrix. Let ∆τ n = τ n+1 − τ n . Given the above notation, the fully implicit timestepping scheme for the gas storage pricing equations (4.4), (4.6) and (4.11) can be written as
where ζ (see Chen and Forsyth (2007) for the definition of the admissible set). The discrete optimization problems in scheme (4.21) can be solved using both the bang-bang method and no bang-bang method as proposed in Chen and Forsyth (2007) . As shown in Thompson et al. (2003) , the exact solution of equations (4.4), (4.6), (4.11) has the property that the controls are of the bang-bang type, i.e. the optimal controls can take on only the values in a finite set which, in our case, consists of the maximum production rate c = c max (I), maximum injection rate c = c min (I) and zero rate c = 0. However, the solutions of the discrete optimization problems may allow controls which are not possible controls for the exact solution. The bang-bang method, roughly speaking, considers only those bang-bang controls as appearing in the exact solution, and the no bang-bang method actually maximizes the discrete problems. We know that both methods will converge to the correct solution with bang-bang type controls, for sufficiently small mesh spacing and timestep size. We will conduct numerical experiments using both the bang-bang and no bang-bang methods.
Properties of the numerical scheme
As shown in Pooley et al. (2003) , in the case of nonlinear option pricing problem, seemingly reasonable discretizations that do not satisfy the sufficient convergence conditions for viscosity solutions may either never converge or converge to a non-viscosity solution. Provided a strong comparison result for the PDE applies, (Barles and Souganidis, 1991; Barles, 1997) demonstrate that a numerical scheme will converge to the viscosity solution of the equation if it is l ∞ stable, pointwise consistent, and monotone.
The consistency of the semi-Lagrangian discretization (4.21) for the gas storage equations in the regime-switching setting directly follows from the consistency results in Chen and Forsyth (2007) . In this section, we discuss the l ∞ stability and monotonicity properties of the scheme (4.21).
Let us define matrix
First, we prove the following Lemma Lemma 4.1 (M -matrix property of Q n+1 ). Assuming that scheme (4.21) satisfies the positive coefficient condition (4.15) and the timestep condition
23) (4.24) then the matrix Q n+1 is an M matrix.
Proof. From equations (4.14), using conditions (4.15) and (4.23), we can verify that −L n+1 has nonpositive offdiagonal elements and the sum of elements in each row in matrix Q n+1 is nonnegative. Note that condition (4.23) is needed to show that the above diagonal dominant property holds for the last row of the matrix. Hence Q n+1 is an M -matrix.
Remark 4.2 (Explanation of the timestep condition (4.23)). Condition (4.23) is a mild timestepping constraint since S k (t) is bounded above by a relatively small constant. For example, using the parameter values from Table 3 .1, condition (4.23) is equivalent to ∆τ n < 0.49 and ∆τ n < 0.52 for the MRMR and MRGBM variation of the regime-switching model, respectively. This indicates that a timestep of 0.4 year is sufficient to satisfy the condition.
Let us define ∆τ max = max n τ n+1 − τ n , ∆τ min = min n τ n+1 − τ n . The following Lemma verifies the l ∞ stability of scheme (4.21).
Lemma 4.3 (l ∞ stability). Let D τ = (∆τ max )/(∆τ min ), where D τ > 0 is assumed to be a O(1) constant. Assuming that discretization (4.21) satisfies the conditions required for Lemma 4.1, then as ∆τ min → 0, scheme (4.21) satisfies 25) where D 1 , D 2 are bounded constants given by
(4.26)
Therefore, according to the definition of l ∞ stability given in Chen and Forsyth (2007) , the scheme (4.21) is unconditionally l ∞ stable.
Proof. The proof directly follows from using Lemma 4.1 and applying the maximum principle to the discrete equation (4.21). We omit the details here. Readers can refer to (D'Halluin et al., 2005, Theorem 5.5 ) and Forsyth and Labahn (2007) for complete stability proofs of the semi-Lagrangian fully implicit scheme for American Asian options and the finite difference schemes for controlled HJB equations, respectively.
Next we discuss the monotonicity of scheme (4.21). We can write the discrete equations (4.21) at each node (P i , I j , k) as (4.27) where
is the set of values U n+1 l,j,k , l = i, l = 0, . . . , i max , and U n i,j,k is the set of values
given in equation (4.27) is monotone if
The definition of monotonicity is equivalent to that introduced in Barles (1997) .
Following the proof in (Barles and Jakobsen, 2007; Forsyth and Labahn, 2007) and using Lemma 4.1, we can obtain the monotonicity of scheme (4.21). Remark 4.6. For different types of controlled HJB equations/inequalities, (Barles and Jakobsen, 2002; Jakobsen, 2003; Barles and Jakobsen, 2007) introduce various definitions of monotonicity in order to obtain convergence rate estimates for their numerical schemes. These definitions impose some other conditions in addition to condition (4.28). The discretization (4.27) may not satisfy these additional conditions since the coefficient of the V k term in the boundary equations (4.11) may become negative at the node i = i max . However, as shown in Barles (1997) , only condition (4.28) is needed in order to prove the convergence of a numerical scheme to the viscosity solution.
From Lemmas 4.3 and 4.5, using the results in (Barles and Souganidis, 1991; Barles, 1997) , we can obtain the following convergence result:
Theorem 4.7 (Convergence to the viscosity solution). Assuming that discretization (4.21) satisfies all the conditions required for Lemmas 4.3 and 4.5, and assuming that a strong comparison result for equations (4.4), (4.6) and (4.11) holds (refer to (Chen and Forsyth, 2007; Barles and Burdeau, 1995; Barles and Rouy, 1998) for explanations of strong comparison results for controlled PDEs), then scheme (4.21) converges to the viscosity solution of gas storage equations (4.4), (4.6) and (4.11). Cont and Voltchkova (2005) demonstrate that a financially meaningful discretization should satisfy arbitrage inequalities, which means the inequality of contract payoffs is preserved in the inequalities of contract values. Using the M -matrix property of matrix Q n+1 (Lemma 4.1), we can show that scheme (4.21) satisfies the following arbitrage inequalities.
Theorem 4.8 (Discrete arbitrage inequalities). Assuming that discretization (4.21) satisfies the conditions required for Lemma 4.1, then suppose U and W are two solutions of (4.21), with U n > W n , then U n+1 > W n+1 .
Proof. The proof directly follows from the approach in (D'Halluin et al., 2005, Theorem 6 .2) by using the M-matrix property in Lemma 4.1.
Numerical Experiments
Having introduced the fully implicit semi-Lagrangian discretization scheme in the previous section, this section conducts numerical experiments based on the proposed scheme. We use "dollars per million British thermal unit" ($/mmBtu) and "million cubic feet" (MMcf) as the default units for gas spot price P and gas inventory I, respectively. The numerical experiments use the following nonlinear payoff function from Carmona and Ludkovski (2005) :
Equation (4.29) indicates that severe penalties are charged if the gas inventory is less than 1000 MMcf and no compensation is received when the inventory is above 1000 MMcf. Naturally, such a payoff structure will force the operator of a gas storage facility to maintain the gas inventory as close to 1000 MMcf as possible at maturity to avoid revenue loss. We first carry out a convergence analysis, assuming that the risk adjusted natural gas spot price follows the MRMR variation of the regime-switching model (2.8-2.9) and taking model parameter values from Tables 3.1 and 3.4. Table 4 .1 lists other input parameters for pricing the value of a gas storage contract.
The convergence results for two regimes at the node (P, I) = (6, 1000) obtained from refining the mesh spacing and timestep size are shown in Table 4 .2, where we use both the bang-bang and no bang-bang methods for solving the discrete optimization problem in scheme (4.21). The results indicate that the both methods achieve the first-order convergence. A similar observation is found for the MRGBM variation. Table 4 .1: Input parameters used to price the value of a gas storage contract, where I max is the maximum storage inventory; k 1 , k 2 , k 3 , k 4 , k 5 are parameters in equations (4.1-4.3). The values of I max , k 1 , k 2 , k 3 , k 4 , k 5 are taken from Thompson et al. (2003) .
Our next step is to investigate the optimal operational strategies implied from the gas spot price models. Figure 4 .1a plots the optimal control surface of the MR model (2.1-2.2) as a function Table 4 .2: Value of a natural gas storage facility in two regimes at P = 6 $/mmBtu and I = 1000 MMcf. Risk adjusted gas spot price follows MRMR variation of the regime-switching process (2.8-2.9) with model parameter values given in Tables 3.1 and 3.4. Convergence ratios are presented for the bang-bang and the no bang-bang methods in two regimes. The convergence ratio is defined as the ratio of successive changes in the solution, as the timestep and mesh size are reduced by a factor of two. Constant timesteps are used. Payoff function is given in (4.29). Other input parameters are given in Table 4 .1. We assume that today is the January 1st of the year.
of forward time t and gas price P when I = 1000 MMcf. We can verify from the figure that the optimal controls are of the bang-bang type: the controls are either producing at the maximum rate c = c max > 0, or injecting at the maximum rate c = c min < 0, or doing nothing with c = 0.
Another observation from Figure 4 .1a is that for a fixed time t, the control is price dependent; at the same time, the controls evolving over time follow a repeated seasonal pattern. Specifically, in winter months, it is optimal to produce when the price is sufficiently high, to inject when the price is relatively low, and to do nothing when the price lies in between. The higher the price, the longer the production period will be; the lower the price, the longer the injection period will be. Furthermore, the equilibrium level P = 8.678 approximately resides in the center of the three bang-bang control regions (i.e., the regions of injection, doing nothing and production). This is due to the mean-reverting behavior of the MR model during the winter period (see the discussions in Remark 2.1 and Section 3.1.4). In summer months, however, the optimal control is to inject or to do nothing, but never to withdraw. The gas price during this period essentially follows a GBM with a positive drift. As such, it is never optimal to withdraw since the price tends to drift up during this period due to the strong seasonality effect. From the discussions above, we conclude that the optimal controls are consistent with the gas price dynamics implied from the calibrated MR model.
We can also observe from Figure 4 .1a that the controls converge to zero when t → T in order to avoid the revenue loss due to the payoff structure (4.29).
To see the seasonality effect on the control strategies more clearly, in Figure 4 .1b we present the optimal control curve obtained by taking a slice of the control surface in Figure 4 .1a at P = 6 $/mmBtu along the t direction. The figure shows that is is optimal to produce between February and March (i.e., in the cold season when the gas prices are relatively high), inject between July and October (i.e., in the warm season when the gas prices are relatively low) and do nothing in other seasons. Optimal control surface for the MR model as a function of forward time t and gas spot price P as well as the corresponding control curve as a function of t when P = 6 $/mmBtu, where the gas inventory resides at I = 1000 MMcf. Model parameter values are given in Tables 3.1 and 3.4. Fully implicit timestepping with the no bang-bang method and with constant timesteps is used. Other input parameters are given in Table 4 .1. We assume that the starting time t = 0 corresponds to the July 1st of the year.
As a comparison, Figure 4 .2 plots, for the MRMR variation of the regime-switching model, the optimal control surface as a function of t and P with I = 1000 MMcf and the corresponding control curve at P = 6 $/mmBtu. Comparing three control surfaces in Figures 4.1a, 4 .2a and 4.2c, we observe that they have similar seasonal patterns except that the three bang-bang control regions in each control surface align according to different gas price P , or more precisely, according to the equilibrium prices of the stochastic processes with respect to the three control surfaces. Consequently, the MRMR variation generates different control strategies for two regimes that are consistent with the calibrated processes in those regimes. Moreover, as a regime shift occurs due to an exogenous event, the seasonal control pattern will change accordingly. For example, if the regime shifts from 0 to 1 in March, then the control will switch from producing gas to injecting gas when P = 6 $/mmBtu. As a result, the MRMR variation of the regime-switching model is able to generate controls that reflect the existence of multiple regimes (if we believe this is true) in the market as well as the regime shifts. Therefore, we regard the MRMR variation as a richer model, which has more complex optimal control strategies.
In Figure 4 .3, we plot the optimal control surface and the corresponding control curve for the MRGBM variation of the regime-switching model. The control strategies in regime 0 of the MRMR and MRGBM variations are similar. However, in regime 1 of the MRGBM variation, for all gas prices, it is never optimal to produce, even in the winter period (for fixed I = 1000). Again, this is in accordance with the GBM behavior of the gas price process in this regime. Therefore, similar to 0 the MRMR variation, the MRGBM variation also produces regime specific control strategies that are consistent with the gas price dynamics in each regime. Consequently, the MRGBM variation can also produce very different optimal strategies compared to the MR model.
Finally, we note that from a calibration perspective, it is difficult to distinguish between the MRMR or MRGBM models. We would need other evidence to determine whether the gas price dynamics in the high price regime is mean reverting or GBM.
Conclusion
In this paper, we propose a one-factor regime-switching model for the risk adjusted natural gas spot price and study the implication of the model on the valuation and optimal operations of natural gas storage facilities.
By adjusting parameter values, the deseasoned process in each regime follows either a meanreverting process or a geometric Brownian motion (GBM) like process with a positive/negative drift. This produces several variations of the basic model. We calibrate model parameters to both market futures prices and options on futures. The calibration to futures indicates that the MRMR variation (the processes in both regimes are mean-reverting) and the MRGBM variation (the process in one regime is mean-reverting and that in the other regime follows a GBM with a positive drift) of the regime-switching model are able to capture the dynamics of the market futures prices more accurately than a one-factor mean-reverting model. One-factor mean-reverting models have been the standard choices of other authors who have developed methods for valuing natural gas storage.
The valuation of a natural gas storage facility is characterized as a stochastic control problem, resulting in Hamilton-Jacobi-Bellman (HJB) equations. We extend the fully implicit, semiLagrangian discretizations in Chen and Forsyth (2007) to solve the pricing equations in the case of the regime-switching model. Provided a strong comparison result holds, we then prove the convergence of the scheme to the viscosity solution of the pricing equations. Numerical results show that our numerical scheme can achieve a first-order convergence rate.
We also observe from the numerical experiments that the optimal control strategies implied from the MRMR and MRGBM variations of the regime-switching model are able to produce distinct controls for each regime that are consistent with gas price dynamics in that regime. Therefore, the regime-switching model can reflect the existence of multiple regimes in the market as well as the regime shifts driven by various exogenous events, and hence it is a richer model for pricing the gas storage contracts than one-factor mean-reverting models. The regime-switching models result in qualitatively different optimal strategies compared to the simple mean-reverting model.
Of course, there are many ways that the regime-switching model can be improved to obtain better fits to the market data. Nevertheless, it appears that this comparatively simple model is a major improvement compared to the mean-reverting models used in previous work on gas storage.
In addition, solution of the HJB equation with the regime switching model is only about twice as computationally expensive as solving the HJB equation with the simple mean-reverting model. This is much less computationally expensive compared to a full two factor model. 
