Abstract. We restrict irreducible characters of alternating groups of degree divisible by p to their Sylow p-subgroups and study the number of linear constituents.
Introduction
Let p be a prime number and let G be a finite group. We denote by Irr(G) the set of ordinary irreducible characters of G and we let P be a Sylow p-subgroup of G. It seems a very natural problem to study the restriction to P of irreducible characters of G. Our interest in this line of research was initially motivated by the long-standing McKay Conjecture (see [9] for the original statement and/or [8, Section 2] for a complete survey of the state of the art on this problem). For some special classes of groups it has been possible to show that the restrictions to a Sylow p-subgroup of irreducible characters of degree coprime to p admit a unique linear (i.e. coprime to p) constituent. This allowed to show stronger forms of the McKay conjecture. This happens for example in [1] and [10] .
In [3] we studied the number of linear constituents of the restricted character χ P for any χ ∈ Irr(G) such that p divides χ (1) . As a consequence of the evidences collected, the following conjecture was proposed.
Conjecture. Suppose that χ ∈ Irr(G) has degree divisible by p, and let P ∈ Syl p (G). If χ P has a linear constituent, then χ P has at least p different linear constituents.
The above statement has been verified for various classes of groups in [3] . In particular, when G is the symmetric group S n it is shown that the restriction to a Sylow p-subgroup of any irreducible character of degree divisible by p has at least p distinct linear constituents.
The aim of this note is to prove that the above statement holds for alternating groups. In particular for any natural number n we let A n be the alternating group of degree n and we denote by Q n a Sylow p-subgroup of A n . The main result of this note is the following.
Theorem A. Let n be a natural number and let p be a prime. If χ ∈ Irr(A n ) has degree divisible by p, then the restriction χ Qn has at least p different linear constituents.
When p is an odd prime, Theorem A follows quite directly from the corresponding statement for symmetric groups (see Section 3.1 below). On the other hand in order to prove Theorem A for p = 2, we will need to use some new algebraic and combinatorial ideas (this is done in Section 3.2).
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Background
We start by recalling some very basic combinatorial definitions and notation in the framework of the representation theory of symmetric groups. We refer the reader to [5] or [11] for a more detailed account.
A composition λ = (λ 1 , λ 2 , . . . , λ s ) is a finite sequence of positive integers. We say that λ i is a part of λ and that λ is a composition of |λ| = λ i . We say that λ is a partition if its parts are non-increasingly ordered and we denote by λ ′ the conjugate partition of λ. The Young diagram associated to λ is the set
For any natural number n we denote by P(n) (respectively C(n)) the set of partitions (respectively compositions) of n. We will sometimes write λ ⊢ n if λ ∈ P(n). Following the notation used in [11] , given (i, j) ∈ [λ] we denote by H i,j (λ) the corresponding (i, j)-hook. Moreover we let h i,j (λ) = |H i,j (λ)|. Finally, for any natural number e we denote by H e (λ) the subset of [λ] defined by
Given an e-hook h := H i,j (λ) we denote by λ − h the partition of n − e obtained from λ by removing its (i, j)-rim hook (we refer the reader to [11] for the formal definition). We denote by C e (λ) and Q e (λ) the e-core and the e-quotient of λ, respectively. Finally we let w e (λ) be the e-weight of λ.
Let µ and λ be partitions. We say that µ is a subpartition of λ,
This is called a skew Young diagram.
2.1. Characters of S n and A n . Irreducible characters of S n are naturally labelled by partitions of n. Given λ ∈ P(n) we denote by χ λ the corresponding element of Irr(S n ). If λ = λ ′ , then we denote by φ λ the irreducible character of A n defined by φ λ = (χ λ ) An . On the other hand, if λ = λ ′ then we let φ λ + and φ λ − be the two irreducible characters of
, for any σ ∈ S n A n . A key ingredient in our proof will be a rather sophisticated use of the LittlewoodRichardson rule (see [5, Chapter 16] ). For the convenience of the reader we recall this here.
Definition 2.1. Let A = a 1 , . . . , a k be a sequence of positive integers. The type of A is the sequence of non-negative integers m 1 , m 2 , . . . where m i is the number of occurrences of i in a 1 , . . . , a k . We say that A is a reverse lattice sequence if the type of its prefix a 1 , . . . , a j is a partition, for all j ≥ 1.
Let µ ⊢ n and ν ⊢ m. The outer tensor product χ µ × χ ν is an irreducible character of S n × S m . Inducing this character to S n+m we may write
The Littlewood-Richardson rule asserts that C λ µ,ν is zero if µ ⊆ λ and otherwise equals the number of ways to replace the nodes of the skew diagram [λ µ] by natural numbers such that: the numbers are weakly increasing along rows; the numbers are strictly increasing down the columns; the sequence obtained by reading the numbers from right to left and top to bottom is a reverse lattice sequence of type ν. We call any such configuration a Littlewood-Richardson configuration of type ν for [λ µ].
The Murnaghan-Nakayama rule (see [6, 2.4.7] ) allows to recursively compute the character table of symmetric groups. The following fact (see [6, 2.7 .33]) is a very useful consequence of this.
Lemma 2.2. Let λ ⊢ n, Q e (λ) = (λ 0 , . . . , λ e−1 ). Assume that w ≥ w e (λ), and let ρ ∈ S n be the product of w e-cycles; let γ ∈ S n act on the fixed points of ρ. Then
.
The proof of Theorem A
Let n be a natural number and let P n be a Sylow p-subgroup of S n . Denote by Q n = P n ∩ A n the unique Sylow p-subgroup of A n contained in P n . Clearly Q n P n . We recall that if n = a 1 p
3.1. Odd primes. Let us start by assuming that p is an odd prime. In this case we clearly have that Q n = P n . If n = k j=1 a j p n j is the p-adic expansion of n then we denote by ω n a chosen element of P n obtained as the product of a j cycles of length p n j , for all j ∈ {1, . . . , k}. The following Lemma is a consequence of [3, Lemma 3.11].
Lemma 3.1. Let n, p and ω n be as above. Then (i) θ(ω n ) is a p-th root of unity for every linear character θ of P n .
(ii) δ(ω n ) = 0 for all δ ∈ Irr(P n ) such that p | δ(1).
The following result is a corollary of [3, Theorem 3.1].
Lemma 3.2. Let φ ∈ Irr(A n ). Then the restriction of φ to A n has a linear constituent.
Proof. Let λ be a partition of n such that φ is an irreducible constituent of (χ λ ) An . Let θ be a linear constituent of (χ λ ) Pn (this exists by [3, Theorem 3.1]). If λ = λ ′ then θ is a constituent of φ Pn . Suppose that λ = λ ′ and (without loss of generality) that φ = φ λ + . Let σ ∈ N Sn (P n ) A n . Such a σ exists (choose for example an element in N Sn (P n ) of cycle type given by the product of p k−1 cycles of length p − 1, where p k is a p-adic digit of n). Then if we assume that θ is not a constituent of φ Pn we deduce that θ is a constituent of
We are ready to prove Theorem A of the introduction for odd primes.
Proposition 3.3. Let p be an odd prime, let n be a natural number and let φ ∈ Irr(A n ) be such that p divides φ(1). Then the restriction of φ to P n has at least p distinct linear constituents.
Proof. Let λ be a partition of n such that φ is an irreducible constituent of (χ λ ) An . If λ = λ ′ then the statement follows from [3, Theorem A] . Assume now that λ = λ ′ and (without loss of generality) φ = φ λ + . Let n = k j=0 a j p j be the p-adic expansion of n and let ω n ∈ P n be the product of a j p j -cycles for j ∈ {0, 1, . . . , k}. Since p divides φ(1) we have that p divides χ λ (1) and therefore that χ λ (ω n ) = 0. This follows from the description of irreducible characters of symmetric groups whose degree is not divisible by p (see for instance [7] or [11, Proposition 6.4] ). Moreover, by [6, Theorem 2.5.13] we obtain that φ(ω n ) = χ λ (g) 2 = 0. Suppose for a contradiction that φ Pn has ℓ distinct linear constituents θ 1 , . . . , θ ℓ , for some 1 ≤ ℓ < p. From Lemma 3.1 we deduce that
for some p-th roots of unity ζ 1 , . . . , ζ ℓ and some positive natural numbers c 1 , . . . , c ℓ . This is a contradiction, since no N-linear combination of ζ 1 , . . . , ζ ℓ can equal 0.
3.2. The prime 2. To deal with the remaining p = 2 case, we need to fix some more precise notation. Let n ∈ N, for k ∈ {0, 1, . . . , n − 1} we let g k be the element of S 2 n defined by
It is not too difficult to see that P 2 n := g 0 , . . . , g n−1 is a Sylow 2-subgroup of S 2 n . Moreover the element γ n ∈ P 2 n defined by γ n = g 1 g 2 · · · g n−1 has cycle type (2 n−1 , 2 n−1 ). In particular γ n ∈ A 2 n ∩ P 2 n = Q 2 n . Similarly, the element ω n ∈ P 2 n defined by ω n = g 0 γ n is a 2 n -cycle.
Lemma 3.4. Let γ n and ω n be the elements defined above and let g ∈ {γ n , ω n }. Then:
Proof. Let g = γ n . It is well known that P 2 n = P 2 n−1 ≀ C 2 = (P 2 n−1 × P 2 n−1 ) ⋊ C 2 . Let σ be a generator of the top group C 2 , acting on the base group by swapping the two direct factors. From this point of view we observe that γ n = (γ n−1 , 1; σ). To prove (i) we now proceed by induction on n. If n = 1, the result is obviously true. Hence assume that n ≥ 2 and let θ be a linear character of P 2 n . By Gallagher's Corollary (see [4, 6 .17]) we know that θ is the extension by an irreducible character ψ of C 2 of an irreducible character φ × φ ∈ Irr(P 2 n−1 × P 2 n−1 ), for some linear character φ of P 2 n−1 . Using [6, Lemma 4.3.9] , it follows that θ(γ n ) = φ(γ n−1 )ψ(σ). Using the inductive hypothesis we conclude that φ(γ n−1 ) ∈ {−1, +1} and therefore that θ(γ n ) = ±1. The proof of case (ii) is again done by induction on n. We observe that if δ is an irreducible character of P 2 n of even degree then either δ = (φ 1 × φ 2 ) P 2 n , for some φ 1 , φ 2 ∈ Irr(P 2 n−1 × P 2 n−1 ) such that φ 1 = φ 2 ; or otherwise δ is the extension by an irreducible character ψ of C 2 of an irreducible character φ × φ ∈ Irr(P 2 n−1 × P 2 n−1 ), for some evendegree character φ of P 2 n−1 . In the first case we have that δ(γ n ) = 0 because γ n / ∈ P 2 n−1 × P 2 n−1 . In the second case we can write again δ(γ n ) = φ(γ n−1 )ψ(σ) = 0, by induction. If g = ω n then the result follows from [3, Lemma 3.11] .
It is useful to recall here the characterization of those partitions of a natural number n labelling irreducible characters of odd degree of symmetric groups. This was first observed in [7] . As usual we adopt the symbol Irr 2 ′ (G) to denote the set of irreducible characters of the finite group G whose degree is odd. Moreover, we let Lin(G) be the notation for the set of linear characters of G. Theorem 3.5. Let n be a natural number with binary expansion n = 2 n 1 + 2 n 2 + · · · + 2 nt , for some n 1 > · · · > n t ≥ 0 and let λ ∈ P(n). Then, χ λ ∈ Irr 2 ′ (S n ) if and only if there exists a unique removable 2 n 1 -hook h 1 in λ and χ (λ−h 1 ) ∈ Irr 2 ′ (S n−2 n 1 ).
For any n ∈ N we denote by L(n) the subset of P(n) consisting of hook partitions (i.e. partitions of the form (n − x, 1 x ) for 0 ≤ x ≤ n − 1). An useful consequence of Theorem 3.5 is that χ λ ∈ Irr 2 ′ (S 2 n ) if and only if λ ∈ L(n). In this article we will need a little bit of control on the maximal power of 2 dividing the degrees of irreducible characters. We say that ν 2 (n) = a if n = 2 a m, for some odd m ∈ N. The theory of 2-core and 2-quotient towers, introduced in [7] and fully developed and beautifully explained in [11] , implies the following fact.
Lemma 3.6. Let n be natural number and let λ ∈ P(2 n ). Then:
The Murnaghan-Nakayama formula together with Theorem 3.5 imply the following fact.
Corollary 3.7. Let n be a natural number with binary expansion n = 2 n 1 +· · ·+2 nt +a 0 2 0 , for some t ≥ 2, n 1 > · · · > n t > 0 and a 0 ∈ {0, 1}. Let λ ∈ P(n) be such that χ λ (1) is even. Then there exists g λ ∈ Q n such that the following hold.
Proof. Since χ λ (1) is even, Theorem 3.5 implies that either core 2 n 1 (λ) = λ (i.e. λ does not have 2 n 1 -hooks) or that there exists r ∈ {2, . . . , t} such that |core 2 n j (λ)| = |core 2 n j−1 (λ)| − 2 n j , for all j ∈ {2, . . . , r − 1}, and such that core 2 nr (λ) = core 2 n r−1 (λ) (i.e. core 2 n r−1 (λ) does not have 2 nr -hooks). If t is even, then we let g λ ∈ Q n be any element of cycle type (2 n 1 , 2 n 2 , . . . , 2 nt ). Statements (i) and (ii) now follow from Lemma 3.4. Moreover, statement (iii) is a consequence of the Murnaghan-Nakayama rule used together with Theorem 3.5.
If t is odd and core 2 n 1 (λ) = λ then we let g λ ∈ Q n be an element of cycle type (2 n 1 , 2 n 2 −1 , 2 n 2 −1 , 2 n 3 , . . . , 2 nt ). Notice that we can always find an element of this form in Q n because t ≥ 3. On the other hand, if t is odd but core 2 n 1 (λ) = λ, then we choose g λ ∈ Q n to be an element of cycle type (2 n 1 −1 , 2 n 1 −1 , 2 n 2 , . . . , 2 nr , . . . , 2 nt ). Statements (i) and (ii) now follow from Lemma 3.4. Statement (iii) is again a consequence of the Murnaghan-Nakayama rule used together with Theorem 3.5.
Lemma 3.8. Let n be a natural number, let χ ∈ Irr(S n ) and let φ ∈ Irr(A n ) be an irreducible constituent of χ An . Let θ ∈ Lin(P n ) be a constituent of χ Pn . Then θ Qn is a constituent of φ Qn .
Proof. Let λ ∈ P(n) be such that χ = χ λ . If λ = λ ′ then φ = χ An and the statement clearly holds. Suppose that λ = λ ′ and assume (without loss of generality) that φ = φ λ + . Let σ ∈ P n Q n . Clearly σ acts by conjugation on Irr(Q n ) since Q n P n . Moreover we have that φ σ = φ λ − , since σ ∈ S n A n . Therefore we have that (φ Qn )
Since (θ Qn ) σ = (θ σ ) Qn = θ Qn , we deduce that θ Qn is a constituent of both φ Qn and (φ σ ) Qn .
We are now in the position to prove Theorem A of the introduction for the prime 2 and for all natural numbers having at least 2 even binary digits. Proposition 3.9. Let n ∈ N be such that n / ∈ {2 k , 2 k + 1 | k ∈ N 0 } and let φ ∈ Irr(A n ) be such that φ(1) is even. Then the restriction of φ to P n has at least 2 distinct linear constituents.
Proof. Let λ be a partition of n such that φ is an irreducible constituent of (χ λ ) An . Observe that χ λ (1) is even and let θ 1 , . . . θ ℓ be the distinct linear constituents of (χ λ ) Pn . By [3, Theorem A] we know that ℓ ≥ 2. Suppose for a contradiction that (θ j ) Qn = (θ 1 ) Qn for all j ∈ {2, . . . , ℓ}. Then using Corollary 3.7 we could pick g ∈ Q n such that
where m is the positive number equal to the sum of the multiplicities of the linear characters in the decomposition of (χ λ ) Pn into irreducible constituents. This is clearly a contradiction. Hence we always have two linear constituents that do not coincide on Q n . The statement now follows from Lemma 3.8.
We are left to deal with the case where n ∈ {2 k , 2 k + 1} for some k ∈ N 0 . In order to prove Theorem A in this final specific case we must use a more combinatorial approach. In particular we will show that the statement holds for n = 2 k and derive the case n = 2 k + 1 as a corollary. Proposition 3.10. Let k ∈ N 0 , let n = 2 k + ε for some ε ∈ {0, 1}, let λ ∈ P(n) be such that 4 divides χ λ (1) and let φ be an irreducible constituent of (χ λ ) An . Then φ Qn has at least two distinct linear constituents.
Proof. Let γ k ∈ Q n be the element of cycle type (2 k−1 , 2 k−1 , ε) defined before Lemma 3.4. Lemma 3.6 shows that H 2 k (λ) = ∅ and that |H 2 k−1 (λ)| ≤ 1. This implies that χ λ (γ k ) = 0. Suppose now for a contradiction that all linear constituents of (χ λ ) Pn coincide on Q n . Evaluation of (χ λ ) Pn at γ k leads to a contradiction. The statement now follows from Lemma 3.8.
Proposition 3.10 shows that we just need to study the case where φ ∈ Irr(A n ) is an evendegree constituent of (χ λ ) An for some partition λ such that ν 2 (χ λ (1)) = 1. In particular, since φ(1) is even we deduce that λ = λ ′ .
Lemma 3.11. Let λ ∈ P(2 k ) be such that ν 2 (χ λ (1)) = 1 and suppose that (χ λ ) Q 2 k has a unique linear constituent θ. Then (χ λ ) Q 2 k = 2θ + ∆, where ∆ is a sum (possibly empty) of even degree irreducible characters of Q 2 k . In particular (χ λ ) P 2 k has exactly two linear constituents both appearing with multiplicity 1.
Proof. Let (χ λ ) P 2 k = c 1 θ 1 +· · ·+c ℓ θ ℓ +Ω, where θ j ∈ Lin(P 2 k ), c j ∈ N for all j ∈ {1, . . . , ℓ} and Ω is a sum (possibly empty) of even degree irreducible characters of P 2 k . From [3, Theorem A] we know that ℓ ≥ 2. From the hypothesis we get that (θ j ) Q 2 k = θ for all j ∈ {1, . . . , ℓ}. Since θ P 2 k (1) = 2, it follows that ℓ = 2 and that (χ λ ) P 2 k = c 1 θ 1 + c 2 θ 2 + Ω. Since ν 2 (χ λ (1)) = 1 we deduce from Lemma 3.6 that H 2 k (λ) = ∅ and that |H 2 k−1 (λ)| = 2.
In particular we have that C 2 k−1 (λ) = ∅, w 2 k−1 (λ) = 2 and Q 2 k−1 (λ) is a sequence of 2
partitions such that all except for two are empty. The two non empty partitions are both equal to (1), the unique partition of 1. Using Lemma 2.2 we observe that χ λ (γ k ) = ±2. On the other hand we have that χ λ (γ k ) = ±(c 1 + c 2 ), by Lemma 3.4. We obtain that c 1 = c 2 = 1. This concludes the proof. Proposition 3.12. Let λ ∈ P(2 k ) be such that ν 2 (χ λ (1)) = 1 and that λ = λ ′ . Then (χ λ ) Q 2 k has at least two distinct linear constituents.
The proof of Proposition 3.12 is quite technical. For this reason we decided to postpone it. Section 4 below is entirely devoted to prove this statement.
Corollary 3.13. Let n ∈ {2 k , 2 k + 1}, for some k ∈ N and let φ ∈ Irr(A n ) be such that φ(1) is even. Then φ Qn has two distinct linear constituents.
Proof. Let λ ∈ P(n) be such that φ is an irreducible constituent of (χ λ ) An . Proposition 3.10 and Proposition 3.12 show that it is enough to consider the case where n = 2 k +1 and where ν 2 (χ λ (1)) = 1. Since φ(1) is even we immediately get that λ = λ ′ and hence that φ = (χ λ ) An . Moreover, in this situation we have that H 2 k (λ) = ∅ and that |H 2 k−1 (λ)| = 2. It follows that λ is not a hook partition of 2 k + 1. Therefore there exists a partition
Since µ is not a hook partition we have that χ µ (1) is even. Hence (χ µ ) Q n−1 has two distinct linear constituents by Propositions 3.10 and 3.12. Since Q n = Q n−1 we deduce that (χ µ ) Q n−1 is a constituent of φ Qn and the statement follows.
We conclude by observing that Propositions 3.9 and Corollary 3.13 show that Theorem A of the introduction holds.
The proof of Proposition 3.12
In this section we focus on the proof of Proposition 3.12. This is certainly the most technical part of the article. We start by recalling a couple of preliminary results. The first one was proved in [1, Theorem 1.1].
where k 1 ≥ · · · ≥ k t ≥ 0 and r 1 ≥ · · · ≥ r s > 0. Since λ ⊢ 2n we clearly have that t = 2ζ for some ζ ∈ N 0 . We let ∆ 2 (λ) be the partition of n defined by
In [3, Theorem 3.9] the following was proved.
Theorem 4.3. Let n be a natural number and let λ be a partition of 2n. The irreducible character χ
is an irreducible constituent of (χ λ ) Sn×Sn .
We are ready to prove Proposition 3.12. For convenience, we recall its statement here.
Proposition 4.4. Let λ ∈ P(2 k ) be such that ν 2 (χ λ (1)) = 1 and that λ = λ ′ . Then (χ λ ) Q 2 k has at least two distinct linear constituents.
Proof. To ease the notation we let q := 2 k−1 . From Lemma 3.6 we know that ν 2 (χ λ (1)) = 1 if and only if H 2 k (λ) = ∅ and |H q (λ)| = 2. Hence λ is a partition of 2 k having exactly two hooks of length q. We immediately see that the only possibility for λ is to have h 1,2 (λ) = h 2,1 (λ) = q. It follows that there exist x ∈ {1, 2, . . . , q − 1} and y ∈ {x − 1, . . . , q − 2} such that
The best way to proceed is to distinguish two cases, depending on the parity of the number s := y − (x − 1).
(i) Suppose that s is even and let
).
An easy calculation shows that µ / ∈ {ν, ν ′ } since λ = λ ′ . We will now show that χ ρ × χ ρ is an irreducible constituent of (χ λ ) Sq×Sq , for all ρ ∈ {µ, ν}. Notice that y −s/2 = x+s/2−1. It is easy to see that the skew Young diagram [λ µ] is the disjoint union of the three disconnected diagrams Z 1 := H 1,q−y+ s 2 +1 (λ), Z 2 := H 2,2 (λ) and Z 3 := H x+1+ s 2 ,1 (λ). Observe that Z 1 is a row of shape (s/2), Z 2 is a hook of shape (q − y − 1, 1
x−1 ) and Z 3 is a column of shape (1 s/2+1 ). With this in mind, we proceed as follows.
-Replace each of the s/2 nodes of Z 1 by 1.
-Replace each of the q − y − 1 nodes of the first row of the hook Z 2 by 1 and replace the nodes in the leg of Z 2 increasingly from top to bottom with the numbers 2, 3, . . . , x.
-Replace the top node of the column Z 3 by 1 and replace the remaining s/2 nodes increasingly from top to bottom with the numbers x + 1, x + 2, . . . , x + s/2.
What we obtain is a Littlewood-Richardson configuration of type µ for [λ µ] because the numbers are weakly increasing along rows, stricly increasing along columns and the sequence obtained by reading the numbers right to left and top to bottom is a reverse lattice sequence of type µ. This follows by observing that the number of 1s in the sequence is exactly q − y + s/2 = µ 1 . Moreover, for all j ∈ {2, 3, . . . , x + s/2} we have exactly one j. The claim now follows since x + s/2 − 1 = y − s/2. We remark that the process described above works in the case where s = 0 as well (Z 1 is empty in this case).
We conclude that χ µ × χ µ is an irreducible constituent of (χ λ ) Sq×Sq .
We proceed in a very similar way to show that χ ν × χ ν is an irreducible constituent of (χ λ ) Sq×Sq . We observe that the skew Young diagram [λ ν] is the disjoint union of the three disconnected diagrams W 1 := H 1,q−y+ s 2 (λ), W 2 := H 2,2 (λ) and W 3 := H x+2+ s 2 ,1 (λ). Observe that W 1 is a row of shape (s/2 + 1), W 2 is a hook of shape (q − y − 1, 1
x−1 ) and W 3 is a column of shape (1 s/2 ). With this in mind, we proceed as follows.
-Replace each of the s/2 + 1 nodes of W 1 by 1.
-Replace node (2, q − y) (this is the most right node of the first row of the hook W 2 ) with a 2 and replace each of the remaining q − y − 2 nodes in the first row of W 2 by 1. Moreover, replace the nodes in the leg of W 2 increasingly from top to bottom with the numbers 3, 4, . . . , x + 1.
-Replace the s/2 nodes of the column W 3 increasingly from top to bottom with the numbers x + 2, . . . , x + s/2 + 1.
Arguing exactly as above we verify that this process leaves us with a Littlewood Richardson configuration of type ν for [λ ν]. Again we remark that the steps described above work in the case where s = 0 (in this case we have that Z 3 is empty). We conclude that χ ν × χ ν is an irreducible constituent of (χ λ ) Sq×Sq .
Using Theorem 4.1 we observe that both f (µ) × f (µ) and f (ν) × f (ν) are irreducible constituents of (χ λ ) Pq×Pq . Hence for all ρ ∈ {µ, ν} there exists an extension
Hence the proof is concluded in this case.
(ii) Suppose that s is odd. In this case it is not possible to find two distinct hook partitions µ, ν of q such that χ ρ × χ ρ is an irreducible constituent of (χ λ ) Sq×Sq , for all ρ ∈ {µ, ν} (take for instance λ = (4, 3, 1) to see this in a small example). Hence we need to proceed with a sligthly different argument. Let
where ∆ 2 is the operator defined in Notation 4.2. We will now show that χ ρ × χ ρ is an irreducible constituent of (χ λ ) Sq×Sq , for all ρ ∈ {µ, ν}. We know from Theorem 4.3 that χ ν × χ ν is an irreducible constituent of (χ λ ) Sq×Sq . In order to show that the same holds for µ we proceed with a very similar strategy to the one used in the previous case. Notice that y − (s − 1)/2 = x + (s − 1)/2. It is easy to see that the skew Young diagram [λ µ] is the disjoint union of the three disconnected diagrams ,1 (λ). Observe that V 1 is a row of shape ((s + 1)/2), V 2 is a hook of shape (q − y − 1, 1
x−1 ) and V 3 is a column of shape (1 (s+1)/2 ). With this in mind, we proceed as follows.
-Replace each of the (s + 1)/2 nodes of V 1 by 1.
-Replace each of the q − y − 1 nodes of the first row of the hook V 2 by 1 and replace the nodes in the leg of V 2 increasingly from top to bottom with the numbers 2, 3, . . . , x.
-Replace the (s + 1)/2 nodes of the column W 3 increasingly from top to bottom with the numbers x + 1, . . . , x + (s + 1)/2.
Arguing exactly as before we deduce that the process described above gives a Littlewood -Richardson configuration of type µ for [λ µ]. Hence we obtain that χ µ × χ µ is an irreducible constituent of (χ λ ) Sq×Sq .
Whenever ν = ∆ 2 (λ) / ∈ L(q) then we have that χ ν (1) is even (see the discussion after Theorem 3.5) and therefore we know from [3, Theorem A] that (χ ν ) Pq admits two distinct linear constituents η 1 , η 2 . Moreover, using again [1, Theorem 1.1] we know that f (µ) ∈ Lin(P q ) is the unique linear constituent of (χ µ ) Pq . This shows that (χ λ ) Pq×Pq has at least 3 (not necessarily distinct) linear constituents of the form φ×φ, for some φ ∈ Lin(P q ). It follows that (χ λ ) P 2 k has at least 3 (not necessarily distinct) linear constituents. Since ν 2 (χ λ (1)) = 1 we can now use Lemma 3.11 to conclude that (χ λ ) Q 2 k can not have a unique linear constituent.
If ∆
2 (λ) ∈ L(q) we have that λ 2 ∈ {2, 3} by the construction described in Notation 4.2. Suppose for a contradiction that λ 2 = 3. Then we have that y and x are odd. Hence λ 1 is even and therefore (∆ 2 (λ)) 2 = 2. Hence ∆ 2 (λ) / ∈ L(q). It follows that λ 2 = 2 and hence that y = q − 2. In particular s = q − x − 1 and we can write λ as λ = (s + 2, 2 x , 1 s ). Consider the conjugate partition λ ′ . We certainly have that ν 2 (χ λ ′ (1)) = 1. Moreover it is easy to see that λ ′ = (q, x + 1, 1 s ). Since (λ ′ ) 2 = x + 1 ≥ 3 and s > 0 we have that ∆ 2 (λ ′ ) / ∈ H(q). Therefore we deduce that λ ′ is one of the partitions we already considered above in case (ii). It follows that (χ λ ′ ) P 2 k has at least 3 (not necessarily distinct) linear constituents. Since (χ λ ) Q 2 k = (χ λ ′ ) Q 2 k the proof is now concluded, by Lemma 3.11.
