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Analog quantum simulation is widely considered a step on the path to fault tolerant quantum
computation. With current noisy hardware, the accuracy of an analog simulator will degrade after
just a few time steps, especially when simulating complex systems likely to exhibit quantum chaos.
Here we describe a quantum simulator based on the combined electron-nuclear spins of individual
Cs atoms, and its use to run high fidelity simulations of three different model Hamiltonians for >100
time steps. While not scalable to exponentially large Hilbert spaces, it provides the accuracy and
programmability required to explore the interplay between dynamics, imperfections, and accuracy
in quantum simulation.
Absent errors, machines that process information ac-
cording to quantum mechanics can in principle solve
problems beyond the computational power of any clas-
sical computer. In practice, a scalable, general purpose
quantum computer must include error correction and
fault tolerance as an integral part of its operation, lead-
ing to requirements on the underlying quantum hardware
that could be out of reach for years to come [1]. Thus,
in the current era of noisy, intermediate-scale quantum
(NISQ) devices [2], much of the effort in the field has
focused on seemingly less ambitious challenges. High on
the list is the development of analog quantum simula-
tors, defined here as devices that operate without error
correction but still have the potential to surpass classi-
cal computers for tasks such as modeling complex quan-
tum systems [3, 4]. Recent examples include work using
traped ions [5–7], Rydberg atoms [8, 9], and supercon-
ducting qubits [10, 11] to simulate phase transitions and
other phenomena in large (>50) spin systems. This is
roughly the scale at which numerical modeling on classi-
cal computers is currently infeasible.
Quantum simulation generally requires access to highly
entangled states of interacting many body systems. It
has long been known that such systems also tend to sup-
port quantum chaos, in the sense that their time evo-
lution is hypersensitive to perturbation [12–14]. This
suggests two separate notions of complexity relevant for
quantum simulation, one related to the nature of the
quantum state, and another related to the nature of the
system dynamics. Entangled states are complex because
the information required to predict interparticle correla-
tions grows exponentially with system size, while chaotic
dynamics are complex because the information required
to predict the quantum trajectory grows exponentially
with time [15]. Both will contribute to the overall com-
plexity and fragility of analog quantum simulation and
related NISQ-era objectives such as quantum annealing
[16, 17]. Indeed, one can expect an inverse relationship
between the accessible Hilbert space and the length of
time one can meaningfully simulate, with those proper-
ties playing a role analogous to the width and depth in
quantifying the complexity of a quantum circuit. So far,
experiments have focused mostly on the width of a simu-
lation (after all, this is the crucial resource when looking
for a quantum advantage), with limited attention paid to
the fidelity of the output state as one seeks to increase
its depth in terms of simulated time. Yet, to fully un-
derstand the computational power of an analog quantum
simulation, it is necessary to look carefully at the acces-
sible simulation depth and how it depends on the nature
of the dynamics, before one can trust its outcome [18].
In this letter we present a new platform for analog
quantum simulation (AQS) with tradeoffs that are com-
plementary to NISQ devices: it is modest in terms of ac-
cessible Hilbert space, but highly accurate and therefore
uniquely suited to the study of dynamical complexity in
time. Our small, highly accurate quantum (SHAQ) sim-
ulator is based on the combined electron-nuclear spins
of individual Cs atoms in the electronic ground state,
driven by phase modulated radio-frequency (rf) and mi-
crowave (µw) magnetic fields, and provides access to a
fixed 16-dimensional Hilbert space formally equivalent to
four qubits. In place of the quantum circuit model where
control is predicated on access to a universal gate set,
we rely on a universal control Hamiltonian and quantum
Optimal Control [19, 20] to ensure that our simulator is
fully programmable, in the sense that we can implement
arbitrary unitary maps with average fidelities >0.98 [21].
We show that Optimal Control can be further adapted
for AQS, allowing us to set up coarse-grained simulations
of the dynamics driven by arbitrary model Hamiltonians.
Thus, while Optimal Control does not scale to exponen-
tially large Hilbert spaces, it delivers a combination of
flexibility and accuracy that is uniquely suited for AQS
on SHAQ hardware. We demonstrate experimental AQS
of three different spin Hamiltonians on the same device,
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2FIG. 1. Analog Quantum Simulation. Top: The system
evolves continuously from the initial state |Σ(0)〉 to the final
state |Σ(Kδt)〉 according to the system Hamiltonian. Bot-
tom: The simulator evolves from the initial state |χ(0)〉 to
the final state |χ(K)〉, coinciding with the system state at
intervals k=0, 1, 2, ...,K.
for >100 time steps with average fidelity >0.99 per step.
Our work stands out by directly measuring the fidelity
of the evolving quantum state as a simulation proceeds.
This is the ultimate metric for accuracy, yet quantum
state fidelity is rarely reported in contemporary AQS ex-
periments with NISQ hardware, perhaps because indirect
measures based on quantum state tomography involve
complex protocols that are prone to their own errors [22].
For examples of other ways to estimate fidelity without
resorting to full quantum state tomography, see [23–26].
More conventionally, we demonstrate experimental AQS
of the time evolution of a bulk observable (magnetiza-
tion), with a simulation depth and accuracy that lies well
beyond the capabilities of universal simulators based on
current NISQ hardware (see, for example, refs. [27–30]).
These are key elements required for future exploration of
the interplay between dynamics, hardware imperfections,
and accuracy in AQS.
AQS falls into two broad categories sometimes referred
to as “emulation” and “simulation”. A quantum em-
ulator is a special-purpose device governed by the same
Hamiltonian and having the same Hilbert space structure
as the system of interest. Emulators have been realized
on a variety of physical platforms and used to study a
range of phenomena with considerable success [5, 31–33].
A quantum simulator, by contrast, is a universal device
that is controllable, in the sense that one can “program”
it to implement any SU(d) map of Hilbert space onto it-
self. Given an arbitrary system Hamiltonian and a map-
ping of the system Hilbert space Hsys onto the simula-
tor Hilbert space Hsim, one can then implement unitary
time steps on the simulator and iterate to perform stro-
boscopic simulations of the system dynamics (Fig. 1).
Our Cs-atom based “device” is a quantum simulator
in the second sense, and requires unitary control over
the entire accessible Hilbert space. As shown in [19],
the spin degrees of freedom of a Cs atom in its electronic
ground state are controllable with a combination of phase
modulated rf and µw magnetic fields whose piecewise
constant phases {φrfxi ,φrfyi ,φµwi }={~φi}, 1≤i≤Nφ, serve as
control variables (“controls” for short). We can then ap-
ply the generic toolbox of quantum Optimal Control to
find (non-unique) controls that accomplish the control
task at hand. In this article we focus on the adapta-
tion of Optimal Control to AQS, and refer the reader to
past work [19–22] and [34] for details of the laboratory
implementation.
To set up an AQS we first choose orthonormal bases
in Hsys and Hsim. Having done so, a straightforward
way of mapping from system to simulator is to represent
states and operators by identical vectors and matrices in
the two bases. Next, given a unitary time propagator W
acting on the system, we seek controls {~φi} for which the
transformation U({~φi}) acting on the simulator is a good
approximation to W . Note that W can be chosen as the
exact propagator for a time step of any length; there will
be no Trotter errors [3, 4] unless deliberately introduced
as part of the simulation. Given W , we then use one of
two versions of Optimal Control to find high-performing
controls:
Conventional Control. This version uses an objective
function F({~φi})=|Tr[W †U({~φi})]|2/d2 (the fidelity).
Numerical optimization of F({~φi}) as a function of {~φi}
will find controls for which the matrices W and U({~φi})
are near identical in the chosen bases. That is, within
a global phase, they have the same eigenvalues and
eigenstates. In prior work we have found that Nφ=150
phase steps (450 phase values) is sufficient to consistently
achieve a theoretical F({~φi})≥0.99999 for any W . In
the laboratory where control errors and decoherence are
present, the corresponding controls achieve F≥0.98 on
average, as measured by randomized benchmarking [21].
EigenValue Only (EVO) Control. In AQS there are in
principle no restrictions on the map from system to sim-
ulator. To take advantage of this, we note that it suffices
for W and U({~φi}) to have near identical eigenvalues,
in which case W and V U({~φi})V † will be nearly identi-
cal for some V . Accordingly, the EVO approach uses an
objective function
FEVO({~φi},{vj})= 1
d2
|Tr[W †V U({~φi})V †]|2 (1)
where V=eiA, A=
∑d2−1
j=1 vjΛj , {Λj} is a set of gener-
alized Gell-Mann matrices forming a basis of traceless
hermitian d×d matrices, and {vj} is a set of d2−1 real-
valued variables, sufficient to generate all V ∈ SU(16).
Simultaneous optimization of FEVO({~φi},{vj}) with re-
spect to {~φi} and {vj} will then find co-optimal controls
and system-simulator maps.
Our experience suggests the search complexity and
computational effort is comparable for Conventional and
EVO Control. Furthermore, we find that optimizing for
EVO rather than the entire W can reduce the number of
phase steps from Nφ=150 to something in the range from
Nφ=10 to Nφ=60, depending on the nature of W . This
brings a significant advantage in terms of the possible
number of time steps and overall fidelity in an AQS. On
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FIG. 2. (Color online) AQS of two popular model systems corresponding to the Hamiltonians in Eqs. 2a,b. (a) Measured
FAQS(k) for two versions of the TI model with δt=0.4, s/h=1.25 (squares) and δt=0.4, s/h=0.63 (diamonds). (b) Simulation
results for 〈σz2〉 at δt=0.4, s/h=1.25 (top) and δt=0.4, s/h=0.63 (bottom). (c) Measured FAQS(k) for two versions of the LMG
model with δt=0.8, s=0.4 (squares) and δt=1.6, s=0.7 (diamonds). (d) Simulation results for 〈Jx〉 at δt=0.8, s=0.4 (top) and
〈Jy〉 at δt=0.8, s=0.7 (bottom). Thin lines connect the data points to guide the eye. Thick solid lines in (b) and (d) shows
predictions of the exact model. Error bars are the standard error of the mean for the chosen sample of initial states.
the downside we have found that EVO Control performs
poorly when W is close to the identity. This is gener-
ally not an issue for AQS where one typically chooses
time steps that change the state appreciably. A second
issue arises if the system Hamiltonian is time dependent
and the propagators W (k) are different for different time
steps k. One must then do separate EVO searches for so-
lutions VkUk({~φi})V †k , where inevitably Vk 6=Vk+1. The
resulting basis mismatch means one cannot simply con-
catenate the Uk({~φi}), and any attempt to restrict the
Vk’s negates the original advantage. Therefore, when
necessary, we revert to Conventional Control which works
in every scenario we have explored. See [34] for details.
To establish the baseline performance of our quantum
simulator we have tested it on three popular model sys-
tems described by the Hamiltonians
HTI = −
N∑
i=1
hσzi−
N−1∑
i=1
sσxi σ
x
i+1, N = 4 (2a)
HLMG = −(1−s)Jz−sJ2x , J = 15/2 (2b)
HQKT = −pJz
∞∑
n=0
δ(τ−nT )− κ
2JT
J2x , J = 15/2 (2c)
The nearest-neighbor Transverse Ising (TI) [41] and
Lipkin-Meshkov-Glick (LMG) [42, 43] models are com-
mon paradigms for the study of phase transitions, and
while integrable they nevertheless feature nontrivial dy-
namics. The Quantum Kicked Top (QKT) is a time-
discrete version of the LMG model whose classical phase
space can be regular, mixed or globally chaotic depending
on the parameters p, κ [40, 44]. For each model we choose
the system size N or J to use the entire 16-dimensional
Hilbert space available on our simulator.
In the laboratory each AQS follows the same basic tem-
plate. Given a model Hamiltonian, we use Conventional
or EVO Control to find controls {~φi} and a corresponding
propagator U({~φi}) that simulates the system evolution
during a time step δt. Knowing the system-simulator
map, we then prepare the simulator in the chosen initial
state |χ(0)〉, take k time steps, measure the observable
M of interest, and repeat for 1≤k≤K to build up a stro-
boscopic record of the expectation value 〈M(k)〉. In AQS
of systems such as the TI and LMG models, M might be
a spin observable. As a measure of the accuracy of the
simulation we can also look at the fidelity of the quan-
tum state itself, FAQS(k)=Tr[ρa(k)|χ(k)〉〈χ(k)|], where
|χ(k)〉 and ρa(k) are the predicted and actual states after
k steps. To access this quantity we measure the projec-
tor M(k)=|χ(k)〉〈χ(k)|, i. e., the probability of finding
the simulator in the predicted state after k steps. In
practice, using laser cooling to prepare a large sample of
non-interacting Cs atoms allows us to run as many as 107
identical quantum simulators in parallel. This leads to
small variations in the control fields from atom to atom,
but ensures excellent averaging over noise in the controls
and the measurement. In our setup the time per phase
step is 4µs and the maximum overall duration of a quan-
tum simulation is 12ms, limited by the time a free-falling
atom spends in the region of uniform control fields.
Figures 2a,c show FAQS(k) for two versions of a 4-site
TI model and a J=15/2 LMG model, each for 0≤k≤100
time steps. The simulations use EVO Control with
Nφ=20 phase steps, the fidelities are averages over 10
randomly chosen initial states, and the cut-off at K=100
is to ensure the fidelity of the time steps does not vary
with k. The TI data corresponds to ferromagnetic and
paramagnetic regimes respectively, while the LMG data
correspond to regimes below and just above the criti-
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FIG. 3. (Color online) AQS of the Quantum Kicked Top, Eq. 2c. (a) Measured FAQS(k), averaged over 10 initial coherent
states, in the globally chaotic regime (p=1,κ=7) . Insert: Classical phase space map for the hemispheres Jz>0 and Jz<0
showing global chaos. (b) Measured FAQS(k) in a mixed regime (p=0.99, κ=2.3), averaged over 5 initial coherent states in
the large regular island in the Jz>0 hemisphere (triangles), over 5 initial coherent states in the sea of chaos in the Jz<0
hemisphere (diamonds), and over all 10 initial states (circles). Insert: Classical phase space map. (c) Measured FAQS(k)
(p=1,κ=7), averaged over 10 initial coherent states, for different control strategies: Conventional Control with Nφ=150,K=20
(circles), EVO Control with Nφ=60,K=50 (squares) and Nφ=20,K=150 (diamonds), and finally randomized EVO Control
with Nφ=20,K=150 where coherent errors are scrambled (triangles). Thin lines connect the data points to guide the eye.
Error bars are the standard error of the mean for the chosen sample of initial states
cal point. In all cases the simulation fidelity declines
smoothly with time but remains well above that of a
mixed state, FAQS(k)>1/16=0.0625, even after k=100
time steps. As examples of AQS of dynamical observ-
ables, Figs. 2b,d show simulations of 〈σz2〉 for the TI
model, and collective spin components 〈Jx〉 and 〈Jy〉 for
the LMG model; these examples were chosen because of
their varied and nontrivial behavior. Each AQS extends
over 1≤k≤40 time steps, enough to densely sample for
long enough that the nature of the dynamics becomes ap-
parent. Overall, quantum simulation of the TI model ap-
pears somewhat more challenging than the LMG model,
but both track the spin dynamics with good accuracy.
Notably, 40 time steps is enough for a considerable loss
of fidelity, FAQS(k)∼0.5, showing that useful simulation
of physical observables can be achieved even when accu-
racy at the level of the quantum state is fairly poor.
As a third test we apply our simulator to the Quantum
Kicked Top. An AQS of the QKT consists of repeated
applications of the Floquet Operator, and the only mean-
ingful time step is one period of HQKT. This assures that
the propagator W is far from the identity for all but a
small subset of parameters, and thus ideally suited for
EVO Control. Figs. 3a,b show fidelities FAQS(k) for two
versions of the QKT with globally chaotic (p=1, κ=7)
and mixed (p=0.99, κ=2.3) phase spaces, averaged over
10 initial coherent states of the collective spin. Based on
general arguments relating quantum chaos to hypersen-
sitivity [12], one might expect that AQS will be more
challenging for the globally chaotic case than for the
mixed case, and this may explain the lower fidelity seen
for the former. For the mixed case we can separate out
initial states in regular versus chaotic regions, with the
former achieving significantly higher fidelity than the lat-
ter. Somewhat counter to expectations, however, every
AQS of the QKT shown here does at least as well, and
in some case significantly better in terms of fidelity per
step, than AQS of the integrable TI and LMG models.
Finally, we use the QKT in the globally chaotic regime
to explore how the fidelity of an AQS depends on the
control strategy and the errors present in the experi-
ment. Figure 3c shows simulation fidelities for three
scenarios: EVO Control with Nφ=20 and Nφ=60 phase
steps, and Conventional Control with Nφ=150; the cor-
responding maximum number of QKT steps are K=150,
K=50, and K=20, and the fidelities decline smoothly to
FAQS(k)∼0.2, FAQS(k)∼0.3, and FAQS(k)∼0.58 at the
end points. To our knowledge, this demonstrates an ac-
cessible simulation depth that compares favorably with
current state of the art for AQS on NISQ hardware.
It is worth recalling that every AQS discussed here in-
volves repeated application of the time propagator over
and over again, a scenario in which coherent control er-
rors have the potential to compound much faster than
random noise. We can explore the role of coherent errors
versus noise by comparing to a scenario akin to random-
ized benchmarking [45]. To do so, we use EVO optimiza-
tion with Nφ=20 to find a number of time propagators
U({~φi}), all with identical eigenvalues but different and
effectively random controls {~φi} and maps V . These are
put together in random sequences of various lengths, at
the end of which we measure the fidelity of the output
state relative to the output predicted in the absence of er-
rors. As seen in Figure 3c, the resulting decline in fidelity
5is significantly slower than for each of the three quantum
simulations, with an end point fidelity of FAQS(k)∼0.6
at k=150, and an average fidelity per step of 0.997. We
take this as evidence that quantum simulations such as
those studied here are more strongly affected by coherent
errors than random noise, and that efforts to improve the
simulation fidelity should focus on the former.
In conclusion, we have demonstrated a small, universal
and highly accurate analog quantum simulator based on
the spin-degrees of freedom in the ground state of indi-
vidual Cs atoms. We have further shown how Optimal
Control can be adapted to program such a simulator,
and we have established its baseline performance by ap-
plying it to both integrable and chaotic model systems.
Notably, the idea of looking for co-optimal controls and
system-simulator maps is not restricted to quantum sim-
ulation, and could lead to similar gains in other contexts
where a generic control task is mapped onto a specific
piece of hardware. Going forward, we plan to use our
Cs atom quantum simulator to develop and test a gen-
eral model of the interplay between the native errors of a
generic quantum simulator and the types of observables
one might use it to access. Ultimately, we hope testbeds
such as ours can help better understand the computa-
tional power of analog quantum devices and their use in
lieu of error corrected and fault tolerant quantum com-
puters.
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BASICS OF CONTROL AND MEASUREMENT
The structure of the 6S1/2 electronic ground state of
133Cs follows from the addition of electron and nuclear
spins. The resulting Hilbert space has two manifolds with
quantum numbers F (±) = I ± S = 3, 4, and a total of 16
magnetic sublevels |F,m〉 (Fig. 1). As shown in [1, 2],
this system is controllable with a static bias magnetic
field along z, a pair of phase-modulated rf magnetic fields
along x and y, and a phase-modulated µw magnetic field
coupling states |F (±),m = F (±)〉. In the rotating wave
approximation, the control Hamiltonian has the folllow-
ing structure,
Hc(t) = H0 +H
(+)
rf [φx(t), φy(t)] +H
(−)
rf [φx(t), φy(t)]
+Hµw[φµw(t)]
Here H0 is a drift term including the hyperfine interac-
tion and Zeeman shift from the bias field, the H
(±)
rf gen-
erate SU(2) rotations of the F (±) hyperfine spin man-
ifolds depending on the rf phases, and Hµw generates
SU(2) rotations of the |F (±),m = F (±)〉 pseudospin de-
pending on the µw phase. Besides the control phases,
Hc(t) depends on the following parameters (nominal val-
ues in parenthesis): the Larmor frequency in the bias
field (Ω0 = 2pi×1MHz), the rf Larmor frequencies in the
rotating frame (Ωx = Ωy = 2pi × 25kHz), the µw Rabi
frequency (Ωµw = 2pi × 27.5kHz), and the rf and µw de-
tunings from resonance (∆rf = ∆µw = 0). For these
parameter values we have found empirically that a phase
step duration of 4µs is close to optimal [3].
A typical experimental sequence begins with an ensem-
ble of ∼ 107 laser cooled atoms released from a magneto-
optic trap/optical molasses into free fall. We use optical
pumping to prepare the atoms in |ψ0〉 = |F = 3,m = 3〉,
and then use Optimal Control to implement a state map
|ψ0〉 → |χ(0)〉 =
∑
F,m cF,m|F,m〉 to prepare the desired
initial state. In practice errors and imperfections in the
preparation sequence cause the actual state, ρa, to de-
viate slightly from the intended target, with a typical
infidelity 1− 〈χ0|ρa|χ0〉 ≈ 0.5%.
The basic resource for measurement in our experi-
ment is Stern-Gerlach analysis, implemented by letting
the atoms fall in a magnetic field gradient, and col-
FIG. 1. Hyperfine structure in the 133Cs 6S1/2 electronic
ground state. A bias magnetic field of ∼3 Gauss, correspond-
ing to a Larmor frequency of 1.0 MHz, is applied to remove
degeneracy between magnetic sublevels.
lecting the time dependent fluorescence as they pass
though a probe beam approximately 5cm below the lo-
cation of the magneto-optic trap. The resulting sig-
nal is fitted to extract the measurement probabilities,
pF,m = 〈F,m|ρa|F,m〉, with fluctuations in probe power
and detector electronic noise leading to a roughly 1%
uncertainty in these estimates. With the basic Stern-
Gerlach measurement in place, our ability to perform
SU(16) maps makes it straightforward to implement ad-
ditional POVMs. Specifically, we can perform a 16-
outcome measurement in an arbitrary basis {|Ψα〉}, by
mapping each {|Ψα〉} onto a magnetic sublevel |Fα,mα〉
through a unitary transformation U =
∑
α |Fα,mα〉〈Ψα|.
We then fit the resulting Stern-Gerlach analysis signals
to find the outcome probablities {pα} [4].
One of the novel and powerful features of our simulator
is the ready access to direct measurements of quantum
state fidelity, without resorting to complex and time con-
suming diagnostics such as quantum tomography. Even
the most complex system states, such as those result-
ing from time evolution under the exact TI, LMG, and
QKT Hamiltonians, can be calculated in advance. A
set of controls can then be designed to map the equiv-
alent state on the simulator to a convenient hyperfine
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2state, say, |F = 4,m = 4〉, with the orthogonal comple-
ment mapped to the space spanned by the remaining 15
hyperfine states. In the experiment we apply this ”read-
out” map at the end of the simulation sequence, and then
use Stern-Gerlach analysis to determine the probability
of having the simulator emerge in the correct final state,
now |F = 4,m = 4〉. This is, by definition, the fidelity.
Based on randomized benchmarking [3], we estimate that
the accuracy of this measure is within 2-3%.
Finally, it is worth noting that the fidelity as we mea-
sure it here is closely related to the Loschmidt echo [5].
We can see this by rewriting
FAQS(k) = Tr[ρa(k)|χ(k)〉〈χ(k)|]
= Tr[ρa(k)W
k|χ(0)〉〈χ(0)|(W †)k]
= Tr[(W †)kρa(k)W k|χ(0)〉〈χ(0)|],
which is the overlap between the initial state,
|χ(0)〉〈χ(0)|, and the final state evolved backwards in
time without errors, (W †)kρa(k)W k.
OPTIMAL CONTROL
Introductions to Optimal Control can be found in the
literature [6]. In the generic formulation, one starts with
a control Hamiltonian Hc(t) = H0 +
∑
j bj(t)Hj , cho-
sen so it can generate all possible unitary maps and
renders the system controllable. The control wave-
forms are coarse grained in time, {bj(t)} → {bj(ti)},
to yield a discrete set of control variables. Given a
target unitary W acting in H , one can search for a
set {bj(ti)} that minimizes the Hilbert-Schmidt distance
||W − U({bj(ti)})||, where U({bj(ti)}) is the map gener-
ated by Hc(t) evolving with a particular set of control
variables during the time T . If the overall phase of W
is unimportant, one can instead maximize the fidelity
F{bj(ti)} = |Tr[W †U({bj(ti)})]|2/d2.
Conventional Control
In a variation on the generic formulation, we choose as
our control variables a set of 3Nφ piecewise constant
phases {φrfxi , φrfyi φµwi } = {~φi}, 1 ≤ i ≤ Nφ, for the rf and
µw fields. Given a target W and controls {~φi}, it is then
straightforward to numerically integrate the Schro¨dinger
equation to find the resulting transformation U{~φi} and
the fidelity F({~φi}) = |Tr[W †U({~φi)})]|2/d2. This al-
lows us to start from a random guess for the {~φi} and
use a gradient ascent algorithm [7] to converge on a lo-
cal maximum of F({~φi}). The search landscape for this
objective function is known to be benign, as long as one
allows a sufficient number of phase steps for the system
to be controllable.
This protocol is what we refer to as “Conventional
Control” in the main text. In practical terms, the search
complexity is mostly determined by the number of con-
trol phases. When Nφ is sufficiently large, a set of
controls that exceed a minimum acceptable fidelity of
F = 0.999 can usually be found with a single search
starting from a single seed. This typically takes a lit-
tle over an hour on a desktop computer. Increasing the
minimum acceptable fidelity lengthens the search time
considerably. We can speed up performance using a ded-
icated supercomputing core, but a more substantial ben-
efit can be achieved by running multiple searches with
different seeds in parallel on multiple cores in a cluster.
If we choose Nφ = 150, a single search starting from a
single random seed will reliably find controls that can im-
plement W to near-arbitrary precision. As Nφ is reduced,
sub-optimal traps start to appear in the search landscape,
and an increasing number of searches using different ran-
dom seeds are required to find a high performing set of
control phases. Eventually, as Nφ is reduced below some
threshold value, Conventional Control will be unable to
find a useful set of control phases even after thousands
of searches and seeds.
EigenValue Only Control
For the purpose of quantum simulation one must choose
a map V from system to simulator, and because our sim-
ulator is fully controllable there are in principle no re-
strictions on how this is done. As described in the main
text, EigenValue Only (EVO) Control takes advantage of
this by optimizing an objective function FEVO({~φi}) =
|Tr[W †V U({~φi})V †]|2/d2. Our experience shows that
the search landscape for EVO Control is less benign than
for Conventional Control, and as a result, searches regu-
larly become stuck in traps in the search landscape and
fail to converge on usable controls. We do not have a good
understanding why this should be the case. However, it is
notable that the proliferation of suboptimal traps for the
shortest controls is common to both Conventional and
EVO Control, and that in both cases the problem grad-
ually disappears as the control time is increased. This
echoes findings of Rabitz and co-workers in [8, 9], as well
as our group in [3]. Regardless, given a sufficient num-
ber of initial seeds, EVO optimization will reliably find
controls for which U{~φi} closely approximates W , and
will do so with many fewer control phases than required
for Conventional Control. Optimizing over fewer phases
will sharply reduce the time required to converge on good
controls, or to find that the search is stuck in a trap and
needs restarting from a different seed. Thus, while EVO
Control may need to explore a larger number of initial
seeds, we have found that the total computational effort
3FIG. 2. (a) Hilbert-Schmidt distance ||W −I|| between the time propagator W and the identity I, for a Transverse Ising model
with s = 1 and time step δt (see Eq. 2a of the main text), normalized so the largest distance equals one within the parameter
range shown. (b) Mean and (c) maximum fidelity observed for 500 EVO searches with Nφ = 20. (e-f) Same quantities for the
Lipkin-Meshkov-Glick model (Eq. 2b of the main text). As the Hilbert-Schmidt distance increases, the likelihood of finding
high fidelity EVO controls grows and then plateaus. Note that even in the near-identity region, we can mostly find useful
controls by doing enough searches with different seeds.
ends up being comparable to Conventional Control. Fur-
thermore, the search for EVO controls is well suited for
running seeds in parallel on many cores in a cluster. Out
of 2000 initial seeds, we regularly find hundreds of suit-
able EVO controls that reach FEVO ≥ 0.99999 with only
Nφ = 20 phase steps. In cases where the target W is far
from the identity, we have occasionally found waveforms
with similar fidelity for as few as Nφ = 10 phase steps.
Robust Optimal Control
In practice, a control Hamiltonian Hc(t) will depend on
several parameters Θ = {θi} that are imperfectly known.
If so, one can search for robust control waveforms by max-
imizing the average fidelity F¯ = ∫
Θ
P(Θ)F(Θ)dΘ, where
P(Θ) is the probability that the parameters take on the
values Θ, and F(Θ) is the corresponding fidelity. When
searching for robust control waveforms, we have found
that our dominant source of uncertainty is variation in
the bias Larmor frequency Ω0 due to spatial inhomogene-
ity of the bias field strength B0, and that maximizing a
two-point average F˜ = [F(B0 + δB) +F(B0 − δB)]/2 is
sufficient for good performance [3]. This approach works
well for both Conventional and EVO Control, and we
have used it consistently for every unitary map used in
the experiments described in the main text.
Optimal Control Near the Identity
We have found empirically that the performance of EVO
control depends critically on the Hilbert-Schmidt dis-
tance between the target map W and the identity I.
To illustrate this point, Fig. 2 shows ||W − I||, along
with the mean and maximum fidelity resulting from 500
searches for EVO controls with Nφ = 20. Figures 2a-
c (top row) are for a Transverse Ising model HTI with
varying h and time step δt. while Figs. 2c-e (bottom
row) are for a Lipkin-Meshkov-Glick model HLMG with
varying s and δt. Both examples show strong correlation:
when the distance ||W −I|| is small, both the mean and
maximum fidelities are low; when the distance is large,
both are high. When the number of phase steps is in-
creased to Nφ = 150, high fidelity controls can be found
for any W .
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