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Fast growing need for information transfer in automation systems creates even bigger 
challenges for industrial networks and their maintenance. To avoid these challenges 
network needs to be monitored and managed as the extent of network infrastructure de-
mands. Main focus of this research is on network monitoring and applying it to Ethernet 
based information networks in automation systems. Network monitoring should be a 
daily tool for enterprise’s network infrastructure operations support. With the assist of 
monitoring system is assured networks correct function and reduce unplanned disturb-
ing breaks in the production. 
This thesis studied with the literature review, network monitoring methods and practices 
from the traditional informational technology perspective. This research debated how 
these methods and practices applies to Ethernet based automation networks. Automation 
networks and their demands were studied first. Based on these demands it was under-
stood the influencing factors in network operation and the criticality of ensuring the op-
eration. With a support of standard reference models of data transfer protocols, a theo-
retical base was created for automation network profiles and for protocols suited for 
network monitoring. This research also got acquainted with flow technologies and how 
these technologies can be utilized in automation network monitoring. Network man-
agement reference models offer a framework for fulfilling network management and 
monitoring fields, and implementing those as part of enterprise’s business. 
The thesis goal was to create, based on theoretical review, a network monitoring con-
cept, which is applicable with the orderer’s needs. The network monitoring concept was 
composed through an open source software. With these software answered for fault and 
performance monitoring fields requirements. It is possible to reduce network failures 
and to shorten the troubleshooting duration with the network monitoring system. With 
the monitoring system, the network structure visualization was implemented and in-
creased the network transparency for the administrator. 
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1 JOHDANTO 
Automaatiojärjestelmien jatkuvasti lisääntyvä tiedonsiirtotarve luo yhä suurempia haas-
teita automaation tietoverkoille ja niiden ylläpidolle. Ethernet-pohjaisissa automaa-
tioverkoissa siirretään erilaisten protokollien avulla suuria määriä tietoa automaatiojär-
jestelmän tarpeita varten. Automaatiojärjestelmä ei välttämättä sijaitse kokonaisuudes-
saan fyysisesti samalla alueella, jolloin verkkojen rakenne monimutkaistuu. Laitosten 
välisien yhteyksien lukumäärän kasvaessa kymmeniin tai satoihin, muuttuu verkon ra-
kenne hankalasti hallittavaksi sekä ylläpidettäväksi.  
Automaatioverkon vikaantuessa ongelman selvittäminen vie paljon aikaa ja resursseja 
sekä aiheuttaa ylimääräisiä kustannuksia. Ongelman selvittäminen vaatia usein myös 
erityisosaamista, mitä ei yleensä löydy automaatiojärjestelmän haltijalta itseltään. Jos 
verkkoja valvotaan reaaliaikaisesti, ongelmat olisi mahdollista tunnistaa ja korjata jo 
ennen tuotantoa häiritseviä katkoksia. Reaaliaikaisen verkonvalvonnan avulla ongelmat 
pystytään tunnistamaan ja paikallistamaan välittömästi oikeaan sijaintiin sekä laittee-
seen, jolloin korjaustoimenpiteet voidaan aloittaa välittömästi. 
1.1 Tutkimuskysymykset ja -menetelmät 
Diplomityön tarkoituksena on tutkia Ethernet-pohjaisten teollisuusautomaatioverkkojen 
kunnonvalvontaa sekä selvittää informaatioteknologiassa käytettyjen kunnonvalvonta-
menetelmien soveltuvuus työn tilaajan tarpeisiin. Työn tilaaja haluaa selvittää verkon-
valvonnan menetelmiä ja käytäntöjä sekä niiden soveltuvuutta teollisuuden automaatio-
verkkoihin. Tutkimuksessa hyödynnetään avoimen lähdekoodin työkaluja, joiden avulla 
koostetaan automaatioverkkoon soveltuva kunnonvalvontakokonaisuus. Kunnonvalvon-
taan käytettävä työkalukokonaisuus halutaan pitää toimittaja riippumattomana ja koko-
naisuuden tulee olla laajennettavissa sekä muokattavissa jatkuvasti muuttuvia tarpeita 
varten. Diplomityön tutkimuskysymykset ovat: 
1. Mitkä ovat informaatioteknologiassa yleisesti hyväksytyt verkonhallinta ja -
valvonta periaatteet sekä mitkä ovat niiden yleiset käytännöt? 
2. Mitkä ovat verkonvalvonnan menetelmät ja kuinka ne soveltuvat teollisuusau-
tomaation Ethernet-pohjaisiin tietoliikenneverkkoihin? 
3. Soveltuvatko avoimen lähdekoodin työkalut yrityksen automaatioverkkovalvon-
nan tarpeisiin? 
 
Kahteen ensimmäiseen tutkimuskysymykseen etsitään ratkaisua kirjallisuustutkimuksen 
avulla. Kolmanteen tutkimuskysymykseen vastataan toteutusosassa hyödyntäen kahden 
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ensimmäisen kysymyksen perusteella luotua teoriapohjaa. Toteutusosiossa koostetaan 
verkonvalvontakokonaisuus avoimen lähdekoodin sovelluksilla, joista pääosissa ovat 
Nagios Core sekä Elastic Stack. Nämä avoimen lähdekoodin sovellukset ovat valikoitu-
neet diplomityön toteutusosioon asiakastarpeen sekä yrityksen aikaisemman tutkimuk-
sen ja kokemuksen perusteella. Kyseisiä sovelluksia ei yrityksessä ole käytetty aikai-
semmin verkonvalvontatarkoituksessa ja tutkimuksen avulla pyritään selvittämään nii-
den soveltuvuus kyseiseen tarkoitukseen. Edellä mainitut avoimen lähdekoodin alustat 
mahdollistavat yrityksen olemassa olevien sekä kehitteillä olevien ominaisuuksien in-
tegroinnin ja yhdistämisen yhdeksi kokonaisuudeksi. 
Työhön on valittu kolme automaatioverkon tiedonsiirtoprotokollaa, jotka ovat Ether-
Net/IP, Profinet sekä Modbus/TCP. Kyseiset tiedonsiirtoprotokollat on valittu, koska 
Profinet sekä Modbus/TCP ovat tilaajan laajasti käyttämiä protokollia ja näiden lisäksi 
tilaaja suunnittelee EtherNet/IP-protokollan laajempaa käyttöönottoa tulevaisuudessa. 
Verkonvalvontaan soveltuvien protokollien valinta perustuu verkkolaitteiden valmista-
jien tukemiin protokolliin, joita voidaan hyödyntää myös automaatioverkoissa ja jotka 
voisivat soveltua automaatioverkon laitteiden kunnonvalvontaan. 
1.2 Rakenne 
Tämä tutkimus koostuu johdannon lisäksi seuraavista osista:  
Luku 2 esittelee tutkimuksen kannalta oleellisia termejä sekä tarkastelee auto-
maatioverkon ja kaupallisen verkon eroja.  
Luku 3 esittelee tietoliikenneverkon kerrokset standardiviitemallien avulla. Li-
säksi käydään läpi automaation Ethernet-pohjaisia tiedonsiirtoprotokollia sekä 
tarkastellaan niiden sijoittumista standardiviitemalleihin ja TCP/IP (Transmission 
Control Protocol / Internet Protocol) -protokollapinoon. 
Luku 4 esittelee verkonhallinnan viitekehyksiä ja tarkastelee näiden avulla ver-
kon kunnonvalvonnan vaatimuksia. Lisäksi perehdytään verkonvalvontaan sovel-
tuviin protokolliin sekä virtausteknologioihin. 
Luku 5 määrittelee aikaisempien lukujen teoriapohjan avulla verkonvalvonta-
sovelluksen toteutuksen sekä esittelee toteutuksessa käytetyt avoimen lähdekoo-
din sovellukset ja tekniikat. Lisäksi pohditaan tutkimuksen aikana löydettyjä jat-
kotutkimus ja -kehityskohteita, jotka voidaan toteuttaa tulevaisuudessa. 
Luku 6 sisältää lyhyen yhteenvedon työn tuloksista. 
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2 VERKOT 
Tässä luvussa käydään läpi työn kannalta oleellisia termejä sekä selvitetään automaa-
tioverkon ja kaupallisen verkon eroja. Alaluvussa 2.3 käydään läpi automaatioverkon 
ominaisuuksia sekä vaatimuksia.  
Yleisesti termillä verkko voidaan viitata mihin tahansa toisiinsa yhdistettyihin ryhmiin 
tai järjestelmiin, jotka pystyvät jakamaan informaatiota keskenään toistensa välillä. Tie-
toliikennetekniikassa termillä verkko tarkoitetaan kahden tai useamman laitteen liittä-
mistä yhteen tietoliikenneyhteyksien avulla. [1-3] Verkot voivat olla yhteydessä myös 
tosiin verkkoihin sekä sisältää aliverkkoja [1]. Tiedon siirtäminen lähteeltä määränpää-
hän voi tapahtua yksittäisen laitteen läpi, mutta yleensä tiedon kuljettamiseksi haluttuun 
määränpäähän tarvitaan useita laitteita. Tietoliikenneverkko on laitteiston ja ohjelmiston 
kokonaisuus, joka mahdollistaa käyttäjien välisen tiedonvaihdon. Tietoliikenneverkot 
ovat saaneet alkunsa tarpeesta jakaa tietoa oikea-aikaisesti. Tiedon jakaminen ja levit-
täminen verkkojen avulla ovat kriittisiä toimintoja jokaiselle nykyaikaiselle yritykselle. 
[2] 
Verkot voidaan luokitella niiden maantieteellisen kattavuuden mukaan ja yleisiä luokit-
teluita ovat likiverkko, PAN (Personal Area Network), lähiverkko, LAN (Local Area 
Network), alueverkko, MAN (Metropolitan Area Network), sekä laajaverkko, WAN 
(Wide Area Network). Likiverkkoja käytetään tavallisesti noin 10 metrin etäisyydellä 
toisistaan olevien laitteiden yhdistämisessä. Likiverkkoon liitettävät laitteet ovat tyypil-
lisesti matkapuhelimia, tabletteja sekä kannettavia tietokoneita. [2] Lähiverkolla tarkoi-
tetaan maantieteellisesti pienen alueen tietoliikenneverkkoa, kuten yhden rakennuksen 
kattavaa verkkoa, jossa on suuri nopeus sekä siirtokapasiteetti. Lähiverkot ovat yleisesti 
yrityksien omassa hallinnassa, mutta ne on mahdollista tuottaa palveluina ulkopuolisen 
yrityksen toimesta. [2-4] Alueverkko on yleisnimitys verkoille, jotka kattavat kaupun-
gin, kuntayhtymän, yliopiston tai taajama-alueen. Alueverkkoja käytetään yhdistämään 
erillään sijaitsevia lähiverkkoja toisiinsa. [2, 3] Laajaverkolla tarkoitetaan verkkoja, jot-
ka ulottuvat paikkakunnalta toiselle tai maan rajojen ulkopuolelle. Nämä verkot ovat 
julkisten teleoperaattoreiden hallinnoimia verkkoja. [2, 3, 5] 
2.1 Ethernet 
IEEE (Institute of Electrical and Electronics Engineers) 802.3 CSMA/CD (Carrier 
Sense Multiple Access with Collision Detection) työryhmä on standardisoinut Ethernet-
teknologioita useiden vuosien ajan [4, 6]. Ethernet on lähiverkkoteknologia, joka on 
langallisten lähiverkkojen markkinajohtaja [4]. Ethernet ei ole vain yksi standardoitu 
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protokolla, vaan useiden standardoitujen tekniikoiden, kuten 10BASE-T, 10BASE-2, 
1000BASE-LX ja 10GBASE-T yleisnimitys. [4] Teknologiaa kuvaava kolmiosainen 
lyhenne koostuu teknologian tukemasta nopeudesta, käytettävästä signaalityypistä sekä 
fyysisen siirtotien tyypistä. Suurin osa työryhmän määrittelemistä tekniikoista perustuu 
peruskaistansiirtoon, BASE (Baseband), joka tarkoittaa, että fyysinen siirtotie huolehtii 
ainoastaan Ethernet-signaloinnin kuljetuksesta. Fyysisenä siirtotienä on alun perin käy-
tetty koaksiaalikaapelia, mutta nykyisin siirtotiet toteutetaan kierretyllä parikaapelilla tai 
valokuidulla. [4, 6]  
Ethernetin alkuperäinen toimitila perustuu CSMA/CD:n MAC (Media Access Control) -
protokollaan. MAC-protokolla määrittelee säännöt kehysten lähettämiseksi jaettuun Et-
hernet-kanavaan, josta käytetään myös nimitystä half-duplex. [3, 6] Ethernetin toimiti-
lasta, jossa kaksi laitetta voivat lähettää ja vastaanottaa kehyksiä samanaikaisesti, käyte-
tään nimitystä Full-duplex. Tässä toimitilassa ei ole tarvetta CSMA/CD-algoritmille, 
koska väylää ei jaeta useiden laitteiden kesken eikä kehysten törmäyksiä tästä syystä 
synny. [4, 6] 
Ethernetin tehtävä on huolehtia lähiverkon laitteiden välisestä tiedonsiirrosta [3, 6]. Et-
hernet kattaa OSI-viitemallin (Open Systems Interconnection Reference Model) kaksi 
ensimmäistä kerrosta, jotka ovat fyysinen kerros ja siirtoyhteyskerros [4]. OSI-
viitemallia käsitellään tarkemmin alaluvussa 3.1. 
2.2 Lähiverkkotopologiat 
Teollisuuden verkot ovat tyypillisesti hajautettuja ja vaihtelevat ympäristöstä riippuen 
useilla osa-alueilla, kuten käytettävien protokollien ja verkon rakenteen eli topologian 
osalta. Yritysverkkojen tavoin teollisuuden viestintäjärjestelmät voidaan toteuttaa hyö-
dyntäen useita erilaisia topologioita. [7]  
Topologia on periaatteeltaan kartta verkon rakenteesta. Topologiat voidaan jakaa kol-
meen peruskategoriaan, joita ovat fyysiset topologiat (physical topologies), signaali to-
pologiat (signal topologies) sekä loogiset topologiat (logical topologies). Fyysinen topo-
logia kuvaa kaapeleiden ja laitteiden asettelun sekä sijainnin verkossa. Signaali topolo-
gian avulla voidaan esittää signaalien käyttämät todelliset reitit ja looginen topologia 
kuvaa tiedon käyttämät näennäiset yhteydet verkon solmupisteiden välillä. Verkolla voi 
olla eräänlainen fyysinen topologia ja täysin erilainen looginen topologia. Loogista to-
pologiaa voidaan muokata dynaamisesti erilaisilla laitteilla, kuten kytkimillä ja reititti-
millä. [1] 
Väylätopologia 
Väylätopologia on rakenteeltaan lineaarinen ja siihen liitetyt laitteet ovat kytketty ket-
juttamalla sarjaan tai käyttämällä erilaisia haaroittimia. Signaalin heijastumisen estä-
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miseksi väylärakenteen aloitus- ja lopetuspisteeseen kytketään päätevastus. Verkon re-
surssit jaetaan kaikkien kytkettyjen laitteiden kesken, mikä tekee väyläverkosta edulli-
sen, mutta samalla rajoittaa verkon suorituskykyä sekä luotettavuutta. Tästä syystä yh-
teen väyläsegmenttiin kytkettävien laitteiden määrä on rajoitettu ja yleensä suhteellisen 
pieni. [7] Tietoliikennemielessä väylätopologian haittapuolena on verkossa kulkevan 
tiedon reititys jokaiselle väylään kytketylle laitteelle. Tämä lisää turvallisuusriskejä, ku-
ten salakuuntelun mahdollisuuden sekä koko verkkosegmentin toiminnan menettäminen 
fyysisen kaapeloinnin vikaantuessa. [8] 
Puutopologia 
Puutopologia on rakenteeltaan hierarkkinen väylätopologian laajennos, jossa runkotopo-
logia (trunk) tukee täydentäviä haaratopologioita (branches) [7, 9]. Runkotopologiasta 
haarautuvilla osilla voi olla lisäksi omia haaroja, joka mahdollistavat monimutkaisem-
mat rakenteet [9]. Puurakennetta käytetään esimerkiksi Foundation Fieldbus H1 -
kenttäväylässä. Puutopologia H1-kenttäväylässä luodaan liittämällä väylätopologiaan 
haaroittimia, jotka mahdollistavat tähtikytkennän useille kenttälaitteille. [7] 
Tähtitopologia 
Tähtitopologia mahdollistaa useiden verkkolaitteiden kytkemisen yhteen keskitettyyn 
tähtipisteeseen. Perinteiset Ethernet-kytkimet tarjoavat mahdollisuuden kytkeä laitteita 
tähtipisteeseen. Tähtipisteeseen kytkettyihin päätepisteisiin voidaan liittää myös uusia 
kytkimiä ja luoda lisää tähtipisteitä. [7] Tähtitopologia mahdollistaa tietoliikenneyhtey-
det tiettyjen laiteryhmien välillä siten, että muut laitteet eivät ole tietoisia viestinnästä. 
Jos verkon haara vikaantuu, se ei vaikuta muun verkon toimintaan. Näistä syistä tähtito-
pologian turvallisuutta voidaan pitää korkeampana, kuin väylätopologian. [8] Tähtitopo-
logian haittapuolena on koko verkon toimintakyvyn menettäminen keskitetyssä tähtipis-
teessä sijaitsevan laitteen vikaantuessa [10]. 
Rengastopologia 
Rengastopologia on nimensä mukaisesti rakenteeltaan ympyränmuotoinen. Rengastopo-
logiassa verkon laitteet ovat kytketty sarjaan, mutta viimeinen laite kytketään takaisin 
ensimmäiseen laitteeseen. Verkon päätepisteitä ei kytketä päätevastuksille, kuten aikai-
semmin esitetyssä väylätopologiassa. Rengasrakennetta käytetään yleensä runkoverk-
kona järjestelmän kytkimille. [7] Rengastopologiassa jokaisella laitteella on vähintään 
kaksi yhteyspistettä verkkoinfrastruktuuriin. Katkokset renkaan osissa ei vaikuta muun 
verkon toimintaan. Haittapuolena voidaan pitää erityisesti rengastopologiaa varten 
suunniteltujen laitteiden tarvetta. [8] 
 
 
  6 
Mesh-topologia 
Mesh-topologia on yleisesti kriittisten laitteiden liitynnöissä käytetty rakenne, kun edel-
lytetään korkeaa suorituskykyä sekä vikasietoisuutta. Rakennetta käytetään Ethernet-
verkon runkolaitteiden, reitittimien sekä kriittisten palvelimien liitäntään. Verkon ra-
kenne on toteutettavissa niin, ettei yksittäisen yhteyden tai laitteen vikaantuminen hei-
kennä verkon suorituskykyä. Mesh-topologiaa käytetään yleisesti myös langattomien 
verkkojen rakenteena. [7] 
Topologiat käytännössä 
Järjestelmän fyysinen topologia voi rakentua monilla tavoin, mutta yksinkertaiset ja 
monimutkaisemmat rengastopologiat ovat yleisiä suurissa asennuksissa, kuten prosessi-
automaatiossa. Linja- ja tähtitopologiat ovat myös yleisiä etenkin kappaletavara-
automaatiossa. Mesh-topologioita käytetään myös, mutta ne ovat monimutkaisempia 
hallita redundanttisuuden näkökulmasta. [11] 
Nykyaikaisissa yritysverkoissa ei käytetä enää väylä- tai rengastopologioita, mutta ne 
ovat usein välttämättömiä teollisuuden viestintäjärjestelmissä. Rengastopologian avulla 
pystytään rakentamaan teollisuusverkoissa tarvittavat redundanttisuus ominaisuudet ja 
saavuttamaan näin korkeampi luotettavuus. Mesh-topologian toteuttaminen on nykyisin 
suhteellisen edullinen sekä erittäin tehokas menetelmä yritysten runkoverkkojen ja liike-
toiminnan kannalta kriittisten palvelimien redundanttisuutta toteutettaessa. Teollisuus-
verkoissa on yleisempää rakentaa runkoverkko rengastopologialla ja käyttää tähtitopo-
logiaa laitteiden yhdistämiseksi renkaassa oleviin kytkimiin. Teollisuusympäristössä, 
joka toteutetaan korkeamman luotettavuuden saavuttamiseksi langallisella teknologialla, 
mesh-topologian toteuttaminen rengas- tai väylätopologioiden tilalla kasvattaisi kustan-
nuksia kohtuuttomasti. Mesh-teknologia on kuitenkin noussut standardiksi langattomis-
sa teollisuusverkoissa. [7] 
Siirryttäessä teollisuuden prosessitasolta lähemmäksi ylätason järjestelmiä, muuttuu te-
ollisuusverkoissa käytetty rakenne vastaamaan perinteisiä yritysten datakeskuksia. Ylä-
tason järjestelmien runkokytkimet ja reitittimet voidaan yhdistää toisiinsa käyttäen 
mesh-topologiaa. [7] Kuvassa 1 on esitetty esimerkki teollisuusverkosta, josta ilmenee 
tarve useille erilaisille verkkotopologioille. 
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Kuva 1. Esimerkki teollisuusverkosta, joka koostuu useiden topologioiden ja laitteiden 
yhdistelmästä. Mukailtu lähteestä [7]. 
2.3 Automaatioverkko 
Automaatioverkolla tarkoitetaan järjestelmää, jossa toisiinsa liitettyjä laitteita käytetään 
ohjaamaan ja valvomaan fyysistä prosessia teollisuusympäristössä. Nämä verkot eroavat 
toiminnallisten erityisvaatimustensa takia merkittävästi perinteisistä yritysverkoista. 
Toiminnallisista eroista huolimatta automaatioverkkojen ja yritysverkkojen välillä on 
kasvavaa integraatiota. [12] 
Digitaaliset ohjausjärjestelmät ovat verkottuneet jokaisella teollisuuden ohjausjärjestel-
män tasolla. Ethernet-standardeja hyödyntämällä on saavutettu yritys- ja teollisuusverk-
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kojen integraatioita. Tämä on johtanut verkkoympäristöihin, jotka mustuttavat tavan-
omaisia yritysverkkoja, mutta joilla on huomattavasti erilaiset vaatimukset. [12] 
Automaatioverkko huolehtii kenttälaitteiden, digitaalisten ohjainten, erilaisten ohjelmis-
topakettien ja ulkoisten järjestelmien kommunikointiprotokollien implementoimisesta. 
Automaation lisääntyminen teollisuusympäristössä on jatkuvassa kasvussa ja tästä syys-
tä teollisuuden verkkoja integroidaan entistä enemmän perinteisten tekniikoiden kanssa. 
Teollisuusverkkojen kehittäminen, käyttöönotto, käyttö sekä ylläpito vaativat erityis-
osaamista teollisten verkkojen perusperiaatteista, toiminnoista sekä vaatimuksista. [12] 
2.3.1 Automaatio- ja yritysverkon vaatimukset 
Automaatioverkkojen viimeaikaiset edistysaskeleet, kuten Ethernet-tekniikan lisäänty-
nyt käyttöönotto, ovat hämärtäneet teollisten ja perinteisten verkkojen välistä rajaa. 
Näiden verkkojen välillä on kuitenkin keskeisiä eroja esimerkiksi vaatimuksissa. Yksi 
tärkeä ero automaatioverkon ja yritysverkon välillä on, että automaatioverkkoon liite-
tään fyysisiä laitteita, joita käytetään ohjaamaan ja valvomaan reaalimaailman toiminto-
ja ja olosuhteita. Taulukossa 1 on esitetty teollisten- ja perinteisten verkkojen välisiä 
eroavaisuuksia. [12] 
Taulukko 1. Teollisten- ja perinteisten verkkojen välisten vaatimusten eroavaisuudet. 
Mukailtu lähteestä [12]. 
 Teollisuusverkko Perinteinen verkko 
Ensisijainen toiminto Fyysisten laitteiden ohjaus Tiedonkäsittely ja -kuljetus 





Hierarkia Syvä, toiminnallisesti erote-
tut hierarkiat, jotka sisältävät 
useita protokollia ja fyysisiä 
standardeja 
Matala, integroidut hierar-
kiat, jotka sisältävät yhte-
näisen protokollan sekä 
fyysisen standardin 
Vikaantumisen vakavuus Korkea Matala 
Vaadittava luotettavuus Korkea Kohtalainen 
Vasteaika 250 µs – 10 ms 50+ ms 
Deterministisyys Korkea Matala 
Tiedon koostumus Jaksottainen ja jaksoton lii-
kenne, joka koostuu kool-
taan pienistä paketeista 
Jaksoton liikenne, joka 
koostuu kooltaan suurista 
paketeista 
Ajallinen eheys Vaaditaan Ei vaadita 
Operointiympäristö Vaativat olosuhteet, jotka si-
sältävät usein pölyä, lämpöä, 
kosteutta sekä tärinää 
Puhdas ympäristö, joka on 
tarkoitettu herkille laitteille 
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Implementointi 
Teollisuusverkkoja käytetään useilla teollisuudenaloilla, kuten valmistavassa tuotannos-
sa, sähköntuotannossa ja jakelussa, elintarvike- ja juomateollisuudessa, veden jakelussa, 
jäteveden käsittelyssä sekä kemiallisessa jalostamisessa. Teollisuusverkkoja tarvitaan 
lähes jokaisessa tilanteessa, jossa koneita halutaan valvoa ja ohjata. Jokaisella teollisuu-
den alalla on hieman toisistaan eroavat vaatimukset. [12] 
Arkkitehtuuri 
Teollisuuden verkoissa on yleisesti syvempi arkkitehtuuri, kuin yritysverkoissa [13].  
Yritysverkot voivat koostua esimerkiksi haarakonttorien ja toimistojen lähiverkoista, 
jotka ovat yhdistetty toisiinsa runkoverkon tai laajaverkon avulla. Pienimmätkin teolli-
suusverkot ovat yleensä rakennettu kolmeen tai neljään tasoon. Esimerkiksi kenttälait-
teiden ja ohjainten väliset yhteydet toteutetaan alimmalla tasolla, ohjainten väliset yh-
teydet toteutetaan toisella tasolla, järjestelmän valvontaan ja ohjaukseen käytettävät 
käyttöliittymät kolmannella tasolla sekä yhteydet tiedonkeruuta ja ulkoista kommuni-
kointia varten neljännellä tasolla. Teollisuuden verkkoprotokollien ja teknologioiden 
kehittyminen on johtanut hierarkian sulautumiseen, etenkin ylimpien kerrosten yhdis-
tymiseen. Verkkoarkkitehtuuria ei yleensä sulauteta niin paljon kuin olisi mahdollista, 
jotta säilytetään korrelaatio ohjauslaitteiden toiminnallisessa hierarkiassa. [12] 
Vikaantumisen vakavuus 
Automaatioverkot ovat yhteydessä fyysisiin laitteisiin ja järjestelmän vikaantumisella 
on vakavampia seurauksia kuin yrityksen järjestelmän vikaantumisella. Erilaiset verkon 
vikaantumisen vaikutukset ovat korostuneet, ne voivat sisältää laitevaurioita, tuotannol-
lisia menetyksiä, ympäristövahinkoja, maineen menetyksen, henkilövahinkoja tai jopa 
kuolemaan johtavia tapaturmia. Vaikka vikaantuminen ei aina aiheudu ohjausjärjestel-
män vikaantumisesta, lukuisat teollisuusonnettomuudet ovat esimerkkejä vakavan teol-
lisen epäonnistumisen vaikutuksista. [12] 
Reaaliaikavaatimukset 
Prosessien ja laitteiden operointinopeus saattaa vaatia tiedon lähetyksen, käsittelyn sekä 
vastauksen tapahtuvan mahdollisimman nopeasti. Monissa liikkeenohjaussovelluksissa 
vasteaikavaatimukset ovat erittäin tiukkoja [13], jopa 250μs – 1ms ja vähemmän aika-
kriittiset prosessit saattavat vaatia 1ms – 10ms vasteaikaa. Tiedonsiirron viivästyminen 
voi vaikuttaa merkittävästi esimerkiksi säätöpiirien suorituskykyyn. [12] Yritysverkois-
sa ei yleensä ole vasteaikavaatimuksia [14], mutta jos niitä joissain tapauksissa on, ne 
ovat 10ms – 100ms luokkaa tai jopa useita sekunteja. Teollisuusverkkohierarkian ylim-
mät tasot pyrkivät pienentämään vasteaikavaatimuksia asteittain. [12] 
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Reaaliaikakäsite voidaan jakaa neljään ryhmään järjestelmältä vaaditun vasteajan perus-
teella. Nämä ryhmät ovat best effort, pehmeä, kova sekä isokroninen reaaliaika. Best ef-
fort tarkoittaa, että järjestelmällä ei ole varsinaista reaaliaikavaatimusta ja järjestelmän 
toteuttamat toiminnot ovat aina hyödyllisiä. [14] Pehmeässä reaaliaikavaatimuksessa 
järjestelmän tulee toteuttaa haluttu toiminto tiettyyn määräaikaan mennessä, mutta jos 
määräaika ylitetään ei siitä aiheudu järjestelmän virhettä ja palvelun toiminto on vielä 
joissain määrin hyödyllinen. Kovassa reaaliaikavaatimuksessa järjestelmän tulee toteut-
taa haluttu toiminto tiettyyn määräaikaan mennessä. Järjestelmän ylittäessä reaaliaika-
vaatimuksen määräajan, järjestelmässä tapahtuu virhe tai palvelun toteuttama toiminto 
on hyödytön. [14, 15] Isokroonisessa reaaliaikavaatimuksessa haluttu toiminto tulee to-
teuttaa tietyn aikaikkunan sisällä. Aikaikkunan ulkopuolella suoritettu toiminto on hyö-
dytön. [14]  
Kuvassa 2 on esitetty reaaliaikaisen tehtävän tuottama hyötyä suhteessa vasteaikaan. 
Reaaliaikavaatimuksen ollessa kova, toiminnon tuottama hyöty laskee nollaan välittö-
mästä määräajan ylittyessä. Reaaliaikavaatimuksen ollessa pehmeä, toiminnon tuottama 
hyöty alkaa pienentyä määräajan ylittyessä ja lähestyy nollaa ajan kuluessa. [14, 15] 
Isokroonisessa reaaliaikavaatimuksessa toiminnon hyöty on aikaikkunan ulkopuolella 
aina nolla [14]. Useissa reaaliaikajärjestelmissä on sekä kovia että pehmeitä reaaliaika-
vaatimuksia [15]. Perinteisissä informaatioteknologiaympäristöissä on tyypillisesti best 
effort tai pehmeä reaaliaikavaatimus. Teollisuuden automaatiojärjestelmien reaaliaika-
vaatimus voi olla myös kova tai isokroninen. Säätöpiireillä on tyypillisesti isokroonisia 
ja hälytyksillä kovia reaaliaikavaatimuksia. [14]  
 
Kuva 2. Erilaiset reaaliaikatyypit ja niillä saavutettava hyöty suhteessa vasteaikaan. 
Mukailtu lähteestä [14]. 
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Determinismi 
Deterministisen verkon saavuttamiseksi on pystyttävä ennustamaan, milloin sanoma lä-
hetetään ja vastaanotetaan. Tällä tarkoitetaan, että signaalin viiveen on oltava rajoitettu 
ja sen varianssin tulee olla matala. [12]  Vasteajan varianssia kutsutaan jitteriksi (jitter). 
Matalaa jitteriä vaaditaan, koska viiveen vaihtelut vaikuttavat negatiivisesti esimerkiksi 
säätöpiirien toimintaan. [10, 12] Jitterin vaikutukset yritysverkossa eivät ole yhtä voi-
makkaita [12]. 
Tietopakettien koko  
Teollisuusverkossa siirrettävät paketit ovat yleensä pieniä, varsinkin arkkitehtuurin 
alimmilla tasoilla [13], joissa siirretään yksittäisiä mittausarvoja tai digitaalisia tilatieto-
ja. Tällaiset lähetykset ovat yleensä vain muutaman tavun kokoisia, kuten yksittäisen bi-
tin tila tai 16-bittinen arvo. Pienien tietopakettien siirtäminen vaatii tarkoitukseen sovel-
tuvia protokollia. Yritysverkossa lähetetään säännöllisesti paketteja, joiden koko on pie-
nimmilläänkin satoja tavuja. [12] 
Jaksollinen ja jaksoton liikenne 
Teollisuusverkossa tarvitaan jaksollisesti näytteistettyä tietoa sekä jaksottomia tapahtu-
mapohjaisia sanomia, kuten hälytyksen tai tilan muutos [10, 12]. Näytteenottojakso, jota 
käytetään tiedon keräämiseen ja lähettämiseen, voi vaihdella laitekohtaisesta tarpeesta 
riippuen. Jaksottomat sanomat voi esiintyä ajasta riippumatta, milloin tahansa. Teolli-
suusverkon tiedonsiirron oikea-aikaisuuden takaamiseksi kellot ja väylän kilpavaraus-
protokollat toteutetaan alhaisilla arkkitehtuuritasoilla. Yritysverkossa tiedonsiirto toteu-
tetaan paras mahdollinen (best effort) -periaatteella, joka saattaa sisältää satunnaisen 
viiveen ennen tiedon lähettämistä. [12] 
Eheys ja järjestys 
Teollisuusverkossa on tarpeellista määritellä tapahtumien ajankohta ja järjestys. Nämä 
pystytään määrittelemään käyttämällä aikaleimausta sekä synkronisoituja kelloja. Järjes-
tyksen ja ajallisen eheyden takaaminen ei yleensä ole osana yleisimpiä verkkoprotokol-
lia, kuten TCP/IP:tä. [12] TCP/IP-viitemallia ja sen protokollapinoa käsitellään tar-
kemmin alaluvussa 3.2. 
Ympäristö 
Teollisuusverkkoja toteutetaan erilaisiin fyysisiin ympäristöihin, jotka ovat monesti 
haastavia. Ympäristön haasteet koostuvat kosteudesta, pölystä, lämpötilan vaihteluista 
sekä tärinästä. Laitteiden tulee kestää ympäristön asettamat vaatimukset virheettömän 
toiminnan takaamiseksi. [9, 12] Yritysverkoissa laitteet sijaitsevat kokonaisuudessaan 
puhtaissa ja lämpötilaltaan tasaisissa ympäristöissä [12]. 
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3 TIEDONSIIRTOPROTOKOLLAT 
Tässä luvussa esitellään ensimmäiseksi tietoliikenneverkon kerrokset standardiviitemal-
lien avulla. Viitemallit tarjoavat työkalut tietoliikenneverkkojen toiminnan kuvaamisek-
si sekä ymmärtämiseksi. Seuraavaksi käsitellään automaation Ethernet-pohjaisia tiedon-
siirtoprotokollia ja tarkastellaan niiden sijoittuminen kerrosmalleihin sekä TCP/IP-
protokollapinoon. 
Tiedonsiirtoprotokolla on joukko sääntöjä sekä määrittelyitä, joka mahdollistaa tehok-
kaan tiedonvaihdon kahden tai useamman kommunikointiyksikön välillä [4, 16]. Proto-
kolla määrittelee sanoman rakenteen ja kommunikoinnin vaiheet sanomanvaihdossa se-
kä tapahtumien lähettämistä ja vastaanottamista koskevat toimet [4]. Tiedonsiirtoproto-
kollat määrittelevät yksityiskohdat, mukaan lukien toimenpiteet, jotka suoritetaan vir-
heiden tai odottamattomien tilanteiden ilmetessä [17]. 
Abstraktio, jota käytetään keräämään protokollat yhtenäiseksi kokonaisuudeksi, tunne-
taan nimellä kerrosmalli. Kerrosmalli kuvaa kuinka kommunikointiin liittyvät näkökan-
nat voidaan jakaa pienempiin kokonaisuuksiin, jotka toimivat keskinäisessä yhteistyös-
sä. Näistä pienemmistä kokonaisuuksista käytetään nimitystä kerros. Protokollien jako 
kerroksiin auttaa protokollien suunnittelussa sekä niiden käyttöönottamisessa. [17] 
3.1 OSI-viitemalli 
Kansainvälinen standardisoimisjärjestö ISO (International Organization for Standar-
dization) on kehittänyt seitsemän kerroksisen OSI-viitemallin avointen järjestelmien vä-
listen yhteyksien määrittelemistä varten [16, 18, 19]. OSI-viitemalli ei määrittele yksit-
täisiä palveluita tai protokollia, vaan tarjoaa viitekehyksen erilaisten standardien ja pro-
tokollien määrittelemisen perustaksi [10, 19]. Monimutkaisia verkkokokonaisuuksia 
voidaan yksinkertaistaa jakamalla kokonaisuudet kerroksiksi ja määrittelemällä kerrok-
set käytettävien protokollien avulla [18]. OSI-viitemallin seitsemänkerroksinen rakenne 
on esitetty kuvassa 3. 
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Kuva 3. OSI-viitemallin seitsemän kerroksinen rakenne. Mukailtu lähteestä [18]. 
OSI-viitemallin kolme alinta kerrosta ovat fyysinen kerros (physical layer), siirtoyh-
teyskerros (data link layer) sekä verkkoyhteyskerros (network layer) [4, 18]. Näiden 
kerrosten muodostamaa ryhmää kutsutaan yleisesti alakerroksiksi [20]. Alakerrokset 
ovat riippuvaisia fyysisestä verkosta ja tukevat järjestelmien välisiä yhteyksiä sekä nii-
den välistä tiedonsiirtoa [18]. Viitemallin kolme ylintä kerrosta ovat istuntokerros (ses-
sion layer), esitystapakerros (presentation layer) sekä sovelluskerros (application layer) 
[4, 18]. Kolmen ylimmän kerroksen ryhmää kutsutaan isäntäkerroksiksi (host layers) 
[20]. Isäntäkerrokset ovat sovelluspainotteisia ja mahdollistavat loppukäyttäjien sovel-
lusprosessien keskinäisen vuorovaikutuksen. Ala- ja yläkerroksien välissä oleva kulje-
tuskerros (transport layer), erottaa sovelluspainotteiset kerrokset kommunikointikerrok-
sista [18]. Kuljetuskerros toimii alemman ja ylemmän ryhmän välisenä rajapintana [19].  
Jokainen kerros suorittaa tarkasti määritellyn toiminnon. Tietovirrat kerrosten välillä 
kulkevat kerrosten rajapintojen lävitse. Kerrosten välinen sanomanvaihto tapahtuu käyt-
täen alemman kerroksen palveluita. Jokainen kerros kommunikoi suoraan etäjärjestel-
män vastaavan kerroksen kanssa ja tarjoaa palveluita ylemmälle kerrokselle. Yksittäisen 
kerroksen toteutus on riippumaton muiden kerrosten toteutuksesta. [18] Seuraavaksi 
tarkastellaan lyhyesti jokaista OSI-viitemallin seitsemää kerrosta. 
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Fyysinen kerros 
OSI-viitemallin alin kerros kuvaa toiminnallisen määrittelyn sekä kaapelointiin ja sig-
naalin siirtoon liittyvät sähköiset ja mekaaniset ominaisuudet [2, 16, 18]. Sähköisiä 
ominaisuuksia voi olla esimerkiksi käytettävä jännitetaso, kaapelin resistanssi, signaalin 
pituus sekä bitin tilan ilmaiseva jännitetaso. Mekaanisiin ominaisuuksiin kuuluvat esi-
merkiksi liittimen koko ja muoto. [16, 18] Sarjamuotoiseen tiedonsiirtoon voidaan käyt-
tää sähköistä, optista tai langatonta siirtomediaa [18]. Näitä ominaisuuksia tarvitaan yh-
teyden muodostamiseen, ylläpitämiseen sekä päättämiseen [16, 18]. Fyysinen kerros ei 
tarjoa virheenkorjauspalveluita, se voi kuitenkin tarjota tiedonsiirron ja virheiden mää-
rän seurantaan liittyviä tietoja. Verkon fyysiset ongelmat, kuten vaurioitunut kaapeloin-
ti, vaikuttavat fyysisen kerroksen toimintaan. [16] 
Siirtoyhteyskerros 
Siirtoyhteyskerros on toinen kerros OSI-viitemallissa. Kerroksen tehtävänä on kontrol-
loida viestintää verkkoyhteyskerroksen ja fyysisen kerroksen välillä sekä tarjota luotet-
tavuutta tiedonsiirtoon käytettäessä epäluotettavia fyysisiä medioita. [16] Kerroksen 
tarkoitus on siirtää sanomia, joita kutsutaan kehyksiksi (frames), fyysisen kerroksen lä-
vitse. Se myös muodostaa yhteyden kahden suoraan toisiinsa kytketyn verkkolaitteen 
välille. Yksittäisessä verkkolaitteessa siirtoyhteyskerros toimii siirtomedian ja ohjelmis-
ton yhdistävänä rajapintana. [4, 16]  
Siirtoyhteyskerroksen päätehtävä on tunnistaa ja korjata tiedonsiirtovirheet, fyysisen 
kerroksen käsitellessä vain raakatiedonsiirtoa. Siirtoyhteyskerros ratkaisee ongelmia, 
jotka aiheutuvat kehyksien katoamisesta, vahingoittumisesta tai monistumisesta. [18] 
Siirtoyhteyskerros tarjoaa erilaisia palveluita, esimerkiksi mekanismeja verkkoliiken-
teen säätelemiseksi. Verkkoliikenteen nopeutta voidaan joutua säätelemään, jos vas-
taanottajan prosessointinopeus on hitaampi kuin lähettäjän. Prosessointinopeuden ero 
voi aiheuttaa kehysten katoamisen. [16, 18] 
Verkkoyhteyskerros 
Kolmas OSI-viitemallin kerros on verkkoyhteyskerros. Verkkoyhteyskerroksen tehtävä 
on huolehtia tietopakettien reitittämisestä verkkojen välillä lähettäjältä vastaanottajalle. 
[16, 18, 21] Verkkoyhteyskerros muodostaa loogisen yhteyden verkon laitteiden välille 
[16]. Kerros voi tarjota myös palveluita, kuten lähetysten priorisoinnin, vuonvalvonnan 
ja palvelun laadun varmistamisen. [16, 20, 21] 
Tietopakettien reitityksessä voidaan käyttää staattista tai dynaamista reititystä. Reititys 
voidaan muodostaa lähetyksen alussa, jolloin kaikki tietopaketit kulkevat samaa reittiä 
lähettäjältä vastaanottajalle. Toinen vaihtoehto on muodostaa reititys jokaiselle tietopa-
ketille erikseen. Reitityksen valintaan voi vaikuttaa verkon kuormitustilanne, jolloin 
voidaan välttää kuormittamasta lisää ruuhkautunutta verkon osaa. [18] 
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Verkkoyhteyskerrokseen voidaan sisällyttää mekanismeja verkkoliikenteen analysoi-
mista varten. Mekanismien avulla lasketaan lähetettyjen ja vastaanotettujen pakettien 
määrä sekä kerätään tietoa lähettäjistä ja vastaanottajista. Kerättyjä tietoja voidaan käyt-
tää verkonhallinnassa ja sen avulla voidaan koostaa esimerkiksi laskutuksessa tarvitta-
vat tiedot. [18] 
Kuljetuskerros 
Kuljetuskerroksen tehtävä on huolehtia suoran järjestelmien välisen yhteyden muodos-
tamisesta, eli tiedon läpinäkyvästä kuljettamisesta lähettäjän ja vastaanottajan välisessä 
verkossa [16, 21]. Kuljetuskerros toimii alempien, tiedon kuljettamisesta vastaavien se-
kä ylempien, sovellusprosessien välisestä kommunikoinnista vastaavien, kerrosten väli-
senä rajapintana [18, 21]. Kuljetuskerroksen tehtävistä vastaavat kuljetusprotokollat 
(transport protocols) [20]. 
Kuljetuskerroksen protokollien tehtävä on sovellusten lähettämän tietovirran pilkkomi-
nen sopivan kokoisiksi paketeiksi. Protokollien tehtävä on myös huolehtia yhteyden 
muodostamisesta ja purkamisesta asiakas- ja palvelinohjelmistojen välillä sekä tiedon 
eheyden varmistaminen sopivan kuittausmenettelyn avulla. [16, 18, 20] Tiedon pilkko-
minen, pakettikoon määritys sekä kuittausmenettely muodostavat kokonaisuuden, jota 
kutsutaan vuonohjaukseksi. Protokollia, jotka huolehtivat yhteyden muodostusrutiineis-
ta, pakettien koon määrittelystä sekä kuittausmenettelyistä, kutsutaan yhteydellisiksi 
protokolliksi (connection oriented protocols). Kaikki kuljetuskerroksen protokollat eivät 
ole yhteydellisiä protokollia. Yhteydettömät protokollat (connectionless protocols), huo-
lehtivat tietovirran pilkkomisesta, mutta eivät vastaa muusta vuonohjauksesta. [20] 
Istuntokerros 
Istuntokerros huolehtii liikennöivien järjestelmien sovellusten välisien yhteyksien muo-
dostamisesta, ylläpitämisestä sekä purkamisesta [16, 18, 21]. Istuntokerrokselle on mää-
ritetty tavanomaisista protokollatoiminnoista poikkeavia toimintoja [21], kuten käyttö-
oikeuksien tarkastaminen sekä muita järjestelmän suojaukseen liittyviä toimintoja. Ker-
roksen ohjelmistojen tehtävänä on tarjota kirjautumisrutiinit sekä salausmenetelmät. 
Nykyaikaisissa järjestelmissä useimmista tämän kerroksen tehtävistä huolehtii käyttö-
järjestelmä. Salausohjelmistot sekä tietokantojen hallintajärjestelmät toimivat myös 
osittain tämän kerroksen ohjelmistoina. [20] Istuntokerros mahdollistaa kirjautumisen 
toisen laitteen resursseihin, esimerkiksi etäkäyttöä tai tiedostonjakoa varten. Kerros tar-
joaa myös vuorovaikutuksenhallinnan sekä varmistaa tiedonsiirron tapahtuvan virheet-
tömästi. [16, 18] 
Esitystapakerros 
Esitystapakerros määrittelee järjestelmien välisen sanomaliikenteen syntaksin. Kerros 
kuvaa tiedon esitysmuodon sovelluskerrokselta verkossa siirrettävään muotoon ja toi-
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sinpäin. [16, 18, 20] Kerros toimii tiedon esitystavan muuntajana [18] ja sen määritte-
lyyn kuuluvat erilaiset koodausjärjestelmät [20]. Esitystapakerros voi tarjota palveluita 
myös tiedon salaukseen sekä pakkaamiseen [16, 18]. Nykyaikaisissa verkkojärjestel-
missä tämän kerroksen tehtävistä huolehtii käyttöjärjestelmä [20]. 
Sovelluskerros 
OSI-viitemallin ylintä kerrosta kutsutaan sovelluskerrokseksi. Sovelluskerros kuvaa yh-
teydet käyttäjäsovellusten ja OSI-mallin välillä sekä tarjoaa rajapinnan tietoliikenneso-
vellusten ja verkon palveluiden välille. [16, 21] Sovelluskerros ei kuitenkaan suorita 
varsinaisia ohjelmistoja verkossa, vaan se tarjoaa palveluita, kuten tiedostonsiirto, tie-
dostonhallinta ja sähköpostin tietojen käsittely [16, 18, 21]. Sovelluskerros tarjoaa lisäk-
si palveluita kommunikaatio kumppaneiden identifiointiin, kumppanin käytettävyyden 
tarkastamiseen, kommunikointi valtuuksien tarkastamiseen, tietosuojapalveluiden tar-
joamiseen, kumppanin todentamiseen, virheiden korjausmenettelyiden sopimiseen sekä 
tiedon syntaksin rajoituksien tunnistamiseen [18]. 
3.2 TCP/IP-viitemalli 
TCP/IP-viitemalli määrittelee joukon sääntöjä, jotka mahdollistavat laitteiden välisen 
kommunikoinnin verkon välityksellä. [1] Viitemalli on rakenteeltaan samanlainen kuin 
edellä esitelty OSI-viitemalli, mutta se sisältää vain viisi abstraktiokerrosta [1, 9, 16, 
18]. TCP/IP-viitemallin kerrokset alhaalta ylöspäin lueteltuna ovat fyysinen kerros, siir-
toyhteyskerros, verkkoyhteyskerros, kuljetuskerros sekä sovelluskerros [1, 4, 18, 21]. 
TCP/IP-viitemalli ei kuvaa erikseen OSI-viitemallin mukaisia esitystapa- ja istuntoker-
roksia, mutta näiden kerrosten tuottamat palvelut voidaan sisällyttää sovellusprosessei-
hin [18]. 
OSI-viitemallin kolmea pääkonseptia on sovellettu TCP/IP-viitemallissa. Jokainen ker-
ros käyttää alemman kerroksen palveluita ja tuottaa tarkasti määritellyt palvelut ylem-
mälle kerrokselle. Kerroksen palvelut ovat käytettävissä rajapinnan avulla, joka määrit-
telee tarvittavat parametrit sekä tulokset, joita odotetaan palautettavan. Kerrokselle mää-
ritetyt protokollat kommunikoivat suoraan etäjärjestelmän vastaavan kerroksen kanssa, 
riippumatta taustalla olevan verkon rakenteesta. [18] TCP/IP-viitemallin protokollien 
hierarkkisuus on tarkoituksella suunniteltu kevyemmiksi kuin OSI-viitemallissa [1]. 
Kuvassa 4 on esitetty TCP/IP-viitemallin kerrokset, kerroksilla yleisesti käytetyt proto-
kollat sekä TCP/IP-viitemallin ja OSI-viitemallin välinen riippuvuus. 
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Kuva 4. OSI-viitemallin ja TCP/IP-viitemallin välinen riippuvuus sekä TCP/IP-
protokollapino. Mukailtu lähteistä [18, 21] 
Fyysinen kerros 
Fyysinen kerros määrittelee OSI-viitemallissa esitetyllä tavalla yksityiskohtaiset tiedot 
taustalla olevasta siirtomediasta sekä siihen liittyvästä laitteistosta. Kaikki sähköisiä 
ominaisuuksia, radiotaajuuksia sekä signaalia koskevat määrittelyt kuuluvat fyysisen 
kerroksen määrittelyyn. [17] TCP/IP-viitemalli ei määrittele tiettyä teknologiaa fyysisen 
kerroksen toteutukselle, vaan tukee useita teknologioita [1, 18]. 
Ethernetilla on useita erilaisia fyysisen kerroksen protokollia. Kuten aikaisemmin mai-
nittiin, näitä protokollia ovat esimerkiksi kierretty parikaapeli, koaksiaalikaapeli ja va-
lokuitu. Käytettävästä protokollasta riippuen, tiedonsiirto laitteelta toiselle fyysisen me-
dian välityksellä, tapahtuu eri tavalla. [4] 
Siirtoyhteyskerros 
Siirtoyhteyskerroksen protokollat määrittelevät kommunikoinnin yksityiskohdat ylem-
pien kerrosten ohjelmistopohjaisten protokollien sekä fyysisen kerroksen laitteistopoh-
jaisen toteutuksen välillä. [17] Palvelut voidaan toteuttaa lähes millä tahansa verkkotek-
nologialla, jonka avulla voidaan siirtää IP (Internet Protocol) -paketteja [1, 18]. Käytet-
täviä verkkoteknologioita voivat olla esimerkiksi Ethernet, Token Ring, ATM (Asynch-
ronous Transfer Mode) tai WLAN (Wireless Local Area Network) [9, 18]. 
Verkkoyhteyskerros 
TCP/IP-viitemallin kolmatta kerrosta kutsutaan verkkoyhteyskerrokseksi [1, 4] tai In-
ternet kerrokseksi [1, 9]. Verkkoyhteyskerroksen päätehtäviin kuuluvat osoitteenmuo-
dostus, pakettien reititys sekä virheiden raportointi. Lisäksi kerros tarjoaa palvelun pa-
kettien pilkkomiseksi ja uudelleen muodostamiseksi. [1, 18] Tärkeimmät protokollat 
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verkkoyhteyskerroksella ovat IP (Internet Protocol), ARP (Address Resolution Proto-
col), ICMP (Internet Control Message Protocol) sekä IGMP (Internet Group Manage-
ment Protocol) [18]. 
IP-protokolla huolehtii pakettien reitityksestä, IP-osoitteista sekä pakettien pilkkomises-
ta ja uudelleen muodostamisesta [1, 18]. Se on pakettikytkentäinen protokolla, joka pe-
rustuu best effort yhteydettömään arkkitehtuuriin [18].  IP-protokolla voi kuljettaa usei-
den erilaisten ylempien kerrosten protokollien tietoja [1]. ARP-protokollan tehtävä on 
muuttaa verkkoyhteyskerroksen osoite siirtoyhteyskerroksen osoitteeksi. Tämä tarkoit-
taa esimerkiksi loogisen IP-osoitteen muuttamista fyysiseksi Ethernetin MAC-
osoitteeksi [18, 20]. Jotkut protokollat kuten ICMP ja IGMP on koottu IP-protokollan 
päälle, mutta suorittavat verkkoyhteyskerroksen toimintoja [1]. ICMP-protokollaa käy-
tetään lähettämään tiedonsiirtoa koskevaa diagnostiikkatietoa [18, 21]. IGMP-
protokollaa käytetään ryhmälähetystietojen hallintaan [1, 18].  
Kuljetuskerros 
Neljäs kerros TCP/IP-viitemallissa on kuljetuskerros. Kuljetuskerros tarjoaa päästä-
päähän tiedonsiirto ominaisuudet, jotka ovat riippumattomia taustalla olevasta verkosta. 
Virheidenhallinta, sanomien pilkkominen sekä vuonohjaus ovat kerroksen tuottamia 
palveluita. [1, 18] TCP/IP-viitemallissa on kaksi kuljetuskerroksen protokollaa [9]. TCP 
(Transmission Control Protocol) -protokolla tarjoaa luotettavan yhteydellisen kommu-
nikointipalvelun ja takaa, että tieto vastaanotetaan niin kuin se on lähetetty. UDP (User 
Datagram Protocol) -protokolla on epäluotettava yhteydetön kuljetuskerroksen proto-
kolla. Protokollaa käytetään nopean pakettien toimituksen ollessa lähetyksen virheettö-
myyttä tärkeämpää. [1, 9, 18] 
Sovelluskerros 
TCP/IP-viitemallin ylin kerros on sovelluskerros, jonka tehtävänä on tuottaa palveluita 
sovellusprosessien tarpeisiin. Sovelluskerros käyttää kuljetuskerroksen palveluita ja 
mahdollistaa verkkolaitteiden sovellusten välisen kommunikoinnin useiden erilaisten 
korkeantason protokollien avulla. [1, 9, 18] Sovelluskerroksen protokollat käsittelevät 
kuljetuskerroksen palveluita mustana laatikkona, joka tarjoaa vakaan verkkoyhteyden 
kommunikointia varten [1]. Sovelluskerroksella toimivia protokollia ovat esimerkiksi 
hypertekstin siirtoprotokolla HTTP (Hypertext Transfer Protocol), tiedostonsiirtoproto-
kolla FTP (File Transfer Protocol), sähköpostipalvelimen kommunikointiprotokolla 
SMTP (Simple Mail Transfer Protocol), Telnet yhteysprotokolla pääteyhteyksille, nimi-
palvelujärjestelmä DNS (Dynamic Name Service) sekä verkonhallinnassa laajasti käy-
tetty hallintaprotokolla SNMP (Simple Network Management Protocol) [1, 9, 18]. Näi-
den perusprotokollien lisäksi on toteutettu lukuisia muita sovelluskerroksella toimivia 
protokollia [18]. TCP/IP-viitemalli ei määrittele OSI-viitemallin mukaisia kerroksia kul-
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jetus- ja sovelluskerroksen välille, joten näiden kerrosten toteuttamat palvelut ovat tar-
vittaessa sisällytettävä sovelluskerroksen palveluihin [1, 9].   
3.3 Verkkoarkkitehtuuri automaatiossa 
Teollisuuden ohjausjärjestelmien arkkitehtuurit käyttävät tyypillisesti yhtä tai useampaa 
erityistarkoitukseen suunniteltua protokollaa. Arkkitehtuuri voi koostua patentoiduista 
valmistajakohtaisista protokollista sekä patentoimattomista avoimista protokollista ku-
ten Modbus, CIP (Common Industrial Protocol) sekä Profibus. Useimmat näistä teolli-
suuden protokollista ovat alun perin suunniteltu sarjaliikenteellä toimiviksi, mutta ny-
kyään ne ovat sovitettu toimimaan myös standardi Ethernetissä käyttäen verkkoyhteys-
kerroksella IP-protokollaa sekä UDP ja TCP -kuljetuskerroksen protokollia. Ethernet-
pohjaiset versiot ovat yleisesti käytettyjä tämän päivän teollisuuden verkkoinfrastruk-
tuureissa. [7] 
Industrial Ethernet on laajempi kokonaisuus kuin perinteinen Ethernet-teknologia. Seit-
semänkerroksisen OSI-viitemallin osalta tavallinen Ethernet-teknologia viittaa fyysi-
seen- ja siirtoyhteyskerrokseen, kun useimmat Industrial Ethernet ratkaisut käsittävät 
myös verkkoyhteyskerroksen sekä kuljetuskerroksen. Industrial Ethernet ratkaisut voi-
daan toteuttaa TCP/IP-protokollaperheen avulla tai sen rinnalla. [9] Kenttäväylän tieto-
rakenne on sovitettu OSI-viitemallin ylimpiin kerroksiin tai TCP/IP-viitemallin mukai-
sesti sovelluskerrokseen [7, 9]. 
Industrial Ethernet-teknologia on pääsääntöisesti yhteensopiva perinteisten verkkolait-
teiden ja verkkoinfrastruktuurien kanssa. IEEE-standardeihin perustuvien teknologioi-
den avulla automaatio- ja ohjaustoimintojen integroiminen Ethernet-ympäristöön hel-
pottuu. Tällaisessa verkossa kytkimet toimivat siirtoyhteyskerroksella, käyttäen MAC-
osoitteita. Industrial Ethernetissa kenttäväyläkohtaiset tiedot, joita käytetään I/O-
laitteiden sekä muiden kenttälaitteiden ohjaukseen, on sulautettu Ethernet-kehyksiin 
(frames). [9] Kuvassa 5 on esitetty IEEE 802.3 standardin mukainen Ethernet-kehys. 
Ethertype-kentän avulla ilmaistaan, mikä protokolla on koteloitu Ethernet-kehyksen tie-
tosisältökenttään. Esimerkiksi IP-protokollan Ethertype-merkintä on 0x800 ja Profinet-
protokollan Ethertype-merkintä on 0x8892. [22] 
 
Kuva 5. IEEE 802.3 standardin mukainen Ethernet II -kehys. Mukailtu lähteestä [22]. 
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3.3.1 Käytännön toteutukset 
Standardi Ethernet ei kykene saavuttamaan kaikkia reaaliaikavaatimuksia varsinkaan 
automaatioverkon kenttälaitetasolla tai liikkeenohjaussovelluksissa. Markkinoilla on 
olemassa erilaisia teknologiaratkaisuja reaaliaikaisuuden toteuttamiseksi, joko standardi 
Ethernetin tai muokatun Ethernetin avulla. Kaikille Ethernet-verkoille yhteistä on yleis-
käyttöinen kaapelointi. [11] Kuvassa 6 esitetään kommunikointiprotokollien yksinker-
taistettu rakenne ja jäsentely eri kerroksille. 
 
Kuva 6. Arkkitehtuurit kommunikointiprotokollien reaaliaikaisuuden toteuttamiseksi au-
tomaatiossa. Mukailtu lähteestä [11] 
Sovellukset, joilla ei ole reaaliaikavaatimuksia, käyttävät Ethernet-protokollia ISO 
8802-3 standardissa määritetyllä tavalla sekä TCP/IP-pinon mukaisia verkko- ja kulje-
tuskerroksen protokollia [11]. Reaaliaikavaatimuksia sisältävien sovelluksien rakenta-
miseksi on olemassa kolme erilaista lähestymistapaa. Lähestymistavat ovat jaettu kuvan 
6 mukaisesti kolmeen eri luokkaan A, B ja C. [23]  
Luokan A lähestymistapa on säilyttää TCP/IP-viitemallin mukainen protokollapino ja 
toteuttaa reaaliaikaominaisuudet puhtaasti sovelluskerroksella [11, 23]. Reaaliaikasuori-
tuskykyä rajoittaa verkkoinfrastruktuuri kuten verkkolaitteiden aiheuttama viiveiden 
vaihtelu. Tämä lähestymistapa täyttää lähinnä best effort -reaaliaikavaatimuksen. Jois-
sain toteutuksissa muutoksia tehdään myös TCP/IP-pinossa, paremman suorituskyvyn 
saavuttamiseksi. [23] Luokan B lähestymistapa on rakentaa reaaliaikaominaisuudet 
standardi Ethernetin päälle TCP/IP-pinon rinnalle. Tässä luokassa voidaan usein käyttää 
standardi Ethernet-verkkoinfrastruktuuria sekä verkkolaitteita, mutta TCP/IP-pinoa ei 
käytetä reaaliaikaisessa kommunikoinnissa.  Luokan C lähestymistapa on muokata Et-
hernet mekanismeja ja infrastruktuuria, jolloin voidaan saavuttaa kovan tai isokroonisen 
reaaliaikavaatimuksen mukainen suorituskyky. Fyysisen- ja siirtoyhteyskerroksen muu-
tokset vaativat useimmissa tapauksissa muutoksia verkkoinfrastruktuuriin sekä tarkoi-
tukseen soveltuvia verkkolaitteita. [11, 23] 
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3.3.2 Automaatioverkon profiilit 
Kaikki teollisuusprotokollat ovat määritelty kansainvälisen standardointiorganisaation 
IEC (International Electrotechnical Comission) standardissa IEC 61158. Dokumentti on 
rakenteeltaan OSI-viitemallin mukainen. Dokumentti koostuu liitteen A taulukon 1 mu-
kaisesti seitsemästä osasta. Kaikki verkot määritetään tyypeittäin standardin osissa 2-6 
ja erilaisia tyyppejä on olemassa 24 kappaletta. 
Standardissa IEC 61784 kommunikointiprofiilit ovat kerätty ryhmiksi ja jaettu liitteen A 
taulukon 2 mukaisesti. Profiilit luokitellaan kommunikointiprofiiliperheittäin, CPF 
(Communication Profile Family), niiden tunnistamiseksi. Profiiliperheet ovat listattu 
liitteen A taulukossa 3. Jokainen profiiliperhe voi vapaasti määritellä kommunikointi-
profiilijoukot, CP (Communication Profile). Standardin määrittelemät kommunikointi-
profiiliperheet, näihin kuuluvat kommunikointiprofiilit sekä profiileiden verkon fyysi-
sen-, siirtoyhteys- sekä sovelluskerroksen määrittävät tyypit on esitetty liitteen A taulu-
kossa 4. [11] 
Profinet (Profiili 3/4-6) 
Profinet on avoin Industrial Ethernet-standardi, jota ylläpitää PI (Profibus and Profinet 
International) -yhteisö. Profinet on useiden valmistajien yhteistyönä määrittelemä pro-
tokolla. [9, 11] Profinet mahdollistaa ohjainten ja kenttälaitteiden välisen kommuni-
koinnin Ethernet-teknologian avulla [22]. Profinet IO -kommunikointiteknologiat poh-
jautuvat laajasti hyväksyttyyn Profibus DP (Distributed Periphery) -protokollaan, joka 
on standardoitu IEC 61784-1 standardissa profiilina 3/1. Profinet IO -
kommunikointiteknologiat ovat standardoitu kolmessa osassa edellä mainitussa standar-
dissa, nämä teknologiat ovat Profinet IO Class A (Profiili 3/4), Profinet IO Class B 
(Profiili 3/5) sekä Profinet IO Class C (Profiili 3/6). [11]  
Profinet IO -kommunikointiteknologiat hyödyntävät kytkentäistä full-duplex Ethernet-
teknologiaa ja tukevat 100Mb/s tiedonsiirtonopeutta [24]. Profinet IO -
kommunikointiprofiilit tukevat alaluvussa 2.2 esitellyistä verkkotopologioista väylä, 
tähti, rengas sekä puu -topologioita. Profinet IO -profiileiden fyysisenä mediana voi-
daan käyttää kuparikaapelia tai optista kuitua. Poikkeuksena Profinet IO Class A voi-
daan toteuttaa myös langattoman teknologian avulla, kuten Bluetooth tai WLAN -
teknologiaa hyödyntäen. [24]  
Profinet IO Class A -protokolla tarjoaa reaaliaikaominaisuuden, joka rakentuu UDP-
kuljetusprotokollan tai reaaliaikaprotokollan päälle [22]. Profinet IO Class A -
protokolla soveltuu jaksottaiseen (cyclic) sekä jaksottomaan (acyclic) tiedonsiirtoon 
[22, 24]. Protokolla ei aseta erityisvaatimuksia käytettäville verkkokytkimille [22].  Pro-
finet IO Class B -protokolla tarjoaa reaaliaikaominaisuuden, joka rakentuu reaaliaika-
protokollan päälle. Protokolla soveltuu jaksottaiseen sekä jaksottomaan tiedonsiirtoon. 
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[22, 24] Protokolla asettaa erityisvaatimuksia käytettävälle verkkokytkimelle, mutta ei 
vaadi kommunikoinnin määrittelemistä laitteiden konfiguroinnin yhteydessä [22]. Pro-
finet IO Class C -protokolla tarjoaa isokroonisen reaaliaikaominaisuuden, joka rakentuu 
reaaliaikaprotokollan päälle. Protokolla mahdollistaa jaksottaisen tiedonsiirron isokroo-
nisissasovelluksissa. [22, 24] Protokolla asettaa erityisvaatimuksia käytettäville verkko-
kytkimille sekä vaatii kommunikoinnin määrittelemistä laitteiden konfiguroinnin yhtey-
dessä [22]. Kuvassa 7 on esitetty Profinet IO -protokollat ja niiden asettuminen standar-
diviitemalliin.  
 
Kuva 7. Profinet IO -protokollat ja niiden asettuminen standardiviitemalliin. Mukailtu 
lähteestä [22]. 
EtherNet/IP (Profiili 2/2) 
EtherNet/IP-protokolla on kehitetty Ethernet-teknologiaan pohjautuvia automaatio- ja 
ohjausjärjestelmiä varten. Protokolla on Rockwellin määrittelemä ja sitä ylläpidetään 
ODVA (Open DeviceNet Vendors Association) organisaation toimesta. [9, 11] Ether-
Net/IP-kommunikointiteknologia on standardoitu IEC 61784-1 standardissa profiilina 
2/2 [11]. EtherNet/IP perustuu CIP-protokollaan, joka on yhteinen sovelluskerroksen 
protokolla EtherNet/IP:lle, ControlNet:lle sekä DeviceNet:lle [9, 11]. 
CIP-protokolla on mediariippumaton, yhteyspohjainen sekä objektiorientoitunut proto-
kolla. Se sisältää laajan valikoiman viestintäpalveluita automaatiosovellusten tarpeisiin, 
esimerkiksi ohjaukseen, turvallisuuteen, synkronisointiin sekä liikkeenohjaukseen. [25] 
CIP-protokolla määrittelee objektit, joiden avulla liitytään ohjattavan järjestelmän tie-
toihin, kuten laitteiden lähtöihin ja tuloihin, konfigurointi parametreihin sekä diagnos-
tiikkatietoihin [11]. CIP-protokollaan on lisätty laajennoksia kovan reaaliaikavaatimuk-
sen sovelluksia varten. [9] 
EtherNet/IP on puhtaasti ohjelmistopohjainen ratkaisu [9]. EtherNet/IP mahdollistaa 
standardi Ethernet-teknologian ja TCP/IP-protokollapinon käyttämisen teollisuusauto-
maation sovelluksissa. Kuvassa 8 on esitetty EtherNet/IP-protokolla standardiviitemal-
lin muodossa. IEEE-standardien noudattaminen mahdollistaa alaluvussa 2.2 esitettyjen 
verkkotopologioiden käyttämisen väyläverkon rakentamisessa. [26-28] Todellisuudessa 
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verkkotopologiaa rajoittaa EtherNet/IP-laitteiden tukemien loogisten yhteyksien määrä. 
EtherNet/IP erittelee TCP ja CIP -yhteydet. Useimmat laitteet tukevat 64 TCP-yhteyttä, 
mutta CIP-yhteyksien määrä vaihtelee. RockWellin mukaan yhteyksien enimmäismäärä 
vaihtelee 32-160 kyseessä olevasta laitteesta riippuen. [28] 
 
Kuva 8. CIP-protokollaan perustuvan EtherNet/IP-protokollan sijoittuminen standardi-
viitemalliin. Mukailtu lähteestä [25]. 
Suurin osa EtherNet/IP kommunikaatiosta muodostuu yleislähetys (broadcast) ja ryh-
mälähetys (multicast) -sanomista. Verkkokytkin ei voi välittää näitä sanomia vain yh-
teen porttiin. [28] Tämä johtaa helposti jonojen muodostumiseen kytkimissä, eli toisin 
sanoen aiheuttaa ennustamatonta viivettä [11]. Tämän vuoksi EtherNet/IP-verkoissa 
käytettävien kytkinten on tuettava Internet-ryhmien hallintaprotokollan snooping-
teknologiaa (IGMP-snooping). Teknologia rajoittaa sanomatulvien määrää, määrittä-
mällä dynaamisesti kytkimen porttien IP-monilähetysryhmät. Lisäksi on suositeltavaa, 
että kytkimet tukevat porttien peilausta, virtuaalisia lähiverkkoja sekä SNMP-
protokollaa. [28] 
Modbus/TCP (Profiili 15/1) 
Modbus on nykyisin Schneider Electricin kehityksessä [11] ja Modbus/TCP on perintei-
sen Modbus-perheen laajennus Ethernet-ympäristöön [9]. Modbus/TCP on standardivii-
temallien sovelluskerroksella toimiva protokolla [9, 29], joka on määritelty IEC 61784 
standardissa kommunikointiprofiilina 15/1. Modbus/TCP on tänä päivänä yksi yleisim-
min käytetyistä Ethernet ratkaisuista teollisuuden sovelluksissa. [11] Kuvassa 9 on esi-
tetty standardiviitemallin sovelluskerroksella toimiva Modbus/TCP-protokolla. 
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Kuva 9. Sovelluskerroksella toimivan Modbus/TCP-protokollan sijoittuminen standar-
diviitemalliin. Mukailtu lähteistä [7, 29]. 
Modbus/TCP on hyvin yksinkertainen protokolla, joka perustuu kysely-vastaus -
menetelmään (request-reply) ja tarjoaa mekanismit objektien lukemiseksi sekä muok-
kaamiseksi [11, 29].  Modbus/TCP ei aseta erityisiä vaatimuksia käytettäville verkko-
laitteille ja topologioina voidaan käyttää kaikkia alaluvussa 2.2 esitettyjä verkkotopolo-
gioita [30]. Modbus/TCP ei takaa toimitusaikoja eikä tarjoa kovan reaaliaikavaatimuk-
sen täyttävää ratkaisua. Modbus/TCP-kyselyt voidaan suorittaa toteutuksesta riippuen, 
joko yhdelle laitteelle kerrallaan, tai suorittaa kyselyitä useille laitteille rinnakkain. Rin-
nakkain suoritetut kyselyt parantavat kommunikoinnin suorituskykyä. Suorituskyky 
riippuu myös laitteiden TCP/IP-protokollapinon toteutuksesta. Parhaimmillaan voidaan 
päästä muutaman millisekunnin vasteaikoihin. [23] 
Vaikka Modbus/TCP ei tarjoa kovan reaaliaikavaatimuksen täyttävää ratkaisua se on 
saanut laajennoksen, jonka avulla reaaliaikaominaisuuksia voidaan parantaa. Reaaliai-
kalaajennos on määritelty kommunikointiprofiilina 15/2. Modbus/TCP laajennos käyt-
tää reaaliaikaista julkaisija-tilaaja -menetelmää, RTPS (Real-Time Publisher Subscri-
ber), joka on suunniteltu toimimaan UDP-kuljetusprotokollan välityksellä. [11] 
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4 VERKONHALLINTA 
Tässä luvussa esitellään verkonhallintaan liittyviä viitekehyksiä. Viitekehysten avulla 
etsitään verkon kunnonvalvonnan suuntaviivat sekä tarkastellaan verkonvalvontaa ja sen 
vaatimuksia. Lopuksi perehdytään verkonvalvontaan soveltuviin protokolliin sekä vir-
tausteknologioihin.  
Verkonhallinta on olennainen osa verkon luotettavaa toimintaa [31]. Se mielletään usein 
ylimääräiseksi osaksi verkon normaalin toiminnan rinnalle. Kun ongelmia ilmenee, mie-
titään, miksi ei ole olemassa helppoa keinoa selvittää, mitä tapahtui ja miksi. [32] Ver-
konhallinnan tarve korostuu yrityksien ollessa yhä riippuvaisempia verkosta ja sen avul-
la tuotetuista palveluista. Verkonhallinnan avulla pyritään varmistamaan verkon ja sen 
tarjoamien palveluiden oikeanlainen toiminta. Verkonhallinta auttaa pitämään verkon 
kustannukset hallinnassa. Verkonhallinnan avulla on mahdollista myös kasvattaa ver-
kolla tuotettavaa arvoa. [31] 
Laajojen tietokoneverkkojen hallinta on suuri tekninen haaste. Nykyiset tietoliikenne-
verkot voivat koostua sadoista tai tuhansista verkkolaitteista, kuten reitittimistä, kytki-
mistä, tukiasemista sekä palvelimista. Verkon ylläpitäjän pitää pystyä seuraamaan ver-
kon tilaa ja hallitsemaan laitteita. Verkonhallintajärjestelmät on luotu verkon ylläpitäjän 
jokapäiväisen työn tueksi. Verkonhallintajärjestelmä on laitteiston ja ohjelmiston yhdis-
telmä, jonka avulla verkkoa voidaan hallita sekä valvoa. [33] 
Verkkoresurssien valvonta, kuten palvelimien suorituskyvyn valvonta, on osa verkon-
hallintaa. Verkon- ja järjestelmänhallinnan raja on poistunut ajan saatossa ja niiden kat-
sotaan olevan samaa kokonaisuutta. [34] Laitteiden hallinta ja valvonta jakautuu 
FCAPS (Faults, Configuration, Accounting, Performance and Security) -viitekehyksen 
mukaisiin toimintoihin. Toimintoihin kuuluvat verkon kokoonpanon havainnointi ja 
seuranta, laitteiden kunnon ja tilan valvonta, hälytyksien tarjoaminen verkon suoritus-
kyvyn muutoksista sekä ongelmien tunnistus, identifiointi ja ratkaiseminen. [33] Ver-
konhallintajärjestelmä käyttää näiden toimintojen suorittamiseksi verkonhallinta- ja 
verkonvalvontaprotokollia, joita käsitellään alaluvussa 4.5.  
4.1 Viitekehykset 
Viitekehyksien tarkoitus on jakaa verkonhallinta sopiviksi kokonaisuuksiksi. Verkon-
hallinnan käsitteleminen pienempinä kokonaisuuksina on yksinkertaisempaa, kuin yh-
den ison kokonaisuuden käsitteleminen. Yritys voi määritellä tarpeidensa mukaisesti, 
minkälaisen painoarvon se antaa kullekin osa-alueelle. Viitekehykset eivät ota kantaa 
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varsinaiseen toteutukseen, vaan toteutuksesta tulee huolehtia yrityksen painottamien 
osa-alueiden mukaisesti. Viitekehyksien avulla määritetään toteutuksessa tarvittavat 
suuntaviivat. [31] 
Alaluvussa 4.1.1 esitellään TMN (Telecommunication Management Network) -
viitekehys, joka käsittelee verkonhallintaa laajassa merkityksessä yksittäisen verkkolait-
teen hallinnasta aina yrityksen liiketoiminnan hallintaan asti.  Alaluvussa 4.1.2 käsitel-
lään FCAPS-viitekehystä, joka on TMN-viitekehykseen vertikaalisesti sidoksissa oleva 
toimintamalli. Edellä mainittujen viitekehyksien lisäksi on olemassa joukko muita vas-
taaviin tarkoituksiin suunniteltuja viitekehyksiä. TMN-viitekehyksen kanssa samanlai-
sia osa-alueita pyritään ratkaisemaan eTOM (enhanced Telecom Operations Map) -
viitemallilla. Myös FCAPS-viitekehykselle on olemassa vaihtoehtoja, kuten OAM&P 
(Operations, Administration, Maintenance and Provisioning) sekä FAB (Fulfillment, 
Assurance, and Billing) -viitekehykset. [31] 
TOM (Telecoms Operation Map) -viitekehyksen keskiössä sijaitsee elinkaarenhallinta. 
Viitekehys erottelee kolme elinkaaren vaihetta, jotka ovat toteuttaminen (fulfillment), 
varmistaminen (assurance) sekä laskutus (billing). Näistä vaiheista käytetään nimitystä 
FAB-viitekehys. Viitekehyksen jokaisella vaiheella on yksilöllinen joukko hallintavaa-
timuksia. Elinkaaren vaiheita käytetään TOM-viitekehyksen määrittelemillä kerroksilla. 
Nämä kerrokset ovat verkon- ja järjestelmänhallinta (network and systems manage-
ment), palveluidenkehitys ja -käyttö (service development and operations) sekä asiakas-
palvelu (custom care). [31] 
TOM-viitekehyksestä on olemassa päivitetty versio, joka on nimeltään eTOM. eTOM-
viitekehys laajentaa TOM-viitekehyksen soveltamisalaa sisällyttämällä tähän myös lii-
ketoiminnan johtamisen osa-alueet. Osa-alueiden avulla pyritään huomioimaan erilaiset 
liiketoiminnan näkökohdat, kuten toimitusketjun hallinta, henkilöstöhallinta sekä talou-
denhallinta. FAB-viitekehyksen osalta määrittely ei ole muuttunut. [31] 
Toinen vaihtoehto FCAPS-hallintatoimintojen kategorisoinnille tunnetaan nimellä 
OAM&P. OAM&P-malli jaetaan neljään kategoriaan, joita ovat toiminta (operations), 
hallinta (administration), ylläpito (maintenance) sekä hankinta (provisioning). Mallin 
käyttö on suosittua erityisesti suurten telekommunikaatiopalveluiden tarjoajien keskuu-
dessa. FCAPS-viitekehys on yleisempi muiden yritysten keskuudessa. [31] 
4.1.1 TMN  
Verkonhallinta voidaan jäsentää hierarkkisiksi kerroksiksi, jotka rakentuvat toistensa 
päälle. Yhdellä kerroksella keskitytään yksittäisten verkkolaitteiden hallintaan, kuten 
ohjelmistopäivityksiin ja laitteen oikeanlaisen toiminnan valvomiseen. Toisella kerrok-
sella huolehditaan palveluiden hallinnasta, kuten verkkoresurssien jakamisesta palve-
luille. Vaikka kummassakin tapauksessa verkkoa hallitaan, hallintatoiminnot ja niiden 
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toteutustavat ovat erilaisia. Hierarkkinen malli rakentuu alhaalta ylöspäin, alkaen yksit-
täisten laitteiden hallinnasta ja siirryttäessä ylemmille kerroksille lähestytään verkon tu-
keman yrityksen liiketoiminnan hallintaa. Vakiintunut luokittelu verkonhallinnan hallin-
takerroksille on TMN-hierarkiamalli. [31] 
TMN-viitekehys viittaa joukkoon ITU-T:n (International Telecommunications Union – 
Telecommunication Standardization Sector) tuottamia tietoliikenneverkkojen hallintaan 
liittyviä standardeja. TMN-viitekehys kattaa useita osa-alueita, jotka liittyvät hallinta-
verkkojen rakentamiseen. Periaatteet vaihtelevat riippuen siitä, minkälaista verkkoa ol-
laan rakentamassa ja minkälaisia vaatimuksia verkolla on. [31] Yksi monista TMN-
viitekehyksen määrittelemistä osa-alueista on kuvassa 10 esitetty hierarkkinen kerros-
malli, joka koostuu viidestä hallintakerroksesta. Kerrokset alhaalta ylöspäin ovat verk-
koelementti (network element), elementinhallinta (element management), verkonhallin-
ta (network management), palvelunhallinta (service management), sekä liiketoiminnan-
hallinta (business management). [31, 35] Seuraavaksi esitellään lyhyesti jokaisen ker-
roksen tehtävät.  
 
Kuva 10. TMN-viitekehyksen hierarkkisen viitemallin määrittelemät hallintakerrokset. 
Mukailtu lähteistä [31, 35]. 
Verkkoelementti 
Verkkoelementtikerros on tärkeä osa tehokasta hallintajärjestelmää [31]. Verkkoele-
mentit vastaavat verkon fyysisiä laitteita, joita hallitaan sekä valvotaan [31, 35]. Verk-
koelementti on osa hallintatoimintoja ja se määrittelee mitä hallinta- ja valvontamene-
telmiä kyseisen verkkolaiteen kanssa voidaan käyttää. Verkkoelementtikerros on perus-
ta hallintahierarkialle ja kaikki muut hallintatoiminnallisuudet rakentuvat tämän kerrok-
sen päälle. [31]  
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Elementinhallinta 
Verkkoelementtien hallintakerros kattaa verkon yksittäisten laitteiden hallinnan ja toi-
mintakyvyn ylläpitämisen. Kerroksen toiminnallisuuteen kuuluu verkkoelementtien 
konfiguraation hallinta sekä elementtien valvonta. Hallinta mahdollistaa elementtien 
konfiguraation seurannan sekä muokkaamisen. Valvonnan avulla voidaan kerätä ele-
menttien tilatietoja, lokitietoja sekä hälytyksiä. [31, 35] 
Verkonhallinta 
Kolmas kerros viitekehyksessä on verkonhallinta. Tämän kerroksen vastuulla on verk-
koelementtien välisten suhteiden ja riippuvuuksien hallinta. [31, 35] Verkonhallintaker-
ros huolehtii verkkokokonaisuudesta. Sen avulla hallitaan verkkoyhteyksiä päästä pää-
hän. Elementtienhallinta mahdollistaa yksittäisten verkkolaitteiden hallinnan, mutta se 
ei kata toimintoja, joiden avulla varmistetaan verkkokokonaisuuden eheys. Esimerkiksi 
aliverkkojen välinen yhteys vaatii, että kaikki siihen liittyvät verkkoelementit ovat kon-
figuroitu oikein kyseistä tarkoitusta varten. [31] Tämän kerroksen valvontatehtävät kes-
kittyvät liikenteen, viiveiden sekä kapasiteetin seurantaa. [31, 35] 
Palvelunhallinta 
Palvelunhallinta vastaa verkon avulla tuotettavien ja jaettavien palveluiden hallinnasta 
sekä niiden toiminnan varmistamisesta [31, 35].  Palvelu on tuote, joka tuotetaan asiak-
kaalle ja jonka käytöstä asiakas maksaa. Tämä kerros toimii myös rajapintana asiakkai-
den suuntaan. Kerroksen tehtävänä on palveluiden tarjoamisen lisäksi käyttäjien hallin-
ta, palveluiden laadunhallinta sekä palveluiden suorituskyvyn valvonta. [35]  
Liiketoiminnan hallinta 
Liiketoiminnan hallinta liittää yrityksen liiketoiminnan ja edellä esitetyt tasot yhdeksi 
kokonaisuudeksi. Liiketoiminnan hallinta käsittelee palveluiden tuottamiseen liittyvän 
liiketoiminnan ja tarvittavien tukitoimintojen hallintaa. [31] Kerroksella on useita erilai-
sia tehtäviä. Esimerkiksi korkean tason suunnittelu, tulostavoitteiden määrittely, mark-
kinatutkimukset, budjetointi sekä laskutus. [31, 35] 
4.1.2 FCAPS 
FCAPS on yleinen verkonhallinnan toimintamalli, joka on määritelty ISO:n ja ITU-T:n 
toimesta. Se kuvaa hallittavat alueet tietoliikenneverkoissa ja jakaa ne viiteen kategori-
aan vianhallinta (fault management), kokoonpanon hallinta (configuration manage-
ment), käytönhallinta (accounting management), suorituskyvyn hallinta (performance 
management) ja turvallisuuden hallinta (security management). [31, 33] Nämä viisi ka-
tegoriaa muodostavat verkonhallintajärjestelmien perustan [35]. Kategoriat käsitellään 
tarkemmin alapuolella. FCAPS-käsite on erittäin hyödyllinen ja tarjoaa yksinkertaisen 
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kehyksen verkonhallinnan toiminnallisten alueiden suunnitteluun. Se tarjoaa rakenteen 
hallintatoimintojen osa-alueille ja vahvistaa yhteisen terminologian. On kuitenkin huo-
mattava, että FCAPS käsite sisältää yksinkertaistuksia. Useissa tapauksissa toiminnalli-
suuksia ei pystytä selkeästi kategorisoimaan, koska niiden käyttötarkoitukset vaihtele-
vat. [31] Kuvassa 11 on esitetty TMN-viitemallin ja FCAPS-toimintamallin välinen ver-
tikaalinen integraatio. 
 
Kuva 11. FCAPS-toimintamallin integroituminen TMN-viitemallin kerroksille. Mukailtu 
lähteestä [31] 
Vianhallinta 
Vianhallinta käsittelee verkossa ilmeneviä ongelmia, kuten laitteistoon, ohjelmistoon tai 
kommunikointipalveluihin liittyviä häiriöitä. Vianhallinnan tehtävä on valvoa verkon 
toimintaa ja reagoida normaalista toiminnasta poikkeaviin tapahtumiin. [31, 33] Vian-
hallinta sisältää ongelmien tunnistamisen, eristämisen, määrittämisen sekä ratkaisemi-
sen verkon toimintakyvyn palauttamiseksi [33, 36, 37]. Tehokkaan vianhallinnan toteut-
taminen edellyttää verkon laitteiden tilatietojen, tapahtumien ja hälytyksien seurantaa 
sekä näiden historiatietojen keräämistä [31, 33, 36]. Vianhallinnan avulla voidaan var-
mistaa verkon häiriötön käyttö, tunnistaa häiriöön johtavat ilmiöt enne varsinaista ver-
kon lamaannuttavaa ongelmaa sekä pitää häiriöiden vaikutukset mahdollisimman vähäi-
sinä ja lyhytkestoisina. Häiriötilanteessa voidaan suorittaa automaattisia korjaustoimen-
piteitä tai generoida vikailmoitus verkon ylläpitäjälle. Verkon toimintakyky pyritään pa-
lauttamaan mahdollisimman nopeasti, mutta se saattaa edellyttää verkon uudelleen kon-
figurointia. Verkon konfigurointi on osa kokoonpanon hallintaa. [36] Alaluvussa 4.5 
esitellään teknologioita, jotka soveltuvat osaksi vianhallintaa. Nämä teknologiat ovat 
SNMP, ICMP sekä Syslog (System Logging Protocol). 
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Kokoonpanon hallinta 
Kokoonpanon hallinta käsittelee verkkolaitteiden asetuksien ja konfiguraatioiden muu-
toksia verkon saattamiseksi toiminnalliseen tilaan [31, 36, 37]. Kokoonpanon hallinnan 
avulla voidaan muokata verkon fyysistä ja loogista kokoonpanoa, varmistua verkon to-
dellisesta kokoonpanosta sekä ylläpitää varmuuskopioita verkkolaitteiden asetuksista 
[31, 33, 37]. Verkon kokoonpanon hallinta voi yksinkertaisimmillaan olla yhden verk-
kolaitteen rajapinnan asetuksen muokkaamista, mutta verkkolaitteiden määrän kasvaes-
sa yhdelle laitteelle tehtävä muutos voi vaatia muutoksia myös useisiin muihin verkko-
laitteisiin. Tällaisessa tilanteessa kokoonpanon hallintatyökalujen merkitys korostuu. 
Verkon muut hallintatoimet ovat riippuvaisia kokoonpanon hallinnasta. Esimerkiksi 
vianhallinnassa on hankalaa diagnosoida verkon ongelmaa, jos verkon fyysinen ja loo-
ginen kokoonpano ei ole tarkasti tiedossa. [31] 
Käytönhallinta 
Käytönhallinta tarjoaa menetelmät tietoliikennepalveluiden käytön seurantaa, hallintaa 
sekä palveluiden käytön laskuttamiseen [31, 36, 37]. Käytönhallinta keskittyy toimin-
toihin, joiden avulla organisaatiot voivat tehdä liikevaihtoa ja saavuttaa tuottoa tarjo-
amiensa viestintäpalveluiden avulla. Organisaatio voi tarjota palveluita asiakkaille tai 
käyttää niitä sisäisesti. Riippumatta tarkoituksesta, tuotetut todelliset palvelut ja niiden 
kulutus on pystyttävä mittamaan. Mittaamalla voidaan arvioida palveluiden kulujen ja 
hyötyjen välistä suhdetta, hallita kustannuksia sekä laskuttaa palveluiden käyttäjiä. [31] 
Suorituskyvyn hallinta 
Suorituskyvyn hallinta käsittelee verkon suorituskyvyn tunnuslukujen mittaamista sekä 
verkon hienosäätöä suorituskyvyn parantamiseksi. Tunnusluvut vaihtelevat verkon ker-
roksesta riippuen, mutta mitattavia tunnuslukuja ovat esimerkiksi läpäisykyky, viiveet 
sekä laatu. [31, 33, 36] Joidenkin mittareiden avulla voidaan tunnistaa verkossa alkavia 
ongelmia, mikä mahdollistaa näihin reagoimisen ennen verkon vakavampaa vikaantu-
mista [31, 33]. Keräämällä suorituskykytietoja pidemmältä aikaväliltä, voidaan tunnis-
taa verkon suorituskykyä rajoittavat pisteet. Tunnistamalla nämä pisteet, voidaan verkon 
suorituskyvyn lisäämiseksi aloittaa tarvittavien muutostöiden suunnittelu. [31, 36] Yksi 
suosituimmista ja tehokkaimmista menetelmistä suorituskyvyn mittaamiseen on tietojen 
kerääminen virtausteknologioiden avulla. Alaluvussa 4.5.4 on esitelty tarkoitukseen so-
veltuvia teknologioita NetFlow, IPFIX (IP Flow Export protocol) sekä sFlow (sampled 
Flow). 
Turvallisuuden hallinta 
Turvallisuuden hallinta kattaa laaja-alaisesti erilaisia turvallisuuden näkökohtia. Turval-
lisuuden hallinta sisältää fyysisen tietoturvan, pääsynhallinnan sekä salauksen osa-
alueet. [31, 33, 36] Turvallisuuden hallinta on syytä jakaa kahteen lähestymistapaan. 
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Hallinnan turvallisuuteen ja turvallisuuden hallintaan. Hallinnan turvallisuudella tarkoi-
tetaan näkökulmia, joiden avulla toteutetaan turvallinen verkonhallinta. Tämä toteute-
taan usein varmistamalla, että vain valtuutetuilla henkilöillä on pääsy hallintaverkkoon 
ja hallintatoimintoihin. Hallinnan suojaaminen pelkästään ulkopuolisia uhkia vastaan ei 
riitä, koska suojausrikkomukset voivat tapahtua myös organisaation sisältä. Turvalli-
suuden hallinnalla tarkoitetaan näkökulmia, joiden avulla toteutetaan verkkoinfrastruk-
tuurin turvaaminen ulkoisia ja sisäisiä uhkia vastaan. [31] Turvallisuuden hallinta kattaa 
yrityksen resurssien ja yhteyksien suojaamista luvattomalta käytöltä. Salaus on yksi tär-
keä osa-alue yrityksen verkkoliikenteen suojaamisessa. [36] 
Hunajapurkit (honey pots) ovat esimerkki tekniikasta, joka avulla voidaan kerätä tietoa 
verkkoon kohdistuneista hyökkäyksistä ja verkon haavoittuvuuksista. Hunajapurkki 
näyttää hyökkääjän näkökulmasta laitteelta, joka on osa todellista tuotantoverkkoa. To-
dellisuudessa se on tuotantoverkosta eristetty ja hyvin suojattu laite, joka toimii ansana 
hyökkääjälle. Kaikkea hunajapurkkiin kohdistuvaa liikennettä voidaan pitää haitallise-
na. Liikenteen analysoinnin avulla tuotetaan tärkeää tietoa hyökkäyksistä ja kehitetään 
parempia suojausmekanismeja hyökkäyksiä vastaan. [31]  
4.2 Verkonhallinnan arkkitehtuurit 
Verkonhallinta-arkkitehtuurimallia kutsutaan ISO:n sekä IETF:n (Internet Engineering 
Task Force) viitekehyksissä manager/agent -arkkitehtuurimalliksi [18]. Lähes kaikki 
verkonhallinnan protokollat perustuvat manager/agent -arkkitehruutimallin mukaiseen 
toimintaan. Manager/agent -arkkitehtuurimalli on muokattu verkonhallinnan tarpeisiin 
asiakas/palvelin (client/server) -arkkitehtuurimallista. Manager/agent -mallin toiminta 
on päinvastainen kuin asiakas/palvelin -mallissa. Agentteja voi olla useita, mutta niiden 
toiminta vastaa asiakas/palvelin -mallin mukaisen palvelimen toimintaa. Managereita on 
yleensä yksi tai muutama ja ne muistuttavat toiminnaltaan asiakas/palvelin -mallin asia-
kasta. [32] Verkonhallinta-arkkitehtuurimalli sisältää neljä pääkomponenttia, jotka ovat 
esitetty kuvassa 12.  
 
Kuva 12. Verkonhallintaprotokollien toiminnan taustalla oleva manager/agent -
arkkitehtuurimalli. Mukailtu lähteestä [18]. 
Verkonhallinta suoritetaan hallinta-asemalta. Hallinta-asema on tietokone, jossa suorite-
taan erityisesti verkonhallintaan tarkoitettuja ohjelmistoja. Hallinta-asemat koostuvat 
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joukosta sovellusprosesseja, jotka suorittavat esimerkiksi verkkolaitteilta kerättyjen tie-
tojen analysointia, verkon ongelmien tunnistamista sekä korjausta. Hallinta-aseman si-
sältämiä hallintasovelluksia kutsutaan managereiksi (manager).  Manageri tarjoaa hal-
lintatietoja käyttäjille, lähettää kyselyt (request) hallittaville laitteille, vastaanottaa lähet-
tämiensä kyselyiden vastaukset (response) sekä vastaanottaa hallittavien laitteiden tilaa 
koskevia raportteja. Näitä raportteja kutsutaan ilmoituksiksi (notification). Ilmoituksia 
käytetään ongelmien, poikkeavuuksien sekä hallittavien laitteiden tilan muutosten ra-
portoimisessa managerille. [18, 31] 
Hallittava laite on verkkolaite, joka tukee hallintaominaisuuksia. Hallittava laite voi olla 
esimerkiksi palvelin, reititin tai kytkin. Hallittavan laitteen sisältämää hallintaominai-
suutta kutsutaan agentiksi (agent). Agentit kommunikoivat hallinta-aseman managerin 
kanssa ja suorittavat managerin pyytämät toimenpiteet hallittavassa laitteessa. Agentti 
käsittelee managerin pyynnöt, vastaa näihin pyyntöihin sekä tarjoaa itsenäisesti ilmoi-
tuksia managerille oman tilansa muutoksista. [18, 31] Hallittavat laitteet ylläpitävät yhtä 
tai useampaa hallintatietomuuttujaa, jotka kuvaavat laitteen tilaa. ISO:n ja IETF:n viite-
kehyksissä näitä muuttujia kutsutaan hallittaviksi objekteiksi (managed objects). [18] 
Näiden objektien kokoelmasta käytetään nimitystä MIB (Management Information Ba-
se) [18, 31]. Seuraavaksi esitellään kolme verkonhallinta-arkkitehtuuria, jotka tulee 
huomioida verkonhallintajärjestelmän suunnittelun yhteydessä. Verkonhallinta-
arkkitehtuurit ovat keskitetty, hajautettu sekä hierarkkinen verkonhallinta. 
Keskitetty verkonhallinta 
Keskitetty verkonhallinta toteutetaan tyypillisesti yhdellä hallinta-asemalla, johon on in-
tegroitu kaikki verkonhallinnassa tarvittavat työkalut ja ohjelmistot. Keskitetyn verkon-
hallinnan arkkitehtuuri on yksinkertainen ja toteutuskustannuksiltaan edullisin tapa to-
teuttaa verkonhallintajärjestelmä. Kuvassa 13 on esitetty keskitetyn verkonhallinnan 
arkkitehtuuri, jossa kaikki verkonhallinta ja -valvonta toimenpiteet suoritetaan yhdestä 
keskitetystä pisteestä. Hallintatiedot kerätään, prosessoidaan sekä esitetään keskitetyn 
hallintajärjestelmän avulla. [37, 38] 
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Kuva 13. Keskitetyn verkonhallinnan arkkitehtuuri. Mukailtu lähteestä [37]. 
Verkonhallinnan tapahtuessa yhden keskitetyn hallintajärjestelmän avulla, järjestelmän 
vikaantuminen voi pahimmassa tapauksessa lamaannuttaa koko verkonhallintatoimin-
nan. Esimerkiksi hallittavien laitteiden määrän kasvaessa, myös verkon hallintaliiken-
teen määrä kasvaa. Verkkoliikenteen määrä voi muodostua yhdellä hallinta-asemalla to-
teutetun verkonhallintajärjestelmän pullonkaulaksi. [37, 39] 
Hajautettu verkonhallinta 
Hajautettu verkonhallinta toteutetaan sijoittamalla useampia itsenäisiä hallinta-asemia 
verkon strategisiin segmentteihin [37-39]. Hallintaliikenne jakautuu paikallisille seg-
menteille, eikä tästä syystä kuormita vain yhtä verkonhallinta-asemaa. Kuvassa 14 nä-
kyy useita paikallisia verkonhallinta-asemia sijoitettuna strategisiin segmentteihin. Ha-
jautetussa verkonhallintajärjestelmässä voi olla useita itsenäisiä verkonhallinta-asemia 
tai yski hallinta-asema ja useita hallintatiedon kerääjiä. [37] 
 
Kuva 14. Hajautetun verkonhallinnan arkkitehtuuri. Mukailtu lähteestä [37]. 
Hajautuksen avulla voidaan vähentää verkossa kulkevan hallintatiedon määrää sekä tar-
jota redundanttisuutta. Hallinta-asema voidaan konfiguroida korvaamaan toisesta seg-
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mentistä kadonneen hallinta-aseman. Hajautetussa verkonhallinnassa useampien hallin-
ta-asemien tarve kasvattaa kustannuksia, mikä on huomioitava arkkitehtuurin valintaa 
suunniteltaessa. [37] 
Hierarkkinen verkonhallinta 
Hierarkkinen verkonhallinta toteutetaan erottamalla hallintatoiminnot erillisiksi kom-
ponenteiksi. Hallintatiedon kerääminen, prosessointi, varastointi ja esittäminen voidaan 
toteuttaa erillisillä laitteilla. [37, 38] Kuvassa 15 hallintatoimet on eroteltu komponen-
teittain, jotka yhteystyössä muodostavat hierarkkisen verkonhallintajärjestelmän. Hie-
rarkkisessa verkonhallinnassa paikalliset keräyslaitteet lähettävät hallintatiedot joko 
suoraan varastointi ja esityslaitteille tai käsittelylaitteille prosessoitavaksi. Kun hallinta-
tiedot siirretään suoraan esitys- ja varastointilaitteisiin ilman prosessointia, hallintalait-
teet toimivat samalla periaatteella kuin hajautetussa verkonhallinnassa. [37] 
 
Kuva 15. Hierarkkisen verkonhallinnan arkkitehtuuri. Mukailtu lähteestä [37]. 
Hallintatietojen prosessointi, ennen tietojen siirtämistä esitys- ja varastointilaitteille, te-
kee keräyslaitteista eräänlaisia suodattimia. Keräyslaitteilla suoritettavan hallintatiedon 
prosessoinnin avulla voidaan siirtää vain tarpeellinen hallintatieto esitys- ja varastointi-
laitteille. [37] Suodattamalla ylimääräinen hallintaliikenne pois, voidaan merkittävästi 
vähentää hallintaliikenteen määrää verkossa [37, 39]. 
Hierarkkisen verkonhallinnan etuna on mahdollisuus toteuttaa komponentit redundantti-
sina ja toisistaan riippumattomina. Joissain verkonvalvontajärjestelmissä on tarve useil-
le esityslaitteille ja toisissa järjestelmissä voidaan tarvita useita prosessointi- tai varas-
tointilaitteita. Koska kaikki komponentit ovat erillisiä, niiden lukumäärät voidaan mää-
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ritellä tarpeen mukaan. Hierarkkinen verkonhallintajärjestelmä muuttuu nopeasti moni-
mutkaiseksi kokonaisuudeksi, joka on kallis toteuttaa sekä ylläpitää. [37] 
4.3 Verkonvalvonta 
Verkonhallinnan FCAPS-toimintamallin mukaiset osa-alueet voidaan jakaa verkonhal-
lintaan sekä verkonvalvontaan. Verkonhallinnan tehtävänä on muokata verkon laitteiden 
konfiguraatiota sekä asetuksia. Verkonvalvonnan tehtävänä on tarkkailla verkon tilaa, 
konfiguraatiota sekä analysoida verkon suorituskykyä koskevia tietoja. Kuvassa 16 on 
esitetty osa-alueiden karkea jako hallintaan ja valvontaan. Osa-alueista koostuvaa koko-
naisuutta kutsutaan verkonhallinnaksi. [3] 
 
Kuva 16. Verkonhallinnan osa-alueiden karkea jako verkonvalvontaan ja -hallintaan. 
Mukailtu lähteestä [3]. 
Kuvassa 16 esitetyssä jaossa verkonvalvonta koostuu suorituskyvyn, vikojen sekä käy-
tön valvonnasta. Tämä työ keskittyy verkonvalvonnan osa-alueisiin. Näistä osa-alueista 
tarkastellaan erityisesti suorituskyvyn sekä vikojen valvontaa. 
Suorituskyvyn valvonta on verkon tilastotietojen keräämistä suorituskyvyn arvioimisek-
si sekä verkon hienosäätämiseksi. Tavoitteena on mahdollistaa resurssien asianmukai-
nen kohdentaminen verkkoon. Esimerkiksi pullonkaulojen poistaminen, ennusteiden an-
taminen verkon suunnittelua varten sekä tarjota näin paras mahdollinen palvelunlaatu. 
[31] 
Vikojen valvonta koostuu valvontatoiminnoista, joiden avulla varmistutaan, että kaikki 
verkon laitteet ja palvelut toimivat oikein. Hälytysten ja jatkuvasti syntyvän suuren ta-
pahtumamäärän käsittely ovat suuria haasteita vikojen valvonnassa. Vikojen valvonta 
sisältää myös vianetsintää sekä vikadiagnosointia. [31] 
Käytönvalvonta koostuu verkon sekä palveluiden käyttöä koskevien tietojen keräämi-
sestä ja tallentamisesta. Käytönvalvonta on keskeisessä asemassa, kun yrityksen tulos 
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tehdään tuottamalla verkkopalveluita. Käytönvalvonnan avulla pystytään määrittämään 
verkon avulla tuotettu arvo. [31] 
Verkonvalvonnan perustehtävä on hälytysten kerääminen. Hälytykset ilmaisevat nor-
maalista toiminnasta poikkeavista tapahtumista. Esimerkiksi hälytyksiä voivat olla 
verkkolaitteen rajapinnan vika, langattoman yhteyden signaalin laadun heikentyminen, 
kirjautumien verkkolaitteeseen tai epäilty tunkeutumisyritys verkkoon luvattoman käyt-
täjän toimesta. Hälytykset kerätään verkonhallintajärjestelmällä ja sovellus tai verkonyl-
läpitäjä päättää, mitkä ovat hälytyksestä seuraavat toimenpiteet. Hälytyshistorian ke-
räämisellä saavutetaan monia etuja. Hälytyshistorian avulla pyritään tunnistamaan häly-
tyksissä toistuvat sarjat. Toistuvuuksien tunnistamisen avulla on mahdollista löytää vian 
juurisyyt. Hälytyshistorian avulla voidaan arvioida myös verkon muutostöiden vaikutus-
ta verkon toimintaan. [31] 
Toinen tärkeä asia verkonvalvonnassa on verkon tilan visualisoiminen ylläpitäjälle. Vi-
sualisointi voidaan toteuttaa monilla tavoilla. Yksinkertaisimmillaan visualisointi on 
tekstiluettelo verkon tapahtumista. Informatiivisempi tapa toteuttaa visualisointi on 
käyttää topologiakarttoja. Kartan interaktiiviset kuvakkeet edustavat laitteita ja kuvaavat 
laitteiden tiloja. Laitteiden väliset yhteydet voidaan esittää kartalla esimerkiksi viivojen 
avulla. Topologiakartan avulla voidaan tarjota hyvä yleiskuva verkon kokonaistilasta ja 
osoittaa vikaantuneen verkkolaitteen maantieteellinen sijainti. Tämä helpottaa ongelman 
vianselvityksen aloittamisessa ja antaa vihjeen ongelman mahdollisesta sijainnista. [31] 
4.4 Verkonvalvonnan vaatimukset 
Tämän diplomityön keskittyessä verkkolaitteiden kunnonvalvontaan, tarkastellaan 
TMN-viitekehyksen kolmea alinta kerrosta (Kuva 11). Puhuttaessa verkon kunnonval-
vonnasta FCAPS-toimintamallin käsittely rajataan vikojen valvontaa (F) ja suoritusky-
vyn valvontaa (P). Näiden osien avulla selvitetään verkon toimintakyky, tila ja tunniste-
taan mahdolliset ongelmat. Seuraavaksi käydään läpi verkonvalvonnalle ja verkonval-
vontaprotokollalle asetettuja vaatimuksia. Vaatimuksia tarkastellaan seuraavaksi viko-
jen valvonnan ja suorituskyvyn valvonnan näkökulmista.  
 Vikojen valvonta 
Valvontatyökalujen käytön yksinkertaistamiseksi verkonvalvontaprotokollan tulisi tu-
kea menetelmää, jonka avulla valvottavalta laitteelta voidaan kysyä, mitä ominaisuuksia 
se tarjoaa valvontarajapintaan. Usein valvottavaan verkkoon sisältyy suuri määrä laittei-
ta. Valvonnan vaatimukset ja tarpeet muuttuvat ajan kuluessa, nämä muutokset voivat 
kasvattaa myös verkon laitteiden määrää. Tästä syystä verkonvalvontaprotokollan pitää 
olla skaalautuva laitemäärän sekä laitekohtaisten valvottavien objektien osalta. [40] 
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Verkkolaitteet sisältävät suuren määrän samantapaisia valvottavia objekteja, kuten las-
kureita. Useimmissa tapauksissa kaikki valvottavat objektit eivät ole merkityksellisiä 
verkonvalvonnan toteutuksen kannalta. On tärkeää pystyä valitsemaan tarvittavat objek-
tit, koska valvontaoperaatiot pitää pystyä kohdistamaan haluttuihin valvontatietoihin. 
Valvontaprotokollalla pitää olla nimeämismekanismi, jonka avulla yksittäiset objektit 
voidaan tunnistaa.  Valvontatoiminnot eivät myöskään saa vaikuttaa negatiivisesti verk-
kolaitteen ensisijaisiin tehtäviin. Verkonvalvontaprotokollalla tulee olla mahdollisim-
man vähäinen vaikutus valvottavan laitteen toimintaan sekä suorituskykyyn. [40] 
Kyselypohjaisen valvonnan heikkoudet, kuten havaitsemattomat ongelmat kyselyiden 
välisenä ajankohtana, luo tarpeen tapahtumapohjaiselle valvontamekanismille. Tapah-
tumapohjaisen valvonnan avulla, verkkolaitteet voivat raportoida reaaliaikaisesti oman 
toiminnallisen tilan muutoksista, erityisesti virhetilanteista. Tällaisissa laitteen lähettä-
missä ilmoituksissa, tulee olla riittävästi tietoa tapahtuman lähteen tunnistamiseksi ja 
ajankohdan sekä vakavuusluokituksen määrittämiseksi. [40] 
Tapahtumailmoituksien eheys sekä ilmoituksien lähettäjän aitous on kyettävä varmis-
tamaan. Tämä on erityisen tärkeää tilanteissa, joissa ilmoituksien pohjalta käynnistetään 
automaattisia korjaustoimenpiteitä. Tapahtumailmoitusten luotettava toimitus tulee 
varmistaa esimerkiksi kuittausmenettelyllä. Luotettavuutta voidaan lisätä säilyttämällä 
tapahtumaloki myös verkkolaitteessa myöhempää tarkastelua varten. Tapahtumailmoi-
tuksia tulee pystyä tulkitsemaan koneellisesti sekä ihmisen ymmärtämässä muodossa. 
Ilmoituksen tulee sisältää koneellisesti tulkittava rakenteellinen muoto sekä selkokieli-
set tapahtumakuvaukset. [40] 
Suorituskyvyn valvonta 
On tärkeää kerätä verkon käyttöä kuvaavaa mittaustietoa. Tällaiset mittaustiedot ovat 
hyödyllisiä esimerkiksi verkon käyttöastetta seurattaessa, verkon suunnittelussa, palve-
luiden laadun seurannassa, vianselvityksessä sekä hyökkäysten ja tunkeutumisten val-
vonnassa. Mittaustietojen keräämiseen tarkoitettujen protokollien tulee olla skaalatta-
vissa lukuisiin virtauksenseuranta prosesseihin. Lisäksi mittaustietoja pitää pystyä lähet-
tämään useille verkonvalvonta-asemille. [40] 
Verkkojen kaistanleveyksien kasvaessa ja valvontatehtäviin käytettävän prosessointino-
peuden ollessa rajallista, on syytä huomioida mahdollinen tarve tilastollisille näytteenot-
totekniikoille. Mittaustietojen keräysprotokollan tulee olla luotettava, eikä se saa yli-
kuormittaa valvottavia verkkolaitteita. Järjestelmän ruuhkautuminen voi johtaa erilaisiin 
tietojen menetyksiin ja saattaa vaikuttaa verkon palveluihin negatiivisesti. Tietojen me-
netystä voi esiintyä myös mittaustietojen keruuprosessin aikana. Kokonaiskuvan ai-
kaansaamiseksi mittaustietojen menetyksiä on pystyttävä seuraamaan. [40] 
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4.5 Verkonvalvontaan soveltuvat protokollat 
Tässä alaluvussa esitellään verkonhallintaan ja verkonvalvontaan soveltuvia protokollia, 
jotka toimivat TCP/IP-viitemallin mukaisessa verkkoympäristössä. ICMP-protokollaa 
lukuun ottamatta kaikki tässä luvussa kuvatut protokollat toimivat aikaisemmin esitelty-
jen OSI ja TCP/IP -viitemallien sovelluskerroksessa. Tässä luvussa esiteltävien proto-
kollien lisäksi on olemassa lukuisia muita näihin tehtäviin soveltuvia protokollia.   
Kaikille verkonhallinta-arkkitehtuureille on yhteistä hallittavien laitteiden ja verkonhal-
linta-aseman välisessä kommunikoinnissa käytettävät verkonhallintaprotokollat [38]. 
Verkonhallintasovellukset kommunikoivat hallittavien verkkolaitteiden sekä mahdolli-
sesti toisten hallintasovellusten kanssa. Verkonhallintaprotokollat määrittelevät säännöt, 
joiden avulla järjestelmän kommunikointi tapahtuu. [31] Verkonhallintaprotokollan tu-
lee huomioida tietoturvanäkökulmat suhteessa ympäristöön, jossa verkonhallintaa ol-
laan toteuttamassa. Protokollan tulee sisältää menetelmät tietojen salaamiseksi sekä 
käyttöoikeuksin todentamiseksi. Näin voidaan rajoittaa hallintatoimintoja suorittavien 
käyttäjien määrää sekä estää hallintatietojen joutumine ulkopuolisille tahoille. Verkon-
hallintaprotokollan tulee tarjota myös tehokkaita menetelmiä hallintatietojen reaaliaikai-
seen seurantaan. Hallintatiedot pitää pystyä erottelemaan konfiguraatiotiedoiksi sekä 
laitteen tilatiedoiksi. [41] 
4.5.1 Simple Network Management Protocol, SNMP 
SNMP on IETF:n kehittämä verkonhallintaprotokolla, joka on yksi tunnetuimmista hal-
lintaprotokollista. SNMP on kehitetty 1980-luvun lopulla ja se on saavuttanut vahvan 
aseman informaatioteknologian hallinta- sekä valvontaprotokollana. [31, 34, 42]  SNMP 
on sovelluskerroksen protokolla, joka helpottaa hallinnoitavien verkkolaitteiden ja hal-
linta-aseman välistä tiedonvaihtoa [18, 43, 44]. SNMP toimii alaluvussa 4.2 kuvatun 
manager/agent -arkkitehtuurimallin mukaisesti ja on vakiintunut osa TCP/IP-
protokollaperhettä [18, 43]. SNMP-protokollasta on olemassa kolme versiota SNMPv1, 
SNMPv2 sekä SNMPv3. Versiot rakentuvat toistensa päälle ja vaikka uusin versio on 
ollut käytettävissä pitkään SNMP:n ensimmäistä versiota käytetään edelleen lukuisissa 
toteutuksissa. [31] 
Verkkoon, jota hallitaan SNMP-protokollalla, kuuluu yleensä useita agentteja, yksi 
agentti jokaista hallittavaa laitetta kohden. SNMP-agentti on sovellus, jota suoritetaan 
hallittavassa laitteessa, ja joka ylläpitää laitteen kokoonpanoa, tilaa sekä laskureita ku-
vaavia muuttujia. Näiden muuttujien kokoelmaa kutsutaan hallittavien objektien tietova-
rastoksi, MIB. [43]  
SNMP-ilmoituksia hallittavan laitteen tilanmuutoksista kutsutaan, SNMP-versiosta riip-
puen, Trap tai Inform -sanomiksi. Näillä sanomilla on keskenään täysin samanlainen 
tarkoitus, mutta ne eroavat hieman toimintamekanismeiltaan. SNMP:n ensimmäisessä 
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versiossa määritellyn Trap-sanoman mekanismi on niin sanottu ”lähetä ja unohda”, jos-
sa agentti lähettää Trap-sanomat hallinta-aseman IP-osoitteeseen UDP:n välityksellä. 
UDP-protokollalla toteutetussa sanomanvälityksessä, ilman sovellustason virheenkor-
jausta, on sanoman katoamisen riski. Inform-sanoma on määritelty SNMP:n toisessa 
versiossa ja se on samanlainen kuin Trap-sanoma, mutta sitä on kehitetty lisäämällä sa-
nomanvälityksen luotettavuutta sovelluskerroksessa. Inform-sanoman kuljetuskerroksen 
protokollana toimii edelleen UDP-protokolla, mutta luotettavuutta on kasvatettu lisää-
mällä managerille velvollisuus kuitata vastaanotettu Inform-sanoma. Jos manageri ei 
kuittaa sanomaa vastaanotetuksi tietyn aikaikkunan sisällä, agentti lähettää sanoman 
uudelleen. Trap-sanoman mekanismi on kevyempi, kun taas Inform-mekanismi tarjoaa 
luotettavuutta, mutta aiheuttaa samalla kuormitusta agentille. Molemmat versiot sano-
mista ovat yleisesti käytössä tänä päivänä. [43] 
SNMP hyödyntää kuljetuskerroksen UDP-protokollaa managerin ja agentin välisessä 
sanomanvaihdossa. UDP-protokollan yhteydettömän luonteen takia verkon suoritusky-
kyä kuormittava vaikutus vähenee. SNMP-protokollasta on olemassa toteutuksia, jotka 
hyödyntävät kuljetuskerroksen TCP-protokollaa. TCP-pohjaiset toteutuksen ovat kui-
tenkin erikoistapauksia varten. SNMP-protokolla on suunniteltu toimimaan mahdolli-
simman hyvin ruuhkautuneessa ja vikaantuneessa verkossa, jolloin UDP-protokolla on 
ilmeinen valinta. UDP-protokolla on ruuhkautuneen verkon kannalta parempi suunnitte-
luvalinta kuin TCP-protokolla, joka saattaa aiheuttaa lisää ongelmia uudelleenlähetyk-
sillä pyrkiessään saavuttamaan paremman luotettavuuden. [34] Kuvassa 17 on esitetty 
SNMP-verkonhallintaprotokollan arkkitehtuuri sekä SNMP-agentin ja managerin väli-
set riippuvuudet. 
 
Kuva 17. SNMP-protokollan arkkitehtuuri sekä agentin ja managerin välinen riippu-
vuus. Mukailtu lähteestä [18]. 
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SNMP-protokollan ensimmäisen version ongelmat kohdistuvat tietoturvaan ja protokol-
laoperaatioiden tehottomuuteen useiden satojen hallittavien laitteiden verkoissa. SNMP-
protokollan toisessa versiossa korjattiin hallintaoperaatioihin kohdistuvat puutteet ja li-
sättiin operaatioita hallintatoimien tehostamiseksi. SNMP:n toinen versio ei kuitenkaan 
korjannut merkittävästi tietoturvaan liittyviä riskitekijöitä. Vasta SNMP-protokollan 
kolmas versio tuo korjaukset puutteellisiin tietoturvanäkökohtiin pitäen protokollamää-
rittelyn muuten ennallaan. Kolmas versio mahdollistaa hallintasanomien salauksen sekä 
managereiden ja agenttien vahvan todentamisen. SNMP-protokollan kolmas versio on 
huomattavasti aikaisempia versioita tehokkaampi, mutta samalla myös monimutkai-
sempi. [31] 
Management Information Base, MIB 
MIB on hallittavien objektien tietovarasto. Se määrittelee kaikki ne agentin hallinnassa 
olevat objektit, joita voidaan managerin avulla seurata sekä muokata. Objektit sisältävät 
laitteen tilaa, kokoonpanoa ja statistiikkaa koskevat tiedot. [18, 34, 43]  
MIB-tietovarastossa sijaitsevat objektit tunnistetaan yksilöllisen OID (Object Identifier) 
-yksilöintitunnuksen avulla. Useimmissa laitteissa MIB-tietovarasto järjestää yksilöinti-
tunnukset hierarkisesti IETF-standardeihin perustuen. Näiden standardoitujen yksilöinti-
tunnusten lisäksi on olemassa valmistajien laitekohtaiset objektit sekä niiden yksilöinti-
tunnukset. Laitekohtaiset yksilöintitunnukset vaihtelevat laitteen valmistajasta riippuen. 
[34, 43] Valmistajakohtaisia OID-yksilöintitunnuksia hallinnoi IANA (Internet As-
signed Numbers Authority) -järjestö. Laitevalmistajat voivat vapaasti lisätä objekteja 
oman yksilöintitunnuksensa alle. Valmistajakohtaiset yksilöintitunnukset sijoittuvat 
MIB-hierarkian private-haaraan. [34] Kuvassa 18 on esitetty MIB-tietovaraston hierark-
kinen puurakenne. Esimerkiksi järjestelmän toiminta-aikaa kuvaava objekti löytyy puu-
rakenteesta OID-yksilöintitunnuksella 1.3.6.1.2.1.1.3.  
 
Kuva 18. Hallintaobjektien hierarkkinen tietovarasto, MIB. Mukailtu lähteestä [34]. 
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SNMP-protokollan MIB-tietovaraston hallittavien objektien tietotyypit ja niiden ni-
meämiskäytännöt määritellään hallintatietojen rakenteen, SMI (Structure of Manage-
ment Information), syntaksin avulla [18, 34]. Hallintatietojen rakenteen määrittelystä on 
olemassa kaksi versiota SMIv1 ja SMIv2. Ensimmäinen SMI-versio on alkuperäisen 
SNMP-protokollaversion objektien määrittelyssä käytetty syntaksi. SMIv2 tuo paran-
nuksia ensimmäiseen versioon ja se on esitelty SNMP-protokollan toisen version yhtey-
dessä. SMI:n toinen versio määrittelee esimerkiksi uusia tietotyyppejä. [34] SMI itses-
sään pohjautuu OSI:n määrittelemään ASN.1 (Abstract Syntax Notation 1) -rajapinnan 
kuvaus kieleen [18, 34, 45]. ASN.1 -notaation etuna on alustariippumattomuus, joka 
mahdollistaa sanomien vaihdon eri järjestelmien välillä [34]. 
4.5.2 Internet Control Message Protocol, ICMP 
ICMP-protokollaa käytetään verkkoyhteyskerroksella laitteiden välisessä kommuni-
koinnissa [4]. Protokolla on integroitu osaksi IP-protokollaa ja on toteutettava jokaiseen 
IP-moduuliin [21, 46]. IP-protokolla ei itsessään ole luotettava ja ICMP-sanomien tar-
koituksena on tarjota tietoa viestintäympäristöön liittyvistä ongelmista [46]. ICMP-
sanomia ei käytetä pelkästään virhetilojen raportoimiseen [4]. Taulukossa 2 on listattu 
11 yleisintä ICMP-protokollan viestityyppiä.  
Taulukko 2. ICMP-protokollan yleisimmät viestityypit. Mukailtu lähteistä [4, 46]. 
Code Description 
0 Echo Reply 
3 Destination Unreachable 
4 Source Quench 
5 Redirect 
8 Echo Request 
11 Time Exceeded 
12 Parameter Problem 
13 Timestamp 
14 Timestamp Reply 
15 Information Request 
16 Information Reply 
 
ICMP-protokolla mahdollistaa virheiden raportoinnin lisäksi erilaisten vianmääritystyö-
kalujen toiminnan. Tällaisia ICMP-protokollaan perustuvia työkaluja ovat esimerkiksi 
PING (Packet Internet Groper) ja Traceroute. [21] PING käyttää hyväkseen ICMP-
protokollan Echo-sanomia, jotka lähetetään halutulle kohteelle. Kohteen vastauksesta 
selviää kohteen tila sekä lähteen ja kohteen välinen viive verkossa. [20, 21] Traceroute-
ohjelmalla voidaan selvittää verkon looginen reitti lähteestä kohteeseen. Tracerouten 
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avulla saadaan ICMP-virhesanomat kaikilta reitillä toiminnassa olevilta laitteilta. Tä-
män avulla voidaan selvittää esimerkiksi rikkoutuneen laitteen sijainti. [21] 
4.5.3 System Logging Protocol, Syslog 
Syslog on tiedonsiirtoprotokolla, jota käytetään tapahtumailmoitusten välittämiseen 
[47]. Syslog-protokollaa hyödynnetään järjestelmäsanomien keräämiseksi lokitiedos-
toon tai tietokantaan, jolloin syntyy yleiskuva laitteiden ja järjestelmän toiminnasta. 
Syslog-sanomat voivat sisältää kaikkea kriittisistä hälytyksistä yleisiin informatiivisiin 
ilmoituksiin. Lokitietojen jäljittäminen ongelmatilanteessa voi tuottaa korvaamattoman 
arvokasta tietoa vian juurisyistä. [31]  
Syslog on kevyt ja yksinkertainen viestintäprotokolla, joka ei tue kaksisuuntaista liiken-
nettä. Syslog on periaatteeltaan epäluotettava protokolla, joka ei tarjoa kuittausta tai 
varmistusta sanomien toimituksesta. [40, 47] Syslog-protokolla hyödyntää kerrosarkki-
tehtuuria, joka mahdollistaa erilaisten kuljetuskerroksen protokollien käytön Syslog-
sanomien siirrossa [47]. Syslog-standardi määrittelee kolme kerrosta, joista jokaisella 
on tietty tehtävä protokollan toiminnan kannalta. Kuvassa 19 esitetyt kerrokset ovat 
Syslog sisältökerros (Syslog content), Syslog sovelluskerros (Syslog application) ja 
Syslog kuljetuskerros (Syslog transport). Syslog sisältökerros käsittää sanoman hyöty-
kuorman. Syslog sovelluskerros huolehtii sanomien generoinnista, tulkinnasta, reitityk-
sestä sekä tallennuksesta. Syslog kuljetuskerroksen tehtävä on sanomien välittäminen ja 
vastaanottaminen kuljetuskerroksen protokollalta. [40, 47] Perinteisesti Syslog-
sanomien siirtoon on käytetty UDP-protokollaa [47]  ja porttia 514 [48]. Syslog-
sanomien siirtoon on mahdollista käyttää myös muita kuljetuskerroksen protokollia 
[47].  
 
Kuva 19. Syslog-protokollan arkkitehtuuri. Mukailtu lähteestä [47]. 
  43 
4.5.4 Flow teknologiat 
Yksi verkkoliikenteenvalvonnan passiivinen seurantatapa on pakettien kaappaus (packet 
capture). Tämä menetelmä tarjoaa yleensä eniten tietoa verkkoliikenteestä, koska pake-
tit kaapataan kokonaisuudessaan myöhempää analysointia varten. Nopeissa verkoissa 
pakettien kaappaaminen vaatii kuitenkin erityistä laitteistoa ja huomattavaa infrastruk-
tuuria pakettien tallennusta ja analysoimista varten. Huomattavasti paremmin skaa-
lautuva passiivinen verkkoliikenteenvalvonnan menetelmä on virtauksenseuranta (flow 
expor). Virtauksenseurannassa verkkoliikenteen pakettien tiedot kerätään virtauksiin 
(flows). Virtauksen päätyttyä virtaustallenteet (flow records) lähetetään varastoitavaksi 
sekä analysoitavaksi. [49] 
Termille virtaus on olemassa useita erilaisia määrittelyitä. RFC 3917 (Request For 
Comments) määrittelee virtauksen joukoksi IP-paketteja, jotka kulkevat verkon havain-
nointipisteen (observation point) lävitse tietyn ajanjakson sisällä. Kaikilla tiettyyn vir-
taukseen kuuluvilla paketeilla on joukko yhteisiä ominaisuuksia. [50] Nämä yhteiset 
ominaisuudet voivat sisältää esimerkiksi yhtenäiset pakettien otsikkokentät, kohde ja 
lähde IP-osoitteet sekä porttinumerot. [49, 50] Yksi virtaus koostuu kaikesta verkkolii-
kenteestä, joka kuuluu samaan viestintäkontekstiin. Käytännössä tällä tarkoitetaan IP-
paketteja, jotka kuuluvat samaan istuntoon tai yhteyteen. [31] Termi virtaustallenne on 
määritelty RFC 7011:ssä. Virtaustallenne sisältää tiedot tietystä virtauksesta, jota on 
seurattu havainnointipisteessä. [51] Virtaustallenne sisältää virtauksesta mitatut ominai-
suudet, esimerkiksi pakettien ja tavujen kokonaismäärän. [49, 51] 
Virtauksenseurantateknologiat tarjoavat muutamia etuja pakettien kaappausteknologioi-
hin verrattuna. Virtauksenseurantateknologiat ovat hyvin tuettuja ja laajasti integroitui-
na erilaisiin paketinvälityslaitteisiin kuten reitittimiin, kytkimiin sekä palomuureihin. 
Verkkoinfrastruktuurin lisäksi ei tarvita erillisiä laitteita, minkä ansiosta virtauksenseu-
ranta on edullisempi vaihtoehto kuin pakettien kaappaus. [49] Virtauksenseurantaa käy-
tetään laajasti esimerkiksi tietoturva analyyseihin, kapasiteetin suunnitteluun, laskutuk-
seen sekä profilointiin [49, 52, 53]. Viimeaikaisten tutkimusten lähestymistavat ovat 
keskittyneet pääasiassa verkkoturvallisuuden analysointiin. Tämän tarkoituksena on ha-
vaita verkossa tapahtuva poikkeava toiminta, jota perinteiset tietoturvainfrastruktuurit, 
kuten tunkeutumisen tunnistusjärjestelmät, IDS (Intrusion Detection System), palomuu-
rit ja virustentorjuntatyökalut eivät pysty havaitsemaan. Nämä lähestymistavat käyttävät 
kuitenkin lisäksi kehittyneitä menetelmiä, kuten koneoppimista. [52] 
Virtaustallenteet sisältävät korkean tason kuvauksen yhteyksistä, mutta eivät todellista 
siirrettyä tietoa [49, 52]. Tästä syystä virtauksenseuranta on tietoturvallisempaa kuin 
pakettien kaappaus. Vaikka virtauksenseuranta vähentää huomattavasti analysoitavan 
tiedon määrää verrattuna pakettien kaappaamiseen, voi tietokantojen koko kasvaa nope-
asti kymmeniin teratavuihin. Tästä syystä virtauksenseurannan tuottamat tiedot olisi hy-
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vä mieltää Big Datana ja tähän tarkoitukseen soveltuvien työkalujen avulla helpottaa 
tiedon keräämistä, käsittelyä sekä analysointia. [49] 
Tyypillinen verkkoliikenteen virtauksenseurannan rakenne koostuu useista vaiheista, 
jotka ovat esitetty kuvassa 20. Ensimmäinen vaihe on pakettien havainnointi (packet 
observation), jossa paketit kaapataan havainnointipisteestä ja esikäsitellään [49, 52]. 
Havainnointipiste voi olla esimerkiksi paketinvälityslaitteen rajapinta [49]. Toinen vai-
he on virtauksen mittaus ja vienti, joka koostuu mittausprosessista sekä vientiprosessista 
[49, 52]. Mittausprosessissa paketit yhdistetään virtauksiin ja kun virtauksen katsotaan 
päättyneen, virtaustallenne lähetetään virtauksenvientiprotokollan avulla tietojen keruu-
laitteille. Mittaus ja vientiprosessit ovat käytännössä läheisesti toisiinsa liittyviä. [49] 
Kolmas vaihe on tiedonkeruu [49, 52]. Sen tehtävä on edellisen vaiheen tuottamien vir-
taustietojen vastaanotto, varastointi ja esikäsittely. Nämä esikäsittelytoiminnot käsittä-
vät tietojen yhdistämisen, suodatuksen, pakkaamisen sekä yhteenvedon muodostamisen. 
[49] Viimeinen vaihe on tietojen analysointi [49, 52]. Analyysitoiminnot sisältävät esi-
merkiksi liikenteen profiloinnin ja luokittelun, poikkeavuuksien ja häirinnän tunnistami-
sen, tiedon arkistoinnin sekä tiedon hakemisen esimerkiksi tutkimus tarkoituksiin. Toi-
minnallisessa ympäristössä tietojen keräys ja analysointivaiheet ovat usein yhdistettyjä 
toimintoja. [49] 
 
Kuva 20. Verkkoliikenteen virtauksenseurannan rakenne. Mukailtu lähteestä [49]. 
Termi virtaus viittaa useisiin teknologioihin, jotka pyrkivät ratkaisemaan keskenään 
samanlaisia ongelmia. [49] Seuraavaksi tarkastellaan muutamia yleisesti käytössä olevia 
sekä laajasti implementoituja teknologioita. Tarkasteltavat teknologiat ovat NetFlow, 
IPFIX sekä sFlow. 
NetFlow 
NetFlow on Cisco Systemsin kehittämä teknologia verkkoliikenteen seurantaan. Tekno-
logia tarjoaa pääsyn IP-virtaustietoihin, jotka kulkevat havainnointipisteen lävitse. [31, 
52, 54] NetFlow on useiden laitevalmistajien tukema protokolla, joka on sulautettu 
verkkolaitteisiin [52]. NetFlow keskittyy OSI-viitemallin kerrosten kolme ja neljä tieto-
jen keräämiseen. NetFlow:n yhdeksäs versio laajentaa teknologian myös OSI-
viitemallin toisen kerroksen tietojen keräämiseksi. [55] 
Verkkolaitteet, joilta virtaustietoja kerätään, tarkastelevat liityntärajapintaan saapuvia 
paketteja ja kaappaavat virtaustiedot jokaisesta paketista tai perustuen näytteenotto ja 
suodatus määrittelyyn. Kerätyt virtaustiedot tallennetaan verkkolaitteen välimuistiin. 
Välimuistiin luodaan uusi virtaus ensimmäisestä paketista ja sitä päivitetään jatkuvasti 
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samoilla ominaisuuksilla saapuvien pakettien myötä. Välimuistiin kerätyt virtaustiedot 
lähetetään UDP:n tai SCTP:n (Steram Control Transport Protocol) välityksellä hallinta-
asemalle. Virtaustietojen lähetys voi tapahtua jaksottaisesti ajastettuna tai virtausväli-
muistin hallintaan perustuen. Näytteistys on vaihtoehto, jonka avulla voidaan pienentää 
kuormitusta vähentämällä käsiteltävien pakettien määrää. Näytteenotto voidaan konfi-
guroida toteutettavaksi tietyn pakettimäärän välein tai satunnaisesti vaihtuvin välein. 
NetFlow:sta on olemassa yhdeksän versioita, joista versiot viisi ja yhdeksän ovat ylei-
simmin käytettyjä. [52] Kuvassa 21 on esitetty NetFlow v9 virtaustallenne esimerkki.  
 
Kuva 21. Esimerkki NetFlow versio 9 virtaustallenteesta. Mukailtu lähteestä [56]. 
IP Flow Export protocol, IPFIX 
IETF perusti työryhmän verkkoliikenteenseurantaan soveltuvan protokollan kehittämis-
tä varten. Kehitystyö alkoi NetFlow-protokollan kehityksen kanssa päällekkäin ja 
IETF:n kehittämän protokollan nimeksi tuli IPFIX. Työryhmän tehtävä oli ensim-
mäiseksi määritellä protokollan vaatimukset ja arvioida useita ehdokasprotokollia. [49] 
Osana tätä arviointia NetFlow v9 valittiin IPFIX-protokollan perustaksi [49, 52]. IPFIX 
ei kuitenkaan ole pelkkä standardiversio Ciscon NetFlowsta, vaan se tuo mukanaan 
useita uusia ominaisuuksia [49]. IPFIX keskittyy NetFlown tavoin OSI-viitemallin ker-
rosten 2-4 virtaustietojen keräämiseen [55]. 
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IPFIX on suunniteltu vastaamaan verkkoliikenteen valvonnan nopeasti kasvaviin vaati-
muksiin tarjoamalla laajennettavan sekä joustavan tietomallin. Tietomalli voidaan räätä-
löidä vastaamaan erilaisia tarpeita. Protokolla tukee myös luotettavaa ja tietoturvallista 
tiedonsiirtoa SCTP, TCP sekä UDP -kuljetusprotokollia hyödyntäen. [52] IPFIX ja 
NetFlow -protokollan yhdeksäs versio ovat käytännössä hyvin samanlaiset. Teknisestä 
näkökulmasta katsottuna molemmilla protokollilla on sama tavoite ja samanlaiset ylei-
set periaatteet. Suurempi ero on poliittinen, IPFIX on avoin standardoimisorganisaation 
ylläpitämä protokolla, kun taas NetFlown määrittelystä vastaa yritys. [31] Kuvassa 22 
on esimerkki IPFIX-protokollan virtaustallenteesta. 
 
Kuva 22. Esimerkki IPFIX virtaustallenteesta. Mukailtu lähteestä [51]. 
Sampled Flow Protocol, sFlow 
Verkonvalvontaprotokolla sFlow on alun perin InMonin kehittämä [52, 57] ja saavutta-
nut laajan hyväksynnän useiden laitevalmistajien keskuudessa. sFlow on teollisuusstan-
dardi nopeiden kytkentäisten ja reititettyjen verkkojen valvontaan. [49, 57, 58] Tekno-
logia eroaa hieman aiemmin esitellyistä virtauksenseurantateknologioista. sFlown kyvyt 
pakettien tietopalojen sekä verkkolaiteiden rajapintalaskureiden keräämiseksi eivät ole 
tyypillisiä ominaisuuksia muille virtausteknologioille. sFlow ei tue 1:1 pakettinäytteen-
ottoa, joka on oletusarvoista muille virtausteknologioille. Arkkitehtuuriltaan NetFlow, 
IPFIX sekä sFlow ovat kuitenkin hyvin samantapaiset. [49] sFlow on suunniteltu tark-
kaan verkkoliikenteen seurantaan ja se skaalautuu kymmeniin tuhansiin valvottaviin 
kohteisiin yhdellä keräilijällä [58]. sFlow on kehitetty valvontateknologiaksi, joka tarjo-
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aa hyvän skaalautuvuuden ja yksityiskohtaisen raportoinnin verkkoliikenteestä. sFlow-
teknologia on suunniteltu OSI-viitemallin kerrosten 2-7 tietojen keräämiseksi. [52, 55, 
57] 
sFlow-valvontajärjestelmä koostuu agentista, joka on osa verkkolaitetta, sekä keskite-
tystä keräilijästä [44, 52, 58], joka on tavallisesti palvelimella suoritettava ohjelmisto 
[52]. sFlow-agentin tehtävä on koostaa verkkolaitteen liityntärajapintojen laskurit sekä 
pakettivirtojen näytteet ja lähettää ne sFlow-protokollalla keräilijälle UDP-
kuljetuskerroksen protokollaa hyödyntäen [52, 58]. UDP-kuljetusprotokollan käyttö vä-
hentää tietojen puskurointiin tarvittavan muistin määrää ja tarjoaa robustin tavan toimit-
taa tiedot oikea-aikaisesti myös verkon ollessa ruuhkautunut. UDP-kuljetusmekanismin 
epäluotettavuus ei vaikuta oleellisesti sFlown avulla toteutetun verkkoliikenteenvalvon-
tajärjestelmän luotettavuuteen. [58] Virtausta ei säilytetä verkkolaitteen välimuistissa, 
edellä esiteltyjen protokollien tavoin, vaan näytteet lähetetään heti näytteenoton yhtey-
dessä keräilijälle. Välittömästi tapahtuva tiedonsiirto minimoi verkkolaitteen muistin 
sekä suorittimen kuormituksen. [52]  
Näytteenottomekanismeja sFlow-agentilla on kaksi. Tilastollinen pakettipohjainen näyt-
teenotto paketeille sekä aikapohjainen näytteenotto laskureille. [44, 58] Pakettivirtojen 
näytteenoton tulee tarjota jokaiselle havaitulle paketille yhdenvertainen mahdollisuus 
tulla näytteistetyksi, riippumatta pakettivirrasta, johon se kuuluu. Laskurinäytteiden en-
sisijainen tavoite on toimittaa verkkolaitteen laskurit määräajoin keräilijälle. sFlow-
sanoman formaatti määrittelee standardoidun tavan näytteiden lähettämiseksi agentilta 
keräilijälle. sFlow-sanoman formaatti on määritetty käyttäen XDR (External Data Rep-
resentation) standardia. XDR on kompaktimpi kuin ASN.1 ja tarjoaa yksinkertaisem-
man menetelmä koodata sekä purkaa sanomat. [58] Kuvassa 23 on esimerkki sFlow-
protokollan virtausnäytteen tietorakenteesta. 
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Kuva 23. Esimerkki sFlow virtausnäytteestä. Mukailtu lähteestä [58]. 
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5 VERKONVALVONNAN TOTEUTUS 
Verkonvalvonta toteutettiin kuvan 24 mukaiseen verkkoympäristöön. Ympäristö koos-
tuu yli 30 verkkokytkimestä. Kuvassa esitetyt verkkolaitteet sijaitsevat maantieteellises-
ti laajalle alueelle hajautettuna. Laitosten välinen etäisyys on pisimillään useita kymme-
niä kilometrejä. Kuvan järjestelmän päälaitos on Laitos 1. Tässä laitoksessa sijaitsee au-
tomaatiojärjestelmään liittyvä päävalvomo, josta ohjataan myös muiden laitosten (2-10) 
prosesseja. Alaluvussa 5.1 toteutettu verkonvalvontasovellus sijaitsee päälaitoksessa. 
Laitosten välinen kommunikointi on toteutettu langattomien radiolinkkien avulla, jotka 
ovat asiakkaan omassa ylläpidossa. 
 
Kuva 24. Verkkoympäristö, johon verkonvalvontajärjestelmä toteutettiin. 
Esimerkki tällaisesta langattomasta radiolinkistä on Satel Oy:n valmistama Satellar XT 
5RC IP-radioreititin. Satellar IP-radioreititin tarjoaa luotettavan tiedonsiirtoyhteyden 
toimintakriittisiin sovellusympäristöihin, jotka edellyttävät vakautta, korkeaa saatavuut-
ta, turvallisuutta sekä pitkää kantamaa. IP-radioreititin toimii UHF (Ultra High Fre-
quency) -radiotaajuudella ja mahdollistaa useiden kymmenien kilometrien kantaman. 
[59] IP-radioreitin tukee TCP/IP-protokollapinon mukaisia protokollia, kuten TCP, 
UDP, ICMP sekä SNMP -protokollia. Laitteessa on valittavana myös kaksi eri salaus-
vaihtoehtoa, jotka ovat AES128 (Advanced Encryption Standard) ja AES256 -
lohkosalausmenetelmät. [60] 
Toteutetussa verkonvalvonnassa ei huomioitu laitteita, jotka sijaitsevat liitettyinä val-
vottaviin verkkokytkimiin. Palvelimien, logiikoiden sekä muiden automaatiolaitteiden 
valvonta on kuitenkin huomioitu verkonvalvontaprotokollia valitessa ja järjestelmän to-
teutusta suunniteltaessa. Automaatiolaitteiden rajoittuneet ominaisuudet verkonvalvon-
taprotokollien tukemisessa luovat kuitenkin haasteita. Esimerkiksi logiikoiden tarjoamat 
SNMP MIB -tiedostot ovat rajoittuneita, eikä niistä saada hallintatietoa yhtä tehokkaasti 
kuin perinteisistä IT-verkkolaitteista. Automaatiolaitteista saadaan rajallisesti kunnon-
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valvonnan tarpeisiin soveltuvia objekteja. Käyttämällä IT-laitteita automaation asetta-
mien mahdollisuuksien rajoissa, voidaan automaatioverkosta kerätä tietoa logiikoiden ja 
kenttälaitteiden välisestä tietoliikenteestä, esimerkiksi virtauksenseuranta teknologioi-
den avulla. Yksi lisämahdollisuus automaation Ethernet-väyläratkaisujen valvomiseksi 
voisi olla tämän diplomityön ulkopuolelle rajautuva pakettienkaappaus ja pakettien si-
sällön analysointi. 
Verkonvalvonta toteutettiin keskitetyllä arkkitehtuurilla. Tämän arkkitehtuurin hyötyjä 
on helpompi hallittavuus sekä nopea käyttöönotto. Haittapuolena voidaan pitää valvon-
tatiedon keruuta verkkoyhteyksien ollessa häiriintyneenä. Järjestelmän toteuttaminen 
hajautetun tai hierarkkisen verkonvalvonnan avulla on myös mahdollista. Arkkitehtuu-
ria voidaan myös muokata lisääntyvän suorituskykytarpeen ilmetessä.  
Valvontajärjestelmä toteutettiin interaktiivisena, joka tarkoittaa, että valvontaa suorite-
taan jatkuvasti passiivisena ja aktiivisena valvontana. Järjestelmä ei kuitenkaan suorita 
automaattisia toimenpiteitä ongelmien korjaamiseksi tai niiden juurisyiden eristämisek-
si. Nämä toimenpiteet tapahtuvat laitteiston ja järjestelmän ylläpitäjän toimesta. Alalu-
vussa 5.2 tarkastellaan järjestelmän testausta ja testauksen tuloksia. Alaluvussa 5.3 käsi-
tellään tämän työn pohjalta löydetyt jatkotutkimus ja -kehitys kohteet. 
5.1 Verkonvalvontasovellus 
Verkonvalvontasovellus toteutettiin Linux Ubuntu -käyttöjärjestelmälle. Toteutus ei 
kuitenkaan ole sidoksissa kyseiseen Linux versioon. Verkonvalvontakokonaisuutta läh-
dettiin suunnittelemaan kahdesta lähtökohdasta, jotka esitellään seuraavaksi. 
Ensimmäinen lähtökohta oli kyselypohjaisen verkonvalvonnan toteuttaminen. Tähän 
tehtävään valittiin Nagios-sovellus. Nagioksen toimintaa täydentämään ja visuaalisuus-
vaatimusta toteuttamaan valittiin Nagioksen kanssa yhteistyöhön suunniteltu Nagvis-
sovellus. Tämän lisäksi Nagios tarvitsee joukon liitännäisohjelmia, joiden avulla varsi-
naiset valvontatoiminnot voidaan suorittaa. Alaluvussa 5.1.1 käsitellään tarkemmin Na-
gios-sovellusta ja sen kanssa yhteistyössä toimivaa kokonaisuutta. 
Toinen lähtökohta oli tapahtumapohjaisen verkonvalvonnan toteuttaminen. Tähän teh-
tävään valikoitui Elastic Stack -ohjelmistopino. Elastic Stack -ohjelmistopino ei ole var-
sinaisesti erikoistunut verkonvalvontatehtäviin, mutta sen avulla oli mahdollista toteut-
taa tapahtumapohjainen lokien ja hälytysten keruujärjestelmä. Toinen valintaan vaikut-
tanut asia oli mahdollisuus kerätä ja analysoida virtausteknologioiden avulla kerättäviä 
suorituskyvyn valvontaan liittyviä tietoja. Myös tilaajayrityksen olemassa olevien Elas-
tic Stack -ohjelmistopinolla toteutettujen ominaisuuksien implementoiminen tulevai-
suudessa vaikutti valintaan. Alaluvussa 5.1.2 on esitetty tarkemmin Elastic Stack ja sii-
hen sisältyvät ohjelmistot.  
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Verkonvalvontakokonaisuuteen on mahdollista valita yksi tai useampi edellä mainituis-
ta ominaisuuksista. Valvontasovellus voidaan ottaa käyttöön niin, että se sisältää joko 
kyselypohjaisen verkonvalvontamenetelmän, tapahtumapohjaisen lokien ja hälytysten 
keruujärjestelmän tai suorituskyvyn valvonnan virtausteknologioiden avulla. Näistä 
kolmesta ominaisuudesta on myös mahdollista koostaa haluttu kokonaisuus tai ottaa 
käyttöön ne kaikki. Kuvassa 25 on esitetty komponentit, joista verkonvalvonnan sovel-
luskokonaisuus koostuu. Kuvassa ilmenee myös sovellusten välinen ja järjestelmän si-
säinen kommunikointi sekä Aruba merkkisen verkkokytkimen ja verkonvalvontasovel-
lusten välinen kommunikaatio. 
 
Kuva 25. Työssä koostetun verkonvalvontakokonaisuuden arkkitehtuuri. 
5.1.1 Nagios 
Verkonvalvontasovelluksen kyselypohjainen valvonta toteutettiin Nagios Core -
sovelluksella. Nagios Core -sovellus on ilmainen avoimen lähdekoodin työkalu verkon- 
ja järjestelmänvalvontaan. Sovelluksen pohjalta on myös kehitetty kaupallinen versio 
nimeltä Nagios XI. Kaupalliseen versioon on kerätty käyttäjälle valmiiksi liitännäisso-
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velluksia sekä muita ominaisuuksia, joiden ansiosta sen käyttöönottaminen on hieman 
yksinkertaisempaa. Käytön aloittaminen ja järjestelmän konfigurointi Nagios Core -
versiossa on verrattain monimutkaisempaa, mutta ominaisuuksia ja liitännäissovelluksia 
löytyy laajan kehitysyhteisön ansiosta runsaasti. Seuraavaksi käydään läpi kyselypohjai-
sen valvonnan toteutuksessa käytetyt sovelluskomponentit sekä selvitetään, mitä kom-
ponenttien avulla tehtiin. Kuvassa 26 on esitetty Nagios-prosessi sekä siihen liittyvät 
aktiiviset ja passiiviset tarkastukset.  
 
Kuva 26. Nagios-prosessi. Mukailtu lähteestä [61]. 
Nagios Core 
Nagios Coren (myöhemmin Nagios) avulla voidaan valvoa verkkolaitteiden toimintaa. 
Nagios suorittaa jatkuvasti sille määritellyt testit ja tarkastaa testien tuloksien avulla 
verkon laitteiden tilan sekä toiminnan. Nagioksen valvonnan tarkoituksena on tunnistaa 
mahdollisimman nopeasti laitteet, jotka eivät toimi odotetulla tavalla. [62] Näitä Nagi-
oksen suorittamia testejä kutsutaan aktiivisiksi testeiksi. Nagios voi toimia myös kuun-
telijana testituloksille, jolloin testit suoritetaan muualla ja valmiit tulokset lähetetään 
Nagiokselle. Tätä kutsutaan passiiviseksi testaamiseksi. [61]  
Nagios jakaa valvonnan kahteen kategoriaan, joita ovat isäntien- ja palveluidenvalvonta 
[61, 62]. Isännällä tarkoitetaan verkossa olevia fyysisiä tai virtuaalisia laitteita, kuten 
kytkimiä, reitittimiä ja palvelimia. Palvelulla tarkoitetaan esimerkiksi palvelimella suo-
ritettavaa SSH (Secure Shell) prosessia. [62] Nagios reagoi isäntien ja palveluiden tilan 
muutokseen tai tapahtumaan käyttämällä tapahtumakäsittelijöitä. Tapahtumakäsitteli-
jöiden avulla voidaan lähettää esimerkiksi sähköposti tai suorittaa skripti, joka pyrkii 
korjaamaan ongelman automaattisesti. [61] 
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Nagios suorittaa kaikki valvontatehtävät erillisillä lisäohjelmilla. Lisäohjelmat ovat käy-
tännössä skriptejä sekä pieniä sovelluksia, joita Nagios suorittaa määritetyin aikavälein. 
Liitännäissovellukset ovat vastuussa varsinaisten valvontatoimintojen suorittamisesta ja 
tulosten analysoimisesta. Valmiita liitännäissovelluksia on tarjolla lukuisia, mutta niitä 
voi myös rakentaa itse. Tämä laajentaa Nagioksen käyttömahdollisuuksia ja sen ansiosta 
voidaan valvoa lähes mitä tahansa. [61, 62] Lisäohjelmat voidaan kirjoittaa millä tahan-
sa ohjelmointikielellä [62]. 
Nagios valvontajärjestelmä voidaan toteuttaa alaluvussa 4.2 esitettyjen arkkitehtuurien 
avulla. Se voidaan toteuttaa keskitetyn arkkitehtuurin lisäksi myös hajautettuna tai hie-
rarkkisena. Valvonta voidaan toteuttaa useiden Nagios-palvelimien avulla, jotka valvo-
vat omia verkkosegmenttejä. Hajautetut Nagios-palvelimet lähettävät tulokset keskite-
tylle Nagios palvelimelle, joka kerää kootusti kaikkien suoritettujen testien tulokset. 
[62] 
Nagioksen selainpohjainen käyttöliittymä tarjoaa sisäänrakennetun raportoinnin. Rapor-
tointi sisältää esimerkiksi saatavuusraportin, trendit laitteiden tiloista sekä hälytystiedot. 
Usein Nagiosta laajennetaan myös tässä yhteydessä lisäosilla, jotka parantavat histo-
riatrendien seuraamista ja visualisoi tiedot tehokkaammin. Lisäosat hyödyntävät Nagi-
oksen keräämiä tietoja ja esittävät ne erilaisilla visualisointityökaluilla. Useimmiten tie-
dot tallennetaan tässä yhteydessä RRD (Round Robin Database) -tiedostoon. Rapor-
toinnin parantamiseen soveltuvia lisäosia ovat esimerkiksi PNP4Nagios sekä Nagios-
graph. [61] 
Nagiosta käytettiin tässä tutkimuksessa aktiivisten verkonvalvontaoperaatioiden suorit-
tamiseen TMN-viitekehyksen elementinhallinnan tasolla. Nagioksen avulla toteutettiin 
FCAPS-toimintamallin mukainen vikojen valvonta huomioiden verkonvalvonnalle ase-
tetut vaatimukset. Kyselypohjaista verkonvalvontaa lähdettiin toteuttamaan kahdella 
tarkoitukseen soveltuvalla verkonvalvontaprotokollalla. Valitut protokollat olivat 
SNMP sekä ICMP. 
Nagios konfiguroitiin suorittamaan kyselyt SNMP-protokollan avulla. Kyselyt suorite-
taan verkkolaitteille sopivin määräajoin, valvottavasta objekteista riippuen kyselyitä 
suoritetaan 1-5 minuutin välein. Verkkolaitteilta kerätään hallittavien objektien arvot, 
kuten rajapinnan porttien tilat ja pakettivirheet, prosessorin kuormitus, laitteen lämpötila 
sekä siirtoyhteyskerrokselle liittyvien laskureiden arvot, kuten CRC (Cyclic Redundan-
cy Check), FCS (Frame Check Sequence) ja Duplex mismatch.  
MRTG (Multi Router Traffic Grapher) -ohjelmiston avulla muodostetaan verkkolaitteen 
rajapinnan liikennemäärien lokitiedostot. MRTG-ohjelmisto ja sen toiminta esitellään 
myöhemmin tässä luvussa. Nagioksen avulla valvotaan liikennemääriä seuraamalla 
MRTG:n tuottamien lokitiedostojen sisältöä. 
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Nagioksen avulla suoritetaan jokaiselle verkkolaitteelle ICMP echo -kyselyt sopivin vä-
liajoin, tässä tapauksessa kahden minuutin välein. Tällä tavalla varmistetaan laitteen ta-
voitettavuus verkossa sekä pystytään samalla valvomaan viivettä ja pakettien katoamista 
verkossa. Kaikille Nagioksen avulla valvottaville asioille määritellään raja-arvot, joiden 
ylittyessä muodostetaan varoituksia sekä hälytyksiä. Nagioksen hälytykset toteutettiin 
web-käyttöliittymän tarjoamien hälytyksien lisäksi Nagvis-visualisointilisäosalla sekä 
sähköpostihälytyksinä. Kuvassa 27 on kuvakaappaus Nagioksen käyttöliittymästä. Ku-
vassa näkyy neljän verkkolaitteen ICMP echo -kyselyiden tila ja tulokset, sekä yhden 
verkkolaitteen rajapinnan porttien tilat ja liikennemäärät. 
 
Kuva 27. Nagioksen selainpohjainen käyttöliittymä, jossa näkyy valvonnan kohteena 
olevia laitteita sekä palveluita. 
NagVis 
Nagvis on Nagioksen valvontatietojen visualisointiin tarkoitettu lisäosa. Nagvis on 
avoimen lähdekoodin toteutus. Nagvisin avulla voidaan esittää Nagioksen valvontatie-
dot interaktiivisten karttojen ja ikonien avulla. Nagvis tarjoaa selainpohjaisen käyttöliit-
tymän, jonka avulla karttoja voidaan luoda sekä muokata. [63] Karttoja voidaan luoda ja 
muokata selaimen lisäksi myös tekstipohjaisina määrittelytiedostoina. 
Nagvis tarjoaa Nagiokseen määritetyt verkkolaitteet ja palvelut automaattisesti, eikä nii-
tä tarvitse määritellä uudelleen Nagvisia käyttöönotettaessa. Karttapohjana voidaan 
käyttää esimerkiksi laitoksen pohjakuvaa tai maantieteellistä karttaa. Maantieteellisen 
kartan avulla voidaan helposti havainnollistaa maantieteellisesti hajautettujen verkko-
laitteiden tilaa yhdellä näkymällä. Kuvassa 28 on kuvakaappaus Nagvisin maantieteelli-
sestä karttanäkymästä. Kuvassa näkyy yleisnäkymä laitosten verkkolaitteiden tiloista. 
Nagvisin kartat voivat olla hierarkkisia, jolloin yleisnäkymästä päästään siirtymään aina 
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yksityiskohtaisempiin kuviin. Nagvisin ja Nagioksen yhteistyö toimii saumattomasti ja 
Nagvisin näkymästä päästään siirtymään Nagioksen käyttöliittymään, painamalla kartal-
ta verkkolaitetta tai palvelua. Nagvis tarjoaa mahdollisuuden omien ikonien käyttämi-
seen sekä karttanäkymien ja tilatietojen kooste pop-up -ikkunoiden muokkaamiseen. 
 
Kuva 28. Nagvisin selainpohjainen käyttöliittymä, jossa näkyy laitosten maantieteelli-
nen sijainti, laitoskohtaisten verkkolaitteiden yhdistetyt tilatiedot sekä laitosten välisien 
yhteyksien tilat. 
Nagvis tarvitsee taustalle ohjelmiston, jonka avulla Nagioksen valvontatiedot saadaan 
käytettäviksi ulkopuolisessa ohjelmassa [63]. MK Livestatus käyttää Nagios Event Bro-
ker API (Application programming interface) -rajapintaa, jonka avulla tiedot luetaan 
suoraan Nagioksen sisäisistä tietorakenteista. [63, 64] MK Livestatus on erittäin yksin-
kertainen moduuli Nagioksen tapahtumien välittämiseksi. MK Livestatus sisältyy uu-
simpiin Nagvis versioihin. Nagvis taustaohjelmia on olemassa muutama erilainen vaih-
toehto, mutta ne eivät suoriudu tehtävästä yhtä tehokkaasti ja tarvitsevat lisäksi erillisen 
tietokannan. [63] 
Verkon visualisointi ja ongelmakohtien esittäminen selkeästi graafisen käyttöliittymän 
avulla verkon ylläpitäjälle, oli vaatimuksena toteutettavalle valvontajärjestelmälle. Nag-
vis tarjoaa työkalut tämän vaatimuksen toteuttamiseksi. Nagvisin avulla pystytään tar-
joamaan erilaisia graafisia käyttöliittymiä ja näyttämään verkon osa-alueiden kootut se-
kä yksityiskohtaiset tilatiedot.   
Nagvisin avulla luotiin erilaisia karttoja, jotka kuvaavat verkon fyysisiä topologioita, 
verkkolaitteita sekä verkkolaitteiden sijaintia kyseisessä järjestelmässä. Nagvisin pää-
kuvaksi toteutettiin maantieteellinen karttanäkymä, josta käy ilmi laitosten sijainnit ja 
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laitosten välisten yhteyksien tilat. Kartan avulla esitetään myös jokaisen laitoksen verk-
kolaitteiden tilojen yhteenveto. 
Jokaisesta laitoksesta toteutettiin laitoskohtaisten laitteiden koostesivu, jossa näkyy ky-
seisen laitoksen kaikkien verkkolaitteiden tilat. Alimmaksi kartaksi hierarkiassa toteu-
tettiin yksittäisten verkkolaitteiden tiloja kuvaavat sivut, esimerkki tällaisesta sivusta on 
esitetty kuvassa 29. Tältä alimmalta kartalta voidaan siirtyä Nagioksen käyttöliittymään, 
josta nähdään vielä tarkemmat tiedot valvottavasta verkkolaitteesta tai sen palvelusta. 
Nagvisin avulla toteutettiin käytännönläheinen ja selkeä kuvaus verkosta, verkon lait-
teista sekä laitteiden välisistä suhteista. 
 
Kuva 29. Nagvisin selainpohjainen käyttöliittymä, jossa näkyy yhden verkkolaitteen 
yleinen tila sekä rajapintakohtaisten palveluiden tilat. 
Multi Router Traffic Grapher (MRTG) 
MRTG on avoimen lähdekoodin sovellus, jota on yleisesti käytetty verkkolaitteiden lii-
kennemäärien keräämiseksi. MRTG kerää verkkolaitteiden liikennemäärät SNMP-
protokollan avulla. MRTG ylläpitää lokitiedostoja laitteilta kerätyistä arvoista. Näitä lo-
kitiedostoja voidaan käyttää hyväksi verkonvalvonnassa. Nagioksen avulla voidaan seu-
rata ja valvoa MRTG:n lokitiedostojen arvoja. Nagios vertailee MRTG:n lokitiedostossa 
olevia arvoja asetettuihin raja-arvoihin. Raja-arvojen ylityksestä voidaan suorittaa Na-
giokselle tyypilliset toimenpiteet, kuten automaattinen tehtävän käynnistys tai hälytyk-
sen muodostus. [65] 
MRTG:n avulla on mahdollista luoda automaattisesti päivittyviä graafisia kuvaajia. Tar-
jolla on neljä kuvaajaa, jotka piirtävät lokitiedoston arvot päivä, viikko, kuukausi sekä 
vuosi tasolla. MRTG tuottaa myös selainpohjaisen käyttöliittymäsivun, jonka avulla 
graafisia kuvaajia voidaan seurata. MRTG:n käyttö ei kuitenkaan rajoitu ainoastaan 
verkkoliikenteen keräämiseen. MRTG:n avulla on mahdollista kerätä vapaasti valittujen 
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SNMP-objektien arvoja. MRTG-sovellusta on mahdollista käyttää yhteistyössä 
RRDtool-sovelluksen kanssa. RRDtool-sovellus esitellään jäljempänä tässä luvussa. 
Näiden sovellusten yhteistyössä MRTG ei tuota grafiikoita, vaan kerää ainoastaan tiedot 
verkkolaitteilta ja tallentaa ne RRD-tietokantaan. RRDtool-sovelluksen avulla huolehdi-
taan grafiikoiden tuottamisesta sekä tietokannan ylläpidosta. [65] 
MRTG-sovellusta käytettiin verkkolaitteiden rajapinnan liikennemäärien laskureiden 
kyselyyn SNMP-protokollan avulla. MRTG:n avulla lasketaan verkkolaitteiden liiken-
nemäärien kumulatiivisista laskureista tulevan sekä lähtevän liikenteen nykyinen arvo. 
Liikennemäärät luetaan verkkolaitteilta viiden minuutin välein. Jokaisen luennan yhtey-
dessä arvot päivitetään MRTG:n lokitiedostoihin sekä luodaan päivitetyt graafiset ku-
vaajat. Vaatimuksena oli seurata liikennemääriä. Nagioksen avulla valvotaan lokitiedos-
tojen arvoja ja seurataan että ne eivät ylitä asetettuja raja-arvoja. MRTG:n luomat ku-
vaajat tuottavat lisäarvoa ja niiden avulla voidaan tarkastella pitkällä aikavälillä liiken-
nemäärien kehittymistä. Kuvassa 30 on esitetty MRTG:n luomat graafiset kuvaajat 
verkkolaitteen yhdestä rajapinnasta. 
 
Kuva 30. MRTG:n luomat kuvaajat verkkolaitteen rajapinnan liikennemääristä. 
5.1.2 Elastic Stack 
Elastic Stack -sovelluskokonaisuus koostuu neljästä avoimen lähdekoodin sovellukses-
ta. Nämä sovellukset ovat Elasticsearch, Logstash, Beats ja Kibana. Käytännössä nimi 
Beats viittaa useisiin toimintaperiaatteeltaan samankaltaisiin sovelluksiin. [66] Viralli-
sesti tuettuna on kuusi Beats-ohjelmaa, jotka ovat Auditbeat, Filebeat, Heartbeat, Met-
ricbeat, Packetbeat sekä Winlogbeat [67].  Elastic Stack -sovelluksia kehittää, hallinnoi 
sekä ylläpitää Elastic-ohjelmistoyritys [68]. 
  58 
Elasticsearch on hakumoottori sekä NoSQL-tietovarasto, joka pohjautuu Apache Lu-
cence hakumoottoriin. Logstash on tiedonkeruutyökalu, joka kykenee vastaanottamaan 
eri lähteistä tulevaa tietoa, suorittamaan tiedon muotoilun sekä lähettämään käsitellyn 
tiedon tallennettavaksi tai analysoitavaksi. Kibana on tiedon visualisointiin erikoistunut 
ohjelmisto, joka toimii Elasticsearch-sovelluksen päällä. [68] Beats-ohjelmat ovat ope-
ratiivisen tiedon lähettäjiä. Beats-ohjelmat lähettävät tiedot valvottavalta palvelimelta 
suoraan tallennettavaksi Elasticsearchille tai muokattavaksi Logstashille. [67] 
Elastic Stack -sovelluskokonaisuutta käytetään yleisesti IT-ympäristöissä keskitettynä 
lokien keruu järjestelmänä. Kuvassa 31 on esitetty Elastic Stack -
ohjelmistokokonaisuus, jota käytetään lokitietojen keräämiseen. Beats-sovellusten avul-
la lähetetään seurattavien verkkolaitteiden lokit Logstashille. Logstashin avulla muoka-
taan vastaanotettu lokisanoma haluttuun muotoon. Tämän jälkeen lokitiedot indeksoi-
daan ja tallennetaan Elasticsearchin toimesta. Lopuksi Kibanan avulla voidaan etsiä, 
esittää sekä analysoida tietoja visuaalisessa muodossa. Elastic Stack -
sovelluskokonaisuus on noussut suureen suosioon, koska se vastaa lokien analysoinnin 
tarpeisiin ja tuo vaihtoehdon kaupallisille sovelluksille.  [68]  
 
Kuva 31. Elastic Stack -ohjelmistokokonaisuus lokitietojen keräämiseksi. Mukailtu läh-
teestä [68]. 
Elastic Stack -sovelluskokonaisuutta käytettiin tässä tutkimuksessa keskitetyn lokien 
keruu järjestelmän luomiseen. Lokien keruu järjestelmä toimii TMN-viitekehyksen 
elementinhallinnan tasolla. Lokien keruu järjestelmän avulla toteutettiin FCAPS-
toimintamallin vikojen valvonnan osa-alue, joka vastaa tapahtumapohjaiseen vikojen 
valvontaan. Elastic Stack -sovelluskokonaisuuden avulla kerättiin myös kokeilumielessä 
virtausteknologioiden avulla tuotettuja virtaustallenteita. Virtaustallenteiden avulla voi-
daan tuottaa arvokasta tietoa TMN-viitekehyksen elementinhallinnan sekä verkonhal-
linnan tasoille. Virtaustallenteiden avulla pystytään vastaamaan FCAPS-toimintamallin 
suorituskyvyn valvonnan sekä vikojen valvonnan osa-alueisiin. 
Filebeat 
Filebeat on kevyt ohjelmisto lokitietojen välittämiseen. Filebeat seuraa haluttuja lokitie-
dostoja, kerää niistä tapahtumat ja lähettää ne eteenpäin. Filebeat koostuu kahdesta pää-
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komponentista, jotka ovat syötteet (inputs) sekä keräilijät (harvesters). Nämä kom-
ponentit toimivat yhteistyössä. Syöte-komponentti on vastuussa keräilijöiden hallinnasta 
ja tietolähteiden etsimisestä. Syöte-komponentti tarkastaa kaikki tiedostot ja päättää tar-
vitseeko keräilijä käynnistää, onko keräilijä jo käynnissä vai voiko tiedoston ohittaa. 
Yksi keräilijä on aina vastuussa yhden tiedoston sisällön lukemisesta. [69] 
Keräilijät lukevat tiedostot rivi kerrallaan ja lähettävät tiedot eteenpäin. Filebeat ylläpi-
tää rekisteriä tiedoston tilasta, eli siitä mitkä tiedoston rivit on viimeksi luettu. Keräilijä 
jatkaa aina siitä mihin on viimeksi jäänyt. Samalla varmistetaan, että kaikki tiedoston 
rivit tulee lähetettyä. Jos lähetyksiä vastaanottava osapuoli ei ole tavoitettavissa Filebeat 
pitää kirjaa siitä, mitkä rivit ovat viimeksi lähetetty. Tietojen lähettämistä jatketaan vä-
littömästi, kun vastaanottaja on jälleen tavoitettavissa. [69] 
Filebeat-sovellusta ei käytetty tämän diplomityön puitteissa, koska työtä ei laajennettu 
koskemaan palvelinten valvontaa. Filebeat-sovellus on kuitenkin huomioitu ja se näkyy 
osana verkonvalvontajärjestelmän sovelluskokonaisuutta kuvassa 25. Filebeat tulee 
osaksi järjestelmää välittömästi, kun palvelimien lokitietojen kerääminen halutaan aloit-
taa. 
Logstash 
Logstash on tiedonkeräysmoottori, joka mahdollistaa tietojen keräämisen ja muokkaa-
misen lähes reaaliaikaisesti [70]. Logstash perustuu liukuhihna-arkkitehtuuriin (pipeline 
architecture). Logstashin avulla voidaan kerätä tietoa useilta lähteiltä samanaikaisesti, 
muokata tietoja sekä lähettää muokatut tiedot tallennettavaksi, esimerkiksi Elasticsear-
hille. [71] Logstash on alun perin kehitetty lokitietojen keräämiseen, mutta sen ominai-
suuksia on laajennettu koskemaan kaikenlaisten tietovirtojen keräämistä. 
Logstashin avulla voidaan dynaamisesti yhdistää tiedot erilaisista lähteistä sekä norma-
lisoida ne haluttuun muotoon [70]. Tämän jälkeen tietoa voidaan etsiä sekä analysoida 
tehokkaammin liiketoiminnan arvon tuottamista varten. Logstashin arkkitehtuuri mah-
dollistaa yli 200 valmiin moduulin käytön, joista yksi esimerkki on NetFlown keräämi-
seen tarkoitettu moduuli. Kuvassa 32 on esimerkki NetFlow-moduulin avulla kerätyistä 
virtaustallenteista visualisoituna Kibanassa. [71] 
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Kuva 32. Logstash-moduuli NetFlow-virtaustallenteiden keräämiseksi ja visualisoi-
miseksi Kibanassa. [70].  
Tässä tutkimuksessa kerättiin Logstashin avulla verkkokytkimien Syslog ja SNMP Trap 
-sanomia. Syslog-sanomat kerättiin verkkokortin UDP-liikenteestä portista 514. Kerätyt 
sanomat muotoiltiin sopivaan muotoon ja niihin lisättiin ilmoituksen vakavuutta kuvaa-
van numeron lisäksi myös tekstimuotoinen vakavuuden kuvaus. SNMP Trap -sanomia 
oli tarkoitus lukea verkkokortin liikenteestä Logstashin tarjoamalla SNMP Trap -
moduulilla. Moduulin avulla ei kuitenkaan saatu aikaiseksi toivottua tulosta. Moduuli ei 
kääntänyt OID-yksilöintitunnuksia eikä SNMP Trap -sanomia MIB-tiedostojen avulla 
selkokieliseen muotoon. Tästä johtuen SNMP Trap -sanomia päädyttiin keräämään 
NET-SNMP -sovelluksella. NET-SNMP -sovellus määritettiin kuuntelemaan SNMP 
Trap -sanomia verkkokortin UDP-liikenteestä portista 162. NET-SNMP suoriutuu moit-
teettomasti myös sanomien kääntämisestä selkokieliseen muotoon. Tämän jälkeen sa-
nomat muokattiin vielä haluttuun muotoon Logstashin avulla. Sanomien muokkauksen 
jälkeen Logstash lähettää ne JSON (JavaScript Object Notation) -dokumentteina tallen-
nettavaksi Elasticsearchiin.  
Logstashin avulla kokeiltiin myös kerätä NetFlow ja sFlow -sanomia. Netflow sano-
mien kerääminen onnistuu kohtuullisen helposti käyttämällä valmista NetFlow-
moduulia. sFlow-sanomien kerääminen onnistuu myös esimerkiksi Logstashin tarjoa-
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man sFlow-koodekin avulla. Vastaavia suodattimia ja tiedon muotoilua on mahdollista 
rakentaa myös itse, esimerkiksi NetFlow, sFlow sekä IPFIX -sanomille. Tämä edellyttää 
kuitenkin syvällistä perehtymistä kyseisiin teknologioihin.  
Elasticsearch 
Elasticsearch on skaalautuva tekstihaku- ja analysointimoottori [72], joka toimii myös 
NoSQL-dokumenttien tietovarastona [66]. Sen avulla voidaan tallentaa, hakea sekä ana-
lysoida suuria määriä tietoa nopeasti ja lähes reaaliaikaisesti. Elasticsearchilla on useita 
käyttökohteita, esimerkiksi loki- ja tapahtumatietojen varastointi sekä analysointi. [72] 
Elasticsearchin lähes reaaliaikaisuudella tarkoitetaan, että keskimääräinen viive doku-
mentin saapumisesta siihen, että se on käytettävissä, on noin yhden sekunnin mittainen. 
Elasticsearch voidaan suorittaa yhdellä palvelimella tai laajentaa sen klusteria useille 
palvelimille. Järjestelmä, joka koostuu useista palvelimista, mahdollistaa kuormituksen 
tasaamisen ja silti yhtenäisesti toimivan tietojen sälyttämisen, indeksoinnin sekä haku-
toiminnon. Indeksoinnilla tarkoitetaan samanlaisia ominaisuuksia sisältävien dokument-
tien kokoelmaa.  
Tässä tutkimuksessa Elasticsearchia käytettiin tietovarastona, johon tallennetaan Syslog 
ja SNMP Trap -sanomat. Elasticsearchia käytettiin tallentamaan tietoa, jota halutaan 
myöhemmin etsiä ja esittää Kibanan analysointi- ja visualisointityökalun avulla. Vir-
tausteknologioita testattaessa virtaustallenteet varastoitiin myös Elastcisearchin avulla. 
Elasticsearch tietovarasto vastaa valvontasovelluksen vaatimukseen, jonka mukaan alus-
tan tulee olla skaalattavissa tulevaisuuden tarpeita varten. Liitteen B kuvassa 1 on esitet-
ty Elasticsearchiin tallennettu JSON-dokumentti, joka sisältää sFlow-virtaustallenteen. 
Kibana 
Kibana on selainpohjainen analysointi- ja visualisointialusta, joka on suunniteltu käytet-
täväksi yhdessä Elasticsearchin kanssa. Kibanan avulla voidaan etsiä, tarkastella ja olla 
vuorovaikutuksessa Elasticsearchin indeksoitujen dokumenttien kanssa. Sen avulla voi-
daan suorittaa tiedon analysointia ja visualisoida tiedot erilaisten kaavioiden, taulukoi-
den sekä karttojen avulla. Sen selainpohjaisen käyttöliittymän avulla voidaan tehdä ja 
jakaa dynaamisia hallintapaneeleita (dashboards), jotka näyttävät ja päivittävät lähes re-
aaliaikaisesti Elasticsearch kyselyiden tulokset. [66] 
Tässä tutkimuksessa Kibanaa käytettiin lokitietojen visuaaliseen esittämiseen. Kibanan 
avulla toteutettiin hallintapaneelit Syslog sekä SNMP Trap -sanomille. Hallintapanee-
lien avulla tuotetaan verkonvalvonnan tarpeisiin informaatiota havainnollisessa ja selke-
ässä muodossa. Kibanan avulla on mahdollista suodattaa ja tarkastella tietoja vapaasti 
valittavien suodatusperusteiden avulla. Lokitietoja voidaan tarkastella esimerkiksi eri-
laisilla aikaväleillä sekä suodattaa näkyviin vain tietyn tyyppiset tai tietyn laitteen loki-
sanomat. Suodatusominaisuudet auttavat verkon ongelmatilainteiden selvittämisessä, 
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jolloin voidaan tarkastella kaikkia ongelmatilanteen aikana tai sitä edeltäneellä ajanhet-
kellä vastaanotettuja lokisanomia. Näiden lokisanomien perusteella voidaan selvittää 
esimerkiksi ongelman juurisyitä. Kuvassa 33 on esitetty Kibanalla toteutettu Syslog-
sanomien hallintapaneeli. Vastaava hallintapaneeli toteutettiin myös SNMP Trap -
sanomille. 
 
Kuva 33. Kibanan selainpohjainen käyttöliittymä, jossa on visualisoituna kerättyjen 
Syslog-sanomien sisältö. 
5.2 Testaus ja tulokset 
Toteutetun verkonvalvontajärjestelmän testaus on suoritettu useassa vaiheessa sekä eri-
laisissa ympäristöissä. Kehitysvaiheen testaus suoritettiin muutaman verkkokytkimen ja 
virtuaaliympäristöön asennetun Linux-käyttöjärjestelmän avulla. Verkonvalvontajärjes-
telmän kehitysvaiheen testaus suoritettiin toimistoympäristössä ja tuotantotestaus suori-
tettiin asiakkaan tuotantoympäristössä.  
Toteutettu verkonvalvontakokonaisuus voidaan jakaa karkeasti kahteen osaan, joista en-
simmäinen osa käsittelee aktiivista ja toinen passiivista valvontaa. Ensimmäinen osa to-
teutettiin alaluvun 5.1.1 mukaisena järjestelmänä, joka suorittaa kyselypohjasta valvon-
taa. Ensimmäinen osa otettiin käyttöön myös asiakkaan tuotantoympäristössä ja sitä on 
testattu käyttöönotosta lähtien seuraamalla säännöllisesti järjestelmän toimintaa. Tuo-
tantoympäristössä käyttöönotettu osuus verkonvalvontajärjestelmästä on esitetty kuvas-
sa 34.  
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Kuva 34. Aktiiviseen kyselypohjaiseen verkonvalvontaan perustuva osuus toteutetusta 
verkonvalvontakokonaisuudesta. 
Järjestelmän ensimmäisen osan tuotantoympäristön testauksen perusteella ollaan havait-
tu, että järjestelmä ei aiheuta haittaa verkon normaalille toiminnalle. Tietoa järjestelmän 
toiminnasta kerätään pidemmältä aikaväliltä, näin voidaan tulkita kerätyn tiedon avulla 
verkon normaalin toiminnan tunnusluvut. Näiden tunnuslukujen perusteella voidaan 
määritellä valvottavien kohteiden raja-arvot, esimerkiksi liikennemäärien raja-arvot. 
Tuotantotestaus on osoittanut järjestelmän toimivuuden verkon topologian ja verkkolait-
teiden tilojen visualisoimisessa. Verkon toiminnan tila ja verkon rakenne on selkeästi 
ymmärrettävissä toteutetun järjestelmän avulla. Tuotantoympäristön verkko on toiminut 
testauksen aikana ilman suurempia ongelmia ja tämä on yksi syy siihen, miksi testausta 
on jatkettava edelleen tarkempien tulosten saavuttamiseksi.  
Yksi testauksen aikana havaittu ongelma oli rikkoutunut Ethernet-kaapeli. Rikkoutunut 
kaapeli aiheutti verkkolaitteen rajapinnan tilan muutoksia, josta seurasi laitteiden välisiä 
yhteyskatkoja. Ongelma voitiin paikallistaa toteutetun järjestelmän avulla tietyn laitteen 
rajapintaan. Havaittiin kuitenkin ongelman paikantamisen olevan haasteellista, koska 
osa yhteyskatkoista oli niin lyhyitä, ettei niitä havaittu kyselypohjaisen valvonnan avul-
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la. Ongelman paikantamisen jälkeen vian varsinaista juurisyytä jouduttiin selvittämään 
lisäksi verkkolaitteen sisäisestä lokista, joka edellytti laitteelle kirjautumista komento-
kehotteen avulla. Ongelman nopeampi selvittäminen olisi vaatinut tässä työssä toteute-
tun valvontakokonaisuuden toista osuutta. Toteutetun järjestelmän toinen osuus suorit-
taa passiivista valvontaa, eli lokitietojen ja virtaustallenteiden keruuta, muokkausta sekä 
visualisointia. Lokienkeruujärjestelmä avulla olisi ollut mahdollista kerätä Syslog ja 
SNMP Trap -sanomat jokaisesta rajapinnan tilan muutoksesta. 
Järjestelmän toinen osa toteutettiin alaluvun 5.1.2 mukaisena järjestelmänä ja se suorit-
taa tapahtumapohjaista valvontaa. Järjestelmän toista osaa testattiin toimistoympäristös-
sä. Testauksen perusteella havaittiin, että virtausteknologioissa on potentiaalia liiken-
teen seurannassa ja verkon laitteiden suorituskyvyn valvonnassa. Virtausteknologioita 
pitää testata niiden hyödyllisyyden varmistamiseksi ja todellisten tulosten saamiseksi 
vielä tuotantoympäristössä. Kuvassa 35 on esitetty järjestelmän toinen osuus. 
 
Kuva 35. Passiiviseen tapahtumapohjaiseen verkonvalvontaan perustuva osuus toteute-
tusta verkonvalvontakokonaisuudesta. 
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Järjestelmän testauksessa käytettiin Aruba-merkkisten verkkokytkimien lisäksi Siemen-
sin Scalance-sarjan kytkimiä sekä S7-1200 sarjan ohjelmoitavaa logiikkaa. Scalance-
sarjan kytkimistä löytyy tuki Profinet-liikenteelle. Sarjasta on saatavissa myös malleja, 
jotka täyttävät Profinet-verkkoliikenteen kovimmat reaaliaikavaatimukset. Kun tarvi-
taan tukea Profinet-protokollalle, joudutaan Scalancen tapauksessa luopumaan infor-
maatioteknologian tarpeisiin suunnatuista menetelmistä, kuten Syslog-sanomista sekä 
virtausteknologioista. Testattaessa järjestelmän toista osaa, todettiin kuitenkin Scalan-
cen tukeman SNMP-protokollan suoriutuvan passiivisen verkonvalvonnan tehtävistä 
SNMP Trap -sanomien avulla. Ohjelmoitavan logiikan osalta SNMP-protokollan MIB-
tietovarasto oli hyvin rajoittunut, eikä laite tukenut lainkaan Syslog tai SNMP Trap -
sanomia. 
5.3 Jatkotutkimus ja -kehitys 
Nagioksen käyttöönotto oli ensimmäisellä kerralla hieman monimutkainen ja työläs. 
Tämä johtui pääasiassa Nagioksen konfiguroinnin monipuolisuudesta, laajuudesta sekä 
hajautetuista ja tekstipohjaisista konfigurointitiedostoista. Toteutuksen alkuvaiheessa 
täytyi tutustua Nagioksen dokumentaatioon huolellisesti ja tunnistaa tarvittava muun-
neltavuus. Nagioksen ympärillä on hyvä ja aktiivinen kehitysyhteisö ja Nagios tarjoaa 
laajan tukimateriaalin ongelmien ratkaisemisen tueksi.  
Nagioksen käyttöönottoa uusissa valvontajärjestelmissä voidaan helpottaa toteuttamalla 
määrittelydokumentti, esimerkiksi Excel-taulukkolaskentaohjelmistolla. Määrittely-
dokumentin avulla voidaan muodostaa automaattisesti Nagiosen konfiguroimisessa tar-
vittavat laitekohtaiset määrittelytiedostot. Määrittelydokumentin avulla pystytään no-
peuttamaan uuden kokonaisuuden käyttöönottoa sekä vähentämään inhimillisiä virheitä 
tekstipohjaisia määrittelytiedostoja luotaessa. Määrittelydokumentin avulla on mahdol-
lista vähentää käyttöönottajan tarvetta perehtyä Nagioksen dokumentaatioon. Tämän 
avulla voidaan keventää käyttöönottoprosessia merkittävästi. Määrittelydokumentin 
avulla on mahdollista tuottaa myös Nagvis-ohjelmiston karttapohjien määrittelytiedostot 
automaattisesti. 
Toinen Nagioksen kehittämiskohde on hälytykset. Sähköpostihälytyksiä ei ole mahdol-
lista toimittaa vastaanottajille yhteyden ollessa estynyt automaatiojärjestelmästä ulko-
verkkoon. Hälytysten toimittaminen asianomaisille henkilöille, myös tällaisessa häiriöti-
lanteessa, vaatisi GSM (Global System for Mobile Communications) -jatkohälytyksien 
käyttöönottamista. 
RRDtool-ohjelmisto on uudelleensuunnittelu MRTG:n grafiikan ja lokientallennus toi-
minnallisuudesta. RRDtool ei kuitenkaan suorita SNMP-objektien kyselyitä MRTG:n 
tavoin. Näiden kahden ohjelmiston yhteistyötä voidaan hyödyntää esimerkiksi niin, että 
MRTG huolehtii SNMP-objektien keräämisestä ja RRDtool kerätyn tiedon tallentami-
sesta ja visualisoinnista. RRDtool tallentaa tiedot RRD-tietokantaan. RRD-tietokanta 
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tarjoaa nopeamman pääsyn tietoihin sekä tehokkaamman tavan toteuttaa visualisointi. 
MRTG luo grafiikat jokaisen SNMP-objektien kyselyn yhteydessä, kun RRDtool luo 
grafiikat vain pyydettäessä kyseistä grafiikkaa, esimerkiksi selaimen käyttöliittymällä. 
RRDtoolin tapa luoda grafiikat tarvittaessa vähentää palvelimen kuormitusta. Kuormi-
tuksen vähentäminen on merkittävää kun valvottavia verkkolaitteita ja niiden arvoja lue-
taan suuria määriä. [73] 
Jatkossa on syytä miettiä MRTG:n ja RRDtoolin yhteistyön hyödyntämistä. Koska ku-
vaajia piirretään paljon, RRDtoolin käytöllä voidaan vähentää kuvaajien piirtämisestä 
johtuvaa kuormitusta sekä tehostaa tiedonhakua. RRD-tietokantaan tallennetut tiedot ja 
niistä muodostetut kuvaajat voidaan jatkossa upottaa suoraan Nagioksen käyttöliitty-
mään. Kuvaajien integroiminen Nagiokseen helpottaa valvottavien arvojen pitkäaikaista 
seurantaa, eikä erilliselle MRTG:n tarjoamalle käyttöliittymäsivulle ole enää tarvetta. 
Jos SNMP-protokollan ja virtausteknologioiden avulla ei saavuteta riittävää tasoa auto-
maatioverkon profiileiden valvonnassa, esimerkiksi yhteensopivuusongelmien vuoksi, 
vaihtoehtoisesti voidaan tutkia pakettikaappauksen soveltuvuutta kyseiseen tehtävään. 
Yhteensopivuusongelmalla tarkoitetaan tässä yhteydessä automaatiolaitteen puutteellis-
ta SNMP-protokollatukea tai esimerkiksi automaatioverkon profiilin reaaliaikavaati-
muksesta johtuvan erikoislaitteen käyttöä, joka ei tue virtausteknologioita. Automaa-
tioverkon laitteiden verkonvalvontaominaisuuksien rajoittuneisuus saattaa johtaa paket-
tikaappauksen käyttöönoton suunnitteluun. Yksi mahdollinen menetelmä toteuttaa pa-
kettien kaappaus on käyttää Wiresharkin pakettienkaappaus- ja analysointityökalua. 
Wiresharkin toteuttaman Tshark-sovelluksen avulla voidaan kaapata paketteja verkosta 
reaaliaikaisesti tai analysoida kaappaustallenteita. Tshark tukee reaaliaikaisten paketti-
kaappausten välittämistä suoraan Elastic Stack -ohjelmistopinolle JSON-dokumentteina. 
[74] Wireshark tukee myös virallisesti useita automaatioverkon profiileita, mukaan lu-
kien Profinet, EtherNet/IP sekä Modbus/TCP [75]. Kuvassa 36 on esitetty Wiresharkin 
ja Elastic Stackin -ohjelmistopinon yhteistyö pakettikaappausten analysoimiseksi. 
 
Kuva 36. Wiresharkin ja Elastic Stackin -ohjelmistopinon yhteistyö pakettikaappauksien 
analysoimiseksi. Mukailtu lähteestä [74]. 
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Tietoturvan osuus tämän tutkimuksen puitteissa jäi hyvin vähäiseksi. Tutkimuksessa 
koostettua verkonvalvontakokonaisuutta pitää tarkastella vielä erikseen tietoturvanäkö-
kulmien kannalta. Tietoturvaa tulee tarkastella liikenteen salauksen sekä muiden tieto-
turvaominaisuuksien osalta. Tässä tutkimuksessa käytetyt ohjelmistot, kuten Nagios ja 
Elastic Stack, tarjoavat itsessään tietoturvaominaisuuksia. Nagis keskittyy pääasiassa 
ohjelmisto tasolla käyttäjäpohjaiseen tietoturvaan. Elastic Stack tarjoaa menetelmiä 
käyttäjäpohjaiseen tietoturvaan sekä hajautettujen klusteritoteutusten välisen kommuni-
koinnin salaamiseen. Verkonvalvontaan soveltuvien protokollien tietoturvatarkastelu tu-
lisi myös toteuttaa. Protokollat tarjoavat itsessään tietoturvaominaisuuksia tai mahdol-
listaa tietoturvan toteuttamisen käyttämällä turvallista kuljetuskerroksen protokollaa. 
Tietoturvan määrittelyssä pitäisi lähteä liikkeelle käyttökohteiden tarkastelusta ja koh-
teiden riskien arvioinnista. Tietoturva-analyysin sekä riskianalyysin avulla voidaan 
määritellä tietoturvalta vaadittava taso. Tason määrittämisen jälkeen on mahdollista tar-
kastella menetelmiä, joiden avulla vaadittava taso pystytään saavuttamaan. 
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6 YHTEENVETO 
Tämän työn tavoitteena oli tutkia Ethernet-pohjaisten teollisuusautomaatioverkkojen 
kunnonvalvontaa sekä selvittää informaatioteknologiassa käytettyjen menetelmien so-
veltuvuutta kyseiseen tarkoitukseen. Tutkimuksessa hyödynnettiin avoimen lähdekoo-
din työkaluja, joiden avulla koostettiin automaatioverkkoon soveltuva verkonvalvonta-
kokonaisuus. Tässä yhteenvedossa käydään läpi tutkimuskysymykset sekä näihin kysy-
myksiin löydetyt vastaukset. 
Tutkimuksen aihealue ja sen laajuus aiheuttivat haasteita työn rajauksessa. Toisena 
haasteena oli verkonvalvontaa ja erityisesti teollisuuden verkkojen valvontaa koskevien 
lähteiden löytäminen. Vaikeuksia lähteiden löytämisessä aiheutti englanninkielinen kat-
totermi verkonhallinnalle (network management), joka kattaa myös verkonvalvonnan 
(network monitoring). Edellä mainittuja termejä käytetään ristiin keskenään kirjallisuus-
lähteissä. Näiden lisäksi on olemassa myös muita termejä, joilla viitataan samoihin 
asiayhteyksiin. Kirjoittajasta riippuu mitä termiä käytetään ja mitä sillä milloinkin tar-
koitetaan. 
1. Mitkä ovat informaatioteknologiassa yleisesti hyväksytyt verkonhallinta ja -
valvonta periaatteet sekä mitkä ovat niiden yleiset käytännöt? 
 
Lähtökohtana verkonhallinnan ja valvonnan periaatteille ovat erilaiset verkonhallinnan 
ja -valvonnan viitemallit. Viitemallit tarjoavat kehyksen verkonhallinnan ja -valvonnan 
toteuttamiseksi verkkolaitetasolta aina yrityksen liiketoiminnan hallintaan asti. Tämän 
tutkimuksen osalta keskityttiin TMN-viitemallin kolmeen alimpaan kerrokseen, joita 
ovat elementit, elementtienhallinta sekä verkonhallinta. TMN-viitemalli sitoo verkon-
valvonnan osa-alueet yhteen ja tuo ne osaksi yrityksen liiketoimintaa. 
Yksittäisten verkkolaitteiden riippuvuutta yrityksen varsinaiselle liiketoiminnalle voi ol-
la vaikea nähdä. Riippuvuus on kuitenkin olemassa ja laitteet ovat oleellinen osa liike-
toimintaa, jos liiketoiminnan kannalta kriittisiä toimintoja tuotetaan verkon avulla. 
Vaikka automaatioalan yritys ei yleensä tuota asiakkaille varsinaisia verkkopalveluita, 
verkko on tärkeässä asemassa automaation ohjausjärjestelmissä. Automaatioverkkoa 
tarvitaan prosessin ohjauksessa, prosessin ja ihmisten välisessä vuorovaikutuksessa sekä 
raportoitaessa prosessin ja liiketoiminnan kannalta merkityksellistä tietoja. Näin voi-
daan nähdä automaatioverkon yksittäisten verkkolaitteiden merkitys yrityksen liiketoi-
minnalle. 
TMN-viitemalliin sidoksissa olevan FCAPS-toimintamallin avulla pystytään jakamaan 
hallittavien kokonaisuuksien toiminnallisia vaatimuksia pienempiin osa-alueisiin ja pai-
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nottamaan näitä osa-alueita suhteutettuna yrityksen tarpeisiin. Verkonhallinnan jako 
hallintaan ja valvontaan esitettiin alaluvussa 4.3. Alaluvun kuvan 16 esittämä jako on 
hieman vanhanaikainen. Jako hallintaan ja valvontaan voidaan ajatella myös niin, että 
yritys määrittelee suhteet hallinnan ja valvonnan painopisteille. Yritys määrittelee en-
simmäiseksi mitkä FCAPS-toimintamallin mukaiset osa-alueet toteutetaan, minkä jäl-
keen määritellään valittujen osa-alueiden hallinnan ja valvonnan välinen suhde. Tässä 
tutkimuksessa toteutettu verkonvalvontakokonaisuus painottui FCAPS-toimintamallin 
vianhallinnan sekä suorituskyvynhallinnan osa-alueisiin. Näiden kahden osa-alueen 
kohdalla keskityttiin ainoastaan valvontaan. 
2. Mitkä ovat verkonvalvonnan menetelmät ja kuinka ne soveltuvat teollisuusauto-
maation Ethernet-pohjaisiin tietoliikenneverkkoihin? 
 
Verkonvalvonnan menetelmät ovat tapoja, joiden avulla ensimmäisen tutkimuskysy-
myksen osa-alueita ja vaatimuksia voidaan käytännössä toteuttaa. Näitä menetelmiä on 
useita ja vain murto osaa käsiteltiin tämän tutkimuksen puitteissa. Tähän tutkimukseen 
valikoituneet menetelmät ovat laajasti hyväksyttyjä sekä tuettuja informaatioteknologi-
an verkkolaitteissa. Valitut menetelmät olivat verkonhallintaprotokolla SNMP, ICMP-
protokolla tiedonsiirron diagnostiikan lähettämiseksi sekä järjestelmäsanomien lähettä-
misessä käytettävä Syslog-protokolla. Näiden lisäksi perehdyttiin kolmeen virtaustekno-
logiaan, joita olivat NetFlow, IPFIX sekä sFlow. Verkonvalvonnan menetelmiä käsitel-
tiin tarkemmin alaluvussa 4.5. 
Periaatteen tasolla ei ole olemassa rajoitteita sille, etteikö informaatioteknologiassa käy-
tössä olevia menetelmiä voi soveltaa automaatioverkoissa. Käytännössä asia on hieman 
toisenlainen. Suurin ongelma useimpien teknologioiden osalta on niiden hidas rantau-
tuminen automaatioverkon laite tasolle. Vanhimmat ”force major” teknologiat löytyvät 
automaatioverkon laitetasolta, kuten kenttälaitetasolta, mutta niiden ominaisuuksia on 
yleensä rajoitettu. 
Kun automaatioverkossa kulkevien sanomien reaaliaikavaatimukset kasvavat, edellä 
kuvailtu rajoittuneisuus lisääntyy huomattavasti. TCP/IP-viitemallin mukainen rakenne 
alkaa muokkaantumaan aina alimmille kerroksille saakka, mikä johtaa erityistarkoituk-
siin suunniteltujen verkkolaitteiden käytön tarpeeseen. Samalla markkinoilla olevien ja 
käyttötarkoitukseen soveltuvien laitteiden määrä vähenee murto-osaan.  
Verkonvalvonta on kuitenkin mahdollista toteuttaa pääsääntöisesti informaatioteknolo-
gian menetelmillä, kun reaaliaikavaatimukset pysyvät kohtuullisina. Tällöin voidaan 
käyttää informaatioteknologian käyttöön suunniteltuja laitteita. Näiden laitteiden käyttö 
mahdollistaa esimerkiksi virtastallenteiden keräämisen automaatioverkosta. 
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3. Soveltuvatko avoimen lähdekoodin työkalut yrityksen automaatioverkkovalvon-
nan tarpeisiin? 
 
Tutkimukseen oli valittu kaksi avoimen lähdekoodin sovelluskokonaisuutta, joiden poh-
jalta toteutusta lähdettiin pohtimaan. Nämä sovellukset olivat Nagios Core sekä Elastic 
Stack -ohjelmistopino. Valinnat perustuvat asiakastarpeeseen sekä yrityksen aikaisem-
paan kokemukseen ja tutkimukseen. Sovellukset myös mahdollistavat tilaajan olemassa 
sekä kehitteillä olevien ominaisuuksien integroimisen tässä tutkimuksessa koostettuun 
kokonaisuuteen. Nämä sovellukset eivät itsessään täyttäneet kaikkia valvontakokonai-
suudelle asetettuja vaatimuksia, vaan tarvitsivat lisäksi erilaisia sovelluksia ja lisäosia 
toimivan kokonaisuuden saavuttamiseksi. Tarvittavista lisäosista pääosassa olivat järjes-
telmän visualisoinnissa käytetty Nagvis ja liikennemäärien keruuseen sekä graafisten 
kuvaajien piirtämiseen käytetty MRTG-sovellus. Verkonvalvonnan toteutus on käsitelty 
luvussa 5, jonka kuvassa 25 on esitetty tarkemmin kokonaisuuden arkkitehtuuri, käyte-
tyt sovellukset ja lisäosat. 
Vaatimuksena tässä tutkimuksessa koostetulle verkonvalvontakokonaisuudelle oli val-
mistajariippumattomuus sekä laajennettavuus tulevaisuuden muuttuvia tarpeita varten. 
Yhtenä vaatimuksena oli myös toteuttaa visuaalisesti havainnollinen järjestelmä, jonka 
avulla verkon ongelman sijainti voidaan paikantaa ja esittää järjestelmän ylläpitäjälle. 
Tutkimuksessa onnistuttiin koostamaan verkonvalvontakokonaisuus, joka saatiin toteu-
tettua sille määriteltyjen vaatimusten mukaisesti. Sovelluskokonaisuus täyttää kysely- 
sekä tapahtumapohjaisen verkonvalvonnan tarpeet. Sovelluskokonaisuuden avulla pys-
tyttiin vastaamaan FCAPS-toimintamallin mukaisten vikojenvalvonnan ja suoritusky-
vyn valvonnan osa-alueisiin. Kokonaisuus kaipaa vielä jatkotutkimusta sekä -kehitystä, 
että siitä saadaan valmis, saumattomasti yhteen toimiva kokonaisuus. Tutkimuksen ai-
kana esille nousseita jatkotutkimus ja -kehitys kohteita on käsitelty alaluvussa 5.3. Löy-
detyistä jatkotutkimus ja -kehitys kohteista tärkeimpiä olivat Nagioksen käyttöönoton 
tehostaminen Excel-pohjaisen määrittelydokumentin avulla, MRTG-sovelluksen ke-
räämän tiedon säilyttäminen ja graafisten kuvaajien tuottaminen tehokkaammin 
RRDtool-sovelluksen avulla sekä toteutetun verkonvalvontakokonaisuuden arvioiminen 
turvallisuusnäkökulmista. 
Toteutetun verkonvalvontajärjestelmän avulla voidaan tukea asiakasyrityksen liiketoi-
mintaa sekä varmistaa verkon toiminnan jatkuvuus. Järjestelmä mahdollistaa nopean 
reagoinnin vikatilanteessa ja sen avulla pystytään paikantamaan vika oikeaan sijaintiin. 
Järjestelmän avulla voidaan tunnistaa verkossa alkavia ongelmia ja mahdollisesti välttää 
verkon vikaantuminen kokonaan. Kerättyjen tietojen ja ennakoivan analyysin avulla 
voidaan suunnitella esimerkiksi verkkoon tarvittavat huoltotoimenpiteet sekä kapasitee-
tinmuutokset. Ennakoivalla toiminnalla voidaan välttää verkosta aiheutuvat suunnitte-
lemattomat tuotantoa häiritsevät katkokset. 
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LIITE A: STANDARDIN IEC 61158 MÄÄRITTELEMÄT AUTO-
MAATIOVERKON PROFIILIT  
Table 1. Structure of IEC 61158. [11] 
IEC 61158 Parts Content 
IEC 61158-1 Introduction 
IEC 61158-2-x PHL: Physical Layer 
IEC 61158-3-x DLL: Data Link Layer Service 
IEC 61158-4-x DLL: Data Link Layer Protocols 
IEC 61158-5-x AL: Application Layer Services 
IEC 61158-6-x AL: Application Layers Protocol 
IEC 61158-7-x Network Management 
Note: x indicates the relate CPF. 
 
Table 2. Standards related with profiles. [11] 
Standard Description 
IEC 61784-1 Profile sets for continuous and discrete manufacturing relative to fieldbus use in 
industrial control systems 
IEC 61784-2 Additional profiles for ISO/IEC 8802-3 based communication networks in RT 
applications 
IEC 61784-3-x Profiles for functional safe communications in industrial networks 
IEC 61784-4-x Profiles for secure communications in industrial networks 
IEC 61784-5-x Installation profiles for communication networks in industrial control systems 
Note: x indicates the relate CPF. 
 
Table 3. List of communication profile families. [11] 
Communication Profile Family Name 














CPF15 MODBUS® - RTPS 
CPF16 SERCOS 
CPF17 RAPIEnet 
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Table 4. Relation between CPF, CP, and type of protocol. [11] 
IEC 61784 IEC 61158 Services and Protocols  
Family Part 1 Part 2 PHL DLL AL Brand Names 
Family 1      Foundation Fieldbus (FF) 
 Profile 1/1  Type 1 Type1 Type 9 Foundation-H1 
 Profile 1/2  8802-3 TCP/UDP/IP Type 5 Foundation-HSE 
 Profile 1/3  Type 1 Type 1 Type 9 Foundation-H2 
Family 2      CIP 
 Profile 2/1  Type 2 Type 2 Type 2 ControlNet 
 Profile 2/2 Profile 2/2 8802-3 TCP/UDP/IP Type 2 EtherNet/IP 
  Profile 2/2.1 8802-3 TCP/UDP/IP Type 2 EtherNet/IP with time 
synchronization 
 Profile 2/3  Type 2 Type 2 Type 2 DeviceNet 
Family 3      PROFIBUS & PROFINET 
 Profile 3/1  Type 3 Type 3 Type 3 PROFIBUS DP 
 Profile 3/2  Type 1 Type 3 Type 3 PROFIBUS PA 
 Profile 3/3  8802-3 TCP/IP Type 10 PROFINET CBA 
  Profile 3/4 8802-3 Type 10 Type 10 PROFINET IO Class A 
  Profile 3/5 8802-3 Type 10 Type 10 PROFINET IO Class B 
  Profile 3/6 8802-3 Type 10 Type 10 PROFINET IO Class C 
Family 4      P-NET 
 Profile 4/1  Type 4 Type 4 Type 4 P-NET RS-485 
 Profile 4/2  Type 4 Type 4 Type 4 P-NET RS-232 (removed 2013) 
  Profile 4/3    P-NET on IP 
Family 5      WorldFIP 
 Profile 5/1  Type 1 Type 7 Type 7 WorldFIP (MPS, MCS) 
 Profile 5/2  Type 1 Type 7 Type 7 WorldFIP (MPS, MCS, SubMMS) 
 Profile 5/3  Type 1 Type 7 Type 7 WorldFIP (MPS) 
Family 6      INTERBUS 
 Profile 6/1  Type 8 Type 8 Type 8 INTERBUS 
 Profile 6/2  Type 8 Type 8 Type 8 INTERBUS TCP/IP 
 Profile 6/3  Type 8 Type 8 Type 8 INTERBUS Subset 
  Profile 3/4   Type 8/10 Link 3/4 to 6/1 
  Profile 3/5   Type 8/10 Link 3/4 to 6/1 
  Profile 3/6   Type 8/10 Link 3/4 to 6/1 
Family 7      Swiftnet (not in the standard 
anymore) 
Family 8      CC-Link 
 Profile 8/1  Type 18 Type 18 Type 18 CC-Link/V1 
 Profile 8/2  Type 18 Type 18 Type 18 CC-Link/V2 
 Profile 8/3  Type 18 Type 18 Type 18 CC-Link/LT (Bus powered-low cost) 
  Profile 8/4 8802-3 Type 23 Type 23 CC-Link IE Controller Network 
  Profile 8/5 8802-3 Type 23 Type 23 CC-Link IE Field Network 
Family 9      HART 
 Profile 9/1    Type 20 Universal Command (HART 6) 
     Type 20 WirelessHART (IEC 62591) 
Family 10      Vnet/IP 
  Profile 10/1 8802-3 UDP/IP Type 17 Vnet/IP 
Family 11      TCnet 
  Profile 11/1 8802-3 Type 11 Type 11 TCnet 
  Profile 11/2 8802-3 Type 11 Type 11 TCnet-loop 100 
  Profile 11/3 8802-3 Type 11 Type 11 TCnet-loop 1G 
Family 12      EtherCAT 
  Profile 12/1 Type 12 Type 12 Type 12 Simple IO 
  Profile 12/1 Type 12 Type 12 Type 12 Mailbox and time synchronization 
Family 13      Ethernet POWERLINK 
  Profile 13/1 8802-3 Type 13 Type 13 POWERLINK 
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IEC 61784 IEC 61158 Services and Protocols  
Family Part 1 Part 2 PHL DLL AL Brand Names 
Family 14      Ethernet for Plant Automation EPA 
  Profile 14/1 8802-3 UDP/TCP/IP Type 14 EPA Master to Bridge (NRT)  
  Profile 14/2 8802-3 Type 14 Type 14 EPA Bridge to Device (RT) 
  Profile 14/3 8802-3 Type 14 Type 14 EPA Bridge to Device (FRT) 
  Profile 14/4 8802-3 Type 14 Type 14 EPA Bridge to Device (MRT) 
Family 15      MODBUS-RTPS 
  Profile 15/1 8802-3 TCP/IP Type 15 MODBUS TCP 
  Profile 15/2 8802-3 TCP/IP Type 15 RTPS 
Family 16      SERCOS 
 Profile 16/1  Type 16 Type 16 Type 16 SERCOS I 
 Profile 16/2  Type 16 Type 16 Type 16 SERCOS II 
  Profile 16/3 8802-3 Type 16 Type 16 SERCOS III 
Family 17      RAPIEnet 
  Profile 17/1 8802-3 Type 21 Type 21 RAPIEnet 
Family 18      SafetyNET p TM 
  Profile 18/1 8802-3 Type 22 Type 22 SafetyNET p RTFL 
  Profile 18/2 8802-3 Type 22 Type 22 SafetyNET p RTFN 
Family 19      MECHATROLINK 
 Profile 19/1  Type 24 Type 24 Type 24 MECHATROLINK I 
 Profile 19/2  Type 24 Type 24 Type 24 MECHATROLINK II 
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LIITE B: SFLOW-VIRTAUSNÄYTE MUOKATTUNA ELAS-
TICSEARCH JSON-DOKUMENTIKSI 
 
Kuva 1. Logstashin avulla kerätty ja muotoiltu sFlow virtausnäyte muutettuna JSON-dokumentiksi 
Elasticsearch tallennusta varten. 
 
