The Internet is transforming our society, necessitating a quantitative understanding of Internet traffic. Our team collects and curates the largest publicly available Internet traffic data containing 50 billion packets. Utilizing a novel hypersparse neural network analysis of "video" streams of this traffic using 10,000 processors in the MIT SuperCloud reveals a new phenomena: the importance of otherwise unseen leaf nodes and isolated links in Internet traffic. Our neural network approach further shows that a two-parameter modified Zipf-Mandelbrot distribution accurately describes a wide variety of source/destination statistics on moving sample windows ranging from 100,000 to 100,000,000 packets over collections that span years and continents. The inferred model parameters distinguish different network streams and the model leaf parameter strongly correlates with the fraction of the traffic in different underlying network topologies. The hypersparse neural network pipeline is highly adaptable and different network statistics and training models can be incorporated with simple changes to the image filter functions.
I. INTRODUCTION
Our civilization is now dependent on the Internet, necessitating a scientific understanding of this virtual universe [1] , [2] , that is made more urgent by the rising influence of adversarial Internet robots (botnets) on society [3] , [4] . The two largest efforts to capture, curate, and share Internet packet traffic data for scientific analysis are led by our team via the Widely Integrated Distributed Environment (WIDE) project [5] and the Center for Applied Internet Data Analysis (CAIDA) [6] . These data have supported a variety of research projects resulting in hundreds of peer-reviewed publications [7] , ranging from characterizing the global state of Internet traffic, to specific studies of the prevalence of peer-to-peer filesharing, to testing prototype software designed to stop the spread of Internet worms.
The stochastic network structure of Internet traffic is a core property of great interest to Internet stakeholders [2] and network scientists [8] . Of particular interest is the probability distribution p(d) where d is the degree (or count) of one of several network quantities depicted in Figure 1 : source packets, source fan-out, packets over a unique source-destination pair This material is based in part upon work supported by the NSF under grants DMS-1312831, CCF-1533644, and CNS-1513283, DHS cooperative agreement FA8750-18-2-0049, and ASD(R&E) under contract FA8702-15-D-0001. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the NSF, DHS, or ASD(R&E). 
with a model exponent 1 < α < 3 for large values of d [9]- [11] . [Note: in our work network topology refers to the graph theoretic virtual topology of sources and destinations and not the underlying physical topology of the Internet.] These early observations demonstrated the importance of a few supernodes in the Internet (see Figure 2 ) [12] . Measurements of powerlaws in Internet data stimulated investigations into a wide range of network phenomena in many domains and lay the foundation for the field of network science [8] . Classification of Internet phenomena is often based on data obtained from crawling the network from a number of starting points [13] . These webcrawls naturally sample the supernodes of the network [12] and their resulting p(d) are accurately fit at large values of d by single-parameter power-law models. Unfortunately, these models have impractically large deviations for other values of d (see [14] figures 8H/9W/9X, [15] figure  4B , [16] figure 3A, and [17] figure 21 ) and are not usable for modeling Internet traffic in real-world settings. Characterizing a network by a single power-law exponent provides one view of Internet phenomena, but more accurate and complex models are required to understand the diverse topologies seen in streaming samples of the Internet.
Improving Internet model accuracy while also increasing model complexity requires overcoming a number of challenges, including acquisition of larger, rigorously collected data sets [18] , [19] ; the enormous computational cost of processing large network traffic graphs [20] - [22] ; careful filtering, binning, and normalization of the data; and inferring nonlinear models to the data [8] , [14] . This paper presents approaches for overcoming these challenges to improved model accuracy by employing a novel hypersparse neural network analysis of "video" stream representations of Internet traffic. Furthermore, the hypersparse neural network pipeline is highly adaptable and different network statistics and training models can be incorporated with simple changes to the image filter functions.
II. STREAMING INTERNET DATA
The two largest efforts to capture, curate, and share Internet packet traffic data for scientific analysis are led by our team via the WIDE and CAIDA efforts. This paper analyzes, for the first time, the very largest collections in our corpora containing 49.6 billion packets (see Table I ).
A. MAWI Internet Traffic Collection
The WIDE project is a research consortium in Japan established in 1988 [5] . The members of the project include network engineers, researchers, university students, and industrial partners. The focus of WIDE is on the empirical study of the large-scale internet. WIDE operates an internet testbed for both commercial traffic and for conducting research experiments. These data have enabled quantitative analysis of Internet traffic spanning years illustrating trends such as, the emergence of residential usage, peer-to-peer networks, probe scanning, and botnets [23] - [25] . The Tokyo datasets are publicly available packet traces provided by the WIDE project (a.k.a. the MAWI traces). The traces are collected from a 1 Gbps academic backbone connection in Japan. The 2015 and 2017 datasets are 48-hour-long traces captured during December 2-3 2015 and April 12-13 2017 in JST. The IP addresses appearing in the traces are anonymized using a prefix-preserving method [26] .
B. CAIDA Internet Traffic Collection
CAIDA collects several different data types at geographically and topologically diverse locations, and makes this data The traffic traces used in this paper are anonymized using CryptoPan prefix-preserving anonymization. The anonymization key changes annually and is the same for all traces recorded during the same calendar year. During capture packets are truncated at a snap length selected to avoid excessive packet loss due to disk I/O overload. The snap length has historically varied from 64 to 96 bytes. In addition, payload is removed from all packets: only header information up to layer 4 (transport layer) remains. Endace network cards used to record these traces provide timestamps with nanosecond precision. However, the anonymized traces are stored in pcap format with timestamps truncated to microseconds. Starting with the 2010 traces the original nanosecond timestamps are provided as separate ascii files alongside the packet capture files.
III. APPROACH
This work overcomes obstacles to improved model accuracy by employing a novel hypersparse neural network analysis of "video" stream representations of the Internet traffic ( Figure 3 ). Utilizing recent innovations in interactive supercomputing [29] , [30] , matrix-based graph theory [31] , in fe re n c e i n f e r e n c e t r a i n i n g t r a i n i n g sparse image of internet traffic A t Fig. 3 . Hypersparse neural network pipeline. Traffic streams are turned into hypersparse images (stored as associative arrays). Network quantities are extracted from the images via convolution with different filters. The resulting network quantities are logarithmically pooled (binned) and averaged over the streaming "video" of the images. The averaged data is used to train and then generate network model weights that are used to infer the classification of the network within the model parameter space.
TABLE II AGGREGATE NETWORK PROPERTIES
Formulas for computing aggregates from a sparse network image At at time t in both summation and matrix notation. 1 is a column vector of all 1's, T is the transpose operation, and | | 0 is the zero-norm that sets each nonzero value of its argument to 1 [35] .
[32], and big data mathematics [33] , we have developed a scalable neural network Internet traffic processing pipeline that runs efficiently on more than 10,000 processors in the MIT SuperCloud [34] . This neural network pipeline allows us, for the first time, to process our largest traffic collections as network traffic graphs. The hypersparse neural network pipeline depicted in Figure 3 begins with the construction of sparse images of network traffic data. These images are then convolved with a filter corresponding to the specific network quantity being analyzed: source packets, source fan-out, links, destination fan-in, and destination packets. The resulting network quantities are logarithmically pooled (binned) and averaged over the streaming "video" of the images. The averaged data is used to train and then generate network model weights that are used to infer the classification of the network within the model parameter space.
A. Image Convolution
Origin-destination traffic matrices or images are one of the most generally useful representations of Internet traffic [18] , Different network quantities are extracted from a sparse traffic image At at time t via convolution with different filters. Formulas for the filters are given in both summation and matrix notation. 1 is a column vector of all 1's, T is the transpose operation, and | | 0 is the zero-norm that sets each nonzero value of its argument to 1 [35] .
. These matrices can be used to compute a wide range of network statistics useful in the analysis, monitoring, and control of the Internet. Such analysis include the temporal fluctuations of the supernodes [18] and inferring the presence of unobserved traffic [19] [36] . Not all packets have both source and destination Internet protocol version 4 (IPv4) addresses. To reduce statistical fluctuations the streaming data have been partitioned so that for any chosen time window all data sets have the same number of valid IPv4 packets. At a given time t, N V consecutive valid packets are aggregated from the traffic into a sparse matrix A t , where A t (i, j) is the number of valid packets between the source i and destination j [37] . The sum of all the entries in A t is equal to
All the network quantities depicted in Figure 1 can be readily computed from A t using the formulas listed in Table II and  Table III . An essential step for increasing the accuracy of the statistical measures of Internet traffic is using windows with the same number of valid packets N V . For this analysis, a valid packet is defined as TCP over IPv4, which includes more than 95% of the data in the collection and eliminates a small amount of data that uses other protocols or contains anomalies. Using packet windows with the same number of valid packets produces aggregates that are consistent over a wide range from N V = 100,000 to N V = 100,000,000 ( Figure 4) .
B. Logarithmic Pooling
A network quantity d is computed via convolution with the image A t using a filter selected from Table III . The corresponding histogram of the network quantity is denoted by n t (d), with corresponding probability
and cumulative probability
Because of the relatively large values of d observed due to a single supernode, the measured probability at large d often exhibits large fluctuations. However, the cumulative probability lacks sufficient detail to see variations around specific values of d, so it is typical to pool the differential cumulative probability with logarithmic bins in d
where d i = 2 i [14] . All computed probability distributions use the same binary logarithmic pooling (binning) to allow for consistent statistical comparison across data sets (Eq. 4) [8] , [14] . The corresponding mean and standard deviation of D t (d i ) over many different consecutive values of t for a given data set are denoted D(d i ) and σ(d i ).
C. Modified Zipf-Mandelbrot Model
Measurements of D(d i ) can reveal many properties of network traffic, such as the number of nodes with only one connection D(d = 1) and the size of the supernode
Effective classification of a network with a low parameter model allows these and many other properties to be summarized and computed efficiently. In the standard Zipf-Mandelbrot model typically used in linguistic contexts, d is a ranking with d = 1 corresponding to the most popular value [38] - [40] . To accurately classify the network data using the full range of d, the Zipf-Mandelbrot model is modified so that d is a measured network quantity instead of a rank index
The inclusion of a second model offset parameter δ allows the model to accurately fit small values of d, in particular d = 1, which has the highest observed probability in these streaming data. The model exponent α has a larger impact on the model at large values of d while the model offset δ has a larger impact on the model at small values of d and in particular at d = 1.
The unnormalized modified Zipf-Mandelbrot model is denoted
with correspond gradient
The normalized model probability is given by
where d max is the largest value of the network quantity d. The cumulative model probability is the sum
The corresponding differential cumulative model probability is
where d i = 2 i . 
D. Training and Weight Generation
Classifying the logarithmically pooled data in terms of model parameters α and δ begins with training a set of candidate model weights that can then be used to infer the model parameters. Initially, a set of candidate exponent values is selected, typically α = 0.10, 0.11, . . . , 3.99, 4.00. For each value of α, a value of δ is trained that exactly matches the model with the data at D(1). Training the value of δ corresponding to a give D(1) is done using the gradient based Newton's method as follows. Setting the measured value of D(1) equal to the model value D(1; α, δ) gives
Newton's method works on functions of the form f (δ) = 0.
Rewriting the above expression produces
For given value of α, δ can be trained using the following iterative gradient based equation
where the gradient is
Using a starting value of δ = 1 and bounds of 0 < δ < 10, Newton's method can be iterated until the differences in successive values of δ fall below a specified error (typically 0.001) and is usually achieved in less than five iterations.
E. Parameter Inference
The inferred α (and corresponding δ) is chosen by minimizing the | | 1/2 metric over logarithmic differences between the weights of candidate models D(d i ; α, δ) and the data
The | | 1/2 metric (or | | p -norm with p = 1/2) favors maximizing error sparsity over minimizing outliers [41] - [43] [35], [44] - [46] . Several authors have shown recently that it is possible to reconstruct a nearly sparse signal from fewer linear measurements than would be expected from traditional sampling theory. Furthermore, by replacing the | | 1 norm with the | | p with p < 1, reconstruction is possible with substantially fewer measurements.
Using logarithmic values more evenly weights their contribution to the inferred model and more accurately reflects the number of packets used to compute each value of D(d i ).
Lower accuracy data points are avoided by limiting the training and inference procedure to data points where the value is greater than the standard deviation: D(d i ) > σ(d i ).
F. Memory and Computation Requirements
Processing 49.6 billion Internet packets with a variety of algorithms presents numerous computational challenges. Dividing the data set into combinable units of approximately 100,000 consecutive packets made the analysis amenable to processing on a massively parallel supercomputer. The detailed architecture of the parallel processing system and its corresponding performance are described in [34] . The resulting processing pipeline was able to efficiently use over 10,000 processors on the MIT SuperCloud and was essential to this first-ever complete analysis of these data.
A key element of our analysis is the use of novel hypersparse matrix mathematics in concert with the MIT Super-Cloud to process very large network traffic matrices ( Figure 5 ). Construction and analysis of network traffic matrices of the entire Internet address space have been considered impractical 978-1-7281-5020-8/19/$31.00 ©2019 IEEE for its massive size [22] . Internet Protocol version 4 (IPv4) has 2 32 unique addresses, but at any given collection point only a fraction of these addresses will be observed. Exploiting this property to save memory can be accomplished by extending traditional sparse matrices so that new rows and columns can be added dynamically. The algebra of associative arrays [33] and its corresponding implementation in the Dynamic Distributed Dimensional Data Model (D4M) software library (d4m.mit.edu) allows the row and columns of a sparse matrix to be any sortable value, in this case character string representations of the Internet addresses ( Figure 5 ). Associative arrays extend sparse matrices to have database table properties with dynamically insertable and removable rows and columns that adjust as new data is added or subtracted to the matrix. Using these properties, the memory requirements of forming network traffic matrices can be reduced at the cost of increasing the required computation necessary to resort the rows and columns.
A hypersparse associative array representing an image of traffic A t with N V = 100,000,000 typically requires 2 Gigabytes of memory. Complete analysis of the statistics and topologies of A t typically takes 10 minutes on a single MIT SuperCloud Intel Knights Landing processor core. Using increments of 100,000 packets means that this analysis is repeated over 500,000 times to process all 49.6 billion packets. Using 10,000 processors on the MIT SuperCloud shortens the run time of these analysis to approximately eight hours. The results presented here are the product of an interactive discovery process that required hundreds of such runs that would not have been possible without the MIT SuperCloud. Fortunately, the utilization of these results by Internet stakeholders can be significantly accelerated by creating optimized embedded hypersparse neural network implementations that only compute the desired statistics and are not required to support an interactive analytics discovery process [47] , [48] .
IV. RESULTS

A. Daily Variations
Diurnal variations in supernode network traffic are well known [18] . The Tokyo packet data were collected over a period spanning two days, and allow the daily variations in packet traffic to be observed. The precision and accuracy of our measurements allows these variations to be observed across a wide range of nodes. Figure 6 shows the fraction of source fanouts in each of various bin ranges. The fluctuations show the network evolving between two envelopes occurring between noon and midnight that are shown in Figure 7 . Figure 8A shows five representative inferred models out of the 350 performed on 10 datasets, 5 network quantities, and 7 valid packet windows: N V = 10 5 , 3×10 5 , 10 6 , 3×10 6 , 10 7 , 3×10 7 , 10 8 . The inferred models are valid over the entire range of d and provide parameter estimates with precisions of 0.01. In every case, the high value of p(d = 1) is indicative of a large contribution from a combination of supernode leaves, core leaves, and isolated links ( Figure 2) . The breadth and accuracy of these data allow detailed comparison of the inferred models. Figure 1B narrow 1.5 < α < 2 range. The source fan-out and destination fan-in model exponents are in the broader 1.5 < α < 2.5 range and are consistent with the prior literature [14] . These results represent an entirely new approach to characterizing Internet traffic that allows the data to be projected into a lowdimensional space and enables accurate comparisons among packet collections with different locations, dates, durations, and sizes. Figure 2 depicts the major topological structures in the network traffic: isolated links, supernode leaves, core, and core leaves. Formulas for computing these topologies from A t are given in Appendix A. Figure 9 shows the average relative fractions of sources, total packets, total links, and number of destinations in each of the five topologies for the ten data sets, and seven valid packet windows: N V = 10 5 , 3×10 5 , 10 6 , 3×10 6 , 10 7 , 3×10 7 , 10 8 . The four projections in Figure 9 were chosen to highlight the differences in the collection locations. The distinct regions in the various projections shown in Figure 9 indicate that underlying topological differences are present in the data. The Tokyo collections have much larger supernode leaf components than the Chicago collections. The Chicago collections have much larger core and core leaves components than the Tokyo collections. Chicago A consistently has fewer isolated links than Chicago B. Comparing the modified Zipf-Mandelbrot model parameters in Figure 8B and underlying topologies in Figure 9 suggests that the inferred model parameters are a more compact way to distinguish the network traffic. Figures 8B and 9 indicate that different collection points produce different inferred model parameters α and δ, and that these collection points also have different underlying topologies. Figure 10 connects the inferred models and topology Figure 8B . Horizontal and vertical axis are the corresponding fraction of the sources, links, total packets and destinations that are in various topologies for each location, time, and seven packet windows (N V = 10 5 , . . . , 10 8 ). These data reveal the differences in the network traffic topologies in the data collected in Tokyo (dominated by supernode leaves), Chicago A (dominated by core leaves), and Chicago B (between Tokyo and Chicago A). observations by plotting the topology fraction as a function of the model leaf parameter 1/(1 + δ) α which corresponds to the relative strength of leaf nodes and isolated links p(d = 1)
B. Inferred Modified Zipf-Mandelbrot Distributions
C. Measured Network Topologies
The correlations revealed in Figure 10 suggest that the model leaf parameter strongly correlates with the fraction of the traffic in different underlying network topologies and is a potentially new and beneficial way to characterize networks. Figure 10 indicates that the fraction of sources, links, and destinations in the core shrinks as the relative importance of the leaf parameter in the source fan-out and destination fan-in increases. In other words, more source and destination leaves means a smaller core. Likewise, the fraction of links and total packets in the supernode leaves grows as the leaf parameter in the link packets and source packets increases. Interestingly, the fraction of sources in the core leaves and isolated links decreases as the leaf parameter in the source and destination packets increases indicating a shift of sources away from the core leaves and isolated links into supernode leaves. Thus, the modified Zipf-Mandelbrot model and its leaf parameter provide a direct connection with the network topology, underscoring the value of having accurate model fits across the entire range of values and in particular for d = 1.
V. CONCLUSION
Measurements of internet traffic are useful for informing policy, identifying and preventing outages, defeating attacks, planning for future loads, and protecting the domain name system [49] . On a given day, millions of IPs are engaged in scanning behavior. Our improved models can aid cybersecurity analysts in determining which of these IPs are nefarious [50] , the distribution of attacks in particular critical sectors [51] , identifying spamming behavior [52] , how to vacinate against computer viruses [53] , obscuring web sources [54] , identifying significant flow aggregates in traffic [55] , and sources of rumors [56] .
The results presented here have a number of potential practical applications for Internet stakeholders. The methods presented of collecting, filtering, computing, and binning the data to produce accurate measurements of a variety of network quantities are generally applicable to Internet measurement and have the potential to produce more accurate measures of these quantities. The accurate fits of the two parameter modified Zipf-Mandelbrot distribution offer all the usual benefits of low parameter models: measuring parameters with far less data, accurate predictions of network quantities based on a few parameters, observing changes in the underlying distribution, and using modeled distributions to detect anomalies in the data.
From a scientific perspective, improved knowledge of how Internet traffic flows can inform our understanding of how economics, topology, and demand shape the Internet over time. As with all scientific disciplines, the ability of theoreticians to develop and test theories of the Internet and network phenomena is bounded by the scale and accuracy of measured phenomena [57] - [60] . In contrast to previous network models that have principally been based on data obtained from network crawls from a variety of start points on the network, our network traffic data are collected from observations of network streams. Both viewpoints provide important network observations. Observations of a network stream provide complementary data on network dynamics and highlight the contribution of leaves and isolated edges, which are less sampled in network crawls.
The aggregated data set our teams have collected provide a unique window into these questions. The hypersparse neural network pipeline is a novel approach for inferring power-law models and have potential applications to power-law networks in diverse domains. The inferred model parameters present new opportunities to connect the distributions to underlying theoretical models of networks. That the inferred model parameters distinguish the different collection points and are reflective of different network topologies in the data at these points suggests a deeper underlying connection between the models and the network topologies. Figure 2 depicts the major topological structures in the network traffic. Identification of these topologies and computation of their network statistics can all be obtained from the packet traffic counts aggregated into the sparse matrix A t . Two important network quantities for computing these network topologies are the source fan-out column vector d out = |A t | 0 1 (A1) and the destination fan-in row vector
APPENDIX A NETWORK TOPOLOGY MEASURES
d in = 1 T |A t | 0 (A2)
A. Isolated Links
Isolated links are sources and destinations that each have only one connection. The set of sources that send to only one destination are i 1 = arg(d out = 1) (A3)
The set of destinations that receive from only one destination are j 1 = arg(d in = 1) (A4)
The isolated links can be found via
The number of isolated link sources are
The number of packets traversing isolated links is given by
The number of unique isolated links can be computed from
The number of isolated link destinations are |1 T A t (i 1 , j 1 )| 0 1
By definition, the number of isolated sources, the number of isolated links, and the number of isolated destinations are all the same value.
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B. Supernodes
The first, second, third, ... supernode is the source or destination with the first, second, third, ... most links. The identity of the first supernode is given by
The leaves of a supernode are those sources and destinations whose only connection is to the supernode. The supernode source leaves can be found via
The supernode destination leaves can be found via
The number of supernode leaf sources are
The number of packets traversing supernode leaves is given by
The number of unique supernode leaf links can be computed from 1 T |A t (i 1 , k max )| 0 + |A t (k max , j 1 )| 0 1 (A15)
The number of supernode leaf destinations are |1 T A t (k max , j 1 )| 0 1 (A16) Subsequent supernodes can be computed by eliminating the prior supernode and repeating the above calculations.
C. Core
The core of a network can be defined in a variety of ways. In this work, the network core is meant to convey the concept of a collection of sources and destinations that are not isolated and are multiply connected. The core is defined as the collection of sources and destinations whereby every source and destination has more than one connection. In this context, the core does not include the first five supernodes although only the first supernode is significant, and whether or not the other supernodes are included has minimal impact on the core calculations for these data. The set of sources that send to more than one destination, excluding the supernode(s), is
The set of destinations that receive from more than one source, excluding the supernode(s), is
The core links can be found via A t (i core , j core )
The number of core sources is 1 T |A t (i core , j core )1| 0 (A20)
The number of core packets is given by
The number of unique core links can be computed from 1 T |A t (i core , j core )| 0 1 (A22)
The number of core destinations is |1 T A t (i core , j core )| 0 1 (A23)
D. Core Leaves
The core leaves are sources and destinations that have one connection to a core source or destination. The core source leaves can be found via
The core destination leaves can be found via
The number of core leaf sources is
The number of core leaf packets is given by
The number of unique core leaf links can be computed from
The number of core leaf destinations is |1 T A t (k core , j 1 )| 0 1 (A29)
