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Abstract
We characterize the atomic probability measure on Rd which having a finite
number of atoms. We further prove that the Jacobi sequences associated to the
multiple Hermite (resp. Laguerre, resp. Jacobi) orthogonal polynomials are di-
agonal matrices. Finally, as a consequence of the multiple Jacobi orthogonal
polynomials case, we give the Jacobi sequences of the Gegenbauer, Chebyshev
and Legendre orthogonal polynomials.
1 Introduction
Let µ be a probability measure on R with finite moments of all orders. Apply the
Gram-Schmidt orthogonalization process to the sequence {1, x2, . . . , xn, . . .} to get a
sequence {Pn(x); n = 0, 1, . . .} of orthogonal polynomials in L2(µ), where P0(x) = 1
and Pn(x) is a polynomial of degree n with leading coefficient 1. It is well-known that
these polynomials Pn’s satisfy the recursion formula:
(x− αn)Pn(x) = Pn+1(x) + ωnPn−1(x), n ≥ 0.
where αn ∈ R, ωn ≥ 0 for n ≥ 0 and P−1 = 0 by convention. The sequences (αn)n and
(wn)n are called the Jacobi sequences associated to the probability measure µ (cf [8],
[10], [13]).
In the multi-dimensional case (cf [9],[11], [12],[14]) the formulations of these results
are recently given by identifying the theory of multi-dimensional orthogonal polynomials
with the theory of symmetric interacting Fock spaces (cf [1]). The multi-dimensional
analogue of positive numbers wn (resp. real numbers αn) are the positive definite ma-
trices (resp. Hermitean matrices).
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In this paper, we characterize the atomic probability measures on Rd which having
a finite number of atoms. Moreover, we give the Jacobi sequences associated to the
multiple Hermite (resp. Laguerre, resp. Jacobi) orthogonal polynomials and we prove
that they are diagonal matrices. As a corollary of the Jacobi case, we give the explicit
forms of the ones associated to the Gegenbaur, Chebyshev and Legendre orthogonal
polynomials.
This paper is organized as follows. In section 2 we recall the basic properties of
the complex polynomial algebra in d commuting indeterminates and we give the multi-
dimensional Favard Lemma. The characterization of the atomic probability measures
on Rd which having a finite number of atoms is given in section 3. Finally, in section
4 we give the explicit forms of the Jacobi sequences associated to the multiple Hermite
(resp. Laguerre, resp. Jacobi) orthogonal polynomials.
2 The multi-dimensional Favard Lemma
In this section we recall the basic properties of the polynomial algebra in d commut-
ing indeterminates and we give the multi-dimensional Favard Lemma. We refer the
interested reader to [1] for more details.
2.1 The polynomial algebra in d commuting indeterminates
Let d ∈ N∗ and let
P = C[(Xj)1≤j≤d]
be the complex polynomial algebra in the commuting indeterminates (Xj)1≤j≤d with the
∗-structure uniquely determined by the prescription that the Xj are self-adjoint. For all
v = (v1, . . . , vd) ∈ Cd denote
Xv :=
d∑
j=1
vjXj
A monomial of degree n ∈ N is by definition any product of the form
M :=
d∏
j=1
X
nj
j
where, for any 1 ≤ j ≤ d, nj ∈ N and n1 + . . .+ nd = n.
Denote by Pn] the vector subspace of P generated by the set of monomials of degree
less or equal than n. It is clear that
P = ∪n∈NPn]
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Definition 1 For n ∈ N we say that a subspace Pn ⊂ Pn] is monic of degree n if
Pn] = Pn−1]+˙Pn
(with the convention P−1] = {0} and where +˙ means a vector space direct sum) and Pn
has a linear basis Bn with the property that for each b ∈ Bn, the highest order term of b
is a non-zero multiple of a monomial of degree n. Such a basis is called a perturbation
of the monomial basis of order n in the coordinates (Xj)1≤j≤d.
Note that any state ϕ on P defines a pre-scalar product
〈., .〉ϕ : P × P → C
(a, b) 7→ 〈a, b〉ϕ = ϕ(a∗b)
with 〈1P , 1P〉ϕ = 1.
Lemma 2.1 Let ϕ be a state on P and denote 〈 ·, · 〉 = 〈 ·, · 〉ϕ be the associated
pre-scalar product. Then there exists a gradation
P =
⊕
n∈N
(Pn,ϕ, 〈 ·, · 〉n,ϕ) (1)
called a ϕ-orthogonal polynomial decomposition of P, with the following properties:
(i) (1) is orthogonal for the unique pre-scalar product 〈 ·, · 〉 on P defined by the
conditions:
〈 ·, · 〉|Pn,ϕ = 〈 ·, · 〉n,ϕ, ∀n ∈ N
Pm,ϕ ⊥ Pn,ϕ, ∀m 6= n
(ii) (1) is compatible with the filtration (Pn])n in the sense that
Pn] =
n⊕
h=0
Ph,ϕ, ∀n ∈ N,
(iii) for each n ∈ N the space Pn,ϕ is monic.
Conversely, let be given:
(j) a vector space direct sum decomposition of P
P =
·∑
n∈N
Pn (2)
such that P0 = C.1P , and for each n ∈ N, Pn is monic of degree n,
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(jj) for all n ∈ N a pre-scalar product 〈 ·, · 〉n on Pn with the property that 1P has
norm 1 and the unique pre-scalar product 〈 ·, · 〉 on P defined by the conditions:
〈 ·, · 〉|Pn = 〈 ·, · 〉n, ∀n ∈ N
Pm ⊥ Pn, ∀m 6= n
satisfies 〈1P , 1P〉 = 1 and multiplication by the coordinates Xj (1 ≤ j ≤ d) are
〈 ·, · 〉-symmetric linear operators on P.
Then there exists a state ϕ on P such that the decomposition (2) is the orthogonal
polynomial decomposition of P with respect to ϕ.
2.2 The symmetric Jacobi relations and the CAP operators
In the following we fix a state ϕ on P and we follow the notations of Lemma 2.1 with
the exception that we omit the index ϕ. We write 〈., .〉 for the pre-scalar product 〈., .〉ϕ,
Pk for the space Pk,ϕ and Pk] : P → Pk] the 〈., .〉-orthogonal projector in the pre-Hilbert
space sense (see [1] for more details). Put
Pn = Pn] − Pn−1]
It is obvious that Pn = P
∗
n and PnPm = δnmPn for all n,m ∈ N.
It is proved in [1] that for any 1 ≤ j ≤ d and any n ∈ N, one has
XjPn = Pn+1XjPn + PnXjPn + Pn−1XjPn (3)
with the convention that P−1] = 0. The identity (3) is called the symmetric Jacobi
relation.
Now for each 1 ≤ j ≤ d and n ∈ N we define the operators aεj|n, ε ∈ {+, 0,−}, with
respect to a basis e = (ej)1≤j≤d of C
d as follows:
a+
j|n = a
+
ej |n
:= Pn+1XjPn
∣∣∣
Pn
: Pn −→ Pn+1
a0j|n = a
0
ej |n
:= PnXjPn
∣∣∣
Pn
: Pn −→ Pn (4)
a−
j|n = a
−
ej |n
:= Pn−1XjPn
∣∣∣
Pn
: Pn −→ Pn−1
Notation: If v = (v1, . . . , vd) ∈ Cd, where v1, . . . , vd are the coordinates of v in the
basis e, we denote
aεv|n :=
∑
1≤j≤d
vja
ε
j|n
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Note that in this context, the sum
P =
⊕
n∈N
Pn (5)
is orthogonal and meant in the weak sense, i.e. for each element Q ∈ P there is a finite
set I ⊂ N such that
Q =
∑
n∈I
pn , pn ∈ Pn (6)
Theorem 2.2 On P, for any 1 ≤ j ≤ d, the following operators are well defined
a+j :=
∑
n∈N
a+
j|n
a0j :=
∑
n∈N
a0j|n
a−j :=
∑
n∈N
a−
j|n
and one has
Xj = a
+
j + a
0
j + a
−
j (7)
in the sense that both sides of (7) are well defined on P and the equality holds.
Identity (7) is called a quantum decomposition of the variable Xj.
Proposition 2.3 For any 1 ≤ j ≤ d and n ∈ N, one has
(a+
j|n)
∗ = a−
j|n+1 ; (a
+
j )
∗ = a−j
(a0j|n)
∗ = a0j|n ; (a
0
j )
∗ = a0j
Moreover, for each j, k ∈ {1, . . . , d}, one has
[a+j , a
+
k ] = 0
2.3 3-diagonal decompositions of P and multi-dimensional Favard
Lemma
Definition 2 For n ∈ N a 3–diagonal decomposition of Pn]{
(Pk , 〈·, ·〉k)nk=0 ,
(
a+·|k
)n−1
k=0
,
(
a0·|k
)n
k=0
}
is defined by:
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(i) a vector space direct sum decomposition of Pn] such that
Pk] =
·∑
h∈{0,...,k}
Ph ; ∀k ∈ {0, 1, · · · , n} (8)
where each Pk is monic.
(ii) for each k ∈ {0, 1, · · · , n} a pre-scalar product 〈 · , · 〉k on Pk.
(iii) two families of linear maps
v ∈ Cd 7−→ a+
v|k ∈ L(Pk,Pk+1) , k ∈ {0, 1, · · · , n− 1}
v ∈ Cd 7−→ a0v|k ∈ L(Pk,Pk) , k ∈ {0, 1, · · · , n}
such that:
- for all v ∈ Rd, a+
v|k maps the (Pk, 〈., .〉k)-zero norm subspace into the (Pk+1, 〈., .〉k+1)-
zero norm subspace;
- for all v ∈ Rd, a0v|k is a self-adjoint operator on the pre-Hilbert space (Pk , 〈 ·, · 〉k),
thus in particular it maps (Pk, 〈 ·, · 〉k)-zero norm subspace into itself;
- denoting ∗ (when no confusion is possible) the adjoint of a linear map from (Pk−1 , 〈 ·, · 〉k−1)
to (Pk , 〈 ·, · 〉k) for any k ∈ {0, 1, · · · , n}, and defining
a−
v|k := (a
+
v|k−1)
∗ ; a+
v|−1 := 0 ; k ∈ {0, 1, · · · , n− 1} , v ∈ Cd
the following identity is satisfied:
Xv
∣∣∣
Pk
= a+
v|k + a
0
v|k + a
−
v|k ; k ∈ {0, 1, · · · , n− 1} , v ∈ Rd
Remarks: For the following remarks we refer to [1].
(i) Any 3-diagonal decomposition of Pn] induces, by restriction, a 3-diagonal decom-
position of Pk] for any k ≤ n.
(ii) By definition
Pn := {a+v|n(Pn−1); v ∈ Cd}
Theorem 2.4 The 3-diagonal decompositions of P are in one-to-one correspondence
with the pre-scalar products on P induced by some state ϕ on P.
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In the following ⊗ will denote the algebraic tensor product and ⊗ˆ its symmetrization.
The tensor algebra over Cd is the vector space
T (Cd) :=
·∑
n∈N
(Cd)⊗n
with multiplication given by
(un ⊗ . . .⊗ u1)⊗ (vn ⊗ . . .⊗ v1) := un ⊗ . . .⊗ u1 ⊗ vn ⊗ . . .⊗ v1
for all n,m ∈ N and all uj, vj ∈ Cd. The ∗-sub-algebra of T (Cd) generated by the
elements of the form
v⊗n := v ⊗ . . .⊗ v (n− times), ∀n ∈ N, ∀v ∈ Cd
is called the symmetric tensor algebra over Cd and denoted Tsym(Cd).
Lemma 2.5 For all n ∈ N∗, let Pn be the n − th space of a 3-diagonal decomposition
of P. Denoting, for v ∈ Cd, a+v :=
∑
n∈N a
+
v|k and Φ = 1P . Then the map
Un : vn⊗ˆvn−1⊗ˆ · · · ⊗ˆv1 ∈ (Cd)⊗ˆn 7−→ a+vna+vn−1 · · ·a+v1Φ ∈ Pn, (9)
extends uniquely to a vector space isomorphism with the property that for all v ∈ Cd and
ξn−1 ∈ (Cd)⊗ˆ(n−1)
Un(v⊗ˆξn−1) = a+v Un−1ξn−1
For n = 0 we put
U0 : z ∈ C := (Cd)⊗ˆ0 7−→ U0(z) := z ∈ C1P ∈ P0
The multi-dimensional Favard Lemma is given by the following theorem.
Theorem 2.6 Let µ be a probability measure on Rd with finite moments of all orders
and denote ϕ the state on P given by
ϕ(b) =
∫
Rd
b(x1, . . . , xd)dµ(x1, . . . , xd), b ∈ P
Then there exist two sequences
(Ωn)n∈N ; (α.|n)n∈N
satisfying:
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(i) for all n ∈ N,Ωn is a linear operator on (Cd)⊗ˆn positive and symmetric with respect
to the tensor scalar product given by
〈u⊗n, v⊗m〉(Cd)⊗ˆn := δm,n〈u, v〉nCd; ∀u, v ∈ Cd; ∀n ∈ N
where 〈 ·, · 〉Cd is a pre-scalar product on Cd.
(ii) denoting for all n ∈ N
〈ξn, ηn〉n := 〈ξn,Ωnηn〉(Cd)⊗ˆn; ξn, ηn ∈ (Cd)⊗ˆn (10)
the pre-scalar product on (Cd)⊗ˆn defined by Ωn and | ·, · |n the associated pre-norm.
For all n ∈ N, v ∈ Cd and ηn−1 ∈ (Cd)⊗ˆ(n−1), one has
|ηn−1|n−1 = 0⇒ |v⊗ˆηn−1|n = 0 (11)
(iii) for all n ∈ N,
α.|n : v ∈ Cd → αv|n ∈ L
(
(Cd)⊗ˆn
)
is a linear map and for all v ∈ Rd, αv|n is a linear operator on (Cd)⊗ˆn, symmetric
for the pre-scalar product 〈 ·, · 〉n on (Cd)⊗ˆn;
(iv) the sequence Ωn defines a symmetric interacting Fock space struture over C
d en-
dowed with the tensor pre-scalar product (10) and the operator
U :=
⊕
k∈N
Uk :
⊕
k∈N
(
(Cd)⊗ˆk, 〈·, ·〉k
)
→
⊕
k∈N
(Pk, 〈·, ·〉Pk) = (P, 〈·, ·〉) (12)
is an orthogonal gradation preserving unitary isomorphism of pre-Hilbert spaces,
where 〈·, ·〉Pk is the pre-scalar product induced by ϕ on Pk.
Moreover, denoting
Γ
(
C
d, (Ωn)n
)
:=
⊕
n∈N
(
(Cd)⊗ˆn , 〈 ·, · 〉n
)
(13)
the symmetric interacting Fock space defined by the sequence (Ωn)n∈N, A
± the creation
and annihilation fields associated to it, PΓ,n the projection onto the n− th space of the
gradation (13), and N the number operator associated to this gradation i.e.
N :=
∑
n∈N
nPΓ,n,
the gradation preserving unitary pre-Hilbert space isomorphism (12) satisfies
UΦ = 1P
U−1XvU = A
+
v + αv,N + A
−
v , ∀v ∈ Rd,
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where αv,N is the symmetric operator defined by
αv,N :=
∑
n∈N
αv|nPΓ,n.
Conversely, given two sequences (Ωn)n∈N and (α.|n)n∈N satisfying (i), (ii), (iii) and
(iv) above, there exists a state ϕ on P, such that for any probability measure µ on Rd,
inducing the state ϕ on P, the pair of sequences(
(Ωn)n∈N, (α.|n)n∈N
)
is the one associated to µ according to the first part of the theorem.
Remark:
1) From the proof of the above theorem (cf [1]) one has
α.|n = U
−1
n a
0
.|nUn (14)
2) from (11), it follows that if there exists n0 ∈ N∗ such that Ωn0 = 0, then
Ωn = 0, ∀n ≥ n0.
Definition 3 The sequences (Ωn)n and (α.|n)n in Theorem 2.6 are called Jacobi se-
quences associated to the probability measure µ.
3 Positive Jacobi sequence and atomic probability
measure
Recall that for each n ∈ N the positive matrix Ωn ∈ L((Cd)⊗̂n).
Proposition 3.1 If there exists n0 ∈ N such that rank(Ωn0) < dim
(
(Cd)⊗̂n0
)
, then for
all k ∈ N, rank(Ωn0+k) < dim
(
(Cd)⊗̂n0+k
)
.
Proof Suppose that there exists n0 ∈ N such that rank (Ωn0) < dim
(
(Cd)⊗̂n0
)
i.e.
Ωn0 is not injective. Let ξn0 ∈ (Cd)⊗̂n0, ξn0 6= 0(Cd)⊗̂n0 such that Ωn0(ξn0) = 0, then for
all v ∈ Cd, for all arbitrary ηn0+1 ∈ (Cd)⊗̂n0+1 one has
〈ηn0+1,Ωn0+1(v⊗̂ξn0)〉(Cd)⊗̂n0+1 = 〈Un0+1(ηn0+1), Un0+1(v⊗̂ξn0)〉Pn0+1
= 〈Un0+1(ηn0+1), a+v Un0(ξn0)〉Pn0+1
= 〈a−v Un0+1(ηn0+1), Un0(ξn0)〉Pn0
≤ |a−v Un0+1(ηn0+1)|Pn0 |Un0(ξn0)|Pn0
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Because Ωn0(ξn0) = 0 i.e. 〈ξn0,Ωn0(ξn0)〉(Cd)⊗̂n0 = |Un0(ξn0)|2Pn0 = 0, one has
Ωn0+1(v⊗̂ξn0) = 0, ∀v ∈ Cd
It follows by induction on k ∈ N
Ωn0+k(v
⊗̂k⊗̂ξn0) = 0, ∀v ∈ Cd, ∀k ∈ N
If v 6= 0Cd, because ξn0 6= 0(Cd)⊗̂n0 , one gets
v⊗̂k⊗̂ξn0 ⊂ Ker(Ωn0+k), ∀k ∈ N
and
v⊗̂k⊗̂ξn0 6= 0(Cd)⊗̂n0+k
Hence, Ωn0+k (k ∈ N) is not injective i.e. rank(Ωn0+k) < dim
(
(Cd)⊗̂n0+k
)
. 
Now, our aim is to give a characterization of the atomic probability measure on Rd
which have a finite number of atoms.
A common zero of a set of polynomials is a zero for every polynomial in the set. Let µ
be a probability measure on Rd. Let Pn = {P nα }α be a sequence of orthogonal polynomials
with respect to µ, where α = (α1, α2, . . . , αd) ∈ Nd and |α| = α1 + α2 + . . .+ αd = n. A
common zero of Pn is a zeros of every P
n
α . Clearly we can consider zeros of Pn as zeros
of the subspace Pn. For the following lemma we refer the reader to [15].
Lemma 3.2 The polynomials in Pn have at most dimPn−1] common zeros.
Definition 4 Given a measurable space (X,Σ) and a measure µ on that space, a set
A in Σ is called an atom if µ(A) > 0 and for any measurable subset B of A with
µ(A) > µ(B), one has µ(B) = 0.
Definition 5 Given a measurable space (X,Σ) and a measure µ on that space. µ is
said an atomic if there is a partition of X into countably many elements of Σ which are
either atoms or null sets.
Remark If µ is a σ-finite probability measure on the Borel σ−algebra of Rn, then it
is easy to show that, for any atom B of µ there is a point x ∈ B with the property that
µ(B) = µ({x}). Thus such a measure is atomic if and only if it is the countable sum
of Dirac deltas, i.e. if there is an (at most) countable set {xi} ⊂ Rn and an (at most)
countable set {ai} ⊂]0,∞[ with the property that
µ(A) =
∑
xi∈A
ai for every Borel set A.
i.e. µ =
∑
i aiδxi, with
∑
i ai = 1.
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Theorem 3.3 There exists n0 ∈ N∗ such that the matrices Ωn are zero for n ≥ n0 of
and only if the associated probability measure is atomic and having a finite number of
atoms.
Proof Let µ a probability measure with finite moments of any order and suppose that
there exists n0 ∈ N∗ such that the matrices Ωn0 = 0. It follows that for all ξn0 ∈ (Cd)⊗̂n0
0 = 〈ξn0,Ωn0ξn0〉(Cd)⊗̂n0 = 〈Un0ξn0, Un0ξn0〉µ.
Since Un0 ∈ Isom((Cd)⊗̂n0 ,Pn0) and Ωn0 = 0, then one has
〈Q1, Q2〉µ = 0, ∀Q1, Q2 ∈ Pn0
It follows that ∫
Rd
|Q(x)|2µ(dx) = 0, ∀Q ∈ Pn0 .
Thus for all Q ∈ Pn0 , one has
Q = 0 µ.a.s. i.e. µ(
{
x ∈ Rd; Q(x) = 0}) = 1.
Let Pn0 = {P n0α }|α|=n0 be an orthogonal basis of Pn0 . Put
∆α =
{
x ∈ Rd; P n0α (x) = 0
}
and
Dn0 = ∩|α|=n0∆α.
It is clear that for any α such that |α| = n0, µ(∆α) = 1. Moreover, one has µ(Dn0) = 1
because
µ(Dcn0) = µ(∪|α|=n0∆cα) ≤
∑
|α|=n0
µ(∆cα) = 0.
Thus, one gets
Dn0 6= ∅.
Moreover, from Lemma 3.2, Dn0 is a finite set of Rd. Therefore, Dn0 is of the form
{xi}i∈I with I is a finite set. Clearly, one has µ =
∑
i∈I aiδxi with
∑
i∈I ai = 1, where
ai = µ({xi}), i ∈ I.
Conversely, suppose that µ =
∑n
i=1 αiδai , where ai ∈ Rd,
∑n
i=1 αi = 1, αi > 0, i =
1, 2, . . . , n and ai 6= aj for all i 6= j. Put
Λn =
{
k ∈ N; 1 ≤ k ≤
(
n+ d− 1
d− 1
)}
.
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Let (
Pk,h
)
0 ≤ k ≤ n
h ∈ Λn
be an orthogonal basis of Pn] with respect to the pre-scalar product on P induced by µ:
〈P,Q〉µ =
n∑
i=1
αiP (ai)Q(ai), P, Q ∈ P,
with this notation, each Pk,h is a polynomial of degree k.
Now, define the scalar product on Rn as follows
〈 v1...
vn

 ,

 w1...
wn

〉 = n∑
i=1
αiviwi.
Therefore, one has
0 =
〈
Pk1,h1, Pk2,h2
〉
µ
=
〈 Pk1,h1(a1)...
Pk1,h1(an)

 ,

 Pk2,h2(a1)...
Pk2,h2(an)

〉. (15)
for all 0 ≤ k1, k2 ≤ n and all h1 6= h2 with h1 ∈ Λk1 and h2 ∈ Λk2.
- First case : if for all k ∈ {0, 1, . . . , n− 1} there exists lk ∈ Λk such that
Pk,lk(aik) 6= 0 for some ik ∈ {1, . . . , n} . Then, one has

Pk,lk(a1)
...
Pk,lk(aik)
...
Pk,lk(an)

 6=


0
...
0
...
0

 .
Consider, now the family F =
{
P0,l0, . . . , Pn−1,ln−1
}
. It is clear that card(F) = n.
Put
vm =


Pm,lm(a1)
...
Pm,lm(aim)
...
Pm,lm(an)

 , m ∈ {0, 1, . . . , n− 1} .
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It is clear that vm 6= 0Rn and
〈vm, vr〉 = 0, ∀m 6= r.
Note that 
 Pn,h(a1)...
Pn,h(an)

 ∈ Rn, ∀h ∈ Λn.
Moreover, from (15) for all h ∈ Λn, one has
〈 Pn,h(a1)...
Pn,h(an)

 , vj〉 = 0 ∀j ∈ {0, 1, . . . , n− 1} .
It follows that

 Pn,h(a1)...
Pn,h(an)

 =

 0...
0

 , ∀h ∈ Λn.
This gives
Pn,h(ai) = 0, ∀h ∈ Λn, ∀i ∈ {1.2, . . . , n} .
Therefore, one gets
〈 Pn,h, Pn,l〉 = 0, ∀h, l ∈ Λn.
which proves that Ωn = 0 and therefore Ωm = 0, for all m ≥ n.
- Second case : if there exists k0 ∈ {0, 1, . . . , n− 1}, such that for all l ∈ Λk0
Pk0,l(ai) = 0, i = 1, . . . , n.
then, one has
〈 Pk0,h, Pk0,l〉 = 0, ∀h, l ∈ Λk0,
which implies that
Ωk0 = 0.
and therefore
Ωk = 0, ∀k ≥ k0.

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4 Multi-variable orthogonal polynomials
In the following our purpose is to give the explicit forms of the Jacobi sequences
(α.|n,Ωn)n in the case of Hermite, Laguerre and Jacobi polynomials.
Define the binaire relation R on {1, 2, . . . , d}n by
(i1, i2, . . . , in)R(j1, j2, . . . , jn)
if and only if
{i1, i2, . . . , in} = {j1, j2, . . . , jn}
and
♯
(
{ik = l, k = 1, 2, . . . , n}
)
= ♯
(
{jk = l, k = 1, 2, . . . , n}
)
for all l ∈ {1, 2, . . . , d} . R is an equivalence relation on {1, 2, . . . , d}n (cf[7] for more
details). For all 1 ≤ l ≤ d. Put
ml = ♯({ik = l, k = 1, 2, . . . , n}).
nl = ♯({jk = l, k = 1, 2, . . . , n}).
An : =
{
jn = cl
(
(j1, j2, . . . , jn)
)
.
}
ejn : = ej1⊗̂ej2⊗̂ . . . ⊗̂ejn.
where (ei)1≤i≤d is the canonical basis of C
d. It is clear that B = (ejn)jn∈An is a basis
of (Cd)⊗̂n. Moreover, in this basis the positive definite Jacobi sequence is of form
Ωn = (λin,jn)in,jn∈An .
4.1 Basic Notations
Let us introduce the following notations :
(1) If β = (β1, β2, . . . , βd) ∈ Nd, we denote for all r1, r2, . . . , rd ∈ Z
βr1,r2,...,rd = (β1 + r1, β2 + r2, . . . , βd + rd)
β0,0,...,0 = β
0˜r1,r2,...,rd = (0 + r1, 0 + r2, . . . , 0 + rd)
0˜ = 0Rd
(2) If β = (β1, β2, . . . , βd) ∈ Nd and x = (x1, x2, . . . , xd) ∈ Rd, we denote
|β| = β1 + β2 + . . .+ βd
β! = β1!β2! . . . βd!
xβ = xβ11 x
β2
2 . . . x
βd
d
|x|1 = |x1|+ |x2|+ . . .+ |xd|
‖x‖2 =
√
x21 + x
2
2 + . . .+ x
2
d
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4.2 Multiple Hermite polynomials on Rd
The multiple Hermite polynomials on Rd defined by Hα = Hα1 ⊗Hα2 ⊗ . . .⊗Hαd with
α = (α1, α2, . . . , αd) ∈ Nd; |α| = α1+α2+ . . .+αd = n and for any i ∈ {1, 2, . . . , d} , Hαi
is the classical Hermite polynomial of one variable. For the following relation we refer
the reader to [15].
d
dxi
Hαi(xi) = 2αiHαi−1(xi). (16)
xiHαi(xi) =
1
2
Hαi+1(xi) + αiHαi−1(xi). (17)
‖Hαi‖2 = 2αiαi!
√
π.
It is clear that the multiple Hermite polynomials on Rd are orthogonal with respect to
the classical weight function
WH(x) = e−‖x‖
2
2 , x ∈ Rd.
Moreover, the family (Hα)|α|=n is an orthogonal basis of Pn with respect to µ, where
µ is the measure of density WH with respect to the Lebesgue measure on Rd. For
α = (α1, α2, . . . , αd) ∈ Nd; |α| = n, one has
Hα(x) = Hα1(x1)Hα2(x2) . . .Hαd(xd), ∀x = (x1, x2, . . . , xd) ∈ Rd (18)
Multiplying both sides in (18) by xi and using (17) one gets
xiHα(x) =
1
2
H(α1,..,αi−1,αi+1,αi+1,...,αd)(x) + αiH(α1,...,αi−1,αi−1,αi+1,...,αd)(x).
From the above notations, it follows that
XiHα =
1
2
Hα
0,...,0,1,0,...,0
+ αiHα
0,...,0,−1,0,...,0
(19)
where 1 and −1 are in the i− th index. Note that
‖Hα‖2 =
d∏
i=1
‖Hαi‖2 = 2nπ
d
2α! (20)
Now, consider the orthogonal projector from P to Pn given by
Pn : =
∑
|α|=n
1
‖Hα‖2 |Hα〉〈Hα|, n ∈ N
P−1 : = 0.
15
For i ∈ {1, 2, . . . , d}, define the CAP operators as follows :
a+
i|n : = Pn+1XiPn
=
∑
|β|=n+1,|α|=n
1
‖Hα‖2‖Hβ‖2 |Hβ〉〈Hβ|Xi|Hα〉〈Hα|
=
∑
|β|=n+1,|α|=n
1
‖Hα‖2‖Hβ‖2 〈Hβ, XiHα〉µ|Hβ〉〈Hα|.
a0i|n : = PnXiPn
=
∑
|β|=n,|α|=n
1
‖Hα‖2‖Hβ‖2 〈Hβ, XiHα〉µ|Hβ〉〈Hα|.
a−
i|n : = Pn−1XiPn, n ≥ 1
=
∑
|β|=n−1,|α|=n
1
‖Hα‖2‖Hβ‖2 〈Hβ, XiHα〉µ|Hβ〉〈Hα|.
From (19), it follows that
a+
i|n =
1
2
∑
|α|=n
1
‖Hα‖2 |Hα0,...,0,1,0,...,0〉〈Hα|
a0i|n = 0
a−
i|n =
∑
|α|=n
αi
‖Hα‖2 |Hα0,...,0,−1,0,...,0 〉〈Hα|, n ≥ 1 (a
−
i|0 := 0).
Then, for all α, β ∈ Nd such that |α| = n and |β| = n+ 1, one has
a+
i|nHα =
1
2
Hα
0,...,0,1,0,...,0
. (21)
a−
i|n+1Hβ = βiHβ0,...,0,−1,0,...,0 . (22)
where 1 and −1 are in the i− th index. Now, for all k ∈ {1, 2, . . . , d} , put
a+k =
∑
n∈N
a+
k|n.
Lemma 4.1 For all 1 ≤ k ≤ d,m ∈ N∗ and α = (α1, α2, . . . , αd) such that |α| = n, one
has :
(a+k )
mHα =
(1
2
)m
Hα0,...,0,m,0,...,0 (23)
where
α0,...,0,m,0,...,0 = (α1, . . . , αk−1, (αk +m), αk+1, . . . , αd).
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Proof We prove the above lemma by induction on m ∈ N∗.
- For m = 1, one has
a+kHα =
1
2
Hα0,...,0,1,0,...,0
- Let m ≥ 1 and suppose that (26) holds true. Then, one has
(a+k )
m+1Hα = a
+
k (a
+
k )
mHα
=
(1
2
)m
a+kHα0,...,0,m,0,...,0
=
(1
2
)m 1
2
Hα0,...,0,m+1,0,...,0
=
(1
2
)m+1
Hα0,...,0,m+1,0,...,0
This ends the proof. 
Theorem 4.2 For all n ∈ N, one has
α.|n ≡ 0
and the coefficients of Ωn in the basis B are given by
λin,jn = δin,jn
(1
2
)|n|
π
d
2n!
where
in = cl
(
(i1, . . . , in)
)
jn = cl
(
(j1, . . . , jn)
)
and
nl = ♯
(
{ik = l, k = 1, . . . , n}
)
, (1 ≤ l ≤ d), n = (n1, n2, . . . , nd).
Proof Because a0.|n = 0, for all n ∈ N, then one has
α.|n = U
−1
n a
0
.|nUn = 0.
Now, recall that
λin,jn = 〈ein,Ωnejn〉(Cd)⊗̂n
= 〈ei1⊗̂ei2⊗̂ . . . ⊗̂ein,Ωnej1⊗̂ej2⊗̂ . . . ⊗̂ejn〉(Cd)⊗̂n
= 〈a+i1a+i2 . . . a+inΦ, a+j1a+j2 . . . a+jnΦ〉µ
= 〈(a+1 )m1(a+2 )m2 . . . (a+d )mdΦ, (a+1 )n1(a+2 )n2 . . . (a+d )ndΦ〉µ
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where Φ = 1P = H0˜, 0˜ = 0Rd andml = ♯ {ik = l, k = 1, . . . , n} , nl = ♯ {jk = l, k = 1, . . . , n}
for all 1 ≤ l ≤ d. Then, from Lemma 4.1
(a+d−1)
nd−1(a+d )
ndΦ =
(1
2
)nd
(a+d−1)
nd−1H0˜0,...,0,nd
=
(1
2
)nd−1+nd
H0˜0,...,0,nd−1,nd
.
Repeating the above argument until to obtain
(a+1 )
n1 . . . (a+d )
ndΦ =
(1
2
)|n|
Hn.
where n = (n1, n2, . . . , nd).
(i) If in = jn, then one has
λin,jn = 〈(a+1 )m1(a+2 )m2 . . . (a+d )mdΦ, (a+1 )n1(a+2 )n2 . . . (a+d )ndΦ〉µ
=
(1
2
)2|n|
‖Hn‖2
=
(1
2
)2|n|
2|n|π
d
2n!
=
(1
2
)|n|
π
d
2n!
(ii) If in 6= jn, then, {i1, . . . , in} 6= {j1, . . . , jn} or there exists l ∈ {i1, . . . , in} such
that ml 6= nl.
- First case : if {i1, . . . , in} 6= {j1, . . . , jn}, then there exists l ∈ {1, . . . , d} such that
l ∈ {i1, . . . , in} and l 6∈ {j1, . . . , jn} or the converse. Without loss of generality
suppose that l = 1 i.e. m1 6= 0 and n1 = 0. Therefore, one gets
λin,jn =
(1
2
)(|m|+|n|)
〈Hm, Hn〉µ
= 0.
because Hm and Hn are orthogonal (m 6= n).
- Second case : if there exists l ∈ {1, . . . , d} such that ml 6= nl i.e. m 6= n, then, one
has
〈Hm, Hn〉µ = 0.
It follows that
λin,jn = 0.

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5 Multiple Laguerre polynomials on Rd+
As in the multiple Hermite polynomials on Rd. The multiple Laguerre polynomials on
Rd+ with parameter α = (α1, α2, . . . , αd); αj > −1, j = 1, 2, . . . , d are defined as follows
Lαk = L
α1
k1
⊗ Lα2k2 ⊗ . . .⊗ Lαdkd
where, k = (k1, k2, . . . , kd) ∈ Nd such that |k| = n and for any i ∈ {1, 2, . . . , d} , Lαiki is
the classical Laguerre polynomials on R+. For the following relation we refer the reader
to [15].
xiL
αi
ki
(xi) = −(ki + 1)Lαiki+1(xi) + (2ki + αi + 1)Lαiki (xi)− (ki + αi)Lαiki−1(xi) (24)
‖Lαiki ‖2 =
Γ(αi + ki + 1)
ki!
.
where Γ is the Gamma function defined by
Γ(y) =
∫ ∞
0
ty−1e−tdt, ∀y > 0.
It is clear that the multiple Laguerre polynomials are orthogonal with respect the
weight function
WLα (x) = x
αe−|x|1, x = (x1, . . . , xd) ∈ Rd+
Moreover, the family (Lαk )|k|=n is an orthogonal basis of Pn with respect to µ, where
µ is the measure of density WLα with respect to the Lebesgue measure on R
d
+. For
k = (k1, k2, . . . , kd); |k| = n, one has
Lαk (x) = L
α1
k1
(x1)L
α2
k2
(x2) . . . L
αd
kd
(xd). (25)
Multiplying both sides in (25) by xi and using (24), one gets
xiL
α
k (x) = −(ki + 1)Lα(k1,...,ki−1,ki+1,ki+1,...,kd)(x) + (2ki + αi + 1)Lαk (x)
−(ki + αi)Lα(k1,...,ki−1ki−1,ki+1,...,kd)(x).
From the above notations, it follows that
XiL
α
k = −(ki + 1)Lαk0,...,0,1,0,...,0 + (2ki + αi + 1)Lαk − (ki + αi)Lαk0,...,0,−1,0,...,0 (26)
where −1, 1 are in the i− th index. Note that
‖Lαk‖2 =
d∏
j=1
‖Lαjkj ‖ =
1
k!
d∏
j=1
Γ(kj + αj + 1)
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Now, consider the orthogonal projector from P to Pn given by
Pn : =
∑
|α|=n
1
‖Lαk‖2
|Lαk 〉〈Lαk |, n ∈ N
P−1 : = 0
For i ∈ {1, 2, . . . , d}, define the CAP operators as follows :
a+
i|n : = Pn+1XiPn
=
∑
|β|=n+1,|k|=n
1
‖Lαβ‖2‖Lαk‖2
|Lαβ〉〈Lαβ |Xi|Lαk 〉〈Lαk |
=
∑
|β|=n+1,|k|=n
1
‖Lαβ‖2‖Lαk‖2
〈Lαβ , XiLαk 〉µ|Lαβ〉〈Lαk |
a0i|n : = PnXiPn
=
∑
|β|=n,|k|=n
1
‖Lαβ‖2‖Lαk‖2
〈Lαβ , XiLαk 〉µ|Lαβ〉〈Lαk |
a−
i|n : = Pn−1XiPn, n ≥ 1
=
∑
|β|=n−1,|k|=n
1
‖Lαβ‖2‖Lαk‖2
〈Lαβ , XiLαk 〉µ|Lαβ〉〈Lαk |.
From (26), it follows that
a+
i|n = −
∑
|k|=n
(ki + 1)
‖Lαk‖2
|Lαk0,...,0,1,0,...,0〉〈Lαk |
a−
i|n = −
∑
|k|=n
(ki + αi)
‖Lαk‖2
|Lαk0,...,0,−1,0,...,0〉〈Lαk |, n ≥ 1 (a−i|0 := 0)
a0i|n =
∑
|k|=n
(2ki + αi + 1)
‖Lαk‖2
|Lαk 〉〈Lαk |.
Then, for all k, β ∈ Nd such that |k| = n and |β| = n+ 1, one has
a+
i|nL
α
k = −(ki + 1)Lαk0,...,0,1,0,...,0
a−
i|n+1L
α
β = −(ki + αi)Lαβ0,...,0,−1,0,...,0 (27)
a0i|nL
α
k = (2ki + αi + 1)L
α
k
where 1,−1 are in the i− th index.
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Lemma 5.1 For all 1 ≤ i ≤ d,m ∈ N∗ and k = (k1, k2, . . . , kd) ∈ Nd such that |k| = n,
one has
(a+i )
mLαk = (−1)m
m∏
p=1
(ki + p)L
α
k0,...,0,m,0,...,0
(28)
where
k0,...,0,m,0,...,0 = (k1, . . . , ki−1, ki +m, ki+1, . . . , kd).
Proof We prove the above lemma by induction on m ∈ N∗.
- For m = 1, one has
a+i L
α
k = −(ki + 1)Lαk0,...,0,1,0,...,0
- Let m ≥ 1 and suppose that (28) holds true. Then, one has
(a+i )
m+1Lαk = a
+
i (a
+
i )
mLαk
= (−1)m
m∏
p=1
(ki + p)a
+
i L
α
k0,...,0,m,0,...,0
= (−1)m+1
m∏
p=1
(ki + p)(ki +m+ 1)L
α
k0,...,0,m+1,0,...,0
= (−1)m+1
m+1∏
p=1
(ki + p)L
α
k0,...,0,m+1,0,...,0

Theorem 5.2 For all n ∈ N and in = cl
(
(i1, . . . , in)
)
, jn = cl
(
(j1, . . . , jn)
)
∈ An, we
have
αel|nein = (2nl + αl + 1)ein
and the coefficients of Ωn in the basis B = (ein)in∈An are given by
λin,jn = δin,jnn!
d∏
l=1
Γ(nl + αl + 1)
where
nl = ♯
(
{ik = l, k = 1, . . . , n}
)
, (1 ≤ l ≤ d), n = (n1, n2, . . . , nd).
Proof Recall that
λin,jn = 〈ein,Ωnejn〉(Cd)⊗̂n
= 〈ei1⊗̂ei2⊗̂ . . . ⊗̂ein,Ωnej1⊗̂ej2⊗̂ . . . ⊗̂ejn〉(Cd)⊗̂n
= 〈a+i1a+i2 . . . a+inΦ, a+j1a+j2 . . . a+jnΦ〉µ
= 〈(a+1 )m1(a+2 )m2 . . . (a+d )mdΦ, (a+1 )n1(a+2 )n2 . . . (a+d )ndΦ〉µ
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where Φ = 1P = H0˜, 0˜ = 0Rd andml = ♯ {ik = l, k = 1, . . . , n} , nl = ♯ {jk = l, k = 1, . . . , n}
for all 1 ≤ l ≤ d. On the other hand, from Lemma 5.1, one has
(a+d−1)
nd−1(a+d )
ndΦ = (−1)ndnd!(a+d−1)nd−1Lα0˜0,...,0,nd
= (−1)nd−1+ndnd−1!nd!Lα0˜0,...,0,nd−1,nd .
Repeating the above argument until to obtain
(a+1 )
n1 . . . (a+d )
ndΦ = (−1)|n|n!Lαn (29)
where n = (n1, n2, . . . , nd).
(i) If in = jn, then, one has
λin,jn = 〈(a+1 )m1(a+2 )m2 . . . (a+d )mdΦ, (a+1 )n1(a+2 )n2 . . . (a+d )ndΦ〉µ.
= (n!)2‖Lαn‖2
= n!
d∏
l=1
Γ(nl + αl + 1)
(ii) If in 6= jn, then {i1, . . . , in} 6= {j1, . . . , jn} or there exists l ∈ {i1, . . . , in} such that
ml 6= nl.
- First case : if {i1, . . . , in} 6= {j1, . . . , jn}, then there exists l ∈ {1, . . . , d} such that
l ∈ {i1, . . . , in} and l 6∈ {j1, . . . , jn} or the converse. Without loss of generality
suppose that l = 1 i.e. m1 6= 0 and n1 = 0. Therefore, one has
λin,jn = (−1)|m|+|n|m!n!〈Lαm, Lαn〉µ
= 0
because Lαm and L
α
n are orthogonal (m 6= n).
- Second case : if there exists l ∈ {1, . . . , d} such that ml 6= nl i.e. m 6= n, then, one
gets
〈Lαm, Lαn〉µ = 0.
It follows that
λin,jn = 0.
Now, let in = cl
(
(i1, i2, . . . , id)
)
∈ An. Recall that
Unein := a
+
i1
a+i2 . . . a
+
id
Φ.
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Then, from identities (29) and (27), it follows that for all l ∈ {1, 2, . . . , d}
αel|nein := U
−1
n a
0
l|nUnein
= U−1n a
0
l|na
+
i1
a+i2 . . . a
+
id
Φ
= U−1n a
0
l|n(a
+
1 )
n1 . . . (a+d )
ndΦ
= (−1)|n|n!U−1n a0l|nLαn
= (−1)|n|n!(2nl + αl + 1)U−1n Lαn
= (2nl + αl + 1)U
−1
n (a
+
1 )
n1 . . . (a+d )
ndΦ
= (2nl + αl + 1)U
−1
n a
+
i1
a+i2 . . . a
+
id
Φ
= (2nl + αl + 1)ein
where nj = ♯ {ip = j; p = 1, 2, . . . , d} , 1 ≤ j ≤ d.

6 Multiple Jacobi polynomials on the cube
The multiple Jacobi polynomials on the cube [−1, 1]d with parameter a = (a1, a2, . . . , ad),
b = (b1, b2, . . . , bd); aj > −1, bj > −1, j = 1, 2, . . . , d are defined as follows
P (a,b)α = P
(a1,b1)
α1
⊗ P (a2,b2)α2 ⊗ . . .⊗ P (ad,bd)αd .
where, α = (α1, α2, . . . , αd) ∈ Nd such that |α| = n and for any i ∈ {1, 2, . . . , d} , P (ai,bi)αi
is the classical Jacobi polynomials on [−1, 1]. For the following relations we refer the
reader to [15].
xiP
(ai,bi)
αi
(xi) =
2(αi + 1)(αi + bi + ai + 1)
(2αi + bi + ai + 1)(2αi + bi + ai + 2)
P
(ai,bi)
αi+1
(xi)
− (a
2
i − b2i )
(2αi + bi + ai)(2αi + bi + ai + 2)
P (ai,bi)αi (xi)
+
2(αi + ai)(αi + bi)
(2αi + bi + ai)(2αi + bi + ai + 1)
P
(ai,bi)
αi−1
(xi)
‖P (ai,bi)αi ‖2 =
2bi+ai+1Γ(αi + ai + 1)Γ(αi + bi + 1)
αi!(2αi + bi + ai + 1)Γ(αi + bi + ai + 1)
where Γ is the Gamma function defined by
Γ(y) =
∫ ∞
0
ty−1e−tdt, ∀y > 0.
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It is clear that the multiple Jacobi polynomials on the cube [−1, 1]d are orthogonal
with respect the weight function
W Ja,b(x) =
d∏
j=1
(1− xj)aj (1 + xj)bj , x = (x1, . . . , xd) ∈ [−1, 1]d.
Moreover, the family (P
(a,b)
α )|α|=n is an orthogonal basis of Pn with respect to µ, where
µ is the measure of density W Ja,b with respect to the Lebesgue measure on [−1, 1]d. For
α = (α1, α2, . . . , αd); |α| = n, one has
P (a,b)α (x) = P
(a1,b1)
α1
(x1)P
(a2,b2)
α2
(x2) . . . P
(ad,bd)
αd
(xd). (30)
Multiplying both sides in (30) by xi, one gets
xiP
(a,b)
α (x) =
2(αi + 1)(αi + bi + ai + 1)
(2αi + bi + ai + 1)(2αi + bi + ai + 2)
P
(a,b)
(α1,...,αi−1,αi+1,αi+1,...,αd)
(x)
− (a
2
i − b2i )
(2αi + bi + ai)(2αi + bi + ai + 2)
P (a,b)α (x)
+
2(αi + ai)(αi + bi)
(2αi + bi + ai)(2αi + bi + ai + 1)
P
(a,b)
(α1,...,αi−1,αi−1,αi+1,...,αd)
(x)
From the above Notation, it follows that
XiP
(a,b)
α =
2(αi + 1)(αi + bi + ai + 1)
(2αi + bi + ai + 1)(2αi + bi + ai + 2)
P (a,b)α0,...,1,0,...,0
− (a
2
i − b2i )
(2αi + bi + ai)(2αi + bi + ai + 2)
P (a,b)α (31)
+
2(αi + ai)(αi + bi)
(2αi + bi + ai)(2αi + bi + ai + 1)
P (a,b)α0,...,−1,0,...,0
where −1, 1 are in the i− th index. Note that
‖P (a,b)α (x)‖2 =
d∏
i=1
‖P (ai,bi)αi ‖2
=
1
α!
d∏
i=1
2bi+ai+1Γ(αi + ai + 1)Γ(αi + bi + 1)
(2αi + bi + ai + 1)Γ(αi + bi + ai + 1)
Now, consider the orthogonal projector from P to Pn given by
Pn : =
∑
|α|=n
1
‖Lαk‖2
|Lαk 〉〈Lαk |, n ∈ N
P−1 : = 0
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For i ∈ {1, 2, . . . , d}, define the CAP operators as follows
a+
i|n : = Pn+1XiPn
=
∑
|β|=n+1,|α|=n
1
‖P (a,b)β ‖2‖P (a,b)α ‖2
|P (a,b)β 〉〈P (a,b)β |Xi|P (a,b)α 〉〈P (a,b)α |
=
∑
|β|=n+1,|α|=n
1
‖P (a,b)β ‖2‖P (a,b)α ‖2
〈P (a,b)β , XiP (a,b)α 〉µ|P (a,b)β 〉〈P (a,b)α |
a0i|n : = PnXiPn
=
∑
|β|=n,|α|=n
1
‖P (a,b)β ‖2‖P (a,b)α ‖2
〈P (a,b)β , XiP (a,b)α 〉µ|P (a,b)β 〉〈P (a,b)α |
a−
i|n : = Pn−1XiPn, n ≥ 1
=
∑
|β|=n−1,|α|=n
1
‖P (a,b)β ‖2‖P (a,b)α ‖2
〈P (a,b)β , XiP (a,b)α 〉µ|P (a,b)β 〉〈P (a,b)α |.
From (31), one has
a+
i|n =
∑
|α|=n
2(αi + 1)(αi + bi + ai + 1)
(2αi + bi + ai + 1)(2αi + bi + ai + 2)
1
‖P (a,b)α ‖2
|P (a,b)α0,...,0,1,0,...,0〉〈P (a,b)α |
a−
i|n =
∑
|α|=n
2(αi + ai)(αi + bi)
(2αi + bi + ai)(2αi + bi + ai + 1)
1
‖P (a,b)α ‖2
|P (a,b)α0,...,0,−1,0,...,0〉〈P (a,b)α |, n ≥ 1
(a−
i|0 := 0)
a0i|n = −
∑
|α|=n
(a2i − b2i )
(2αi + bi + ai)(2αi + bi + ai + 2)
1
‖P (a,b)α ‖2
|P (a,b)α 〉〈P (a,b)α |
Then, for all α, β ∈ Nd such that |α| = n and |β| = n+ 1, one has
a+
i|nP
(a,b)
α =
2(αi + 1)(αi + bi + ai + 1)
(2αi + bi + ai + 1)(2αi + bi + ai + 2)
P (a,b)α0,...,0,1,0,...,0
a−
i|n+1P
(a,b)
β =
2(βi + ai)(βi + bi)
(2βi + bi + ai)(2βi + bi + ai + 1)
P
(a,b)
β0,...,0,−1,0,...,0
a0i|nP
(a,b)
α = −
(a2i − b2i )
(2αi + bi + ai)(2αi + bi + ai + 2)
P (a,b)α (32)
where −1, 1 are in the i− th index.
Lemma 6.1 For all 1 ≤ i ≤ d,m ∈ N∗ and α = (α1, α2, . . . , αd) such that |α| = n, one
has
(a+i )
mP (a,b)α =
m−1∏
p=0
2(αi + p+ 1)(αi + bi + ai + p + 1)
(2αi + 2p+ bi + ai + 1)(2αi + 2p+ bi + ai + 2)
P (a,b)α0,...,0,m,0,...,0 (33)
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where
α0,...,0,m,0,...,0 = (α1, . . . , αi−1, αi +m,αi+1, . . . , αd).
Proof We prove the above lemma by induction on m ∈ N∗.
- For m = 1, one has
a+i P
(a,b)
α =
2(αi + 1)(αi + bi + ai + 1)
(2αi + bi + ai + 1)(2αi + bi + ai + 2)
P (a,b)α0,...,0,1,0,...,0
- Let m ≥ 1 and suppose that (33) holds true. Then, one has
(a+i )
m+1P (a,b)α = a
+
i (a
+
i )
mP (a,b)α
=
m−1∏
p=0
2(αi + p+ 1)(αi + bi + ai + p+ 1)
(2αi + 2p+ bi + ai + 1)(2αi + 2p+ bi + ai + 2)
a+i P
(a,b)
α0,...,0,m,0,...,0
=
m−1∏
p=0
2(αi + p+ 1)(αi + bi + ai + p+ 1)
(2αi + 2p+ bi + ai + 1)(2αi + 2p+ bi + ai + 2)
2(αi +m+ 1)(αi + bi + ai +m+ 1)
(2αi + 2m+ bi + ai + 1)(2αi + 2m+ bi + ai + 2)
P (a,b)α0,...,0,m+1,0,...,0
=
m∏
p=0
2(αi + p+ 1)(αi + bi + ai + p+ 1)
(2αi + 2p+ bi + ai + 1)(2αi + 2p+ bi + ai + 2)
P (a,b)α0,...,0,m+1,0,...,0

Theorem 6.2 For all n ∈ N and in = cl
(
(i1, . . . , in)
)
, jn = cl
(
(j1, . . . , jn)
)
∈ An, we
have
αel|nein = −
(a2l − b2l )
(2nl + bl + al)(2nl + bl + al + 2)
ein
and the coefficients of Ωn in the basis B = (ein)in∈An are given by
λin,jn = δin,jn
2|a|+|b|+d
n!
d∏
i=1
( ni−1∏
p=0
2(p+ 1)(bi + ai + p+ 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
)2
d∏
j=1
Γ(nj + aj + 1)Γ(nj + bj + 1)
(2nj + bj + aj + 1)Γ(nj + bj + aj + 1)
(34)
where
nl = ♯
(
{ik = l, k = 1, . . . , n}
)
, (1 ≤ l ≤ d), n = (n1, n2, . . . , nd)
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with the convention
−1∏
p=0
2(p+ 1)(bi + ai + p+ 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
= 1
(this convention is used when ni = 0).
Proof Recall that
λin,jn = 〈ein,Ωnejn〉(Cd)⊗̂n
= 〈ei1⊗̂ei2⊗̂ . . . ⊗̂ein,Ωnej1⊗̂ej2⊗̂ . . . ⊗̂ejn〉(Cd)⊗̂n
= 〈a+i1a+i2 . . . a+inΦ, a+j1a+j2 . . . a+jnΦ〉µ
= 〈(a+1 )m1(a+2 )m2 . . . (a+d )mdΦ, (a+1 )n1(a+2 )n2 . . . (a+d )ndΦ〉µ
where Φ = 1P = H0˜, 0˜ = 0Rd andml = ♯ {ik = l, k = 1, . . . , n} , nl = ♯ {jk = l, k = 1, . . . , n}
for all 1 ≤ l ≤ d. Then, from Lemma 6.1, one has
(a+d−1)
nd−1(a+d )
ndΦ =
nd−1∏
p=0
2(p+ 1)(bd + ad + p+ 1)
(2p+ bd + ad + 1)(2p+ bd + ad + 2)
(a+d−1)
nd−1P
(a,b)
0˜0,...,0,nd
=
nd−1∏
p=0
2(p+ 1)(bd + ad + p+ 1)
(2p+ bd + ad + 1)(2p+ bd + ad + 2)
nd−1−1∏
q=0
2(q + 1)(bd−1 + ad−1 + q + 1)
(2q + bd−1 + ad−1 + 1)(2q + bd−1 + ad−1 + 2)
P
(a,b)
0˜0,...,0,nd−1,nd
Repeating the above argument until to obtain
(a+1 )
n1 . . . (a+d )
ndΦ =
d∏
i=1
ni−1∏
p=0
2(p+ 1)(bi + ai + p + 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
P
(a,b)
n (35)
where n = (n1, n2, . . . , nd).
(i) If in = jn, then one has
λin,jn = 〈(a+1 )m1(a+2 )m2 . . . (a+d )mdΦ, (a+1 )n1(a+2 )n2 . . . (a+d )ndΦ〉µ.
=
d∏
i=1
( ni−1∏
p=0
2(p+ 1)(bi + ai + p+ 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
)2
‖P (a,b)n ‖2
=
2|a|+|b|+d
n!
d∏
i=1
( ni−1∏
p=0
2(p+ 1)(bi + ai + p+ 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
)2
d∏
j=1
Γ(nj + aj + 1)Γ(nj + bj + 1)
(2nj + bj + aj + 1)Γ(nj + bj + aj + 1)
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(ii) If in 6= jn, then {i1, . . . , in} 6= {j1, . . . , jn} or there exists l ∈ {i1, . . . , in} such that
ml 6= nl.
- First case : if {i1, . . . , in} 6= {j1, . . . , jn}, then there exists l ∈ {1, . . . , d} such that
l ∈ {i1, . . . , in} and l 6∈ {j1, . . . , jn} or the converse. Without loss of generality
suppose that l = 1 i.e. m1 6= 0 and n1 = 0. Therefore, one has
λin,jn =
d∏
i=1
mi−1∏
p=0
2(p+ 1)(bi + ai + p+ 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
d∏
i=2
ni−1∏
p=0
2(p+ 1)(bi + ai + p+ 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
〈P (a,b)m , P (a,b)n 〉
= 0
because P
(a,b)
m and P
(a,b)
n are orthogonal (m 6= n).
- Second case : if there exists l ∈ {1, . . . , d} such ml 6= nl i.e. m 6= n, then, one gets
〈P (a,b)m , P (a,b)n 〉µ = 0.
It follows that
λin,jn = 0.
Now, let in = cl
(
(i1, i2, . . . , id)
)
∈ An. Recall that
Unein := a
+
i1
a+i2 . . . a
+
id
Φ.
Then, from identities (32) and (35), it follows that for all l ∈ {1, 2, . . . , d}
αel|nein := U
−1
n a
0
l|nUnein
= U−1n a
0
l|na
+
i1
a+i2 . . . a
+
id
Φ
= U−1n a
0
l|n(a
+
1 )
n1 . . . (a+d )
ndΦ
=
d∏
i=1
ni−1∏
p=0
2(p+ 1)(bi + ai + p + 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
U−1n a
0
l|nP
(a,b)
n
= −
d∏
i=1
ni−1∏
p=0
2(p+ 1)(bi + ai + p + 1)
(2p+ bi + ai + 1)(2p+ bi + ai + 2)
(a2l − b2l )
(2nl + bl + al)(2nl + bl + al + 2)
U−1n P
(a,b)
n
= − (a
2
l − b2l )
(2nl + bl + al)(2nl + bl + al + 2)
U−1n (a
+
1 )
n1 . . . (a+d )
ndΦ
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= − (a
2
l − b2l )
(2nl + bl + al)(2nl + bl + al + 2)
U−1n a
+
i1
a+i2 . . . a
+
id
Φ
= − (a
2
l − b2l )
(2nl + bl + al)(2nl + bl + al + 2)
ein
where nj = ♯ {ip = j; p = 1, 2, . . . , d} , 1 ≤ j ≤ d.

6.1 Multiple Gegenbauer polynomials on the cube
The multiple Gegenbauer polynomials on the cube with parameter λ = (λ1, λ2, . . . , λd)
such that λi > −12 are a particular case of the multiple Jacobi polynomials with param-
eter
a = (a1, a2, . . . , ad), b = (b1, b2, . . . , bd) when ai = bi = λi − 12 , i = 1, 2, . . . , d.
Theorem 6.3 For all n ∈ N and in = cl
(
(i1, . . . , in)
)
, jn = cl
(
(j1, . . . , jn)
)
∈ An, we
have
α.|n ≡ 0
and the coefficients of Ωn in the basis B = (ein)in∈An are given by
λin,jn = δin,jn
22|λ|
n!
d∏
i=1
( ni−1∏
p=0
(p+ 1)(2λi + p)
(p+ λi)(2p+ 2λi + 1)
)2
d∏
j=1
[
Γ(nj + λj +
1
2
)
]2
(2nj + 2λj)Γ(nj + 2λj)
(36)
where
nl = ♯
(
{ik = l, k = 1, . . . , n}
)
, (1 ≤ l ≤ d), n = (n1, n2, . . . , nd)
with the convention
−1∏
p=0
(p+ 1)(2λi + p)
(p+ λi)(2p+ 2λi + 1)
= 1
(this convention is used when ni = 0).
Proof It is sufficient to take ai = bi = λi − 12 , i = 1, 2, . . . , d in (34). 
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6.2 Multiple Chebyshev polynomials on the cube
The multiple Chebyshev polynomials of first Kind (resp. second Kind) on the cube are
a particular case of the multiple Gegenbauer polynomials on the cube with parameter
λ = (λ1, λ2, . . . , λd) when λi = 0 (resp. λi = 1), i = 1, 2, . . . , d.
Theorem 6.4 For all n ∈ N and in = cl
(
(i1, . . . , in)
)
, jn = cl
(
(j1, . . . , jn)
)
∈ An, we
have
i) If the Jacobi sequences associated to the multiple Chebyshev polynomials of first
kind, then
α.|n ≡ 0
and the coefficients of Ωn, in the basis B = (ein)in∈An are given by
λin,jn = δin,jn
1
n!
d∏
i=1
( ni−1∏
p=0
(p+ 1)
(2p+ 1)
)2 d∏
j=1
[
Γ(nj +
1
2
)
]2
2njΓ(nj)
ii) If the Jacobi sequences associated to the multiple Chebyshev polynomials of second
kind, then
α.|n ≡ 0
and the coefficients of Ωn in the basis B = (ein)in∈An are given by
λin,jn = δin,jn
22d
n!
d∏
i=1
( ni−1∏
p=0
(p+ 2)
(2p+ 3)
)2 d∏
j=1
[
Γ(nj +
3
2
)
]2
(2nj + 2)Γ(nj + 2)
where
nl = ♯
(
{ik = l, k = 1, . . . , n}
)
, (1 ≤ l ≤ d), n = (n1, n2, . . . , nd)
with the convention
−1∏
p=0
(p+ 1)
(2p+ 1)
= 1 and
−1∏
p=0
(p+ 2)
(2p+ 3)
= 1
(this convention is used when ni = 0).
Proof It is sufficient to take λi = 0 resp. λi = 1, i = 1, 2, . . . , d in (36). 
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6.3 Multiple Legendre polynomials on the cube
The multiple Legendre polynomials on the cube are a particular case of the multiple
Gegenbauer polynomials on the cube with parameter λ = (λ1, λ2, . . . , λd) when
λi =
1
2
, i = 1, 2, . . . , d.
Theorem 6.5 For all n ∈ N and in = cl
(
(i1, . . . , in)
)
, jn = cl
(
(j1, . . . , jn)
)
∈ An, we
have
α.|n ≡ 0
and the coefficients of Ωn in the basis B = (ein)in∈An are given by
λin,jn = δin,jn
2d
n!
d∏
i=1
( ni−1∏
p=0
(p+ 1)2
(2p+ 1)
)2 d∏
j=1
[
Γ(nj + 1)
]
(2nj + 1)
where
nl = ♯
(
{ik = l, k = 1, . . . , n}
)
, (1 ≤ l ≤ d), n = (n1, n2, . . . , nd)
with the convention
−1∏
p=0
(p+ 1)
(2p+ 1)
= 1
(this convention is used when ni = 0).
Proof It is sufficient to take λi =
1
2
, i = 1, 2, . . . , d in (36). 
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