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Abstract
Baker, Harman, and Pintz showed that a weak form of the Prime Number
Theorem holds in intervals of the form [x−x0.525, x] for large x. In this paper,
we extend a result of Maynard and Tao concerning small gaps between primes
to intervals of this length. More precisely, we prove that for any δ ∈ [0.525, 1]
there exist positive integers k, d such that for sufficiently large x, the interval
[x− xδ, x] contains ≫k xδ(log x)k pairs of consecutive primes differing by at most
d. This confirms a speculation of Maynard that results on small gaps between
primes can be refined to the setting of short intervals of this length.
1 Introduction
The classical Prime Number Theorem gives an asymptotic estimate for π(x), the
number of primes ≤ x. It can be written in the form
π(x) = Li(x) +O(x exp(−c(log x) 12 )), (1.1)
for some constant c, where
Li(x) =
∫ x
2
dt
log t
∼ x
log x
.
Under the assumption of the Riemann Hypothesis, the error term can be improved
to O(x
1
2 log x). Assuming this improved bound on the error term, we can estimate
the number of primes in a short interval [x − h, x] for x 12+ǫ ≤ h ≤ x and ǫ > 0,
obtaining
π(x)− π(x− h) ∼ h(log x)−1. (1.2)
More generally, if the error term in (1.1) could be improved to O(xδ), where 0 < δ <
1, we would obtain (1.2) for xδ+ǫ ≤ h ≤ x. Since no such improvement is known
unconditionally, it is remarkable that results of the form (1.2) have nevertheless
been shown for some range of values of δ < 1. The first result of this form is due to
Hoheisel [11], who obtained (1.2) for δ = 1 − 1
33000
. The best range of δ for which
(1.2) is currently known is δ ∈ [ 7
12
, 1], a result due to Heath-Brown [9]. These results
extend readily to the setting of primes in arithmetic progressions. Let π(x; q, a) be
1
the number of primes p ≤ x such that p ≡ a mod q. If gcd(a, q) = 1, the result
corresponding to (1.2) is that
π(x; q, a)− π(x− h; q, a) ∼ h
φ(q) logx
,
where xδ ≤ h ≤ x, for δ > 7
12
and q ≤ (log x)A.
If we are content with a lower bound on the number of primes in the range
[x− xδ, x] in place of an asymptotic formula, it is possible to extend these results to
smaller values of δ. Heath-Brown and Iwaniec [10] showed that
π(x)− π(x− h)≫ h(log x)−1 (1.3)
for xδ ≤ h ≤ x when δ > 11
20
.
The range of δ was subsequently improved several times. In 1996, Baker and
Harman [1] showed (1.3) for δ ≥ 0.535. In 2001, Baker, Harman, and Pintz (BHP)
[3] further extended the result to all δ ≥ 0.525. To date, this remains the best range
of δ for which (1.3) is known. As an immediate consequence of the work of BHP, we
have
pn+1 − pn ≪ p0.525n ,
where pn denotes the nth prime. This is the best known unconditional upper bound
on pn+1 − pn for sufficiently large n. (See the work of Ford, Green, Konyagin, May-
nard, and Tao [5] for lower bounds on large gaps between primes.)
In this paper, we carry out a suggestion of Maynard and combine the ideas of
BHP with recent advances in the study of small gaps between primes. To make this
precise, we first recall the Twin Prime Conjecture, which asserts that
lim inf
n→∞
(pn+1 − pn) = 2. (1.4)
The Prime Number Theorem implies that the average gap pn+1−pn between consec-
utive primes is asymptotic to log pn. In 2005, Goldston, Pintz, and Yıldırım (GPY)
[6] showed that pn+1 − pn can be arbitrarily small compared to log pn. Specifically,
they proved that
lim inf
n→∞
pn+1 − pn
log pn
= 0.
GPY further showed that, assuming that the primes are sufficiently well-distributed
among residue classes modulo most moduli q, it is possible to obtain a bound
lim inf
n→∞
(pn+1 − pn) ≤ 16. (1.5)
To be more precise, we say that the primes have level of distribution θ if for any
A > 0, ∑
q≤xθ
max
(a,q)=1
∣∣∣∣π(x; q, a)− π(x)φ(q)
∣∣∣∣≪A x(log x)A . (1.6)
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The celebrated Bombieri-Vinogradov Theorem states that (1.6) holds for every θ <
1
2
. This means that the bound on the error term in the Prime Number Theorem
for arithmetic progressions given by the Generalized Riemann Hypothesis holds for
almost all moduli q. It is conjectured that (1.6) in fact holds for all θ < 1; this
conjecture is known as the Elliott-Halberstam Conjecture. The methods of GPY
show that the left hand side of (1.4) is finite assuming any level of distribution
greater than 1
2
. In particular, if we can take θ ≥ 0.971, then we have the claimed
bound in (1.5).
The first unconditional proof that the left hand side of (1.4) is bounded was given
by Zhang in 2013 [20]. He obtained the bound
lim inf
n→∞
(pn+1 − pn) < 7 · 107.
While Zhang’s results are inspiring, his methods are highly technical and do not
easily generalize. That same year, Maynard [13] discovered a way to extend the
methods of GPY by modifying the sieve used. He used this to lower the bound
obtained by Zhang, as well as give a generalization to gaps between pn and pn+m for
arbitrary fixed m. His method obtains the results
lim inf
n→∞
(pn+1 − pn) ≤ 600,
and
lim inf
n→∞
(pn+m − pn)≪ m3e4m.
Tao discovered the underlying sieve independently, but arrived at slightly weaker
conclusions.
The techniques used in these approaches in fact operate within a more general
setting. Say that a set of linear forms H = {L1, . . . , Lk}, where Li(n) = ain + hi, is
admissible if for every prime p there exists a value of n such that none of the Li(n)
are divisible by p. We will often take a1 = · · · = ak = 1, in which case we can think
of H as the set {h1, . . . , hk}. The goal is then to look for integers n such that many of
L1(n), . . . , Lk(n) are simultaneously prime. Hardy and Littlewood conjectured that
for any admissible H,
#{n ≤ N | ain+ hi prime ∀i ∈ [1, k]} ∼ G N
(log x)k
,
where G > 0 is an effective constant depending only on H. Maynard’s results above
follow from showing for every admissible set H = {L1, . . . , Lk} that for large enough
N , there is some n ∈ [N, 2N ] such that ≫ log k of the integers L1(n), . . . , Lk(n) are
prime.
In [16], Pintz extended Maynard’s method to prove the lower bound
#{n ∈ [x, 2x] | #({L1(n), ..., Lk(n)} ∩ P) ≥ c log k, and max
1≤i≤k
P−(Li(n)) ≥ nc1(k)}
≫k x
(log x)k
,
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for some c > 0 and c1(k) > 0. Here P is the set of all primes and P
−(n) is the
smallest prime factor of n for n > 1. This makes the work in [13] quantitative and
strengthens it by ensuring that none of the Li(n) have small prime factors.
It is natural to consider a localized version of the question of small gaps between
primes, looking for such small gaps within an interval [x − h, x], where xδ ≤ h ≤ x
for some δ < 1. An analogue of the Bombieri-Vinogradov Theorem holds for such
intervals under certain restrictions on δ. The form of the statement is∑
q≤xθ
max
(a,q)=1
∣∣∣∣(π(x; q, a)− π(x− h; q, a))− π(x)− π(x− h)φ(q)
∣∣∣∣≪A h(log x)A , (1.7)
for xδ ≤ h ≤ x. The best known result of this form is due to Timofeev [17], who
showed that (1.7) holds for any 0 < θ < 1
30
and all xδ ≤ h ≤ x when δ > 7
12
.
We refer the reader to [15] for a history of the development of bounds of this form.
Using Timofeev’s result, Maynard [14] proved a quantitative, localized analogue of
his earlier work on small gaps between primes. Specifically, he obtained that there
exists a sufficiently small constant cδ > 0 (depending only on δ) such that for all
k > c−1δ for any δ >
7
12
,
#{n ∈ [x− h, x] | #({L1(n), ..., Lk(n)} ∩ P) ≥ cδ log k} ≫k,δ h
(log x)k
, (1.8)
for all h ≥ xδ.
The goal of this paper is to shorten the interval [x − h, x] in the result above.
For h ≤ x 712 , (1.7) is not known for any θ > 0. However, a result due to Kumchev
[12] gives a Bombieri-Vinogradov type average result for a lower bound on the prime
indicator function 1P(n) over intervals of size at least x
0.53. By applying the argu-
ments of BHP [3] in conjunction with a generalization of Watt’s mean-value theorem
to all Dirichlet L-functions [7], we extend Kumchev’s result to all intervals of size at
least x0.525. Confirming Maynard’s speculation, this allows us to show (1.8) for all
h ≥ x0.525, with the additional property that all the Li(n) involved have no small
prime factors, as in Pintz’s result from [16]. Our main theorem is the following.
Theorem 1.1. For every δ ∈ [0.525, 1], there is a constant cδ > 0 such that for all
k ≥ c−1δ , we have
#{n ∈ [x− h, x] | #({L1(n), ..., Lk(n)} ∩ P) ≥ cδ log k, and max
1≤i≤k
P−(Li(n)) ≥ nc1(k)}
≫k,δ h
(log x)k
,
where xδ ≤ h ≤ x and c1(k) > 0 is a constant depending on k.
Setting a1 = · · · = ak = 1 and taking k large enough so that cδ log k > 1 yields
the following important corollary.
Corollary 1.2. For any δ ∈ [0.525, 1], there exist some positive integers k, d such that
for sufficiently large x, the interval [x−h, x] contains ≫k h(log x)k pairs of consecutive
primes differing by at most d when xδ ≤ h ≤ x.
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To obtain our results, we follow the strategy suggested by Maynard in Section 3
of [14]. His idea was to synthesize the results in [7] and [12] to exhibit bounded gaps
between primes in intervals of the above length. The main novelty in this paper is
verifying that one can indeed combine these results, the details of which are carried
out in Section 5. In Section 2, we go over some of the background for our results,
stating results we will use and reviewing basic notation and definitions used in the
remainder of the paper. In Section 3, we give estimates of weighted sums that are
short interval analogues of the sums appearing in [13], which suffice to show that
when k is sufficiently large, every interval (x− h, x] for h ≥ x0.525 and large enough
x contains at least one n for which ≫ log k of the Li(n) are prime. In Section 4, we
prove Theorem 1.1 in full.
2 Notation and Background
We will closely follow the notation of Maynard in [13], with a few modifications.
Denote by (a, b) and [a, b] the greatest common factor and least common multiple,
respectively, of a and b. Let τ(n) denote the number of divisors of n, and let τr(n)
denote the number of ways to write n as the product of an r-tuple of positive integers.
Let φ(n) be the Euler totient function and let µ(n) be the Möbius function. As
mentioned previously, 1P(n) is the indicator function for the primes, and P
−(n)
denotes the smallest prime factor of n for n > 1. We write n ∼ N to mean N/2 <
n ≤ N and n ≍ N to mean c1N ≤ n ≤ c2N , where c1, c2 ≥ 0 are unspecified absolute
constants.
We fix k and the admissible set H = {L1, . . . , Lk}, where Li(n) = ain + hi with
(ai, hi) = 1. Throughout, x is taken to be a large integer, and ηk is a sufficiently
small constant in terms of k, not necessarily the same in every appearance. Let
W =
∏
p≤D0
p.
Unlike in [13], where D0 is taken to be log(log(log(x))), we define D0 to depend only
on k and H, as in [16]. We defer the precise definition of D0 to Section 3. Pick a
residue v0 mod W corresponding to an integer v such that each Li(v) is relatively
prime toW . The existence of such a v is guaranteed by admissibility and the Chinese
Remainder Theorem. We let h ≥ xδ for some δ ∈ [0.525, 1], and let R = x θ2−ǫ for
some small ǫ > 0, where θ > 0 will be defined later.
We now describe the approach of GPY and Maynard. Define the expressions
S1(x1, x2) =
∑
x1<n≤x2
n≡v0 mod W
wn,
and
S2(x1, x2) =
k∑
m=1
S
(m)
2 (x1, x2),
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where
S
(m)
2 (x1, x2) =
∑
x1<n≤x2
n≡v0 mod W
1p(amn+ hm)w(n).
Here w(n) is a nonnegative weight function that will be defined shortly.
The goal in the work of GPY and Maynard is to show that for some ρ > 0,
∑
x<n≤2x
( k∑
i=1
1P(n+ hi)− ρk
)
= (S2(x, 2x)− ρS1(x, 2x))wn > 0, (2.1)
for all sufficiently large x. Assuming (2.1) holds, we know that for some n ∈ [x, 2x],
at least r(k) := ⌊ρk + 1⌋ of the numbers n + h1, . . . , n + hk are prime. This yields
infinitely many n such that at least r(k) of the numbers n + hi are prime, implying
that
lim inf
n→∞
(pn+r(k)−1 − pn) ≤ max
1≤i,j≤k
(hi − hj).
Taking {h1, . . . , hk} to be, for example, the first k primes larger than k, we obtain
an upper bound of O(k log k) by the Prime Number Theorem.
The weights w(n) are constructed as follows. Let F (t1, . . . , tk) be a smooth func-
tion supported on the subset of [0, 1]k with
∑k
i=1 ti ≤ 1. Let R = x
θ
2
−ǫ for some
small fixed ǫ > 0, and define
y~r = F
( log r1
logR
, . . . ,
log rk
logR
)
,
where ~r = (r1, . . . , rk), and let
λ~d =
(
k∏
i=1
µ(di)di
) ∑
~r
di|ri∀i
(ri,W )=1∀i
µ(
∏k
i=1 ri)
2∏k
i=1 φ(ri)
y~r.
We set
w(n) =
( ∑
di|ain+hi∀i
λ~d
)2
.
With this choice of weights, Maynard gives the following estimates for S1(x, 2x)
and S2(x, 2x). Here we have made the dependence of the error bounds on D0 explicit,
and highlighted the further appearance of a constant depending on k by writing
Ok
(
1
D0
)
.
Proposition 2.1 (Maynard, [13, Proposition 4.1]). With S1, S2 as defined above, we
have
S1(x, 2x) =
(
1 +Ok
(
1
D0
))
φ(W )kx(logR)k
W k+1
Ik(F ),
S2(x, 2x) =
(
1 +Ok
(
1
D0
))
φ(W )kx(logR)k+1
W k+1 log x
k∑
m=1
J
(m)
k (F ),
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provided Ik(F ) 6= 0 and J (m)k (F ) 6= 0 for each m, where
Ik(F ) =
∫ 1
0
· · ·
∫ 1
0
F (t1, . . . , tk)
2dt1 . . . dtk,
J
(m)
k (F ) =
∫ 1
0
· · ·
∫ 1
0
(∫ 1
0
F (t1, . . . , tk)dtm
)2
dt1 . . . dtm−1dtm+1 . . . dtk.
Defining
Mk = sup
F
∑k
m=1 J
(m)
k (F )
Ik(F )
,
the estimates in Proposition 2.1 allow Maynard to obtain (2.1) with
⌊ρk + 1⌋ =
⌈
θMk
2
⌉
,
where θ is a level of distribution of the primes. For k sufficiently large, we have
Mk > log k − 2 log log k − 2, so that
⌊ρk + 1⌋ =
⌈(θ
2
+ o(1)
)
log k
⌉
.
These results generalize readily to the setting where the linear forms ain+ hi do not
necessarily have ai = 1.
A key ingredient in our work is the following result of Kumchev [12] giving a
function, which we will denote by Y (n), which is a lower bound for 1P(n) and satisfies
a modified Bombieri-Vinogradov type result.
Theorem 2.2 (Kumchev, [12, Theorem 1]). There is an arithmetic function Y with
the following properties:
(i) if n is an integer in [2, x), then
Y (n) ≤
{
1 if n is prime,
0 otherwise;
(ii) if x/2 ≤ y < x and z0 = x exp(−3(log x)1/3), then∑
y−z0<n≤y
Y (n)≫ z0
log x
;
(iii) there is an absolute constant ǫ > 0 such that if
EY (y, h; q, a) :=
∑
y−h<n≤y
n≡a mod q
Y (n)− hz
−1
0
φ(q)
∑
y−z0<n≤y
Y (n),
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and if
x0.53 ≤ z ≤ x, Q ≤ zx−0.53+ǫ,
then for any A > 0∑
q≤Q
max
(a,q)=1
max
h≤z
max
x/2≤y<x
|EY (y, h; q, a)| ≪A z
(log x)A
.
By applying a result of Harman, Watt, and Wong [7], we can replace the constant
0.53 in Theorem 2.2 by 0.525.
Theorem 2.3. There is an arithmetic function Y with the following properties:
(i) if n is an integer in [2, x), then
Y (n) ≤
{
1 if n is prime,
0 otherwise;
(ii) if x/2 ≤ y < x and z0 = x exp(−3(log x)1/3), then∑
y−z0<n≤y
Y (n)≫ z0
log x
;
(iii) there is an absolute constant ǫ > 0 such that if
EY (y, h; q, a) :=
∑
y−h<n≤y
n≡a mod q
Y (n)− hz
−1
0
φ(q)
∑
y−z0<n≤y
Y (n),
and if
x0.525 ≤ z ≤ x, Q ≤ zx−0.525+ǫ,
then for any A > 0∑
q≤Q
max
(a,q)=1
max
h≤z
max
x/2≤y<x
|EY (y, h; q, a)| ≪A z
(log x)A
.
We leave the details of this extension to Section 4.
Remark 2.4. We can take the implied constant in (ii) to be ≥ 1− β for some β < 1
made explicit in the computations of [12] and [3]. For sufficiently small ǫ, we can
take β ≤ 0.94.
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3 Estimates on the Weighted Sums
In this section we give, for 0.525 ≤ δ ≤ 1, a value of ρ = ρk,δ such that
S2(x− h, x)− ρS1(x− h, x) > 0, (3.1)
when xδ ≤ h ≤ x. We will give an asymptotic estimate for S1(x − h, x) as in [13],
but for S2(x − h, x) it will suffice to give a lower bound. For the proofs of the next
two propositions, the only condition we need on D0 is that
D0 > max( max
1≤i<j≤k
(ajhi − aihj), max
1≤i≤k
hi, max
1≤i≤k
ai).
We will impose an additional condition on D0 at the end of this section, in order to
make the error term in (3.3) sufficiently small.
Proposition 3.1. Let δ ≥ 0.525 and xδ ≤ h ≤ x. We have, for sufficiently large x,
S
(m)
2 (x− h, x) ≥
(
1− β +Ok
(
1
D0
))
h
W
logR
log x
(
φ(W )
W
logR
)k
J
(m)
k (F ),
where β < 1 is an absolute constant.
Proof. We proceed as in [13], with only a few alterations to the argument. We start
with the definition
S
(m)
2 (x− h, x) =
∑
x−h<n≤x
n≡v0 mod W
1p(amn + hm)w(n),
where
w(n) =
( ∑
~d: di|ain+hi∀i
λ~d
)2
.
First note that for x sufficiently large, dm|(amn+hm) implies dm = 1 if amn+hm
is prime, so we can replace w(n) with modified weights,
w′(n) =
( ∑
~d: di|ain+hi∀i
dm=1
λ~d
)2
,
restricting dm to equal 1. Since the weights w
′(n) are nonnegative, we have the lower
bound
S
(m)
2 (x− h, x) =
∑
x−h<n≤x
n≡v0 mod W
1p(amn+ hm)w
′(n) ≥
∑
x−h<n≤x
n≡v0 mod W
Y (amn + hm)w
′(n).
Now we expand the square in the definition of w′(n) and switch the order of
summation, to obtain ∑
~d,~e
dm=em=1
λ~dλ~e
∑
x−h<n≤x
n≡v0 mod W
[di,ei]|ain+hi∀i
Y (amn+ hm).
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As in [13], for large enough x the only contribution is from terms where W, [d1, e1],
. . . , [dk, ek] are pairwise relatively prime. Indeed, we have chosen v0 such that (ain+
hi,W ) = 1 for all i when n ≡ v0 mod W . If [di, ei] and [dj , ej] have a common prime
factor q, then q | ajhi − aihj . Because (ai, hi) = (aj , hj) = 1, ajhi − aihj is nonzero
and bounded, so our choice of D0 guarantees that all prime factors of ajhi − aihj
divide W . In particular q | W , a contradiction since q | di | ain + hi. Thus we can
apply the Chinese Remainder Theorem to reduce the restriction on n in the inner
sum to a single modular restriction
n ≡ b mod q,
where q = W
∏k
i=1[di, ei]. Therefore,
amn+ hm ≡ amb+ hm mod qam.
Set b′ = amb+ hm.
We approximate the resulting inner sum using property (iii) of Theorem 2.3. Let
z1 = (amN + hm) exp(−3(log(amN + hm)1/3)≪ amz0, so that we obtain∑
x−h<n≤x
n≡v0 mod W
[di,ei]|n+hi∀i
Y (amn + hm) =
∑
am(x−h)+hm<n≤amx+hm
n≡b′ mod qam
Y (n)
=
amhz
−1
1
φ(qam)
∑
amx−z1+hm<n≤amx+hm
Y (n) + EY (amx+ hm, amh; amq, b
′),
where again
EY (y, h; q, a) =
∑
y−h<n≤y
n≡a mod q
Y (n)− hz
−1
0
φ(q)
∑
y−z0<n≤y
Y (n).
We let q′ = qam, and note φ(q
′) = amφ(q) because all prime factors of am divide W .
Thus, the above expression becomes
hz−11
φ(q)
∑
amx−z1+hm<n≤amx+hm
Y (n) + EY (amx+ hm, amh; q
′, b′).
Let Xh = hz
−1
1
∑
amx−z1+hm<n≤amx+hm
Y (n), which does not depend on ~d and ~e, so
that our lower bound for S
(m)
2 is
Xh
φ(W )
∑′
~d,~e
dm=em=1
λ~dλ~e∏k
i=1 φ([di, ei])
+
∑
~d,~e
dm=em=1
λ~dλ~eEY (amx+ hm, amh; q
′, a′).
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The sum in our main term appears exactly as in [13], so the argument there, encap-
sulated in Theorem 2.1, shows that our main term is
Xh
φ(W )
(∑
~u
(y
(m)
~u )
2∏k
i=1 g(ui)
+Ok
(
(y
(m)
max)2
D0
(
φ(W ) logR
W
)k−1))
=
(
1 +Ok
(
1
D0
))
Xh
φ(W )
(
φ(W ) logR
W
)k+1
J
(m)
k (F ).
By property (ii) of Theorem 2.3, we have
Xh ≥
(
1− β +Ok
(
1
D0
))
hz−11
z1
log(amx+ hm)
=
(
1− β +Ok
(
1
D0
))
h
log x
.
Hence, it follows that
Xh
φ(W )
∑′
~d,~e
dm=em=1
λ~dλ~e∏k
i=1 φ([di, ei])
≥
(
1− β +Ok
(
1
D0
))
h
W
logR
log x
(
φ(W ) logR
W
)k
J
(m)
k (F ).
Meanwhile, we can bound our error term as in [13], using (iii) of Theorem 2.3 in
place of the Bombieri-Vinogradov theorem. We obtain∑
~d,~e
dm=em=1
λ~dλ~eEY (amx+ hm, amh; q
′, b′)
≪ λ2max
∑
q<R2W
µ(q)2τ3k(q)EY (amx+ hm, amh; q
′, b′)
≪ y2max(logR)2k
∑
q<R2W
µ(q)2τ3k(q)EY (amx+ hm, amh; q
′, b′). (3.2)
Let
E∗Y (x, z; q) = max
(a,q)=1
max
h≤z
max
x/2≤y<x
|EY (y, h; q, a)|.
As in [13], we use the Cauchy-Schwarz inequality, part (iii) of Theorem 2.3, and the
trivial bound
|EY (amx+ hm, amh; q′, b′)| ≪ amh
φ(amq)
=
h
φ(q)
,
to show that (3.2) is
≪ y2max(logR)2k

 ∑
q<R2W
µ(q)2τ 23k(q)
h
φ(q)


1/2
 ∑
q<R2W
µ(q)2E∗Y (amx+ hm, amh; amq)


1/2
≪A y
2
maxh
(log x)A
.
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Here we can use (iii) of Theorem 2.3 as long as (amx)
0.525 ≤ amh ≤ amx and
WR2 ≤ hx−0.525+ǫ0 , where ǫ0 is the absolute constant ǫ from (iii) of Theorem 2.3.
If R ≤ x 12 (δ−0.525+ǫ0/2), this error term is dominated by already existing error terms.
Therefore,
S
(m)
2 (x− h, x) ≥
(
1− β +Ok
(
1
D0
))
h
W
logR
log x
(
φ(W ) logR
W
)k
J
(m)
k (F ),
which is the desired lower bound.
The estimate of S1(x − h, x) is an even more direct adaptation of the argument
from [13].
Proposition 3.2. Let δ ≥ 0.525 and xδ ≤ h ≤ x. We have
S1(x− h, x) =
(
1 +Ok
(
1
D0
))
h
W
(
φ(W )
W
logR
)k
Ik(F ).
Proof. As before, we expand out the square and switch the order of summation,
obtaining
S1(x− h, x) =
∑
x−h<n≤x
n≡v0 mod W
w(n) =
∑
~d,~e
λ~dλ~e
∑
x−h<n≤x
n≡v0 mod W
[di,ei]|ain+hi∀i
1.
The inner sum is now h
W
+O(1), as opposed to x
W
+O(1) as in [13]. Besides this, the
proof is identical to the proof in [13]. Note that since R2 = xδ−0.525+ǫ0/2 ≪ h
(log x)A
for any A, the first error term we obtain is still appropriately bounded.
With these estimates in hand, finding an appropriate value of ρ is straightforward.
Following the argument of Maynard outlined in Section 2, we can achieve
S2
S1
≥
(
1− β +Ok
(
1
D0
))
(Mk − ǫ) logR
log x
. (3.3)
Defining D0 to be sufficiently large with respect to k, we can make the Ok(
1
D0
) term
small enough to obtain (3.1) for ρ satisfying
⌊ρ+ 1⌋ ≥
⌈δ − 0.525 + ǫ0
2
(1− β)Mk
⌉
.
4 Density of Bounded Gaps in Short Intervals
In this section we prove Theorem 1.1, which we will now state in a more precise form.
Theorem 4.1. For any positive integer k and any δ ∈ [0.525, 1], letm = ⌈ δ−0.525+ǫ0
2
(1−
β)Mk⌉ − 1, where ǫ0 is the positive constant appearing in Theorem 2.3. There ex-
ists a constant c1(k) > 0 such that for any admissible set H = {L1, . . . , Lk} with
Li(n) = ain + hi, the set
S(H) :=
{
n ∈ N :
k∑
i=1
1P(ain + hi) ≥ m+ 1, P−
(
k∏
i=1
(ain + hi)
)
≥ nc1(k)
}
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satisfies |S(H)∩[x−h, x]| ≫k h(log x)−k for all sufficiently large x, where xδ ≤ h ≤ x.
Our argument is analogous to that in [16, Section 2], modified to fit our study of
short intervals. We follow the exposition of [18], which considers a similar problem
in a slightly different setting. We begin with the following lemma.
Lemma 4.2. For any 1 ≤ j ≤ k there exists ǫ > 0 such that for any prime p > D0
with p < Rǫ we have
S
(j)
1,p :=
∑
x−h<n≤x
n≡v0 mod W
p|ajn+hj
wn ≪k (log p)
2
p(logR)2
h(logR)k
W
.
Proof. The proof is almost identical to the proof of [18, Lemma 5.1]. By symmetry
it suffices to show the result for j = 1. Expanding the square and rearranging the
order of summation as usual gives
S
(1)
1,p =
∑
~d,~e
λ~dλ~e
∑
x−h<n≤x
n≡v0 mod W
[di,ei]|ain+hi∀i
p|a1n+h1
1.
As before we have that W, [d1, e1], . . . , [dk, ek] are pairwise relatively prime. Since
p > D0, we have (W, p) = 1, and by our choice of D0, we also have ([di, ei], p) = 1
for i 6= 1. The Chinese Remainder Theorem, as before, gives that the inner sum is
h
W [d1, e1, p]
∏k
i=2[di, ei]
+O(1),
so that
S
(1)
1,p =
h
pW
∑
~d,~e
λ~dλ~e
[d1,e1,p]
p
∏k
i=2[di, ei]
+O
(∑
~d,~e
λ~dλ~e
)
.
As in [13], we see that the error term is ≪ y2maxR2(logR)4k ≪k h(log x)A for any A.
The sum in the main term is independent of the interval n ranges over, so as in [18]
it is bounded above by
∑
~d,~e
λ~dλ~e
[d1,e1,p]
p
∏k
i=2[di, ei]
≪k
(
log p
logR
)2
(logR)k,
so that
S
(1)
1,p ≪k
h
pW
(
log p
logR
)2
(logR)k =
(log p)2
p(logR)2
h(logR)k
W
,
as claimed.
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Lemma 4.3. For any ǫ(k) > 0 there exists c1(k) > 0 such that for sufficiently large
x,
S−1 (x− h, x) :=
∑
x−h<n≤x
n≡v0 mod W
P−(
∏k
i=1(ain+hi))<n
c1(k)
wn ≤ ǫ(k)h(logR)
k
W
.
Proof. We follow the proof of [18, Lemma 5.2]. We have
S−1 (x− h, x) ≤
k∑
j=1
∑
D0<p<Nc1(k)
S
(j)
1,p.
When c1(k) ≤ ǫ logRlog x , we can apply the previous lemma and obtain
S−1 (x− h, x)≪k
h(logR)k
W
∑
D0<p<xc1(k)
(log p)2
p(logR)2
≪ h(logR)
k
W
(c1(k) log x)
2
(logR)2
.
Picking c1(k) sufficiently small thus gives
S−1 (x− h, x) ≤ ǫ(k)
(
h(logR)k
W
)
,
as desired.
A similar bound for the contribution to S2 of n such that some ain + hi have
small prime factors follows easily.
Corollary 4.4. For any ǫ(k) > 0 there exists c1(k) > 0 such that for sufficiently
large N ,
S−2 (x− h, x) :=
∑
x−h<n≤x
n≡v0 mod W
P−(
∏k
i=1(ain+hi))<n
c1(k)
k∑
i=1
1P(ain+ hi)wn ≤ ǫ(k)h(logR)
k
W
.
Proof. Since wn is nonnegative, the triangle inequality gives us
S−2 (x− h, x) ≤
∑
x−h<n≤x
n≡v0 mod W
P−(
∏k
i=1(ain+hi))<n
c1(k)
kwn = kS
−
1 (N),
which is bounded appropriately by the previous lemma.
Proof of Theorem 4.1. Let ρm be such that ⌊ρm⌋ = m. Note that by definition of
S(H), we have
0 <
k∑
i=1
1P(ain+ hi)− ρm ≤ k,
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for n ∈ S(H). Also note that for n ∈ S(H), since the smallest prime factor of each
ain + hi is at least n
c1(k), each ain + hi has a number of divisors bounded in terms
of c1(k) and the hi, so
wn =
( ∑
~d: di|ain+hi ∀i
λ~d
)2
≪c1(k),H λ2max ≪k y2max(logR)2k.
Since ymax ≪ Fmax, and our choice of F only depends on k, assuming that our
choice of ǫ(k) and therefore of c1(k) only depends on k, we in fact obtain wn ≪k,H
(logR)2k, or equivalently,
1≫k,H wn
(logR)2k
.
We then have
|S(H) ∩ [x− h, x]| =
∑
x−h<n≤x
n∈S(H)
1
≫k,H 1
(logR)2k
∑
x−h<n≤x
n∈S(H)
(
k∑
i=1
1P(ain+ hi)− ρm
)
wn.
Now, define
S+1 (x− h, x) = S1(x− h, x)− S−1 (x− h, x),
S+2 (x− h, x) = S2(x− h, x)− S−2 (x− h, x).
For n satisfying P−(
∏k
i=1(ain+ hi)) ≥ nc1(k), we have
∑k
i=1 1P(ain+ hi)− ρm > 0 if
and only if n ∈ S(H). So, we have that
S+2 (x− h, x)− ρmS+1 (x− h, x) =
∑
x−h<n≤x
n≡v0 mod W
P−(
∏k
i=1(ain+hi))≥n
c1(k)
(
k∑
i=1
1P(ain + hi)− ρm
)
wn
≤
∑
x−h<n≤x
n∈S(H)
(
k∑
i=1
1P(ain + hi)− ρm
)
wn.
Furthermore, we have
S+2 (x− h, x)− ρmS+1 (x− h, x) = (S2 − ρmS1) + (S−2 (x− h, x)− ρmS−1 (x− h, x))
≥ h
W
(
φ(W ) logR
W
)k
Ik(F )
(
(1− β)
(θ
2
− ǫ0
)
(Mk − ǫ0)− ρm
)
+Ok
( h
W
(
φ(W ) logR
W
)k )
+O
(
kǫ(k)
h(logR)k
W
)
.
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Since we are picking D0 to only depend on k, we have
φ(W )
W
≫k 1 and similarly
1
W
≫k 1. Thus, when ǫ0, ǫ(k) are chosen to be small enough based on k, we have
S+2 (x− h, x)− ρmS+1 (x− h, x)≫k h(logR)k.
Thus, combining with the previous bounds, we obtain
|S(H) ∩ [x− h, x]| ≫k,H 1
(logR)2k
(S+2 (x− h, x)− ρmS+1 (x− h, x))≫k h(logR)−k,
as claimed.
5 Proof of Theorem 2.3
In this section we outline a proof of Theorem 2.3, the extension of Kumchev’s main
result in [12] to all exponents δ ≥ 0.525. To do this, we will synthesize the argument
of Kumchev in [12], which shows the result with 0.53 in place of 0.525, and the
argument of Baker, Harman, and Pintz in [3]. To modify the results of [3] for use
with primes in arithmetic progressions, we replace the use of Watt’s theorem by its
extension to Dirichlet L-functions in [7]. For a function f and a character χ mod q,
define
Ef(y, h;χ) =
∑
y−h<n≤y
f(n)χ(n)− δ(χ)hz−10
∑
y−z0<n≤y
f(n).
The relation of Ef (y, h;χ) to Ef(y, h; q, a) is analogous to the relation between the
functions ψ(x;χ) and ψ(x; q, a) in the proof of the Prime Number Theorem for arith-
metic progressions given in [4, Chapter 20]. As shown in [12, Section 4.1], a function
f satisfies property (iii) from Theorem 2.3 if it satisfies
∑
q∼Q′
∑∗
χ
max
h≤z
max
x/2≤y<x
|Ef(y, h;χ)| ≪A Q
′z
(log x)A
for all Q′ ≤ Q and A > 0, as long as the following conditions hold: |f(n)| ≪ d(n)B
for some B > 0, for some D we have f(n) = 0 if P−(n) < D, and
D ≥ xη, Q ≤ min(D2x−η, DHx−η),
for some η > 0. Here the asterisk on the sum over χ indicates that the sum is
restricted to primitive characters modulo q.
Define
ψ(n, w) =
{
1 if P−(n) > w,
0 otherwise.
Throughout the arguments that follow we make repeated use of Buchstab’s identity,
ψ(n, w1) = ψ(n, w2)−
∑
pm=n
w2≤p<w1
ψ(m, p),
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where 2 ≤ w2 < w1. Note that for n ∈ (x 12 , x] we have
ψ(n, x
1
2 ) = 1P(n),
and for n ≤ x 12 we have ψ(n, x 12 ) = 0.
Our strategy is to apply Buchstab’s identity repeatedly to obtain a decomposition
ψ(n, x
1
2 ) =
k∑
j=1
cj(n)−
ℓ∑
j=k+1
cj(n), (5.1)
for some nonnegative arithmetic functions cj(n) satisfying a particular set of prop-
erties.
Definition 1. Define a decomposition of the form (5.1) to be a fine decomposition
if for some r < k and 0.524 < δ ≤ 1, the following properties hold:
(1) For all 1 ≤ j ≤ ℓ, cj(n)≪ d(n)B for some B;
(2) cj(n) = 0 if P
−(n) < x2δ−1;
(3) for any A > 0 we have∑
q∼Q
∑∗
χ
max
h≤z
max
y∼x
|Ecj(y, h;χ)| ≪ Qz(log x)−A,
for Q ≤ zx−δ and j ∈ [1, r] ∪ [k + 1, ℓ];
(4) if y ∼ x, h0 = x exp(−3(log x) 13 ), and δ ≥ 0.525− ǫ, then
∑
y−h0<n≤y
k∑
j=r+1
cj(n) ≤ (β + o(1)) h0
log x
, (5.2)
where β < 1 is an absolute constant, which we can take to be 0.94.
Given a fine decomposition, we can then take, as in [12],
Y (n) =
r∑
j=1
cj(n)−
ℓ∑
j=k+1
cj(n).
This satisfies the conditions of Theorem 2.3 by the same argument as in [12]. Namely,
property (i) of Theorem 2.3 is satisfied because
Y (n) ≤ ψ(n, x1/2) ≤
{
1 if n is prime,
0 otherwise,
as needed. Property (ii) of Theorem 2.3 follows, when δ ≥ 0.525 − ǫ, from the
equation ∑
y−h0<n≤y
Y (n) =
∑
y−h0<n≤y
(
ψ(n, x
1
2 )−
k∑
j=r+1
cj(n)
)
,
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upon applying the Prime Number Theorem and property (4) above. Finally, by
(1)-(3) and the aforementioned argument from Section 4.1 of [12], property (iii) of
Theorem 2.3 holds as long as
Q ≤ min(x4δ−2−η, Hx−δ−η),
for some sufficiently small η. It suffices to consider H ≤ x3/5+η. In this case, since
δ ≥ 0.52 + η, the constraint is just Q ≤ Hx−0.525−η. This gives property (iii) of
Theorem 2.3 by taking δ < 0.525− ǫ. Thus, it remains to find a fine decomposition
for ψ(n, x
1
2 ).
The following sections contain many technical results giving bounds on expres-
sions involving Dirichlet polynomials or weighted sums of the function ψ(n, w), in
many cases very similar to results in [3] or [12]. Where relevant, significant changes
in the proofs from those in [3] and [12] are indicated.
5.1 Dirichlet polynomials
The lemmas in this section are essentially the same as the lemmas of [3, Section 2]
translated for general Dirichlet L-functions, with the addition of a few tools from
[12, Section 2] to deal with the additional factors of Q that appear. They can be
seen as strengthened versions of the lemmas of [12, Section 2].
We borrow our notation from both [3] and [12], as appropriate. Recall that
δ ≥ 0.525. Let L = log x, Ψ(T ) = min(zx− 12 , x 12T−1), and w = exp(L/ logL).
Write Q = xθ. ǫ and η are taken to be small constants, not necessarily the same in
every appearance. Likewise, B is taken to be a large constant, not necessarily the
same in every appearance. When the expression L−A appears, A can be taken to
be arbitrarily large. We note that in many of the results below we will impose the
condition that Q ≤ zx−δ−ǫ/2. This condition gives the bound
Ψ(T )QT ≤ (x 12T−1)zTx−δ−ǫ/2 = x1−δ−ǫ/2(zx− 12 ),
which will be useful for the integral bounds we wish to show.
Define an L-factor to be a Dirichlet polynomial of the form∑
k∼K
χ(k)k−s or
∑
k∼K
χ(k)(log k)k−s.
We assume without further comment that all Dirichlet polynomials defined in the
following results are of the form
M(s, χ) =
∑
m∼M
amχ(m)m
−s,
where the coefficients am are bounded by (τ(m))
B for some B.
When considering integrals over an interval [U0, U ], we define the Lp norms
‖N‖p :=


(∑
q∼Q
∑∗
χ
∫ U
U0
|N(1
2
+ it, χ)|p
)1/p
if 1 ≤ p <∞,
sup(t,q,χ):q∼Q,t∈[U0,U ] |N(12 + it, χ)| if p =∞.
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Note that these standard norms are related by a simple bound to the norms that
Kumchev defines in [12] in terms of well-spaced sets. As in [12], we define a well-
spaced set T = T (Q′, T ) to be a set of tuples (t, q, χ) with |t| ≤ T , q ∼ Q′ such that
if (t, q, χ), (t′, q, χ) ∈ T with t 6= t′, then |t− t′| ≥ 1. By considering for each ordered
pair (q, χ) the optimal choice of t in each unit interval, we obtain the bound
∑
q∼Q′
∑∗
χ
∫ T
−T
∣∣∣N(1
2
+ it, χ
)∣∣∣p ≤ 2max
T
∑
(t,q,χ)∈T
∣∣∣N(1
2
+ it, χ
)∣∣∣p,
so that asymptotic bounds on Kumchev’s norms apply to these standard Lp norms
as well. We start by recalling the following result giving a bound on the L2 norm of
a generic Dirichlet polynomial.
Lemma 5.1 (Kumchev, [12, Lemma 1]). Given a Dirichlet series N(s, χ) =
∑
n∼N bnχ(n)n
−s,
we have
‖N‖22 ≪ (N +Q′2U)GL,
where G =
∑
n∼N |bn|2n−1.
Since the Dirichlet series we work with always have coefficients bounded by a
power of the divisor function, we always have G ≪ N ε for any ε > 0. In certain
special cases, we can obtain stronger bounds on similar norms. The following lemma
is an analogue of Lemma 2 from [3], and is essentially a form of the L-function
analogue of Watt’s theorem, proven in [7].
Lemma 5.2. If K(s, χ) is an L-factor, M < x, K ≤ 4Q′U , and Q′ ≤ max(K,U),
then
∑
q∼Q′
∑∗
χ
∫ 1/2+iU
1/2+iU/2
|M(s, χ)|2|K(s, χ)|4|ds| ≪ (UQ′2)1+ǫM ǫ(1 +M2(UQ′)−1/2).
Proof. For K ≤ (Q′U) 12 , this is essentially proven in [7] in the course of proving the
main theorem there. For (Q′U)
1
2 ≤ K ≤ 4Q′U , we proceed as in [3], this time based
on an approximate functional equation for Dirichlet L-functions as stated in [19].
Namely, if s = 1
2
+ it and χ is a primitive character to the modulus q, we have for
any X, Y > 0 satisfying X ≫ q and 2πXY = qt,
L(s, χ) =
∑
n≤X
χ(n)n−s + A(s, χ)
∑
n≤Y
G(n, χ)ns−1 +R(X, Y ), (5.3)
where
A(s, χ) = iq−s(2π)s−1Γ(1− s)e−πis2 χ(−1)≪ q−1/2,
G(n, χ) =
q∑
r=1
χ(r) exp(rn/q) = χ(n)G(1, χ),
and
R(X, Y )≪ q1/2X−1/2 log(Y + q + 2) + Y −1/2.
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If Q′ < U , then K ≥ √Q′U ≥ Q′, so since Q′ ≤ max(U,K), it follows for X = K, 2K
that R(X, Y )≪ log(1 +Q′U). Arguing as in [3] then gives the bound
|K| ≪ |K ′|+ |E|,
for some L-factor K ′ with K ′ ≤ (Q′U) 12 and some error E ≪ log(1 + Q′U). So,
|K|4 ≪ |K ′|4 + |E|4. Applying Lemma 5.1 yields
∑
q≤Q′
∑∗
χ
∫ 1/2+iU
1/2+iU/2
|M(s, χ)|2|E|4|ds| ≪ log(1 +Q′U)4
∑
q≤Q′
∑∗
χ
∫ 1/2+iU
1/2+iU/2
|M(s, χ)|2|ds|
≪ (Q′U)ǫ(M +Q′2U)M ǫ,
which is absorbed into the claimed bound. By applying the argument in the previous
case to K ′, the lemma follows in this case as well.
The lemmas that follow will make reference to a particular kind of Dirichlet
polynomial, those defined by
N(s, χ) =
∑
pi∼Pi
χ(p1 · · · pu)(p1 · · ·pu)−s,
where u ≤ B for some constant B, Pi ≥ w for all i, and P1 · · ·Pu ≤ x. We call such
polynomials “of bounded product type.”
The following lemma is an analogue of [3, Lemma 1], and its proof is essentially
the same, using a variant of Heath-Brown’s identity [8] for L-functions instead of for
the zeta function.
Lemma 5.3. Let N(s, χ) be a Dirichlet polynomial of bounded product type. Then
for Re(s) = 1
2
,
|N(s, χ)| ≤ g1(s, χ) + · · ·+ gr(s, χ), with r ≤ LB,
where each gi is of the form
LB
h∏
i=1
|Ni(s, χ)|, with h ≤ B,
h∏
i=1
Ni ≤ x,
and among the Dirichlet polynomials N1, · · · , Nh the only polynomials of length
greater than (QT )1/2 are L-factors.
Let α′ = max(α, θ + (1 − δ)) from this point onward. The next two lemmas
are direct analogues of Lemmas 3 and 4 of [3]. We will go through the proofs in
some detail to highlight the appearance of the θ terms introduced by working with
Dirichlet characters and the small extent to which they affect the bounds.
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Lemma 5.4. LetMN1N2K = x, T ≤ x. Suppose thatM , N1, and N2 are of bounded
product type, and K(s) is an L-factor. Further suppose that Q ≤ min(zx−δ−ǫ/2, T ).
Let M = xα and Nj = x
βj for j = 1, 2. Suppose that
α ≤ δ + θ, (5.4)
α′ + β1 +
1
2
β2 ≤ 1
2
(1 + δ) +
3
2
θ, (5.5)
α′ + β2 ≤ 1
4
(1 + 3δ) + θ, (5.6)
α′ + β1 +
3
2
β2 ≤ 1
4
(3 + δ) +
3
2
θ. (5.7)
Then for 1 ≤ U ≤ T and 1 ≤ Q′ ≤ Q,
Ψ(T )
∑
q∼Q′
∑∗
χ
∫ U
U/2
|(MN1N2K)(1
2
+ it, χ)|dt≪ QzL−A.
Note that this lemma immediately gives a bound for the same sum over all q ≤ Q
via a dyadic decomposition of [1, Q].
Proof. The case Q′ = 1 can be dealt with as in [3, Lemma 3], giving an upper bound
of x1/2L−A. So, we can assume that Q′ > 1. First consider the case where K > 4Q′U
and let N = MN1N2. By Lemma 6 of [12], we have
K
(1
2
+ it, χ
)
≪ δ(χ)K 12U−1 +K− 12 (qU) 12 log(qU)≪ δ(χ)K 12U−1 + L.
Since q > 1, we then have ‖K‖∞ ≪ L, so by Hölder’s inequality and Lemma 5.1,
the sum we wish to bound is at most
‖KN‖1 ≤ ‖K‖∞‖1‖2‖N‖2 ≪ (Q′2U) 12 (N +Q′2U) 12U ǫ/4LB
≪ Q2T 1+ǫ/4LB + (Q′2U x
K
)
1
2U ǫ/4LB ≪ Qx1−δ− ǫ4LB(zx− 12−ǫ/2Ψ(T )−1) +Q′ 12U ǫ/4x 12LB
≪ QzL−AΨ(T )−1.
The last line follows because we can pick ǫ small enough such that Q′
1
2U ǫ/4 ≪
Q
1
2xǫ/4 ≪ xθL−A = QL−A.
Now take K ≤ 4Q′U . The Cauchy-Schwarz inequality yields that
‖KN‖1 ≤ ‖M‖2‖N1N
1
2
2 ‖4‖KN
1
2
2 ‖4,
where the integrals implicit in the norms are over s = 1
2
+ it with t ∈ [U/2, U ]. If
Q′ ≤ U or Q′ ≤ K, then Lemma 5.2 gives the bound
‖KN
1
2
2 ‖44 ≪ (UQ′2)1+ǫM ǫ(1 +M2(UQ′)−1/2)≪ (Q2T )1+ǫ(1 +N22 (QT )−1/2). (5.8)
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On the other hand, if K,U ≤ Q′, then Lemma 5.1 gives
‖KN
1
2
2 ‖44 = ‖K2N2‖22 ≪ (K2N2+Q′2U)xǫ ≪ (Q′2N2+Q′3)xǫ ≪ (Q2T+N22Q(QT )1/2)xǫ,
since Q′ ≤ T . In either case, applying Lemma 5.1 to the remaining terms in (5.8)
then gives, for arbitrarily small ǫ > 0,
‖KN‖1 ≪ xǫ/50(M +Q2T )1/2(N21N2 +Q2T )1/4(Q2T )1/4(1 +N22 (QT )−1/2)1/4
≪ max(1, zx− 12−ǫ/2Ψ(T )−1)max(M,Qx1−δ)1/2 max(N21N2, Qx1−δ)1/4
max(Qx1−δ, N22x
(1−δ)/2)1/4
≪ xγ max(1, zx− 12−ǫ/2Ψ(T )−1),
where
γ =
1
2
α′+
1
4
max(2β1+β2, θ+(1−δ))+ 1
4
(θ+(1−δ))+ 1
4
max(0, 2β2− 1
2
(1−δ))− 1
25
ǫ.
Conditions (5.4)-(5.7) guarantee that γ ≤ 1
2
+ θ − 1
25
ǫ, so we obtain that
Ψ(T )‖KN‖1 ≪ Qx 12− 125 ǫmax(zx− 12 , zx− 12−ǫ/2)≪ QzL−A,
as needed.
Lemma 5.5. The conclusion of Lemma 5.4 still holds if hypotheses (5.5)-(5.7) are
replaced by the following:
(i) Either β1 ≤ 12θ + 12(1− δ) or N1 is an L-factor;
(ii)
β2 ≤ 1
8
(1 + 3δ)− 1
2
α′ +
1
2
θ.
Proof. If either K > 4Q′U , or N1 > 4Q
′U and N1 is an L-factor, then the argument
from the beginning of the proof of Lemma 5.4 still applies. So, assume we are not in
these cases. Applying Cauchy-Schwarz in a slightly different way and then proceeding
as before, we have
‖KN‖1 ≤ ‖M‖2‖N1‖4‖KN2‖4
≪ xǫ/50(M +Q2T )1/2‖N1‖4(Q2T )1/4(1 +N42 (QT )−1/2)1/4.
Here we either have β1 ≤ 12θ + 12(1− δ), in which case Lemma 5.1 gives
‖N1‖4 = ‖N21‖1/22 ≪ (N21 +Q′2T )1/4 ≪ Q1/4x
1−δ
4 xǫ/4 max(1, zx−
1
2
−ǫ/2Ψ(T )−1)1/4,
orN1 is an L-factor withN1 ≤ 4Q′U , in which case applying Lemma 5.2 or Lemma 5.1
depending on whether Q′ ≤ max(K,U) again gives
‖N1‖4 ≪ (Q′2T )1/4(1+(Q′T )−1/2)1/4xǫ/4 ≪ Q1/4x 1−δ4 xǫ/4 max(1, zx− 12−ǫ/2Ψ(T )−1)1/4.
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Thus, ‖KN‖1 ≪ xγ max(1, zx− 12−ǫ/2Ψ(T )−1), where we now let
γ =
1
2
α′ +
1
2
(θ + 1− δ)− 1
10
ǫ+
1
4
max(0, 4β2 − 1
2
(1− δ)).
Condition (ii) then gives xγ ≪ Qx 12L−A, and the proof then concludes as before.
Lemma 5.6. Let T ≤ x and suppose Q ≤ min(zx−δ−ǫ/2, T ). Let K(s) be an L-factor.
Let M = xα, N = xβ, with KMN = x, and suppose that α ≤ δ + θ and
β ≤ min
(
1
2
(3δ + 1− 4α′) + 2θ, 1
5
(3 + δ − 4α′) + 6
5
θ
)
.
Suppose further that M(s) and N(s) are of bounded product type. Then
Ψ(T )
∑
q≤Q
∑∗
χ
∫ T
2
∣∣∣∣(MNK)
(
1
2
+ it, χ
)∣∣∣∣ dt≪ QzL−A.
Proof. The proof is essentially the same as the proof of [3, Lemma 5], with a now
defined by
a = max(0, 2β − (1 + δ) + 2α′ − 3θ),
and with the invocations of Lemmas 1-4 of [3] replaced by invocations of Lemmas 5.2-
5.5.
Note that by symmetry we have the same bound for the integral over the range
[−T,−2]. Since M,N are of bounded product form and K is an L-factor, by [2,
Lemma 5] and [12, Lemma 6] we have
‖MNK‖∞ ≪ (MN) 12L−A ≪ x1/2L−A,
so that we can extend the result of Lemma 5.6 to an integral over the whole interval
[−T, T ]. That is,
Φ(T )
∑
q≤Q
∑∗
χ
∫ T
−T
|(MNK)(1
2
+ it, χ)|dt≪ QzL−A.
5.2 Sieve estimates
We use the bounds on Dirichlet polynomials derived in the previous section to obtain
the Bombieri-Vinogradov style error bounds we want for sequences under certain
conditions on sequence length.
The following lemma, analogous to Lemma 6 of [3], is the key to going from
Dirichlet polynomial bounds to these error bounds.
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Lemma 5.7. Let F (s, χ) =
∑
k∼x ckχ(k)k
−s. If for every T ≤ x and Q ≤ min(zx−δ−η , T )
we have
Ψ(T )
∑
q∼Q
∑∗
χ
∫ T
−T
∣∣∣F(1
2
+ it, χ
)∣∣∣dt≪ QzL−A,
then ∑
q∼Q
∑∗
χ
max
h≤z
max
y∼x
|Ec(y, h;χ)| ≪ QzL−A. (5.9)
Proof. For the term with q = 1 and χ the trivial character, [3, Lemma 6] gives
a bound of zL−A. For every other χ, applying the truncated Perron formula and
arguing as in [12, Lemma 9] yields
max
h≤z
max
y∼x
|Ec(y, h;χ)| ≪ L max
Q≤T≤x
Ψ(T )
∫ T
−T
∣∣∣F(1
2
+ it, χ
)∣∣∣dt+ xη,
which yields the desired result upon summing over q and χ.
The following lemma is an analogue of Lemma 8 in [3], and the proof carries over
with no significant changes.
Lemma 5.8. Let M(s) =
∑
m∼M amχ(m)m
−s, N(s) =
∑
n∼N bnχ(n)n
−s, M = xα,
N = xβ. Suppose that α ≤ δ + θ − ǫ and
β ≤ min
(1
2
(3δ + 1− 4α′) + 2θ, 1
5
(3 + δ − 4α′) + 6
5
θ
)
− 2ǫ.
Finally, suppose thatM and N are of bounded product type, and Q ≤ min(zx−δ−ǫ/2, T ).
c(k) =
∑
mnℓ=k
m∼M,n∼N
ambnψ(ℓ, w),
where w = exp
(
L
logL
)
. Then equation (5.9) holds.
The next lemma is analogous to Lemma 12 of [3] and Lemma 10 of [12].
Lemma 5.9. Let α ∈ [0, 1
2
], and write
h =
⌈ 1
2
− α
2δ − 1
⌉
,
α∗ = max
(
2h(1− δ)− α
2h− 1 ,
2(h− 1)δ + α
2h− 1
)
.
Suppose
0 ≤ β ≤ min(1
2
(3δ + 1− 4α∗), 1
5
(3 + δ − 4α∗))− 2ǫ,
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and Q ≤ zx−δ−η. Let M(s) = ∑m∼M amχ(m)m−s, N(s) = ∑n∼N bnχnn−s, 2M =
xα, N = xβ, where M(s) and N(s) are of bounded product type. Let
Ih =
[
1
2
− 2h
(
δ − 1
2
)
,
1
2
− (2h− 2)
(
δ − 1
2
))
,
and let
ν(α) = min
(
2
2h− 1(δ − α),
36δ − 17
19
)
,
when α ∈ Ih, for h ≥ 1. Then, Equation (5.9) holds for
c(k) =
∑
mnℓ=k
m∼M,n∼N
ambnψ(ℓ, x
ν),
for every ν ≤ ν(α).
Proof. The proof proceeds as in [3, Lemma 12], with an application of Lemma 5.8
using xα
∗
in place of M = xα. In place of [3, Lemma 9], [12, Lemma 2] is used. As
in [12, Lemma 10], since 1 − δ ≤ α∗ ≤ 1
2
, the dependence on Q = xδ is eliminated
from the bounds on α and β.
An analogue of Lemma 13 in [3] follows immediately from the same arguments.
It is stated here for ease of reference.
Lemma 5.10. Suppose that Q ≤ zx−δ−η. Let M = xα, N1 = xβ, N2 = xγ, where
M(s, χ), N1(s, χ), N2(s, χ) are of bounded product type. Suppose α ≤ 12 and either
(i)
2β + γ ≤ 1 + δ − 2α∗ − 2ǫ,
γ ≤ 1
4
(1 + 3δ)− α∗ − ǫ,
2β + 3γ ≤ 1
2
(3 + δ)− 2α∗ − 2ǫ,
or
(ii)
β ≤ 1
2
(1− θ), γ ≤ 1
8
(1 + 3θ − 4α∗)− ǫ.
Let
bn =
∑
n1n2=n
n1∼N1,n2∼N2
An1Bn2,
where An1 , Bn2 are the coefficients of N1 and N2. Then equation (5.9) holds for
c(k) =
∑
mnℓ=k
m∼M,n∼N
ambnψ(ℓ, x
ν),
for every ν ≤ ν(α).
25
The last result we need to borrow is an adaptation of Lemma 18 from [3]. This
gives a bound of the form
Ψ(T )
∑
q≤Q
∑∗
χ
∫ T
2
∣∣∣∣L1
(
1
2
+ it, χ
)
· · ·Lℓ
(
1
2
+ it, χ
)∣∣∣∣ dt≪ QzL−A, (5.10)
for L1 · · ·Lℓ = x, ℓ ≥ 3, Lj = xαj , αj ≥ ǫ, assuming that (α1, . . . , αℓ) lies in a
particular region in [0, 1]l. The full list of bounds required is omitted for the sake
of brevity; it is the same list as in the statement of [3, Lemma 18], with only the
additional condition that Q ≤ zx−δ−η . The proof is likewise analogous to the proof
of [3, Lemma 18], with factors of Q inserted before occurrences of T in bounds
(compare the difference between the proofs of [3, Lemma 9] and [2, Theorem 4]). An
application of Lemma 5.7 then gives us an estimate on sums of the form∑
p1···pℓ−1m=n
pi∼Li∀i
ψ(m, pℓ−1),
which will be useful in estimating terms in our final decomposition.
5.3 Final Decomposition
We finish the proof of Theorem 2.3 by outlining the construction of a fine decom-
position of ψ(n, x
1
2 ). We start the process by following Kumchev’s procedure. Let
w0 = x
2δ−1, and let w(m) = xν(α), where m = xα and ν(α) is defined as in the
statement of Lemma 5.9. Note that w(m) ≥ x2δ−1 for all m < x 12 .
Applying Buchstab’s identity twice to ψ(n, x
1
2 ) gives
ψ(n, x
1
2 ) = ψ(n, w0)−
∑
n=mp
w0≤p<x
1
2
ψ(m,w(p)) +
∑
n=mp1p2
w(p1)≤p2<p1<x
1
2
ψ(m, p2).
We can set
c1(n) = ψ(n, w0), ck+1(n) =
∑
n=mp
w0≤p<x
1
2
ψ(m,w(p)),
and
c2(n) =
∑
n=mp1p2
w(p1)≤p2<p1<x
1
2
p2<w(p1p2)
ψ(m, p2).
As argued in [12], c1, c2, ck+1 are nonnegative by construction and satisfy proper-
ties (1)-(3). It remains to further decompose the remaining sum∑
n=mp1p2
w(p1)≤p2<p1<x
1
2
p2≥w(p1p2)
ψ(m, p2). (5.11)
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Our goal, as in [12], is to split the range of the sum in (5.11) into several parts,
then further decompose the sum over each part using Buchstab’s identity. To make
sure the decomposition we end with satisfies property (3) of a fine decomposition, we
want most of the terms c to satisfy (5.9), so that we can set them to be cj for j ≤ r
or j ≥ k+1, depending on whether they are positive or not. To satisfy property (4),
we want the remaining terms c, which we set to be cj for r + 1 ≤ j ≤ k, to all be
nonnegative and to not contribute much to the sum on the left hand side of (5.2).
Since all terms in our decomposition are constructed using repeated applications of
Buchstab’s identity with w2 ≥ w0 ≥ x2δ−1, properties (1) and (2) are automatically
satisfied.
We decompose along the same lines as in [3], in order to obtain sharper bounds
on the terms contributing to property (4) than obtained by using Kumchev’s decom-
position [12]. For any multiset E of positive integers, the decomposition given in [3]
is presented as a decomposition of the function S(E , z) defined by
S(E , z) =
∑
n∈E
ψ(n, z).
When cj is given in terms of the function ψ, the left hand side of (5.2) can be
written in terms of the function S. The transformation on sums over S that BHP
calls a “rôle-reversal” can also be applied to sums over ψ; we refer the reader to [12,
Section 4] for details.
First, we split off the part of (5.11) with p1p
2
2 ≥ x. This term is cr+1(n) in the
decomposition given by Kumchev, and his analysis shows that its contribution to the
left hand side of (5.2) is O
(
h0
log2 x
)
= o(1) h0
log x
.
The remainder of the sum is split into six parts exactly as in [3]. Letting p1 =
xα1 , p2 = x
α2 , we divide the set of pairs (α1, α2) counted in the remaining sum into
the regions
A :
1
4
≤ α1 ≤ 2
5
,
1
3
(1− α1) ≤ α2 ≤ min(α1, 1
2
(3δ − 1), 1− 2α1);
B :
1
4
(3− 3δ) ≤ α1 ≤ 1
2
,
max(
1
2
α1, 1− 2α1) ≤ α2 ≤ min(1
2
(3δ − 1), 1
2
(1− α1));
C : ν(0) ≤ α1 ≤ 1
3
, ν(α1) ≤ α2 ≤ min(α1, 1
3
(1− α1));
D :
1
3
≤ α1 ≤ 1
2
, ν(α1) ≤ α2 ≤ max(1
3
(1− α1), 1
2
α1);
E :
1
2
(3δ − 1) ≤ α1 ≤ 1
4
(3− 3δ), 1
2
(3δ − 1) ≤ α2 ≤ min(α1, 1− 2α1);
F :
1
3
≤ α1 ≤ 2− 3δ, max(1− 2α1, 1
2
(3δ − 1)) ≤ α2 ≤ 1
2
(1− α1).
As in [3], we note that (α1, α2) ∈ A if and only if (1 − α1 − α2, α2) ∈ B, and
similarly for E and F . Moreover, in all of these regions, if ψ(m, p2) = 1 and n =
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mp1p2, then m must be prime. So, the contributions of the regions A and B are
equal, and likewise those of E and F are equal.
We handle the sums over these regions using the same procedure as in [3]. In place
of [3, Lemmas 12 and 13], we use the analogues Lemmas 5.9 and 5.10. The result is
a contribution of ≤ 0.3 to the constant factor β in (5.2) from A ∪B. For E ∪ F , for
simplicity of exposition we can place it among the cj for r + 1 ≤ j ≤ k. As noted in
[3], the total contribution to β from this is ≤ 0.09. For C and D, we again follow the
argument of [3] with the lemma replacements mentioned above where needed. The
contribution to β from C and D are < 0.21 and < 0.34 respectively. Thus in total
we have a fine decomposition with
β ≤ 0.3 + 0.09 + 0.21 + 0.34 ≤ 0.94 < 1,
as wanted.
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