ABSTRACT Mechanical fault datasets are always highly imbalanced with abundant common mechanical fault samples but a paucity of samples from rare fault conditions. To overcome this weakness, the simulation of rare fault signals is proposed in this paper. Specifically, frequency spectra are employed as model signals, then Wasserstein generative adversarial network (WGAN) is implemented to generate simulated signals based on a labeled dataset. Finally, the real and artificial signals are combined to train stacked autoencoders (SAE) to detect mechanical health conditions. To validate the effectiveness of the proposed WGAN-SAE method, two specially designed experiments are carried out and some traditional methods are adopted for comparison. The diagnosis results show that the proposed method can deal with imbalanced fault classification problem much more effectively. The improved performance is mainly due to the artificial fault signals generated from the WGAN to balance the dataset, where the signals that are lacking in training dataset are effectively augmented. Furthermore, the learned features in each layer of the generator network are also analyzed via visualization, which may help us understand the working process of the WGAN. 
I. INTRODUCTION
Rotating machinery involves a wide range of mechanical equipments and its operating condition will directly influence the performance of the whole mechanical equipment. But unfortunately, it is prone to failures due to their harsh working environment, resulting in high maintenance cost [1] - [3] . Meanwhile, rotating machinery in modern industry becomes more sophisticated than ever before. In order to comprehensively check the health condition of the machinery, a large amount of signals are obtained after long-time monitoring [4] , [5] , which also brings great difficulty to mechanical fault diagnosis.
Intelligent fault diagnosis methods, as their strong ability in dealing with massive data and automatically diagnosing the The associate editor coordinating the review of this manuscript and approving it for publication was José Valente De Oliveira.
health conditions, have draw extensive attention. Lei et al. [6] applied an unsupervised learning method named sparse filtering to extract discriminative features from raw bearing vibration signals, and then adopted softmax regression for fault classification. Jia et al. [7] proposed stacked autoencoders (SAE) based deep neural networks (DNN) to diagnose anomalous conditions of roller bearing and planetary gearbox. Guo et al. [8] developed a hierarchical learning rate adaptive deep convolution neural network (CNN), and used it to detect roller bearing faults and determine their severity levels. Zhao et al. [9] adopted raw vibration signals to train a long short-term memory network (LSTM) until the cost function converges to a small positive value, so as to learn the dynamic information of different fault signals. Liu et al. [10] proposed a gated recurrent unit network (GRU) based denoising autoencoder (DAE), the reconstruction errors of the data between the next period and the output created by some different training models are employed to classify different fault types.
It is worth noting that these intelligent fault diagnosis methods are based upon the assumption that the distribution of fault types is approximately balanced. But in practice, mechanical fault data samples, similar to medical datasets [11] , genomics [12] and financial [13] datasets, are also very limited since they are often imbalanced [14] . Some commonly encountered mechanical fault problems in mechanical settings could give rise to a large amount of data related with them. However, rare fault types are inevitable to own limited data sample volumes in fault databases [15] . In realistic scenarios, when applying to imbalanced fault classification, these classification algorithms will result in higher recognition rates for the major fault classes but lower accuracies for the minor faults. In certain situations, it can even have an undo effect to minority classes [16] . Therefore, it is necessary to develop a technique that takes this imbalanced fault classification into account.
At present, most studies on improving the recognition rate of minor classes aimed at settling the problem of data imbalance are carried out. The most common way to mitigate the imbalance degree is to undersampling the majority types and oversampling the minority fault types. Synthetic minority oversampling technique (SMOTE) presented by Chawla et al. [17] is a typical approach to increase the minority classes by randomly inserting virtual samples. But it is also possible to create bad samples when increasing the useful ones. Martin-Diaz et al. [18] proposed an optimized sampling technique based on adaptive boosting algorithm. The stator current signal is employed to constitute a dataset with features extracted from time domain and frequency domain. But it still depends on manual feature extraction. Jia et al. [14] proposed a deep normalized convolutional neural network (DNCNN) for imbalanced classification problem. Weight normalization strategy and ReLU activation function are introduced for the training of DNCNN. Then weighted softmax loss is proposed to adaptively handle the imbalanced classification problem. Mao et al. [19] presented a sequential prediction approach based on extreme learning machine (ELM). The granular division and principal curve are used to conduct undersampling and oversampling procedure, which cannot work without prior knowledge.
Through literature review, it can be found that the challenge of signal availability could be partially addressed by data augmentation methods. An ideal data simulation scheme can generate any number of synthetic signals, simulate the characteristics of any given class of real signals with sufficient diversity. Up to now, deep learning may be the most valuable method in dealing with the imbalanced datasets [11] . Generative adversarial networks (GAN) [20] have proven to be quite effective in generating indiscernible synthesis data from their real counterparts. Such as retinal image synthesis [21] , learning representations of emotional speech [22] , statistical parametric speech synthesis [23] , and noise reduction techniques for low-dose computed tomography (CT) [24] . Those studies demonstrate that GAN may be applicable across imbalanced fault diagnosis of machines.
Therefore, in order to promote the successful applications of intelligent fault diagnosis with data imbalance, we propose a generalizable deep learning framework for imbalanced fault classification. The framework includes a synthesis data generation module and a fault classification module. In the synthesis data generation module, Wasserstein GAN (WGAN) is employed to generate simulated fault signals so as to augment minority fault classes in a controlled manner, and the synthetic signals are employed to balance the training dataset. In the fault classification module, a stacked autoencoders (SAE) model [25] is built to extract high resolution features and classify different fault types.
Rest of the paper is organized as follows. Section 2 briefly introduces the algorithms of generative adversarial networks and stacked autoencoders. Section 3 is dedicated to detail the content of the proposed network. In Sections 4, the diagnosis cases of gearbox and shaft datasets are adopted to validate the effectiveness of the proposed method. Finally, Some conclusions are drawn in section 5. 
II. THEORETICAL BACKGROUND A. GENERATIVE ADVERSARIAL NETWORKS
Generative adversarial networks (GAN) consists of two networks (a generator G and a discriminator D) that are trained to compete with each other alternatively. As shown in Fig. 1 , the generator G is optimized to reproduce the real data distribution by generating signals that are difficult for the discriminator D to distinguish from real signals. Meanwhile, D is optimized to differentiate real signals and simulated signals generated by G. In general, the training process is a minmax two-player game with an objective function as follows:
where x is a real signal from the real data distribution p r , and y is a noise vector sampled from the model distribution p g such as the Gaussian or uniform distribution.
If D is trained to be optimal before each parameter of G is updated, then the minimization value function is equal to the Jensen-Shannon (JS) divergence between the data and model distributions on x. But when the discriminator is saturated, this often results in gradient vanishing problem. In practice, [14] proposed that G is trained to maximize E y∼p g [log(1−D(G(y)))], which can circumvent this difficulty to some extent. However, even this modified loss function can go wrong when a good discriminator appears [26] .
B. WASSERSTEIN GAN (WGAN)
Due to the discontinuous JS divergence, and some other common distances and divergences, the GAN usually has an unstable gradient when training the generator G. The Wasserstein distance [27] is able to measure the difference between two distributions as shown in Eq. (2). The Wasserstein distance W (p r , p g ) is defined as the minimum cost to converge the model distribution p g to the real distribution p r . The Wasserstein loss can reduce the gradient vanish problem.
where (p r , p g ) represents the set of all joint distributions γ (x,y) whose marginals are respectively p r and p g . Intuitively, γ (x,y) denotes how much ''mass'' has to be transported from x to y so as to transform p r into p g . The Wasserstein distance W (p r , p g ) then is the ''cost'' of the optimal transport plan. The WGAN value function is constructed by KantorovichRubinstein duality [28] to obtain:
where R is the set of 1-Lipschitz functions. Therefore, the result of the WGAN value function is a critic function whose gradient related to the input behaves better than GAN, which makes it easier to optimize the generator. In addition, WGAN owns an ideal property that its value function is associated with sample mass. To enforce the Lipschitz constraint on critics, WGAN clips the weights of the critic into a compact space [−c, c] . The set of functions that satisfy this constraint is a subset of the k-Lipschitz functions for some k which relies on c and the critic architecture.
C. STACKED AUTOENCODERS
Autoencoder is a kind of neural network which can map the input into output through network training. There is a hidden layer h inside the autoencoder, which can generate coding to represent the input. The network can be seen as consisting of two parts: encoder and decoder. Encoder is used for mapping the input data into hidden representation, and decoder is referred to reconstruct input data from the hidden representation. Given the unlabeled input dataset {x n } N n=1 where x n ∈ R m×1 , h n represents the hidden encoder vector calculated from x n , andx n is the decoder vector of the output layer. Hence the encoding process is as follows:
where f (·) is the encoding function, W is the weight matrix of encoder and b 1 is the bias vector. The encoding process can be written as the inner product form Wx n = W , x n .
Therefore, the filtering process can be interpreted to measure the similarity between the input signals and a series of weight vectors.x
where g (·) is the decoding function, W T is the weight matrix of decoder and b 2 is the bias vector.
The parameter set of autoencoder are optimized to minimize the reconstruction error:
where L represents a loss function:
FIGURE 2. Structure of stacked autoencoders.
As depicted in Fig. 2 , to stack the autoencoders layer by layer so as to constitute the deep neural network, that is to take the first hidden layer as the input of the second layer. Unsupervised learning is used to achieve forward layerwise training, and then the labeled data are combined with softmax classifier to achieve the updating of network weights and fine tuning of parameters by back propagation (BP) algorithm.
III. PROPOSED FRAMEWORK
This section details the proposed WGAN-SAE framework for generating artificial signals as shown in Fig. 3 , and then concatenated them with the real signals to expand and balance the training dataset to train the SAE network as is shown in Fig. 4 . These models are discussed in detail below.
A. GENERATING FAULT SIGNALS
The trained GeneratorG proposes artificial mappings from the prior input latent random variable, which used to model the underlying probability distribution p g of real signals and then outputs synthesized signals. As demonstrated in Fig. 3 , a 100 dimensional random vector is projected to an extended 1200 dimensional feature vector by Generator G. Then a generated signalx or a real signal x is input to the Discriminator D which will obtains an outputô, indicating whether the input signal is synthesized or real. Finally, D maximizes the loss of L(D, G) while the Generator G tries to minimize it. Note that, G works in a feed forward manner without back propagation during training D, and vice versa to train G.
B. CLASSIFICATION OF FAULT SIGNALS
The generate artificial fault signals are combined with the real signals to expand and balance the training dataset, and then fed into the SAE network for fault type classification as shown in Fig. 4 . Firstly, the unlabeled training dataset is employed to pre-training the SAE layer-by-layer. The pretraining is stacking n autoencoders into n hidden layers with an unsupervised layer-wise learning algorithm. The learned features of former layer are used as input for next layer, and this procedure is repeated until the training completes. Then, BP algorithm is utilized to update weights and fine-tune the parameters of SAE with labeled training dataset through minimizing the error between extracted features and health labels. Finally, the testing datasets are used to verify the effectiveness of the proposed method.
IV. CASE 1: FAULT DIAGNOSIS OF GEARBOX A. DATA DESCRIPTION
A gearbox experimental dataset is employed in this section to validate the effectiveness of our method. Vibration acceleration signals were collected on a special designed bench which contains a planetary gearbox, a motor, two shaft supporting seats and two flexible couplings as show in Fig. 5 . An accelerometer sensor mounted on the flat surface of gearbox, and the sampling frequency is 12 kHz. There are 10 health conditions: normal condition (NC), 3 health conditions of sun wheel (crack, pit and worn tooth) which are named as WC, WP and WW. 3 health conditions of planet pinion (crack, pit, and worn tooth) which are named as PC, PP and PW, and 3 coupled fault (wheel worn and pinion worn, wheel pit and pinion crack, wheel pit and pinion worn) which are named as WWPW, WPPC and WPPW. Considering the rotation frequency of shaft is 1500 rpm, so each period of rotation contains 480 data points. For avoiding the influence of speed fluctuation, each sample collects five periods of rotation data (2400 data points). 540 data samples are collected from each health condition, so a total of 5400 samples are obtained from the designed bench and each sample contains 2400 data points. The frequency spectra are adopted as input data, and each sample contains 1200 Fourier coefficients.
As displayed in Table 1 , three different imbalance degree datasets (Dataset A, B and C) are collected. Dataset A is a balanced dataset, that is, 50% of samples of each type are used for training and the rest for testing. Datasets B and C are used to simulate the imbalanced classification. In real cases, the fault samples are more difficult to collect than the normal ones, and the compound fault samples are harder to collect than the single fault samples. Therefore, we reduce the fault samples of Dataset A, and compose the Datasets B and C to simulate the imbalanced situation. Refer to [14] , in Dataset B, the percents of sun wheel and planet pinion fault samples are 40% and 30%, and the percents of compound faults samples are 20%. For ease of comparison studies, the percents of testing samples are still 50%. In Dataset C, more training samples are reduced, which is considered as a more imbalanced dataset. are obtained to balance Dataset C. The generated signals are displayed as in Fig. 6 . The designed G has four layers, the unit number of each layer are 100, 200, 600 and 1200 respectively. 100 is the dimension of a random vector, 200 and 600 are the dimension of hidden layers. The structure of the Discriminator network D is 1200, 600, 200 and 100. In fault classification module, the structure of SAE is 1200, 600, 200, 100 and 10. The learning rate is 1E-4, the momentum is 0.05, and the activation function is ReLU. Batch normalization is performed within G and SAE to avoid the problem of gradient vanishing and speed up network training, and the training epoch of G and SAE are fixed as 100 and 15, respectively. For comparison, the GAN with SAE mode (GAN-SAE) and the SAE mode without generated signals (SAE) are used for classification, and they share the same structure as the proposed method (WGAN-SAE). In addition, SMOTE method is employed to oversampling the minority fault samples for data balancing, and then the balanced dataset is input to SAE for classification, which is named as SMOTE-SAE.
FIGURE 7.
Testing accuracies of the three datasets using the four methods. Fig. 6 shows the real and generated frequency spectra of the fault samples, it can be seen that the generated samples have learned subtle features from the real samples, which own almost the same trend as the raw signals. Fig. 7 displays the testing accuracies of Dataset A, B and C using the three methods. 15 trials are carried out for each experiment so as to reduce the effects of the randomness. As Fig. 7 shows, SAE could obtain the highest accuracy 99.71% with 0.16% standard deviation for the balanced Dataset A. For Dataset B, the accuracies of all three methods decline because there are fewer real samples for training. The accuracy of SAE is 88.95% with a standard deviation of 5.27%, the accuracy of SMOTE-SAE is 92.02% with a standard deviation of 2.96%, the accuracy of GAN-SAE is 95.23% with a standard deviation of 0.57%, and the accuracy of WGAN-SAE is 99.58% with a standard deviation of 0.26%. Since the generated signals are used in WGAN-SAE to balance the imbalanced dataset, WGAN-SAE achieves the highest accuracy in the four methods. For the more imbalanced Dataset C, the accuracy of SAE decreases to 72.36% with a standard deviation of 8.69%, the accuracy of SMOTE-SAE decreases to 78.64% with a standard deviation of 6.61%, and the accuracy of GAN-SAE decreases to 84.56% with a standard deviation of 4.02%. In contrast, the accuracy of WGAN-SAE is 93.73% with a standard deviation of 0.65%. Thus, it is easy to find that the proposed WGAN-SAE performs much better than GAN-SAE, SMOTE-SAE and SAE in imbalanced fault classification.
To detail the imbalanced classification results for Datasets B and C by the four methods, the confusion matrixes of the classification results are displayed in Fig. 8 and Fig. 9 . In Fig. 8 , it is observed that SAE method performs the worst in the four methods, and the minority health conditions are more difficult to recognize than the majority health conditions. There are 29 19 .3% samples of WPPC and 12.2% samples of WPPW, which means that the proposed method can deal with the highly imbalanced dataset much more effectively. Therefore, it is easy to reach the conclusion that the developed WGAN-SAE model has shown its superiority in imbalanced fault diagnosis.
Furthermore, in order to provide visual insights into the effects of the four methods on the learned features of Dataset B and C, t-distributed stochastic neighbor embedding (t-SNE) [29] technique is employed to map the highdimensional feature vectors into a two-dimensional space. The dimension reduced results of the two datasets are shown in Fig. 10 and Fig. 11 , respectively. In Fig. 10(a) , it is seen that only the normal condition is easy to recognize, the other conditions are all mixed more or less. The performance in Fig. 10(b) is a litter better, but they still could not be used for classification. In Fig. 10(c) , several more conditions are separated but the others are still mixed with each other. In contrast, all the different gear health conditions are separated perfectly and the same health condition samples are clustered together in Fig. 10(d) , which indicates the superiority of the developed WGAN-SAE model for Dataset B. In Fig. 11 , the situation is a little worse. For SAE, SMOTE-SAE and GAN-SAE, almost all the health conditions have mixing phenomenon. In Fig. 11(d) , there are several samples being misclassified, but it still much better than the other three methods. Therefore, WGAN-SAE model owns stronger ability on feature extraction than SAE, SMOTE-SAE and GAN-SAE models.
In order to understand how WGAN learns these features, we study the learning process of Generator network G. The unit number of each layer is 100, 200, 600 and 1200. The first layer is input layer and the input signals are latent VOLUME 7, 2019 random variable vectors, thus there is no need to display. For better illustration, the learning process of PP fault samples is employed to show. We plot all the learned feature vectors of each layer together and display them in a 3-dimensional space, the results are displayed in Fig. 12(a)-(c) . It is observed that the amplitude of the feature vector is increasing with the depth of the layer, and the main features are also becoming obvious with the layer increasing. Fig. 12(d) displays the real frequency spectra of all PP samples, it is seen that the generated signals have captured distinct features of the real signals, which own almost the same trend with the real signals. In addition, we can understand what information is learned or abandoned by the Generator G in the feature learning process. That is to say, WGAN has learned the main features from the training data and abandoned some noise components which are not helpful for pattern recognition.
V. CASE 2: FAULT DIAGNOSIS OF SHAFT
The vibration signals of fault shafts were collected from a special designed test bench which consisted of a diesel engine, two shaft supporting seats and three flexible couplings as shown in Fig. 13 . The vibration signals were collected from the driven end of the engine in the test bench. There are also ten health conditions: (1) normal condition, (2) large wheel with 25g mass block, (3) large wheel with 50g mass block, (4) small wheel with 25g mass block, (5) large wheel rub-impact, (6) drive end bolt looseness, (7) output end bolt looseness, (8) large wheel rub-impact with 25g mass block, (9) drive end bolt looseness and large wheel with 25g mass block, (10) small wheel with 50g mass block and large wheel with 25g mass block. For brevity, the 10 health conditions of shaft are named as Type-1 to Type-10 respectively. The real frequency spectra signals and generated signals by the proposed method are shown in Fig. 14 , it is seen that the generated signals also have learned the same trend as the real signals, which can used to balance the lacked training samples.
The confusion matrixes of the classification results by the four methods are displayed in Fig. 15 . For the minority health conditions, it can be seen that 19% samples of Type-9 are misclassified as Type-10, and 30% samples of Type-10 are misclassified as Type-9 by SAE model, which yields to 91.36% accuracy. In Fig. 15(b) , 16 .4% samples of Type-4 are misclassified as Type-6, 11.8% sample of Type-6 is misclassified as Type-4 by SMOTE-SAE model, which yields to 95.01% accuracy. In Fig. 15(c), 7 .3% samples of Type-3 are misclassified as Type-9, and 5.45% samples of Type-9 are misclassified as Type-3 by GAN-SAE model, which yields to 98.18% accuracy. In contrast, there are only 0.9% sample of Type-6, 1.8% samples of Type-9 and 0.9% sample of Type 10 being misclassified by WGAN-SAE, yielding the success rates 99.64%, which also show the superiority of WGAN-SAE model. The dimension reduction results are shown in Fig. 16 , it is easy to find that the developed WGAN-SAE model performs best in the four methods. In Fig. 16(a) , the features of Type-9 and Type-10 are overlapped seriously, which matches with the confusion matrix plotted in Fig. 15(a) . In Fig. 16(b) , the features of Type-9 are VOLUME 7, 2019 not clustered well. In Fig. 16(c) , there are still several samples not clustering well. For WGAN-SAE, it can be seen that all the samples of the same health condition gather closely and different health conditions separate perfectly in Fig. 16(d) . Therefore, the developed WGAN-SAE model can handle the imbalanced fault classification much more properly than SAE, SMOTE-SAE and GAN-SAE. [30] .
VII. CONCLUSION
In this paper, we introduced generative adversarial network into the field of imbalanced fault classification of machine and proposed a generalizable deep learning framework WGAN-SAE. In our method, WGAN is used to augment real datasets so as to provide a greater quantity of samples for balancing the training dataset, and then the balanced dataset is input into SAE model for fault classification. Three mechanical datasets with different imbalanced degrees are employed to validate the developed WGAN-SAE method. The results show that the combination of real and artificial data can not only increase the diversity of the training dataset, but also improve the generalization performance of DNN for mechanical fault diagnosis. Furthermore, the feature visualization result of each Generator G layer can help us understand the feature learning process of WGAN. Therefore, WGAN-SAE method is able to promote the successful application of imbalanced fault diagnosis of machine.
