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Abstract There is a growing demand for skillful prediction systems in the Arctic. Using the Norwegian
Climate Prediction Model that combines the fully coupled Norwegian Earth System Model and the
Ensemble Kalman filter, we present a system that performs both, weakly coupled data assimilation
(wCDA) when assimilating ocean hydrography (by updating the ocean alone) and strongly coupled data
assimilation when assimilating sea ice concentration (SIC) (by jointly updating the sea ice and ocean). We
assess the seasonal prediction skill of this version of the Norwegian Climate Prediction Model, the first
climate prediction system using strongly coupled data assimilation, by performing retrospective
predictions (hindcasts) for the period 1985 to 2010. To better understand the origins of the prediction skill
of Arctic sea ice, we compare this version with a version that solely performs wCDA of ocean hydrography.
The reanalysis that assimilates just ocean data exhibits skillful hydrography in the upper Arctic Ocean and
features an improved sea ice state, such as improved summer SIC in the Barents Sea, or reduced biases in
sea ice thickness. Skillful prediction of SIE up to 10–12 lead months are only found during winter in
regions of a relatively deep ocean mixed layer outside the Arctic basin. Additional DA of SIC data notably
further corrects the initial seaice state, confirming the applicability of the results of Kimmritz et al. (2018)
in a historical setting. The resulting prediction skill of SIE is widely enhanced compared to predictions
initialized through wCDA of only ocean data. Particularly high skill is found for July-initialized autumn
SIE predictions.
Plain Language Summary The declining Arctic sea ice entails both risks and opportunities for
the Arctic ecosystem, communities, and economic activities. Reliable seasonal predictions of the Arctic
sea ice could help to guide decisionmakers to benefit from arising opportunities and to mitigate increased
risks in the Arctic. However, despite some success, seasonal prediction systems in the Arctic have not
exploited their full potential yet. For instance, so far only a single model component, for example, the
ocean, has been updated in isolation to derive a skillful initial state, though joint updates across model
components, for example, the ocean and the sea ice, are expected to perform better. Here, we introduce
a system that, for the first time, deploys joint updates of the ocean and the sea ice state, using data of the
ocean hydrography and sea ice concentration, for seasonal prediction in the Arctic. By comparing this
setup with a system that updates only the ocean in isolation, we assess the added skill of facilitating sea ice
concentration data to jointly update the ocean and the sea ice. While the update of the ocean alone leads to
skillful winter predictions only in the North Atlantic, the joint update strongly enhances the overall skill.
1. Introduction
During recent decades, surface air temperatures in the Arctic increased at least twice as much as on the rest
of the globe (Cohen et al., 2014). Prolonged melting seasons go hand in hand with a transition of thicker
perennial to thinner seasonal ice and a strong decline in September sea ice extent (Kwok & Rothrock,
2009; Maslanik et al., 2011; Stroeve et al., 2014). These and related changes are affecting the ecosystem,
local communities, and economic activities in the Arctic, such as tourism, fisheries, shipping, and resource
exploitation (Liu & Kronbak, 2010). On a global scale, changes in the Arctic have been linked to enhanced
occurrences of extreme weather events in high to middle latitudes (Cohen et al., 2014; Tang et al., 2013;
Zhou, 2017). Yet, an in-depth understanding of the involved mechanisms is lacking so far due to the sparsity
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observations into a dynamically consistent model could facilitate the study of climate mechanisms. Such
historical reanalyses furthermore provide initial conditions for skillful dynamical predictions to better mit-
igate harmful consequences and benefit from the changing Arctic. In retrospective prediction experiments
we assess the impact of our assimilation approaches on the seasonal prediction skill in the Arctic. Retro-
spective predictions assume perfect historical external forcing, as standard when assessing the impact of
assimilation approaches on the seasonal prediction skill (Bushuk et al., 2017; Wang et al., 2019). The differ-
ence between historical simulations and retrospective predictions provide an estimate of the skill that can
be gained with the same system in real predictions. Our main focus lies on sea ice extent (SIE, area of ice
coverage excluding regions with sea ice concentration (SIC) ≤15%) utilizing the good coverage of observed
SICs, sea surface temperatures (SSTs), and ocean hydrographic profiles.
Dynamical prediction systems for the Arctic have only recently become available. While perfect model stud-
ies (i.e., the model is unbiased) suggest skill for Arctic sea ice up to three lead years (Bushuk et al., 2019; Day
et al., 2014; Tietsche et al., 2014), these systems have up to now demonstrated skill up to only a few months
ahead in a realistic setup (Blanchard-Wrigglesworth et al., 2010; Bushuk et al., 2017). For instance, utilizing
SIC observations, Wang et al. (2013) found skill for Arctic SIE anomalies for up to three lead months with
largest skill in late summer. Initializing with reanalyses for the ocean and the atmosphere, and with recon-
structions for sea ice, Krikken et al. (2016) skillfully predicted winter SIE in the North Atlantic sector up to
six lead months. Notably longer skill of up to 9–11 lead months was found in Bushuk et al. (2017), utilizing
observations from ocean hydrography and the atmosphere. Along the Arctic shelf seas, the authors skill-
fully predicted summer SIE up to one-to-four lead months. In each of these systems data were assimilated
in a weakly coupled manner (Laloyaux et al., 2016); that is, data assimilation (DA) is applied to each model
component independently, and the information of this update is propagated to the other model components
only during the model integration as (thermodynamical) dynamical responses. The consistency of the initial
conditions is expected to be improved with strongly coupled DA (Laloyaux et al., 2016), where information
from the observations is instantaneously propagated across several model components using error crossco-
variances between different model variables (Penny & Hamill, 2017). However, as the spatial and temporal
scales of the atmosphere, the ocean and the sea ice are widely separated, a joint update of these Earth sys-
tem components is highly demanding. Considering only the ocean and sea ice with their more comparable
scales is a more feasible yet still challenging approach. The potential of such an initialization for climate
prediction is poorly analyzed.
One of the challenges lies in the strong and flow-dependent coupling between the sea ice and the upper
ocean, partly characterized by nonstationary and anisotropic crosscovariances (Lisæter et al., 2003; Sakov
et al., 2012). Neglecting these relations has the potential to introduce large errors into the updated model
variables via spurious crosscorrelations and to eventually propagate these errors to the entire system
(Kimmritz et al., 2018). On the contrary, the use of a flow-dependent assimilation method, such as the
Ensemble Kalman Filter (Evensen, 2003), to jointly update the sea ice and the upper ocean can lead to notice-
able improvements. The multivariate nature of flow-dependent assimilation schemes could also positively
affect unobserved quantities. For instance, assimilating SIC has shown to reduce biases of sea ice thickness
(SIT) or to improve SST (Kimmritz et al., 2018; Massonnet et al., 2015; Sakov et al., 2012; Xie et al., 2016). Fur-
thermore, the valuable transition from single-category to multicategory seaice models (Hunke & Lipscomb,
2008; Vancoppenolle et al., 2009) should go hand in hand with an adaptation of the applied assimilation
method. Thus, the benefits of the improved model can be transferred to the reanalysis product (Massonnet
et al., 2015). However, it has to be taken into account that the issue of non-Gaussian distributed vari-
ables (such as SIC or SIT) is exacerbated in multicategory seaice models compared to single-category
ones. For such variables, the linear analysis update used in the EnKF would return nonphysical values.
Post-processing to maintain physical ranges likely introduces biases into the system. Considering these
challenges, Kimmritz et al. (2018) developed a robust and efficient scheme to assimilate SIC strongly cou-
pled with the ocean within a fully coupled Earth system model. The scheme was tested in a controlled
(perfect model) environment to identify and minimize drifts in the performance. We show here that the
results of the optimal version of Kimmritz et al. (2018) can be reproduced in a historical (real world) setup.
Using additional ocean hydrography observations, this is the first climate prediction system that applies
strongly coupled DA with a fully coupled Earth system model. This system yields skillful sea ice retrospec-
tive predictions, particularly for July-initialized predictions of September minimum SIE and in the North
Atlantic sector.
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Knowledge of the physical mechanisms determining this skill can help to further enhance the prediction
system, for example, by guiding the optimization of the assimilation setup or the choice of the assimilated
observations. The ocean provides a crucial source of sea ice predictability with longer potential predictability
of SIE on the Atlantic than on the Pacific side (Day et al., 2014). In the Nordic Seas, the dominant part
of SIE variability has been explained by anomalies of the ocean heat transport through the Barents Sea
Opening (Smedsrud et al., 2013; Onarheim et al., 2015; Li et al., 2017; Årthun et al., 2019). With the heat
capacity of a deep mixed layer, summer SST anomalies as well as spring SST anomalies stored underneath
the summer mixed layer and reemerging in late fall form a source of predictability for SIE anomalies in this
region (Blanchard-Wrigglesworth et al., 2011; Bushuk et al., 2017; Ordonez et al., 2018).
Within the Arctic basin, anomalies in SST play only a subordinate role for sea ice predictability (see e.g.
Timmermans, 2015, for the Beaufort Sea), and SIT anomalies during ice growth serve as a crucial predictor
for SIC in the next melting season (Bushuk et al., 2017; Chevallier & Salas-Melia, 2014; Ordonez et al.,
2018). However, this relationship weakens in the course of a thinning Arctic sea ice cover (Msadek et al.,
2014). Within the Arctic basin, SIC and SIT are regulated by the ocean circulation, such as the Beaufort Gyre
and the Transpolar drift (Davis et al., 2014), which in turn are determined by the atmosphere. Particularly,
winds, which rapidly lose their predictability, impact the Arctic circulation (Kwok et al., 2013; Proshutinsky
et al., 2009; Tietsche et al., 2014; Venegas & Mysak, 2000). In the North Pacific and the North Atlantic,
northward transport of moist air (Woods & Caballero, 2016) and strong near-surface winds (Sorteberg &
Kvingedal, 2006) significantly influence the sea ice. In particular, cyclones strongly impact the sea ice export
through Fram Strait (Smedsrud et al., 2011). Spurious representations of these atmospheric features limit
the predictability in the Arctic.
Despite this variety of findings, a lot of mechanisms are yet poorly understood. We will focus on two ques-
tions. First, anomalies in the ocean hydrography provide a source of predictability of sea ice mainly in the
North Atlantic sector. But the impact of assimilating ocean hydrography anomalies on the Arctic circula-
tion and thus the sea ice state within the Arctic basin is a so far hardly addressed question. To fill this gap,
we study a version of a fully coupled Earth system model, which has been initialized using anomalies of the
ocean surface and subsurface observations. Second, despite the crucial role of SIT for the prediction skill
for SIE in the Arctic basin, the observational network of SIT has been very sparse until only rather recently.
Assimilating the comparably wellobserved SIC has shown some assets in reducing biases in modeled SIT.
We will address the question to what extent these improvements enhance the prediction skill of SIE. In the
course of our discussions, we will also touch on the issue of assimilating anomalies or the entire variable in
a fully coupled Earth system model.
This paper is organized as follows. In section 2 we introduce the experimental design. Section 3 is dedicated
to the study of the upper Arctic Ocean and the Arctic sea ice state of the reanalysis products, where in one
case we perform weakly coupled, anomaly DA of ocean hydrography and SST observations, and in a second
case we additionally assimilate observed SIC anomalies strongly coupled with the upper ocean. In section
4 we assess the seasonal prediction skill for Arctic SIE based on the initialization described in section 3. We
finish with a summary and discussion.
2. Methods
2.1. The Norwegian Climate Prediction Model
The Norwegian Climate Prediction Model (Counillon et al., 2014; Counillon et al., 2016; Kimmritz et al.,
2018; Wang et al., 2016; Wang et al., 2017) combines the fully coupled Norwegian Earth system model
(Bentsen et al., 2013) and a version of the Ensemble Kalman Filter (Evensen, 2003), an advanced DA
technique.
NorESM is based on the Community Earth System Model version 1.0.3 (Vertenstein et al., 2012). It consists
of an updated version (Bentsen et al., 2013) of the isopycnal coordinate ocean model MICOM (Bleck et al.,
1992), the Los Alamos seaice model (Gent et al., 2011; Holland et al., 2012), the Community Land Model Ver-
sion 4 (Lawrence et al., 2011; Oleson et al., 2010), a modified version of the Community Atmosphere Model
Version 4 (Neale et al., 2010), and the Version 7 coupler (Craig et al., 2011). The ocean model is equipped
with a bulk upper ocean mixed layer consisting of two density evolving layers. The 51 isopycnal layers
underneath enable a minimized diapycnal vertical mixing and ensure optimized conservation of water mass
properties. Potential densities, referenced to 2,000 dbar, are defined in the range 1,028.202–1,037.800 kg m−3
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and thus fit best to characteristic water masses. Released salt due to freezing is evenly distributed below the
upper ocean mixed layer down to the layer with a density deviating up to 0.4 kg m−3 from the ocean sur-
face density with a maximal depth of 500 m (Bentsen et al., 2013). The seaice model formulates the internal
sea ice stresses via the elastic-viscous-plastic sea ice rheology (Hunke & Dukowicz, 1997) and distinguishes
between N different ice thickness categories (here N=5, Bitz et al., 2001) enabling an improved representa-
tion of thermodynamic and dynamic processes in the sea ice. Melt ponds and aerosols parameterizations are
used as detailed in Holland et al. (2012). The delta-Eddington short-wave radiation transfer is implemented
following Briegleb and Light (2007). NorESM is run with a latitude/longitude resolution of 1.9◦ × 2.5◦ for
the atmosphere and the land, and a 1◦ resolution for the ocean and the sea ice. This version was used in
CMIP5 (Bentsen et al., 2013; Tjiputra et al., 2013).
The EnKF consists of a sequential Monte Carlo integration followed by a linear analysis update. The method
is multivariate, meaning that it propagates the information from the observed to the non-observed variables.
Updates are flowdependent as they are estimated from the evolving ensemble of the model.
To prevent a filter collapse, we use a deterministic version of the EnKF (Sakov & Oke, 2008) instead of the
standard stochastic EnKF in which observations are independently perturbed (Evensen, 2006). The DEnKF
overestimates the analyzed error covariance by adding a semidefinite positive term to the theoretical error
covariance given by the Kalman filter, which reduces the amount of inflation needed. This deterministic
version outperforms the standard stochastic EnKF in particular for small ensemble size (Sakov & Oke, 2008).
To sustain the ensemble spread, we additionally apply the moderation and the prescreening method (Sakov
et al., 2012). In the moderation technique, the observation error in the update of the error covariance is
increased (here by a factor 2). The prescreening method aims to avoid an unbalanced analysis by increas-
ing the observation error whenever the innovation is too large compared to the forecast error (here, larger
than two standard deviations of the prior ensemble spread, kfactor=2). At the beginning of the reanaly-
sis we inflate the observation error by a factor of 8 and reduce this gradually within 8 months ensuring a
slow assimilation start to avoid possible initialization shocks. As the system dimension is high compared to
the model ensemble size, we use a local analysis framework with a smooth distance-weighted localization
function (Gaspari & Cohn, 1999; Hamill et al., 2001). The localization radius for ocean variables varies with
latitude and ranges between 800 km and 2,500 km as described in Wang et al. (2017). For the assimilation of
SIC we use a fixed radius of 800 km as applied in Kimmritz et al. (2018) and in agreement with Massonnet
et al. (2015).
Assimilating the observations as they are (full-field DA, FF-DA) and thus minimizing the initial model error
can cause a drift during the model propagation phase due to model biases and thus deteriorate the prediction
skill. To avoid such a drift, we apply anomaly DA (Anom-DA); that is we remove the climatologies from the
model and the observations before assimilation and only update the anomalies from the monthly mean cli-
matological state. For a detailed discussion on that topic we refer to Weber et al. (2015), Carrassi et al. (2014).
When assimilating SST and SIC anomalies we only use the nearest observation, while all hydrographic
profiles within the local area are retained. Assimilation within the ocean component is carried out in an
isopycnal framework as described in Wang et al. (2017). Observation errors are assumed to be uncorrelated.
2.2. Design of Reanalyses and Retrospective Predictions
We have run two 30-member ensemble reanalysis as well as the retrospective prediction (hindcast) experi-
ments that are branched from the first nine members of the reanalyses. As a reference, we use a historical
30-member ensemble simulation of NorESM, in which all model components evolved freely, henceforth
denoted as FREE. The initial states of FREE and the reanalyses, V1 and V2, are taken from a NorESM ensem-
ble run integrated from 1850 to 1980 with historical forcing, that itself is initialized with 10-year spaced states
of a preindustrial control simulation. The external forcings used to derive the reanalyses and retrospective
predictions comply with the CMIP5's historical experiment (see Bentsen et al., 2013, for details). To derive
the reanalysis products, we assimilate monthly averaged observations in the middle of each month. Thus,
increments are applied only once per month using the closest observations within a month's time frame.
The output from FREE, V1 and V2 are monthly averages from 1980 to 2010.
V1 is a version of NorCPM in which anomalies of EN4.2.1 hydrographic (temperature and salinity) pro-
files and HadISST.2.1.0.0 SST are assimilated. EN4.2.1 is the latest version of the hydrographic EN4 data set
KIMMRITZ ET AL. 4150
Journal of Advances in Modeling Earth Systems 10.1029/2019MS001825
(Gouretski & Reseghetti, 2010) comprising profiles of global ocean temperature and salinity from 1900 until
the present. The data set is divided into different quality categories. We only retain data of excellent quality
(category 1). Data uncertainties are determined as in Wang et al. (2017). To derive anomalies, we use the cli-
matology based on the EN4 objective analysis from 1980–2010. HadISST.2.1.0.0 SST is a monthly stochastic
reconstruction from the Met Office Hadley Center (Titchner & Rayner, 2014), provided with global cov-
erage on a regular 1◦ grid from 1850 to 2010. We assimilate the ensemble mean of the ten realizations of
the data set and use the ensemble spread as a space-time varying estimator of the uncertainty of the data. The
climatology of this product used for the anomaly assimilation is calculated from the period 1980–2010. The
V1 implementation follows the weakly coupled DA approach of Wang et al. (2017), meaning that the assim-
ilation only updates the ocean component. Information of this update is propagated to the other model
components only during the model integration phase between the assimilation steps.
V2 is a version of NorCPM in which, in addition to the aforementioned ocean observations, anomalies of the
HadISST.2.1.0.0 SIC product are assimilated. This product is provided monthly on a 1◦ grid from 1850 to 2010
covering both hemispheres (Titchner & Rayner, 2014). Observation uncertainties are not provided with the
SIC product, and we use a constant value of 20%, which is in agreement with the large summer uncertainties
as found in Mathiot et al. (2012). As before, the climatology is derived from the period 1980–2010. The
assimilation in V2 is realized in two successive steps: (1) weaklycoupled Anom-DA of only hydrographic data
following Wang et al. (2017) and (2) strongly-coupled Anom-DA of SST and SIC updating the ice component
and the ocean mixed layer. The assimilation of SIC and post-processing follow Kimmritz et al. (2018).
For initializing the retrospective predictions we used the states of the first nine ensemble members of FREE,
V1, and V2. This choice has no implications for our conclusions, as all members are equally likely. Seasonal
retrospective predictions are initialized in the middle of January, April, July, and October from 1985 to 2010
and are run for 13 months. Note that as the reanalyses have been derived by assimilating in the middle of
each month using observational data until the end of that month, lead month 1 of a retrospective prediction
is the following month.
2.3. Validation Metrics
Our analysis is based on ensemble averages of the monthly averaged output. As common with anomaly
assimilation studies, we neglect the climatology of a variable and consider the anomaly from that state. The
(seasonal) climatology used for all systems is the mean of FREE for each month calculated over the period
1980-2010. The climatological bias is defined as the difference in climatologies between the model and the
observations. Given the decomposition of a (climatologically) bias-corrected variable v into a linear trend,
v′ , and detrended variability, ṽ, the decomposition
1 = corr(v́ + ṽ, v) =
𝜎v́
𝜎v
· corr(v́, v) +
𝜎ṽ
𝜎v
· corr(v, v), (1)
indicates which part of v is attributed to the linear trend (first summand) and which part to the detrended
variability (second summand); corr denotes the Pearson's correlation coefficient and 𝜎v standard deviation
of v.
To assess the degree to which the detrended variability of the reanalysis is synchronized with the one
observed, we use correlations between detrended variables of the model and the observations. Statistical sig-
nificance is tested with a Student's ttest at the significance level of 5%. The degrees of freedom are estimated
from the auto-correlation as described in von Storch and Zwiers (1999). The combined effect of phase and
amplitude errors averaged over time or space will be studied using
biast ∶= x − y
Ω
, rmset ∶= ((x − y)2
Ω
)1∕2 , (2)
biass ∶= x − y
𝜏




with time average · 𝜏 and areaweighted spatial average · Ω. The area weight is set to zero in cells where
observations are absent for the whole study period, x is the model variable, and y the corresponding observed
variable.
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Figure 1. (aj) Correlation between NorCPM and the EN4 objective analysis for detrended heat (left) and salt (center) content of the upper 200 m for FREE
(top), V1 (based on Anom-DA of ocean hydrography, center) and V2 (based on Anom-DA of ocean hydrography and SIC, bottom) in the Arctic. Right: mean of
SSH [m] (shifted by 0.8m) of FREE (first row), V1 (second row), and V2 (third row). Fourth row: Annual water mass transport through Fram Strait (j) and
Canadian Archipelago (k) of FREE (red), V1 (blue), and V2 (green).
3. Reanalysis Products
3.1. The Ocean State
On interannual and shorter time scales, sea ice is crucially determined by the upper ocean (Timmermans,
2015; Årthun et al., 2017), which renders a skillfully initialized upper ocean a prerequisite for skillful sea-
sonal prediction of sea ice. We assess the skill of the upper ocean in the reanalyses by using the objective
analysis EN4 (Good et al., 2013). While objective analyses minimize the difference with the observations,
our reanalyses made use of the same raw observations to produce a dynamically consistent reconstruction.
As a consequence, reanalyses tend to differ more from the observations than the EN4 product (Murphy,
1993). An agreement between the EN4 and a NorCPM product indicates that the dynamical solution deter-
mined by the EnKF matches the EN4.2.1 data set with minimal error. However, the quality of the EN4
analysis is questionable in the Arctic as observations are sparse in this area. This should be kept in mind in
the following.
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The upper 200 m heat (HC200, Figure 1a) and the upper 200 m salinity (SC200, Figure 1b) content of FREE
correlate very poorly with the EN4 objective analysis. In FREE the internal variability is removed by the
ensemble averaging of the unsynchronized members and the ensemble mean mostly depicts the response
to the external forcing (e.g., the solar cycle or volcanic eruptions). Thus, whenever FREE has no significant
detrended correlation skill, we can assume that the linear trend is a good firstorder approximation of the
model response to the external forcing and it is reasonable to assume that the detrended variability is a good
approximation of the internal variability.
In contrast to FREE, Anom-DA of SST and hydrographic profiles (V1) results in a well-represented detrended
variability of the upper ocean in the North Pacific and North Atlantic sector, and the regions influenced by
the Atlantic water inflow. Additionally, the skill in SC200 (Figure 1e) is noticeably larger in the Amerasian
basin compared to FREE (Figure 1b), which may reflect changes in the circulation of the ocean and the
atmosphere (Proshutinsky et al., 2009). Note that the skill in SC200 is larger here compared to HC200, as
V1 captures well the detrended variability of SC200 in EN4, in particular, two strong negative anomalies in
1992 and 2008. On the contrary, HC200 in EN4 does not have such outliers and the detrended variability of
EN4 is poorly represented in V1 (not shown). Indications for a changed ocean circulation are the slightly
decreased SSH in V1 (Figure 1f) compared to FREE (Figure 1c), a higher climatological freshwater content in
the upper Siberian shelf seas (not shown) and changes in the water mass transport: In contrast to FREE, the
exports through Fram Strait and the Canadian Archipelago in V1 exhibit a multiannual variability (Figures 1j
and 1k). As well, while the trend in the export through Fram Strait has been decreasing in FREE (from
1.71 mt/s [in 1980] to 1.6 mt/s [in 2010]), V1 has an increasing trend (from 1.43 mt/s to 1.65 mt/s). On
the contrary, the export through the Canadian Archipelago has been increasing in FREE (from 1.8mt/s to
1.91mt/s), while we observe a decrease in V1 (from 1.8mt/s to 1.71mt/s). These changes in the ocean are
accompanied by adaptations of the sea level pressure and the surface air temperature (not shown). A study
of these changes goes beyond the scope of this paper. Yet, further analysis would be required to confirm the
mentioned changes in the general circulation and to better understand the underlying mechanisms.
In V2, Anom-DA of SIC in addition to SST and hydrographic profiles only slightly affects the skill in the
hydrography of the upper ocean. We suspect that the degradation of the skill in the chaotic Gulf stream
region (see Figures 1g and 1h) arises from updating only in the mixed layer when assimilating SST anomalies
in V2 (unlike in V1 where SST anomalies impact the entire water column). For an assessment of the isolated
impact of the DA of SIC on the upper ocean we refer to Kimmritz et al. (2018).
3.2. The Sea Ice State
In the Arctic basin, skillful SIT in the ice growth season transfers to the prediction skill of summer SIE
(Blanchard-Wrigglesworth et al., 2010; Bushuk et al., 2017; Guemas et al., 2016; Ordonez et al., 2018). To
assess the skill of SIT in the reanalyses we compare the model results with the independent ICESat product
(Figure 2a). Data are only available between October 2003 and March 2008 and have poor accuracy near the
ice edge, see, e.g., Zygmuntowska et al. (2014).
As also documented in Bentsen et al. (2013), we find a strong bias in FREE of more than 1 m thicker ice
in the Arctic basin (Figure 2b), which was reported to be caused by a too weak summer snowmelt and a
consequently delayed beginning of the melting. Anom-DA of ocean hydrography (V1) reduces this positive
bias in SIT by about 30 cm on average (Figure 2c). Changes in the Arctic SIT have been linked dynamically
to the Arctic oscillation, the Beaufort Gyre and the Transpolar Drift, and thermodynamically to the oceanic
heat content and associated ocean-ice and ocean-atmosphere heat fluxes (Rigor et al., 2002; Lei et al., 2018;
Årthun et al., 2019). Recall, that in section 3.1 we found indications of altered dynamic and thermodynamic
states in the ocean and the atmosphere as a result of assimilating anomalies of ocean hydrography. In an
experiment similar to V1 but without updating the ocean in the icecovered area, the resulting bias in SIT was
very similar to that of FREE (not shown). Thus, we suspect the changes in the climatology of SIT to originate
from constraining the ocean under the sea ice. Further, the slightly stronger decline in sea ice mass export
through Fram and Davis Strait found in V1 compared to FREE (Figures 2e and 2f) and the increased water
mass export (see section 3.1) points to the relevance of thermodynamic processes in the reduction of the
bias in SIT. To better understand the underlying mechanisms, further study would be required. Additional
Anom-DA of SIC (V2) reduces the bias in SIT farther with the most pronounced reduction (up to 1 m) in the
first year ice region of the Arctic shelf seas. In an idealized setup, Kimmritz et al. (2018) have shown that
updating the multicategory sea ice states during the assimilation efficiently improves the variability and the
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Figure 2. (a) Mean SIT of ICESat data. (b–d) The biass of SIT of FREE, V1 (based on Anom-DA of ocean hydrography), and V2 (based on Anom-DA of ocean
hydrography and SIC). Cold (warm) colors denote too thick (thin) ice. The ICESat data are only available in the melting and in the freezing seasons between
October 2003 and March 2008, such that the mean of the SIT values serves as mean for the entire period between 2003 and 2008. Annual sea ice mass transport
through Fram Strait (e) and Davis Strait (f) of FREE (red), V1 (blue), and V2 (green).
mean-state of SIT. The particularly strong improvement for firstyear ice is explained by the high correlation
between SIT and SIC for ice in the thinnest ice category (Massonnet et al., 2015). Here, we verify that the
SIT state in firstyear ice can be improved by the same mechanisms also in a real framework.
To assess the skill in SIC, we compare our model results against the HadISST SIC product, which has been
assimilated in the V2 system. FREE has a (climatological) positive bias (too high SIC values) in the first year
ice regions, except for the Labrador and the Bering Seas (Figure 3b), where the bias is negative (too low SIC
values). Similar (inverse) patterns found for the biases in SST (Bentsen et al., 2013) relate the biases in SIC to
biases in the upper ocean heat budget. Yet, atmospheric biases in NorESM, such as in the sea level pressure
field over the Nordic Seas and Fram Strait (see Pontoppidan et al., 2018), may also contribute to the biases
in SIC. Anom-DA of ocean hydrography (V1) and additional SIC (V2) keeps the climatological bias in SIC
unchanged (not shown). While this is expected for Anom-DA of SIC (V2), it is not as straightforward for
Anom-DA of ocean hydrography, particularly against the backdrop of a modified bias in SIT. This robust-
ness in the climatology of SIC indicates a linear relationship between anomalies in SIC and anomalies in the
upper ocean heat budget (Bushuk et al., 2017). Differences in the time-evolving rmset of (seasonally bias-
corrected) Arctic SIC (see Figure 3a and equation (2)) between FREE (12.07% on average) and V1 (11.83%
on average) are only minor. Bulk contributions of these errors are located in the first year ice regions <see
also> (Kimmritz et al., 2018), indicating a poorly represented detrended variability of SIC in the summer
season in both products. In fact, despite an improved JJA skill in V1 in the East Siberian, the Chukchi and
the Barents Seas compared to FREE (see Figures 3f and 3g), the JJA correlation skill in SIC for both, FREE
and V1, are generally poor. Additional Anom-DA of SIC (V2) reduces the rmse in SIC(9.03% on average)
and also enhances the summer correlation skill in SIC (Figure 3h) in large areas in the Arctic except for
the multiyear ice region in the Central Arctic, where SIC is saturated. These improvements are expected as
we assimilate SIC anomalies. The correlation skill in winter SIC (Figures 3c–3e) is high for all systems in
wide areas of the Arctic basin. It might indicate that the external forcing determines the skill, for instance
by a global warming signal. In the Central Arctic close to the pole correlations are not significant as the
detrended variability is very low here.
The so far studied detrended variability of the sea ice cover only explains a part of its entire variability.
Another important contribution is the trend, which is usually excluded in the study of seasonal predictions
of SIE, as it is presumed to be known. Here, we consider the linear trend in SIE over the period 1980–2010.
In the North Atlantic, the observed trend in SIE has been reported to stronger contribute to the observed
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Figure 3. (a) Annual, bias-corrected means of rmset (bold lines) and biast of SIC (thin lines) of FREE (red), V1 (based on Anom-DA of ocean hydrography,
blue), and V2 (based on Anom-DA of ocean hydrography and SIC, green). (b) Climatological biass of SIC in FREE. Cold (warm) colors denote too large (low)
values. (c–e) Correlations of detrended DJF SIC of HadISST2 with FREE, V1, and V2, respectively. (f–h) Analogues for JJA means. The dots in (c)–(h) indicate
icecovered regions in which correlations are not significant with a significance level of 5%.
variability in SIE than in the North Pacific (Divine & Dick, 2006; Martin et al., 1998). Our bar plots in Figure 4
confirm these findings (compare Regions 6–8, 13, and 14 with regions 9 and 10), where the fraction of the
trend is indicated by the gray bars (following equation (1)), while the blue bars represent the fraction of the
detrended variability of SIE. Also, we find a strong seasonality of this fraction in the shelf seas of the Arctic
basin. While in spring, the variability is almost entirely defined by the detrended variability, the declining
summer SIE trend explains a large part of the variability in these regions, compared to other seasons. In
contrast to the Arctic basin, a strong declining trend in SIE can define only a small fraction of the variability
in the North Atlantic sector, for example, the winter Labrador or the Greenland-Iceland-Norwegian (GIN)
Seas, which might be linked to a strong detrended variability of the subpolar gyre. The capability of our
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Figure 4. Proportions of the SIE covariance from trend (gray bar) and detrended variability (blue bar) derived from HadISST2 SIC, see equation (1), for each of
the 14 regions depicted in the map in the lower right corner. The white bars indicate when there is no variability because of icefree or full seaice coverage. The
lines relate to the trend in SIE of HadISST2 (black), FREE (red), V1 (purple), and V2 (magenta). The unit is [104km2∕year]. The Arctic regions are similar to
those defined by NSIDC.
reanalyses to skillfully represent the trend in observed SIE (black line in Figure 4, based on HadISST2 SIC)
varies strongly with region, season and the reanalysis product itself (see Figure 4). In FREE, the trend in
SIE is underestimated (red lines in Figure 4), likely due to the model biases in SIT and because part of the
observed trend could reflect internal climate variability (Svendsen et al., 2018) that is not captured by FREE.
Anom-DA of the ocean hydrography (V1, purple lines in Figure 4) improves the trend in the Arctic shelf
seas (Regions 1–5) and in the Bering Sea (Region 9) particularly in the freezing season when SIC strongly
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Figure 5. Correlations of detrended SST anomalies from the HadISST2 product and the detrended SST anomalies of FREE, the retrospective predictions
initialized with V1 (based on Anom-DA of ocean hydrography), and V2 (based on Anom-DA of ocean hydrography and SIC), respectively, for 6 months (a–c)
and 12 months lead time (d–f) over all seasons. Warm (cold) colors indicate positive (negative) correlations with the observations. Panel g depicts the related
Mixed Layer Depth (MLD) averaged over the entire period.
correlates with SST (Bushuk et al., 2017; Timmermans & Krishfield, 2018). Additional Anom-DA of SIC (V2,
magenta lines in Figure 4) corrects the trend in the melting season in the Arctic shelf seas. Limits in the
skill of the trend are due to remaining biases in SIT and a largely freely evolving (chaotic) atmospheric state,
which determines the melting process and transport of sea ice (Smedsrud et al., 2011; Woods & Caballero,
2016) and thus affects the sea ice coverage. The poor trend during spring and early summer in the seas close
to the open Atlantic (Regions 6 and 7 in Figure 4) and Pacific (Regions 9 and10 in Figure 4) depicts the
accumulated impact from biases in the upper ocean and the atmosphere.
4. Seasonal Retrospective Predictions
In this section, we assess the skill of the retrospective predictions initialized in January, April, July, and
October from 1985 to 2010 with focus on the Arctic. The ensemble retrospective predictions are initialized
with the first nine members of the reanalyses products discussed in section 3 and are run for 13 months
using perfect historical forcing.
4.1. The Ocean State
On a seasonal scale, SST variability has been reported to strongly affect air-sea interaction and to be a key
factor of climate predictability in the Arctic, particularly for SIE, (e.g., Blanchard-Wrigglesworth et al., 2010;
Shukla, 1998; Timmermans & Krishfield, 2018). The large heat capacity of a thick mixed layer, as found in
the North Atlantic and also (to a lesser degree) in the Pacific sector, enables winter SST anomalies to persist
longer in the upper ocean compared to other Arctic regions. Persistence of skillful summer SST anoma-
lies was found to transfer to persistent and skillful SIE anomalies in ice-covered regions close to the open
Atlantic (Bushuk et al., 2017). In these regions, spring SST anomalies are stored underneath the shallower,
yet insulating summer mixed layer. These anomalies provide a crucial source of SIE prediction skill in the
upcoming freezing season when the mixed layer deepens and SST anomalies are entrained into the mixed
layer (Alexander & Deser, 1995). Figure 5g depicts the climatological mixed layer of NorESM in the Arctic
region, being deepest in the North Atlantic sector. Thus, we expect skill in SST to persist longer in the North
Atlantic compared to other regions in the Arctic. The very thin mixed layer in the Arctic basin indicates a
very short persistence of SST anomalies. The skill in SST due to external forcing is represented by the correla-
tions in FREE after 6 and 12 lead months (Figures 5a and 5d). It is poor except for the eastern North Atlantic,
where external forcing drives the (detrended) variability in the upper ocean, and likely also the trend. Assim-
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Figure 6. Rmses of (detrended, bias-corrected) SIE for FREE for each of the regions as defined in Figure 4, normalized by the area of the region. A dark red
(blue) box means that the rmses reached 20% (0%) of the region.
ilating the ocean surface and subsurface hydrography (V1) strongly enhances the prediction skill in SST. In
regions with a deep mixed layer of more than 200 m, such as the subpolar gyre region, the skill resides up to
12 months, while in the Barents Sea with its on average shallower mixed layer the good skill at lead month
6 is further reduced at lead month 12. In the (ice-free) region with moderately deep mixed layer south of the
Bering Shelf, the skill in SST is moderate with correlation coefficients up to 0.4 at 6 lead months and weaker
at 12 lead months (not shown). Beside the moderate depth of the mixed layer, we relate this lower skill to
the atmosphere, which plays an important role for the surface ocean in the midlatitude North Pacific (Wu &
Kinter, 2010). Additional assimilation of SIC (V2) modestly enhances the skill in SST in the Barents Sea and
the Hudson Bay up to 12 lead months. We suspect that Anom-DA of SIC positively impacts the net surface
heat flux, which has been reported to determine the winter SST anomalies (Alexander & Deser, 1995).
4.2. The Sea Ice State
Among the pivotal characteristics of the sea ice state, coverage, thickness and volume, only the ice coverage
has been sufficiently observed during the study period to enable a thorough evaluation of its prediction skill.
Focusing on SIE, we are interested in how well each seasonal retrospective prediction can reproduce the
detrended variability of observed (HadISST2-derived) SIE anomalies dependent on the initialization month,
the target month, and the respective lead time.
The rmse of the (bias-free and detrended) SIE anomalies in FREE in Figure 6 reflects the impact of the
external forcing within NorESM on the detrended variability of SIE and thus does not change with lead
month. The rmse is large in seasons of a strong decline in observed SIE (see Figure 4), such as in the Arctic
shelf seas (Regions 1–5) and in the bays west of Greenland (Regions 13 and 14). Values in the GIN and in
the Bering seas are comparably low because a part of the considered region is ice-free throughout the entire
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Figure 7. Differences between the rmse of the V1 and V2 initialized retrospective predictions (odd/even rows) and that of FREE. The range of the color bar is
set to 25% of the maximum FREE rmse (see Figure 6) in each region. Blue (red) colors denote reduction (increase) of the rmses compared to FREE. The
number in the lower right corner of each plot represents the percentage of the regional area that corresponds to 25% rmse reduction/increase (dark blue/red
color) in that region.
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period. Within the Arctic basin and in the bays west of Greenland, rmses are low when the region is (nearly)
icecovered. Like the rmses, the detrended correlations between FREE and observations suggest no skill (not
shown).
Anom-DA of ocean hydrography (V1) reduces the large rmses found in FREE (Figure 7). The general inde-
pendence of lead months indicates that the added value is controlled by the ocean that has a comparably long
memory. In the Barents and the Labrador Seas, the rmse of SIE (Figure 7, Regions 6 and 8) is reduced nearly
all year round, while correlations (Figure 8) are skillful only in winter and spring. Recall that SST anoma-
lies in V1 showed skill up to 12 lead months in these regions (Figure 5e) due to a comparably deep mixed
layer (Bitz et al., 2005; Årthun et al., 2017). The early lead month prediction skill in winter-to-spring SIE is
related to a highly anticorrelated SIC and upper ocean heat budget, particularly strong in winter-to-spring
(Bushuk et al., 2017). In summer, sea ice is usually little and weak and thus prone to errors in these regions.
In the Barents Sea, the correlation skill of the July-initialized retrospective prediction (Figure 8, Region 8)
reemerges at lead month 6 (January) and remains skillful into spring (up to 8 months lead time, see also
section 4.1). We relate this reemergence in the skill of SIE with the deepening of the mixed layer in autumn,
which leads to a reemergence of the spring SST anomalies stored beneath the mixed layer during summer
(Blanchard-Wrigglesworth et al., 2011; Bushuk et al., 2017). The rapid loss of the correlation skill in the
Labrador Sea is presumably due to a too vigorous subpolar gyre and biases in the SST (see Bentsen et al.,
2013; Bushuk et al., 2017, which is based on FF-DA of the ocean, among others). The GIN Seas (Figure 8,
Region 7) are influenced by the atmospherically driven sea ice export through the Fram Strait (Koenigk
et al., 2006; Tsukernik et al., 2010). The noninitialized atmosphere, as well as biases in SIT (see Section
3.2) explain the poor skill there. In the North Pacific, predominantly in the Sea of Okhotsk, the rmse is
degraded in the freezing season (Figure 6, Region 10). Here, skill in winter SIE has been linked to the upper
ocean heat budget (Bushuk et al., 2017), and the formation of sea ice is dominantly atmospherically driven
(Onarheim et al., 2018). V1 neither has a skillful upper ocean heat budget in this region (Figure 1e) nor has
the atmosphere been initialized. In the Arctic shelf seas, the rmse is reduced in summer and autumn up to
one year ahead (Figure 6, upper row), which is likely linked to an improved representation of SIT (see also
Bushuk et al., 2017, and Figure 2). In the Chukchi and the Kara Seas, V1 has on average 1–1.5 m thinner ice
than the remaining Arctic shelf seas (not shown). This enables an improved response of the sea ice state to
dynamical and thermodynamical processes in the upper ocean leading to a stronger error reduction in these
regions (Figure 6, Regions 1 and 4). However, within the Arctic basin (first row in Figure 8) assimilating
ocean hydrography is skillful only in the Beaufort Sea. Here, the October-initialized retrospective prediction
carries skill throughout the winter yielding skill in summer-to-fall up to 12 lead months. The reemerging
skill appears to be a consequence of skillful initial near-surface summer temperatures in the Beaufort Sea
where surface temperature anomalies stored beneath the surface impact the sea ice cover of later seasons
(Timmermans, 2015). The high correlations found in the winter season in the Laptev and the East Siberian
Seas and the Canadian Archipelago originate from reductions in winter sea ice cover, both in the observa-
tions and in the retrospective predictions. Note that these high correlation coefficients are not significant as
a consequence of too few effective degrees of freedom in the time series. In the seas with no skill in winter,
for example, in the Chukchi Sea, the retrospective predictions or the observations do not show detrended
variability for the particular target and lead month.
V2 lacks this reemerging summer correlation skill found in V1 (see Row 2, Region 5 in Figure 8), likely
because only the mixed layer is updated when assimilating observed SST (unlike in V1) and SIC (see also
Kimmritz et al., 2018). However, the summer SIE retrospective predictions in V2 are strongly improved in
all Arctic shelf seas due to smaller biases in SIT compared to V1 (Blanchard-Wrigglesworth et al., 2010;
Bushuk et al., 2017; Holland et al., 2012; Massonnet et al., 2015). Rmses in V2 are reduced up to 25% in the
Arctic shelf seas compared to FREE and correlations are strongly improved (Figure 7 and 8, Row 2) up to
four lead months. In V2, the summer skill in the Kara Sea (region 1) is strong throughout all considered lead
months. We suspect that the rather isolated location of this sea maintains the initially high skill throughout
the winter. In the remainder of the Arctic shelf seas (Regions 2–5) the skill persists only until the ice reaches
full coverage. Further south, in the Barents Sea, the correlation skill found in V1 is further enhanced and
prolonged in V2, mostly in late winter to spring. We relate this improvement to a more consistent repre-
sentation of the combined sea ice-and-upper ocean state in V2 compared to V1, where only weakly coupled
Anom-DA of ocean hydrography has been performed. The skill in the GIN Seas is remarkably improved for
all seasons. For instance, the rmse in V2 is reduced by up to 25% compared to FREE and correlations in V2
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Figure 8. Detrended correlations of the initialized retrospective predictions with the SIE derived from the HadISST2 retrievals. Even (odd) rows show results
from the retrospective predictions initialized with V1 (V2). The organization of the plots follows Figure 7. Dots represent insignificant correlations using a
significance level of 5%.
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are skillful up to 10 lead months. In the Labrador Sea, skill is lost already after 2 lead months. Here, the
upper ocean in the used ocean model has been reported to be biased (Bentsen et al., 2013).
5. Summary and Discussion
In this study, we employed the approach to assimilate SIC in a fully coupled Earth system model as developed
in the controlled perfect model experimental setup of Kimmritz et al. (2018). We showed that the results
of that study can be successfully reproduced in a historical setup using real observations. In combination
with a weakly coupled assimilation of ocean hydrography, this system is the first reported climate prediction
system that applies joint updates of the ocean and sea ice with a fully coupled Earth system model. It is
capable to provide skillful seasonal retrospective predictions in the Arctic, particularly for the challenging
July-initialized prediction of SIE up to September (Liu et al., 2019). In the North Atlantic, the retrospective
prediction shows skill up to 10-12 lead months in the winter season, while the skill is lower in the North
Pacific.
To improve our understanding of the underlying mechanisms leading to this skill, we first studied a system
that only used SSTs and ocean subsurface hydrography data in a weakly coupled manner. This system shows
high initial skill in the upper ocean hydrography, particularly in the North Pacific and the North Atlantic,
that transfers to skillful retrospective predictions of SST up to 12 lead months in regions of a comparably
deep mixed layer: in the larger subpolar gyre region from the Labrador Sea to the Atlantic inflow, and along
the Norwegian coast up to the Barents Sea. In these regions, upper ocean heat content anomalies are a source
of winter sea ice predictability. While the correlation skill in SIE in the Barents Sea reemerges in the win-
ter season leading to skill up to 8 lead months, model biases in SST reduce the skill in the Labrador Sea. In
the GIN Seas, which are determined by the export through Fram Strait and the atmosphere, we could not
derive skillful retrospective predictions with DA of ocean data alone. Note that Wang et al. (2019) obtained
better prediction skill in SIE in the Labrador, GIN, and Barents Seas despite worse prediction skill in SST.
The authors used the same system (NorCPM) but assimilated only SST data. This indicates that our strat-
egy to assimilate hydrographic profiles has the potential for improvement. We suspect that the degradation
originates in a too large localization radius in the vicinity of sea ice. Within the Arctic basin, DA of ocean
hydrography affected the oceanic and the atmospheric circulation, causing a reduced bias in SIT in the entire
Arctic Basin. A separate study is required to identify the underlying mechanisms of the changed circulation
and its impact on the sea ice state. However, improvements in SIT are only little reflected in the prediction
skill of SIE.
In a second step we assessed the benefit of additionally assimilating SIC data to jointly update the sea ice
and the ocean state in the mixed layer. The additional DA of SIC adds only little information to the upper
ocean compared to the ocean only initialization. The joint update of the sea ice and the upper ocean yields
minor prediction skill in SST in the Barents, GIN, and Labrador Seas. In the North Atlantic and the North
Pacific, skill in SIE is enhanced and prolonged (up to 10 months lead time in the Barents Sea) compared
to the case of weakly coupled DA of ocean only data. These improvements indicate the potential of joint
updates of the upper ocean and the sea ice state for the prediction skill of SIE in this region. The most
prominent benefit of additional DA of SIC is found in the Arctic shelf seas. Here, Anom-DA of SIC yields
skillful correlation of SIC (particularly in summer), and strongly reduces the biases in SIT. We relate this
bias reduction in SIT to the DA in different thickness categories of the sea ice model and the enhanced
correlation skill in SIC to the joint update of the upper ocean and the sea ice state (Kimmritz et al., 2018).
Based on this improved initial seaice state, July-initialized retrospective predictions of SIE now are skillful
up to four lead months. A similar skill is found in Bushuk et al. (2017), where observations from the ocean
and the atmosphere were used, indicating that the added skill in the Arctic basin due to (6-hourly) weakly
coupled DA of atmospheric observations is comparable to the skill added by the (monthly) strongly coupled
DA of SIC. Assimilating atmospheric observations is expected to be beneficial as the atmosphere strongly
influences the ocean and the sea ice state (Pickart et al., 2003; Smedsrud et al., 2011; Woods & Caballero,
2016), and due to the good atmospheric observing network compared to the ocean and the sea ice. However,
DA of atmospheric variables in a fully coupled Earth system is challenging. Due to the characteristic time
scales of the atmosphere, monthly DA of the atmospheric observations is not suitable. DA of aggregated
atmospheric states as done in Lu et al. (2015) allows some benefits, but most of the potentially relevant
short-scale atmospheric information is lost in monthly aggregates of atmospheric states (Spensberger et al.,
2017). High-frequency DA of atmospheric observations as done in Bushuk et al. (2017) would drastically
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increase the costs of our assimilation system, as the entire ensemble needs to stop for each assimilation
step. Furthermore, the large differences in the typical scales of the different system components need to be
considered, as well as the nonlinear interactions between these. Assimilating observations of the different
Earth system components in a model consistent way is one of today's challenges of the DA community
(Penny et al., 2019). And thorough studies are necessary to guide the choice of assimilated observations,
including aspects of efficiency, choice of assimilation method and quality of the observational network.
To derive the reanalyses we applied anomaly DA (Anom-DA) of SIC, in contrast to full-field DA (FF-DA)
that has been used earlier (Kimmritz et al., 2018) in a (bias-free) perfect model study. The rmse of SIC is
similarly reduced in both cases. FF-DA of ocean and sea ice observations has been successfully applied for
real-time operational forecasting systems, as, for example, introduced in Sakov et al. (2012). However, for
seasonal to decadal predictions in a realistic setup, we prefer Anom-DA of sea ice to FF-DA, as the system
tends to propagate back to its climatology on annual to decadal time scales. Moreover, possible biases in the
observations, as found in the HadISST2 SIC product, may be propagated into the state of the Earth system.
Yet, a drawback of Anom-DA in a highly nonlinear system is the nonlinear feedback of biases (Weber et al.,
2015), which has the potential to limit the prediction skill. We may be facing this issue for instance in the
Labrador Sea, where the strong SST bias in NorESM likely negatively affects the prediction skill in SIE.
In the analysis of the prediction skill, trends are usually excluded, as prediction systems are generally
expected to capture trends (Bushuk et al., 2017). We found that the ability of our prediction systems to cap-
ture (linear) trends in SIE varies by region and season. Trends in SIE in FREE are too weak. In the Arctic
shelf seas and the Atlantic water inflow regions, DA of ocean data improves these trends in the freezing sea-
son. This is expected in the Atlantic water inflow regions due to the tight link between the upper ocean heat
budget and SIC, particularly in the ice growth season. The improvements found in the Arctic basin could
originate in several mechanisms. To better understand the underlying mechanisms requires further study.
As expected, additional DA of SIC improves the trends in SIE in the melting season as well.
To further improve the prediction skill, the system can be enhanced as follows: (1) Updating the entire water
column when assimilating SST in the case of sea ice-ocean DA. Here, we only updated the mixed layer,
which leaves the potential for better skill in the upper ocean in the Atlantic inflow region. (2) Increasing the
error of hydrographic observations underneath the sea ice. In the North Atlantic, the prediction skill of our
ocean only DA is worse than assimilating only the nearest SST observation in the same system (Wang et al.,
2019). We suspect that the skill reduction in our system is due to a large localization radius for hydrographic
data here. Because hydrographic data are sparse underneath or close to the sea ice, the assimilation uses the
less accurate climatology. (3) Joint updates of the ocean and the sea ice. This is more efficient than weakly
coupled DA (Kimmritz et al., 2018). We expect further increased skill if not only SIC is assimilated strongly
coupled with the ocean but also vice versa. Sea ice can be post-processed following Kimmritz et al. (2018).
We plan to assess the added skill of a combination of these three suggested improvements in the future.
References
Alexander, M. A., & Deser, C. (1995). A mechanism for the recurrence of wintertime midlatitude SST anomalies. Journal of Physical
Oceanography, 25(1), 122–137. https://doi.org/10.1175/1520-0485(1995)025<0122:AMFTRO>2.0.CO;2
Årthun, M., Eldevik, T., & Smedsrud, L. H. (2019). The role of Atlantic heat transport in future Arctic winter sea ice loss. Journal of Climate,
32(11), 3327–3341. https://doi.org/10.1175/JCLI-D-18-0750.1
Årthun, M., Eldevik, T., Viste, E., Drange, H., Furevik, T., Johnson, H., & Keenlyside, N. (2017). Skillful prediction of northern climate
provided by the ocean. Nature Communications, 8, 1587. https://doi.org/10.1038/ncomms15875
Bentsen, M., I. Bethke, J. B. Debernard, T. Iversen, Kirkevåg, Seland, Ø., et al. (2013). The Norwegian Earth System Model,
NorESM1-M—Part 1: Description and basic evaluation of the physical climate. Geoscientific Model Development, 6(3), 687–720. https://
doi.org/10.5194/gmd-6-687-2013
Bitz, C. M., Holland, M. M., Hunke, E. C., & Moritz, R. E. (2005). Maintenance of the sea-ice edge. Journal of Climate, 18(15), 2903–2921.
https://doi.org/10.1175/JCLI3428.1
Bitz, C. M., Holland, M. M., Weaver, A. J., & Eby, M. (2001). Simulating the ice-thickness distribution in a coupled climate model. Journal
of Geophysical Research, 106(C2), 2441–2463. https://doi.org/10.1029/1999JC000113
Blanchard-Wrigglesworth, E., Armour, K., & Bitz, C. (2010). Persistence and Inherent Predictability of Arctic sea ice in a GCM ensemble
and observations. Journal of Climate, 24(1), 231–250. https://doi.org/10.1175/2010JCLI3775.1
Blanchard-Wrigglesworth, E., Bitz, C., & Holland, M. (2011). Influence of initial conditions and climate forcing on predicting Arctic sea
ice. Geophysical Research Letters, 38, L18,503. https://doi.org/10.1029/2011GL048807
Bleck, R., Rooth, C., Hu, D., & Smith, L. T. (1992). Salinity-driven Thermocline Transients in a Wind- and Thermohaline-forced
Isopycnic Coordinate Model of the North Atlantic. Journal of Physical Oceanography, 22(12), 1486–1505. https://doi.org/10.1175/
1520-0485(1992)022<1486:SDTTIA>2.0.CO;2
Acknowledgments
The authors thank Laurent Bertino
and Jiping Xie for helpful discussions,
Rocio Castano Primo for support on
data archiving, and the Associate
Editor Cecilia M. Bitz and the two
anonymous reviewers for their
beneficial feedback on the manuscript.
This study was supported by the
Norwegian Research Council projects
SFE (Grant 270733) and COLUMBIA
(Grant 275268), the NORDFORSK
projects ARCPATH (Grant 76654) and
TRACE (Grant 815129), the Centre for
Climate Dynamics at the Bjerknes
Centre, and by the EC Horizon2020
projects BlueAction (Grant 727852)
and INTAROS (Grant 727890). It
further has received funding from the
Trond Mohn Foundation, under the
Project BFS2018TMT01. It has
received grants for computer time
from the Norwegian Program for
supercomputing (NOTUR2, NN9039K,
and NN9602K) and storage grants
(NORSTORE, NS9039K, and
NS9602K). HadISST2.1.0.0 data are
available at https://www.esrl.noaa.gov/
psd/data/gridded/data.noaa.oisst.v2.
html, EN4.2.1 data can be downloaded
from https://www.metoffice.gov.uk/
hadobs/en4/download-en4-2-1.html ,
and ICESat data are available at
https://nsidc.org/data/icesat/data.
html. Identifiers of NorESM/NorCPM







sea ice data of reanalysis V2),
and 10.11582/2019.00033 and
10.11582/2019.00032 (ocean and sea
ice data of the seasonal retrospective
prediction initialized from V2).
KIMMRITZ ET AL. 4163
Journal of Advances in Modeling Earth Systems 10.1029/2019MS001825
Briegleb, B., & Light, B. (2007). A delta-Eddington multiple scattering parameterization for solar radiation in the sea ice component of the
community climate system model. NCAR Tech, NCAR/TN–472+STR. https://doi.org/10.5065/D6B27S71
Bushuk, M., Msadek, R., Winton, M., Vecchi, G. A., & Gudgel, C.-A. (2017). Skillful regional prediction of Arctic sea ice on seasonal
timescales. Geophysical Research Letters, 44, 4953–4964. https://doi.org/10.1002/2017GL073155
Bushuk, M., Msadek, R., Winton, M., Vecchi, G., Yang, X., Rosati, X., & Gudgel, R. (2019). Regional Arctic sea–ice prediction: Potential
versus operational seasonal forecast skill. Climate Dynamics, 52(5-6), 2721–2743. https://doi.org/10.1007/s00382-018-4288-y
Carrassi, A., Weber, R. J. T., Guemas, V., Doblas-Reyes, F. J., Asif, M., & Volpi, D. (2014). Full-field and anomaly initialization using a
low-order climate model: A comparison and proposals for advanced formulations. Nonlinear Processes in Geophysics, 21(2), 521–537.
https://doi.org/10.5194/npg-21-521-2014
Chevallier, M., & Salas-Melia, D. (2014). The role of sea ice thickness distribution in the Arctic sea ice potential predictability: A diagnostic
approach with a coupled GCM. Journal of Climate, 25(8), 3025–3038. https://doi.org/10.1175/JCLI-D-11-00209.1
Cohen, J., Screen, J., Furtado, J., Barlow, M., Whittleston, D., Coumou, D., et al. (2014). Recent Arctic amplification and extreme
mid-latitude weather. Nature Geoscience, 7(9), 627–637. https://doi.org/10.1038/ngeo2234
Counillon, F., Bethke, I., Keenlyside, N., Bentsen, M., Bertino, L., & Zheng, F. (2014). Seasonal-to-decadal predictions with the ensemble
Kalman filter and the Norwegian Earth System Model: A twin experiment. Tellus A: Dynamic Meteorology and Oceanography, 661, 21,074.
https://doi.org/10.3402/tellusa.v66.21074
Counillon, F., Keenlyside, N., Bethke, I., Wang, Y., Billeau, S., Shen, M. L., & Bentsen, M. (2016). Flow-dependent assimilation of sea surface
temperature in isopycnal coordinates with the Norwegian Climate Prediction Model. Tellus A: Dynamic Meteorology and Oceanography,
681, 32,437. https://doi.org/10.3402/tellusa.v68.32437
Craig, A. P., Vertenstein, M., & Jacob, R. L. (2011). A new flexible coupler for Earth System Modeling developed for CCSM4 and CESM1.
International Journal of High Performance Computing Applications, 26(1), 31–42. https://doi.org/10.1177/1094342011428141
Davis, P., Lique, C., & Johnson, H. (2014). On the link between Arctic Sea Ice Decline and the Freshwater Content of the Beaufort Gyre:
Insights from a simple process model. Journal of Climate, 27(21), 8170–8184. https://doi.org/10.1175/JCLI-D-14-00090.1
Day, J., Tietsche, S., & Hawkins, E. (2014). Pan-Arctic and regional sea ice predictability: Initialization month dependence. Journal of
Climate, 27(12), 4371–4390. https://doi.org/10.1175/JCLI-D-13-00614.1
Divine, D. V., & Dick, C. (2006). Historical variability of sea ice edge position in the Nordic seas. JGR, 111(C1), C01,001. https://doi.org/10.
1029/2004JC002851
Evensen, G. (2003). The Ensemble Kalman Filter: Theoretical formulation and practical implementation. Ocean Dynamics, 53(4), 343–367.
https://doi.org/10.1007/s10236-003-0036-9
Evensen, G. (2006). Data assimilation: The ensemble Kalman filter. Verlag Berlin: Springer. https://doi.org/10.1007/978-3-540-38301-7
Gaspari, G., & Cohn, S. E. (1999). Construction of correlation functions in two and three dimensions. Quarterly Journal of the Royal
Meteorological Society, 125(554), 723–757. https://doi.org/10.1002/qj.49712555417
Gent, P. R., Danabasoglu, G., Donner, L. J., Holland, M. M., Hunke, E. C., Jayne, S. R., et al. (2011). The Community Climate System Model
version 4. Journal of Climate, 24(19), 4973–4991. https://doi.org/10.1175/2011JCLI4083.1
Good, S. A., Martin, M. J., & Rayner, N. A. (2013). EN4: Quality controlled ocean temperature and salinity profiles and monthly objective
analyses with uncertainty estimates. Journal of Geophysical Research, 24, 4973–4991. https://doi.org/10.1175/2011JCLI4083.1
Gouretski, V., & Reseghetti, F. (2010). On depth and temperature biases in bathythermograph data: Development of a new correction
scheme based on analysis of a global ocean database. Deep-Sea Res. Part I, 57(6), 812–833. https://doi.org/10.1016/j.dsr.2010.03.011
Guemas, V., E. Blanchard-Wrigglesworth, Chevallier, M., Day, J. J., Déqué, M., Doblas-Reyes, F. J., et al. (2016). A review on Arctic sea-ice
predictability and prediction on seasonal to decadal time-scales. Quarterly Journal of the Royal Meteorological Society, 142(695), 546–561.
https://doi.org/10.1002/qj.2401
Hamill, T., Whitaker, J., & Snyder, C. (2001). Distance-dependent filtering of background error covariance estimates in an ensemble Kalman
filter. Monthly Weather Review, 129(11), 2776–2790. https://doi.org/10.1175/1520-0493(2001)129<2776:DDFOBE>2.0.CO;2
Holland, M. M., Bailey, D. A., Briegleb, B. P., Light, B., & Hunke, E. (2012). Improved sea ice shortwave radiation physics in CCSM4: The
impact of melt ponds and aerosols on Arctic sea ice. Journal of Climate, 25(5), 1413–1430. https://doi.org/10.1175/JCLI-D-11-00078.1
Hunke, E., & Dukowicz, J. (1997). An elastic-viscous-plastic model for sea ice dynamics. Journal of Physical Oceanography, 25(5),
1413–1430. https://doi.org/10.1175/JCLI-D-11-00078.1
Hunke, E., & Lipscomb, W. (2008). CICE: The Los Alamos Sea Ice Model. Documentation and Software User's Manual. Version 4.0. T-3 Fluid
Dynamics Group, Los Alamos National Laboratory, Tech. Rep., pp. LA–CC–06–012.
Kimmritz, M., Counillon, F., Bitz, C. M., Massonnet, F., Bethke, I., & Gao, Y. (2018). Optimising assimilation of sea ice concentration in an
Earth system model with a multicategory sea ice model. Tellus A, 70(1), 1–23. https://doi.org/10.1080/16000870.2018.1435945
Koenigk, T., Mikolajewicz, A. H. H., U., & Jungclaus, J. (2006). Variability of Fram Strait sea ice export: Causes, impacts and feedbacks in
a coupled climate model. Climate Dynamics, 26(1), 17–34. https://doi.org/10.1007/s00382-005-0060-1
Krikken, F., Schmeits, M., Vlot, W., Guemas, V., & Hazeleger, W. (2016). Skill improvement for dynamical seasonal Arctic sea ice forecasts.
Geophysical Research Letters, 43, 5124–5132. https://doi.org/10.1002/2016GL068462
Kwok, R., & Rothrock, D. (2009). Decline in Arctic sea ice thickness from submarine and ICESat records: 1958–2008. Geophysical Research
Letters, 36, L15501. https://doi.org/10.1029/2009GL039035
Kwok, R., Spreen, G., & Pang, S. (2013). Arctic sea ice circulation and drift speed: Decadal trends and ocean currents. Journal of Geophysical
Research, 118, 2408–2425. https://doi.org/10.1002/jgrc.20191
Laloyaux, P., Balmaseda, M., Dee, D., Mogensen, K., & Janssen, P. (2016). A coupled data assimilation system for climate reanalysis.
Quarterly Journal of the Royal Meteorological Society, 142(694), 65–78. https://doi.org/10.1002/qj.2629
Lawrence, D. M., Oleson, K. W., Flanner, M. G., Thornton, P. E., Swenson, S. C., Lawrence, P. J., et al. (2011). Parameterization improve-
ments and functional and structural advances in Version 4 of the Community Land Model. Journal of Advances in Modeling Earth
Systems, 3, M03001. https://doi.org/10.1029/2011MS00045
Lei, R., Cheng, B., Heil, P., Vihma, T., Wang, J., Ji, Q., & Zhang, Z. (2018). Seasonal and interannual variations of sea ice mass balance from
the Central Arctic to the Greenland Sea, Journal of Geophysical Research: Oceans, 123, 2422–2439. https://doi.org/10.1002/2017JC013548.
Li, D., Zhang, R., & Knutson, T. R. (2017). On the discrepancy between observed and CMIP5 multi-model simulated Barents Sea winter
sea ice decline. Nature Communications, 8, 14,991. https://doi.org/10.1038/ncomms14991
Lisæter, K. A., Rosanova, J., & Evensen, G. (2003). Assimilation of ice concentration in a coupled ice–ocean model, using the Ensemble
Kalman filter. Ocean Dynamics, 53, 368–388. https://doi.org/10.1007/s10236-003-0049-4
Liu, J., Chen, Z., Hu, Y., Zhang, Y., Ding, Y., Cheng, X., et al. (2019). Towards reliable Arctic sea ice prediction using multivariate data
assimilation. Science Bulletin, 64(1), 63–72. https://doi.org/10.1016/j.scib.2018.11.018
KIMMRITZ ET AL. 4164
Journal of Advances in Modeling Earth Systems 10.1029/2019MS001825
Liu, M., & Kronbak, J. (2010). The potential economic viability of using the Northern Sea route (NSR) as an alternative route between Asia
and Europe. Journal of Transport Geography, 18(3), 434–444. https://doi.org/10.1016/j.jtrangeo.2009.08.004
Lu, F., Liu, Z., Zhang, S., Liu, Y., & Jacob, R. (2015). Strongly coupled data assimilation using Leading Averaged Coupled Covariance
(LACC). Part II: CGCM experiments. Monthly Weather Review, 143(11), 4645–4659. https://doi.org/10.1175/MWR-D-15-0088.1
Martin, S., Drucker, R., & Yamashita, K. (1998). The production of ice and dense shelf water in the Okhotsk Sea polynyas. Journal of
Geophysical Research, 103, 27,771–27,782. https://doi.org/10.1029/98JC02242
Maslanik, J., Stroeve, J., Fowler, C., & Emery, W. (2011). Distribution and trends in Arctic sea ice age through spring 2011. Journal of
Geophysical Research Letters, 38, L13502. https://doi.org/10.1029/2011GL047735
Massonnet, F., Fichefet, T., & Goosse, H. (2015). Prospects for improved seasonal Arctic sea ice predictions from multivariate data
assimilation. Ocean Modelling, 88, 16–25. https://doi.org/10.1016/j.ocemod.2014.12.013
Mathiot, P., König Beatty, C., Fichefet, T., Goosse, H., Massonnet, F., & Vancoppenolle, M. (2012). Better constraints on the sea-ice state
using global sea-ice data assimilation. Geoscientific Model Development, 5, 1501–1515, doi: https://doi.org/10.5194/gmd-5-1501-2012.
Msadek, R., Vecchi, G., Winton, M., & Gudgel, R. (2014). Importance of initial conditions in seasonal predictions of Arctic sea ice extent.
Geophysical Research Letters, 41, 5208–5212. https://doi.org/10.1002/2014GL060799
Murphy, A. H. (1993). What is a good forecast? An essay on the nature of goodness in weather forecasting. Weather and Forecasting, 8(2),
281–293. https://doi.org/10.1175/1520-0434(1993)008<0281:WIAGFA>2.0.CO;2
Neale, R. B., Richter, J. H., Conley, A. J., Park, S., Lauritzen, P. H., Gettelman, A., et al. (2010). Description of the NCAR Community
Atmosphere Model (CAM 4.0) NCAR Technical Note NCAR/TN-464+STR.
Oleson, K. W., Lawrence, D. M., Bonan, G. B., Flanner, M. G., Kluzek, E., Lawrence, P. J., et al. (2010). Technical Description of version 4.0 of
the Community Land Model (CLM), Tech. Rep. NCAR/TN-478+STR, National Center for Atmospheric Research, Boulder, Colorado, 622
USA, doi: https://doi.org/10.5065/D6FB50WZ.
Onarheim, I. H., Eldevik, T., Arthun, M., Ingvaldsen, R., & Smedsrud, L. H. (2015). Skillful prediction of Barents Sea ice cover. Geophysical
Research Letters, 42, 5364–5371. https://doi.org/10.1175/JCLI-D-17-0427.1
Onarheim, I. H., Eldevik, T., Smedsrud, L. H., & Stroeve, J. (2018). Seasonal and Regional Manifestation of Arctic Sea Ice Loss. Journal of
Climate, 31(12), 4917–4932.
Ordonez, A., Bitz, C., & Blanchard-Wrigglesworth, E. (2018). Processes Controlling Arctic and Antarctic Sea Ice Predictability in the
Community Earth System Model. Journal of Climate, 31, 9771–9786. https://doi.org/10.1175/JCLI-D-18-0348.1
Penny, S., Bach, E., Bhargava, K., Chang, C.-C., Sun, L., & Yoshida, T. (2019). Strongly coupled data assimilation in multiscale media:
Experiments using a quasi-geostrophic coupled model. Journal of Advances in Modeling Earth Systems, 11, 1803–1829. https://doi.org/
10.1029/2019MS001652
Penny, S., & Hamill, T. (2017). Coupled data assimilation for integrated Earth system analysis and prediction. Bulletin of the American
Meteorological Society, 98(7), ES169–ES172. https://doi.org/10.1175/BAMS-D-17-0036.1
Pickart, R., Spall, M., Ribergaard, M., Moore, G. W. K., & Milliff, R. (2003). Deep convection in the Irminger Sea forced by the Greenland
tip jet. Nature, 424, 152–156. https://doi.org/10.1038/nature01729
Pontoppidan, M., Kolstad, E., Sobolowski, S., & King, M. (2018). Improving the reliability and added value of dynamical downscaling via
correction of large-scale errors: A Norwegian perspective. Journal of Geophysical Research: Atmospheres, 123, 11,875–11,888. https://doi.
org/10.1029/2018JD028372
Proshutinsky, A., Krishfield, R., Timmermans, M.-L., Toole, J., Carmack, E., McLaughlin, F., et al. (2009). Beaufort Gyre freshwater
reservoir: State and variability from observations. Journal of Geophysical Research, 114, C00A10. https://doi.org/10.1029/2008JC005104.
Rigor, I., Wallace, J., & Colony, R. (2002). Response of Sea ice to the Arctic Oscillation. Journal of Climate, 15(8), 2648–2663.
https://doi.org/10.1175/1520-0442(2002)015<2648:ROSITT>2.0.CO;2
Sakov, P., Counillon, F., Bertino, L., Lisæter, K. A., Oke, P. R., & Korablev, A. (2012). TOPAZ4: An ocean-sea ice data assimilation system
for the North Atlantic and Arctic. Ocean Science, 8, 633–656. https://doi.org/10.5194/os-8-633-2012
Sakov, P., & Oke, P. R. (2008). A deterministic formulation of the ensemble Kalman filter: An alternative to ensemble square root filters.
Tellus A, 60, 361–371. https://doi.org/10.1111/j.1600-0870.2007.00299.x
Shukla, J. (1998). Predictability in the midst of chaos: A scientific basis for climate forecasting. Science, 282, 728–731. https://doi.org/10.
1126/science.282.5389.728
Smedsrud, L., Esau, I., Ingvaldsen, R., Eldevik, T., Haugan, P. M., et al. (2013). The role of the Barents Sea in the Arctic climate system.
Reviews of Geophysics, 51, 415–449. https://doi.org/10.1002/rog.20017
Smedsrud, L., Sirevaag, A., Kloster, K., Sorteberg, A., & Sandven, S. (2011). Recent wind driven high sea ice area export in the Fram Strait
contributes to Arctic sea ice decline. The Cryosphere, 5, 821–829. https://doi.org/10.5194/tc-5-821-2011
Sorteberg, A., & Kvingedal, B. (2006). Atmospheric forcing on the Barents Sea winter ice extent. Journal of Climate, 19(9), 4772–4784.
https://doi.org/10.1175/JCLI3885.1
Spensberger, C., Spengler, T., & Li, C. (2017). Upper-tropospheric jet axis detection and application to the boreal winter 2013/14. Monthly
Weather Review, 145(6), 2363–2374. https://doi.org/10.1175/MWR-D-16-0467.1
von Storch, H., & Zwiers, F. W. (1999). Statistical analysis in climate research. Cambridge University Press. https://doi.org/10.1017/
CBO9780511612336
Stroeve, J., Markus, T., Boisvert, L., Miller, J., & Barrett, A. (2014). Changes in Arctic melt season and implications for sea ice loss.
Geophysical Research Letters, 41, 1216–1225. https://doi.org/10.1002/2013GL058951
Svendsen, L., Keenlyside, N., Bethke, I., Gao, Y., & Omrani, N.-E. (2018). Pacific contribution to the early twentieth-century warming in
the Arctic. Nature Climate Change, 8(9), 793–797. https://doi.org/10.1038/s41558-018-0247-1
Tang, Q., Zhang, X., Yang, X., & Francis, J. A. (2013). Cold winter extremes in northern continents linked to Arctic sea ice loss.
Environmental Research Letters, 8(1), 014,036. https://doi.org/10.1088/1748-9326/8/1/014036
Tietsche, S., Day, J. J., Guemas, V., Hurlin, W. J., Keeley, S. P. E., Matei, D., et al. (2014). Seasonal to interannual Arctic sea ice predictability
in current global climate models. Geophysical Research Letters, 41, 1035–1043. https://doi.org/10.1002/2013GL058755
Timmermans, a., T. J., M. -L., & Krishfield, R. (2018). Warming of the interior Arctic Ocean linked to sea ice losses at the basin margins.
Science Advances, 4(8), 1–6. https://doi.org/10.1126/sciadv.aat6773
Timmermans, M.-L. (2015). The impact of stored solar heat on Arctic sea ice growth. Geophysical Research Letters, 42, 6399–6406. https://
doi.org/10.1002/2015GL064541
Titchner, H. A., Rayner, A., & N. (2014). The Met Office Hadley Centre sea ice and sea surface temperature data set, version 2: 1. Sea ice
concentrations. Journal of Geophysical Research: Atmospheres, 119, 2864–2889. https://doi.org/10.1002/2013JD020316
KIMMRITZ ET AL. 4165
Journal of Advances in Modeling Earth Systems 10.1029/2019MS001825
Tjiputra, J., Roelandt, C., Bentsen, M., Lawrence, D. M., Lorentzen, T., Schwinger, J., et al. (2013). Evaluation of the carbon cycle
components in the Norwegian Earth System Model (NorESM). Geoscientific Model Development, 6, 301–325. https://doi.org/10.5194/
gmd-6-301-2013
Tsukernik, M., Deser, C., Alexander, M., & Tomas, R. (2010). Atmospheric forcing of Fram Strait sea ice export: A closer look. Climate
Dynamics, 35, 1349–1360. https://doi.org/10.1007/s00382-009-0647-z
Vancoppenolle, M., Fichefet, T., Goosse, H., Bouillon, S., Madec, G., & Morales Maqueda, M. A. (2009). Simulating the mass balance and
salinity of Arctic and Antarctic sea ice.1. Model description and validation. Ocean Modelling, 27(1), 33–53. https://doi.org/10.1016/j.
ocemod.2008.10.005
Venegas, S., & Mysak, L. (2000). Is There a Dominant Timescale of Natural Climate Variability in the Arctic? Journal of Climate, 13(19),
3412–3434. https://doi.org/10.1175/1520-0442(2000)013<3412:ITADTO>2.0.CO;2
Vertenstein, M., Craig, T., Middleton, A., Feddema, D., and Fischer, C. (2012). CESM1.0.3 user guide, http://www.cesm.ucar.edu/models/
cesm1.0/cesm/cesm_doc_1_0_4/ug.pdf.
Wang, W., Chen, M., & Kumar, A. (2013). Seasonal Prediction of Arctic Sea Ice Extent from a Coupled Dynamical Forecast System. Monthly
Weather Review, 141(4), 1375–1394. https://doi.org/10.1175/MWR-D-12-00057.1
Wang, Y., Counillon, F., & Bertino, L. (2016). Alleviating the bias induced by the linear analysis update with an isopycnal ocean model.
Quarterly Journal of the Royal Meteorological Society, 142, 1064–1074. https://doi.org/10.1002/qj.2709
Wang, Y., Counillon, F., Bethke, I., Keenlyside, N., Bocquet, M., & Shen, M. (2017). Optimising assimilation of hydrographic profiles
into isopycnal ocean models with ensemble data assimilation. Ocean Modelling, 114, 33–44. https://doi.org/10.1016/j.ocemod.2017.
04.007
Wang, Y., Counillon, F., Keenlyside, N., Svendsen, L., Gleixner, S., Kimmritz, M., et al. (2019). Seasonal predictions initialised by
assimilating sea surface temperature observations with the EnKF. Climate Dynamics. https://doi.org/10.1007/s00382-019-04897-9
Weber, R. J., Carrassi, A., & Doblas-Reyes, F. J. (2015). Linking the anomaly initialization approach to the mapping paradigm: A
proof-of-concept study. Monthly Weather Review, 143, 4695–4713. https://doi.org/10.1175/MWR-D-14-00398.1
Woods, C., & Caballero, R. (2016). The role of moist intrusions in winter Arctic warming and sea ice decline. Journal of Climate, 29(12),
4473–4485. https://doi.org/10.1175/JCLI-D-15-0773.1
Wu, R., & Kinter, J. III (2010). Atmosphere-ocean relationship in the midlatitude North Pacific: Seasonal dependence and east-west
contrast. Journal of Geophysical Research, 115, D06101. https://doi.org/10.1029/2009JD012579
Xie, J., Counillon, F., Bertino, L., Tian-Kunze, X., & Kaleschke, L. (2016). Benefits of assimilating thin sea ice thickness from SMOS into
the TOPAZ system. The Cryosphere, 10(6), 2745–2761. https://doi.org/10.5194/tc-10-2745-2016
Zhou, W. (2017). Impact of Arctic amplification on East Asian winter climate. Atmospheric and Oceanic Science Letters, 10(5), 385–388.
https://doi.org/10.1080/16742834.2017.1350093
Zygmuntowska, M., Rampal, P., Ivanova, N., & Smedsrud, L. H. (2014). Uncertainties in Arctic sea ice thickness and volume: New estimates
and implications for trends. The Cryosphere, 8, 705–720. https://doi.org/10.5194/tc-8-705-2014
KIMMRITZ ET AL. 4166
