The authors developed a transmission-dispersion model to estimate dispersion in blood sampling systems and to calculate dispersion-free input functions needed for kinetic analysis. Transport of molecules through catheters was considered in two parts: a central part with convective transmission of molecules and a stagnant layer that molecules may enter and leave. The authors measured dispersion caused by automatic and manual blood sampling using three PET tracers that distribute differently in blood ͑C 15 O, H 2 15 O, and 11 C-methylglucose͒. For manual sampling, dispersion was negligible. For the automated sampling procedure, characteristic parameters were calibrated for each tracer, and subsequently used in calculating dispersion-free input functions following real bolus injections. This led to shapes of dispersion-free input functions C i ͑t͒ that had sharper peaks than the measured C o ͑t͒, and the authors quantified the effect of correcting for dispersion before kinetic modeling. The transmission-dispersion model quantitatively takes apart effects of transmission and dispersion, it has transparent noise properties associated with each component, and it does not require deconvolution to calculate dispersion-free input functions. Once characteristic parameters are estimated, input functions can be corrected before applying kinetic models. This allows bias-free estimation of kinetic parameters such as blood flow.
I. INTRODUCTION
Catheter dispersion introduces errors in the measurement of the rapid dynamics of blood time-activity curves and in the parameters estimated by subsequent kinetic modeling. After intravenous bolus injections, tracer concentration gradients in blood are high and rapidly varying. Blood time-activity curves ͑TAC͒ have a steep increase and decrease followed by a slower approach toward a quasi-steady level. During the early dynamic phase, tracer kinetic methods allow estimation of fast blood-tissue exchange parameters by use of dynamic PET/SPECT data or multiple indicator dilution data. Quantitative kinetic analysis requires the tissue activity derived from the dynamic PET scan as well as accurate measurement of the tracer inlet TAC to the tissue ͑input function͒. When estimating the kinetic parameters, it is assumed that the measured input function and the true input function are identical. Any discrepancies between their shapes may bias the parameter estimates.
Input functions may be derived from dynamic PET data by image analysis, 1,2 but the accepted gold standard is invasive arterial blood sampling, which is anyway needed for radioligand studies requiring metabolite analysis. Arterial blood samples are taken either manually, or by automated blood sampling devices for discrete sampling, 3 or continuous sampling. [4] [5] [6] At our PET facility, experienced technicians can withdraw manual blood samples by syringes every 3-5 s correctly time stamped within 0.5-1.0 s. However, automated systems are preferred because of better reproducibility, higher time resolution, less workload, and less radiation burden to the staff. In either case, the invasive methods involve withdrawal of blood through a catheter. Therefore, the measured blood TACs will be distorted compared to the original blood TACs at the sampling site, and dispersion effects must be corrected to allow bias-free kinetic parameter estimation. Measured blood TACs are dispersed and delayed due to several factors depending on the measurement procedure, e.g., inhomogeneous velocity fields and sticking to the external tubing of blood sampling devices. Therefore, a sharp tracer bolus in a blood vessel will be attenuated when arriving at the detector through the external tubing. Additionally, we may need correction for dispersion and delay effects occurring internally in blood vessels from the sampling site to the organ of interest. The importance of correcting delay and dispersion effects, e.g., when quantifying cerebral blood flow by labeled water H 2 15 O, 7 have been acknowledged for some time: without correction for dispersion, estimates of cerebral blood flow are too high and depend on data acquisition time.
A commonly used method describes dispersion by an implicit monoexponential deconvolution built into the kinetic model. 8, 9 Various other models of catheter dispersion have been proposed, [10] [11] [12] [13] but they share with the monoexponential model the difficulty of numerical deconvolution 10, 14, 15 of the sampled data in order to remove catheter distortion and estimate the original time course of blood activity.
In the present article, we develop a transmissiondispersion model which combines convective transmission and dispersion of the activity profile in such a way that the original input function can be calculated from data without numerical deconvolution. We measured the dispersion of manual and automatic blood sampling as the response to known square functions using three different tracers, and we used the transmission-dispersion model to characterize of catheter dispersion. In addition, we show favorable features of the transmission-dispersion model: it quantitatively takes apart effects of transmission and dispersion, and it has transparent noise properties associated with each component. Finally, we use it to calculate dispersion-free input functions after in vivo bolus injections, and we demonstrate the importance of correcting for dispersion before kinetic modeling.
II. MATERIALS AND METHODS

II.A. Experimental setup
The study procedure was approved by the Danish National Ethics Committee for Animal Research. A 40-kg pig was anesthetized by injection of 20 mL of midazolam ͑Dor-micum; Roche͒ ͑5 mg/mL͒ and 12 mL of ketamine ͑Ketalar; Pfizer͒ ͑50 mg/mL͒ followed by intravenous infusion of a mixture of midazolam ͑10 mL/h͒, ketamine ͑10 mL/h͒, and isotone saline ͑30 mL/h͒. Every 4 h, the pig received an analgesic injection of 0.5-mg fentanyl. The pig was ventilated with air containing 40% oxygen using a Servo 900 respirator ͑Siemens-Elema͒. The pig was placed on its back, and a catheter was placed in the caval vein via the right femoral vein for infusions. A catheter was placed into the aorta via the right femoral artery for blood sampling. Oxygen saturation and pH in arterial blood samples were measured every hour and were adjusted toward Ͼ98% and 7.45, respectively, by changing the amount of air delivered from the respirator. The pig was covered and placed on a thermostatically controlled heat blanket set to keep the body temperature between 38.5 and 39.5°C.
Before tracer administration, a large blood sample ͑50 mL͒ was withdrawn and put into a beaker placed on a magnetic stirrer. 1 min after tracer infusion, a second blood sample ͑50 mL͒ was withdrawn and put into another beaker placed on a magnetic stirrer. In this way, one beaker was filled with blood without tracer, and another beaker was filled with tracer naturally incorporated in blood. Fig. 1 . Square functions were realized by starting sampling from the tracer-free beaker; then quickly switching to the tracer beaker using the three-way tap; and finally around 90 s later, quickly switching back to the tracerfree beaker and continue sampling for 60 s. The switching procedure was fast and introduced no air bubbles in the catheters. The beakers with blood were open to air during the series of measurements, but this exposure to air did not lead to systematic effects over the time course of the experiments.
For both manual and automated blood sampling, blood was withdrawn through a 1.65-mm inner diameter PVC tubing ͑S50-HL; Tygon͒, which was 380 mm long and included three-way tap. The two identical blood sampling lines had a total volume of 1 mL. Manual blood samples of each 1 mL were collected every 5 s for 3 min from the experimental setup ͑Fig. 1͒. Blood radioactivity concentrations were measured using a well counter ͑Packard Instruments Co.͒. Simultaneously, blood was sampled through a second parallel catheter ͑Fig. 1͒ using an automated blood sampler ͑Allogg AB͒. The automated blood sampler consists of a bismuth germinate detector attached to a photomultiplier tube in lead housing, a peristaltic pump, a waste unit, and a PC. The detector crystal is exposed to around 50-mm tube ͑0.1 mL͒. With the automated sampler, blood was withdrawn with a maximum flow of 7 mL/min, and activity concentrations were measured every 0.5 s. All blood activity concentrations were decay corrected to the start of tracer administration. For each tracer injection, one square function was measured manually and three square functions were measured by automatic sampling. Catheters were flushed with isotonic saline between measurements to avoid clotting. Finally, in a separate experiment using only H 2
15
O, we measured a step function at three different flow settings: 3, 5, and 7 mL/min.
II.B. Transmission-dispersion model
In terms of the transmission-dispersion model, a molecule that travels through a catheter may either undergo undisturbed convective transmission or it may interact with the catheter by sticking to the wall. Figure 2 illustrates the two ways of transport through a catheter: ͑a͒ a central part with convective transmission of molecules and ͑b͒ a peripheral stagnant layer that molecules may enter and leave. In terms of model parameters, a central fraction ͑1−␣͒ is transmitted convectively through the catheter, and a fraction, ␣, is taken up by a stagnant layer compartment, M 1 ͑t͒, and released into the outflow, C o ͑t͒, according to a rate constant, k. Intuitively, ␣ refers to the fraction of molecules that interacts with the catheter, and k refers to the stickiness of the catheter wall. The catheter flow is F, the catheter volume is V, and the central fraction ͑1−␣͒ of molecules has a convective transit time through the catheter, T = ͑V − V s ͒ / F, where the volume, V s of the stagnant layer is negligible, V s Ӷ V, so that T Ϸ V / F. For automated blood sampling devices, T is a known parameter estimated directly by using the dimensions of the catheter and the flow setting. For manual blood sampling, the catheter flow is usually high and T may be negligible.
When the TAC at the catheter inlet is denoted by C i ͑t͒, and activity in the stagnant layer compartment is denoted by M 1 ͑t͒,
Here and below a dot denotes differentiation with respect to time. The TAC at the catheter outlet C o ͑t͒ consists of a throughput and a release from the compartment
The throughput TAC and the release from the compartment are delayed by a transit time T compared to the inlet TAC. The delay in M 1 ͑t͒ ensures that convective transport of tracer is faster than the passage through the stagnant layer compartment as discussed by Goresky and Johnson. 16 The model operates between two extremes: ␣ =0 ͑pure dispersion-free convection͒ where the resulting outlet will be identical to the inlet except for a time delay equal to the transit time T; and ␣ =1 ͑pure passage through the stagnant layer͒ where the resulting outlet will be equal to the washout from a compartment.
Equations ͑1͒ and ͑2͒ describe the outlet TAC from the sampling catheter, C o ͑t͒, in terms of the inlet TAC to the catheter, C i ͑t͒. By measuring the response C o ͑t͒ to known step functions in C i ͑t͒, the characteristic parameters, ␣ and k, of blood sampling devices can be calibrated by nonlinear regression to data. The required equations for a step function inlet are presented in Appendix A. Knowing the characteristic parameters, we are able to invert the problem. We want to calculate C i ͑t͒ that we need for bias-free kinetic analysis of dynamic PET data. The operational equation, derived in Appendix B, is
͑3͒
The inversion leading to Eq. ͑3͒ is possible because of the convective throughput part ͑0 Յ ␣ Ͻ 1͒. In the absence of the throughput component ͑␣ =1͒, this solution fails and inversion would require numerical deconvolution.
II.C. Parameter estimation and statistical criterion
Model parameters were estimated, using a LevenbergMarquardt method, by minimizing the weighted residual sum of squares ͑WRSS͒. Plots of weighted residuals against time were examined for systematic errors. Identifiability of the model parameters were examined using sensitivity functions
where C i ͑t͒ is the model solution and p is the model parameter, i.e., ␣ or k. Mathematical independence of the model parameters is demonstrated by the fact that no sensitivity function is proportional to or reciprocal of another. We use sensitivity functions that are individually scaled in order to emphasize the shapes and possible correlations. Consequently, our sensitivity plots allow easy evaluation of the time scale within which the parameters are identified, but evaluation of absolute sensitivities is obscured.
In comparisons of models, it is important to take into account that the best model fitted to the data is not necessarily the model producing the smallest WRSS. The addition of more parameters in general decreases the WRSS. We therefore identified the statistically favorable model on the basis of the Akaike information criterion ͑AIC͒ that included penalty functions proportional to the number of parameters in the model.
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III. RESULTS
III.A. Measurement of square functions
We characterize our blood sampling system by measuring its response, C o ͑t͒, to known square functions, C i ͑t͒, generated by our experimental setup. Manual and automatic measurements were made with three tracers having different properties: C 15 O bound to the red blood cells, diffusible H 2 15 O, and 11 C-MG that does not enter porcine red blood cells. 31 For manual blood sampling, the measured responses to step functions are shown in Figs. 3͑a͒-3͑c͒. For all tracers,
The transmission-dispersion model visualized on a cross section of a catheter. Blood concentrations entering and leaving the catheter are denoted C i ͑t͒ and C o ͑t͒, respectively. The fraction ␣ of tracer entering the catheter is taken up by a stagnant layer M 1 ͑t͒ on the inner surface of the catheter, and later released into the bloodstream at the rate k. The fraction ͑1−␣͒ flows undisturbed through the catheter with convective flow F. For time delays, see text.
the measurements differ from step functions by only two data points, one on the rising part and one on the falling part. As the sampling volume and the total catheter volume are similar, the two intermediate points may be a mixture of blood from the two beakers. Even a completely dispersionfree sampling system would measure such intermediate points. Thus, our manual 1-mL blood sampling procedure was not disturbed by catheter dispersion effects. In contrast, the detector of automated blood sampling system is exposed to radiation from a detection volume of only 0.1 mL during each measurement. With a catheter flow of 7 mL/min, the blood in the detection volume is completely replaced every second. Thus, with automated measurements every 0.5 s, no more than two points on each edge of the measured response to a square can be contributed to a volume effect. Figures  4͑a͒-4͑c͒ show clear catheter dispersion effects that extend for numerous measurements. Thus, correction of catheter dispersion is necessary for the automated blood sampling system.
III.B. Characteristic parameters for the automatic blood sampling system
Step functions were fitted using the transmissiondispersion model. For each tracer, Figs. 4͑a͒-4͑c͒ show automatic measurements of square functions with the corresponding best fit of the transmission-dispersion model using Eq. ͑A5͒. Fits made using a monoexponential model 8, 9 were visually identical, and the models were equally good judged by the AIC values. Thus, the two models describe the measured dispersion equally well. It is for correction of dispersion that the benefit of using the transmission-dispersion model becomes evident, and input functions can be corrected for dispersion using Eq. ͑3͒ and the estimated characteristic parameters. Figure 5͑a͒ shows an example of a measured square function and the dispersion-corrected measurements that recover the original square function. O data, and ͑c͒ 11 C-MG data. In all cases, only two points, i.e., one point on the rising edge and one point on the falling edge, differentiate the measurements from a square function.
Activity concentration (kBq mL corrected input function calculated using Eq. ͑3͒ and parameters from Table I . The tracer, pump, and tubing arrangement used for the in vivo bolus injection experiments was identical to that used in the calibration experiments ͓Figs. 4͑a͒ and 4͑b͔͒.
III.C. Model simulations
A realistic noise-free case of C o ͑t͒ was made by fitting a series of exponentials to an arterial blood TAC measured by our automatic blood sampler, and the noise-free C o ͑t͒ is used for simulations illustrating properties of the transmissiondispersion model. Sets of reasonable values of T, ␣, and k were chosen, and families of C i ͑t͒ were generated parameterized by ␣ and k. Figures 6͑a͒ and 6͑b͒ show the modulation of C i ͑t͒ by ␣ and k. The sensitivity plot ͓Fig. 6͑c͔͒ reveals some correlation between ␣ and k, but both parameters can be fitted since they are sensitive at different time scales, e.g., the peak for S k appears later and is broader than that for S ␣ . The correlation coefficient for the curves in Fig. 6͑c͒ is Ϫ0.62, and the correlation between ␣ and k is less pronounced for smaller k values, i.e., when substance is slowly released from the stagnant layer.
III.D. Noise properties of dispersion-free blood TACs
Noise properties of the calculated dispersion-free blood TACs are examined by simulations. Figure 7͑a͒ Figure 8 shows the noise level in C i noisy ͑t͒ as function of ␣ and k. Clearly, large ␣s tend to increase thenoise level in the dispersion-free C i ͑t͒, whereas the noise level is less sensitive to k. As ␣ approaches unity, the operational equation ͓Eq. ͑3͔͒ gradually fails to describe the data because of the increased noise.
III.E. Kinetic analysis using dispersed blood TACs
Using the same beaker setup with H 2
15
O, we measured a square function at three different catheter flows ͑Fig. 9͒. As expected, dispersion was more pronounced at lower catheter flows. When fitting the three dispersed curves, the results were: ͓␣ = 0.9, k = 8 min −1 ͔ @3 ml/ min, ͓␣ = 0.8, k = 10 min −1 ͔ @5 ml/ min, and ͓␣ = 0.7, k = 13 min −1 ͔ @7 ml/ min. Now, we simulated the effect of ignoring dispersioncorrection in the kinetic analysis of H 2 15 O flow studies by PET. The three parameter sets were then used to simulate the effect of using dispersion-corrected input functions using the measured ͑dispersed͒ input function from Fig. 7͑a͒ . The three dispersion-corrected input functions were used to generate three simulated PET TAC using a one-tissue compartment model with parameter values K 1 = 0.5 mL mL −1 min −1 , k 2 = 0.6 min −1 , and V 0 = 0.05 mL mL −1 . Then, the three simulated PET TACs were fitted using the one-tissue compartment model and the original measured ͑dispersed͒ input function. When all parameters were fitted, K 1 was underestimated by 7%-15%, and V 0 was overestimated by 66%-139%. When V 0 was fixed at 0.05 mL mL −1 and only K 1 and k 2 were fitted, K 1 was overestimated by 5%-11%. The fits using a free V 0 were better than the fits using a fixed V 0 judged by the AIC. In all cases, the parameters were more biased when using the more dispersed input functions.
Finally, we examined the kinetic parameters resulting from the use of an incorrect dispersion correction, i.e., the effect of correcting for dispersion using incorrect parameter values, ␣ and k. We used the previously simulated TACs and considered two cases: undercorrection-fitting the simulated PET TAC ͑@3 mL/ min͒ using a dispersion-corrected ͑@7 mL/ min͒ input function, and overcorrection-fitting the simulated PET TAC ͑@7 mL/ min͒ using a dispersioncorrected ͑@3 mL/ min͒ input function. When V 0 was fixed at 0.05 mL mL −1 and only K 1 and k 2 were fitted, undercorrection caused K 1 to be overestimated by 6% ͑as compared to 11% overestimation without correction͒, whereas overcorrection caused K 1 to be underestimated by 7% ͑as compared to 5% overestimation without correction͒. Thus, undercorrection is better than no correction, whereas overcorrection could worsen the bias on the kinetic parameter estimates.
IV. DISCUSSION
Use of kinetic analyses to quantify fast physiologic processes by PET requires that both the input function and the tissue TACs are correct. PET tissue TACs are known to be affected by partial volume effects ͑PVE͒, which cause small regions with high tracer uptake to be imaged as having an artificially low activity concentration due to limited resolution of contemporary PET cameras ͓4-5 mm full width at half maximum ͑FWHM͔͒. Consequently, PET scanners are developed that has better spatial resolution-either by a trend toward scanners with more and smaller crystals ͑e.g., Siemens HRRT with 2.5 mm FWHM͒ or by improved reconstruction techniques that includes time-of-flight or pointspread-function information. In addition, PVE correction algorithms are developed and the importance of applying PVE corrections are broadly acknowledged both for tracer kinetic studies and for tumor imaging. 18, 19 This development toward more accurate PET tissue TACs makes an accurate dispersion-corrected input function essential for kinetic modeling. We present a transmission-dispersion model that allows calculation of the original delay and dispersion-free input function C i ͑t͒ using the dispersed measurements C o ͑t͒. In the mathematical formulation, the introduction of a convectively transmitted component made the inversion leading to the equation for C i ͑t͒ possible ͑see Appendix B͒. In the limit of no throughput component ͓␣ → 1 in Eq. ͑3͔͒, the transmission-dispersion model approaches the monoexponential model. Toward this theoretical limit, the noise increases dramatically in C i ͑t͒ as seen in Fig. 8͑a͒ ; and at the limit ͑␣ =1͒, Eq. ͑3͒ becomes invalid and calculation of C i ͑t͒ will require deconvolution. For real data, however, this problem is not met: by automatic sampling procedures using all three tracers, we find reasonable values of ␣ around 0.5 ͑Table I͒. Our estimated parameters were always within ranges with acceptable noise propagation as seen from Fig.  8 . Furthermore, Fig. 7͑c͒ shows that the transmissiondispersion model causes no systematic errors on C i ͑t͒ when correcting noisy measurements C o ͑t͒, and Fig. 7͑d͒ shows the noise contributions from the transmitted and dispersed components. In a few cases, however, there was a tendency that the fits deviated slightly around the edges of the measured square function as in Fig. 4 . This could be caused by an imperfectly generated square function, a model that does not account for all details of the transport, or the fitting process.
Noisy input functions are known to bias parameters estimated by kinetic modeling. 20, 21 It is therefore a positive aspect of the transmission-dispersion model that it does not introduce bias ͑Fig. 7͒ and has transparent noise properties ͑Fig. 8͒. For existing models including the monoexponential model, the measured C o ͑t͒ needs to be deconvoluted numerically to calculate C i ͑t͒. Numerical deconvolution is ill conditioned with problems related to noise and negativity. 5, 15, 22 Several noise-reducing regularization techniques have been applied, 10, 14, 15 but deconvolution techniques are generally avoided. Instead, existing methods use an implicit deconvolution by building the dispersion corrections into the onetissue compartment model assuming that the measured input function have been convolved by a monoexponential kernel. 8, 9 Implicit deconvolution may be less noise sensitive than explicit deconvolution, 22 but as dispersion-free input curves never appear explicitly, corrections for the true activity in the blood are ignored. In addition, it may be troublesome ͑if at all possible͒ to build the standard correction into more complex compartment models and noncompartment models. Using the transmission-dispersion model, dispersion-corrected blood input functions can be explicitly calculated ͑and corrected for hematocrit and metabolites if needed͒ after data acquisition and before applying the kinetic model. Thus, only the dispersion-corrected blood timeactivity curves need to be considered in subsequent kinetic analyses-this adds clarity to the analysis workflow. Moreover, the separation of input correction and kinetic modeling allows inclusion of blood volume terms and allows use of dispersion-free input curves in any kinetic model.
For tracers that equilibrates slowly, dispersion of input functions is not critical when estimating steady-state parameters by linear analyses such as those published by Logan 23 or Gjedde-Patlak. 24, 25 In contrast, a dispersion-free input function is needed when estimating fast blood-tissue exchange parameters such as blood flow, 7, 8, 26 and even small dispersion effects may be more important for more detailed physiologic schemes than for standard compartment modeling that lacks physiologic realism in the description of the early tracer distribution after bolus injection. 27 We demonstrated effects of using a dispersed input function ͓Fig. 7͑a͔͒ when estimating blood flow using the one-tissue compartment model. The model was applied both a floating or fixed volume component ͑V 0 ͒. Depending on the model configuration, the blood flow was underestimated by 7%-15% ͑free V 0 ͒ or overestimated by up to 5%-11% ͑fixed V 0 ͒. The dependence of the model configuration illustrates the consequence of ignoring dispersion correction. With the dispersion-free input function, both model configurations would produce the same result for all parameters, but when the input function is dispersed then other parameters compensate for the erroneous input function and the flow estimate gets both biased and dependent on the model configuration. The interaction between parameters was even more obscured when a free time-delay parameter was incorporated in the fit ͑data not shown͒. We believe that these problems should be avoided by applying a dispersion correction before the kinetic analysis. Effects of catheter dispersion are a complex function of many factors, e.g., material, inner diameter, length, and withdrawal flow, and therefore each research facility should estimate the characteristic parameters, ␣ and k, for their particular experimental setup. Adaptation of characteristic parameters measured at another research facility, or those from this article, could lead to under-or overcorrection as demonstrated in Sec. III E. Particularly, it is important to estimate a set of characteristic parameters for each tracer, since other tracers could interact more strongly with the tube material than those examined in this article. Catheter dispersion also depends on the fluid and tracer. Blood has a higher viscosity than water solutions, 6 and the flow profile in blood can be different from that of water depending on the hemodynamic flow properties in a sampling catheter. In addition, components of the blood may stick to the catheter. Therefore, characteristics of the blood sampling device must be measured in blood. We used three PET tracers with different transport properties: C 15 O transported by red blood cells and used to estimate blood flow and blood volume, 26 H 2
15
O transported by plasma and red blood cells and used to estimate blood flow, 7 and 11 C-MG transported by plasma in pigs, which is a substrate for the glucose transporters. 28, 29 We found no measurable dispersion ͑Fig. 3͒ using manual blood sampling possibly due to the high catheter flow caused by rapid withdrawal of large blood portions through a relatively small catheter volume. In contrast, the automatic blood sampling system produced substantial dispersion ͑Fig. 4͒ due to a moderate catheter flow, where more tracer molecules interact with the catheter. Thus, only the automatic sampling system was characterized using the transmission-dispersion model. The results showed significant variation depending on flow, but only little variation depending on the three tracers that we used. Estimates of ␣ tended to be low for 15 CO born by red blood cells that would mainly travels centrally and away from the catheter walls during laminar flow, but this observation was not statistically significant. This means that the distribution of tracer in plasma and blood was of minor importance for the dispersion, which may be explained by the nonlaminar catheter flow that is associated with the pulsatile flow produced by the peristaltic pump. Automated blood sampling systems with a laminar catheter flow may show more tracer-dependent dispersion.
In this article, we address distortions caused by external blood sampling systems. Besides dispersion, the blood sampling catheters cause an external delay. For manual sampling, the flow is high in the catheter and the external delay in the sampling catheter may be ignored. For the automated sampler, the delay is calculated as T = V / F, where V is the volume of the catheter ͑up to the detector͒ and F is the preset catheter flow. Therefore, accurate corrections for external delay are made by inserting the appropriate value into Eq. ͑3͒. Alternatively, T could be estimated from the square function data, but we found that the calculated T = V / F worked very well. In addition to external distortions, dispersion and delay effects occurring internally in blood vessels need a special correction if the path length from the injection site to the target organ differs from the path length from the injection site to the sampling site. Internal distortions are less controllable as they may vary between human subjects and their physiologic states. Depending on the specific experimental setup, a correction for internal delay may be important for kinetic analyses of dynamic PET data. 30 Internal delay is corrected by shifting the time axis of the input function to synchronize it to the time axis of the PET TAC. The necessary time shift can be estimated: before fitting, using the slope method, 4 during fitting, using a time-delay parameter incorporated in the kinetic model, 9 or directly using mass conservation in cases where blood flow is known or estimated. 26 Internal dispersion occurring in blood vessels may be evaluated by relating arterial TACs measured upstream with arterial TACs measured downstream by using the transmission-dispersion model.
V. CONCLUSIONS
We developed a transmission-dispersion model to estimate dispersion in blood sampling systems and to calculate dispersion-free input functions needed for kinetic analysis of physiologic data. The model quantitatively takes apart effects of transmission and dispersion, it has transparent noise properties associated with each component, and it does not require deconvolution to calculate dispersion-free input functions. Once characteristic parameters are calibrated for the combination of tracer and sampling procedure, input functions can be corrected before applying kinetic models. This allows bias-free estimation of kinetic parameters.
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APPENDIX A: TRANSMISSION-DISPERSION EQUATIONS FOR ESTIMATING CHARACTERISTIC PARAMETERS USING STEP FUNCTION INPUTS
Consider an infusion step-up function
where C is a constant activity concentration. Substitution into Eq. ͑1͒ and using M 1 ͑0͒ = 0 yields
Shifting with a transit time T and inserting into Eq. ͑1͒, the outflow following a step-up function is
Similarly, an operational equation for a step-down function
is obtained by substitution into Eq. ͑2͒ and by using M 1 ͑0͒ = C,
with the corresponding expression for the outflow following a step-down function
͑A4͒
An expression for a rectangular input function ͑infusion start at t = 0, and infusion length ⌬T inf ͒ are obtained by considering Eqs. ͑A2͒ and ͑A4͒. For an infusion time long compared to the characteristic time of the system, i.e., e −k⌬T inf Ӷ 1,
Because of the large values of k⌬T inf ͑see Table I and Figs. 3 and 4͒ this approximation was sufficient for our purpose.
APPENDIX B: TRANSMISSION-DISPERSION EQUATIONS FOR CALCULATING DISPERSION-FREE INPUT FUNCTIONS
After time-shifting Eq. ͑2͒, t → t + T, the equations describing the transmission-dispersion system are Ṁ 1 ͑t͒ + kM 1 ͑t͒ = ␣FC i ͑t͒, ͑B1͒
FC o ͑t + T͒ = ͑1 − ␣͒FC i ͑t͒ + kM 1 ͑t͒, ͑B2͒
with M 1 ͑0͒ = 0, and C i ͑t Ͻ 0͒ = 0. Eliminate C i ͑t͒ from Eqs. ͑B1͒ and ͑B2͒, From Eq. ͑B2͒, we get
which is Eq. ͑3͒. This is also the solution of an equivalent integral equation obtained by eliminating M 1 ͑t͒ from Eqs. ͑1͒ and ͑2͒, in which C o ͑t͒ is given and C i ͑t͒ is unknown. In the presence of convective transmission ͑0 Ͻ ␣ Ͻ 1͒ the equation is inhomogeneous. The solution in Eq. ͑3͒ ͓Eq. ͑B3͔͒ fails when the inhomogeneity is lost as ␣ approaches unity. Then the remaining homogenous equation describing pure dispersion requires numerical deconvolution, as do all catheter dispersion models published so far.
