Poisson point process convergence and extreme values in stochastic
  geometry by Schulte, Matthias & Thaele, Christoph
ar
X
iv
:1
51
0.
00
28
9v
1 
 [m
ath
.PR
]  
1 O
ct 
20
15
Poisson point process convergence
and extreme values in stochastic geometry
Matthias Schulte and Christoph Tha¨le
Abstract Let ηt be a Poisson point process with intensity measure tµ , t > 0, over
a Borel space X, where µ is a fixed measure. Another point process ξt on the real
line is constructed by applying a symmetric function f to every k-tuple of distinct
points of ηt . It is shown that ξt behaves after appropriate rescaling like a Poisson
point process, as t → ∞, under suitable conditions on ηt and f . This also implies
Weibull limit theorems for related extreme values. The result is then applied to in-
vestigate problems arising in stochastic geometry, including small cells in Voronoi
tessellations, random simplices generated by non-stationary hyperplane processes,
triangular counts with angular constraints and non-intersecting k-flats. Similar re-
sults are derived if the underlying Poisson point process is replaced by a binomial
point process.
1 Introduction
This chapter deals with the application of the Malliavin-Chen-Stein method for Pois-
son approximation to problems arising in stochastic geometry. More precisely, we
will develop a general framework which yields Poisson point process convergence
and Weibull limit theorems for the order-statistic of a class of functionals driven by
an underlying Poisson or binomial point process on an abstract state space.
To motivate our general theory, let us describe a particular situation to which our
results can be applied (see Remark 4 and also Example 4 in [30] for more details).
Let K be a convex body in Rd , d ≥ 2, (that is a compact convex set with interior
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points) whose volume is denoted by ℓd(K). For t > 0 let ηt be the restriction to K of a
translation-invariant Poisson point process in Rd with intensity t and let (θt )t>0 be a
sequence of real numbers satisfying t2/dθt →∞, as t →∞. Taking ηt as vertex set of
a random graph, we connect two different points of ηt by an edge if and only if their
Euclidean distance does not exceed θt . The so-constructed random geometric graph,
or Gilbert graph, is among the most prominent random graph models (see [26] for
some recent developments and [23] for an exhaustive reference). We now consider
the order statistic ξt = {M(m)t : m ∈ N} defined by the edge-lengths of the random
geometric graph, that is, M(1)t is the length of the shortest edge, M
(2)
t is the length
of the second-shortest edge etc. Now, our general theory implies that the re-scaled
point process t2/dξt converges towards a Poisson point process on R+ with intensity
measure given by B 7→ β d ∫B ud−1 du for Borel sets B⊂ R+, where β = κdℓd(K)/2
and κd stands for the volume of the d-dimensional unit ball. Moreover, it implies
that there is a constant C > 0 only depending on K such that∣∣∣∣∣P(t2/dM(m)t > y)− e−β yd m−1∑i=0 (β y
d)i
i!
∣∣∣∣∣≤C max{yd+1,y2d} t−2/d
for any m∈N, y∈ (0, t2/dθt) and t ≥ 1. In particular, the distribution of the re-scaled
length t2/dM(1)t of the shortest edge of the random graph converges, as t → ∞, to a
Weibull distribution with survival function y 7→ e−β yd , y≥ 0, at rate t−2/d .
Our purpose here is to establish a general framework that can be applied to a
broad class of examples. We also allow the underlying point process to be a Poisson
or a binomial point process. Our main result for the Poisson case refines those in
[30] or [31] and improves the rate of convergence. Its proof follows the ideas of
[22] and [30], but uses the special structure of the functional under consideration
as well as recent techniques from [20] around Mehler’s formula on the Poisson
space. This saves some technical computations related to the product formula for
multiple stochastic integrals (cf. [19] or [21] and [33]). In case of an underlying
binomial point process we use a bound for the Poisson approximation of (classical)
U-statistics from [1]. As application of our main results, we present a couple of
examples, which continue and complement those studied in [30] and [31]. These
are
1. cells with small (nucleus-centred) inradius in a Voronoi tessellation,
2. simplices generated by a class of rotation-invariant hyperplane processes,
3. almost collinearities and flat triangles in a planar Poisson or binomial process,
4. arbitrary length-power-proximity functionals of non-intersecting k-flats.
The rest of this chapter is organized as follows. Our main results and their frame-
work are presented in Section 2. The application to problems arising in stochastic
geometry is the content of Section 3. The proofs of the main results are postponed
to the final Section 4.
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2 Results
Let ηt (t > 0) be a Poisson point process on a measurable space (X,X ) with inten-
sity measure µt := tµ , where µ is a fixed σ -finite measure on X. To avoid techni-
cal complications, we shall assume in this chapter that (X,X ) is a standard Borel
space. This ensures, for example, that any point process on X can almost surely be
represented as a sum of Dirac measures. Let further k ∈ N and f : Xk → R be a
measurable symmetric function. Our aim here is to investigate the point process ξt
on R which is induced by ηt and f as follows:
ξt := 1k! ∑
(x1,...,xk)∈ηkt, 6=
δ f (x1,...,xk) . (1)
Here ηkt,6= stands for the set of all k-tuples of distinct points of ηt and δx is the unit
Dirac measure concentrated at the point x ∈ R. We shall assume that
µkt ( f−1([−s,s])) < ∞ for all s > 0 ,
to ensure that ξt is a locally finite counting measure on R.
For m ∈N we denote by M(m)t the distance from the origin to the m-th point of ξt
on the positive half-line R+ := (0,∞), and by M(−m)t the distance from the origin to
the m-th point on the negative half-line R− := (−∞,0]. If ξt has less than m points
on the positive or negative half-line, we put M(m)t = ∞ or M
(−m)
t = ∞, respectively.
Fix γ ∈R and for y1,y2 ∈ R define
αt (y1,y2) :=
1
k!
∫
Xk
1{t−γy1 < f (x1, . . . ,xk)≤ t−γy2}µkt (d(x1, . . . ,xk)) .
We remark that, as a consequence of the multivariate Mecke formula for Poisson
point processes (see [19]), αt (y1,y2) can be interpreted as
αt(y1,y2) =
1
k!E ∑
(x1,...,xk)∈ηkt, 6=
1{t−γy1 < f (x1, . . . ,xk)≤ t−γy2} ,
which is the expected number of points of ξt in (t−γy1, t−γy2] if y1 < y2 and zero if
y1 ≥ y2. Moreover, let, for k ≥ 2,
rt(y) := max
1≤ℓ≤k−1
∫
Xℓ
(∫
Xk−ℓ
1{| f (x1, . . . ,xk)| ≤ t−γy}µk−ℓt (d(xℓ+1, . . . ,xk))
)2
µℓt (d(x1, . . . ,xℓ))
for y≥ 0 and put rt ≡ 0 if k = 1.
Theorem 1. Let ν be a σ -finite non-atomic Borel measure on R. Then, there is a
constant C ≥ 1 only depending on k such that
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i=0
ν((0,y])i
i!
∣∣∣∣≤ |ν((0,y])−αt(0,y)|+C rt(y)
and∣∣∣∣P(tγ M(−m)t ≥ y)− e−ν((−y,0])m−1∑
i=0
ν((−y,0])i
i!
∣∣∣∣≤ |ν((−y,0])−αt(−y,0)|+C rt(y)
for all m ∈ N and y ≥ 0. Moreover, if
lim
t→∞
αt (y1,y2) = ν((y1,y2]) for all y1,y2 ∈ R with y1 < y2 (2)
and
lim
t→∞
rt(y) = 0 for all y > 0 , (3)
the rescaled point processes (tγ ξt)t>0 converge in distribution to a Poisson point
process on R with intensity measure ν .
Remark 1. Let us comment on the particular case k = 1. Here, the point process ξt
is itself a Poisson point process on R with intensity measure derived from αt as a
consequence of the famous mapping theorem, for which we refer to Section 2.3 in
[17]. This is confirmed by our Theorem 1.
Remark 2. Theorem 1 generalizes earlier versions in [30, 31], which have a similar
structure, but where the quantity
rˆt(y) := sup
(xˆ1,...,xˆℓ)∈X
ℓ
1≤ℓ≤k−1
µk−ℓt ({(x1, . . . ,xk−ℓ) ∈ Xk−ℓ :
| f (xˆ1, . . . , xˆℓ,x1, . . . ,xk−ℓ)| ≤ t−γy})
for y≥ 0 is considered instead of rt(y). It is easy to see that rt (y) and rˆt (y) are related
by
rt(y)≤ inf
ε>0
αt(−y− ε,y) rˆt(y) for all y≥ 0 .
In particular, this means that the rate of convergence of the order statistics in The-
orem 1 improves that in [30, 31] by removing a superfluous square root from rˆt(y).
Moreover and in contrast to [30, 31], the constant C only depends on the parameter
k.
In our applications presented in Section 3, the function f is always strictly posi-
tive so that ξt is concentrated on R+. Moreover, the measure ν will be of a special
form. The following corollary deals with this situation. To state it, we use the con-
vention that αt(y) := αt(0,y) for y≥ 0.
Corollary 1. Let β ,τ > 0. Then there is a constant C > 0 only depending on k such
that
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i=0
(β yτ)i
i!
∣∣∣∣≤ |β yτ −αt(y)|+C rt(y)
for all m ∈ N and y ≥ 0. If, additionally,
lim
t→∞
αt (y) = β yτ and lim
t→∞
rt(y) = 0 for all y > 0 , (4)
the rescaled point processes (tγ ξt)t>0 converge in distribution to a Poisson point
process on R+ with the intensity measure
ν(B) = β τ
∫
B
uτ−1 du, B⊂ R+ Borel . (5)
Remark 3. The limiting Poisson point process appearing in the context of Corol-
lary 1 is usually called a Weibull process on R+, the reason for this being that the
distance from the origin to the next point follows a Weibull distribution.
If µ is a finite measure, i.e., if µ(X) < ∞, one can replace the underlying Pois-
son point process ηt by a binomial point process ζn having a fixed number of n
points which are independent and identically distributed according to the probabil-
ity measure µ( ·)/µ(X). Without loss of generality we assume that µ(X) = 1 in
what follows. In this situation, we consider instead of ξt defined at (1) the derived
point process ξ̂n on R given by
ξ̂n := 1k! ∑
(x1,...,xk)∈ζ kn, 6=
δ f (x1,...,xk) ,
where ζ kn,6= stands for the collection of all k-tuples of distinct points of ζn. For m∈N
let M̂(m)n and M̂(−m)n be defined similarly as M(m)n and M(−m)n above with ξt replaced
by ξ̂n. For n,k ∈ N we denote by (n)k the descending factorial n · (n− 1) · . . . · (n−
k+ 1). Using the notation
αn(y1,y2) :=
(n)k
k!
∫
Xk
1{n−γy1 < f (x1, . . . ,xk)≤ n−γy2}µk(d(x1, . . . ,xk)) ,
rn(y) := max
1≤ℓ≤k−1
(n)2k−ℓ
∫
Xℓ
(∫
Xk−ℓ
1{| f (x1, . . . ,xk)| ≤ n−γy}
µk−ℓ(d(xℓ+1, . . . ,xk))
)2
µℓ(d(x1, . . . ,xℓ))
for y1,y2,y ∈ R, we can now present the binomial counterpart of Theorem 1.
Theorem 2. Let µ be a probability measure on X and ν be a σ -finite non-atomic
Borel measure on R. Then, there is a constant C ≥ 1 only depending on k such that
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i=0
ν((0,y])i
i!
∣∣∣∣≤ |ν((0,y])−αn(0,y)|
+C
(
rn(y)+
αn(0,y)
n
)
and∣∣∣∣P(nγM̂(−m)n ≥ y)− e−ν((−y,0])m−1∑
i=0
ν((−y,0])i
i!
∣∣∣∣≤ |ν((−y,0])−αn(−y,0)|
+C
(
rn(y)+
αn(−y,0)
n
)
for all m ∈ N and y ≥ 0. Moreover, if
lim
n→∞
αn(y1,y2) = ν((y1,y2]) for all y1,y2 ∈ R with y1 < y2
and
lim
n→∞
rn(y) = 0 for all y > 0 ,
the rescaled point processes (nγ ξ̂n)n≥1 converge in distribution to a Poisson point
process on R with intensity measure ν .
As in the Poisson case, Theorem 2 allows a re-formulation as in Corollary 1 for
the special situation in which f is non-negative and ν has a power-law density. As
above, we use the convention that αn(y) := αn(0,y) for y≥ 0.
Corollary 2. Let β ,τ > 0. Then there is a constant C > 0 only depending on k such
that ∣∣∣∣P(nγM̂(m)n > y)− e−β yτ m−1∑
i=0
(β yτ)i
i!
∣∣∣∣≤ |β yτ −αn(y)|+C(rn(y)+ αn(y)n )
for all m ∈ N and y ≥ 0. If, additionally,
lim
n→∞
αn(y) = β yτ and lim
n→∞
rn(y) = 0 for all y > 0 ,
the rescaled point processes (nγ ξ̂n)n≥1 converge in distribution to a Poisson point
process on R+ with intensity measure given by (5).
3 Examples
In this section we apply the results presented above to problems arising in stochastic
geometry. The minimal nucleus-centred inradius of the cells of a Voronoi tessella-
tion is considered in Section 3.1. This example is inspired by the work [6] and was
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not previously considered in [30], although it is closely related to the minimal edge
length of the random geometric graph discussed in the introduction. Our next ex-
ample generalizes Example 6 of [30] from the translation-invariant case to arbitrary
distance parameters r ≥ 1. In dimension two it also sheds some new light onto the
area of small cells in line tessellations. Our third example is inspired by a result in
[32] and deals with approximate collinearities and flat triangles induced by a pla-
nar Poisson or binomial point process. Our last example deals with non-intersecting
k-flats. The result generalizes Example 1 in [30] and one of the results in [31] to
arbitrary distance powers a > 0.
3.1 Voronoi tessellations
For a finite set χ 6= /0 of points in Rd , d ≥ 2, the Voronoi cell v(x,χ) with nucleus
x ∈ χ is the (possibly unbounded) set
v(x,χ) =
{
z ∈Rd : ‖x− z‖ ≤ ‖x′− z‖ for all x′ ∈ χ \ {x}
}
of all points in Rd having x as their nearest neighbour in χ . The family
Vχ = {v(x,χ) : x ∈ χ}
subdivides Rd into a finite number of random polyhedra, which form the so-called
Voronoi tessellation associated with χ , see [28, Chapter 10.2]. For χ = /0 we put
V /0 = {R
d}. One characteristic measuring the size of a Voronoi cell v(x,χ) is its
nucleus-centred inradius R(x,χ). It is defined as the radius of the largest ball in-
cluded in v(x,χ) and having x as its midpoint. Note that R(x,χ) takes the value ∞ if
χ = {x}. Define
R(Vχ) := min{R(x,χ) : x ∈ χ}
for non-empty χ and R(V /0) := ∞.
In [6] the asymptotic behaviour of R(Vχ) has been investigated in the case that
χ is a Poisson point process in a convex body K of intensity t > 0, as t → ∞. Us-
ing Corollary 1 we can get back one of the main results of [6] and add a rate of
convergence to the limit theorem (compare with [6, Equation (2b)] in particular).
Moreover, we provide a similar result for an underlying binomial point process.
Corollary 3. Let ηt be a Poisson point process with intensity measure tℓd|K , where
ℓd |K stands for the restriction of the Lebesgue measure to a convex body K and
t > 0. Then, there exists a constant C > 0 depending on K such that∣∣∣P(t2/dR(Vηt )> y)− e−2d−1κdℓd(K)yd ∣∣∣≤Ct−2/d max{yd+1,y2d}
for all y ≥ 0 and t ≥ 1. In addition, if ζn is a binomial point process with n ≥ 2
independent points distributed according to ℓd(K)−1 ℓd|K , then
8 Matthias Schulte and Christoph Tha¨le∣∣∣P(n2/dR(Vζn)> y)− e−2d−1κdℓd(K)yd ∣∣∣≤C n−2/d max{yd ,y2d}
for y≥ 0 and with a constant C > 0 depending on K.
Proof. To apply Corollary 1 we first have to investigate αt(y) for fixed y > 0. For
this we abbreviate Vηt by Vt and observe that – by definition of a Voronoi cell –
R(Vt) is half of the minimal interpoint distance of points from ηt , i.e.
R(Vt) =
1
2
min
{
‖x1− x2‖ : (x1,x2) ∈ η2t,6=} .
Consequently, we have
αt(y) =
t2
2
∫
K
∫
K
1{‖x1− x2‖ ≤ 2yt−γ}dx2 dx1
=
t2
2
∫
Rd
ℓd(K ∩Bd2yt−γ (x1))dx1−
t2
2
∫
Rd\K
ℓd(K ∩Bd2yt−γ (x1))dx1 ,
where Bdr (x) is the d-dimensional ball of radius r > 0 around x∈Rd . From Theorem
5.2.1 in [28] (see Equation (5.14) in particular) it follows that
t2
2
∫
Rd
Vd(K ∩Bd2yt−γ (x1))dx1 =
t2
2
ℓd(K)κd(2yt−γ)d = 2d−1ℓd(K)κdydt2−γd .
Moreover, Steiner’s formula [28, Equation (14.5)] yields
t2
2
∫
Rd\K
ℓd(K∩Bd2yt−γ (x1))dx1
≤
κd
2
t2(2yt−γ)d ℓd({z ∈ Rd \K : inf
z′∈K
‖z− z′‖ ≤ 2yt−γ})
=
κd
2
t2(2yt−γ)d
d−1
∑
j=0
κd− jV j(K)(2yt−γ)d− j ,
where V0(K), . . . ,Vd−1(K) are the so-called intrinsic volumes of K, cf. [28]. Choos-
ing γ = 2/d, this implies that αt(y) is dominated by its first integral term and that∣∣αt (y)− 2d−1κdℓd(K)yd∣∣≤ c1 t−2/d max{yd+1,y2d}
for t ≥ 1 with a constant c1 only depending on K.
Finally, we have to deal with rt(y). Here, we have
rt (y) = t3
∫
K
(∫
K
1{‖x− y‖≤ 2yt−γ}dy
)2
dx
≤ t3ℓd(K)(t−2κd2dyd)2 = ℓd(K)4dκ2d y2dt−1 .
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In the binomial case, one can derive analogous bounds for αn(y) and rn(y), y > 0.
Since min(2/d,1) = 2/d for all d ≥ 2, application of Corollary 1 and Corollary 2
completes the proof. 
Remark 4. We have used in the proof that R(Vηt ) is half of the minimal inter-point
distance between points of ηt in K. Thus, Corollary 3 also makes a statement about
this minimal inter-point distance. Consequently, 2R(Vηt ) is also the same as the
shortest edge length of a random geometric graph based on ηt as discussed in the
introduction (cf. [26] and [23] for an exhaustive reference on random geometric
graphs) or as the shortest edge length of a Delaunay graph (see [7, 28] for back-
ground material on Delaunay graphs or tessellations). A similar comment applies if
ηt is replaced by a binomial point process ζn.
3.2 Hyperplane tessellations
Let H be the space of hyperplanes in Rd , fix a distance parameter r ≥ 1 and a
convex body K ⊂ Rd , and define a (finite) measure µ on H by the relation∫
H
g(H)µ(dH) =
∫
Sd−1
∫
∞
0
g(u⊥+ pu)1{(u⊥+ pu)∩K 6= /0} pr−1 dpdu ,
where g≥ 0 is a measurable function on H , u⊥ is the linear subspace of all vectors
that are orthogonal to u, and du stands for the infinitesimal element of the normal-
ized Lebesgue measure on the (d−1)-dimensional unit sphere Sd−1. By ηt we mean
in this section a Poisson point process on H with intensity measure µt := tµ , t > 0.
Let us further write for n ∈ N with n ≥ d + 1, ζn for a binomial process on H
consisting of n ∈ N hyperplanes distributed according to the probability measure
µ(H )−1 µ .
If K = Rd in the Poisson case, one obtains a tessellation of the whole Rd into
bounded cells. In this context one is interested in the so-called zero cell Z0, which
is the almost surely uniquely determined cell containing the origin. If r = 1, Z0 has
the same distribution as the zero-cell of a rotation- and translation-invariant Pois-
son hyperplane tessellation. If r = d, Z0 is equal in distribution to the so-called
typical cell of a Poisson-Voronoi tessellation as considered in the previous sec-
tion, see [28]. Thus, the tessellation induced by ηt interpolates in some sense be-
tween the translation-invariant Poisson hyperplane and the Poisson-Voronoi tessel-
lation, which explains the recent interest in this model [10, 11, 13]. For more back-
ground material about random tessellations (and in particular Poisson hyperplane
and Poisson-Voronoi tessellations) we refer to Chapter 10 in [28] and Chapter 9 in
[7].
We are interested here in the simplices generated by the hyperplanes of ηt
or ζn, which are contained in the prescribed convex set K. For a (d + 1)-tuple
(H1, . . . ,Hd+1) of distinct hyperplanes of ηt or ζn let us write [H1, . . . ,Hd+1] for
the simplex generated by H1, . . . ,Hd+1 and define the point processes
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ξt := 1
(d + 1)! ∑
(H1,...,Hd+1)∈ηd+1t, 6=
δℓd([H1,...,Hd+1])1{[H1, . . . ,Hd+1]⊂ K}
and
ξ̂n := 1
(d+ 1)! ∑
(H1,...,Hd+1)∈ζ d+1n, 6=
δℓd([H1,...,Hd+1])1{[H1, . . . ,Hd+1]⊂ K} .
By M(m)t and M̂
(m)
n we mean the mth order statistics associated with ξt and ξ̂n, re-
spectively. In particular M(1)t and M̂
(1)
n are the smallest volume of a simplex in-
cluded in K. Moreover, for fixed hyperplanes H1, . . . ,Hd in general position let
z(H1, . . . ,Hd) := H1 ∩ . . .∩Hd be the intersection point of H1, . . . ,Hd . By Hδ ,u we
denote the hyperplane with unit normal vector u ∈ Sd−1 and distance δ > 0 to the
origin. The following result generalizes [30, Theorem 2.6] from the translation-
invariant case r = 1 to arbitrary distance parameter r ≥ 1.
Corollary 4. Define
β := 1
(d + 1)!
∫
H d
∫
Sd−1
1{H1∩ . . .∩Hd ∩K 6= /0}|uT z(H1, . . . ,Hd)|r−1
× ℓd([H1, . . . ,Hd ,z(H1, . . . ,Hd)+H1,u])−1/d du µd(d(H1, . . . ,Hd)) .
Then td(d+1)ξt and nd(d+1)ξ̂n converge, as t → ∞ or n → ∞, in distribution to a
Poisson point process on R+ with intensity measure given by
B 7→
β
d
∫
B
u(1−d)/d du
for Borel sets B ⊂ R+. In particular, for each m ∈ N, td(d+1)M(m)t and nd(d+1)M̂(m)n
converge towards a random variable with survival function
y 7→ exp
(
−β y1/d)m−1∑
i=0
(β y1/d)i
i!
, y ≥ 0 .
Proof. For y > 0 we have
αt(y) =
td+1
(d+ 1)!
∫
H d+1
1{[H1, . . . ,Hd+1]⊂ K}
×1{ℓd([H1, . . . ,Hd+1])≤ yt−γ}µd+1(d(H1, . . . ,Hd+1)) .
For fixed hyperplanes H1, . . . ,Hd in general position we parametrize Hd+1 by a pair
(δ ,u) ∈ [0,∞)×Sd−1, where δ is the distance of Hd+1 to the origin. Then αt(y) can
be re-written as
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αt(y) =
1
2(d+ 1)!
∫
H d
∫
Sd−1
∫
∞
−∞
td+11{[H1, . . . ,Hd ,Hδ ,u]⊂ K}
×1{ℓd([H1, . . . ,Hd ,Hδ ,u])≤ yt−γ}|δ |r−1 dδ du µd(d(H1, . . . ,Hd)) .
(6)
Since the hyperplane Hδ ,u has the distance |uT z(H1, . . . ,Hd)− δ | to z(H1, . . . ,Hd),
we have that
ℓd([H1, . . . ,Hd ,Hδ ,u])
= |uT z(H1, . . . ,Hd)− δ |d ℓd([H1, . . . ,Hd ,z(H1, . . . ,Hd)+H1,u]) .
Let γ = d(d + 1) and M := max{‖z‖r−1 : z ∈ K}. For fixed H1, . . . ,Hd ∈H d such
that H1 ∩ . . .∩Hd ∩K 6= /0 and u ∈ Sd−1 we can estimate the inner integral in (6)
from above by
M
∫
∞
−∞
td+11{|uT z(H1, . . . ,Hd)− δ |d
ℓd([H1, . . . ,Hd ,z(H1, . . . ,Hd)+H1,u])≤ yt−γ}dδ
≤ 2M ℓd([H1, . . . ,Hd ,z(H1, . . . ,Hd)+H1,u])−1/d y1/d.
The hyperplanes H1−z(H1, . . . ,Hd), . . . ,Hd−z(H1, . . . ,Hd) partition the unit sphere
Sd−1 into 2d spherical caps S1, . . . ,S2d . For each u∈ S j (1≤ j ≤ 2d), transformation
into spherical coordinates shows that
ℓd([H1, . . . ,Hd ,z(H1, . . . ,Hd)+H1,u])≥ cd ℓd−1(S j) ,
where cd > 0 is a dimension dependent constant and ℓd−1(S j) is the spherical
Lebesgue measure of S j. Consequently, we have
αt (y)≤
M
(d + 1)!
∫
H d
1{H1∩ . . .∩Hd ∩K 6= /0}
×
2d
∑
j=1
∫
S j
(
y
cd ℓd−1(S j)
)1/d
du µd(d(H1, . . . ,Hd))
≤
M
(d + 1)!
∫
H d
1{H1∩ . . .∩Hd ∩K 6= /0}
×
2d
∑
j=1
ℓd−1(S j)
(
y
cd ℓd−1(S j)
)1/d
µd(d(H1, . . . ,Hd)) .
Since the last expression is finite, we can apply the dominated convergence theo-
rem in (6). By the same arguments we used to obtain an upper bound for the inner
integral in (6), we see that, for H1, . . . ,Hd ∈H d and u ∈ Sd−1,
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lim
t→∞
∫
∞
−∞
td+11{[H1, . . . ,Hd ,Hδ ,u]⊂ K}1{ℓd([H1, . . . ,Hd ,Hδ ,u])≤ yt−γ}|δ |r−1 dδ
= 21{H1∩ . . .∩Hd ∩K 6= /0}ℓd([H1, . . . ,Hd ,z(H1, . . . ,Hd)+H1,u])−1/d
×|uT z(H1, . . . ,Hd)|r−1y1/d .
Altogether, we obtain that
lim
t→∞
αt (y) = β y1/d .
By the same estimates as above, we have that, for any ℓ ∈ {1, . . . ,d},
tℓ
∫
H ℓ
(
td+1−ℓ
∫
H d+1−ℓ
1{[H1, . . . ,Hd+1]⊂H,Vd([H1, . . . ,Hd+1])≤ yt−γ}
µd+1−ℓ(d(Hℓ+1, . . . ,Hd+1))
)2
µℓ(d(H1, . . . ,Hℓ))
≤ tℓ
∫
H ℓ
(
Mt−ℓ
∫
H d−ℓ
∫
Sd−1
1{H1∩ . . .∩Hd ∩K 6= /0}y1/d
ℓd([H1, . . . ,Hd ,z(H1, . . . ,Hd)+H1,u])−1/d du µd−ℓ(d(Hℓ+1, . . . ,Hd))
)2
µℓ(d(H1, . . . ,Hℓ)) .
Hence, rt(y)→ 0 as t →∞ so that application of Corollary 1 completes the proof of
the Poisson case. The result for an underlying binomial point process follows from
similar estimates and Corollary 2. 
Remark 5. Although Corollary 1 or Corollary 2 deliver a rate of convergence, we
cannot provide such rate for this particular example. This is due to the fact that
the exact asymptotic behaviour of αt(y) or αn(y) depends in a delicate way on the
smoothness behaviour of the boundary of K.
Corollary 4 admits a nice interpretation in the planar case d = 2. Namely, the
smallest triangle contained in K coincides with the smallest triangular cell included
in K of the line tessellation induced by ηt or ζn (note that this argument fails in
higher dimensions). This way, Corollary 4 also makes a statement about the area of
small triangular cells, which generalizes Corollary 2.7 in [30] from the translation-
invariant case r = 1 to arbitrary distance parameters r ≥ 1:
Corollary 5. Denote by At or An the area of the smallest triangular cell in K of a
line tessellation generated by a Poisson line process ηt or a binomial line process
ζn with distance parameter r ≥ 1, respectively. Then t6At and n6An both converge in
distribution, as t →∞ or n→∞, to a Weibull random variable with survival function
y 7→ exp(−β y1/2), y≥ 0, where β is as in Corollary 4.
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3.3 Flat triangles
So-called ley lines are expected alignments of a set of locations that are of geograph-
ical and/or historical interest, such as ancient monuments, megaliths and natural
ridge-tops [5]. For this reason, there is some interest in archaeology, for example, to
test a point pattern on spatial randomness against an alternative favouring collineari-
ties. We carry out this program in case of a planar Poisson or binomial point process
and follow [32, Section 5], where the asymptotic behaviour of the number of so-
called flat triangles in a binomial point process has been investigated.
Let K be a convex body in the plane and let µ be a probability measure on
K which has a continuous density ϕ with respect to the Lebesgue measure ℓ2|K
restricted to K. By ηt we denote a Poisson point process with intensity measure
µt := tµ , t > 0, and by ζn a binomial process of n≥ 1 points which are independent
and identically distributed according to µ . For a triple (x1,x2,x3) of distinct points
of ηt or ζn we let θ (x1,x2,x3) be the largest angle of the triangle formed by x1,x2
and x3. We can now build the point processes
ξt := 16 ∑
(x1,x2,x3)∈η3t, 6=
δpi−θ(x1,x2,x3)
and
ξ̂n := 16 ∑
(x1,x2,x3)∈ζ 3n, 6=
δpi−θ(x1,x2,x3)
on the positive real half-line. The interpretation is as follows: if for a triple (x1,x2,x3)
in η3t,6= or ζ 3n,6= the value pi−θ (x1,x2,x3) is small, then the triangle formed by these
points is flat in the sense that its height on the longest side is small.
Corollary 6. Define
β :=
∫
K
∫
K
∫ 1
0
s(1− s)ϕ(sx1 +(1− s)x2)‖x1− x2‖2 ds µ(dx1)µ(dx2).
Further assume that the density ϕ is Lipschitz continuous. Then the re-scaled point
processes t3ξt and n3ξ̂n both converge in distribution to a homogeneous Poisson
point process on R+ with intensity β , as t → ∞ or n → ∞, respectively. In addition,
there is a constant Cy > 0 depending on K, ϕ and y such that∣∣∣∣∣P(t3M(m)t > y)− e−β y m−1∑i=0 (β y)
i
i!
∣∣∣∣∣≤Cy t−1
and ∣∣∣∣∣P(n3M(m)n > y)− e−β y m−1∑i=0 (β y)
i
i!
∣∣∣∣∣≤Cy n−1
for all t ≥ 1, n ≥ 3 and m ∈ N.
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Proof. To apply Corollary 1 we have to consider the limit behaviour of αt(y) and
rt(y) for fixed y > 0, as t →∞. For x1,x2 ∈ K and ε > 0 define A(x1,x2,ε) as the set
of all x3 ∈ K such that pi−θ (x1,x2,x3)≤ ε . Then we have
αt(y) =
t3
6
∫
K
∫
K
∫
K
1{x3 ∈ A(x1,x2,yt−γ)}ϕ(x1)ϕ(x2)ϕ(x3)dx3 dx2 dx1 .
Without loss of generality we can assume that x3 is the vertex adjacent to the largest
angle. We indicate this by writing x3 = LA(x1,x2,x3). We parametrize x3 by its
distance h to the line through x1 and x2 and the projection of x3 onto that line, which
can be represented as sx1 +(1− s)x2 for some s ∈ [0,1]. Writing x3 = x3(s,h), we
obtain that
αt(y) =
t3
2
∫
K
∫
K
∫ 1
0
∫
∞
−∞
1{x3(s,h) ∈ A(x1,x2,yt−γ),x3 = LA(x1,x2,x3)}
×ϕ(x1)ϕ(x2)ϕ(x3(s,h))‖x1− x2‖dhdsdx2 dx1 .
The sum of the angles at x1 and x2 is given by
arctan(|h|/(s‖x1− x2‖))+ arctan(|h|/((1− s)‖x1− x2‖)) .
Using, for x ≥ 0, the elementary inequality x− x2 ≤ arctanx≤ x, we deduce that
|h|
s(1− s)‖x1− x2‖
−
h2
s2(1− s)2‖x1− x2‖2
≤ arctan(|h|/(s‖x1− x2‖))+ arctan(|h|/((1− s)‖x1− x2‖))≤
|h|
s(1− s)‖x1− x2‖
.
Consequently, pi −θ (x1,x2,x3(s,h))≤ yt−γ is satisfied if
|h| ≤ s(1− s)‖x1− x2‖yt−γ
and cannot hold if
|h| ≥ s(1− s)‖x1− x2‖(yt−γ + 2y2t−2γ)
and t is sufficiently large. Let Ay,t be the set of all x1,x2 ∈ K such that
Bdtan(t−γ y/2)‖x1−x2‖(x1), B
d
tan(t−γ y/2)‖x1−x2‖(x2)⊂ K .
Now the previous considerations yield that, for t sufficiently large and (x1,x2)∈ Ay,t ,
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t3
2
∫ 1
0
∫
∞
−∞
1{x3(s,h) ∈ A(x1,x2,yt−γ),x3(s,h) = LA(x1,x2,x3)}
×‖x1− x2‖ϕ(x1)ϕ(x2)ϕ(x3(s,h))dhds
= t3
∫ 1
0
(
s(1− s)‖x1− x2‖yt−γ +R(x1,x2,s)
)
‖x1− x2‖
×ϕ(x1)ϕ(x2)ϕ(sx1 +(1− s)x2)ds
+
t3
2
∫ 1
0
∫
∞
−∞
1{x3(s,h) ∈ A(x1,x2,yt−γ),x3(s,h) = LA(x1,x2,x3)}‖x1− x2‖
×ϕ(x1)ϕ(x2)
(
ϕ(x3(s,h))−ϕ(sx1 +(1− s)x2)
)
dhds
with R(x1,x2,s) satisfying the estimate |R(x1,x2,s)| ≤ 2s(1−s)‖x1−x2‖y2t−2γ . For
(x1,x2) 6∈ Ay,t the right hand-side is an upper bound. The choice γ = 3 leads to
|αt(y)−β y|
≤
∫
K2\Ay,t
∫ 1
0
s(1− s)‖x1− x2‖2yϕ(x1)ϕ(x2)ϕ(sx1 +(1− s)x2)dsd(x1,x2)
+ 2t−3
∫
K2
∫ 1
0
s(1− s)y2‖x1− x2‖2 ϕ(x1)ϕ(x2)ϕ(sx1 +(1− s)x2)dsd(x1,x2)
+
t3
2
∫
K2
∫ 1
0
∫
∞
−∞
1{x3(s,h) ∈ A(x1,x2,yt−γ)}‖x1− x2‖ϕ(x1)ϕ(x2)
×
∣∣ϕ(x3(s,h))−ϕ(sx1 +(1− s)x2)∣∣dhdsd(x1,x2) .
Note that ℓ22(K \Ay,t) is of order t−3 so that the first integral on the right-hand side
is of the same order. By the Lipschitz continuity of the density ϕ there is a constant
Cϕ > 0 such that
|ϕ(x3(s,h))−ϕ(sx1 +(1− s)x2)| ≤Cϕh .
This implies that the third integral is of order t−3. Combined with the fact that also
the second integral above is of order t−3, we see that there is a constant Cy,1 > 0
such that
|αt (y)−β y| ≤Cy,1t−3
for t ≥ 1.
For given x1,x2 ∈ K, we have that∫
K
1{x3 ∈ A(x1,x2,yt−γ)}ϕ(x3)dx3 ≤ M
∫
K
1{x3 ∈ A(x1,x2,yt−γ)}dx3
with M = supz∈K ϕ(z). By the same arguments as above, we see that the integral
over all x3 such that the largest angle is adjacent to x3 is bounded by
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M
∫ 1
0
s(1− s)‖x1− x2‖yt−3 + 2s(1− s)‖x1− x2‖y2t−6ds
≤ 2Mdiam(K)(yt−3 + 2y2t−6) ,
where diam(K) stands for the diameter of K. The maximal angle is at x1 or x2 if
x3 is contained in the union of two cones with opening angle 2t−3y and apices at
x1 and x2, respectively. The integral over these x3 is bounded by 2Mdiam(K)2t−3y.
Altogether, we obtain that∫
K
1{x3 ∈ A(x1,x2,yt−γ)}ϕ(x3)dx3
≤ 2Mdiam(K)(yt−3 + 2y2t−6)+ 2Mdiam(K)2yt−3.
This estimate implies that, for any ℓ ∈ {1,2},
tℓ
∫
Kℓ
(
t3−ℓ
∫
K3−ℓ
1{x3 ∈ A(x1,x2,yt−3)}µ3−ℓ(d(Kℓ+1, . . . ,K3))
)2
µℓ(d(K1, . . . ,Kℓ))
≤ t6−ℓ(Mℓ2(K))4−ℓ
(
2Mdiam(K)(yt−3 + 2y2t−6)+ 2Mdiam(K)2yt−3
)2
.
Since the upper bound behaves like t−ℓ for t ≥ 1, there is a constant Cy,2 > 0 such
that
rt (y)≤Cy,2t−1
for t ≥ 1. Now an application of Corollary 1 concludes the proof in case of an
underlying Poisson point process. The binomial case can be handled similarly using
Corollary 2.
Remark 6. We have assumed that the density ϕ is Lipschitz continuous. If this is
not the case, one can still show that the re-scaled point processes t3ξt and n3ξ̂n
converge in distribution to a homogeneous Poisson point process on R+ with inten-
sity β . However, we are then no more able to provide a rate of convergence for the
associated order statistics M(m)t .
Remark 7. In [32, Section 5] the asymptotic behaviour of the number of flat trian-
gles in a binomial point process has been investigated, while our focus here was
on the angle statistic of such triangles. However, these two random variables are
asymptotically equivalent so that Corollary 6 also delivers an alternative approach
to the results in [32]. In addition, it allows to deal with an underlying Poisson point
process, where it provides rates of convergence in the case of a Lipschitz density.
3.4 Non-intersecting k-flats
Fix a space dimension d ≥ 3 and let k ≥ 1 be such that 2k < d. By G(d,k) let
us denote the space of k-dimensional linear subspaces of Rd , which is equipped
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with a probability measure ς . In what follows we shall assume that ς is absolutely
continuous with respect to the Haar probability measure on G(d,k). The space of k-
dimensional affine subspaces of Rd is denoted by A(d,k) and for t > 0 a translation-
invariant measure µt on A(d,k) is defined by the relation∫
A(d,k)
g(E)µt(dE) = t
∫
G(d,k)
∫
L⊥
g(L+ x)ℓd−k(dx)ς(dL) , (7)
where g ≥ 0 is a measurable function on A(d,k). We will use E and F to in-
dicate elements of A(d,k), while L and M will stand for linear subspaces in
G(d,k). We also put µ = µ1. For two fixed k-flats E,F ∈ A(d,k) we denote by
d(E,F) = inf{‖x1− x2‖ : x1 ∈ E, x2 ∈ F} the distance of E and F . For almost all
E and F it is realized by two uniquely determined points xE ∈ E and xF ∈ F , i.e.
d(E,F) = ‖xE −xF‖, and we let m(E,F) := (xE +xF)/2 be the midpoint of the line
segment joining xE with xF .
Let K ⊂ Rd be a convex body and let ηt be a Poisson point process on A(d,k)
with intensity measure µt as defined in (7). We will speak about ηt as a Poisson k-
flat process and denote, more generally, the elements of A(d,k) or G(d,k) as k-flats.
We will not treat the binomial case in what follows since the measures µt are not
finite. We notice that in view of [28, Theorem 4.4.5 (c)] any two k-flats of ηt are
almost surely in general position, a fact which from now on will be used without
further comment.
Point processes of k-dimensional flats in Rd have a long tradition in stochastic
geometry and we refer to [7] or [28] for general background material. Moreover, we
mention the works [12] and [27], which deal with distance measurements and the
so-called proximity of Poisson k-flat processes and are close to what we consider
here. While in these papers only mean values are considered, we are interested in
the point process ξt on R+ defined by
ξt := 12 ∑
(E,F)∈η2t, 6=
δd(E,F)a 1{m(E,F) ∈ K}
for a fixed parameter a > 0. A particular case arises when a = 1. Then M(1)t , for ex-
ample, is the smallest distance between two k-flats from ηt that have their midpoint
in K.
Corollary 7. Define
β = ℓd(K)
2
κd−2k
∫
G(d,k)
∫
G(d,k)
[L,M]ς(dL)ς(dM) ,
where [L,M] is the 2k-dimensional volume of a parallelepiped spanned by two or-
thonormal bases in L and M. Then, as t → ∞, t2a/(d−2k)ξt converges in distribution
to a Poisson point process on R+ with intensity measure
B 7→ (d− 2k)β
a
∫
B
u(d−2k−a)/a du , B⊂ R+ Borel .
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Moreover, there is a constant C > 0 depending on K, ς and a such that
∣∣∣∣∣P(t2a/(d−2k)M(m)t > y)−exp(−β y(d−2k)/a)m−1∑i=1
(
β y(d−2k)/a
)i
i!
∣∣∣∣∣
≤C (y2(d−2k)/a + yd−k+2(d−2k)/a)t−1
for any t ≥ 1, y ≥ 0 and m ∈N.
Proof. For y > 0 and t > 0 we have that
αt(y) =
t2
2
∫
A(d,k)
∫
A(d,k)
1{d(E,F)≤ y1/at−γ/a, m(E,F) ∈ K}µ(dE)µ(dF) .
We abbreviate δ := y1/at−γ/a and evaluate the integral
I :=
∫
A(d,k)
∫
A(d,k)
1{d(E,F)≤ δ , m(E,F) ∈ K}µ(dE)µ(dF) .
For this, we define V := E +F and U := V⊥ and write E and F as E = L+ x1 and
F = M+x2 with L,M ∈G(d,k) and x1 ∈ L⊥, x2 ∈M⊥. Applying now the definition
(7) of the measure µ and arguing along the lines of the proof of Theorem 4.4.10 in
[28], we arrive at the expression
I =
∫
G(d,k)
∫
G(d,k)
∫
U
∫
U
[L,M]ℓ2k
(
K ∩
(
V +
(
x1 + x2
2
)))
×1{‖x1− x2‖ ≤ δ}ℓd−2k(dx1)ℓd−2k(dx2)ς(dL)ς(dM) .
Substituting u = x1−x2, v = (x1 +x2)/2 (a transformation having Jacobian equal to
1), we find that
I =
∫
G(d,k)
∫
G(d,k)
∫
U
∫
U
[L,M]ℓ2k
(
K∩ (V + v)
)
1{‖u‖ ≤ δ}
ℓd−2k(du)ℓd−2k(dv)ς(dL)ς(dM) .
(8)
Since U has dimension d−2k, transformation into spherical coordinates in U gives∫
U
1(‖u‖ ≤ δ )du = (d− 2k)κd−2k
∫ δ
0
rd−2k−1 dr = κd−2kδ d−2k .
Moreover, ∫
U
ℓ2k
(
K∩ (V + v)
)
ℓd−2k(dv) = ℓd(K)
since V =U⊥. Combining these facts with (8) we find that
I = δ d−2k ℓd(K)κd−2k
∫
G(d,k)
∫
G(d,k)
[L,M]ς(dL)ς(dM)
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and that
αt (y) =
1
2 ℓd(K)κd−2k y
(d−2k)/a t2−γ(d−2k)/a
∫
G(d,k)
∫
G(d,k)
[L,M]ς(dL)ς(dM) .
Consequently, choosing γ = 2a/(d− 2k) we have that
αt(y) = β y(d−2k)/a .
For the remainder term rt(y) we write
rt (y) = t
∫
A(d,k)
(
t
∫
A(d,k)
1{d(E,F)a ≤ yt−γ , m(E,F) ∈ K}µ(dF)
)2
µ(dE) .
This can be estimated along the lines of the proof of Theorem 3 in [31]. Namely,
using that [ · , · ]≤ 1 and writing diam(K) for the diameter of K, we find that
rt(y) ≤ tκd−k(diam(K)+ 2t−γy)d−k
∫
G(d,k)
(
t
∫
G(d,k)
∫
(L+M)⊥
1{‖x‖a ≤ yt−γ}
×κk(diam(K)/2)k ℓd−2k(dx)ς(dM)
)2
ς(dL)
≤ tκd−k(diam(K)+ 2t−γy)d−k
(
tκd−2k(yt−γ)(d−2k)/aκk(diam(K)/2)k
)2
= κd−k(diam(K)+ 2t−2a/(d−2k)y)d−kκ2d−2kκ2k (diam(K)/2)2k y2(d−2k)/a t−1 ,
where we have used that γ = 2a/(d − 2k). This puts us in the position to apply
Corollary 1, which completes the proof. 
Remark 8. A particularly interesting case arises when the distribution ς coincides
with the Haar probability measure on G(d,k). Then the double integral in the defi-
nition of β in Corollary 7 can be evaluated explicitly, namely we have
∫
G(d,k)
∫
G(d,k)
[L,M]ς(dL)ς(dM) =
(d−k
k
)
κ2d−k(d
k
)
κdκd−2k
according to [14, Lemma 4.4].
Remark 9. Corollary 7 generalizes Theorem 4 in [31] (where the case a= 1 has been
investigated) to general length-powers a > 0. However, it should be noticed that the
set-up in [31] slightly differs from the one here. In [31] the intensity parameter t
was kept fixed, whereas the set K was increased by dilations. But because of the
scaling properties of a Poisson k-flat process and the a-homogeneity of d(E,F)a,
one can translate one result into the other. Moreover, we refer to [15] for closely
related results including directional constraints.
Remark 10. In [30] a similar problem has been addressed in the case where ς coin-
cides with the Haar probability measure on G(d,k). For a pair (E,F) ∈ η2t,6= satisfy-
ing E ∩K 6= /0 and F ∩K 6= /0, the distance between E and F was measured by
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dK(E,F) = inf{‖x1− x2‖ : x1 ∈ E ∩K, x2 ∈ F ∩K},
and it has been shown in Theorem 2.1 ibidem that the associated point process
ξt := 12 ∑
(E,F)∈η2t, 6=
δdK(E,F)1{E∩K 6= /0, F ∩K 6= /0}
converges, after rescaling with t2/(d−2k), towards the same Poisson point process as
in Corollary 7 when ς is the Haar probability measure on G(d,k) and a = 1.
4 Proofs of the main results
4.1 Moment formulas for Poisson U-statistics
We call a Poisson functional S of the form
S = ∑
(x1,...,xk)∈ηkt, 6=
f (x1, . . . ,xk)
with k ∈N0 :=N∪{0} and f : Xk →R a U-statistic of order k of ηt , or a Poisson U-
statistic for short (see [18]). For k = 0 we use the convention that f is a constant and
S = f . In the following, we always assume that f is integrable. Moreover, without
loss of generality we assume that f is symmetric since we sum over all permutations
of a fixed k-tuple of points in the definition of S.
In order to compute mixed moments of Poisson U-statistics, we use the follow-
ing notation. For ℓ ∈ N and n1, . . . ,nℓ ∈ N0 we define N0 = 0, Ni = ∑ij=1 n j, i ∈
{1, . . . , ℓ}, and
Ji =
{
{Ni−1 + 1, . . . ,Ni}, Ni−1 < Ni
/0, Ni−1 = Ni
, i ∈ {1, . . . , ℓ}.
Let Π(n1, . . . ,nℓ) be the set of all partitions σ of {1, . . . ,Nℓ} such that for any i ∈
{1, . . . , ℓ} all elements of Ji are in different blocks of σ . By |σ | we denote the num-
ber of blocks of σ . We say that two blocks B1 and B2 of a partition σ ∈Π(n1, . . . ,nℓ)
intersect if there is an i ∈ {1, . . . , ℓ} such that B1∩Ji 6= /0 and B2∩Ji 6= /0. A partition
σ ∈ Π(n1, . . . ,nℓ) with blocks B1, . . . ,B|σ | belongs to Π˜(n1, . . . ,nℓ) if there are no
non-empty sets M1,M2 ⊂{1, . . . , |σ |} with M1∩M2 = /0 and M1∪M2 = {1, . . . , |σ |}
such that for any i ∈M1 and j ∈M2 the blocks Bi and B j do not intersect. Moreover,
we define
Π 6=(n1, . . . ,nℓ) = {σ ∈Π(n1, . . . ,nℓ) : |σ |> min{n1, . . . ,nℓ}}.
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If there are i, j ∈ {1, . . . , ℓ} with ni 6= n j, we have Π 6=(n1, . . . ,nℓ) = Π(n1, . . . ,nℓ).
For σ ∈ Π(n1, . . . ,nℓ) and f : XNℓ → R we define fσ : X|σ | → R as the function
which arises by replacing in the arguments of f all variables belonging to the same
block of σ by a new common variable. Since we are only interested in the integral
of this new function in the sequel, the order of the new variables does not matter.
For f (i) : Xni →R, i ∈ {1, . . . , ℓ}, let ⊗ℓi=1 f (i) : XNℓ →R be given by
(
⊗ℓi=1 f (i)
)
(x1, . . . ,xNℓ) =
ℓ
∏
i=1
f (i)(xNi−1+1, . . . ,xNi) .
The following lemma allows us to compute moments of Poisson U-statistics (see
also [24]). Here and in what follows we mean by a Poisson functional F = F(ηt )
a random variable only depending on the Poisson point process ηt for some fixed
t > 0.
Lemma 1. For ℓ ∈N and f (i) ∈ L1s (µkit ) with ki ∈ N0, i = 1, . . . , ℓ, such that∫
X|σ |
|
(
⊗ℓi=1 f (i)
)
σ |dµ
|σ |
t < ∞ for all σ ∈Π(k1, . . . ,kℓ) ,
let
Si = ∑
(x1,...,xki )∈η
ki
t, 6=
f (i)(x1, . . . ,xki), i = 1, . . . , ℓ ,
and let F be a bounded Poisson functional. Then
E
[
F
ℓ
∏
i=1
Si
]
= ∑
σ∈Π(k1,...,kℓ)
∫
X|σ |
(
⊗ℓi=1 f (i)
)
σ (x1, . . . ,x|σ |)
×E[F(ηt +
|σ |
∑
i=1
δxi)]µ
|σ |
t (d(x1, . . . ,x|σ |)) .
Proof. We can rewrite the product as
F(ηt)
ℓ
∏
i=1
∑
(x1,...,xki )∈η
ki
t, 6=
f (i)(x1, . . . ,xki)
= ∑
σ∈Π(k1,...,kℓ)
∑
(x1,...,x|σ |)∈η
|σ |
t, 6=
(
⊗ℓi=1 f (i)
)
σ (x1, . . . ,x|σ |)F(ηt )
since points occurring in different sums on the left-hand side can be either equal or
distinct. Now an application of the multivariate Mecke formula (see [19]) completes
the proof of the lemma. 
22 Matthias Schulte and Christoph Tha¨le
4.2 Poisson approximation of Poisson U-statistics
The key argument of the proof of Theorem 1 is a quantitative bound for the Poisson
approximation of Poisson U-statistics which is established in this subsection. From
now on we consider the Poisson U-statistic
SA =
1
k! ∑
(x1,...,xk)∈ηkt, 6=
1{ f (x1, . . . ,xk) ∈ A} ,
where f is as in Section 2 and A ⊂ R is measurable and bounded. We assume that
k ≥ 2 since SA follows a Poisson distributon for k = 1 (see Section 2.3 in [17], for
example). In the sequel, we use the abbreviation
h(x1, . . . ,xk) :=
1
k!1{ f (x1, . . . ,xk) ∈ A}, x1, . . . ,xk ∈X .
It follows from the multivariate Mecke formula (see [19]) that
sA := E[SA] =
∫
Xk
h(x1, . . . ,xk)µkt (d(x1, . . . ,xk)) .
In order to compare the distributions of two integer-valued random variables Y and
Z, we use the so-called total variation distance dTV defined by
dTV (Y,Z) = sup
B⊂Z
∣∣P(Y ∈ B)−P(Z ∈ B)∣∣ .
Proposition 1. Let SA be as above, let Y be a Poisson distributed random variable
with mean s > 0 and define
ρA := max
1≤ℓ≤k−1
∫
Xℓ
(∫
Xk−ℓ
h(x1, . . . ,xk)µk−ℓt (d(xℓ+1, . . . ,xk))
)2
µℓt (d(x1, . . . ,xℓ)).
Then there is a constant C ≥ 1 only depending on k such that
dTV (SA,Y )≤ |sA− s|+C min
{
1, 1
sA
}
ρA . (9)
Remark 11. The inequality (9) still holds if Y is almost surely zero (such a Y can be
interpreted as a Poisson distributed random variable with mean s = 0). In this case,
we obtain by Markov’s inequality that
dTV (SA,Y ) = P(SA ≥ 1)≤ ESA = sA.
Our proof of Proposition 1 is a modification of the proof of Theorem 3.1 in [22].
It makes use of the special structure of SA and improves of the bound in [22] in case
of Poisson U-statistics. To prepare for what follows, we need to introduce some
facts around the Chen-Stein method for Poisson approximation (compare with [3]).
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For a function f : N0 → R let us define ∆ f (k) := f (k + 1)− f (k), k ∈ N0, and
∆ 2 f (k) := f (k+2)−2 f (k+1)+ f (k), k ∈N0. For B⊂N0 let fB be the solution of
the Chen-Stein equation
1{k ∈ B}−P(Y ∈ B) = s f (k+ 1)− k f (k), k ∈N0 . (10)
It is known (see Lemma 1.1.1 in [2]) that fB satisfies
‖ fB‖∞ ≤ 1 and ‖∆ fB‖∞ ≤ min
{
1, 1
s
}
=: ε1 , (11)
where ‖ · ‖∞ is the usual supremum norm.
Besides the Chen-Stein method we need some facts concerning the Malliavin
calculus of variations on the Poisson space (see [19]). First, the so-called integration
by parts formula implies that
E[ fB(SA)(SA−E[SA])] = E
∫
X
Dx fB(SA)(−DxL−1SA)µt(dx) , (12)
where D stands for the difference operator and L−1 is the inverse of the Ornstein-
Uhlenbeck generator (this step requires that E∫
X
(DxSA)2 µt(dx) < ∞, which is a
consequence of the calculations in the proof of Proposition 1). The following lemma
(see Lemma 3.3 in [25]) implies that the difference operator applied to a Poisson U-
statistic leads again to a Poisson U-statistic.
Lemma 2. Let k ∈N, f ∈ L1s (µkt ) and
S = ∑
(x1,...,xk)∈ηkt, 6=
f (x1, . . . ,xk) .
Then
DxS = k ∑
(x1,...,xk−1)∈ηk−1t, 6=
f (x,x1, . . . ,xk−1) , x ∈ X .
Proof. It follows from the definition of the difference operator and the assumption
that f is a symmetric function that
DxS = ∑
(x1,...,xk)∈(ηt+δx)k6=
f (x1, . . . ,xk)− ∑
(x1,...,xk)∈ηkt, 6=
f (x1, . . . ,xk)
= ∑
(x1,...,xk−1)∈ηk−1t, 6=
( f (x,x1, . . . ,xk−1)+ . . .+ f (x1, . . . ,xk−1,x))
= k ∑
(x1,...,xk−1)∈ηk−1t, 6=
f (x,x1, . . . ,xk−1)
for x ∈ X. This completes the proof. 
In order to derive an explicit formula for the combination of the difference
operator and the inverse of the Ornstein-Uhlenbeck generator of SA, we define
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hℓ : Xℓ → R, ℓ ∈ {1, . . . ,k}, by
hℓ(x1, . . . ,xℓ) :=
∫
Xk−ℓ
h(x1, . . . ,xℓ, xˆ1, . . . , xˆk−ℓ)µk−ℓt (d(xˆ1, . . . , xˆk−ℓ)) .
We shall see now that the operator −DL−1 applied to SA can be expressed as a sum
of Poisson U-statistics (see also Lemma 5.1 in [29]).
Lemma 3. For x ∈ X,
−DxL−1SA =
k
∑
ℓ=1
∑
(x1,...,xℓ−1)∈ηℓ−1t, 6=
hℓ(x,x1, . . . ,xℓ−1) .
Proof. By Mehler’s formula (see Theorem 3.2 in [20] and also [19]) we have
−L−1SA =
∫ 1
0
∫ 1
s
E
[ ∑
(x1,...,xk)∈(η
(s)
t +χ)k6=
h(x1, . . . ,xk)− sA
∣∣ηt]P(1−s)µt (dχ)ds
where η(s)t , s ∈ [0,1], is an s-thinning of ηt and P(1−s)µt is the distribution of a
Poisson point process with intensity measure (1−s)µt . Note in particular that η(s)t +
χ is a Poisson point process with intensity measure sµt +(1− s)µt = µt . The last
expression can be rewritten as
−L−1SA =
∫ 1
0
∫ 1
s
E
[ ∑
(xˆ1,...,xˆk)∈χk6=
h(xˆ1, . . . , xˆk)− sA
∣∣ηt]P(1−s)µt (dχ)ds
+
k
∑
ℓ=1
(
k
ℓ
)∫ 1
0
∫ 1
s
E
[ ∑
(x1,...,xℓ)∈(η
(s)
t )
ℓ
6=
∑
(xˆ1,...,xˆk−ℓ)∈χk−ℓ6=
h(x1, . . . ,xℓ, xˆ1, . . . , xˆk−ℓ)
∣∣ηt]P(1−s)µt (dχ)ds .
By the multivariate Mecke formula (see [19]), we obtain for the first term that∫ 1
0
∫ 1
s
E
[ ∑
(xˆ1,...,xˆk)∈χk6=
h(xˆ1, . . . , xˆk)− sA
∣∣ηt]P(1−s)µt (dχ)ds
=
∫ 1
0
∫ 1
s
(
∑
(xˆ1,...,xˆk)∈χk6=
h(xˆ1, . . . , xˆk)− sA
)
P(1−s)µt (dχ)ds =
∫ 1
0
(1− s)k− 1
s
ds sA .
To evaluate the second term further, we notice that for an ℓ-tuple (x1, . . . ,xℓ) ∈ ηℓt,6=
the probability of surviving the s-thinning procedure is sℓ. Thus
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E
[ ∑
(x1,...,xℓ)∈(η
(s)
t )
ℓ
6=
∑
(xˆ1,...,xˆk−ℓ)∈χk−ℓ6=
h(x1, . . . ,xℓ, xˆ1, . . . , xˆk−ℓ)
∣∣ηt]
= sℓ ∑
(x1,...,xℓ)∈ηℓt, 6=
∑
(xˆ1,...,xˆk−ℓ)∈χk−ℓ6=
h(x1, . . . ,xℓ, xˆ1, . . . , xˆk−ℓ)
for ℓ ∈ {1, . . . ,k}. This leads to
−L−1SA =
∫ 1
0
(1− s)k− 1
s
ds sA
+
k
∑
ℓ=1
(
k
ℓ
)∫ 1
0
∫
sℓ−1 ∑
(x1,...,xℓ)∈ηℓt, 6=
∑
(xˆ1,...,xˆk−ℓ)∈χk−ℓ6=
h(x1, . . . ,xℓ, xˆ1, . . . , xˆk−ℓ)P(1−s)µt (dχ)ds .
Finally, we may interpret χ as (1− s)-thinning of an independent copy of ηt , in
which each point has survival probability (1− s). Then the multivariate Mecke for-
mula (see [19]) implies that
−L−1SA =
∫ 1
0
(1− s)k− 1
s
ds sA
+
k
∑
ℓ=1
(
k
ℓ
)∫ 1
0
sℓ−1(1− s)k−ℓds ∑
(x1,...,xℓ)∈ηℓt, 6=
hℓ(x1, . . . ,xℓ) .
Together with∫ 1
0
sℓ−1(1− s)k−ℓds = (ℓ− 1)!(k− ℓ)!k! , ℓ ∈ {1, . . . ,k},
we see that
−L−1SA = sA
∫ 1
0
(1− s)k− 1
s
ds+
k
∑
ℓ=1
1
ℓ ∑
(x1,...,xℓ)∈ηℓt, 6=
hℓ(x1, . . . ,xℓ) .
Applying now the difference operator to the last equation, we see that the first term
does not contribute, whereas the second term can be handled by using Lemma 2. 
Now we are prepared for the proof of Proposition 1.
Proof (of Proposition 1). Let YA be a Poisson distributed random variable with mean
sA > 0. The triangle inequality for the total variation distance implies that
dTV (SA,Y )≤ dTV (Y,YA)+ dTV (YA,SA) .
A standard calculation shows that
dTV (Y,YA)≤ |s− sA|
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so that it remains to bound
dTV (YA,SA) = sup
B⊂N0
|P(SA ∈ B)−P(YA ∈ B)| .
For a fixed B⊂ N0 it follows from (10) and (12) that
P(SA ∈ B)−P(YA ∈ B) = E[sA∆ fB(SA)− (SA− sA) fB(SA)]
= E
[
sA∆ fB(SA)−
∫
X
Dx fB(SA)(−DxL−1SA)µt(dx)
]
.
(13)
Now a straightforward computation using a discrete Taylor-type expansion as in
[22] shows that
Dx fB(SA) = fB(SA +DxSA)− fB(SA)
=
DxSA∑
k=1
( fB(SA + k)− fB(SA + k− 1))
=
DxSA∑
k=1
∆ fB(SA + k− 1)
= ∆ fB(SA)DxSA +
DxSA∑
k=2
(
∆ fB(SA + k− 1)−∆ fB(SA)
)
.
Together with (11), we obtain that∣∣∣∣DxSA∑
k=2
(
∆ fB(SA + k− 1)−∆ fB(SA)
)∣∣∣∣≤ 2‖∆ fB‖∞ max{0,DxSA− 1}
≤ 2ε1,A max{0,DxSA− 1}
with
ε1,A := min
{
1, 1
sA
}
.
Hence, we have
Dx fB(SA) = ∆ fB(SA)DxSA +Rx,
where the remainder term satisfies |Rx| ≤ 2ε1,A max{0,DxSA − 1}. Together with
(13) and −DxL−1SA ≥ 0, which follows from Lemma 3, we obtain that
|P(SA ∈ B)−P(YA ∈ B)|
≤
∣∣E[sA∆ fB(SA)−∆ fB(SA)∫
X
DxSA(−DxL−1SA)µt(dx)
]∣∣
+ 2ε1,A
∫
X
E[max{0,DxSA− 1}(−DxL−1SA)]µt(dx) .
(14)
It follows from Lemma 2 and Lemma 3 that
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E
[
∆ fB(SA)
∫
X
DxSA(−DxL−1SA)µt(dx)
]
= E
[
∆ fB(SA(ηt ))
∫
X
(
k ∑
(x1,...,xk−1)∈ηk−1t, 6=
h(x,x1, . . . ,xk−1)
)
×
( k
∑
ℓ=1
∑
(x1,...,xℓ−1)∈ηℓ−1t, 6=
hℓ(x,x1, . . . ,xℓ−1)
)
µt(dx)
]
.
Consequently, we can deduce from Lemma 1 that
E
[
∆ fB(SA)
∫
X
DxSA(−DxL−1SA)µt(dx)
]
= k
k
∑
ℓ=1
∑
σ∈Π(k−1,ℓ−1)
∫
X|σ |+1
E
[
∆ fB(SA(ηt +
|σ |
∑
i=1
δxi))](
h(x, ·)⊗ hℓ(x, ·)
)
σ (x1, . . . ,x|σ |)µ
|σ |+1
t (d(x,x1, . . . ,x|σ |)) .
For the particular choice ℓ= k and |σ |= k− 1 we have
∫
X|σ |+1
E
[
∆ fB(SA(ηt +
|σ |
∑
i=1
δxi))]
(
h(x, ·)⊗ hℓ(x, ·)
)
σ (x1, . . . ,x|σ |)
µ |σ |+1t (d(x,x1, . . . ,x|σ |))
=
1
k!
∫
Xk
E
[
∆ fB(SA(ηt +
k−1
∑
i=1
δxi))]h(x1, . . . ,xk)µkt (d(x1, . . . ,xk))
=
1
k!
∫
Xk
E
[
∆ fB(SA(ηt +
k−1
∑
i=1
δxi))−∆ fB(SA(ηt))]h(x1, . . . ,xk)µkt (d(x1, . . . ,xk))
+
1
k!
∫
Xk
E
[
∆ fB(SA(ηt ))]h(x1, . . . ,xk)µkt (d(x1, . . . ,xk))
=
1
k!
∫
Xk
E
[
∆ fB(SA(ηt +
k−1
∑
i=1
δxi))−∆ fB(SA(ηt))]h(x1, . . . ,xk)µkt (d(x1, . . . ,xk))
+
1
k!E
[
∆ fB(SA)]sA .
Since there are (k− 1)! partitions σ ∈ Π(k− 1,k− 1) with |σ | = k− 1, we obtain
that
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X
DxSA(−DxL−1SA)µt(dx)
]∣∣
≤ k
k
∑
ℓ=1
∑
σ∈Π6=(k−1,ℓ−1)
∫
X|σ |+1
|E
[
∆ fB(SA(ηt +
|σ |
∑
i=1
δxi))] |
(
h(x, ·)⊗ hℓ(x, ·)
)
σ (x1, . . . ,x|σ |)µ
|σ |+1
t (d(x,x1, . . . ,x|σ |))
+
∫
Xk
∣∣E[∆ fB(SA(ηt + k−1∑
i=1
δxi))−∆ fB(SA(ηt))]
∣∣h(x1, . . . ,xk)µkt (d(x1, . . . ,xk)) .
Now (11) and the definition of ρA imply that, for ℓ ∈ {1, . . . ,k},
∑
σ∈Π6=(k−1,ℓ−1)
∫
X|σ |+1
|E
[
∆ fB(SA(ηt +
|σ |
∑
i=1
δxi))] |
(
h(x, ·)⊗ hℓ(x, ·)
)
σ (x1, . . . ,x|σ |)µ
|σ |+1
t (d(x,x1, . . . ,x|σ |))
≤ ε1,A |Π 6=(k− 1, ℓ− 1)|ρA .
Hence, the first summand above is bounded by
kε1,A
k
∑
ℓ=1
|Π 6=(k− 1, ℓ− 1)|ρA .
By (11) we see that
∣∣E[∆ fB(SA(ηt + k−1∑
i=1
δxi))−∆ fB(SA(ηt))]
∣∣≤ 2ε1,AE[SA(ηt + k−1∑
i=1
δxi)− SA(ηt)] ,
and the multivariate Mecke formula for Poisson point processes (see [19]) leads to
E[SA(ηt +
k−1
∑
i=1
δxi))− SA(ηt)]
= ∑
/0 6=I⊂{1,...,k−1}
k!
(k−|I|)! E ∑
(y1,...,yk−|I|)∈η
k−|I|
t, 6=
h(xI,y1, . . . ,yk−|I|)
= ∑
/0 6=I⊂{1,...,k−1}
k!
(k−|I|)! h|I|(xI) ,
where for a subset I = {i1, . . . , i j} ⊂ {1, . . . ,k−1} we use the shorthand notation xI
for (xi1 , . . . ,xi j ). Hence,
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Xk
∣∣E[∆ fB(SA(ηt + k−1∑
i=1
δxi))−∆ fB(SA(ηt))]
∣∣h(x1, . . . ,xk)µkt (d(x1, . . . ,xk))
≤ 2ε1,A
∫
Xk
∑
/0 6=I⊂{1,...,k−1}
h|I|(xI)
k!
(k−|I|)! h(x1, . . . ,xk)µ
k
t (d(x1, . . . ,xk))
≤ 2ε1,A k!(2k−1− 1)ρA .
This implies that∣∣E[sA∆ fB(SA)−∆ fB(SA)∫
X
DxSA(−DxL−1SA)µt (dx)
]∣∣
≤ ε1,A
(
k
k
∑
ℓ=1
|Π 6=(k− 1, ℓ− 1)|+ 2k!(2k−1− 1)
)
ρA =: C1 ε1,AρA .
(15)
For the second term in (14) we have
2
∫
X
E[max{0,DxSA− 1}(−DxL−1SA)]µt(dx)
≤
2
k
∫
X
E[max{0,DxSA− 1}DxSA]µt(dx)
+ 2
∫
X
E[max{0,DxSA− 1} |DxL−1SA +DxSA/k|]µt(dx)
≤
2
k
∫
X
E[(DxSA− 1)DxSA]µt(dx)
+ 2
∫
X
E[
√
DxSA(DxSA− 1) |DxL−1SA +DxSA/k|]µt(dx)
≤ 3
∫
X
E[(DxSA− 1)DxSA]µt(dx)+
∫
X
E[|DxL−1SA +DxSA/k|2]µt(dx) .
It follows from Lemma 2 and Lemma 1 that∫
X
E[(DxSA− 1)DxSA]µt(dx)
=
∫
X
k2 ∑
σ∈Π(k−1,k−1)
∫
X|σ |
(h(x, ·)⊗ h(x, ·))σ dµ |σ |t µt(dx)− k
∫
Xk
hdµkt .
Since there are (k− 1)! partitions with |σ |= k− 1 and for each of them
(h(x, ·)⊗ h(x, ·))σ (x1, . . . ,x|σ |) =
1
k!h(x,x1, . . . ,x|σ |) ,
this leads to
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X
E[(DxSA− 1)DxSA]µt(dx)
= k2 ∑
σ∈Π6=(k−1,k−1)
∫
X
∫
X|σ |
(h(x, ·)⊗ h(x, ·))σ dµ |σ |t µt(dx)
≤ k2|Π 6=(k− 1,k− 1)|ρA .
Lemma 2 and Lemma 3 imply that
DxL−1SA +DxSA/k =−
k−1
∑
ℓ=1
∑
(x1,...,xℓ−1)∈ηℓ−1t, 6=
hℓ(x,x1, . . . ,xℓ−1)
so that Lemma 1 yields∫
X
E[|DxL−1SA +DxSA/k|2]µt(dx)
=
∫
X
k−1
∑
i, j=1
∑
σ∈Π(i−1, j−1)
∫
X|σ |
(hi(x, ·)⊗ h j(x, ·))σ dµ |σ |t µt(dx)
≤
k−1
∑
i, j=1
|Π(i− 1, j− 1)|ρA .
From the previous estimates, we can deduce that
2ε1,A
∫
X
E[max{0,DxSA− 1}(−DxL−1SA)]µt(dx)
≤ ε1
(
3k2|Π 6=(k− 1,k− 1)|+
k−1
∑
i, j=1
|Π(i− 1, j− 1)|
)
ρA =: C2 ε1,AρA .
(16)
Combining (14) with (15) and (16) shows that
dTV (SA,Y )≤ |sA− s|+(C1 +C2)ε1,AρA ,
which concludes the proof. 
Remark 12. As already discussed in the introduction, the proof of Proposition 1 –
the main tool for the proof of Theorem 1 – is different from that given in [30].
One of the differences is Lemma 3, which provides an explicit representation for
−DxL−1SA based on Mehler’s formula. We took considerable advantage of this in
the proof of Proposition 1 and remark that the proof of the corresponding result in
[30] uses the chaotic decomposition of U-statistics and the product formula for mul-
tiple stochastic integrals (see [19]). Another difference is that our proof here does
not make use of the estimates established by the Malliavin-Chen-Stein method in
[22]. Instead, we directly manipulate the Chen-Stein equation for Poisson approxi-
mation and this way improve the rate of convergence compared to [30]. A different
method to show Theorem 1 and Theorem 2 is the content of the recent paper [8].
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4.3 Poisson approximation of classical U-statistics
In this section we consider U-statistics based on a binomial point process ζn defined
as
SA =
1
k! ∑
(x1,...,xk)∈ζ kn, 6=
1{ f (x1, . . . ,xk) ∈ A} ,
where f is as in Section 2 and A ⊂ R is bounded and measurable. Recall that in the
context of a binomial point process ζn we assume that µ(X) = 1. Denote as in the
previous section by sA := E[SA] the expectation of SA. Notice that
sA = (n)k
∫
Xk
h(x1, . . . ,xk)µk(d(x1, . . . ,xk)) (17)
with h(x1 . . . ,xk) = (k!)−11{ f (x1, . . . ,xk) ∈ A}.
Proposition 2. Let SA be as above and let Y be a Poisson distributed random vari-
able with mean s > 0 and define
ρA := max
1≤ℓ≤k−1
(n)2k−ℓ
∫
Xℓ
(∫
Xk−ℓ
h(x1, . . .
. . . ,xk)µk−ℓ(d(xℓ+1, . . . ,xk))
)2
µℓ(d(x1, . . . ,xℓ)) .
Then there is a constant C ≥ 1 only depending on k such that
dTV (SA,Y )≤ |sA− s|+C min
{
1, 1
sA
}(
ρA +
s2A
n
)
.
Proof. By the same arguments as at the beginning of the proof of Proposition 1 it is
sufficient to assume that s = sA in what follows. To simplify the presentation we put
N := {I ⊂ {1, . . . ,n} : |I|= k} and re-write SA as
SA = ∑
I∈N
1{ f (XI) ∈ A} ,
where X1, . . . ,Xn are i.i.d. random elements in X with distribution µ and where XI
is shorthand for (Xi1 , . . . ,Xik) if I = {i1, . . . , ik}. In this situation it follows from
Theorem 2 in [1] that
dTV (S,Y )≤min
{
1, 1
sA
}
∑
I∈N
(
P( f (XI) ∈ A)2 +
k−1
∑
r=1
∑
J∈N
|I∩J|=r
P( f (XI) ∈ A)P( f (XJ) ∈ A)
)
+min
{
1,
1
sA
}
∑
I∈N
k−1
∑
r=1
∑
J∈N
|I∩J|=r
P( f (XI) ∈ A, f (XJ) ∈ A) .
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Since sA = E[SA] = (n)kk! P( f (X1, . . . ,Xk) ∈ A), we have that
∑
I∈N
(
P( f (XI) ∈ A)2 +
k−1
∑
r=1
∑
J∈N
|I∩J|=r
P( f (XI) ∈ A)P( f (XJ) ∈ A)
)
=
(n)k
k!
(( k!
(n)k
sA
)2
+
k−1
∑
r=1
∑
J∈N
|I∩J|=r
( k!
(n)k
sA
)2)
=
k!
(n)k
s2A
(
1+
k−1
∑
r=1
(
k
r
)(
n− k
k− r
))
≤
k!
(n)k
s2A 2k(n− 1)k−1
≤
2kk!s2A
n
.
For the second term we find that
∑
I∈N
k−1
∑
r=1
∑
J∈N
|I∩J|=r
P( f (XI) ∈ A, f (XJ) ∈ A)
=
(n)k
k!
k−1
∑
r=1
(
k
r
)(
n− k
k− r
)
P( f (X1, . . . ,Xk) ∈ A, f (X1, . . . ,Xr,Xk+1, . . . ,X2k−r) ∈ A)
≤
(n)k
k!
k−1
∑
r=1
(
k
r
)(
n− k
k− r
)
(k!)2
(n)2k−r
ρA
≤ 2kk!ρA .
Putting C := 2kk! proves the claim. 
4.4 Proofs of Theorem 1 and 2 and Corollary 1 and 2
Proof (of Theorem 1). We define the set classes
I = {I = (a,b] : a,b ∈ R,a < b}
and
V = {V =
n⋃
i=1
Ii : n ∈ N, Ii ∈ I, i = 1, . . . ,n}.
From [16, Theorem 16.29] it follows that (tγ ξt)t>0 converges in distribution to a
Poisson point process ξ with intensity measure ν if
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lim
t→∞
P(ξt(t−γV ) = 0) = P(ξ (V ) = 0) = exp(−ν(V )), V ∈V , (18)
and
lim
t→∞
P(ξt(t−γ I)> 1) = P(ξ (I)> 1) = 1− (1+ν(I))exp(−ν(I)), I ∈ I . (19)
Note that I ⊂ V and that every set V ∈ V can be represented in the form
V =
n⋃
i=1
(ai,bi] with a1 < b1 < .. . < an < bn and n ∈N .
For V ∈ V we define the Poisson U-statistic
SV,t =
1
k! ∑
(x1,...,xk)∈ηkt, 6=
1{ f (x1, . . . ,xk) ∈ t−γV} ,
which has expectation
E[SV,t ] =
1
k!E ∑
(x1,...,xk)∈ηkt, 6=
1{ f (x1, . . . ,xk) ∈ t−γV}
=
n
∑
i=1
1
k!E ∑
(x1,...,xk)∈ηkt, 6=
1{ f (x1, . . . ,xk) ∈ t−γ(ai,bi]}=
n
∑
i=1
αt (ai,bi).
Since ξ (V ) is Poisson distributed with mean ν(V ) =∑ni=1 ν((ai,bi]), it follows from
Proposition 1 that
dTV (SV,t ,ξ (V ))≤
∣∣∣∣ n∑
i=1
αt(ai,bi)−
n
∑
i=1
ν((ai,bi])
∣∣∣∣+C rt(ymax)
with ymax := max{|a1|, |bn|} and C ≥ 1. Now, assumptions (2) and (3) yield that
lim
t→∞
dTV (SV,t ,ξ (V )) = 0 .
Consequently, the conditions (18) and (19) are satisfied so that (tγξt)t>0 converges
in distribution to ξ . Choosing V = (0,y] and using the fact that tγM(m)t > y is equiv-
alent to S(0,y],t < m lead to the first inequality in Theorem 1. The second one follows
analogously from V = (−y,0] and by using the equivalence of tγM(−m)t ≥ y and
S(−y,0],t < m. 
Proof (of Corollary 1). Theorem 1 with ν defined as in (5) yields the assertions of
Corollary 1. 
Proof (of Theorem 2 and Corollary 2). Since the proofs are similar to those of The-
orem 1 and Corollary 1, we skip the details. 
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