Abstract-Epilepsy is one of the most common neurological disorders that greatly impair patients' daily lives. A classifier for automated epileptic EEG detection and patient monitoring can be very important for epilepsy diagnosis and patients' quality of life, especially for rural areas and developing countries where medical resources are limited. This paper describes our development of an accurate and fast EEG classifier that can differentiate the EEG data of healthy people from that of epileptic patients, and also detect patients' status (i.e., interictal vs. ictal). We deployed Probabilistic Neural Network (PNN) and fed it with 38 features extracted from the EEG data. The resulting PNN EEG classifier achieves an impressive accuracy greater than 96% as indicated by cross-validation. This prototype classifier is therefore suitable for automated epilepsy detection/diagnosis and seizure monitoring. It may even facilitate seizure prediction.
I. INTRODUCTION

E
PILEPSY is a chronic disorder characterized by recurrent seizures, which may vary from muscle jerks to severe convulsions [1] . Estimated 1% of world population suffers from epilepsy [2] , while 85% of them live in the developing countries [3] [4] . About 10% of the US population will experience a seizure in their lifetime, and 2.7 million Americans suffer from epilepsy and seizures [5] . If proper treatments are provided, about 75% of epilepsy patients can lead normal lives [5] . However, very unfortunately, 50-75% of the epilepsy patients in the world receive no treatment due to the lack of medical resources and social stigma [4] .
EEG (Electroencephalography) is routinely used clinically to diagnose, monitor, and manage different types of epilepsy and to localize foci in the brain that cause epilepsy [6] . Longterm EEG monitoring can provide 90% positive diagnostic information [6] . EEG can also be used to detect interictal activity and localize the regions that generate interictal and ictal activity [7] .
There have been various reports that used EEG to determine brain behaviors [8] , such as Brain Computer Interface (BCI) [9] and seizure detection [10] . Ref. [11] compared several classifiers in BCI and their performance on detecting imagined movements of left or right hand, and Ref. [12] also addressed a similar topic. Ref. [13] recognized relaxation and imagination in hypnosis and normal states, while Ref. [14] classified the arousal, waking or drowsiness states under auditory stimuli. Ref. [15] flexions of index finger, and movements of proximal arm (shoulder) and distal arm (finger). ICA (independent component analysis) and PCA (principal component analysis) were used to classify imagination to movements toward left, right, up and down directions [16] [17] . HMMs (Hidden Markov Model) were applied in [18] to classify EEG signals from normal and alcoholic people. A portable scalp-EEG acquisition and wireless transmitting system prototype has been developed and clinically tested [19] . However, accurate and high-speed EEG pattern classifiers for epilepsy diagnosis and real-time monitoring with low false alarm rate (<10%) still need to be developed.
This paper introduces a fast and accurate approach to differentiating healthy people's EEG from epileptic patients' EEG, and also to detect patients' ictal or interictal status with over 96% accuracy. When accompanied with a low-cost EEGhardware system, our method can eventually be very useful to people in rural areas and developing countries to assist proper epilepsy diagnosis, treatment and timely intervention (e.g., wireless acute point-of-care).
In this paper, we will focus on discussing the methodology for developing our intelligent EEG classifier. All features are extracted from the EEG segments automatically. We chose to implement the classifier using a Probabilistic Neural Network (PNN) due to its fast speed, accuracy, simple structure and robustness [20] - [22] . Fig. 1 shows the flow diagram of our proposed scheme.
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Obtain EEG segments II. DATA DESCRIPTION In our experiment, we use the data from Klinik für Epileptologie, Universität Bonn, German [3] . It consists of five sets, each containing 100 single-channel EEG segments. Each segment has 4096 sampling points over 23.6 seconds. Note that artifacts, e.g., due to hand or eye movements, have been manually removed by the creators of the data. Data in sets A and B is extracranial EEG from healthy volunteers with eyes open and eyes closed respectively. Sets C and D are intracranial data over interictal period while Set E over ictal period. Segments in D are from within the epileptogenic zone, and those in C from the hippocampal formation of the opposite hemisphere of the brain. All EEG signals were sampled at a sampling rate of 173.61Hz. Refer to [3] for detailed information of the data. The data was filtered by a low-pass filter of cutoff frequency 40Hz. 
III. FEATURE EXTRACTION
A. Power Spectrum Features
To a time series
and N = 4096 in this paper. We noted a clear difference that the ictal EEG has more power components in the higher frequency region (>14Hz) while non-ictal EEG are mostly below 14Hz; this point is also described in [23] . From Fig. 2 , it can be clearly seen that the central frequencies of peaks of different EEG signals lie in different regions.
From 2-32Hz, signal energy is evaluated in a step of 2Hz. The energy in each 2Hz bin and its ratio to the power in the entire 2-32Hz band are evaluated. The 2-32Hz band covers some EEG abnormalities unique to epilepsy [24] , such as 3Hz and 6Hz spike waves [25] . 
B. Petrosian Fractal Dimension (PFD)
PFD is defined as:
where N is the length of the sequence and N δ is the number of sign changes in the signal derivative [26] . According to Fig. 3(a) , PFD distributions are highly concentrated within each class and with no overlap among the data for each class. Therefore, all classes can be clearly distinguished using PFD. 
C. Higuchi Fractal Dimension (HFD)
Higuchi's algorithm [27] constructs k new series from the original series
where m = 1, 2, · · · , k.
For each time series constructed from (1), the length
k This procedure repeats k max times for each k from 1 to k max , then uses a least-square method to determine the slope of the line that best fits the curve of ln(L(k)) versus ln(1/k). The slope is the Higuchi Fractal Dimension. Fig. 3(b) indicates HFD data is also densely clustered within each class and there is a small overlap between classes C and E. HFD, therefore, is a good feature to characterize classes A, B and E.
D. Hjorth Parameters
To a time series x 1 , x 2 , · · · , x N , the Hjorth mobility and complexity [28] are respectively defined as M 2/T P and
2 /N and d i = x i − x i−1 . According to Fig. 4 , Hjorth Mobility also has a tight distribution within each class. Classes C and D have the lowest mobility, which separates them from the rest.
E. Means and standard deviations
EEG signals from different conditions have different amplitudes. For example, the amplitude of normal activities ranges around 100µV while the ictal EEG ranges around 1000µV. Means and standard deviations of both original data and the absolute values of EEG are evaluated. IV. PROBABILISTIC NEURAL NETWORK An AI-based classifier is essentially a mapping f : R m → Z n from the feature space to the discrete class space. An Artificial Neural Network (ANN) implements such a mapping by using a group of interconnected artificial neurons simulating human brain. An ANN can be trained to achieve expected classification results against the input and output information stream, so there is no need to provide a specified classification algorithm. PNN is one kind of distance-based ANNs [22] . Our PNN has three layers: the Input Layer, the Radial Basis Layer which evaluates distances between input vector and rows in weight matrix, and the Competitive Layer which determines the class with maximum probability to be correct. The network structure is illustrated in Fig. 5 , using symbols and notations in [29] . Dimensions of arrays are marked under their names. 
A. Radial Basis Layer
In Radial Basis Layer, the vector distances between input vector p and the weight vector made of each row of weight matrix W are calculated. Here, the vector distance is defined as the dot product between two vectors [20] . The dot product between p and the i-th row of W produces the i-th element of the distance vector matrix, denoted as ||W − p||. The bias vector b is then combined with ||W − p|| by an elementby-element multiplication, represented as "·×" in Fig. 5 . The result is denoted as n = ||W − p|| · ×b.
The transfer function in PNN has built into a distance criterion with respect to a center. In this paper, we define it as
Each element of n is substituted into (2) and produces corresponding element of a, the output vector of Radial Basis Layer. We can represent the i-th element of a as
where W i is the i-th row of W and b i is the i-th element of bias vector b.
1) Radial Basis Layer Weights:
Each row of W is the feature vector of one trainging sample. The number of rows equals to the number of training samples.
2) Radial Basis Layer Biases: All biases in radial basis layer are set to √ ln 0.5/s resulting in radial basis functions that cross 0.5 at weighted inputs of ±s, where s is the spread constant of PNN. In this paper, s is set to 0.2 based on our past experience.
B. Competitive Layer
There is no bias in Competitive Layer. In this layer, the vector a is first multiplied by layer weight matrix M, producing an output vector d. The competitive function C produces a 1 corresponding to the largest element of d, and 0's elsewhere. The index of the 1 is the class of the EEG segment. M is set to K × Q matrix of Q target class vectors. If the i-th sample in training set is of class j, then we have a 1 on the j-th row of i-th column of M.
V. RESULTS AND DISCUSSIONS
To study the feasibility of automated epilepsy diagnosis, seizure monitoring and focus localization, we designed three major experiments to test the ability of our approach to seperate: (1) interictal EEG and normal EEG; (2) ictal EEG and interictal EEG; and (3) interictal EEG sampled from epileptogenic zone and interictal EEG sampled from opposite hemisphere. For each test, we did cross-validation where 90% samples were randomly selected as training set and the rest as testing set. Our algorithm is implemented using the MATLAB Neural Network Toolbox. The data we use in this work is frequently used in the study of epileptic EEG signal [3] [30] . We notice that data from healthy people is extracranial while that from the patients is intracranial. However, we do not expect the classifier's accuracy would be greatly affected if the patients' data were extracranial. Our ongoing work focuses on the following aspects. To overcome the lack of extracranial data in the public domain, we have just collected the extracranial EEG from both healthy people and epileptic patients. Since the noise in the current data we use has been removed by its creators manually, we will develop methods to automatically filter the noise in the data. With the new data set, we will evaluate the effectiveness of our approach and improve it. Furthermore, we are targeting our classifier to not only be able to separate the Petit mal seizure (or absence seizure) from the more serious Grand mal seizure, but also can differentiate all of the "normal variants" that are not considered epileptiform in general [25] [31] . Our work on differential diagnosis of various types of epilepsy and foci localization are targeted to be published later.
