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ON THE THEORY OF NORMALIZED SHINTANI L-FUNCTION
AND ITS APPLICATION TO HECKE L-FUNCTION
MINORU HIROSE
Abstract. We define the class of normalized Shintani L-functions of several
variables. Unlike Shintani zeta functions, the normalized Shintani L-function
is a holomorphic function. Moreover it satisfies a good functional equation.
We show that any Hecke L-function of a totally real field can be expressed as
a diagonal part of some normalized Shintani L-function of several variables.
This gives a good several variables generalization of a Hecke L-function of a
totally real field. This also gives a new proof of the functional equation of the
Hecke L-function of a totally real field.
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1. Introduction
The study of the leading term of the Taylor expansion of a Hecke L-function
is one of the important problems in number theory. For a number field K and a
This work was supported by JSPS Grant-in-Aid for Scientific Research Number 23·1733.
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Hecke character χ of K, the Hecke L-function L(s, χ) is defined by
L(s, χ) =
∑
I
χ(I)
N(I)s
where I runs through all nonzero ideals of OK and N(I) is the norm of I. In this
paper, we deal only with Hecke L-functions of totally real fields.
In this paper, we will consider a generalization to several variables of the Hecke
L-function. Let K be a totally real field of degree n, and let χ be a Hecke character
of K. For simplicity, in this introduction, we assume that the class number of K is
equal to 1 and that χ is finite order. Let (ρµ)
n
µ=1 be the tuple of all the embeddings
of K to R. Since the norm of a principal ideal (x) is equal to the absolute value of∏
µ ρµ(x), L(s, χ) can be written as follows:
(1.1) L(s, χ) =
∑
x∈(OK−{0})/O×K
χ(x)
n∏
µ=1
|ρµ(x)|−s.
As a generalization of (1.1), we may consider a Hecke L-function of several variables
as follows:
L((s1, . . . , sn), χ) =
∑
x∈(OK−{0})/O×K
χ(x)
n∏
µ=1
|ρµ(x)|−sµ .
(Note that this sum depends on the choice of the representative x.) The main
theorem of this paper is an extension of this idea. Let ∞1, . . . ,∞n be the infinite
places of K corresponding to ρ1, . . . , ρn respectively. For 1 ≤ µ ≤ n, we set
σ(µ) =
{
0 χ is unramified at ∞µ
1 χ is ramified at ∞µ.
For m ∈ Z, we set km = #{1 ≤ µ ≤ n | σ(µ) ≡ m (mod 2)}. Note that
L(s, χ)(s − m)−km is holomorphic for any non-positive integer m. Let us state
the main theorem of this paper.
Theorem. There is a natural way to construct holomorphic function F : Cn → C
of several variables which satisfies the following conditions:
(1) There exist prime ideals p, q of K such that
F (s, . . . , s) = L(s, χ)(1− χ(p)N(p)1−s)(1 − χ(q)N(q)−s) (s ∈ C).
(2) F (s1, . . . , sn) has a functional equation.
(3) F (s1, . . . , sn) has zeros at sµ−m for all 1 ≤ µ ≤ n and non-positive integers
m such that m ≡ σ(µ) (mod 2).
See Theorem 4.13 for the precise statement. There are four purposes of this paper.
The first is to establish a theory of normalized Shintani L-functions. The second
is to construct F (s1, . . . , sn) by normalized Shintani L-functions. The third is
to regard the functional equation of a Hecke L-function as a special case of the
functional equation of the normalized Shintani L-function. The fourth is to give a
theory of fans, which will be used for these purposes.
In this introduction, we give a rough sketch of the construction of F (s1, . . . , sn).
Firstly we recall the construction of the Hecke L-function by means of Shintani
zeta functions, which was done by Shintani [6]. Next, we explain the construction
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of the Hecke L-function by means of Shintani L-functions. Finally, we explain the
construction of the Hecke L-function by means of normalized Shintani L-function.
We believe that the Shintani L-function is more useful than the Shintani zeta func-
tion, and that the normalized Shintani L-function is more useful than the Shintani
L-function.
One of our motivations is the Shintani formula. By using a Hecke L-function
of several variables, we can decompose the derivatives of a Hecke L-function. If
L((s1, . . . , sn)) is holomorphic at (s1, . . . , sn) ∈ (0, . . . , 0), then we have
(1.2) c =
n∑
µ=1
c(µ)
where
c =
∂
∂s
L((s, . . . , s), χ)|s=0
c(1) =
∂
∂s
L((s, 0, . . . , 0), χ)|s=0
...
c(n) =
∂
∂s
L((0, . . . , 0, s), χ)|s=0.
Such a decomposition is called a Shintani formula and becomes more and more
important recently. In some cases, the values c(µ) has more detailed information
than c ([5],[8]). They discussed the Shintani formula in [5] or [8], although an L-
function of several variables did not appear explicitly. The equation (1.2) does not
necessarily hold if L((s1, . . . , sn), χ) is not holomorphic at s = (0, . . . , 0). Therefore,
it is desirable to construct L((s1, . . . , sn)) by holomorphic functions.
The Shintani zeta function has historically been used to constructL((s1, . . . , sn), χ).
The Shintani zeta function was introduced by Shintani [6] for the application to
the Hecke L-function. The Shintani zeta function is defined by the Dirichlet series
ζn,r(s, A,x) =
∞∑
m1,...,mr=0
n∏
ν=1
1
(aν1(x1 +m1) + · · ·+ aνr(xr +mr))sν
where A = (aνµ)1≤ν≤n,1≤µ≤r with aνµ > 0 (1 ≤ ν, µ ≤ n), x = (x1, . . . , xr) ∈
Rn>0, s = (s1, . . . , sn) ∈ {s ∈ C | ℜ(s) > r/n}n. ζn,r(s, A,x) is meromorphically
continued to the whole s ∈ Cn. We give an example to explain how to use the
Shintani zeta function for the construction of L((s1, . . . , sn), χ). Let us consider
the case where K = Q(
√
2) and χ = 1. Let us consider the three sets
X1 = {(m1 + 1) + (m2 + 1)(3 + 2
√
2) | m1 ≥ 0,m2 ≥ 0},
X2 = {(m1 + 1
2
) + (m2 +
1
2
)(3 + 2
√
2) | m1 ≥ 0,m2 ≥ 0},
X3 = {(m1 + 1) | m1 ≥ 0}.
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Since OK − {0} =
⊔
ǫ∈O×
K
ǫ(X1 ⊔X2 ⊔X3), we have
L((s1, s2), χ) =
3∑
j=1
∑
x∈Xj
2∏
µ=1
ρµ(x)
−sµ
=ζ2,2(s,
(
1 3 + 2
√
2
1 3− 2√2
)
, (1, 1)) + ζ2,2(s,
(
1 3 + 2
√
2
1 3− 2√2
)
, (
1
2
,
1
2
))
+ ζ2,1(s,
(
1
1
)
, (1)).
However, the Shintani zeta function is not regular at s = (0, . . . , 0), and the equa-
tion (1.2) does not hold anymore. For the first derivatives, one obtains a correct
formula by adding an elementary correction term. However, for the higher deriva-
tives, it seems difficult to obtain such an elementary expression of the correction
term.
In [4], Sato and the author studied the Shintani L-functions. The Shintani L-
function is defined by the Dirichlet series
(1.3) L(s, A,x,y) =
∞∑
m1,m2,··· ,mn=0
e2πi(m1y1+···+mnyn)∏
1≤ν≤n(
∑
1≤µ≤n aνµ(xµ +mµ))sν
where x = (xµ)
n
µ=1 ∈ (0, 1)n, y = (yµ)nµ=1 ∈ (0, 1)n, s = (sµ)nµ=1 ∈ {s | ℜ(s) > 0}n,
A = (aνµ)1≤ν,µ≤n ∈ GLn (R) with aνµ > 0 (1 ≤ ν, µ ≤ n). Here (0, 1) is the
open interval. What is different from the Shintani zeta functions is the numerator
e2πi(m1y1+···+mnyn) and the condition n = r, x,y ∈ (0, 1)n. Note that excluded
(singular) case when y = 0, L(s, A,x,y) reduces to the Shintani zeta function
ζn,n(s, A,x).
The Shintani L-function is analytically continued to the whole Cn as a holo-
morphic function. This is one of the most important properties of the Shintani
L-function. The Shintani zeta function does not have this property. Since the
Shintani L-function is holomorphic for all s ∈ Cn, if we can express the Hecke L-
function by the Shintani L-functions, we can get a formula (1.2) without correction
terms and also a formula for higher derivatives.
In this paper, we use a slightly different definition of the Shintani L-function.
Let V be an n-dimensional vector space over Q. Let S(V ) denote the set of all
functions Φ : V → C which have the following properties:
• There exists Z-lattice L ⊂ V such that Φ(x) = 0 for all x /∈ L.
• There exists Z-lattice L ⊂ V such that Φ(x + w) = Φ(x) for all x ∈ V ,
w ∈ L.
The symbol S(V ) is used only in this section. Let u1, . . . , un ∈ V be a basis of V .
We call the symbol Λ(u1, . . . , un) a cone. We say that Φ ∈ S(V ) is regular with
respect to Λ(u1, . . . , un) if it satisfies the following conditions:
(1) Φ(t1u1 + · · ·+ tnun) = 0 for all t1, . . . , tn ∈ Q such that 0 ∈ {t1, . . . , tn}.
(2) limm→∞ 1m
∑
0<x<m Φ(v + ux) = 0 for all v ∈ V and u ∈ {u1, . . . , un}.
Very roughly speaking, the condition (1) and (2) corresponds to the condition
x ∈ (0, 1)n and y ∈ (0, 1)n in (1.3) respectively. Let Φ ∈ S(V ) be a function which
is regular with respect to Λ(u1, . . . , un). Let ρ = (ρµ)
n
µ=1 : V ⊗ R → Rn be an
isomorphism. Assume that
(1.4) ρ(u1), . . . , ρ(un) ∈ (R>0)n.
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Then L(s,Φ,Λ(u1, . . . , un), ρ) is defined by
L(s,Φ,Λ(u1, . . . , un), ρ) =
∑
v∈C(u1,...,un)
Φ(v)
n∏
µ=1
ρµ(v)
−sµ
where C(u1, . . . , un) = {t1u1 + · · · + tnun | t1, . . . , tn ∈ Q>0} and s = (sµ)nµ=1 ∈
{s | ℜ(s) > 0}n. The function L(s,Φ,Λ(u1, . . . , un), ρ) is analytically continued to
the whole s ∈ Cn as a holomorphic function.
In some cases we can express a Hecke L-function by a sum of Shintani L-functions
directly.
Example 1.1. Let K = Q(
√
2) be a totally real field and χ a Hecke character of
K defined by χ = χfχ∞ where
χf ((x)) =
{
1 x ≡ 1 (mod 2)
−1 x ≡ 1 +√2 (mod 2),
χ∞((x)) =
ρ1(x)
|ρ1(x)|
ρ2(x)
|ρ2(x)| .
We define Φ ∈ S(K) by letting
Φ(x) =
{
χf (x) x ∈ OK \
(√
2OK
)
0 otherwise.
Then Φ is regular with respect to Λ(2 +
√
2, 2 − √2). We define an isomorphism
ρ = (ρ1, ρ2) : K ⊗ R → R2 by ρ1(a + b
√
2) = a + b
√
2 and ρ2(a+ b
√
2) = a− b√2
for a, b ∈ Q. We can express L(s, χ) by a Shintani L-function as follows:
L(s, χ) = L((s, s),Φ,Λ(2 +
√
2, 2−
√
2), ρ).
However, in general, we cannot express a Hecke L-function by a sum of Shintani
L-functions directly. For example, let K be a totally real field and χ = 1 be a trivial
Hecke character of K. Then we cannot express the Hecke L-function L(s, χ) by a
sum of Shintani L-functions directly. The condition χ = 1 is not crucial. There
are many examples of K and χ 6= 1 such that L(s, χ) cannot be a sum of Shintani
L-functions in this way.
In general, to express a Hecke L-function by a sum of Shintani L-functions, we
need a process which we call a regularization. Let us explain this process by an
example. Let K = Q(
√
2). Let χ = 1 be a trivial Hecke character of K. In this
case, we cannot express L(s, χ) by Shintani L-functions directly. For a fractional
ideal b of K, we define Φb ∈ S(K) by
Φb(x) =
{
1 x ∈ b−1
0 otherwise.
Let p = (3 +
√
2) and q = (5 + 2
√
2) be prime ideals of K. We set
Φ = Φp − Φ1 −N(q)(Φpq−1 − Φq−1).
Then Φ is regular with respect to Λ(1, 3 + 2
√
2). Moreover we have
L(s,Φ,Λ(1, 3 + 2
√
2)) =
∑
x∈K×/O×K
Φ(x)N(x)−s
= L(s, χ)(N(p)s − 1)(1−N(q)1−s).
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In Section 4.2, we prove some results for this process.
Sato and the author introduced a normalized Shintani L-function in [4]. Let σ :
{1, . . . , n} → {0, 1} be any function. In Section 2, we will define L(s,Φ,Λ(u1, . . . , un), ρ)
without the assumption (1.4), and we will define normalized Shintani L-function
Lσ(s,Φ,Λ(u1, . . . , un), ρ) by∑
g=(gµ)nµ=1∈{±1}n
(
n∏
µ=1
g1−σ(µ)µ )L(s,Φ,Λ(u1, . . . , un), ρg)
where ρg : V → Rn is defined by ρg(x) = (g1ρ(x)1, . . . , gnρ(x)n). Note that
Lσ(s,Φ,Λ(u1, . . . , un), ρ) has no Dirichlet series expression for n ≥ 2. The normal-
ized Shintani L-function Lσ(s,Φ,Λ(u1, . . . , un), ρ) satisfies the following functional
equation (2.20):
Γσ(s)Lσ(s,Φ,Λ(u1, . . . , un), ρ) = iσΓσ(1− s)Lσ(s, Φˆ, ϕ(Λ(u1, . . . , un)), ρ∗).
The Fourier transform Φˆ ∈ S(V ∗), the dual cone ϕ(Λ(u1, . . . , un)), and the dual
embedding ρ∗ : V ∗ → Rn will be defined later. From the functional equation,
we can see that the normalized Shintani L-function Lσ(s,Φ,Λ(u1, . . . , un), ρ) has
trivial zeros. Let m1, . . . ,mn ∈ Z≤0 be non-positive integers such that σ(µ) ≡ mµ
(mod 2) for all 1 ≤ µ ≤ n. Then
L(s,Φ,Λ(u1, . . . , un), ρ)
n∏
µ=1
(sµ −mµ)−1
is holomorphic for all s ∈ Cn. Therefore it is desirable to express a Hecke L-function
by normalized Shintani L-functions.
Let us see how to associate a Hecke L-function with the normalized Shintani
L-function. This is not trivial since the normalized Shintani L-function has no
Dirichlet series expression. Let us consider the same situation as in Example 1.1.
We set ǫ = 1+
√
2, u1 = 2+
√
2, u2 = 2−
√
2. For g ∈ {±1}2, we set ρ(g1,g2)(x) =
(g1ρ1(x), g2ρ2(x)) and Kg = ρ
−1
g (R
2
>0). For s ∈ C, we set λs : K× → C by
λs(x) = Φ(x)N(x)
−s
We define cones (Λg)g∈{±1}2 by
Λ(1,1) = Λ(u1, u2)
Λ(1,−1) = Λ(ǫu2, ǫu1)
Λ(−1,1) = Λ(−ǫu2,−ǫu1)
Λ(−1,−1) = Λ(−u1,−u2).
Then we have
4L(s, χ) =
∑
x∈K×/EK
χ∞(x)λs(x)
=
∑
g∈{±1}2
g1g2
∑
x∈Kg/EK
Φ(x)N(x)−s
=
∑
g∈{±1}2
g1g2L((s, s),Φ,Λg, ρg).
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We have
L((s, s),Φ,Λ(1,−1), ρ(1,−1)) + L((s, s),Φ,Λ(1,1), ρ(1,−1))
=L((s, s),Φ,Λ(ǫu2, u2), ρ(1,−1))− L((s, s),Φ,Λ(ǫu1, u1), ρ(1,−1))
=0.
The last equation follows from the invariance of λs(x) under the action of EK . Note
that, L((s1, s2),Φ,Λ(1,−1), ρ(1,−1)) has a Dirichlet series expression, but, L((s1, s2),Φ,Λ(1,1), ρ(1,−1))
has no such a Dirichlet series expression. Similarly we have
(1.5) L((s, . . . , s),Φ,Λg, ρg) = g1g2L((s, . . . , s),Φ,Λ(1,1), ρg)
for all g ∈ {±1}2. Therefore we have
4L(s, χ) =
∑
g∈{±1}2
g1g2L((s, s),Φ,Λ(1,1), ρg)
=
∑
g∈{±1}2
L((s, s),Φ,Λ(1,1), ρg)
= Lσ((s, s),Φ,Λ(1,1), ρ)
where σ(1) = σ(2) = 1. If we set F (s1, s2) =
1
4L((s1, s2),Φ,Λ(1,1), ρ), then F (s1, s2)
has the following properties:
(1) F (s, s) = L(s, χ) for all s ∈ C.
(2) F (s1, s2) has a functional equation.
(3) F (s1, s2) has zeros along sµ −m = 0 for all negative odd integers m and
1 ≤ µ ≤ 2.
This is a special case of Theorem 4.13. Note that L((s1, s2),Φ,Λ(1,1), ρ) satisfies
the condition (1) but does not satisfy the condition (2).
The situation is more complicated for general K. To deal with those cases, we
introduce the notion of fans. Let Cm(K) be the free Z-module generated by the
symbols
Λ(a1, . . . , am) (a1, . . . , am ∈ K×).
We call Λ(a1, . . . , am) a cone, and an element of Cm(K) a fan. We define the
boundary homomorphism ∂m : Cm(K)→ Cm−1(K) by
∂mΛ(a1, . . . , am) =
m∑
j=1
(−1)j+1Λ(a1, . . . , aˆj , . . . , am).
We define In(K
×, EK) to be the submodule generated by
{Λ(ǫa1, . . . , ǫan)− Λ(a1, . . . , an) | ǫ ∈ Ek, a1, . . . , an ∈ K×}.
The key to the proof of 1.5 was the fact that Λg−g1g2Λ(1,1) ∈ I2(K×, EK)+ker∂2.
We will generalize this fact to the higher dimensional cases in Proposition 3.14.
We use Proposition 3.14 for the expression of the Hecke L-function by normalized
Shintani L-functions.
Since the normalized Shintani L-function has a functional equation, it is expected
that the functional equation of the Hecke L-function follows from that of the nor-
malized Shintani L-function. We give a new proof of the functional equation of the
Hecke L-function by this method in Section 4.6.
For this new proof, we need some results on the fans. We identify K and K∗ by
an inner product 〈x, y〉 = TrK/Q(xy) for x, y ∈ K, where TrK/Q is the field trace.
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For an n-dimensional cone Λ(a1, . . . , an) with a1, . . . , an ∈ K, we define the dual
cone ϕ(Λ(a1, . . . , an)) by Λ(b1, . . . , bn) where b1, . . . , bn ∈ K is the dual basis of
a1, . . . , an. We define the dual fan ϕ(
∑
µ cµΛµ) by
∑
µ cµϕ(Λµ). The dual fans are
important since they appear in the functional equations of the Shintani L-functions.
We define W ⊂ Cn(V ) to be the submodule generated by
{Λ(a1, . . . , an) | a1, . . . , an ∈ K×, a1, . . . , an are linearly dependent}.
In Section 3, we define the notion of a fundamental domain fan. Roughly speaking,
a fundamental domain fan is an element of Cn(K) which is equal to a certain
fundamental domain for (R>0)
n/EK modulo In(K
×, EK) +W + ker ∂n. We use a
fundamental domain fan for the expression of the Hecke L-function by a Shintani
L-function. Therefore we have to show that the dual fan of a fundamental domain
fan is also a fundamental domain fan. This is one of the main theorem of this paper
(Theorem 3.22). To prove this result, we treat fans abstractly and algebraically in
Section 3. Let us see an example of this result. Let K = Q(
√
2) and ǫ = 3 − 2√2.
We have EK = {ǫm | m ∈ Z}. Then Λ(1, 3 − 2
√
2) is a fundamental domain for
(R>0)
n/EK . Since
t(
1 3− 2√2
1 3 + 2
√
2
)−1
=
(
4+3
√
2
8
−√2
8
4−3√2
8
√
2
8
)
,
the dual fan of this fan is as follows
ϕ(Λ(1, 3− 2
√
2)) = Λ(x,−xǫ), x = (4 + 3
√
2)
8
.
Of course, Λ(x,−xǫ) is not a fundamental domain for (R>0)n/EK . However Λ(x,−xǫ)
is a fundamental domain fan since Λ(x,−xǫ) = Λ(1, ǫ)+w1 + w2 + w3 where
w1 = Λ(ǫ, xǫ)− Λ(1, x) ∈ In(K×, EK),
w2 = Λ(xǫ,−xǫ) ∈ W,
w3 = Λ(x,−xǫ)− Λ(1, ǫ)− Λ(ǫ, xǫ) + Λ(1, x)− Λ(xǫ,−xǫ) ∈ ker ∂2.
In higher dimensional cases, the situation is more complicated.
Basic notations and definitions
For an n-dimensional vector space V overQ or R, an orientation of V is a nonzero
function r : V n → {0,±1} that satisfies
r(f(u1), . . . , f(un)) = r(u1, . . . , un)×

1 det(f) > 0
0 det(f) = 0
−1 det(f) < 0
for all u1, . . . , un ∈ V and all linear maps f : V → V . For an orientation r1 of V1
and an orientation r2 of V2, r1 × r2 is an orientation of V1 × V2 which satisfies
(r1 × r2)(u1, . . . , un, v1, . . . , vn) = r1(u1, . . . , un)× r2(v1, . . . , vn)
where u1, . . . , un ∈ V1 and v1, . . . , vn ∈ V2. We use the following notation.
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e(z) = e2πiz,
ΓR(s) = π
−s/2Γ(
s
2
),
ΓC (s) = 2 (2π)
−s
Γ(s),
R>0 = {t ∈ R | t > 0}.
For σ : {1, . . . , n} → {0, 1}, we define Γσ and iσ by
Γσ((s1, . . . , sn)) =
n∏
µ=1
ΓR(σ(µ) + sµ)
iσ =
n∏
µ=1
iσ(µ).
For g = (gµ)
n
µ=1, we set Rg =
∏n
µ=1(gµR>0) ⊂ Rn.
For a totally real field K, N = NK/Q is the field norm, Tr = TrK/Q is the
field trace, and EK is the multiplicative group of totally positive units of K. The
characteristic function of a set U is denoted by 1U .
Basic notations for fan
Let V be an n-dimensional vector space over Q. We set Cn(V ) the Z-module
generated by the symbols
Λ(a1, . . . , an) (a1, . . . , an ∈ V \ {0}).
We call Λ(a1, . . . , an) a cone, and an element of Cn(V ) a fan. A cone Λ(u1, . . . , un)
is called simple if u1, . . . , un are linearly independent. Let us fix an orientation r :
V n → {0,±1}. For a cone Λ = Λ(u1, . . . , un) ∈ Cn(V ), we define the characteristic
function C(Λ) : V → Z by
C(Λ) =
{
r(u1, . . . , un)× 1C(u1,...,un) Λ is simple
0 otherwise
where C(u1, . . . , un) = {t1u1 + · · · + tnun | (tµ)nµ=1 ∈ Qn>0} ⊂ V . For a cone
Λ = Λ(u1, . . . , un) ∈ Cn(V ), we define the dual cone ϕ(Λ) ∈ Cn(V ∗) by
ϕ(Λ) =
{
Λ(v1, . . . , vn) Λ is simple
0 otherwise
where v1, . . . , vn is the dual basis of u1, . . . , un. For a fan B =
∑
j cjΛj ∈ Cn(V ), we
define C(B) : V → Z by C(B) =∑j cjC(Λj), and define the dual fan ϕ(B) ∈ Cn(V ∗)
by ϕ(B) =
∑
j cjϕ(Λj).
2. The theory of Shintani L-functions
Let V be a vector space over Q. We denote by Af the finite adele ring of Q.
We set Zˆ =
∏
p Zp ⊂ Af . For R = Af or R = R, we set V (R) = V ⊗Z R. We
denote by S(V (R)) the set of Schwartz-Bruhat functions on V (R). In this section,
we define a function L(s,Φ,B, ρ) for s ∈ Cn, Φ ∈ S(V (Af )), a fan B ∈ Cn(V ), and
an isomorphism ρ : V (R)→ Rn, under some conditions.
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For f ∈ S(V (R)) where R is R or Af , we define the Fourier transform fˆ ∈
S(V ∗(R)) by
fˆ(t) =
∫
V (R)
f(v)ψ(vt)dv
where ψ : R→ C× is the standard additive character, i.e. ψ on R is defined by
ψ(x) = e(−x),
and ψ on Af is defined by
ψ(a) = e(m)
where m ∈ Q such that a−m ∈ Zˆ.
2.1. The function Lσ(s, f, ρ). Let MAP(V,C) be the set of all functions from V
to C. For w ∈ V, we define an operator ∆w : MAP(V,C)→ MAP(V,C) by
(∆wf)(v) = f(v − w).
Let X(V ) be a C-algebra of operators on V generated by {∆w | w ∈ V }. We set
U
′(V ) = {f : V → C | f(v) = 0 for all but finitely many v ∈ V }
and
U (V ) = {f : V → C | there exists ∆ ∈ X(V ) \ {0} such that ∆(f) ∈ U ′(V )}.
Note that V can be naturally embedded into V (Af ).
Let M(V ∗(R)) be the field of fractions of the ring of real analytic functions
on V ∗(R). We define F : U (V ) → M(V ∗(R)) as follows. This construction is
a modified version of the Solomon-Hu pairing [3]. We define a homomorphism of
C-algebra P : X(V )→M(V ∗(R)) by
P (∆w)(t) = e(i 〈t, w〉).
It is obvious that P is injective. For f ∈ U ′(V ), we define F (f) ∈M(V ∗(R)) by
F (f)(t) =
∑
v∈V
f(v)e(i 〈t, v〉) (t ∈ V ∗(R)).
We extend the definition of F (f) ∈M(V ∗(R)) to f ∈ U (V ) by
F (f) =
F ′(∆(f))
P (∆)
where ∆ ∈ X(V ) is any nonzero element such that ∆(f) ∈ U ′(V ). This definition
is well-defined since
F (∆(f)) = P (∆)F (f)
for all f ∈ U ′(V ) and ∆ ∈ X(V ).
The following two lemmas are obvious from the definition.
Lemma 2.1. Let V = V1 × · · · × Vm and fj ∈ U (Vj) for j = 1, . . . ,m. Then we
have
F (f1 ⊗ · · · ⊗ fm) = F (f1)⊗ · · · ⊗ F (fm).
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Lemma 2.2. Let f ∈ U (V ) and t ∈ V ∗(R). Assume that∑
v∈V
f(v)e(i 〈t, v〉)
converges absolutely. Then we have∑
v∈V
f(v)e(i 〈t, v〉) = F (f)(t).
Let us fix an isomorphism ρ = (ρ1, . . . , ρn) : V (R) → Rn. We denote by ρ∗ :
V ∗(R) → Rn the isomorphism dual to ρ. We define the Shintani L-function of
f ∈ U (V ) under the condition that F (f) ∈ S(V ∗(R)). For t = (tµ) ∈ (R×)n,
s = (sµ) ∈ Cn, and a map σ : {1, . . . , n} → {0, 1}, we set
|t|sσ =
∏
1≤µ≤n
(
tµ
|tµ|
)σ(µ)
|tµ|sµ .
Now let us define the functions L(g, s, f, ρ) and Lσ(s, f, ρ).
Definition 2.3. Let f ∈ U (V ) be a map such that F (f) ∈ S(V ∗(R)). Let g =
(gµ)
n
µ=1 ∈ {±1}n. For s = (sµ)nµ=1 ∈ Cn such that ℜ(sµ) > 0 for all 1 ≤ µ ≤ n, we
define L(g, s, f, ρ) by
L(g, s, f, ρ) =
2n
ΓC(s1) · · ·ΓC(sn)
∫
Rg
F (f)((ρ∗)−1(t1, . . . , tn))
n∏
µ=1
(gµtµ)
sµ
dt1
t1
· · · dtn
tn
where
Rg =
n∏
µ=1
(gµR>0) ⊂ Rn.
In the case where g = (1)nµ=1, we simply denote L(g, s, f, ρ) as L(s, f, ρ).
Note that we have
L(g, s, f, ρ) = L(s, f, ρg)
n∏
µ=1
gµ
where ρg(x) = ρ(x) · cg with cg = (δνµgµ)nν,µ=1 ∈Mn(R).
The function L(s, f, ρ) (and so L(g, s, f, ρ)) is holomorphically continued to
whole s ∈ Cn. This fact follows from the following integral expression
L(s, f, ρ) =
n∏
µ=1
2
ΓC(sµ)(e(sµ)− 1)
∫
Ln
F (f)((ρ∗)−1(t1, . . . , tn))ts11 · · · tsnn
dt1
t1
· · · dtn
tn
where L is a contour which starts and ends at +∞ and circles the origin once
counterclockwise with sufficiently small radius.
Definition 2.4. Let f ∈ U (V ) be a map such that F (f) ∈ S(V ∗(R)). Let σ :
{1, . . . , n} → {0, 1} be a map. For s = (sµ) ∈ Cn such that ℜ(sµ) > 0 for all
1 ≤ µ ≤ n, we define Lσ(s, f, ρ) and Lˆσ(s, f, ρ) by
Lσ(s, f, ρ) =
2n
ΓC(s1) · · ·ΓC(sn)
∫
(R×)n
F (f)((ρ∗)−1(t1, . . . , tn)) |t|sσ
dt1
t1
· · · dtn
tn
=
∑
g∈{±1}n
L(g, s, f, ρ)
∏
µ
gσ(µ)µ
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and
Lˆσ(s, f, ρ) = Γσ(s)Lσ(s, f, ρ).
From the equation
2
ΓC(s)
∫ ∞
0
e(ivt)ts
dt
t
= v−s (v > 0, ℜ(s) > 0),
we have the following lemma.
Lemma 2.5. Assume that f(v) = 0 for all v /∈ ρ−1(Rg). Then we have
L(g, s, f, ρ) = (
n∏
µ=1
gµ)
∑
v∈V
f(v)
n∏
µ=1
(gµρµ(v))
−sµ .
Let us state the functional equation of Lρ(s, f, ρ). We use Tate’s local functional
equation for R in [7].
Lemma 2.6. Let φ ∈ S(Rn) be a Schwartz-Bruhat function and φˆ ∈ S(Rn) the
Fourier transform of φ. Then we have∫
(R×)n φ(t) |t|sσ d×t
Γσ(s)
= iσ
∫
(R×)n φˆ(t) |t|1−sσ d×t
Γσ(1 − s)
where
d×t =
n∏
µ=1
dtµ
|tµ|
is the Haar measure of (R×)n.
Let f ∈ U (V ). Assume that there exists f¯ ∈ U (V ∗) such that F (f¯) equals to
the Fourier transform of F (f). Here, we consider the Haar measure on V (R) as
the pull-back of the Lebesgue measure on Rn by ρ. By applying the Lemma 2.6 to
φ = F (f) ◦ (ρ∗)−1, we get
Lˆσ(s, f, ρ) = i1−σLˆσ(1− s, f¯ , ρ∗).
2.2. Regularity of Φ ∈ S(V (Af )) with respect to B ∈ Cn(V ). In the previous
section, we defined Lσ(s, f, ρ) for f ∈ U (V ) such that F (f) ∈ S(V ∗(R)). In this
section, we show that
ΦC(B) ∈ U (V )
for Φ ∈ S(V (Af )) and B ∈ Cn(V ), where ΦC(V ) is defined by
(ΦC(B))(v) = Φ(v) · C(B)(v) (v ∈ V ).
Thus we can define F (ΦC(B)) ∈ M(V ∗(R)) for all Φ ∈ S(V (Af )) and B ∈ Cn(V ),
but, F (ΦC(B)) ∈ S(V ∗(R)) does not always hold. In this section, we introduce the
notion of the regularity of Φ with respect to B, which is a sufficient condition for
F (ΦC(B)) ∈ S(V ∗(R)).
Definition 2.7. For Φ ∈ S(V (Af )) and a simple cone Λ = Λ(u1, . . . , un) ∈ Cn(V ),
we say that (Φ,Λ) satisfies Condition P1 if
Φ(x1u1 + · · ·+ xnun) = 0
for all (xk)
n
k=1 ∈ Anf such that 0 ∈ {x1, . . . , xn}.
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Definition 2.8. For Φ ∈ S(V (Af )) and a simple cone Λ = Λ(u1, . . . , un) ∈ Cn(V ),
we say that (Φ,Λ) satisfies Condition P2 if∫
Af
Φ(v + xuj)dx = 0
for all 1 ≤ j ≤ n and v ∈ V (Af ).
Lemma 2.9. For Φ ∈ S(V (Af )) and a simple cone Λ ∈ Cn(V ), (Φ,Λ) satisfies
Condition P2 if and only if (Φˆ, ϕ(Λ)) satisfies Condition P1.
Proof. Set Λ = Λ(u1, . . . , un) and ϕ(Λ) = Λ(t1, . . . , tn). If (Φ,Λ) satisfies Condition
P2 then (Φˆ, ϕ(Λ)) satisfies Condition P1 since
Φˆ(y2t2 + · · ·+ yntn) =
∫
An
f
Φ(x1u1 + · · ·+ xnun)ψ(x2y2 + · · ·+ xnyn)dx1 · · · dxn
=
∫
An−1
f
(
∫
Af
Φ(x1u1 + · · ·+ xnun)dx1)ψ(x2y2 + · · ·+ xnyn)dx2 · · · dxn
= 0
for all y2, . . . , yn ∈ Af . Assume that (Φˆ, ϕ(Λ)) satisfies Condition P1. It is enough
to prove that φ = 0 where φ : An−1f → C is defined by
φ(x2, . . . , xn) =
∫
Af
Φ(x1u1 + x2u2 + · · ·+ xnun)dx1.
The Fourier transform φˆ : An−1f → C of φ are given by
φˆ(y2, . . . , yn) =
∫
An−1
f
φ(x2, . . . , xn)ψ(x2y2 + · · ·+ xnyn)dx2 · · · dxn
=
∫
An
f
Φ(x1u1 + x2u2 + · · ·+ xnun)ψ(x2y2 + · · ·+ xnyn)dx1 · · · dxn
= Φˆ(y2t2 + · · ·+ yntn).
Since (Φˆ, ϕ(Λ)) satisfies Condition P1, we have Φˆ(y2t2+ · · ·+ yntn) = 0 and φˆ = 0.
Thus we have φ = 0. 
Definition 2.10. For Φ ∈ S(V (Af )) and a simple cone Λ = Λ(u1, . . . , un) where
u1, . . . , un ∈ V , we say that Φ is regular with respect to Λ if (Φ,Λ) satisfies Condi-
tion P1 and ConditionP2.
For B ∈ Cn(V ), there exist a finite set A of distinct cones and a function c : A→
Z \ {0} such that B = ∑Λ∈A c(Λ)Λ. We define the set X(B) ⊂ Cn(V ) of simple
cones by
X(B) = {Λ | Λ ∈ A and Λ is a simple cone}.
Definition 2.11. For Φ ∈ S(V (Af )) and B ∈ Cn(V ), Φ is said to be regular with
respect to B if Φ is regular with respect to Λ for all Λ ∈ X(B).
For u1, . . . , un ∈ V (resp. B ∈ Cn(V )), we denote by R(V ;u1, . . . , un) (resp.
R(V,B)) the set of all Φ ∈ S(V (Af )) which is regular with respect to Λ(u1, . . . , un)
(resp. B ∈ Cn(V )). We will prove later that F (Φ,B, σ) ∈ S(V (Af )) for all Φ ∈
R(V,B).
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Lemma 2.12. Let (u1, . . . , un) be a basis of V . For 1 ≤ j ≤ n, let Vj be a
1-dimensional vector space generated by uj. Then we have
n⊗
j=1
R(Vj ;uj) = R(V ;u1, . . . un)
as a subspace of S(V (Af )).
This lemma is obvious from the definition.
Lemma 2.13. For B ∈ Cn(V ) and Φ ∈ S(V (Af )), we have ΦC(B) ∈ U (V ). In
other words, there exists ∆ ∈ X(V ) \ {0} such that ∆(ΦC(B))(v) = 0 for all but
finitely many v ∈ V .
Proof. It is enough to consider the case where B = Λ(u1, . . . , un) is a simple cone.
Assume that an orientation of V are given by r(u1, . . . , un) = 1. There exists
positive integer m > 0 such that Φ(v +muj) = Φ(v) for all v ∈ V and 1 ≤ j ≤ n.
Set
∆ =
n∏
j=1
(1−∆muj ).
Then, for v = k1mu1 + · · ·+ knmun ∈ V with k1, . . . , kr ∈ Q, we have
∆(ΦC(B))(v) =
{
Φ(v) 0 < kj ≤ 1 for all 1 ≤ j ≤ n
0 otherwise.
It follows that ∆(ΦC(B))(v) = 0 for all but finitely many v ∈ V , and the lemma is
proved. 
For B ∈ Cn(V ) and Φ ∈ S(V (Af )), we set
F (Φ,B) = F (ΦC(B)) ∈ M(V ∗(R)).
We need some lemmas to prove that F (Φ,B) ∈ S(V ∗(R)) for all Φ ∈ R(V,B).
Lemma 2.14. Let (v1, . . . , vn) be a basis of V , and let (vˆ1, . . . , vˆn) be the dual
basis of (v1, . . . , vn). For 1 ≤ j ≤ n, let Vj be a vector space generated by vj, and
let V ∗j be a vector space generated by vˆj. Assume that an orientation r of V are
given by r = r1× · · · × rn where r1, . . . , rn are orientations of V1, . . . , Vn. Then for
Φj ∈ S(Vj(Af )), we have
F (Φ,Λ(v1, . . . , vn)) =
n⊗
j=1
F (Φj ,Λ(vj)) ∈
n⊗
j=1
S(V ∗j (R))
where
Φ =
n⊗
j=1
Φj ∈ S(V (Af )).
Proof. By Lemma 2.1, it is enough to prove that
(
n⊗
j=1
Φj)C(Λ(v1, . . . , vn)) =
n⊗
j=1
ΦjC(Λ(vj)),
and this is obvious from the definition of C. 
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Lemma 2.15. Let V be a 1-dimensional vector space. For all u ∈ V \ {0} and
Φ ∈ R(V ;u), we have
F (Φ,Λ(u)) ∈ S(V ∗(R)).
Proof. Take w ∈ V \ {0} and a positive integer N which satisfy the following
conditions.
(1) r(u) = r(w)
(2) Φ(kw) = 0 for all k ∈ Q \ Z
(3) Φ((k +N)w) = Φ(kw) for all k ∈ Z.
From the condition Φ ∈ R(V ;u), we have Φ(Nw) = 0 and ∑Nk=1 Φ(kw) = 0. For
all k ∈ Q, we have
(1 −∆Nw)(ΦC(Λ(u)))(kw) =
{
Φ(kw) 1 ≤ k ≤ N − 1
0 otherwise.
Hence we have
F (Φ,Λ(u))(t) =
1
1− e(iN 〈w, t〉)
N−1∑
k=1
Φ(kw)e(ik 〈w, t〉)
=
1
1− e−Nz
N−1∑
k=1
Φ(kw)e−kz(2.1)
where we set z = 2π 〈w, t〉. Therefore F (Φ,Λ(u))(t) is rapidly decreasing for z →
±∞. Moreover F (Φ,Λ(u))(t) is real analytic at z = 0 since ∑N−1k=1 Φ(kw) = 0.
Hence F (Φ,Λ(u)) ∈ S(V ∗(R)). 
Lemma 2.16. Let (u1, . . . , un) be a basis of V . For all Φ ∈ R(V ;u1, . . . , un), we
have F (Φ,Λ(u, . . . , un)) ∈ S(V ∗(R)).
Proof. By Lemma 2.12, it is enough to prove that
F (
n⊗
j=1
Φj ,Λ(u1, . . . , un)) ∈ S(V ∗(R))
for all (Φj)
n
j=1 ∈
∏n
j=1R(Vj ;uj). By Lemma 2.14, it is enough to prove that
F (Φj ,Λ(uj)) ∈ S(V ∗j (R))
for all 1 ≤ j ≤ n. Thus the lemma follows from Lemma 2.15. 
The following proposition is obvious from Lemma 2.16.
Proposition 2.17. For all B ∈ Cn(V ) and Φ ∈ R(V,B), we have
F (Φ,B) ∈ S(V ∗(R)).
Now we can define Lσ(s,Φ,B). For a map σ : {1, . . . , r} → {0, 1}, g ∈ {±1}n,s ∈
Cn, B ∈ Cn(V ), and Φ ∈ R(V,B), we set
L(g, s,Φ,B, ρ) = L(g, s,ΦC(B), ρ)
and
Lσ(s,Φ,B, ρ) = Lσ(s,ΦC(B), ρ).
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Lemma 2.18. Let (u1, . . . , un) be a basis of V . Then for e1, . . . , en ∈ {±1} and
Φ ∈ R(V ;u1, . . . , un), we have
F (Φ,Λ(u1, . . . , un)) = F (Φ,Λ(e1u1, . . . , enun)).
Proof. It is enough to prove in the case where e1 = −1 and ej = 1 for all 2 ≤ j ≤ n.
We set f = ΦC(Λ(u1, . . . , un)−Λ(−u1, . . . , un)). Let k be a nonzero positive integer
such that Φ(v + ku1) = Φ(v) for all v ∈ V . Then we have
(∆ku1 − 1)f = 0.
Since P (∆ku1 − 1) 6= 0, we have F (f) = 0, and the lemma is proved. 
2.3. The functional equation of Lσ(s,Φ,B, ρ). In this section we show the func-
tional equation of Lσ(s,Φ,B, ρ). For this purpose, we need the Fourier transform
of F (Φ,B). We consider compatible measures dv∞ on V (R) and dvf on V (Af ), i.e.,∫
V (A)/V
dv∞dvf = 1.
Proposition 2.19. We have
Fˆ (Φ,B) = i−nF (Φˆ, ϕ(B)).
Proof. By Lemma 2.14, it is enough to consider the case where n = 1 and B = Λ(u)
with u ∈ V . Since the statements of the proposition does not depend on the choice
of the orientation r, we assume that r(u) = 1. Take w ∈ V \ {0} and a positive
integer N which satisfy the following conditions:
(1) r(u) = r(w),
(2) Φ(kw) = 0 for all k ∈ Q \ Z,
(3) Φ((k +N)w) = Φ(kw) for all k ∈ Z.
Let wˆ be a unique element of V ∗ determined by 〈w, wˆ〉 = 1. Then Φˆ satisfies the
following conditions:
(1) Φˆ(mN wˆ) = 0 for all m ∈ Q \ Z,
(2) Φˆ(m+NN wˆ) = Φˆ(
m
N wˆ) for all m ∈ Z.
Therefore we have
F (Φˆ, ϕ(B))(k′w) =
1
1− e(ik′)
N−1∑
m=1
Φˆ(
m
N
wˆ)e(i
k′m
N
)
for k′ ∈ R. Since the statement of the proposition does not depend on the choice
of compatible measures, we may assume that
µ(V (R)/L) = µ(L⊗Z
∏
p
Zp) = 1
where L = wZ ⊂ V . Let us compute Fˆ (Φ,B). We have
F (Φ,B)(m′wˆ) =
1
1− e(iNm′)
N−1∑
k=1
Φ(kw)e(ikm′)
for m′ ∈ R, and we have
Fˆ (Φ,B)(k′w) =
∫ ∞
−∞
φ(m′)dm′
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for k′ ∈ R, where
φ(m′) = F (Φ,B)(m′wˆ)e(−k′m′).
We compute this integral by the residue theorem. Note that φ(t) has poles at
t ∈ ( i
N
Z) \ (iZ).
For m ∈ Z, let h(m) be the residue of φ(t) at t = im/N . Then h(m) is given by
h(m) =
1
2πN
N−1∑
k=1
Φ(kw)e(−km
N
− ik
′m
N
)
=
1
2π
Φˆ(−m
N
wˆ)e(−ik
′m
N
).
Since φ(t − i) = e(ik′)φ(t) for all t ∈ C, if k′ 6= 0 then we have
Fˆ (Φ,B)(k′w) =
1
1− e(ik′)
(∫ ∞
−∞
φ(t)dt −
∫ ∞−i
−∞−i
φ(t)dt
)
=
−2πi
1− e(ik′)
N−1∑
m=1
h(−m)
=
−i
1− e(ik′)
N−1∑
m=1
Φˆ(
m
N
wˆ)e(i
k′m
N
)
= −iF (Φ, ϕ(B))(k′w).
In the case v = 0, the proposition follows from the continuity of Fˆ (Φ,B). 
By this lemma we have the following proposition.
Proposition 2.20. We have
Γσ(s)Lσ(s,Φ,B, ρ) = i
−1
σ Γσ(1− s)Lσ(1− s, Φˆ, ϕ(B), ρ∗)
and
Lˆσ(s,Φ,B, ρ) = i
−1
σ Lˆ(1− s, Φˆ, ϕ(B), ρ∗).
Here, we consider the Haar measure on V (Af ) as compatible with the pull-back of
the Lebesgue measure on Rn by ρ.
Example 2.21. For A = (aνµ)1≤ν,µ≤n ∈ GLn (R) and x,y ∈ {t ∈ Q | 0 < t < 1}n,
we define Φx,y ∈ S(Anf ) by
Φx,y(v) =
{
ψ(y ·m) there exists m ∈ Zˆn such that v = x+m
0 otherwise
and ρA : Q
n → Rn by
ρA(v) = Av.
We define a cone Λ ∈ Cn(Qn) by Λ = Λ(u1, . . . , un) where u1 = (1, 0, . . . , 0), . . . , un =
(0, . . . , 0, 1). Then Lσ(s, A,x,y) = 2
−nLσ(s,Φ,Λ, ρA) where the left side is the
Shintani L-function defined in [4]. Since the inverse Fourier transform of Φx,y are
given by e(−x · y)Φy,1−x, we have
Lˆσ(s, A,x,y) = iσe(−x · y)Lˆσ(1− s, (A−1)t,y,1− x).
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3. The theory of fans
In this section, we give a theory of fans. In Section 3.1–3.4, we deal with the
abstract theory of fans. In Section 3.5, we prove some property of the characteristic
functions of fans. The hardest part in this section is the proof of Theorem 3.22.
For 1 ≤ i ≤ n, the coface map di : {1, . . . , n− 1} → {1, . . . , n} is defined by
di(j) =
{
j 1 ≤ j ≤ i− 1
j + 1 i ≤ j ≤ n.
For 0 ≤ n, Sn is the symmetric group of {1, . . . , n}. For m, i ∈ {1, . . . , n} and
σ ∈ Sn−1, we define u(m, i, σ) ∈ Sn by
u(m, i, σ)(k) =

i k = m
di(σ(j)) 1 ≤ k < m
di(σ(j − 1)) m < k ≤ n.
Note that
Sn = {u(m, i, σ) | 1 ≤ i ≤ n, σ ∈ Sn−1}
for all 1 ≤ m ≤ n. We have
sgn(u(m, i, σ)) = (−1)m+isgn(σ)
for all m, i ∈ {1, . . . , n} and σ ∈ Sn−1.
For a partially ordered set (poset, for short) Y , we use the following notation.
Sk(Y ) = {f : {1, . . . , k} → Y | f(i) < f(i+ 1) for all 1 ≤ i ≤ k − 1} (k ≥ 0),
P (Y ) = {U ⊂ Y | U 6= ∅, U is totally orderd}.
We regard P (Y ) as a poset ordered by inclusion. Sometimes we write f as [f(1), . . . , f(k)]
for f ∈ Sk(Y ) especially in examples.
3.1. Definition of fans. Let X be a non-empty set. We define Cm(X) as a Z-
module generated by the symbols
Λ(a1, . . . , am) (a1, . . . , am ∈ X).
We call the symbol Λ(a1, . . . , am) a cone and call an element of Cm(X) a fan.
We understand that C0(X) ≃ Z. Sometimes we use the notation Λ(aj)mj=1 for
Λ(a1, . . . , am). For non-negative integers m and n, we identify Cm(X) ⊗ Cn(X)
and Cm+n(X) by
Λ(a1, . . . , am)⊗ Λ(b1, . . . , bn) = Λ(a1, . . . , am, b1, . . . , bn).
We define the boundary homomorphism ∂m : Cm(X)→ Cm−1(X) by
∂mΛ(a1, . . . , am) =
m∑
i=1
(−1)i+1Λ(a1, . . . , aˆi, . . . , am).
Then we get a chain complex
(3.1) · · · → C2(X)→ C1(X)→ Z→ 0.
For x ∈ Cn(X), if ∂nx = 0 then ∂n+1(Λ(a) ⊗ x) = x − Λ(a) ⊗ (∂nx) = x for any
a ∈ X . Therefore the sequence (3.1) is exact.
Let us introduce the notion of a conical system. Roughly speaking, conical
system is a object which can be treated as a set of cones.
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Definition 3.1. Let Y be a poset. A map F : ⋃∞k=0 Sk(Y )→ ⋃∞k=0 Ck(X) is said
to be a conical system on Y if it satisfies the following conditions.
(1) F(Sk(Y )) ⊂ Ck(X) for all k ≥ 0.
(2) ∂kF(f) =
∑k
j=1(−1)j+1F (f ◦ dj) for all f ∈ Sk(Y ).
(3) F(∅) = 1 where ∅ is the unique element of S0(Y ).
Let Y be a poset and h : Y → X a map. We define
Sh :
∞⋃
k=0
Sk(Y )→
∞⋃
k=0
Ck(X)
by
Sh(f) = Λ(h(f(1)), . . . , h(f(m)))
for f ∈ Sm(Y ). Then Sh is a conical system on Y . We say that Sh is the standard
conical system attached to h. Let us see another example of a conical system.
Example 3.2. Let Y = {1, 2, 3} be an ordered set. Let x1, x2, x3, x12, x13, x23, x123 ∈
X . We define a map F : ⋃∞k=0 Sk(Y )→ ⋃∞k=0 Ck(X) by
F(∅) = 1
F([1]) = Λ(x1)
F([2]) = Λ(x2)
F([3]) = Λ(x3)
F([1, 2]) = Λ(x1, x12)− Λ(x2, x12)
F([1, 3]) = Λ(x1, x13)− Λ(x3, x13)
F([2, 3]) = Λ(x2, x23)− Λ(x3, x23)
F([1, 2, 3]) = Λ(x1, x12, x123) + Λ(x2, x23, x123) + Λ(x3, x13, x123)
− Λ(x1, x13, x123)− Λ(x2, x12, x123)− Λ(x3, x23, x123).
Then F is a conical system on Y . This is a special case of Corollary 3.8.
The next lemma will be used in the proof of Lemma 3.19. The proof is obvious
from a simple calculation.
Lemma 3.3. Let F and G be conical systems on {1, . . . , n}. We define x ∈ Cn(X)
by
x =
n∑
k=0
∑
f∈Sk({1,...,n})
g∈Sn−k({1,...,n})
Imf∩Img=∅
(−1)ksgn(f, g)F(f)⊗ G(g)
where sgn(f, g) is defined by
sgn(f, g) = (−1)t
with
t = #{(i, j) ∈ {1, . . . , k} × {1, . . . , n− k} | f(i) > g(j)}.
Then we have ∂nx = 0.
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Example 3.4. In the case n = 3, x ∈ ker ∂3 can be written as follows:
x = F(∅)⊗ G([1, 2, 3])
−F([1])⊗ G([2, 3]) + F([2])⊗ G([1, 3])−F([3])⊗ G([1, 2])
+ F([1, 2])⊗ G([3])−F([1, 3])⊗ G([2]) + F([2, 3])⊗ G([1])
−F([1, 2, 3])⊗ G(∅).
Definition 3.5. Let Y be a poset and F a conical system on P (Y ). For m ≥ 0
and h ∈ Sm(A), we define T1(F , h) ∈ Cm(X) by
T1(F , h) =
∑
σ∈Sm
sgn(σ)F(gσ,h)
where gσ,h ∈ Sm(P (Y )) is defined by
gσ,h(j) = {h(σ(k)) | 1 ≤ k ≤ j}.
Example 3.6. Let us consider the case where m = 3. Put hi = h(i) ∈ Y for
i = 1, 2, 3. Then T1(F , h) ∈ C3(X) is given as follows:
T1(F , h) = F([{h1}, {h1, h2}, {h1, h2, h3}]) + F([{h2}, {h2, h3}, {h1, h2, h3}])
+ F([{h3}, {h1, h3}, {h1, h2, h3}])−F([{h1}, {h1, h3}, {h1, h2, h3}])
−F([{h2}, {h1, h2}, {h1, h2, h3}])−F([{h3}, {h2, h3}, {h1, h2, h3}]).
The boundary of T1(F , h) is given in the following lemma.
Lemma 3.7. Let Y be a poset and F a conical system on P (Y ). For m ≥ 0 and
h ∈ Sm(Y ), we have
∂mT1(F , h) =
m∑
j=1
(−1)j+1T1(F , h ◦ dj).
Proof. By the definition of T1(F , h), we have
∂mT1(F , h) = ∂m
∑
σ∈Sm
sgn(σ)F(gσ,h)
=
∑
σ∈Sm
m∑
j=1
(−1)j+1sgn(σ)F(gσ,h ◦ dj).
Since
∑
σ∈Sm sgn(σ)F(gσ,h ◦ dj) = 0 for all 1 ≤ j ≤ m− 1, we have∑
σ∈Sm
m∑
j=1
(−1)j+1sgn(σ)F(gσ,h ◦ dj) =
∑
σ∈Sm
sgn(σ)(−1)m+1F(gσ,h ◦ dm).
=
n∑
i=1
∑
σ∈Sm−1
sgn(σ)(−1)i+1F(gu(m,i,σ),h ◦ dm).
We have
gu(m,i,σ),h ◦ dm = gσ,h◦di
since
(gu(m,i,σ),h ◦ dm)(j) = {h(di(σ(k))) | 1 ≤ k ≤ j}
= gσ,h◦di(j)
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for all 1 ≤ j ≤ m− 1. Thus we have∑
σ∈Sm−1
sgn(σ)F(gu(m,i,σ),h ◦ dm) =
∑
σ∈Sm−1
sgn(σ)F(gσ,h◦di)
= T1(F , h ◦ di).
It follows that
∂mT1(F , h) =
m∑
j=1
(−1)j+1T1(F , h ◦ dj)
and the lemma is proved. 
Corollary 3.8. Let Y be a poset and F a conical system on P (Y ). We define
G : ⋃∞k=0 Sk(Y )→ ⋃∞k=0 Ck(X) by
G(h) = T1(F , h).
Then G is a conical system on Y .
This conical system plays a fundamental role in Section 3.3 and 3.4.
3.2. Cubic fundamental domain fans. Let G be an abelian group which acts
on X . Then G acts on Cn(X) by gx = φg(x) for (g, x) ∈ G × Cn(X), where
φg : Cn(X)→ Cn(X) is a homomorphism defined by
φg(Λ(a1, . . . , an)) = Λ(ga1, . . . , gan)
for a1, . . . , an ∈ X . We define Im(X,G) ⊂ Cm(X) as the Z-submodule generated
by
gx− x (g ∈ G, x ∈ Cm(X)).
Let B(n) = {0, 1}n ⊂ Zn. We define the partial order on B(n) by letting
(b1, . . . , bn) ≤ (b′1, . . . , b′n)
if and only if bj ≤ b′j for all 1 ≤ j ≤ n. Let e1, . . . , en be the elements of B(n)
defined by e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1). Let An be the set of all conical
systems on B(n). For F ∈ An, we define T (F) ∈ Cn+1(X) by
T (F) =
∑
σ∈Sn
sgn(σ)F(fσ)
where fσ ∈ Sn+1(B(n)) is defined by
fσ(j) =
j−1∑
k=1
eσ(k)
for 1 ≤ j ≤ n+ 1.
Example 3.9. In the case n = 3, T (F) ∈ C4(X) is given as follows:
T (F) = F([(0, 0, 0), (1, 0, 0), (1, 1, 0), (1, 1, 1)]) + F([(0, 0, 0), (0, 1, 0), (0, 1, 1), (1, 1, 1)])
+ F([(0, 0, 0), (0, 0, 1), (1, 0, 1), (1, 1, 1)])−F([(0, 0, 0), (1, 0, 0), (1, 0, 1), (1, 1, 1)])
−F([(0, 0, 0), (0, 1, 0), (1, 1, 0), (1, 1, 1)])−F([(0, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 1)]).
Let us calculate the boundary of T (F). For b ∈ {0, 1} and 1 ≤ i ≤ n, we define
wib : B(n− 1)→ B(n) and αib : An → An−1 by
wib((b1, . . . , bn−1)) = (b1, . . . , bi, b, bi+1, . . . , bn−1)
and (αibF)(f) = F(wib ◦f). The boundary of T (F) is given by the following lemma.
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Lemma 3.10. For all F ∈ An, we have
∂n+1T (F) =
n∑
i=1
(−1)i+1 (T (αi1F)− T (αi0F)) .
Proof. By the definition of T (F) and An, we have
∂n+1T (F) = ∂n+1
∑
σ∈Sn
sgn(σ)F(fσ)
=
∑
σ∈Sn
n+1∑
j=1
(−1)j+1sgn(σ)F(fσ ◦ dj).
Since
∑
σ∈Sn sgn(σ)F(fσ ◦ dj) = 0 for all 2 ≤ j ≤ n, we have
∑
σ∈Sn
n+1∑
j=1
(−1)j+1sgn(σ)F(fσ◦dj) =
∑
σ∈Sn
sgn(σ)
(F(fσ ◦ d1) + (−1)nF(fσ ◦ dn+1)) .
We have
fu(1,i,σ) ◦ d1 = wi1 ◦ fσ
since
(fu(1,i,σ) ◦ d1)(j) = fu(1,i,σ)(j + 1)
=
j∑
k=1
eu(1,i,σ)(k)
= ei +
j∑
k=2
edi(σ(k−1))
= wi1(
j−1∑
k=1
eσ(k))
= wi1(fσ(j)).
Thus we have∑
σ∈Sn
sgn(σ)F(fσ ◦ d1) =
n∑
i=1
∑
σ∈Sn−1
sgn(u(1, i, σ))F(fu(1,i,σ) ◦ d1)
=
n∑
i=1
∑
σ∈Sn−1
(−1)i+1sgn(σ)F(wi1 ◦ fσ)
=
n∑
i=1
∑
σ∈Sn−1
(−1)i+1sgn(σ)(αi1F)(fσ)
=
n∑
i=1
(−1)i+1T (αi1F).
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Similarly we have∑
σ∈Sn
sgn(σ)F(fσ ◦ dn+1) =
n∑
i=1
∑
σ∈Sn−1
sgn(u(n, i, σ))F(fu(n,i,σ) ◦ dn+1)
=
n∑
i=1
∑
σ∈Sn−1
(−1)n+isgn(σ)F(wi0 ◦ fσ)
=
n∑
i=1
(−1)n+iT (αi0F).
Hence the lemma is proved. 
Definition 3.11. For g1, . . . , gn ∈ G, we define A(g1, . . . , gn) ⊂ An to be the set
of conical systems F on B(n) which satisfy the following condition:
Let 1 ≤ i ≤ n and f1, f2 ∈ Sk(B(n)). If f1(j) = ei + f2(j) for all 1 ≤ j ≤ k then
F(f1) = giF(f2).
Example 3.12. Let x ∈ X and g1, . . . , gn ∈ G. For e = (b1, . . . bn) ∈ B(n), we
define E(e) ∈ X by
E(e) = gb11 · · · gbnn x.
Then the standard conical system SE attached to E satisfies SE ∈ A(g1, . . . , gn).
We define the cubic fundamental domain fans F (x; g1, . . . , gn) ∈ Cn+1(X) by
F (x; g1, . . . , gn) = T (SE)
=
∑
σ∈Sn
sgn(σ)Λ(x, gσ(1)x, gσ(1)gσ(2)x, . . . , gσ(1)gσ(2) · · · gσ(n)x).
The cubic fundamental domain fans F (x; g1, . . . , gn) play a fundamental role in
Theorem 4.5.
Lemma 3.13. For g1, . . . , gn ∈ G and F ,G ∈ A(g1, . . . , gn), we have
T (F)− T (G) ∈ In+1(X,G) + ker ∂n+1.
Proof. We define H ∈ An+1 by
H(f) = F(f1)⊗ G(f2)
where f ∈ Sk(B(n+ 1)), f1 ∈ Sk1(B(n)), f2 ∈ Sk2(B(n)), k = k1 + k2 and
f(j) =
{
wn+10 (f1(j)) 1 ≤ j ≤ k1
wn+11 (f2(j − k1)) k1 + 1 ≤ j ≤ k1 + k2.
It is obvious that H ∈ An+1 from the definition. By Lemma 3.10, we have
∂n+2T (H) =
n+1∑
i=1
(−1)i+1 (T (αi1H)− T (αi0H)) ∈ ker ∂n+1.
For 1 ≤ i ≤ n, we have
T (αi1H) = giT (αi0H)
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since
(αi1H)(f) = H(wi1 ◦ f)
= giH(wi0 ◦ f)
= gi(α
i
0H)(f).
Therefore
T (αi1H)− T (αi0H) ∈ In+1(X,G)
for 1 ≤ i ≤ n. We have T (αn+11 H) = T (G) since
(αn+11 H)(f) = H(wn+11 ◦ f)
= F(∅)⊗ G(f)
= G(f).
Similarly we have T (αn+10 H) = T (F). Hence the lemma is proved. 
The following proposition immediately follows from Lemma 3.13.
Proposition 3.14. For any x, y ∈ X, we have
F (y; g1, . . . , gn−1)− F (x; g1, . . . , gn−1) ∈ In(X,G) + ker ∂n.
The following lemma follows from the standard argument in homological algebra.
Lemma 3.15. Let g1, . . . , gn ∈ G and C = (cij)ni,j=1 ∈Mn(Z). Put g′i =
∏n
j=1 g
cij
j
for all 1 ≤ i ≤ n. Then
F (x; g′1, . . . , g
′
n)− det(C)F (x; g1, . . . , gn) ∈ In+1(X,G) + ker ∂n+1
for all x ∈ X.
Proof. Let E be a free abelian group generated by e1, . . . , en ∈ E. We define a group
homomorphism s : E → G by s(e1) = g1, . . . , s(en) = gn. We set e′i =
∏n
j=1 e
cij
j for
all 1 ≤ i ≤ n. Note that s(e′i) = g′i for all 1 ≤ i ≤ n. We define a homomorphism
t : Cm(E)→ Cm(X) by
t(Λ(u1, . . . , un)) = Λ(s(u1)x, . . . , s(un)x)
for u1, . . . , un ∈ E. From the definition of group homology, we have
∂−1n+1(In(E,E))/(In+1(E,E) + ker ∂n+1) = Hn(E,Z).
Therefore there exists a natural isomorphism
η : ∂−1n+1(In(E,E))/(In+1(E,E) + ker ∂n+1)→ ∧nE.
We have
η(F (1;u1, . . . , un)) = u1 ∧ · · · ∧ un
for all u1, . . . , un ∈ E. Thus we have
η(F (1; e′1, . . . , e
′
n)) = det(C)η(F (1; e1, . . . , en)).
Therefore we have
(3.2) F (1; e′1, . . . , e
′
n)− det(C)F (1; e1, . . . , en) ∈ In+1(E,E) + ker ∂n+1.
By applying t to (3.2), we have
F (x; g′1, . . . , g
′
n)− det(C)F (x; g1, . . . , gn) ∈ In+1(X,G) + ker ∂n+1.

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3.3. Dual fans. Let V be an n-dimensional vector space over a field L. We consider
Cn(V \ {0}). For simplicity, we use the notation Cn(V ) instead of Cn(V \ {0}). We
define W (V ) ⊂ Cn(V ) as the submodule generated by
{Λ(a1, . . . , an) | a1, . . . , an ∈ V \ {0}, a1, . . . , an are linearly dependent}.
We define the duality map.
Definition 3.16. The duality map ϕ : Cn(V ) → Cn(V ∗) is a homomorphism
defined by
ϕ(Λ(a1, · · · , an)) =
{
Λ(b1, . . . , bn) a1, . . . , an : linearly independent
0 a1, . . . , an : linearly dependent
for a1, . . . , an ∈ V \ {0}, where b1, . . . , bn is the dual basis of a1, . . . , an.
We call ϕ(B) the dual fan of B. Let Y be a poset and c : Y → V \ {0} a map.
We define D(c) to be the set consisting of all maps
D : P (Y )→ V ∗ \ {0}
such that 〈c(a),D(U)〉 = 0 for all U ∈ P (Y ) and a ∈ U such that #U < n. There
is no restriction on the choice of D(U) for U ⊂ A such that #U ≥ n. From the
definition, it is obvious that D(c) 6= ∅ for all c.
Lemma 3.17. For t1, . . . , tn ∈ L× and a1, . . . , an ∈ V \ {0}, we have
Λ(a1, . . . , an)− Λ(t1a1, . . . , tnan) ∈W (V ) + ker ∂n
Proof. It is enough to prove that
x = Λ(a1, . . . ak−1, tak, ak+1, . . . , an)−Λ(a1, . . . , ak−1, ak, ak+1, . . . , an) ∈ W (V )+ker ∂n
which follows from
∂n+1Λ(a1, . . . ak−1, tak, ak, . . . , an)− (−1)kx ∈W (V ).

The next lemma immediately follows from Lemma 3.17.
Lemma 3.18. Let Y be a set, c : Y → V \ {0} a map, and D ∈ D(c) a map. Then
we have
ϕΛ(c(a1), . . . , c(an))−Λ(D({a2, . . . , an}), . . . ,D({a1, . . . , an−1})) ∈ W (V ∗)+ker∂n
for all a1 < · · · < an ∈ Y .
Let Y be a poset and c : Y → V \ {0} a map. Let Sc be the standard conical
system on Y attached to c. We want to construct a natural conical system F on Y
with values in
⋃
m Cm(V
∗) such that
F(h) + (−1)nϕ(Sc(h)) ∈ W (V ∗) + ker ∂n
for all h ∈ Sn(Y ). The following lemma gives such a conical system.
Lemma 3.19. Let D ∈ D(c). Let F be a conical system on Y defined by F(h) =
T1(SD , h) where SD is the standard conical system attached to D. Then we have
F(h) + (−1)nϕ(Sc(h)) ∈ W (V ∗) + ker ∂n
for all h ∈ Sn(Y ).
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Proof. It is enough to prove in the case where Y = {1, . . . , n} and h is the identity
function. Let Sd be the standard conical system attached to d where d : {1, . . . n} →
V ∗ \ {0} is defined by
d(j) = D({1, . . . , n} \ {j}).
Then by Lemma 3.3, we have
n∑
k=0
∑
f∈Sk({1,...,n})
g∈Sn−k({1,...,n})
Imf∩Img=∅
(−1)ksgn(f, g)F(f)⊗ Sd(g) ∈ ker ∂n.
Let 1 ≤ k ≤ n − 1, f ∈ Sk({1, . . . , n}) and g ∈ Sn−k({1, . . . , n}). Assume that
Imf ∩ Img = ∅. Then we have
F(f)⊗ Sd(g) =
∑
σ∈Sk
Λ(aσ,1, . . . , aσ,k, d(g(1)), . . . d(g(n− k)))
where aσ,i ∈ V ∗ \ {0} for 1 ≤ i ≤ k is define by
aσ,i = D({f(σ(j)) | 1 ≤ j ≤ i}).
We have
Λ(aσ,1, . . . , aσ,k, d(g(1)), . . . d(g(n− k))) ∈W (V ∗)
for all σ ∈ Sk since
〈c(f(σ(1))), v〉 = 0
for all
v ∈ {aσ,1, . . . , aσ,k, d(g(1)), . . . d(g(n− k))}.
Therefore we have
n−1∑
k=1
∑
f∈Sk({1,...,n})
g∈Sn−k({1,...,n})
Imf∩Img=∅
(−1)ksgn(f, g)F(f)⊗ Sd(g) ∈ W.
Thus we have
F(∅)⊗ Sd(idn) + (−1)nF(idn)⊗ Sd(∅) ∈ W (V ∗) + ker ∂n.
Since we have
F(∅)⊗ Sd(idn)− ϕΛ(c(1), . . . , c(n)) ∈W (V ∗)
and
F(idn)⊗ Sd(∅) = T1(SD, idn),
the lemma is proved. 
Proposition 3.20. For x ∈W (V ) + ker ∂n, we have ϕ(x) ∈W (V ∗) + ker ∂n.
Proof. It is enough to prove that
ϕ(
n+1∑
i=1
(−1)i+1Λ(a1, . . . , âi, . . . , an+1)) ∈W (V ∗) + ker ∂n.
We define c : {1, . . . , n + 1} → V \ {0} by c(i) = ai. Take any element D ∈ D(c).
By Lemma 3.19, we have
ϕ(Λ(a1, . . . , âi, . . . , an+1)) + (−1)nT1(SD, di ◦ idn) ∈W (V ∗) + ker ∂n
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for all 1 ≤ i ≤ n+ 1. Therefore it is enough to prove that
n+1∑
i=1
(−1)i+1T1(SD, di ◦ idn) ∈ W (V ∗) + ker ∂n.
Since
∂n+1T1(SD, idn+1) =
n+1∑
i=1
(−1)i+1T1(SD , di ◦ idn),
the lemma is proved. 
By Proposition 3.20, we can define
ϕ : Cn(V )/(W (V ) + ker ∂n)→ Cn(V ∗)/(W (V ∗) + ker∂n).
It is trivial that ϕ ◦ ϕ = id.
3.4. The dual fan of a fundamental domain fan. Let V be an n-dimensional
vector space over a field L, and let G be an abelian group which acts on V \ {0}
linearly. We define the action of G on V ∗ by 〈x, gy〉 = 〈gx, y〉 for g ∈ G, x ∈ V , and
y ∈ V ∗. In Section 4, we will consider the case where L = Q, V = K and G = EK .
We identify K and K∗ by the inner product 〈x, y〉 = Tr(xy).
We define the notion of a fundamental domain fan for g1, . . . , gn−1 ∈ G.
Definition 3.21. For a ∈ V \ {0} and g1, . . . , gn−1 ∈ G, we call D ∈ Cn(V ) a
fundamental domain fan for (g1, . . . , gn−1) if
D− F (a; g1, . . . , gn−1) ∈ In(V ∗ \ {0}, G) +W (V ∗) + ker ∂n.
This condition does not depend on the choice of a ∈ V \ {0}.
Theorem 3.22. Let D ∈ Cn(V ) be a fundamental domain fan for (g1, . . . , gn−1).
Then ϕ(D) ∈ Cn(V ∗) is a fundamental domain fan for (g1, . . . , gn−1).
Proof. It is enough to prove that
ϕ(F (a; g1, . . . , gn−1))− F (b; g1, . . . , gn−1) ∈ In(V ∗ \ {0}, G) +W (V ∗) + ker∂n
for a ∈ V \ {0} and b ∈ V ∗ \ {0}. We define c : B(n− 1)→ V \ {0} by
c((b1, . . . , bn−1)) = gb11 · · · gbn−1n−1 a.
Let
D : P (B(n− 1))→ V ∗ \ {0}
be any map which satisfies the following conditions:
(1) D ∈ D(c).
(2) If U1, U2 ∈ P (B(n− 1)) satisfy
U1 = {z + ei | z ∈ U2} (1 ≤ i ≤ n− 1)
then D(U1) = g−1i D(U2).
The existence of such a map is obvious (note that ∅ /∈ P (B(n− 1))). We define the
conical system F on B(n− 1) with values in ⋃m Cm(V ∗) by
F(f) = T1(SD, f)
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where f ∈ Sk(B(n − 1)) and 0 ≤ k ≤ n. Then we have F ∈ A(g−11 , . . . , g−1n ). By
Lemma 3.19, we have
ϕF (a; g1, . . . , gn−1) =
∑
σ∈Sn−1
sgn(σ)ϕΛ(c(fσ(1)), c(fσ(2)), . . . , c(fσ(n)))
= (−1)n−1
∑
σ∈Sn−1
sgn(σ)T1(SD, fσ)
= (−1)n−1
∑
σ∈Sn−1
sgn(σ)F(fσ)
= (−1)n−1T (F)
in Cn/(W (V
∗) + ker ∂n), where fσ ∈ Sn(B(n− 1)) is defined by
fσ(j) =
j−1∑
k=1
eσ(k).
By Lemma 3.13, we have
T (F)− F (b; g−11 , . . . , g−1n−1) ∈ In(V ∗ \ {0}, G) + ker ∂n.
By Lemma 3.15 we have
F (b; g−11 , . . . , g
−1
n−1)− (−1)n−1F (b; g1, . . . , gn−1) ∈ In(V ∗ \ {0}, G) + ker ∂n.
Hence we have
ϕF (a; g1, . . . , gn−1)− F (b; g1, . . . , gn−1) ∈ In(V ∗ \ {0}, G) +W (V ∗) + ker ∂n,
and the theorem is proved. 
3.5. The property of the characteristic function of a fan. Let V be an n-
dimensional vector space over Q. We say that a set X ⊂ V is thin if it is contained
in a finite union of proper vector subspaces of V . Let (≤) be a total order on the
set V such that (V,≤) is an ordered vector space. For v ∈ V , we say that v is
positive if 0 < v. For a nonzero vector v ∈ V , we define P (v) by
P (v) =
{
v v is positive
−v otherwise.
Note that P (v) is always positive if v 6= 0. For a cone Λ ∈ Cr(V ), we define
P (Λ) ∈ Cr(V ) by
P (Λ(u1, . . . , ur)) = Λ(P (u1), . . . , P (ur)).
For a fan B =
∑
j cjΛj ∈ Cr(V ), we define P (B) ∈ Cr(V ) by P (B) =
∑
j cjP (Λj).
Then we have the following lemma.
Lemma 3.23. Let B ∈W (V )+ker ∂n be a fan. Then C(P (B), r) has a thin support.
Proof. It is enough to prove in the case where B = ∂n+1Λ(u0, u1, . . . , un) with
u0, . . . , un ∈ V \ {0}. We may assume that u0, · · · , un are positive by changing
uj to P (uj). If u0, . . . , un is not a generator of V then the lemma is obvious.
Thus we may assume that u0, . . . , un is a generator of V . Further, we may as-
sume that u1, . . . , un are linearly independent by permutating u0, . . . , un, and that
u0 = a1u1+ · · ·+akuk for some 1 ≤ k ≤ n and a1, . . . , ak ∈ Q \ {0} by permutating
u1, . . . , un. We denote by Vk the subspace of V generated by u1, . . . , uk. We set
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Bk = ∂k+1Λ(u0, u1, . . . , uk) ∈ Ck(Vk) and B′ =
∑k
j=0(−1)jΛ(u0, . . . , uj−1, uj+1, . . . , un).
Since B− B′ ∈ W (V ), it is enough to prove that C(B′) has a thin support. By the
definition we have
C(B′)(w + tk+1uk+1 + · · ·+ tnun) =
{
C(Bk)(w) tj > 0 for all k < j ≤ n
0 otherwise
where w ∈ Vk and tk+1, . . . , tn ∈ Rn. Since C(Bk) : VK → Z has a thin support by
Proposition 2 in [2], C(B′) has a thin support. Thus the lemma is proved. 
4. Expression of Hecke L-functions of totally real fields
4.1. Hecke characters. Let K be a totally real field and χ =
∏
v χv a Hecke
character of K. Let m be the conductor of χ, and let d be the different of K. For
a place v of K, Kv will denote the completion of K at v. We set χ∞ =
∏
v χv
where v runs through all infinite places. For a finite place v, rv will denote the
maximal compact subring of Kv, and πv will denote a prime element of rv. Let pv
be the prime ideal of OK corresponding to a finite place v. For a fractional ideal
a =
∏
v p
fv
v of K, we define I(a) ⊂ K(Af)× by
I(a) = {(av)v ∈ K(Af)× | av ∈ πfvv r×v for all finite places of K}.
We define the standard function Φχ ∈ S(K(Af )) attached to χ by Φχ =
∏
v Φv
where Φv ∈ S(Kv) is defined by
Φv(x) =
{
1 x ∈ rv
0 otherwise
if χv is unramified and
Φv(x) =
{
χ−1v (x) x ∈ r×v
0 otherwise
if χv is ramified. For a fractional ideal b of K, we define Φχ,b : S(K(Af )) by
Φχ,b(x) = χ(b)Φχ(bx)
where b ∈ I(b). It is obvious that Φχ,b does not depend on the choice of b. Let Im
be the group of fractional ideals of K relatively prime to m, and let χI : Im → C×
be the character of Im corresponding to χ. Note that χI is defined by
χI(a) =
∏
v:finite
v∤m
χv(av)
where (av)v ∈ I(a). For x ∈ K× and a fractional ideal b of K, we have
χ−1∞ (x)Φχ,b(x) =
{
χI(xb) x ∈ b−1 and xb ∈ Im
0 otherwise.
Let ρ = (ρ1, . . . , ρn) : K(R) → Rn be a natural ring isomorphism, where n is the
degree of K. Let C be an ideal class of K. We define the partial Hecke L-functions
L(s, χ, C) by
L(s, χ, C) =
∑
a⊂OK
a∈C∩Im
χI(a)N(a)
−s.
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Assume that b ∈ C. Then we have
L(s, χ, C) =
∑
a
χI(a)N(a)
−s
= N(b)−s
∑
a
χI(ab
−1b)N(ab−1)−s
= N(b)−s
∑
x∈(b−1\{0})/O×
K
χ(xb) |ρ(x)|−s
= N(b)−s
∑
x∈K×/O×
K
χ−1∞ (x)Φχ,b(x) |ρ(x)|−s .(4.1)
The Fourier transform of Φχ,b is given as follows. For y0 ∈ I((md)−1), we set
k(χ) = χ(y0)
−1
∫
K(Af )
ψ(Tr(xy0))Φχ(x)dx.
Note that k(χ) does not depend on the choice of y0. Then we have
Φˆχ,b = N(b)k(χ)Φχ−1,mdb−1 .
4.2. Cassou-Nogue`s’ trick and the regularization. Let Λ ∈ Cn(V ) be some
cone. The problem is that Φχ,b is not necessary regular with respect to Λ. In this
section we modify Φχ,b to obtain a regular function. Let C[IK ] be the group ring of
the ideal group IK of K. We extend the definition of Φχ,γ for γ =
∑
j njbj ∈ C[IK ]
where nj ∈ C and b ∈ IK by
Φχ,γ =
∑
j
njΦχ,bj .
We use the notation γˆ =
∑
j njN(b)b
−1
j ∈ C[IK ] for γ =
∑
j njbj ∈ C[IK ]. Note
that the Fourier transform Φˆχ,γ of Φχ,γ is given by
Φˆχ,γ = k(χ)Φχ−1,mdγˆ .
We say that a prime ideal p is degree m if N(p) = pm where p is a rational prime.
For a fractional ideal a =
∏
v p
fv
v of K, we define a set Q(a) of rational primes by
Q(a) = {p | There exists a finite place v such that fv 6= 0 and pv | p}.
The following is the same technique used in [1].
Lemma 4.1. Let b a fractional ideal of K, and let (u1, . . . , un) ∈ OnK be a basis of
K as a vector space over Q. We define a finite set Z of rational primes by
Z = Q(b) ∪Q(m) ∪Q(u1) ∪ · · · ∪Q(un).
Let p be a prime ideal of degree 1 such that N(p) /∈ Z. Then the pair (Φχ,γb,Λ(u1, . . . , un))
satisfies Condition P2, where
γ = (1 −N(p)χI(p)p−1) ∈ C[IK ].
Proof. Let w ∈ K(Af) and u ∈ {u1, . . . , un}. Put p = N(p). We need to prove
that ∫
Af
Φχ,γb(w + xu)dx = 0.
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There exists a positive integer b such that bu ∈ mb−1 and b /∈ p. Note that
Φχ,bp−1(x) =
{
χI(p)
−1Φχ,b(x) x ∈ pb−1
0 otherwise
for all x ∈ K. Since Φχ,γb is invariant under the translation by pbuZˆ, It is enough
to prove that
p−1∑
k=0
Φχ,γb(w + kbu) = 0.
For all k ∈ Z, we have
Φχ,b(w + kbu) = Φχ,b(w).
Since bu /∈ pb−1, there exists l ∈ {0, 1, . . . , p− 1} such that for all k ∈ {0, . . . , p− 1}
pχI(p)Φχ,bp(w + kbu) =
{
Φχ,b(w) k = l
0 otherwise.
Thus we have
p−1∑
k=0
Φχ,γb(w + kbu) =
p−1∑
k=0
Φχ,b(w + kbu)− pχI(p)
p−1∑
k=0
Φχ,b(w + kbu)
= pΦχ,b(w)− pΦχ,b(w)
= 0
and the lemma is proved. 
Lemma 4.2. Let (u1, . . . , un) ∈ OnK be a basis of K over Q. Let (w1, . . . , wn) ∈ OnK
be a basis of K over Q such that Tr(uiwj) = 0 for all i 6= j. We define a finite set
Z of rational primes by
Z = Q(b) ∪Q(m) ∪Q(d) ∪ {p ∈ Q(uj)|1 ≤ j ≤ n} ∪ {p ∈ Q(wj)|1 ≤ j ≤ n}.
Let p and q be prime ideals of degree 1 such that N(p) /∈ Z, N(q) /∈ Z and N(p) 6=
N(q). Then the pair (Φχ,γb,Λ(u1, . . . , un)) satisfies Condition P1 and P2, where
γ = (1 −N(p)χ(p)p−1)(1 − χ−1(q)q) ∈ C[IK ].
Proof. We set
γ1 = (1−N(p)χ(p)p−1) ∈ C[IK ],
γ2 = (1−N(q)χ−1(q)q−1) ∈ C[IK ].
Note that we have γ = γ1γˆ2. By previous lemma, (Φχ,γb,Λ(u1, . . . , un)) satisfies
Condition P2. Put a = γ1b. Note that the Fourier transform of Φχ,γb is given by
k(χ)Φχ−1,γ2mdaˆ. By previous lemma, (Φχ−1,γ2mdaˆ,Λ(w1, . . . , wn)) satisfied Condi-
tion P2. Therefore by Lemma 2.9, (Φχ,γb,Λ(u1, . . . , un)) satisfy Condition P1. 
Definition 4.3. We set
P (K) = {(p, q) | p, q are prime ideals of degree 1, N(p) 6= N(q)}.
We say that a statement A(p, q) holds for almost all (p, q) ∈ P (K) if there exists a
finite set Z of rational primes such that A(p, q) holds for
{(p, q) | N(p) /∈ Z, N(q) /∈ Z}.
By Lemma 4.2, we have the following theorem.
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Theorem 4.4. Let χ be a Hecke character of K, and let z be an element of C[IK ].
Let T be a finite set of simple cones. Then for almost all (p, q) ∈ P (K), Φχ,γz is
regular with respect to Λ for all Λ ∈ T , where
γ = (1 −N(p)χ(p)p−1)(1 − χ−1(q)q) ∈ C[IK ].
4.3. Fundamental domain and fundamental domain fan. We use the follow-
ing theorem by H. Yoshida, which can be found in [8] as Theorem 5.2 in chapter
IV.
Theorem 4.5. There exists ǫ1, . . . , ǫn−1 ∈ EK with the following properties.
(1) ǫ1, . . . , ǫn−1 generate a subgroup E of EK of finite index.
(2) There exists a thin set Z ⊂ ρ(K)∩Rn>0 and a fundamental domainD ⊂ Rn>0
such that
Rn>0 =
∐
ǫ∈E
ǫD
and
C(F (1; ǫ1, . . . , ǫn−1)) + 1Z = 1D.
We define the notion of a fundamental domain fan.
Definition 4.6. Let ǫ1, . . . , ǫn−1 and E be as in Theorem 4.5. Let (ǫ′1, . . . , ǫ
′
n−1)
be a generator of EK . Then ǫi can be represented as
ǫi =
n−1∏
j=1
(ǫ′j)
cij ,
where C = (cij)i,j ∈ Mn−1(Z). We may assume that det(C) = #(EK/E) by
changing ǫ1 to ǫ
−1
1 if necessary. We say that D is a fundamental domain fan if D is
a fundamental domain fan for (ǫ′1, . . . , ǫ
′
n−1).
Remark 4.7. For any basis (ǫ′1, . . . , ǫ
′
n−1) ofEK , F (1; ǫ
′
1, . . . , ǫ
′
n−1) or−F (1; ǫ′1, . . . , ǫ′n−1)
is a fundamental domain fan. The above definition is to determine this sign.
For g ∈ {±1}n, set Kg = {x ∈ K× | gµρµ(x) > 0 for all 1 ≤ µ ≤ n}. The
following lemma follows from Theorem 4.5.
Lemma 4.8. Let g ∈ {±1}n and w ∈ Kg. Let ǫ1, . . . , ǫn−1 and E be as in Theorem
4.5. Then there exists a thin set Z ⊂ K with the following property:
Let f : Kg → C be any EK -invariant function such that∑
x∈Kg/EK
f(x)
converges absolutely and f(v) = 0 for all v ∈ Kg ∩ Z. Then we have∑
x∈Kg/E
f(x) = (
∏
µ
gµ)
∑
x∈K
f(x)C(F (w; ǫ1, . . . , ǫn−1))(x).
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4.4. Expression of L-function of general character of totally real field.
Let (ρµ)
n
µ=1 be the tuple of all the embeddings of K to R. For Φ ∈ S(Af (K)) and
σ : {1, . . . , n} → {0, 1}, we define a function λ : K× → C by
λ(x) = Φ(x)
∏
µ
(
ρµ(x)
|ρµ(x)|
)σ(µ)
(x ∈ K×)
and a subset X(λ) ⊂ Cn by
X(λ) = {s ∈ Cn | λ(xǫ) = λ(x)
n∏
µ=1
|ρµ(ǫ)|sµ for any (x, ǫ) ∈ K× × EK}.
For s ∈ X(λ), we put
H(s, λ) =
∑
x∈K×/EK
λ(x)∏n
µ=1 |ρµ(x)|sµ
.
Lemma 4.9. Let B ∈ W (K)+ In(K,EK)+ker∂n. There exists a finite set T with
the following property:
Let Φ ∈ S(K(Af )) be any function which is regular with respect to all Λ ∈ T .
Then
Lg(s,Φ,B) = 0
for all g ∈ {±1}n and s ∈ X(λ).
Proof. Let B = B1 + B2 where B1 ∈W (K) + ker∂n and B2 ∈ In(K,EK). We may
assume that
Lg(s,Φ,B) = Lg(s,Φ,B1) + Lg(s,Φ,B2)
by choosing a suitable T . By Lemma 2.18 and 3.23, we may assume that
Lg(s,Φ,B1) = Lg(s,Φ, P (B1)) = 0.
Let B2 =
∑
j∈J (ǫjBj − Bj) where ǫj ∈ EK and Bj ∈ Cn(K). Since s ∈ X(λ), we
may assume that
Lg(s,Φ, ǫjBj) = Lg(s,Φ,Bj)
for all j ∈ J . Thus the lemma is proved. 
Proposition 4.10. Let D be a fundamental domain fan. Then there exists a finite
set T with the following property:
Let Φ ∈ S(Af (K)) be any function which is regular with respect to all Λ ∈ T .
Then
H(s, λ) = Lσ(s,Φ,D)
for all σ and s ∈ X(λ).
Proof. We have
H(s, λ) =
∑
g∈{±1}n
∑
x∈Kg/EK
λ(x)∏n
µ=1 |ρµ(x)sµ |
=
∑
g∈{±1}n
(
∏
µ
gσ(µ)µ )
∑
x∈Kg/EK
Φ(x)∏n
µ=1(gµρµ(x))
sµ
.
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For g ∈ {±1}, let w(g) ∈ Kg be any element. Then by Lemma 4.8, we may assume
that
H(s, λ) =
∑
g∈{±1}n
(
∏
µ
gσ(µ)µ )
∑
x∈Kg/EK
Φ(x)∏n
µ=1(gµρµ(x))
sµ
=
1
#(EK/E)
∑
g∈{±1}n
(
∏
µ
g1−σ(µ)µ )
∑
x∈Kg
ΦC(F (w(g); ǫ1, . . . , ǫn−1))(x)∏n
µ=1(gµρµ(x))
sµ
by choosing a suitable T . By Lemma 2.5, we may assume that
H(s, λ) =
1
#(EK/E)
∑
g∈{±1}n
(
∏
µ
g1−σ(µ)µ )
∑
x∈Kg
ΦC(F (w(g); ǫ1, . . . , ǫn−1))(x)∏n
µ=1(gµρµ(x))
sµ
=
1
#(EK/E)
∑
g∈{±1}n
(
∏
µ
gσ(µ)µ )Lg(s,Φ, F (w(g); ǫ1, . . . , ǫn−1)).
Note that we have
F (w(g); ǫ1, . . . , ǫn−1)−#(EK/E)D ∈W (K) + I(K,EK) + ker ∂n
by Lemma 3.15. By Lemma 4.9, we may assume that
H(s, λ) =
1
#(EK/E)
∑
g∈{±1}n
(
∏
µ
gσ(µ)µ )Lg(s,Φ, F (w(g); ǫ1, . . . , ǫn−1))
=
∑
g∈{±1}n
(
∏
µ
gσ(µ)µ )Lg(s,Φ,D)
= Lσ(s,Φ,D)

Remark 4.11. It is natural to expect that if Φ is regular for D then H(s, λ) =
Lσ(s,Φ,D), but we do not know a proof.
4.5. Expression of Hecke L-function. Let χ be a Hecke character of K. We
define σ : {1, . . . , n} → {0, 1} and hµ ∈ iR by
χ−1∞ (t) =
∏
µ
(
tµ
|tµ|
)σ(µ)
|tµ|−hµ .
For z =
∑
j njbj ∈ C[IK ], we define L(s, χ, z) by
L(s, χ, z) =
∑
j
njN(bj)
sL(s, χ, Cj)
where Cj is an ideal class such that bj ∈ Cj , and c(z, s) by
c(z, s) =
∑
j
njN(bj)
s.
Let C be an ideal class. Then by (4.1), for all b ∈ C, we have
#(O×K/EK)L(s, χ, C) = N(b)
−s ∑
x∈K×/EK
χ−1∞ (x)φχ,b(x) |ρ(x)|−s
= N(b)−sH((s+ h1, . . . , s+ hn), λ)
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where λ is defined by
λ = Φχ,b(x)
∏
µ
(
ρµ(x)
|ρµ(x)|
)σ(µ)
.
Let D ∈ Cn(K) be a fundamental domain fan. Then by Proposition 4.10, for almost
all (p, q) ∈ P (K) we have
#(O×K/EK)L(s, χ, γb) = H((s+ h1, . . . , s+ hn),Φχ,γb, σ)
= Lσ((s+ h1, . . . , s+ hn),Φχ,γb, σ)
Definition 4.12. Let χ be a Hecke character of K, and let D be a fundamental
domain fan. Let γ∈ C[IK ]. Assume that Φχ,γ ∈ R(K,D). We define a function
Fχ,γ,D : C
n → C of several variables by
Fχ,γ,D(s1, . . . , sn) =
1
#(O×K/EK)
Lσ((sµ + hµ)µ,Φχ,γ ,D)
where (hµ)µ ∈ (iR)n and σ : {1, . . . , n} → {0, 1} are defined by
χ∞(t) =
n∏
µ=1
(
tµ
|tµ|
)σ(µ)
|tµ|−hµ .
Then we have the following theorem.
Theorem 4.13. Let K be a totally real field of degree n, and let χ be a Hecke
character of K. Let D be a fundamental domain fan, C an ideal class, and b ∈ C
an ideal. For p, q ∈ Ik, we set
γ = (1−N(p)χI(p)p−1)(1− χ−1I (q)q) ∈ C[IK ]
and f = γb. Then for almost all (p, q) ∈ P (K), the following assertions hold:
(1) Φχ,f is regular with respect to D.
(2) The function Fχ,f,D(s1, . . . , sn) is holomorphic for all s ∈ Cn.
(3) The function Fχ,f,D(s1, . . . , sn) has the following functional equation
Γσ((sµ + hµ)µ)Fχ,f,D(s1, . . . , sr)
= iχk(χ)Γσ((1 − sµ − hµ))Fχ−1,mdf̂ ,ϕ(D)(1 − s1, . . . , 1− sr).
(4) The function Fχ,f,D(s1, . . . , sn) has zeros at sµ − (k + hµ) = 0 for all 1 ≤
µ ≤ r and non-positive integer k such that k ≡ σ(µ) (mod 2).
(5) The diagonal parts of Fχ,f,D and Fχ−1,mdfˆ ,ϕ(D) are Hecke L-functions, i.e.,
we have
Fχ,f,D(s, . . . , s) = L(s, χ, f)
and
Fχ−1,mdfˆ ,ϕ(D)(1− s, . . . , 1− s) = L(1− s, χ−1,mdfˆ).
(6) If p and q are principal ideals then we have
Fχ,f,D(s, . . . , s) = c(f, s)L(s, χ, C)
and
Fχ−1,mdfˆ ,ϕ(D)(1− s, . . . , 1− s) = c(mdfˆ , s)L(1− s, χ−1,mdC−1).
Remark 4.14. There exist infinitely many principal prime ideals of degree 1 of K
by Chebotarev’s density theorem.
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4.6. Functional equation of Hecke L-function. In this section, we give a new
proof of the functional equation of the Hecke L-functions by Theorem 4.13. Let
us state the functional equation of partial Hecke L-functions. We set m be the
conductor of χ and d be the different of K. We set
Wχ = iσk(χ)
√
N(md).
For an ideal class C of K, we define the complete partial Hecke L-function by
Lˆ(s, χ, C) = N(md)s/2Γχ(s)L(s, χ, C)
where Γχ(s) = Γσ((s + hµ)µ). Then the functional equation of the partial Hecke
L-function is as follows
Corollary 4.15. Let C and C′ be ideal classes such that CC′ = (md) where (md)
is an ideal class which contains md. We have
Lˆ(s, χ, C) =WχLˆ(1− s, χ−1, C′).
Proof. Take any ideal b of K in C. Let p and q be principal prime ideals of K in
Theorem 4.13. Then we have
c(f, s)Γχ(s)L(s, χ, C) = iχkχc(mdf̂ , 1− s)Γχ−1 (1− s)L(1− s, χ−1, C′)
where f = (1−N(p)χI(p)p−1)(1−χ−1I (q)q)b ∈ C[IK ]. Since c(f, s) = c(fˆ , 1−s) 6= 0,
we get the corollary by
Γχ(s)L(s, χ, C) = ikk(χ)N(md)
1−sΓχ−1(1− s)L(1− s, χ−1, C′),
N(md)s/2Γχ(s)L(s, χ, C) = ikk(χ)N(md)
1/2N(md)(1−s)/2Γχ−1(1− s)L(1− s, χ−1, C′),
Lˆ(s, χ, C) =WχLˆ(1− s, χ−1, C′).

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