INTRODUCTION
In the modern analytical chemistry, vibrational spectroscopy is an important technique for identifying chemical species [1] [2] [3] [4] [5] and understanding reaction mechanisms. [5] [6] [7] [8] [9] [10] Infrared (IR) spectroscopy is one of the well-established traditional vibrational spectroscopies. It is based on the unique absorption frequencies pattern of IR light when infrared radiation excites vibrational transitions of molecules. 4, 11 IR spectra provide precise information about a molecule, such as the nature of the chemical bond and its surrounding environment. 4 However, deriving the 3D structural information directly from the experimental IR spectra is not always straightforward. Often, theoretical studies are employed to aid the interpretation of the experimental IR spectra. 9, 12, 13 Among the various computational vibrational IR spectroscopic methods [14] [15] [16] [17] [18] [19] [20] [21] [22] , those based on normal mode analysis (NMA) [23] [24] [25] [26] and Fourier transform dipole autocorrelation function (FT-DAC) 27, 28 are the two most popular approaches. NMA is based on the harmonic approximation by assuming that the potential energy surface (PES) behaves like a harmonic potential. The spectrum is obtained by diagonalising the secondary derivative of the potential energy of the molecule in its minimal energy structure, which makes this method computationally economical. However, this method completely neglects the anharmonic nature of the PES. 11 To overcome such issues, often empirical scaling factors parametrised with a larger data set are employed. 15, 16, 18 It has been noted that such empirical scaling factor calculations are often affected by choice of the data set used in the study. 18 As the NMA spectrum is calculated from a static structure, a well-optimised structure is necessary to obtain an accurate spectrum. This limitation makes NMA difficult to apply to dynamic systems such as flexible molecules or bulk phase systems, due to the presence of multiple local minima. To build a comparable computational counterpart to the experimental IR spectra, a method needs to consider the anharmonicity of the PES. As per Wiener-Khintchine theorem, 17, 22 the Fourier transformed autocorrelation function of any attribute in time domain gives its spectral signatures in the frequency domain. Based on this theorem, the change in the dipole moment represented in an IR spectrum can be built from the FT-DAC function. [27] [28] [29] As there are no assumptions made about the nature of PES, the FT-DAC method inherently includes the anharmonicity in the vibrational spectrum. 21 Furthermore, the applicability of this method to flexible and bulk phase systems is another important advantage, provided that sufficient sampling can be achieved to cover all the relevant thermodynamically accessible conformations.
FT-DAC method has already been proven as an effective tool to calculate the vibrational spectrum using ab initio methods based on density functional theory (DFT). 20, 21, [30] [31] [32] For instance, Thomas et al. used the FT-DAC with ab initio molecular dynamics (AIMD) simulations to calculate the IR and Raman spectra of small molecules. 20 Li et al. reported the IR spectra of the proton-bound dimethyl ether dimer with AIMD simulations. 30 However, AIMD simulations are limited by the number of atoms in the system and the timescale one can sample. Therefore, it is challenging to apply ab initio or density functional theory (DFT) methods to large (bio)molecular systems.
Third-order density functional tight binding theory (DFTB3) can be an alternative solution to this problem. [33] [34] [35] [36] [37] [38] DFTB3 is a recent extension of the self-consistent-charge densityfunctional tight-binding method (SCC-DFTB or DFTB2). 33, 34 DFTB2 was derived from a second-order expansion of the density functional theory (DFT) total energy around a given reference density and it calculates the zeroth and first order terms using a linear combination of atomic orbitals of a minimal basis and a two-center integral approximation. 36, 39 The density fluctuation in DFTB2 is approximated via a charge redistribution in a self-consistent manner, where the electron-electron interaction of excess charge on one atom is approximated by the Hubbard parameter. DFTB3 combines an improved Coulomb interaction between atomic partial charges and the complete third-order expansion of the DFT total energy. [33] [34] [35] 37 These refinements substantially improve the description of hydrogen binding energies, proton affinities and hydrogen transfer barriers, which makes DFTB3 particularly applicable to biomolecular systems.
Previously the IR spectra of protonated water clusters have been calculated with the FT-DAC method based on the SCC-DFTB method. 14 to calculate the Raman spectra for a set of 10 small molecules. 40 Several studies have been conducted to benchmark the harmonic vibrational frequencies using both ab initio 18, 41 and semi-empirical methods including AM1, 15,18 PM3, 15,18 PM6 16 and SCC-DFTB. 15 However, a systematic benchmarking of computational vibrational spectroscopy with DFTB3 is yet to be performed. In this work, we have benchmarked DFTB3 performance with both NMA and FT-DAC with a large group of chemical systems. Their strengths and potential limitations are discussed with selected case studies. This study also includes a comparative study of the harmonic vibrational frequencies using B3LYP/cc-pVTZ.
METHODOLOGY Normal mode analysis (NMA)
In the NMA calculations, the Hessian matrix can be obtained either with numerical differentiation with the finite difference 19 or analytical differentiation schemes. 24, 42 It has been shown that the Hessian obtained through the numerical differentiation is in excellent agreement with those based on the analytical scheme with SCC-DFTB. 14, 15 The vibrational frequencies are then calculated by diagonalising the Hessian matrix. 24 IR intensities of each normal mode (I k ) are calculated through the projection of the molecular dipole derivative (∇ µ) onto the corresponding eigenvector ( L k ), 24
where N represents Avogadro's number, and c is the speed of light.
Fast Fourier transform dipole autocorrelation function (FT-DAC)
In FT-DAC method, the pattern of the dipole moments ( µ(t)) in a molecule as a function of time is calculated from the MD trajectories using an autocorrelation function 29 and subsequent Fourier transformation gives the IR vibrational spectrum in the frequency domain. 17, 20, 22 The equation of classic FT-DAC function is as follows 27,28
Using equation 2 above, IR absorption coefficient α QC is calculated with
where V is the sample volume, is the Plank's constant, c is the speed of light and n(ω) 1 is the refractive index of the medium.
Despite the electronic degrees of freedom are fully treated with QM models, the nuclear motions are still approximated by the classic Newtonian equation. 43 To rectify these approximations of such a treatment, several different methods [44] [45] [46] [47] [48] [49] [50] [51] [52] have been developed to model quantum time correlation functions. However, such methods are computationally expensive.
Instead, Ramirez et al. 43 proposed an empirical harmonic correction term Q HC as an effective correction for IR intensity calculations of floppy molecules with large anharmonicity,
The final IR absorption coefficient is given by
Computational details
In this section, we briefly outline the technical details of the theoretical IR spectral calculations. The test data set is comprised of 40 molecules, which were mostly organic, listed in the spreadsheet in the Supporting Information (SI). The data set is chosen to include most of the commonly occurring functional groups in the biomolecular systems. The experimental and B3LYP/cc-pVTZ vibrational frequencies are obtained from the NIST Computational Chemistry Comparison and Benchmark Database 53 and NIST chemistry webbook. 54 All the DFTB3 vibrational frequency calculations are performed with CHARMM (c38a1) software. 55 The DFTB3 parameters (3ob-3-1) are obtained from the DFTB official website. 56 We noted that a special set of parameters (3ob-3-1-freq, labelled as DFTB3-freq) aiming at an improved performance for the vibrational spectra had been developed for DFTB3 at the compromise of the energetic properties. 34 For comparative analysis, we also included these parameters for vibrational frequency calculations. However, for practical applications with the FT-DAC spectra calculation, an accurate description of energetics is also required. Furthermore, our long-term goal is to apply computational vibrational spectroscopy together with a combined quantum mechanics/molecular mechanics (QM/MM) model to study biomolecular systems.
Due to this reason, we have excluded these parameters for the FT-DAC method.
In the NMA based approach, the Hessian matrix was constructed using a numerical differentiation scheme with the finite step size of 0.001Å. 14 In the FT-DAC based approach, we followed the previously developed protocol as detailed in Ref. 14 .
In this study, the entire system is treated quantum mechanically in the gas phase. Mul- 
Characterisation of vibrational peaks in FT-DAC
The major goal of modelling the vibrational spectra is to interpret the peaks/bands in the experimental counterpart and their assignments to their respective vibrational modes.
However, it is often difficult to obtain such information directly from the FT-DAC spectrum.
Tentative vibrational modes can be obtained from the Fourier transform of the atomic velocity autocorrelation function (FT-VAC). Alternative methods have been developed to address this issue. This includes by decomposing the spectral peaks as a sum of effective vibrational modes extracted from the FT-VAC 59 or by describing the localized vibrational modes as a linear combination of non-redundant internal coordinates. 60 Nishimura et al. used the FT-TAC of symmetrised internal vibrational modes in the prediction of vibrational spectra of methanol dimer. 61 Bowman et al. 62 and Kaledin et al. 63 developed driven molecular dynamics approach to perform full normal mode analysis without calculating the Hessian matrix for larger biomolecular systems. Thaunay et al. used a similar approach to assign the vibrational modes for dipeptide. 64 Other types of methods have also been proposed in the literature for assigning or approximating the vibrational spectra are instantaneous normal mode analysis 65, 66 and principle mode analysis. [67] [68] [69] Since the molecules in our database are relatively rigid, we decided to assign the FT-DAC peaks to the closest NMA vibrational modes. If the mean absolute percentage error (MAPE) between NMA and FT-DAC vibrational mode is more than 3% (estimated MAPE) or the assignment is ambiguous (e.g., peak overlaps), we rechecked the FT-DAC peak attributes with the FT-TAC of the localised vibrational modes, following the work by Nishimura et al. 61 Out of 307 vibrational modes, 19 FT-DAC vibrational modes were deviated from the NMA vibrational modes by more than 3% (MAPE). They were listed in the Table S1 in SI.
The Cartesian coordinates of the molecules are extracted at each timestep from the NVE MD simulations. Then, the internal coordinates of each internal mode ν N are calculated, defined in the Table S1 and Figure S1 in SI. Power spectra of these internal modes ν N are obtained by Fourier transformation of autocorrelation function ν N (0) · ν N (t) for 50 independent trajectories. After reassignment, we found only minimal deviation between the NMA and FT-DAC vibrational modes.
Scaling factor
The calculated harmonic vibrational frequencies are known to overestimate the actual vibrational frequencies. 18 The major source of this disagreement is from neglecting the anharmonic component of the oscillation, incomplete incorporation of electron correlation and use of a finite basis set. 15, 16, 18 Even though there is no theoretical basis, conventionally, such overestimations have been corrected with the scaling factors. 15, 16, 18 In this study, the scaling factor is calculated using the least square procedure by minimising the residuals. The scaling factor λ is calculated by
where ω theor i and ν exp i are the theoretical and experimental vibrational frequencies respectively and N is the number of modes. After obtaining the optimal scaling factor, we calculated the minimised residual (∆ min i ) for each mode
The root mean square error (rms tot ) of all the vibrational modes are determined by
Using the calculated scaling factor (λ), the corrected vibrational frequencies are calculated by
where ω ∼calc i is the scaled harmonic frequency, and ω calc i is the unscaled harmonic frequency.
Numerical accuracy
The numerical accuracy of these methods can be quantified using the statistical deviations.
Four types of deviations have been used in this study including (a). maximal absolute deviation σ M AX
(b). average absolute error
(c). standard deviation
and (d). weighted absolute error 
RESULTS AND DISCUSSION

Section B: Overall performance of NMA and FT-DAC
To be consistent with all the methods in this study, we only included the vibrational modes which appeared in the FT-DAC spectra for detailed comparison (307 vibrational modes).
This systematic selection procedure excluded the low-intensity vibrational modes, and we also excluded the vibrational modes lower than 500 cm −1 . The detailed experimental and unscaled theoretical vibrational frequencies calculated with B3LYP/cc-pVTZ (NMA), DFTB3
(NMA and FT-DAC) and DFTB3-freq (NMA) methods are provided in the spreadsheet in SI. When comparing the DFTB3 (3ob-3-1) performance between the NMA method ( Figure   2(b) ) and the FT-DAC method (Figure 2(d) ), we found that the latter marginally outper- In case of the N-H stretch peaks in amines, the symmetric N-H stretch peak in primary amines is nearly undetectable in the experimental IR spectra. These features are accurately reproduced in the FT-DAC spectra, whereas, NMA predicted these vibrational modes with high intensities (Figures S3 in SI) . Even though the overall deviation of DFTB3-freq is much lower than that of DFTB3 parameters, the original DFTB3 parameters performed well in predicting the vibrational frequencies of these specific functional groups mentioned in Table   S2 in the SI. In the case of DFTB3, the optimal scaling factor required for NMA and FT-DAC methods are 0.9993 and 0.9982, respectively ( Table 2 ). Since the scaling factors are very close to 1, no improvement upon scaling was observed. It indicated the lack of systematic errors, i.e., underestimation or overestimation in the vibrational frequency calculations with DFTB3.
Unscaled vibrational frequencies
Scaled vibrational frequencies
Witek and Morokuma also reported a minimal improvement with both DFTB and DFTB2
for NMA using scaling factors. 15 Whereas with a scaling factor of 1.0059, σ ST D for DFTB3freq came down only by 1 cm −1 . In summary, only a minor improvement was observed when applying scaling factors for DFTB3 based vibrational calculations. In the practical applications, it isn't necessary to apply scaling factor for DFTB3 based vibrational spectra calculations.
Section C: Application of FT-DAC to flexible molecular systems
In this section, we have extended the study to demonstrate the advantages of FT-DAC in solving real-time problems for more flexible molecules of chemical or biological significance. The potential limitations of the NMA method have been already discussed in the Introduction. It is expected that as the anharmonicity component increases, the error in were based on the work of Jones et al. 70 and Oomens et al. 71 . Based on the intra-molecular hydrogen bonding network, these three conformers of serine are characterised by two distinct orientations. Conformer I and II have the intra-molecular hydrogen bonding network of OH· · · OCO· · · HNH and Conformer-III has the intra-molecular hydrogen bonding network of OH· · · NH· · · OCO. Conformer I and II differ by forming the hydrogen with either of the two-amino hydrogen atoms with different H-C-N-H dihedral angles. A new con-former (IV) was identified based on the potential of mean force (PMF) simulations ( Figure   S4 ). In contrast to the other three conformers, Conformer-IV has only one hydrogen bond OH· · · OCO. The structural and energetic properties of these conformers are summarized in Table 4 .
NMA of Serine: NMA predicted the vibrational frequencies of all the conformations relatively accurate to the experimental vibrational frequencies (Table 4 and Figure 3 ). The experimental spectrum is mainly dominated by the symmetric and asymmetric carboxyl bend (OCO) mode, while, NMA measured weak to medium intensities for these vibrational modes and is mainly dominated by the NH 2 scissoring mode ( Figure 3 ). In case of Conformer-III, OCO asymmetric carboxyl peak is blue shifted up to 30 cm −1 , whereas, in the Conformer-IV spectrum, this peak has undetectable intensity. The OH bend peak was hardly detected (low-intensity peak) in the NMA spectra of all the conformers, however, this peak is one of the high-intensity peaks in the experimental spectrum.
FT-DAC of Serine at 298.15 K: The FT-DAC method produced similar IR spectra for all the simulations started from four conformers of serine at 298.15 K (Table 4 ). Compared to the experimental IR spectrum, the FT-DAC method accurately predicted both frequencies and their relative intensities. Since the IRMPD spectrum is recorded at room temperature, it allows for a higher degree of conformational space, results in broader peaks especially the carboxyl symmetric stretch mode. 71 The carboxyl symmetric stretch peak is broadened at 1240-1400 cm −1 and carboxyl asymmetric bend and NH 2 scissoring bend are fused with each other due to the peak broadening, which is nicely reproduced by the FT-DAC spectra. Apart from the anharmonic component, this improved performance of the FT-DAC method in the flexible systems can be rationalised by conformational sampling. In the MD simulations, Conformer-I/II are relatively stable in their initial conformations in terms of hydrogen bonding network, however, occasionally sampled Conformer-IV's conformational space as well ( Figure S5 in SI) . However, for the MD simulations started with Conformer-III, the C α -C β bond is rotated to 72.8 o , resulting in changing its hydrogen bonding network to OH· · · OCO· · · HNH, similar to Conformer-I/II (Figure S5 in SI) . So, the final FT-DAC spectrum of Conformation-III showed in Figure 4 is that from the conformations after equilibrium simulations. Similarly, simulations started with Conformer-IV also moved to the regions of Conformer-I/II (OH· · · OCO· · · HNH) and occasionally returned back to that of Conformer-IV. Overall, it is clear that at room temperature OH· · · OCO· · · HNH hydrogen bonding networked conformations are more stable than that of the OH· · · NH· · · OCO and OH· · · OCO networked conformations. Thus the resulting four FT-DAC spectra at 298.15 K are identical with similar peak positions and widths ( Figure 3 and Table 4 ).
The major peaks in the rest of the IR region are at ∼800 cm −1 , ∼975 cm −1 , ∼1050 cm −1 and ∼1200 cm −1 . Based on the harmonic vibrational modes, these peaks are attributed to the following vibrational modes i.e., ∼800 cm −1 is contributed by C α and C carboxyl stretch coupled with O-H bend, ∼975 cm −1 is contributed by C-O stretch coupled with NH 2 wagging, ∼1050 cm −1 is contributed by C α -C β coupled with NH 2 bend vibrational mode and finally, ∼1200 cm −1 is contributed by NH 2 bend coupled with CH 2 wagging and O-H bend modes.
The FT-DAC method reproduced the ∼800 cm −1 and ∼1200 cm −1 accurately, including their relative intensities. Even though there are spectral signatures in the region of 850-1050 cm −1 , the peaks near ∼975 cm −1 and ∼1050 cm −1 aren't completely resolved. Moreover, the relative intensities in this region are much lower compared to the experimental spectra.
Temperature effects on the FT-DAC spectra of Serine: We also examined the effects of temperature on the FT-DAC spectra (Figure 3 and 4 ). The vibrational peaks in the FT-DAC spectra are sharper at 100 K. Apart from minor changes in peak widths and its relative intensities, the FT-DAC spectra of Conformer-I/II/IV are similar at both the temperatures. In contrast, Conformer-III showed major difference from its FT-DAC spectrum at 298.15 K. The FT-DAC spectrum of Conformer-III at 100 K is mainly dominated by the symmetric and asymmetric carboxyl stretch peaks, and the intensities of other peaks are low.
The carboxyl asymmetric stretch peak is red shifted up to 35 cm −1 , which matches its NMA spectrum. Unlike the room temperature counterparts, Conformer-III maintains its hydrogen bonding network ( Figure S6 in SI). This structural feature explains the resemblance of its FT-DAC and NMA spectra at 100 K. Based on these observations, it is clearly showed that at a lower temperature due to the restricted conformational space, the FT-DAC spectrum of serine moved close to its harmonic counterpart.
In summary, supported by analyses of the structural transitions along the simulations ( Figures S5 and S6 in SI), we concluded that at 298.15 K all the simulations sampled similar conformational spaces and thus rather similar characteristics were observed in the FT-DAC spectra. In contrast at 100 K, simulations starting from Conformer-I, II and IV were similar while those from Conformer-III maintained its hydrogen bonding network thus demonstrated different spectral properties.
Proton-bound dimethyl ether dimer
The nature of the shared proton in the acid-base chemistry and the proton transfer in various enzymatic reactions, captured by the classical Grotthuss mechanism, 72 is very important for both chemistry 73, 74 and biology. 72, [75] [76] [77] [78] These proton-bound systems provide a useful model to understand the proton sharing mechanism as they are relatively stable and experimentally it is also possible to prepare them in macroscopic scale with controlled solvation. 79, 80 In these systems, the shared proton is stabilised by the hydrogen bonding network with the two Lewis bases. There are several experimental and theoretical studies that have been conducted using the water cluster to show the shared proton exists in an Eigen form or Zundel form, which is still an ongoing debate in the literature. 14, [81] [82] [83] [84] The experimental spectra of proton-bound dimethyl ether dimers have been measured with both the infrared multiple photon dissociation spectroscopy (IRMPD) 80 and the argontagged single photon dissociation spectroscopy (Ar-TSPD) 79 . The IRMPD method records the spectrum at room temperature whereas the Ar-TSPD measures at lower temperatures.
So, the spectral signatures in the IRMPD spectrum are broader compared to the Ar-TSPD spectrum. 85 Additionally, the vibrational peaks in the Ar-TSPD spectrum are devoid of thermal effects. 79 The main difference between the IRMPD and Ar-TSPD spectra of protonbound dimethyl ether dimer is the doublet peak near 1000 cm −1 , which is clearly visible in the Ar-TSPD spectrum. 30 NMA of proton-bound dimethyl ether dimer: Table 5 lists the calculated harmonic vibrational frequencies (B3LYP/cc-pVTZ and DFTB3) and their respective mode descriptions. The ν OPO A-S -COC S-S peak (∼800 cm −1 ) is underestimated by ∼100 cm −1 in B3LYP/cc-pVTZ, whereas in DFTB3 is overestimated by ∼100 cm −1 . The ν COC A-S -P⊥ peak (∼1000 cm −1 ) is predicted fairly accurately by both methods. However the doublet nature of this peak (in the Ar-TSPD spectrum) is reproduced in neither of the NMA spectra. The major deviation in NMA/DFTB3 spectrum from the experimental counterpart is the ν P⊥ peak (∼1600 cm −1 ). This peak is underestimated by ∼200 cm −1 in NMA/DFTB3 spectrum, whereas B3LYP/cc-pVTZ (unscaled frequency) reproduces it well. 
CONCLUSIONS
In this work, we have systematically benchmarked the performance of DFTB3 for computational IR spectra based on NMA and FT-DAC for a comprehensive database of molecules. It has been shown that DFTB3 was able to capture the key features of the vibrational spectra for these diverse set of molecules. The less satisfactory performance with DFTB3 for the C=C, C=N and N-H vibrations was noted. By comparing the simulated spectra with the experimental data, an empirical scaling factor was developed for both methods. However, such empirical corrections do not significantly improve the spectral prediction. The advantage of 
