Enabling applications that exploit heterogeneous data in the Semantic Web will require us to harness a broad variety of semantics. Considering the role of semantics in a number of research areas in computer science, we organize semantics in three forms: implicit, formal and powerful, and explore their roles in enabling some of the key capabilities related to the Semantic Web. The central message of this paper is that building the Semantic Web purely on description logics will artificially limit it potential, and that we will need to both exploit well known techniques that support implicit semantics, and develop more powerful semantic techniques.
Introduction
Semantics has been a part of several scientific disciplines, both in the realm of Computer Science and outside of it. Research areas such as Information retrieval (IR), Information Extraction (IE), Computational Linguistics (CL), Knowledge Representation (KR) Artificial Intelligence (AI) and Data(base) Management (DB) have all addressed issues pertaining to semantics in their own ways. Most of these areas have very different views of what "meaning" is, and these views are all built on some meta-theoretical and epistemological assumptions. These different views imply very different views of cognition, of concepts and of meaning [Hjorland 1998 ]. In this paper, we organize these different views to three forms of semantics: Implicit, Formal and Powerful (aka Soft). We use these forms to explore the role of semantics that go beyond the narrower interpretation of the Semantic Web (that involve adherence to contemporary SW standards) and encompass those required for a broad variety of semantic applications. We advocate that for the Semantic Web to be realized, we must harness the power of a broad variety of semantics encompassing all three forms:
IR, IE and CL techniques primarily draw upon analysis of unstructured texts in addition to document repositories that have a loosely defined and less formal structure. In these sorts of data sources the semantics are Implicit.
In the fields of KR, AI and DB, however, the data representation takes a more formal and/or rigid form. Well defined syntactic structures are used to represent information or knowledge where these structures have definite semantic interpretations associated with them. There are also definite rules of syntax that govern the ways in which syntactic structures can be combined to represent the meaning of complex syntactic structures. In other words, techniques used in these fields rely on Formal Semantics.
Usually, efforts related to Formal Semantics have involved limiting expressiveness to allow for acceptable computational characteristics. Since most KR mechanisms and the Relational Data Model are based on set theory, the ability to represent and utilize knowledge that is imprecise, uncertain, partially true and approximate is lacking, at least in the base/standard models. However, there have been several efforts to extend the base models (e.g., [Barbara et al 1992] ). Representing and utilizing these types of more powerful knowledge is, in our opinion, critical to the success of the Semantic Web. Soft computing has explored these types of powerful semantics. We deem these Powerful (soft) semantics as distinguished, albeit not distinct from or orthogonal to Formal and Implicit semantics.
More recently, semantics has been driving the next generation of the Web as the Semantic Web where the focus is on the role of semantics for automated approaches to exploiting Web resources. This involves two well recognized critical enabling capabilities-ontology generation [Maedche and Staab 2001] [ Omelayenko 2001] and automated resource annotation [Dill et al 2003] [Handschuh et al 2002] [Patil et al 2004] , which should be complemented by appropriate computational approach such as reasoning or query processing. We use a couple of such enabling capabilities to explore the role and importance of all three forms of semantics.
A majority of the attention in the Semantic Web has been centered on a logic based approach, more specifically, that of description logic. However, looking at past applications of semantics, it is very likely that more will be expected from the Semantic Web than what the careful compromise of expressiveness and computability represented by description logic and the W3C adopted ontology representation language OWL (even its three flavors) can support. Supporting expressiveness that meet requirements of practical applications and the techniques that support their development is crucial. It is not desirable to limit the Semantic Web to one type of representation where expressiveness has been compromised at the expense of computational property such as decidability.
This paper is not the first to make this above observation. We specifically identify a few. Michael Uschold [Uschold 2003 ] has discussed a semantic continuum involving informal to formal and implicit to explicit, and Tom Gruber has talked about informal, semi-formal and formal ontologies [Gruber 2003 ]. The way we use the term implicit semantics, however, is different compared to [Uschold 2003 ] insofar as we see implicit semantics in all kinds of data sets, not only in language. We assume that machines can analyze implicit semantics with several, mostly statistical, techniques. William Woods has extensively written regarding the limitations of the FOL (and hence DLs) in the context of natural language understanding, although limitations emanating from rigidness and limitation of expressive power as well as limited value reasoning supported in DLs can also be identified: "Over time, many people have responded to the need for increased rigor in knowledge representation by turning to first-order logic as a semantic criterion. This is distressing, since it is already clear that first-order logic is insufficient to deal with many semantic problems inherent in understanding natural language as well as the semantic requirements of a reasoning system for an intelligent agent using knowledge to interact with the world." [Woods 2004] . We also recall Lotfi Zadeh's long standing work, such as [Zadeh 2002] , in which he extensively discussed the need for what constitutes key part of the "powerful semantics" here. In essence, we hope to provide an integrated and complementary view on the range of options. One may ask what the uses of each of these types of semantics are in the context of the Semantic Web. Here is a quick take.
• Implicit Semantics is either largely present in most resources on the web or can easily (quickly) be extracted. Hence mining and learning algorithms applied to these resources can be utilized to extract structured knowledge or enrich existing structured formal representations. Since formal semantics intrinsically does not exist, implicit semantics is useful in processing data sets or corpus to obtain or bootstrap semantics that can be then represented in formal languages, potentially with human involvement.
• Formal Semantics in the form of Ontologies is relatively scarce but representation mechanisms with such semantics have definite semantic interpretations that make them more machine-processable. Representation mechanisms with formal semantics therefore afford applications the luxury of automated reasoning making the applications more intelligent.
• Powerful (soft) Semantics in the form of fuzzy or probabilistic KR mechanisms attempt to overcome the shortcomings of the rigid set-based interpretations associated with currently prevalent representation mechanisms by allowing for representation of degree of membership and degree of certainty. Some of the domain knowledge which human experts possess is intrinsically complex, and may require these more expressive representations and associated computational techniques. These uses are further exemplified in sections 3 and 4 using Semantic Web applications as driving examples. In section 2 we define and describe Implicit, Formal and Powerful (soft) semantics.
Types of Semantics
In this section we give an overview of the three types of semantics mentioned. It is rather informal in nature as we only give a broad overview without getting in depth about the various formalisms or methods used. We assume that the reader is somewhat familiar with statistical methods on one hand and Description Logics/OWL on the other. We present a view of these methods in order to lead towards the necessity of powerful viz. soft semantics.
Implicit Semantics
This type of Semantics refers to the kind that is implicit from the patterns in data and that is not represented explicitly in any strict machine processable syntax. Examples of this sort of Semantics are the kind implied in the following scenarios:
• Co-occurrence of documents or terms in the same cluster after a clustering process based on some similarity measure is completed.
• A document linked to another document via a hyperlink, potentially associating semantic metadata describing the concepts that relate the two documents.
• 
Formal Semantics
Humans communicate mostly through language. Natural language, however, is inherently ambiguous; semantically, but also syntactically. Computers lack the ability to disambiguate and understand complex natural language. For these reasons, it is infeasible to use natural language as a means for machines to communicate with other machines. As a first step, statements or facts need to be expressed in a way that computers can process them. Semantics that are represented in some well formed syntactic form (governed by syntax rules) is referred to as Formal Semantics. There are some necessary and sufficient features that make a language formal and by association their semantics formal. These features include:
The notions of Model and Model Theoretic Semantics: Expressions in a Formal Language are interpreted in models. The structure common to all models in which a given language is interpreted (the model structure for the model-theoretic interpretation of the given language) reflects certain basic presuppositions about the "structure of the world" that are implicit in the language.
The Principle of Compositionality:
The meaning of an expression is a function of the meanings of its parts and of the way they are syntactically combined. In other words, the semantics of an expression is computed using the semantics of its parts, obtained using an interpretation function.
From a less technical perspective, formal Semantics means machine-processable semantics where the formal language representing the semantics has the above-mentioned features. Basically, the semantics of a statement are unambiguously expressed in the syntax of the statement in the formal language. A very limited subset of natural language is thus made available for computer processing.
Examples of such Semantics are:
• The semantics of subsumption in Description Logics, reflecting the human tendency of categorizing by means of broader or narrower descriptions.
• The semantics of Partonomy, accounting for what is part of an object, not which category the object belongs to.
Description Logics
Recently, description logics (DLs) have been the dominant formalisms for knowledge representation. Although DLs have gained substantial popularity there are some fundamental properties of DLs that can be seen as drawbacks when viewed in the context of the Semantic Web and its future. The Formal Semantics of DLs is based on set theory. A concept in Description Logics is interpreted as a set of things that share one required common feature. Relationships between concepts or Roles are interpreted as a subset of the cross-product of the domain of interpretation. This leaves no scope for the representation of degrees of concept membership or uncertainty associated with concept membership. DL based representation and reasoning for both schema and instance data is being applied in Network Inference's Cerebra [Cerebra] product for such problems as data integration. This product uses a highly optimized tableaux algorithm to speed up ABox reasoning which was the bane of Description Logics. Although a favorable trade-off between computational complexity and expressive power has been achieved there is still the fundamental issue of the inability of DLs to allow for representation of fuzzy and probabilistic knowledge.
Powerful (Soft) Semantics
The statistical analysis of data allows the exploration of relationships that are not explicitly stated. Statistical techniques give us great insight into a corpus of documents or a large collection of data in general, when a program exists that can actually "pose the right questions to the data", i.e. analyze the data according to our needs. All derived relationships are statistical in nature and we only have an idea or a likelihood of their validity.
The above mentioned formal knowledge representation techniques give us certainty, that the derived knowledge is correct, provided the explicitly stated knowledge was correct in the first place. Deduction is truth preserving. Another positive aspect of a formal representation is its universal usability. Every system that adheres to a certain representation of knowledge will understand and a well founded formal semantics guarantees that the expressed statements are interpreted the same way on every system. The restriction of expressiveness to a subset of FOL also allows the system to verify the consistency of its knowledge.
But here also lies the crux of this approach. Even though it is desirable to have a consistent knowledge base, it becomes impractical as the size of the knowledge base increases or as knowledge from many sources is added. It is rare that human experts in most scientific domains have a full and complete agreement. In these cases it becomes more desirable that the system can deal with inconsistencies.
Sometimes it is useful to look at a knowledge base as a map. This map can be partitioned according to different criteria, e.g. the source of the facts or their domain. While on such a map the knowledge is usually locally consistent, it is almost impossible and practically infeasible to maintain a global consistency. Experience in developing the Cyc ontology demonstrated this challenge. Hence, a system must be able to identify sources of inconsistency and deal with contradicting statements in such a way that it can still produce derivations that are reliable.
In the traditional bivalent-logic based formalisms we, that is the users or the systems, have to make a decision. Once two contradictory statements are identified, one has to be chosen as the right one. While this is possible in domains that are axiomatized, fully explored or in which statements are true by definition, it is not possible for most scientific domains. In the life sciences for instance, hypotheses have to be evaluated, contradicting statements have promoting data, etc. Decisions have to be deferred until enough data is available that either verifies or falsifies the hypothesis. Nevertheless, it is desirable to express these hypotheses formally to have means to computationally evaluate them on the one hand and to exchange them between different systems on the other.
In order to allow the sort of reasoning that would allow this, the expressiveness of the formalism needs to be increased. It is known that increasing the expressive power of a KR language causes problems relating to computability. This has been the main reason for limiting the expressive power of KR languages. The real power behind human reasoning however is the ability to do so in the face of imprecision, uncertainty, inconsistencies, partial truth, and approximation. There have been attempts made in the past at building KR languages that allow such expressive power.
Major approaches to reasoning with imprecision are 1) probabilistic reasoning, 2) possibilistic reasoning [Dubois et al 1994] and 3) fuzzy reasoning. In [Zadeh 2002] , Lotfi Zadeh proposed a formalism that combines fuzzy logic with probabilistic reasoning to exploit the merits of both approaches. Other formalisms have focused on resolving local inconsistencies in knowledge bases, for instance the works by Blair, Kifer, Lukasiewicz, Subrahmanian and others in annotated logic and paraconsistent logic (see [Kifer and Subrahmanian 1992] [Blair and Subrahmanian 1989] ). In [Lukasiewicz 2004] , Lukasiewicz proposes a weak probabilistic logic and addresses the problem of inheritance. Cao [Cao 2000] proposed an annotated fuzzy logic approach that is able to handle inconsistencies and imprecision; Umberto Straccia has done extensive work on Fuzzy Description logics, see for example [Straccia 2004 ][ Straccia 1998 ]. With P-CLASSIC, Daphne Koller and others presented an early approach to probabilistic description logics implemented in Bayesian Networks [Koller et al 1997] . Other probabilistic description logics have been proposed by Heinsohn [Heinsohn 1994] and Jaeger [Jaeger 1994] . Early research on Bayesian-style inference on OWL was done by Zhongli Ding [Ding and Peng 2004] . In her formalism, OWL is augmented to represent prior probabilities. However, the problem of inconsistencies arising through inheritance of probability values (see [Lukasiewicz 2004] ) is not taken into account.
The combination of probabilistic and fuzzy knowledge under one representation mechanism proposed in [Zadeh 2002] appears to be a very promising approach. Zadeh argues that fuzzy logics and probability theory are "complementary rather than competitive". Under the assumption that humans tend to linguistically categorize a continuous world into discrete classes, but in fact still perceive it as continuous, fuzzy set theory classifies objects into sets with fuzzy boundaries and gives objects degrees of set membership in different sets. Hence it is a way of dealing with a multitude of sets in a computationally tractable way that also follows the human perception of the world. Fuzzy logic allows us to blur artificially imposed boundaries between different sets. The other powerful tool in soft computing is probabilistic reasoning. Definitely in the absence of complete knowledge of a domain and probably even in its presence, there is a degree of uncertainty or randomness in the ways we see real-world entities interact. OWL as a description language is meant to explicitly represent knowledge and to deductively derive implicit knowledge. In order to use a similar formalism as a basis for tools that help in the derivation of new knowledge, we need to give this formalism the ability to be used in abductive or inductive reasoning. Bayesian type reasoning is a way to do abduction in a logically feasible way by virtue of applying probabilities. In order to use these mechanisms, the chosen formalism needs to express probabilities in a meaningful way, i.e. a reasoner must be able to meaningfully interpret the probabilistic relationships between classes and between instances. The same holds for the representation of fuzziness. The formalism must give a way of defining classes by their membership functions.
A major drawback of logics dealing with uncertainties is the required assignment of prior probabilities and/or fuzzy membership functions. Obviously, there are two ways of doing that, manual assignment by domain experts and automatic assignment using techniques such as machine learning. Manual assignments require the domain expert to assign these values to every class and every relationship. This assignment will be arbitrary, even if the expert has profound knowledge of the domain. Automatic assignments of prior values require a large and representative dataset of annotated instances, and finding or agreeing on what is a representative set is difficult or at times impossible. Annotating instances instead of categorizing them in a top-down approach is tedious and time consuming. Often, however, the probability values for relationships can be obtained from the dataset using statistical methods, thus we categorize these relationships as implicit semantics.
Another major problem here is that machine learning usually deals with flat categories rather than with hierarchical categorizations. Algorithms that take these hierarchies into account need to be developed. Such an algorithm needs to change the prior values of the superclasses according to the changes in the subclasses, when necessary. Most likely the best way will be a combination of both, when the domain expert assigns prior values that have to be validated and refined using a testing set from the available data.
In the end, powerful semantics will combine the benefits of both worlds. Hierarchical composition of knowledge and statistical analysis; reasoning on available information, but with the advantage over statistical methods that it can be formalized in a common language and that general purpose reasoners can utilize it and with the advantage over traditional formal DL representation that it allows abduction as well as induction in addition to deduction.
It might be argued that more powerful formalisms are already under development, such as SWRL [Straccia 1998 ], which works on top of OWL. These languages extend OWL by a function free subset of First Order Logics allowing the definition of new rules in the form of Horn clauses. The paradigm is still that of bivalent FOL and the lack of function symbols makes it impossible to define functions that can compute probability values. Furthermore SWRL is undecidable. We believe that abilities to express probabilities and fuzzy membership functions, and the ability to cope with inconsistencies are important. It is desirable, (and some would say necessary) that the inference mechanism is sound and complete with respect to the semantics of the formalism and the language is decidable. Straccia proves this in [Straccia 1998 ] for a restricted fuzzy DL, Giugno and Lukasiewicz prove soundness and completeness for the probabilistic description logic formalism P-SHOQ(D) in .
So far, this powerful semantic and soft computing research has not been utilized in the context of developing the Semantic Web. In our opinion, for this vision to become a reality, it will be necessary to go beyond RDFS and OWL and work towards standardized formalisms that support powerful semantics. 
Correlating Semantic Capabilities with types of Semantics

Applications and types of Semantics they exploit.
In this section we describe some research fields and some specific applications in each field. This list is by no means a comprehensive list but rather samples of some research areas that attempt solve problems that are crucial to realizing the Semantic Web vision. We cover Information Integration, Information Extraction/Retrieval, Data Mining and Analytical Applications. We also discuss Entity Identification/Disambiguation in some detail. We associate with each of the techniques in these research areas one or more of the types of semantics we identified earlier.
Information Integration
There is, now more than ever, a growing need for several Information Systems to interoperate in a seamless manner. This sort of interoperation requires that the syntactic, structural and semantic heterogeneities [Hammer and McLeod 1993] [Kashyap and Sheth 1996] between such information systems be resolved. Resolving such heterogeneities has been the focus of a lot of work in Schema Integration in the past. With the recent interest in the Semantic Web there has been a renewed interest in resolving such heterogeneities. A survey of schema matching techniques [Rahm and Bernstein 2001] identifies a wide variety of techniques that are deployed to solve this problem.
Schema Integration
A look at the leaf nodes and the level immediately above it, in this classification tree of schema matching techniques in [Rahm and Bernstein 2001] , reveals the combination of the technique used and the type of information about the schema used for matching schemas. Depending on whether the schema or the instances are used to determine the match, the type of information harnessed varies. Our aim is to associate one or more types of semantics (from our classification) with each of the bulleted entries at the leaf nodes of the tree shown. Table 1 
Key Properties
Using foreign keys, part-of relationships and other constraints
Formal Semantics
Graph Matching
Treating the structure of schemas as graphs algorithms to determine match degree between graphs are used to match schemas.
Combination of Implicit and Formal Semantics
Value patterns and Ranges
Using ranges of attributes and patterns in the value of attributes as an indicator of similarity between the corresponding schemas. Table 2 Techniques used for Schema Integration and the type of Semantics they exploit
Implicit Semantics
Entity Identification/Disambiguation (EI/D)
A much harder yet fundamental (and related) problem is that of Entity Identification/Disambiguation. This is the problem of identifying, that two entities are in fact either the same but treated as being different or that they are in fact two different entities that are being treated as one entity. Techniques used for Identification/Disambiguation vary widely depending on the nature of the data being used in the process. If the application uses unstructured text as a data source then the techniques used for EI/D will rely on Implicit Semantics. On the other hand if EI/D is being attempted on semi-structured data the application can, for instance, disambiguate entities based on the properties they have. This implies harnessing the power of Formal or semi-formal Semantics. As listed in Table 1 , the constraint-based techniques are ideally suited for used in EI/D when semi-structured data is being used. Dealing with unstructured data will require the use of the techniques listed under linguistic techniques.
Information Retrieval and Information Extraction
Let us consider information retrieval applications and the types of data they exploit. Given a request for information by the user, Information Retrieval applications have the task of processing unstructured (text corpus) or loosely connected documents (hyperlinked Web pages) to answer the "query". There are various flavors of such applications.
Search Engines exploit both the content of Web documents and the structure
implicit from the hyperlinks connecting one document to the other. In [Kleinberg 1998 ] the author defines the notions of hubs and authorities in a hyperlinked environment. These notions are crucial to the structural analysis and the eventual indexing of the web. A modification of this approach aimed at achieving scalability is used by Google [Brin and Page 1998] . Google has fairly good precision and recall statistics. However the demands that the Semantic Web places on search engine technology will mean that future search engines will have to deal with information requests that are far more demanding.
In Guha et al, identify two kinds of searches:
• Navigational Searches: In this class of searches, the user provides the search engine a phrase or combination of words which s/he expects to find in the documents. There is no straightforward, reasonable interpretation of these words as denoting a concept. In such cases, the user is using the search engine as a navigation tool to navigate to a particular intended document. Using the domain knowledge as specified in relevant domain ontology can enable an improved semantic search [Townley 2000 ].
• Research Searches: In many other cases, the user provides the search engine with a phrase which is intended to denote an object about which the user is trying to gather/research information. There is no particular document which the user knows about that s/he is trying to get to. Rather, the user is trying to locate a number of documents which together will give him/her the information s/he is trying to find. We believe that research searches will require a combination of implicit semantics, Formal semantics and what we refer to as powerful semantics. [Zadeh 2003] proposes the use of an epistemic lexicon of world knowledge, which would be represented by a weighted graph of objects with uncertain attributes, in our terminology this is the equivalent of an ontology using powerful semantics.
Question Answering Systems
Data Mining
The goal of Data Mining applications is to find non-trivial patterns in unstructured and structured data.
Clustering:
Clustering is defined as the process of grouping similar entities or objects together in groups based on some notion of similarity. Clustering is considered as a form of Unsupervised Learning. The applications of clustering use a given similarity metric and, as a result of the grouping of data points into clusters, attempt to use this information (Implicit semantics) to learn something about the interactions between the clustered entities. The sort of information sought from the clustered data points may range from simple similarity judgments as in Query -By-Example (QBE) document retrieval systems or systems aimed at extracting more Formal Semantics from the underlying data as is the aim of Semi-Automatic Taxonomy Generation.
Semi-Automatic Taxonomy Generation (ATG): As described in [Kashyap et al 2003 ] the aim of Automated Taxonomy Generation is to hierarchically cluster a document corpus and extract from the resulting hierarchy of clusters a sequence of clusters that best captures all the levels of specificity/generality in the corpus, where this sequence is ordered by the value of the specificity/generality measure. This is then followed by a node label extraction phase where each cluster in the sequence is analyzed to extract from it a set of labels that best captures the topic its documents represents. These sets of labels are then pruned to reduce the number of potential labels for nodes in the final output hierarchy.
Association Rule Mining:
An example of and association rule is given in [Agrawal et al 1993] [Agrawal and Srikant 1994] as follows: 90% percent of the transactions in a transaction database that involve the purchase of bread and butter together also have the purchase of milk involved. This is an example of an application where occurrence patterns of attribute values in a relational database (Implicit Semantics) are converted in association rules (Formal Semantics).
Analytical applications
These come under the purview of applications that support complex query processing. It would be reasonable to hypothesize that search engines of the future will be required to answer analytical or discovery style queries [ Anyanwu and Sheth 2002] . This is in sharp contrast with the kinds of information requests today's search engines have to deal with, where the focus is on retrieving resources from the web that may contain information about the desired keyword. In this current scenario the user is left to sift through vast collections of documents and further analyze the returned results. In addition to querying data from the Web, future search engines will also have to query vast metadata repositories. We discuss one such technique in the following section.
Complex Relationship Discovery
As described in [Anyanwu and Sheth 2002] "Semantic Associations capture complex relationships between entities involving sequences of predicates, and sets of predicate sequences that interact in complex ways. Since the predicates are semantic metadata extracted from heterogeneous multi-source documents, this is an attempt to discover complex relationships between objects described or mentioned in those documents. Detecting such associations is at the heart of many research and analytical activities that are crucial to applications in national security and business intelligence." The datasets that Semantic Associations operate over are RDF/RDFS graphs. The Semantics of an edge connecting two nodes in an RDF/RDFS graph are Implicit, in the sense that there is no explicit interpretation of the semantics of the edge other than the fact that it is a predicate in a statement (except for rdfs:subPropertyOf or edges that represent data type properties -for which there is Model-Theoretic(Formal) semantics). Hence the RDF/RDFS graph is composed of a combination of Implicit and Formal semantics. The objective of Semantic Associations is therefore to find all contextually relevant edge sequences that relate two entities. This is in effect, an attempt to combine the Implicit and Formal semantics of the edges in the RDF/RDFS graph in conjunction with the Context of the query to determine the multifaceted (multivalent) semantics of a set of "connections" between entities. We view this multivalent semantics as a form of Powerful semantics. In the context of search, Semantic Associations can be thought of as a class of research searches or discovery style searches.
Conclusions
We have identified three types of semantics and in the process assorted key capabilities required to build practical Semantic application involving Web resources. We have also qualified each of the listed capabilities with one or more types of semantics, as in Table  1 . This table reveals some very basic problems that need to be solved for an application to be termed "Semantic". It is clear from this table that Entity Disambiguation, Question Answering Capability, Context-based retrieval and Navigational and Research (Discovery) style query capability require the use of all three types of semantics. Therefore by focusing research efforts in representation mechanisms for powerful (soft) semantics in conjunction with fuzzy/probabilistic computational methods supporting techniques that use Implicit and Formal semantics it might be possible to solve some of the difficult but practically important problems. In our opinion the current view taken by the Semantic Web community is heavily biased in favor of Formal Semantics. It is clear however, that the focus of effort in pursuit of the Semantic Web vision needs to move towards an approach that encompasses all three types of semantics in representation, creation methods and analysis of knowledge. If the capabilities that we identified do in fact turn out to be fundamental capabilities that make an application Semantic, these capabilities could serve as a litmus test or a standard against which other applications may be measured to determine if they are "Semantic applications".
