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Abstract
Necessary and sufficient conditions for a g-valued differential 2-form on a 4-dimensional manifold to be, locally, a curvature
form, are given. The dimension four is exceptional for the problem of prescribed curvature as, in this dimension, Bianchi’s identities
can be eliminated for a large class of Lie algebras, including semisimple algebras. Hence, the curvature forms are characterized as
the solutions to a second-order partial differential system, which is proved to be formally integrable.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
On donne des conditions nécessaires et suffisantes pour qu’une 2-forme différentielle à valeurs dans g sur une variété de
dimension 4 soit localement une forme de courbure. La dimension quatre est exceptionnelle pour le problème de la courbure
prescrite comme, dans cette dimension, les identités de Bianchi peuvent être eliminées pour une grande classe d’algèbres de Lie,
y compris les algèbres semisimples. Par conséquent, les formes de courbure sont caractérisées comme solutions d’un système
différentiel du second ordre, dont on demontre qu’il est formellement integrable.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. A class of Lie algebras
We begin by remarking that the Einstein sum convention is used throughout the paper when repeated indices appear.
The class of Lie algebras to which the title of this section is referring to, is that of Lie algebras fulfilling the
condition (A′) below. Although not mentioned explicitly, such a class of algebras appeared in dealing with the gauge
field copy problem; see [9].
Let g be the Lie algebra of a Lie group G and let M be a connected 4-manifold. Let us consider the following
assumption:
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600 J. Muñoz Masqué et al. / J. Math. Pures Appl. 92 (2009) 599–612(A) For every x ∈ M there exists Fx ∈∧2 T ∗x M ⊗ g such that the linear map,
φ(Fx) :T
∗
x M ⊗ g →
∧3
T ∗x M ⊗ g, φ(Fx)(wx) = Fx ∧ wx, (1)
is an isomorphism, where the exterior product of g-valued forms is taken with respect to the Lie bracket
[·,·] :g × g → g (see [7, 1.3]).
Proposition 1.1. We have:
(i) If (A) holds for g1 and g2, then it also holds for g = g1 ⊕ g2.
(ii) If (A) holds, then g has trivial center and [g,g] = g, i.e., g is a perfect Lie algebra (cf. [2]).
(iii) The assumption (A) holds if and only if the following holds:
(A′) There exist elements Aij ∈ g, 1 i < j  4, such that for Ai ∈ g, 1 i  4, the equations⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[A12,A3] + [A23,A1] − [A13,A2] = 0,
[A12,A4] + [A24,A1] − [A14,A2] = 0,
[A13,A4] + [A34,A1] − [A14,A3] = 0,
[A23,A4] + [A34,A2] − [A24,A3] = 0,
(2)
imply A1 = · · · = A4 = 0.
Hence the assumption (A) depends only on g.
(iv) Set O =∐x∈M Ox , where Ox ⊂∧2 T ∗x M⊗g is the subset of all elements Fx such that φ(Fx) is an isomorphism.
Then, O is an Ad G-invariant dense open subbundle in ∧2 T ∗M ⊗ g.
(v) The assumption (A′) holds for g if and only if it holds for gc = g ⊗R C.
Proof. If F 1x ∈
∧2
T ∗x M ⊗ g1 (respectively F 2x ∈
∧2
T ∗x M ⊗ g2) satisfies (A) for g1 (respectively g2) then
Fx = (F 1x ,F 2x ) satisfies (A) for g, thus proving (i). As for (ii), we remark the following: (1) if A is a vector in
the center of g, then φ(Fx)(μx ⊗ A) = 0, ∀μx ∈ T ∗x M , ∀Fx ∈
∧2
T ∗x M ⊗ g, and (2) imφ(Fx) ⊆
∧3
T ∗x M ⊗ [g,g],
for all Fx ∈∧2 T ∗x M ⊗ g.
Next, we prove the item (iii). First, suppose that the assumption (A′) holds. Let (x1, . . . , x4) be a coordinate sys-
tem defined on an open subset U ⊆ M and let (B1, . . . ,Bm) be a basis of g. Define Fx =∑h<i(dxh ∧ dxi)x ⊗ Ahi ,
x ∈ U . As dimT ∗x M ⊗ g = dim
∧3
T ∗x M ⊗ g, φ(Fx) is an isomorphism if and only if kerφ(Fx) = 0. Assume
wx = μkj (dxj )x ⊗ Bk ∈ kerφ(Fx). We set Aj = μkjBk . Then, we have:
φ(Fx)(wx) = φ(Fx)
((
dxj
)
x
⊗Aj
)
= (dx1 ∧ dx2 ∧ dx3)
x
⊗ ([A12,A3] + [A23,A1] − [A13,A2])
+ (dx1 ∧ dx2 ∧ dx4)
x
⊗ ([A12,A4] + [A24,A1] − [A14,A2])
+ (dx1 ∧ dx3 ∧ dx4)
x
⊗ ([A13,A4] + [A34,A1] − [A14,A3])
+ (dx2 ∧ dx3 ∧ dx4)
x
⊗ ([A23,A4] + [A34,A2] − [A24,A3]), (3)
and by virtue of the hypothesis we obtain A1 = · · · = A4 = 0, which implies wx = 0. Thus, the assumption (A) holds.
Conversely, assume that (A) holds and let Fx =∑h<i(dxh ∧ dxi)x ⊗ Ahi be a 2-covector in ∧2 T ∗x M ⊗ g, x ∈ U ,
such that φ(Fx) is an isomorphism. Let A1, . . . ,A4 be four arbitrary vectors in g. According to (3) the 1-covector
wx = (dxj )x ⊗ Aj belongs to the kernel of φ(Fx) (and hence wx = 0) if and only if the equations in (2) hold. Thus,
the assumption (A′) follows.
Now, we prove (iv). Let (U ;x1, . . . , x4), (B1, . . . ,Bm) be as above. We order the bases dxh ⊗Bk ; dxh ∧dxi ⊗Bk ,
h < i; dxh ∧ dxi ∧ dxj ⊗Bk , h < i < j , of T ∗U ⊗ g, ∧2 T ∗U ⊗ g, ∧3 T ∗U ⊗ g, respectively, as follows:
dx1 ⊗B1 < · · · < dx4 ⊗ B1 < · · · < dx1 ⊗Bm < · · · < dx4 ⊗Bm,
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< dx2 ∧ dx3 ⊗B1 < dx2 ∧ dx4 ⊗B1 < dx3 ∧ dx4 ⊗ B1
...
< dx1 ∧ dx2 ⊗Bm < dx1 ∧ dx3 ⊗Bm < dx1 ∧ dx4 ⊗Bm
< dx2 ∧ dx3 ⊗Bm < dx2 ∧ dx4 ⊗Bm < dx3 ∧ dx4 ⊗Bm,
dx1 ∧ dx2 ∧ dx3 ⊗B1 < dx1 ∧ dx2 ∧ dx4 ⊗B1
< dx1 ∧ dx3 ∧ dx4 ⊗B1 < dx2 ∧ dx3 ∧ dx4 ⊗ B1
...
< dx1 ∧ dx2 ∧ dx3 ⊗Bm < dx1 ∧ dx2 ∧ dx4 ⊗Bm
< dx1 ∧ dx3 ∧ dx4 ⊗Bm < dx2 ∧ dx3 ∧ dx4 ⊗Bm.
If F =∑h<i F jhi dxh ∧ dxi ⊗Bj , the 4m× 4m matrix of φ(F ) in the corresponding bases, is as follows:
Λ(F) =
⎛
⎜⎝
Λ11(F ) . . . Λ1m(F)
...
. . .
...
Λm1(F ) . . . Λmm(F )
⎞
⎟⎠ , (4)
where Λhj (F ), h, j = 1, . . . ,m, is the 4 × 4 matrix given by
Λhj (F ) =
⎛
⎜⎜⎜⎜⎝
chijF
i
23 −chijF i13 chijF i12 0
chijF
i
24 −chijF i14 0 chijF i12
chijF
i
34 0 −chijF i14 chijF i13
0 chijF
i
34 −chijF i24 chijF i23
⎞
⎟⎟⎟⎟⎠ , (5)
where (cjkl)k<l denote the structural constants, [Bk,Bl] = cjklBj . Hence detΛ(F) is a homogeneous polynomial of
degree 4m in the functions Fjhi whose coefficients are homogeneous polynomials of degree 4m in Z[cjkl], and detΛ(F)
does not vanish identically by virtue of the hypothesis that (A) holds; hence Ox is a dense open subset for every x ∈ M .
This argument proves (iv) taking into account that, as a simple calculation shows, we have:
φ(Adg ◦ F) = Adg ◦ φ(F ) ◦ Adg−1, ∀g ∈ G. (6)
Moreover, if φ(Fx) :T ∗x M ⊗ g →
∧3
T ∗x M ⊗ g is an isomorphism, the same holds for
φ(Fx ⊗ 1C) :T ∗x M ⊗ gc →
∧3
T ∗x M ⊗ gc.
If (A) does not hold for g, then there exists a point x ∈ M such that the matrix (4) is singular for every Fx in∧2
T ∗x M ⊗ g, or equivalently detΛ(Fx) = 0. This means that certain polynomials in Z[cjkl] vanish. Hence (A) does
not hold for gc either, as g and gc have the same structural constants. This proves (v). 
Remark 1.2. Letting A23 = A14, A24 = −A13, A34 = A12 in (A′), this condition is seen to be equivalent to saying
that the linear map L :g4 → g4, defined by,
L =
⎛
⎜⎜⎜⎝
adA14 − adA13 adA12 0
− adA13 − adA14 0 adA12
adA12 0 − adA14 adA13
0 adA12 adA13 adA14
⎞
⎟⎟⎟⎠ ,
is non-singular. By using the identity,
det
(
B A
)
= (−1)r det(A + iB)det(A − iB), ∀A,B ∈ gl(r,R),A −B
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L1 + iL2 =
(
ad(A12 + iA14) −i adA13
−i adA13 ad(A12 − iA14)
)
. (7)
Examples 1.3. Here we examine some Lie algebras of low dimension in connection with the condition (A′). Let (Eij ),
i, j = 1, . . . , r , be the standard basis for gl(r,C). Furthermore, we write Hh = Ehh − Eh+1,h+1 for h = 1, . . . , r − 1,
and E˜ij = Eij −Eji .
1. The algebra sl(2,C) satisfies (A′). For A12 = E11 − E22, A13 = E12, and A14 = E21, we obtain
det(L1 + iL2) = 26. As sl(2,R) and su(2) are real forms of sl(2,C), from the item (v) in Proposition 1.1
we conclude that such algebras also satisfy (A′). In fact, they are the only real Lie algebras of dimension 3
satisfying (A′).
2. The algebra sl(3,C) and its real forms sl(3,R), su(3), su(2,1), satisfy (A′). Letting A12 = H1, A14 = E13 +E32,
A13 = E˜12, on the basis (H1,H2,E12,E13,E21,E23,E31,E32), we have:
ad(A12 + iA14) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 i 0
0 0 0 0 0 −i i 0
0 0 2 −i 0 0 0 i
−i −i 0 1 0 0 0 0
0 0 0 0 −2 0 0 0
0 0 0 0 −i −1 0 0
0 0 0 0 i 0 −1 0
−i 2i 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
−i adA13 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 −i 0 −i 0 0 0
0 0 0 0 0 0 0 0
2i −i 0 0 0 0 0 0
0 0 0 0 0 −i 0 0
2i −i 0 0 0 0 0 0
0 0 0 i 0 0 0 0
0 0 0 0 0 0 0 −i
0 0 0 0 0 0 i 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Hence det(L1 + iL2) = 28 · 32.
3. The algebra sl(4,C) and its real forms sl(4,R), su(4), su(3,1), su(2,2), su∗(4), satisfy (A′).
4. The algebra so(4,C) and its real forms so(4,R), so(3,1), so(2,2), so∗(4), satisfy (A′), and explicit forms of the
matrices can be found, but as so(4,C) is known to be the ideal direct sum so(3,C) ⊕ so(3,C), the result follows
from Proposition 1.1.
5. For the algebra so(5,C), we do not write down explicitly the matrices attached to the operators ad(A12+iA14) and
adA13 on the standard basis (E˜ij )1i<j5, as they are too large to be included here, but letting A12 = E˜12 + E˜34,
A14 = E˜13 + E˜24 − E˜45, A13 = E˜12 − E˜15 − E˜24 + E˜35, we obtain det(L1 + iL2) = 212.
Proposition 1.4. (Cf. [9].) Every real or complex semisimple finite-dimensional Lie algebra satisfies the assump-
tion (A′) above.
Proof. According to Proposition 1.1(v) we can confine ourselves to consider a complex semisimple Lie algebra g and
it suffices to prove that there exists an element Fx ∈∧2 T ∗x M ⊗ g such that detΛ(Fx) = 0, where Λ(F) is the matrix
given in (4).
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{hi} span the Cartan subalgebra, {ei} are root vectors of a system of simple positive roots αi , {e′j } are root vectors of
the rest of positive roots, and {fi, f ′j } are root vectors of the negative roots, with [ei, fi] = hi . Letting A12 = A34 = 0
and A23 = −A14 in the formula (2), the matrix of φ(Fx) becomes:⎛
⎜⎜⎜⎝
− adA14 − adA13 0 0
adA24 − adA14 0 0
0 0 − adA14 adA13
0 0 − adA24 − adA14
⎞
⎟⎟⎟⎠ .
Hence the problem is reduced to find elements y2, y3, y4 ∈ g such that the matrix
Y =
(
ady2 ady3
ady4 ady2
)
is non-singular. Choose y2 to be an element in the Cartan subalgebra not in the kernel of any root. Then, the matrix for
ady2 in the previous basis takes the diagonal form diag(0, d,−d,D,−D), where d and D are non-singular diagonal
matrices. If y3 = t∑ ei and y4 = t∑fi, t ∈ C, then
Y =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 tI 0 0
d −ta 0 0 0 0
−d 0 0 0 0 tc1
D 0 tc2 0 tc3 0
−D 0 0 0 0 tc4
0 −tI 0 0 0 0
0 0 0 tc5 0 d
ta 0 0 0 0 −d
0 0 0 tc6 0 D
0 0 tc7 0 tc8 −D
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where I is the l × l identity matrix, c1, c2, . . . , c8 are certain matrices, and a is a non-singular l × l matrix; in fact, the
(j, k) entry of a is αj (hk), as [ej , hk] = −αj (hk)ej , [fj ,hk] = αj (hk)fj , and {αj } are basis of the dual of the Cartan
subalgebra. Expanding Y by minors four times, using the fact that in the rows 1 and 6 appears a unique non-zero
block, we obtain detY = ±t4l(deta)2 detY ′, with
Y ′ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−d 0 0 tc1
D tc2 tc3 0
−D 0 0 tc4
0 tc5 0 d
0 tc6 0 D
tc7 0 tc8 −D
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and we can conclude by simply remarking that detY ′ is a polynomial in t , which does not vanish for t = 0. 
Remark 1.5. However, the class of algebras satisfying the condition (A′) is strictly larger than that of semisimple Lie
algebras. In fact, assume g is the direct sum of a Lie subalgebra a and an ideal i (cf. [1]). If elements A ∈ ac, B ∈ a
exist such that
det
(
ad |a A i ad |a B
i ad |a B ad |a A¯
)
= 0, det
(
ad |i A i ad |i B
i ad |i B ad |i A¯
)
= 0,
then
det
(
adA i adB
¯
)
= 0,
i adB adA
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not only satisfy (A′) in general, but also (A′) under the more restrictive assumptions in Remark 1.2. This is achieved
by recurrence on the rank of the classical simple complex Lie algebras and by a brute–force computation in the case
of the exceptional algebras.
Example 1.6. The first two non-semisimple perfect Lie algebras of lowest dimension are (cf. [6, Chapter 7,
Theorem 1.3]),
1. sl(2,C) × C2 with Lie bracket, [
(A,v),
(
A′, v′
)]= ([A,A′],A(v′)−A′(v)),
2. sl(2,C)2 with Lie bracket,[
(A,B),
(
A′,B ′
)]= ([A,A′], [B,B ′]+ [A,B ′]− [A′,B]).
Both of them satisfy the condition (A′) as it is readily checked by using the previous remark.
According to the previous results, the class of Lie algebras satisfying (A′) seems to be large enough to include
interesting Lie algebras in Differential Geometry, Yang–Mills fields theory, etc., although some important classes of
Lie algebras remain excluded.
2. Formal integrability of the system (8)–(9)
In this section we use the standard definitions and results of the theory of formal integrability, such as are developed,
for instance, in [8, V.2], [3, IX].
Let us consider the system,
dF = F ∧ G, (8)
F = dG+ 1
2
G ∧ G, (9)
on a manifold M of arbitrary dimension, where G ∈ Ω1(M) ⊗ g,F ∈ Ω2(M) ⊗ g. Latin indices run from 1 to
n = dimM , and Greek indices run from 1 to m = dimg.
Lemma 2.1. Eq. (8) is the exterior derivative of Eq. (9).
Proof. Let ηp ∧ ηq be the exterior product of two V -valued forms with respect to a bilinear map β :V × V → V .
We have:
1. If β is alternating, then ηp ∧ ηq = −(−1)pqηq ∧ ηp .
2. If β is symmetric, then ηp ∧ ηq = (−1)pqηq ∧ ηp .
In our case, as β :g × g → g is the commutator of the Lie algebra, the first item holds. Hence, differentiating (9)
we have:
dF = 1
2
(dG∧ G −G ∧ dG)
= dG∧ G
=
(
F − 1
2
G∧ G
)
∧ G
= F ∧ G,
as (G ∧ G) ∧ G = 0, by virtue of the Jacobi identity. In fact, if G = Gαdxi ⊗Bα , then,i
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= Gαi Gβj Gγk dxi ∧ dxj ∧ dxk ⊗
[[Bα,Bβ ],Bγ ]
= 2
∑
i<j<k
Gαi G
β
j G
γ
k dx
i ∧ dxj ∧ dxk
⊗ ([[Bα,Bβ ],Bγ ]+ [[Bβ,Bγ ],Bα]+ [[Bγ ,Bα],Bβ]). 
Theorem 2.2. The system (8)–(9) is formally integrable.
Proof. By using a coordinate system (x1, . . . , xn) centered at a point x0 ∈ M , every γ ∈ Ωk(M) ⊗ g can be written
on a neighborhood as a formal sum γ =∑∞r=0 γr where γr ∈ Sr(Rn)∗ ⊗∧k(Rn)∗ ⊗ g, where
γr =
∑
|I |=r
∑
1j1<···<jkn
λαI,j1,...,jk x
I dxj1 ∧ · · · ∧ dxjk ⊗Bα,
xI = (x1)i1 · · · (xn)in , I = (i1, . . . , in) ∈ Nn.
We first claim that the differential system
dG+ 1
2
G ∧ G − F = α, (10)
dF +G ∧ F = β, (11)
with α ∈ Ω2(M) ⊗ g, β ∈ Ω3(M) ⊗ g, is equivalent to the following system of infinite equations:
dGr+1 + 12
r∑
a=0
Ga ∧ Gr−a − Fr = αr, (12)
dFr+1 +
r∑
a=0
Ga ∧ Fr−a = βr, (13)
for every r ∈ N. By differentiating Eqs. (10), (11) and taking the r-th homogeneous component, we obtain:
dαr+1 +
r∑
a=0
Ga ∧ αr−a + βr = 0, (14)
dβr+1 +
r∑
a=0
Ga ∧ βr−a +
r∑
a=0
Fa ∧ αr−a = 0. (15)
As G0, F0 have constant coefficients, we have dG0 = 0, dF0 = 0; hence from (12)–(13) for r = 0 we deduce
dα0 = 0, dβ0 = 0. By virtue of the Poincaré Lemma, α0 = dξ0, β0 = dη0, and replacing G1 (respectively F1)
by G′1 = G1 − ξ0 (respectively F ′1 = F1 − η0), into Eq. (12) (respectively (13) for r = 0), this equation becomes
dG′1 + 12G0 ∧ G0 − F0 = 0 (respectively dF ′1 +G0 ∧ F0 = 0).
For a given q > 0, assume F0,G0, . . . ,Fq,Gq exist such that Eqs. (12)–(13) hold true with αr = 0, βr = 0 for
0  r  q − 1. From Eqs. (14) and (15) for r = q − 1 we then deduce dαq = 0, dβq = 0; hence, by the Poincaré
Lemma, we obtain αq = dξq , βq = dηq , and Eqs. (12) and (13) for r = q can be written as follows:
dG′q+1 +
1
2
q∑
a=0
Ga ∧ Gq−a − Fq = 0,
dF ′q+1 +
q∑
a=0
Ga ∧ Fq−a = 0,
where G′q+1 = Gq+1 − ξq , F ′q+1 = Fq+1 − ηq . By recurrence we conclude that the system (8)–(9) admits a formal
solution the projection of which to order q coincides with a previously given solution to the system (12)–(13) for
r  q .
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F0 ∈ Λ2T ∗x0(M) ⊗ g there exists a formal solution to (8)–(9) such that F(x0) = F0, G(x0) = G0. 
3. Curvature forms in dimension 4
As is well known (see [4,5,12]) in dimension 3 every 2-form with values in a semi-simple Lie algebra is generically
the curvature of a connection form locally. On the other hand, in dimension 4, as shown below, a 2-form in Γ (M,O)
(cf. Proposition 1.1(iv)) taking values in a Lie algebra for which the condition (A′) holds (in particular, for a semi-
simple Lie algebra) is locally a curvature form of a connection if and only if it is a solution to a quasi-linear second-
order partial differential system.
Theorem 3.1. Assume (A′) holds for the Lie algebra g of the Lie group G. With the same notations as in Section 1, a
g-valued 2-form F on M taking values in O, is the curvature form of a connection on the principal bundle M×G → M
if and only if the following equation holds:
F = d(φ(F )−1(dF ))+ 1
2
(
φ(F )−1(dF )
)∧ (φ(F )−1(dF )). (16)
Furthermore, if M is of class Cω, given a point x0 ∈ M and a 2-jet j2x0F0 at x0 in
∧2
T ∗M ⊗ g such that,
F0(x0) ∈ O and
F0(x0) = d
(
φ(F0)
−1(dF0)
)
x0
+ 1
2
(
φ(F0)
−1(dF0)
)
x0
∧ (φ(F0)−1(dF0))x0 ,
then there exist an open neighborhood U of x0 and a solution F ∈ Γ (U,O) to Eq. (16) such that j2x0F = j2x0F0.
Proof. Assume that a connection form G exists on M × G whose curvature form is F . Then, from the structure
equation F = dG + 12G ∧ G we obtain dF = F ∧ G = φ(F )(G). Hence G = φ(F )−1(dF ) and Eq. (16) holds.
Conversely, if F satisfies the condition (16), then the 1-form φ(F )−1(dF ) defines a connection form whose curvature
is F .
Finally, if (A′) holds for g, then Eq. (16) is equivalent to the system (8)–(9) as follows by setting G = φ(F )−1(dF ).
Hence the second part of the statement is an immediate consequence of Theorem 2.2 taking account of the fact
that under the assumptions of the statement, the formal integrability of (16) implies the existence of solutions with
prescribed initial condition. 
Remark 3.2. Eq. (16) is quasi-linear but strongly non-linear, as the coefficients of the second-order terms Fα
hi,xj xk
are
involved expressions of F due to the inverse matrix φ(F )−1.
Moreover, it is worth mentioning that this equation is invariant under gauge transformations; namely, if F is a
solution to (16), then the 2-form,
(γ · F)(x) = Adγ (x) ◦ F(x), ∀x ∈ M,
is also a solution to (16) for every γ ∈ C∞(M,G).
If F takes values in O, it is globally defined, and an open covering {Ui} of M exists such that F |Ui is a curvature
form for every i, then there exists a globally defined unique 1-form G the curvature of which is F . In fact, assume
Gi is a connection form on Ui whose curvature form is F |Ui . On Ui ∩ Uj we have (cf. Lemma 2.1), dF = F ∧ Gi
and dF = F ∧ Gj . Subtracting both equations and recalling φ(F ) is an isomorphism by virtue of the hypothesis, we
conclude Gi |Ui∩Uj = Gj |Ui∩Uj .
Finally, it should be remarked that, although the invertibility of φ(F ) on an open dense subset is not a necessary
condition for the curvature F to determine G (see [10]), a partial differential equation similar to (16) seems to not
exist without assuming that φ(F ) is non-singular, as the map F → G is known to be not continuous with respect to
the C∞ Whitney topology for some relevant groups (cf. [11, Theorem 2]).
Example 3.3. Let (B1,B2,B3) be a basis for su(2) such that [B1,B2] = B3, [B2,B3] = B1, [B3,B1] = B2, so that the
structure constants are c3 = 1, c1 = 1, c2 = −1; ci = 0 for j < k and (i, j, k) /∈ {(1,2,3), (2,1,3), (3,1,2)}.12 23 13 jk
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Assume F =∑h<i Fαhi dxh ∧ dxi ⊗ Bα ∈ Ω2(M) ⊗ g takes values in the open subset O in Proposition 1.1(iv).
In the bases dxh ⊗Bα , dxh ∧ dxi ∧ dxj ⊗Bα , the matrix of φ(F ) is:
Λ(F) =
⎛
⎝
Λ11(F ) Λ12(F ) Λ13(F )
Λ21(F ) Λ22(F ) Λ23(F )
Λ31(F ) Λ32(F ) Λ33(F )
⎞
⎠ ,
Λhj (F ) =
⎛
⎜⎜⎜⎜⎝
chijF
i
23 −chijF i13 chijF i12 0
chijF
i
24 −chijF i14 0 chijF i12
chijF
i
34 0 −chijF i14 chijF i13
0 chijF
i
34 −chijF i24 chijF i23
⎞
⎟⎟⎟⎟⎠ , h, j = 1, . . . ,3.
As chih = 0, we obtain Λhh(F ) = 0, h = 1,2,3. Furthermore, from the previous formulas for cijk we deduce that in the
present case, not only cikj = −cijk , but also ckji = −cijk . Hence, Λjh(F ) = −Λhj (F ); i.e., Λ(F) is skew-symmetric
“by blocks”, namely,
Λ(F) =
⎛
⎝
0 Λ12(F ) Λ13(F )
−Λ12(F ) 0 Λ23(F )
−Λ13(F ) −Λ23(F ) 0
⎞
⎠ .
As cijk = 0 whenever the three indices i, j, k are not pairwise distinct, we have:
Λ12(F ) =
⎛
⎜⎜⎜⎝
−F 323 F 313 −F 312 0
−F 324 F 314 0 −F 312
−F 334 0 F 314 −F 313
0 −F 334 F 324 −F 323
⎞
⎟⎟⎟⎠ ,
Λ13(F ) =
⎛
⎜⎜⎜⎝
F 223 −F 213 F 212 0
F 224 −F 214 0 F 212
F 234 0 −F 214 F 213
0 F 234 −F 224 F 223
⎞
⎟⎟⎟⎠ ,
Λ23(F ) =
⎛
⎜⎜⎜⎝
−F 123 F 113 −F 112 0
−F 124 F 114 0 −F 112
−F 134 0 F 114 −F 113
0 −F 134 F 124 −F 123
⎞
⎟⎟⎟⎠ .
We set
Λ−1(F ) =
⎛
⎝
Λ11(F ) Λ12(F ) Λ13(F )
Λ21(F ) Λ22(F ) Λ23(F )
Λ31(F ) Λ32(F ) Λ33(F )
⎞
⎠ ,
Λij (F ) being a 4 × 4 matrix. By imposing,
Λ(F) · Λ−1(F ) =
⎛
⎝
I 0 0
0 I 0
0 0 I
⎞
⎠ , I =
⎛
⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎟⎟⎠ ,
we obtain the following matrix system:
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0 = Λ12Λ22 +Λ13Λ32, (18)
0 = Λ12Λ23 +Λ13Λ33, (19)
0 = Λ23Λ31 −Λ12Λ11, (20)
I = Λ23Λ23 −Λ12Λ12, (21)
0 = Λ23Λ33 −Λ12Λ13, (22)
0 = Λ13Λ11 +Λ23Λ21, (23)
0 = Λ13Λ12 +Λ23Λ22, (24)
−I = Λ13Λ13 +Λ23Λ23, (25)
where we have written Λij instead of Λij (F ) for the sake of simplicity. We make the additional hypothesis that
detΛ12(F ), detΛ13(F ), and detΛ23(F ) do not vanish, which does not affect the generic character of F . From (18)–
(20), (22), (23), and (24) we thus obtain respectively,
−Λ−113 Λ12Λ22 = Λ32, (26)
−Λ−113 Λ12Λ23 = Λ33, (27)
Λ−123 Λ12Λ
11 = Λ31, (28)
Λ−123 Λ12Λ
13 = Λ33, (29)
−Λ−123 Λ13Λ11 = Λ21, (30)
−Λ−123 Λ13Λ12 = Λ22. (31)
From (27) and (29) we obtain:
Λ23 = −Λ−112 Λ13Λ−123 Λ12Λ13. (32)
Substituting (31) into (26), it becomes apparent that (26) can be replaced with,
Λ32 = Λ−113 Λ12Λ−123 Λ13Λ12. (33)
Substituting (28)–(32), and (33) into (17), (21), and (25), we obtain (Λ13Λ−123 Λ12 −Λ12Λ−123 Λ13)Λ11 = I , Λ12Λ12 +
Λ23Λ
−1
12 Λ13Λ
−1
23 Λ12Λ
13 = −I , and (Λ23Λ−112 Λ13Λ−123 Λ12 − Λ13)Λ13 = I . Hence,
Λ11 = (Λ13Λ−123 Λ12 − Λ12Λ−123 Λ13)−1, (34)
Λ13 = (Λ23Λ−112 Λ13Λ−123 Λ12 −Λ13)−1, (35)
Λ12 = −Λ−112 −Λ−112 Λ23Λ−112 Λ13Λ−123 Λ12
(
Λ23Λ
−1
12 Λ13Λ
−1
23 Λ12 −Λ13
)−1
. (36)
The formulas (28)–(35), and (36) determine the blocks of the inverse matrix and allow one to compute them
efficiently.
Moreover, we have:
dF =
∑
h<i<j
Fαhij dx
h ∧ dxi ∧ dxj ⊗Bα
= (Fα23,x1 − Fα13,x2 + Fα12,x3
)
dx1 ∧ dx2 ∧ dx3 ⊗ Bα
+ (Fα24,x1 − Fα14,x2 + Fα12,x4
)
dx1 ∧ dx2 ∧ dx4 ⊗ Bα
+ (Fα34,x1 − Fα14,x3 + Fα13,x4
)
dx1 ∧ dx3 ∧ dx4 ⊗ Bα
+ (Fα 2 − Fα 3 + Fα 4)dx2 ∧ dx3 ∧ dx4 ⊗ Bα.34,x 24,x 23,x
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Fβ =
⎛
⎜⎜⎜⎜⎝
F
β
123
F
β
124
F
β
134
F
β
234
⎞
⎟⎟⎟⎟⎠ , β = 1,2,3.
According to the ordering of the bases stated above, φ(F )−1(dF ) is computed by making the following matrix
product:
⎛
⎝
Λ11(F ) Λ12(F ) Λ13(F )
Λ21(F ) Λ22(F ) Λ23(F )
Λ31(F ) Λ32(F ) Λ33(F )
⎞
⎠
⎛
⎝
F 1
F 2
F 3
⎞
⎠ .
Namely,
φ(F )−1(dF ) =
∑
α,β
Λαβ(F )Fβ ⊗ Bα
=
∑
α,β
[(
Λαβ
)
i1(F )F
β
123 +
(
Λαβ
)
i2(F )F
β
124
+ (Λαβ)
i3(F )F
β
134 +
(
Λαβ
)
i4(F )F
β
234
]
dxi ⊗Bα.
Therefore the symbol D(F) =∑h<i Dαhi(F )dxh ∧ dxi ⊗Bα of Eq. (16) is given by,
Dαhi(F ) =
∑
β
[(
Λαβ
)
i1(F )
(
F
β
23,x1xh − F
β
13,x2xh + F
β
12,x3xh
)
− (Λαβ)
h1(F )
(
F
β
23,x1xi − F
β
13,x2xi + F
β
12,x3xi
)
+ (Λαβ)
i2(F )
(
F
β
24,x1xh − F
β
14,x2xh + F
β
12,x4xh
)
− (Λαβ)
h2(F )
(
F
β
24,x1xi − F
β
14,x2xi + F
β
12,x4xi
)
+ (Λαβ)
i3(F )
(
F
β
34,x1xh − F
β
14,x3xh + F
β
13,x4xh
)
− (Λαβ)
h3(F )
(
F
β
34,x1xi − F
β
14,x3xi + F
β
13,x4xi
)
+ (Λαβ)
i4(F )
(
F
β
34,x2xh − F
β
24,x3xh + F
β
23,x4xh
)
− (Λαβ)
h4(F )
(
F
β
34,x2xi − F
β
24,x3xi + F
β
23,x4xi
)]
.
Hence D can be represented by a 18 × 18 matrix,
D = (Dα;β
hi;jk
)α,β=1,2,3
h<i,j<k,h,i,j,k=1,...,4,
the entries of which are second-order homogeneous differential operators obtained according to the previous formulas.
If at a point x0 ∈ M we take:
F 112(x0) = 0, F 113(x0) = 1, F 114(x0) = 0,
F 123(x0) = 0, F 124(x0) = 1, F 134(x0) = 0,
F 212(x0) = 1, F 213(x0) = −1, F 214(x0) = 0,
F 223(x0) = 0, F 224(x0) = 1, F 234(x0) = 0,
F 312(x0) = 0, F 313(x0) = 1, F 314(x0) = −1,
F 3 (x ) = 2, F 3 (x ) = −2, F 3 (x ) = 0,23 0 24 0 34 0
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(
Λ11
)
11(F0) = −
1
4
,
(
Λ11
)
12(F0) = 0,
(
Λ11
)
13(F0) =
3
8
,
(
Λ11
)
14(F0) = −
1
4
,
(
Λ11
)
21(F0) = 0,
(
Λ11
)
22(F0) =
1
2
,
(
Λ11
)
23(F0) =
1
2
,
(
Λ11
)
24(F0) = −
3
8
,
(
Λ11
)
31(F0) = 0,
(
Λ11
)
32(F0) = 0,
(
Λ11
)
33(F0) = −
1
2
,
(
Λ11
)
34(F0) = 0,(
Λ11
)
41(F0) = 0,
(
Λ11
)
42(F0) = 0,
(
Λ11
)
43(F0) = 0,
(
Λ11
)
44(F0) =
1
4
,
(
Λ12
)
11(F0) =
1
4
,
(
Λ12
)
12(F0) = 0,
(
Λ12
)
13(F0) = −
3
8
,
(
Λ12
)
14(F0) = 0,
(
Λ12
)
21(F0) = 0,
(
Λ12
)
22(F0) =
1
2
,
(
Λ12
)
23(F0) = 0,
(
Λ12
)
24(F0) = −
3
8
,
(
Λ12
)
31(F0) = 0,
(
Λ12
)
32(F0) = 0,
(
Λ12
)
33(F0) =
1
2
,
(
Λ12
)
34(F0) = 0,(
Λ12
)
41(F0) = 0,
(
Λ12
)
42(F0) = 0,
(
Λ12
)
43(F0) = 0,
(
Λ12
)
44(F0) =
1
4
,
(
Λ13
)
11(F0) = −
1
4
,
(
Λ13
)
12(F0) = −
1
2
,
(
Λ13
)
13(F0) = −
1
8
,
(
Λ13
)
14(F0) =
1
8
,
(
Λ13
)
21(F0) = −
1
2
,
(
Λ13
)
22(F0) = −1,
(
Λ13
)
23(F0) = −
1
4
,
(
Λ13
)
24(F0) =
1
4
,
(
Λ13
)
31(F0) = 0,
(
Λ13
)
32(F0) = 0,
(
Λ13
)
33(F0) = −
1
2
,
(
Λ13
)
34(F0) =
1
2
,
(
Λ13
)
41(F0) = 0,
(
Λ13
)
42(F0) = 0,
(
Λ13
)
43(F0) =
1
2
,
(
Λ13
)
44(F0) = −
1
2
,
(
Λ23
)
11(F0) = −
1
4
,
(
Λ23
)
12(F0) =
1
2
,
(
Λ23
)
13(F0) =
3
8
,
(
Λ23
)
14(F0) = −
3
8
,
(
Λ23
)
21(F0) = −
1
2
,
(
Λ23
)
22(F0) = 1,
(
Λ23
)
23(F0) =
3
4
,
(
Λ23
)
24(F0) = −
3
4
,
(
Λ23
)
31(F0) = 0,
(
Λ23
)
32(F0) = 0,
(
Λ23
)
33(F0) = −
1
2
,
(
Λ23
)
34(F0) = −
1
2
,
(
Λ23
)
41(F0) = 0,
(
Λ23
)
42(F0) = 0,
(
Λ23
)
43(F0) =
1
2
,
(
Λ23
)
44(F0) =
1
2
,
(
Λ31
)
11(F0) =
1
2
,
(
Λ31
)
12(F0) =
1
2
,
(
Λ31
)
13(F0) = −
1
4
,
(
Λ31
)
14(F0) =
1
8
,
(
Λ31
)
21(F0) =
1
2
,
(
Λ31
)
22(F0) =
1
2
,
(
Λ31
)
23(F0) = −
1
4
,
(
Λ31
)
24(F0) =
1
8
,
(
Λ31
)
31(F0) = 0,
(
Λ31
)
32(F0) = 0,
(
Λ31
)
33(F0) = 1,
(
Λ31
)
34(F0) = −
1
2
,
(
Λ31
)
41(F0) = 0,
(
Λ31
)
42(F0) = 0,
(
Λ31
)
43(F0) = −
1
2
,
(
Λ31
)
44(F0) =
1
4
,
(
Λ32
)
11(F0) = −
1
2
,
(
Λ32
)
12(F0) = −
1
2
,
(
Λ32
)
13(F0) =
3
4
,
(
Λ32
)
14(F0) = −
3
8
,
(
Λ32
)
21(F0) =
1
2
,
(
Λ32
)
22(F0) =
1
2
,
(
Λ32
)
23(F0) =
3
4
,
(
Λ32
)
24(F0) = −
3
8
,
(
Λ32
)
31(F0) = 0,
(
Λ32
)
32(F0) = 0,
(
Λ32
)
33(F0) = −1,
(
Λ32
)
34(F0) =
1
2
,
(
Λ32
)
41(F0) = 0,
(
Λ32
)
42(F0) = 0,
(
Λ32
)
43(F0) = −
1
2
,
(
Λ32
)
44(F0) =
1
4
,
Λ21(F0) = −Λ12(F0); Λ22(F0) = −Λ11(F0);
(
Λ33
)
(F0) = 0, i, j = 1, . . . ,4.ij
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R1, . . . ,R18 and as a computation shows, every Ri can be written as a linear combination of the rows R1, R2, R3, R7,
R8, and R13. Hence rkΞ  6.
4. Higher dimensions
If dimM = n 5, then the bundle map (1) may no longer be an isomorphism. For these dimensions, all what we
can ask in (A) for this map is to be a monomorphism. In this case, the item (i) in Proposition 1.1 also holds; but, in
the item (ii), the property of being a perfect Lie algebra does not hold for g. On the other hand, items (iii), (iv), and
(v) must be replaced as follows:
(iii′) The map φ in the formula (1) is a monomorphism if and only if the following holds:
(A′n) There exist elements Aij ∈ g, 1 i < j  n, such that for Ai ∈ g, 1 i  n, the equations,
[Aij ,Ak] + [Ajk,Ai] + [Aki,Aj ] = 0, 1 i < j < k  n,
(with Aji = −Aij for j  i) imply A1 = · · · = An = 0.
(iv′) Set O =∐x∈M Ox , where Ox ⊂∧2 T ∗x M ⊗ g is the subset of all elements Fx such that φ(Fx) is a monomor-
phism. Then, O is an Ad G-invariant dense open subbundle in ∧2 T ∗M ⊗ g.
(v′) The assumption (A′n) holds for g if and only if it holds for gc = g ⊗R C.
Given a system A = (Aij )i,j=1,...,n, Aij +Aji = 0 in g, let ΥA :gn → g(n3) be the mapping whose components are
(ΥA)ijk(A1, . . . ,An) = [Aij ,Ak] + [Ajk,Ai] + [Aki,Aj ], 1 i < j < k  n.
If ΥA(A1, . . . ,An) = 0, then ΥA′(A1, . . . ,An−1) = 0, A′ being the system of vectors A′ = (Aij )i,j=1,...,n−1.
If (A′n−1) holds with respect to A′, then A1 = · · · = An−1 = 0 and for i < j < n − 1 we have:
(ΥA)ijn(A1, . . . ,An) = [Aij ,An] = (ΥA′)ij,n−1
(
A′1, . . . ,A′n−1
)
,
where A′h = Ah+1, 1 h n − 1. Hence An = 0. We have thus proved the following
Proposition 4.1. If (A′) holds for a Lie algebra g, then (A′n) also holds for every n 5.
If (A′n) holds true, then for every g-valued 2-form F on M taking values in O the image of φ(F ) is a vector
subbundle in
∧3
T ∗ ⊗ g, and F is a curvature form if and only if, (1) dF ∈ imφ(F ) and hence, we can compute
φ(F )−1(dF ), and (2) Eq. (16) holds for F .
The condition (1) above is computationally feasible as it reduces to decide whether or not the linear system of
equations,
∂F
γ
jk
∂xi
+ ∂F
γ
ki
∂xj
+ ∂F
γ
ij
∂xk
= cγαβ
(
Fαijμ
β
k + Fαjkμβi + Fαkiμβj
)
, i < j < k,
is compatible with respect to the unknowns μαi ∈ C∞(M).
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