We take steps towards understanding the "posterior collapse (PC)" difficulty in variational autoencoders (VAEs), i.e. a degenerate optimum in which the latent codes become independent of their corresponding inputs. We rely on calculus of variations and theoretically explore a few popular VAE models, showing that PC always occurs for non-parametric encoders and decoders. Inspired by the popular noise contrastive estimation algorithm, we propose NC-VAE where the encoder discriminates between the latent codes of real data and of some artificially generated noise, in addition to encouraging good data reconstruction abilities. Theoretically, we prove that our model cannot reach PC and provide novel lower bounds. Our method is straightforward to implement and has the same run-time as vanilla VAE. Empirically, we showcase its benefits on popular image and text datasets.
Introduction and Motivation
it has been established that the KL divergence term in eq. (1) becomes close to zero [4] , meaning that the variational posterior equals the prior, i.e. q φ (z|x) = p(z). This observation has been termed as posterior collapse (PC) and corresponds to a degenerate local minimum of the VAE loss in eq. (1) . When the decoder is autoregressive, the modeled distribution is p θ (x|z) = p θ (x i |x <i , z) for the sequence x = (x 1 , . . . , x n ). If this decoder is sufficiently expressive, it will learn to model the conditional data distribution by completely ignoring the latent variables z, i.e, p θ (x i |x <i , z) = p θ (x i |x <i ). This is undesirable both for learning the conditional generative process, as well as for representation learning.
Noise Constrastive VAEs. To address the PC problem in VAEs, we here inspire from the popular Noise Contrastive Estimation methods [11, 12, 25] . Our main contribution is to propose a novel model, Noise Constrastive VAE, in which the encoder is encouraged to discriminate between latent codes of real data inputs versus noise distribution samples. It is depicted in fig. 1 . This is reminiscent of adversarial autoencoders (AAEs) [24] , however, without suffering from the unstable training of adversarial/saddle optimization problems, with similar running times as vanilla VAEs and mathematically resistant against PC for encoders and decoders without capacity constraints.
Contributions. We now state our main contributions:
• We discuss the PC problem in the context of VAEs. Mathematically, we prove that for nonparametric encoders and decoders , PC always happens for popular models such as β-VAE [14] , AAEs [24] or InfoVAE [37] .
• We propose NC-VAEs that combines VAEs and noise contrastive methods. This helps learning an informative encoder that provably cannot reach PC for infinitely powerful encoders and decoders.
• Our algorithm is as fast as vanilla VAEs and simple to implement. Empirically, we showcase its benefits on various popular text and image datasets.
2 Related Work PC in VAEs. Many papers discuss PC [15, 33, 36, 38] . The most common heuristical solution is to anneal (gradually increasing from 0 to 1) the KL term in eq. (1) [4, 30, 33, 37] . Few models [13, 16] change the optimization technique and empirically avoid PC, sometimes at higher runningtime costs. Several other methods change the VAE objective, mostly employing new regularizers (sometimes intractable or expensive to estimate) such as based on mutual information [23, 37] , Jensen-Shannon divergence (via adversarial training) [24] , free-bits based smoothing [17] , bits-back coding principle [7] ,sequential latent codes [28] or rate-distortion [2] . Another solution is to learn more complicated parametric priors together with the model [34, 35] , or to restrict the capacity of the encoder and decoder neural networks with the goal of enforcing higher mutual information between input data and their respective latent codes [8, 10, 36] .
Noise contrastive variational methods. We here leverage the power of NCE [11, 12] to design a PC resistant VAE model. We note that noise contrastive methods have been recently combined with variational approaches to improve the original NCE algorithm [31] . The most similar work to ours is the very recent approach of [1] that, however, does not target PC, but has the different goal of discovering and removing salient features in the data distribution. However, this method depends on the manually picked background distribution which further requires specific domain knowledge.
Preliminaries

Optimizing Functionals over Probability Density Functions
Throughout this work, we will minimize several functionals defined over probability density functions (PDF) constrained to normalize to 1 and be pointwise non-negative. This procedure is very similar with the proof that Gaussian distributions maximize the entropy under a constraint of fixed mean and variance [3] , also referred to as the maximum entropy principle. In the discrete scenario, the standard approach consists in using Lagrange multipliers. For functionals defined on the infinite dimensional space of PDFs, when strict convexity is satisfied, calculus of variations allows to use a similar procedure motivated and formalized in appendix A, and informally exposed below (see also [20] ).
Let F be the set of all valid PDFs 2 . Assume we want to minimize a constrained functional of type
The stationary points of this constrained optimization problem can be computed from the associated Lagrangian functional under KKT conditions [19] , by setting its derivates to 0. In appendix A, we explain how one can "differentiate under the integrals", namely to compute derivatives of L instead of the more complicated L. This procedure invokes the Euler-Lagrange equation. We also remind that if L is a strictly convex real function in its first argument, then the stationary point is unique and achieves the minimum of L(f ).
PC in VAE models.
In VAE models and variants, we most often consider a latent space R D where data is encoded, and a primal space R N 3 where data lies originally, with D N . Probabilistic encoders and decoders are denoted by mapping (x, z) ∈ R N × R D to conditional densities q(z | x) and p(x | z) respectively.
Let us start by giving a definition of what is meant by posterior collapse for VAE-like models.
Definition 4.1. A functional L over decoders p and encoders q suffers from posterior collapse if any (p * , q * ) reaching its global minimum (when it exists) satisfies either of the two following conditions:
We will now analyze different variants of the VAE model. Although all proofs are formally exposed in their respective appendices, let us mention that most of our proofs of PC follow the same structure:
1. Find the critical points (p * , q * ) of the Lagrangian that includes the PDF constraints.
2. Show that the unconstrained loss is a strongly convex functional, thus (p * , q * ) is the unique global minimizer of the constrained problem (section 3.1). 3. Prove that both p
β-VAE
The β-VAE [14] is defined as adding a β > 0 parameter in front of the KL of the standard ELBO objective in eq. (1):
The intuition of this model is to provide a better balancing between the reconstruction and regularizer term of VAEs. We prove the following theorem in Appendix B.1. Theorem 2. If β > 0 and β = 1, then non-parametric L β reaches its infimum at a unique (p * , q * ), that verifies:
with λ and γ the Lagrange multipliers of the normalization constraints on q and p respectively.
As a direct consequence of the above theorem, using lemma 1, we get: Corollary 2.1. For β > 0, β = 1, the non-parametric β-VAE suffers from posterior collapse.
InfoVAE
We further analyze InfoVAE [37], a model that prevents PC by regularizing β-VAE using the mutual information (MI) of x and z. The intuition is to encourage a high correlation (mutual information) between data and its corresponding latent codes. Formally, the InfoVAE loss is
where α + λ > 1 (otherwise MI is minimized) and 
where η(x) acts as a partition function. Corollary 3.1. The non-parametric InfoVAE with α = 1 suffers from posterior collapse.
Adversarial Autoencoders
We now draw our attention to Adversarial Autoencoders (AAEs) [24] that replace the KL latent space regularizer in the standard VAE objective (eq. (1)) with the following adversarial objective min
where D is trained to discriminate between latent codes of real data and sampled from the prior. It is known [9] that the optimum of the above objective is the Jensen-Shannon divergence
where, like before, q(z) = p d (x)q(z|x)dx. Our contribution is the following theorem proved in appendix B.3 showing the undesirable PC factorization from lemma 1. Theorem 4. For full support data distribution p d (·) and λ > 0 (regularization factor), the nonparametric L AAE reaches its infimum at a unique (p * , q * ), that verifies:
where η(x) acts as a partition function. Corollary 4.1. The non-parametric AAE suffers from posterior collapse.
Comparison with Empirical Evidence
The models analyzed above have been empirically successful, providing useful representations and even evidence for alleviating PC (e.g. β-VAE, β < 1). However, the neural architectures used in these models need typically to be capacity constrained [4, 8, 27, 36] or to employ different optimization strategies [13, 16] , making their mathematical analysis considerably harder. Our presented theoretical results target the most generic versions of these methods and, therefore, do not contradict this empirical evidence, but enhance it with a useful view for better future understanding of PC in VAEs.
Noise Contrastive VAE
In order to address the posterior collapse issue, we suggest to modify β-VAE by adding a constrastive prior z ∼ n(·) for some contrastive data x ∼ p n (·) whose choice will be discussed later on. Optimizing our proposed noise constrastive (NC) VAE results in minimizing the following loss:
where β, δ > 0 are hyper-parameters (fixed or annealed), respectively controlling the strength of the original and constrastive priors; the data prior z ∼ p and the noise prior z ∼ n are pre-specified Gaussians of fixed mean and variance and x ∼ p n denotes the constrastive data distribution.
Practical advantages of NC-VAE. As opposed to InfoVAE, MAE and AAE, our model is easy to optimize, is as fast as vanilla VAE, does not require computing intractable quantities such as mutual information (InfoVAE) or relying on unstable training procedures such as adversarial schemes (AAE).
Remark. Note that our model generalizes β-VAE and recovers it when either δ = 0 or p n = p d and n = p, in which cases β + δ is the corresponding weight of KL(q φ (z|x)||p(z)).
Interested by the behavior of NC-VAE, we perform a similar analysis on the Lagrangian associated to this loss, and surprisingly observe that it does not suffer from posterior collapse anymore.
Technical assumption. We require the mild constraint β p d (x) + δ p n (x) > 0 for x ∈ R D , e.g. p d , p n having full support and β, δ > 0. Note that this is only a technicality simplifying the analysis, as the mass can still be made arbitrarily small where needs be, for instance with sub-Gaussian tails.
Our first result concerning NC-VAE is the following theorem, proved in appendix C.1. Theorem 5. For β > 1 and δ > 0, L nc-vae reaches its global minimum at a unique (p * , q * ), with:
where
Remark. Note how q * does not factorize anymore into a product of an x-term and a z-term, as opposed to eq. (5). Indeed, the z-term B(z) of eq. (5) is now replaced by a geometric average between B(z) and the new contrastive prior n(z), where the weights of this geometric average depend on x (for β > 1 and δ > 0). The new optimal encoder q * (·|x) encodes information about real data x ∼ p d by interpolating in the latent space between the original and the constrastive priors.
Our next result, proved in appendix C.2, uses theorem 5 to prove that NC-VAE does not PC. Theorem 6. If β > 1, δ > 0, and p(z) = n(z) and p d (x) = p n (x) on sets of measure non-zero, then L nc-vae does not suffer from posterior collapse.
Away from posterior collapse. The above Theorem 6 shows that the non-parametric NC-VAE does not suffer from posterior collapse. However, one might wonder, can we bound NC-VAE away from PC? This is the aim of our next theorem proved in appendix C.3. Figure 2 : Posterior latent codes of points x sampled from p d (x) (blue) and p n (x) (red) encoded in R 2 using q(z|x) trained using VAE (left) and NC-VAE (right).
In the remainder of this section, we assume that p(·) = N (0, I) and n(·) = N (0,
Theorem 7. For the original and contrastive Gaussian priors p(·) and n(·), if β > 1 and δ > 0, the following bound asserts how close is the optimal encoder q * of NC-VAE from collapsing onto a p σ almost surely.
Moreover, equality in both inequalities happens if and only if p d = p n almost everywhere. In this case, the optimal Gaussian prior, i.e. r(·|x), is independent of x and given by the standard-deviation:
On the choice of the contrastive distribution p n
Since choosing p n (x) = p d (x) recovers β-VAE, we suggest to choose a constrastive distribution p n relatively close to real data p d . For instance one can use the current decoderp, supposedly not yet optimal, yielding p n (x) := E z∼p [p(x|z)]. Another valid option when x lives in R D , which is computationally easy, is to sample from the convolution p n := p d N (0, ε 2 I), simply by adding a sample from p d with one from N (0, ε 2 I).
Experiments 6.1 Synthetic Data
We first test our proposed NC-VAE on a synthetic data sampled from a simple Gaussian distribution. We use two 100 dimensional spherical Gaussian distributions as p d (x) and p n (x). We also consider 
β K 2 +δ or tuned. p n is obtained either by adding Gaussian noise to true distribution (GN) or from online sampling from the current decoder (CD). For each NC-VAE model, we tuned the best δ value on the validation set (to maximize MI). For metrics MI and AU, higher is better, while for others, lower is better.
two different 2D spherical Gaussians of variances 1 and 25 as the priors p(z) and n(z) for the real data and the noise samples. We then trained β-VAE and NC-VAE. The visualization of latent codes sampled from the trained decoder q(z|x) for the two data distributions is shown in fig. 2 . It can be seen that the encoder q(z|x) has successfully learned to discriminate between real and noise samples for NC-VAE, unlike vanilla VAE.
Real Data
Metrics. For evaluation, we use the standard metrics relevant to the problem of posterior collapse, namely estimate of negative log likelihood (-ELBO), Mutual Information (MI), Reconstruction Error (i.e. −E q φ (z|x) [log p θ (x|z)]) and number of latent Active Units (AU, i.e. A z = Cov x (E z∼q φ (z|x) [z] ) and a dimension z is defined as active if A z > 0.01) [6] . Another common metric which is utilised to measure the extent to which posterior collapse is prevented is the KL divergence value of ELBO. However, we cannot directly compare the KL values (rate term) of our proposed approach with the standard VAE as the underlying prior to which the optimisation is performed is different in each case. This in turn reflects in the evaluation of evidence lower bound. In order to circumvent this problem, we use two other different methods to evaluate the ELBO apart from fixing the prior in KL during testing to p(z). The first method is related to replacing this prior using the optimal prior derived in theorem 7. This is a spherical Gaussian with variance equal to f (K, β, δ) =
βK 2 +δ . The second method is to treat the variance of this prior as a hyperparameter which is to be tuned between 1 and f (K, β, δ) to maximize the ELBO.
Methods. We compare our approach with β-VAE models with the same network architecture as for the corresponding NC-VAE models. The focus of our experiments will be to explore how adding the noise contrastive objective to any VAE objective helps in preventing posterior collapse.
We explore the following two options for the noise distribution p n (x): i) Gaussian Noise: p n (x) = p d (x) * N (0, σ) where σ could be fixed to a small value or can be tuned on the validation set. In our experiments, we fix this value to 0.01. However, this method cannot be generalized to data belonging to different domains and can be limited by the nature of p d (x) particular to the domain. For example, in the case of text, obtaining samples from p n (x) in the above manner is not straightforward. Thus, we limit this approach only to image datasets. The second type of p n is online sampling from the generative model: In this setting,
The samples from the generator could be approximated as noisy estimates of the true distribution when the network is not optimal. Hence, we can use this to obtain samples from p n (x) by obtaining the samples from the decoder. This process can be applied to both text and images.
Image Datasets We apply the noise contrastive variational autoencoders to the Ominglot dataset [21] . We dynamically binarize the training images and test it on a fixed binarized set. We use the same train/valid/test splits as provided by [16] . For the encoder we use a Resnet encoder as used in [7] . The encoder parameterizes a diagonal Gaussian. For the decoder, we use a PixelCNN [27] with 13 layers. The decoder architecture has five 7 x 7 layers, four 5 x 5 layers, and then four 3 x 3 layers. Batch normalisation and ELU activation is used before the final 1 x 1 convolutional layer and sigmoid nonlinearity. We concatenate z to the input for the decoders. This setup is similar to the one used in [13, 16] . Adam optimizer with an initial learning rate of 0.001 is used for optimisation.
Text Datasets For text, where posterior collapse is more severe, we empirically demonstrate the effectiveness of the proposed approach. We use the Yahoo and Yelp datasets [36] with a single layer LSTM for both the encoder and the decoder. Like in the case of images, the latent code z is concatenated to the input for the decoder. In addition, they also predict the initial hidden state of the decoder. Stochastic gradient descent with momentum is used for optimisation.
Results Tables 1 and 2 summarise the results of different forms of β-VAEs with and without the noise contrastive objective. Although the problem of posterior collapse is less severe in the case of images, the proposed approach performs better on mutual information and, sometimes, on reconstruction error for both types of datasets. This shows that NC-VAE is empirically avoiding posterior collapse and learning useful latent code representations , while still exhibiting good reconstruction.
Conclusion
We here introduced the novel NC-VAE model by leveraging noise contrastive estimation to encourage the encoder to discriminate between real and noise samples. We have shown both theoretically and empirically that our model provably mitigates posterior collapse in VAEs for non-parametric distributions, in contrast with popular VAE variants.
Exciting future research directions include a better understanding of how noise can improve and robustify NC-VAE, for example by training using adversarial examples, as well as extending our posterior collapse theoretical results to restricted neural network encoder and decoder architectures.
[37] Shengjia Zhao, Jiaming Song, and Stefano Ermon. Infovae: Information maximizing variational autoencoders. arXiv preprint arXiv:1706.02262, 2017.
[38] Shengjia Zhao, Jiaming Song, and Stefano Ermon. Towards deeper understanding of variational autoencoding models. arXiv preprint arXiv:1702.08658, 2017.
A Lagrange Multipliers for PDFs
We now detail our procedure of optimizing functionals that involves calculus of variations and Lagrangian functionals.
be the full set of conditional PDFs 4 . Assume further that we want to minimize a functional of the following form:
for which we consider the following Lagrangian functional 5 under KKT conditions [19] 
In order to solve this constrained optimization, the following statements provide a generic strategy 6 .
• The local extrema of L(f ) is between the stationary points of the Lagrangian functional J (f, λ).
• These stationary points are computed using Euler-Lagrange equation 7 from calculus of variations, meaning that f * satisfies
= λ(z), ∀x, ∀z. This allows us to "differentiate inside the integrals".
• Last step is to prove that these stationary points are local/global minima. Here, we consider the particular case of L(·, x, z) that are strictly convex real functions in their first argument for every x, z. Such functions are called convex integrands [32] . In this case, if the associated functional L has at least one critical function point, then L is either constant or has an unique global minimum (we prove this below using results from [20] ). The needed condition for strong convexity is
Convex functionals. We here prove the following theorem (a consequence of theorems 6.3.3 and 6.6.1 of [20] ) that is justifying our methodology described in section 3.1: Theorem 8. Assume L(·, x, z) is a strictly convex real function in its first argument for every x, z. Such functions are called convex integrands [32] . If L has at least one critical function point, then L is either constant or has an unique global minimum.
Proof. Sketch (more formal statements are made in theorems 5.4.2, 6.3.3 and 6.6.1 of [20] ). Let f, g ∈ F be any PDFs. Since L(·, x, z) is a strictly convex real function in its first argument, we have from Jensen inequality that
where h α = αf + (1 − α)g ∈ F is any linear combination of f and g. Applying a double integral to the above gives
meaning that the functional L is also strictly convex. One can easily derive from eq. (21) that
We now analyse all possible types of critical function points of L:
i) We first prove that any local minimum of L is also a global minimum. Let f be a local minimum and assume by contradiction that it is not a global minimum, meaning that ∃g ∈ F s.t. L(f ) > L(g). Then, we apply eq. (22) for any small α > 0 and derive that f cannot be a local minimum because there exist a sequence of PDFs achieving strictly smaller values of L, namely all h α for α → 0.
ii) We then prove that there is no local maximum of L. Assume there is an f which is a strict local maximum of L. Fix one z. For simplicity and readability, we will further write f referring to f (·|z). The proof technique is as follows: we first find a family of PDFs pairs h , j ∈ F such
− − → f (pointwise convergence) and, implicitly, j
↓0
− − → f . Applying the inequality in eq. (22), we will obtain a contradiction with the fact that f which is a strict local maximum of L. It only remains to provide a construction of h , j . Let g ∈ F be the following PDF:
. Let > 0 and such that < min(0.5, f (x) min(1, f (x))dx).
Then, one can check that f (x) ≥ g(x), ∀x, which further implies that h := 1 1− (f − g) ∈ F is a valid PDF. It also implies that f (x) ≥ 0.5h(x), ∀x, meaning also that j = 2f − h ∈ F is a valid PDF. One can then easily show the pointwise convergence of these particular h , j functions, which concludes the proof that f cannot be a strict maximum of L.
iii) The fact that f cannot be a saddle point of L comes from theorems 6.3.3 and 6.6.1 of [20] .
This concludes the proof.
B Proofs of PC
for some A and B, then PC happens.
Proof. Assume p * (x | z) = A(x)B(z). Since p(· | z) normalizes to 1 for any z, we have 1 = A(x)B(z)dx, i.e. B is constant, and hence p * has collapsed according to definition 4.1. The same argument holds with A in the case where q * factorizes.
B.1 β-VAE
Theorem 2. For β > 0 and δ > 0, L β reaches its global minimum at a unique (p * , q * ), with:
Proof. The Lagrangian associated to the β-VAE loss L β is defined by:
where λ and γ are the Lagrange multipliers. We re-write it as J β ((p(·|·), q(· | ·), λ, γ) = J β (x, z)dxdz. The critical points can be found analogously to the Euler-Lagrange equation i.e. by setting the following derivatives to zero for each (x, z) [20] :
Resulting in the first relation between the optimal encoder and decoder:
is the aggregated posterior with constraint γ(z)dz = 1. Setting the other derivative to zero:
Resulting in the second relation between the optimal encoder and decoder:
Combining the equations of the optimal p * and q * :
i.e.
which concludes. Note that the fact that this critical point is the unique critical point of the Lagrangian, and moreover a global minimum, comes from the strict convexity of the integrand of the unconstrained loss. Indeed, one can easily see that
Also note that the positivity constraints on the PDF q and p are not required in the Lagrangian, as the optimal solution appears to satisfy it.
B.2 InfoVAE
Proof of theorem 3:
Proof. We re-write L Inf oV AE as follows
Optimizing this function requires using the Lagrangian functional as explained in section 3.1 and appendix A, namely
Writing it as J Inf oV AE = J Inf oV AE (x, z) dx dz and computing the partial derivates of this Lagrangian w.r.t the decoder values gives
Second, computing the partial derivates of J Inf oV AE w.r.t the encoder values gives
where we used the fact that
Setting the above Lagrangian derivative to 0 and hiding the terms not containing x in the partition function gives a formula for the optimal encoder
Plugging eqs. (37) and (41) together and grouping all terms not containing z as η(x) yields
Finally, writing L Inf oV AE = L Inf oV AE (x, z) dx dz, we derive strong convexity of L Inf oV AE as explained in section 3.1 and appendix A by showing that the second order derivatives of L Inf oV AE are strictly positive when the encoder and decoder have full support:
which concludes the proof. Also note that the positivity constraints on the PDF q and p are not required in the Lagrangian, as the optimal solution appears to satisfy it.
B.3 Adversarial Autoencoders
Proof of theorem 4:
Proof. We re-write L AAE as follows
Writing it as J AAE = J AAE (x, z) dx dz and computing the partial derivates of this Lagrangian w.r.t the decoder values gives
Resulting in the first relation between the optimal encoder and decoder (unsurprisingly, the same we obtained for β-VAE and InfoVAE):
Second, computing the partial derivates of J AAE w.r.t the encoder values gives
Setting the above Lagrangian derivative to 0 and grouping all terms not containing z as η(x) gives a formula for the optimal decoder
Plugging eqs. (48) and (52) yields the optimal encoder's formula
Finally, writing L AAE = L AAE (x, z) dx dz, we derive strong convexity of L AAE as explained in section 3.1 and appendix A by showing that the second order derivatives of L AAE are strictly positive when the encoder and decoder have full support:
C Results about NC-VAE C.1 Non-factorization of the optimal encoder and decoder Theorem 5. For β > 1 and δ > 0, L nc-vae reaches its global minimum at a unique (p * , q * ), with:
Proof. Recall that our setting is unparametrized, hence the quantity of interest is the following Lagrangian functional:
where λ and γ are the functional Lagrange multipliers. We write it as J nc-vae (q(·|·), p(·|·), λ, γ) = J nc-vae (x, z)dxdz. The critical points can be found analogously to the Euler-Lagrange equation i.e. by setting the following functional derivatives to zero for each (x, z) [20] :
resulting in the first relation between the optimal encoder and decoder:
Combining this optimal q * with the optimal p * yields after simple manipulations the final formula. Similarly as for the other proofs, the fact that this critical point is the unique critical point of the Lagrangian, and moreover a global minimum, comes from the strict convexity of the integrand of the unconstrained loss, which can be easily checked from its second order derivatives being positive. Also note that the positivity constraints on the PDF q and p are not required in the Lagrangian, as the optimal solution appears to satisfy it.
C.2 NC-VAE cannot PC Theorem 6. If β > 1, δ > 0, and p(z) = n(z) and p d (x) = p n (x) on sets of measure non-zero, then L nc-vae does not suffer from posterior collapse.
Proof. Assume by contradiction that PC happens, meaning that either:
1. q * (z|x) does not depend on x almost surely 2. p * (x|z) does not depend on z almost surely
We first show that case (2) implies case (1) and then prove that (1) is impossible.
Formally, case (1) means that for each x, we can write q * (z|x) = q * (z) almost surely, while case (2) implies that for each z, we can write p * (x|z) = s(x) almost surely for some pdf s(x). Let us assume case (2) is true. Using eq. (60) we derive that
Applying · dz in both sides we obtain:
Meaning that p * (x|z) = p d (x) for all x, z almost surely. Using again eq. (60) we derive that q * (z|x) = γ(z) which, together with the fact q * (z) = γ(z) (eq. (61)) implies that (1) holds.
We are remained to prove that case (1) 
hence γ(z)
i.e. γ(z)
Now notice that h(x) + p d (x) = βp d (x) + δp n (x). Taking the power 1/[h(x) + p d (x)] gives:
We have managed to factorize the quantity p(z) n(z)
. Now taking two different z, z for the same x and dividing: γ(z)n(z ) γ(z )n(z) = p(z)n(z ) p(z )n(z)
Since the quantity on the left-hand side is independent of x and this equality holds almost surely, this can only hold if either p(z) n(z) is constant almost surely or
pn(x) is constant almost surely, but since these quantities are PDF, these constants can only be equal to 1, which is the contradiction we were looking for, because we assumed both that p(z) = n(z) and p d (x) = p n (x) on sets of measure non-zero.
The last term can be lower bounded by the following non-negative term when using Jensen's inequality: 
